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ABSTRACT
NETWORK TRAFFIC ANOMALY DETECTION USING EMD AND HILBERT-HUANG
TRANSFORM
Jieying Han, M.S.T.
Western Carolina University (April 2013)
Director: James Z. Zhang, Ph.D.
Empirical Mode Decomposition (EMD) and Hilbert-Huang Transform (HHT) pro-
vide a means for adaptive data analysis. EMD extracts Intrinsic Mode Functions (IMFs)
that represent the frequency and amplitude characteristics of a signal. HHT generates the
marginal spectrum and energy density level of a signal. The IMFs, the marginal spectrum,
and the energy density level characterize a signal from three different perspectives.
This thesis proposes three novel parameters for network traffic anomaly detection
based on the above three signal characteristics. Hurst parameter of network traffic is cal-
culated based on the first IMF, and is expanded by introducing a weighted self-similarity
based on the concept of entropy. Pearson’s distance is calculated based on the marginal
spectrum to differentiate normal traffic from abnormal ones. Finally, the slopes of cross-
correlations are calculated based on the energy density level to detect the rate of energy
change between normal and abnormal internet traffic.
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CHAPTER 1: INTRODUCTION
Enormous growth of computer network usage and the huge increase in information
sharing over the internet have made network security a more and more important field for
research. Effective, accurate, and timely detection of network traffic anomaly has become
a requirement in the field of information security.
Various schemes are proposed for the network traffic anomaly detection, such as
the mode matching approach [1,2], statistical analysis approach [3-8] and Hurst parameter
analysis approach [9-11], etc. These approaches have greatly promoted the development of
anomaly detection and have improved detection results dramatically. However, due to the
complexity of network traffic, no detection model exists that demonstrates both low false
positive and low false negative results.
Many researchers have had the idea of using signal processing techniques to detect
anomalies in network traffic [12]. Such techniques can detect novel incidents and attacks
that cannot be detected by using signature-based approaches. A signature-based approach
like Snort R© must be updated with new rules in order to recognize new anomalies in net-
work traffic. This means such approaches cannot detect new attacks or zero-day attacks that
would not be included in the current rules. Signal processing techniques, on the other hand,
could be used to detect such attacks. Examples of signal processing techniques include
wavelet analysis, entropy analysis, principal component analysis, and spectral analysis.
J.D. Brutlag introduced time series analysis for detecting aberrant behavior through
network monitoring by using the Holt-Winters forecasting algorithm [13]. C. M. Cheng
proposed a spectral analysis technique to distinguish between normal TCP network traffic
and traffic that was dropped or rate-limited by DoS attacks [14]. M. Thottan used signal
processing and an abrupt change detection technique in order to detect several anomalies in
IP networks [3]. Moreover, Y. Chen applied spectral analysis to TCP flows so as to defend
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against reduction of quality attacks [15].
Network traffic entropy analysis has been employed by Y. Gu to detect network
traffic anomalies including different kinds of SYN attacks and port scans [16]. A. Wagner
used an entropy based method to also detect anomalies and worms propagating in fast IP
networks like the Internet backbone [17]. Furthermore, A. Lakhina and B. I. P. Rubin-
stein used principal component analysis for diagnosing anomalies in network-wide traffic
[18,19]. H. Ringberg discussed the sensitivity of the parameters used in principal compo-
nent analysis for network traffic anomaly detection [20].
Wavelet analysis is a well-studied signal processing technique for detecting anoma-
lies in network traffic. There are many studies that apply wavelet transformations to net-
work traffic. For example, V. Alarcon-Aquino presented an algorithm based on undeci-
mated discrete wavelet transform and Bayesian analysis [21]. This algorithm is able to
detect and locate subtle changes in variance and frequency in the given time series. Anu
Ramanathan presented a WADeS (Wavelet based Attack Detection Signatures) mechanism
based on wavelet analysis to detect the DDoS attack [22], which makes wavelet transform
for the traffic signals, then computes the variance of the wavelet coefficients to estimate
the attack points. Barford presented a method which decomposes network traffic with dec-
imated discrete wavelet transform, then synthesizes to Low, Mid, High frequency-parts,
and finally detects anomaly with Deviation Scoring [23]. This algorithm is able to detect
the flash crowds and short-term anomalies in postmortem. Seong Soo Kim proposed a
technique for traffic anomaly detection based on analyzing correlation of destination IP
addresses in outgoing traffic at an egress router [24]. This technique can be employed for
postmortem and real-time analysis of outgoing network. Lan Li proposed an energy distri-
bution based on wavelet analysis to detect the distributed denial-of-service (DDoS) attack
[25]. This research showed that the energy distribution variance changes markedly causing
a “spike” when traffic behaviors affected by DDoS Attack.
The detection accuracy of these methods is dependent upon the assumption that the
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network traffic signal x(t) is stationary. However, the stationarity of network traffic is just
an assumption and has no strict mathematical proof. Therefore, the methods mentioned
above lack reliable theoretical support [26].
EMD is a new data analysis method developed in recent years. Since the decom-
position is based on the local characteristics of the data, it is applicable to non-linear and
non-stationary processes. EMD and HHT provide a means for adaptive data analysis. EMD
extracts Intrinsic Mode Functions (IMF) that represents the frequency and amplitude char-
acteristics of a signal. HHT generates the marginal spectrum and energy density level of a
signal. The IMFs, the marginal spectrum, and the energy density level characterize a signal
from three different perspectives.
This thesis proposes three novel parameters for internet traffic anomaly detection
based on the above three signal characteristics. Hurst parameter of network traffic is cal-
culated based on the first IMF, and is expanded by introducing a weighted self-similarity
based on the concept of entropy. Pearson’s distance is calculated based on the marginal
spectrum to differentiate normal traffic from abnormal ones. Finally, the slopes of cross-
correlations are calculated based on the energy density level to detect the rate of energy
change between normal and abnormal internet traffic.
The rest of the thesis is organized as follows: Chapter 2 is background theory of
HHT method, Hurst’s Rescaled-Range(R/S) model and introduction of our testing data.
Chapter 3 introduces and explains the three novel detection methods. Chapter 4 illustrates
the testing results through the project. The final chapter provides conclusions and future
work.
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CHAPTER 2: BACKGROUND
2.1 Hilbert-Huang Transform
Hilbert-Huang Transform is a new method for analyzing nonlinear and non-stationary data.
The key part of the HHT is the Empirical Mode Decomposition method with which any
complicated data set can be decomposed into a finite and often small number of Intrinsic
Mode Functions that admit well-behaved Hilbert transforms [27].
2.1.1 Empirical Mode Decomposition Method
The principle of EMD is to decompose a signal into a sum of IMFs. Each IMF should
satisfy the following conditions:
1) In the whole data set, the number of extrema and the number of zero-crossings must
either equal or differ at most by one.
2) At any point, the mean value of the envelope defined by the local maxima and the
envelope defined by the local minima is zero.
The first condition is similar to the traditional narrow band requirements for a sta-
tionary Gaussian process. The second condition is new - its locality is necessary so that
the instantaneous frequencies will not have unwanted fluctuations induced by asymmetric
waveforms [28].
The decomposition process of a signal is an iterative procedure and is described in
figure 2.1:
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Figure 2.1: EMD Procedures
The EMD procedures can be summarized as follows:
Given a signal X(t),(t = 1, ...,T )
1) Identify all the maxima and minima of X(t).
2) Generate its upper and lower envelopes, Xup(t) and Xlow(t), with spline interpolation.
3) Calculate the point-by-point mean from upper and lower envelopes, m(t) = [Xup(t)+
Xlow(t)]/2.
4) Subtract the mean of the envelopes from the signal X(t) to obtain a new signal, h(t) =
X(t)−m(t).
5) Check the properties of h(t): If h(t) meets the above-defined two conditions, an IMF
is derived and replace X(t) with the residual r(t) = X(t)−h(t); If h(t) is not an IMF,
replace X(t) with h(t).
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6) Repeat Steps 1) - 5) until the residual satisfies given stopping criteria.
At the end of this process, the signal X(t) can be expressed as follows:
X(t) =
n
∑
i=1
ci + rn (2.1)
Components c1,c2...cn contain the ingredients from high-frequency to low-frequency of
the signal. rn contains trend information of the original signal.
The stopping criterion can be the Standard Deviation (SD) between two consecu-
tive results in the sifting process. SD can be expressed as the following equation and the
simulation results revealed that the reasonable values are between 0.25 ∼ 0.3.
SD =
T
∑
t=0
[ |hi(k−1)(t)−hik(t)|2
h2i(k−1)(t)
]
(2.2)
In this approach, we only decompose the signal into one IMF and a residue (n = 1) since
the first IMF provides sufficient information to detect the attacks.
2.1.2 Hilbert Spectrum
After applying the EMD, each IMF is an AM-FM component, which can be processed with
the Hilbert Transform:
ĉi(t) =
1
π
∫ +∞
−∞
ci(τ)
t− τ
dτ (2.3)
Where ci(t) is the ith IMF, and ĉi(t) is the Hilbert transform of ci(t). With this definition,
ci(t) and ĉi(t) form a complex conjugate pair, so we can form the analytic signal of each
IMF, zi(t), as:
zi(t) = ci(t)+ iĉi(t) = ai(t)e jθi(t) (2.4)
where
ai(t) = [c2i (t)+ ĉi
2(t)]1/2 θi(t) = arctan
(
ĉi(t)
ci(t)
)
(2.5)
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The instantaneous frequency is given by ωi(t) = dθi(t)/dt , the Hilbert Spectrum of each
IMF is defined as:
Hi(ω, t) = ai(t)e jθi(t) = ai(t)e j
∫
ωi(t)dt (2.6)
2.1.3 Marginal Spectrum
Hilbert marginal spectrum of the ith IMF is defined as:
hi(ω) =
∫ T
0
Hi(ω, t)dt (2.7)
where T is the duration of the signal, hi(ω) offers a measure of total amplitude (or energy)
contribution as a function of frequency, which represents the cumulated amplitude over the
entire data span in a probabilistic sense.
2.1.4 Energy Density Level
In addition to the marginal spectrum, the instantaneous energy density level of the ith IMF,
IEi, is defined as:
IEi(t) =
∫
ω
H2i (ω, t)dω (2.8)
IE depends on time, which can be used to check the energy fluctuation. When attacks
occur, the energy will change significantly. That’s why we choose IE as a parameter for
detection.
The process of HHT is described as follows:
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Figure 2.2: HHT Procedures
2.1.5 An Example of HHT
To provide an example of this method, we use the following signal as the input to the
algorithm and examine the outputs of the algorithm:
x(t) = cos(2π80t)+0.8sin(2π50t)+0.6sin(2π25t)+0.4cos(2π10t)+0.3cos(2π3t)
(2.9)
The signal x(t) contains components with various amplitudes (1, 0.8, 0.6, 0.4, 0.3) and
frequencies (80, 50, 25, 10, 3). The goal of this example is to test if the amplitude and
frequency contents of the signal can be accurately extracted by the HHT method. As ex-
pected, the information was obtained with extreme accuracy. Figure 2.3 (a) is the original
signal; figure 2.3 (b) shows the 5 extracted IMFs, each represents one of the expected five
components; figure 2.3 (c) shows the Hilbert spectra of IMFs, which clearly shows the
five frequencies along the vertical axis and the five amplitudes as individual colors; figure
2.3 (d) shows the marginal spectra and figure 2.3 (e) shows the energy density level of the
signal, which is fairly constant because the signal is a sum of periodic signals.
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(a) Original Signal
(b) IMFs (c) Hilbert Spectrum
(d) Marginal Spectrum (e) Energy Density Levels
Figure 2.3: Example of HHT Process
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2.2 Hurst’s Rescaled-Range(R/S) Method
Hurst parameter is a conventionally used measure of long-range dependence. There are
many methods to estimate the self-similarity parameter H or the intensity of long-range
dependence in a time series. In this paper, we use the Rescaled-Range(R/S) method [29].
For a time series, X = {Xi, i ≥ 1}, with partial sum Y (n) = ∑ni=1 Xi, and sample
variance S2(n) = (1/n)∑ni=1 X
2
i − (1/n)2Y 2(n), the R/S statistic, or the rescaled adjusted
range, is given by:
R
S
(n) =
1
S(n)
[
max
0≤t≤n
(
Y (t)− t
n
Y (n)
)
− min
0≤t≤n
(
Y (t)− t
n
Y (n)
)]
. (2.10)
For fractional Gaussian noise or fractional ARIMA, the expected value of the R/S statistic
is:
E[
R
S
(n)] v CHnH (2.11)
as n→ ∞, where CH is a positive, finite constant not dependent on n.
To determine H using the R/S statistic, proceed as follows:
1) For a time series of length N, subdivide the series into K blocks, each of size N/K.
2) For each lag n, compute R(ki,n)/S(ki,n), starting at points ki = iN/K+1, i = 1,2, ...,
such that ki+n≤N. For values of n smaller than N/K, one gets K different estimates
of R(n)/S(n). For values of n approaching N, one gets fewer values, as few as 1 when
n≥ N−N/K.
3) Choosing logarithmically spaced values of n, plot log[R(ki,n)/S(ki,n)] versus logn
and get, for each n, several points on the plot. This plot is sometimes called the pox
plot for the R/S statistic.
4) The parameter H can be estimated by fitting a line to the points in the pox plot.
Since any short-range dependence in the series typically results in a transient zone
at the low end of the plot, set a cut-off point, and do not use the low end of the plot for the
19
purpose of estimating H. Usually, the very high end of the plot is not used as well, because
there are too few points on the plot at the high end to make reliable estimates. The values
of n that lie between the lower and higher cut-off points are used to estimate H.
2.3 KDD Cup 1999 Testing Data
Since 1999, KDD’99 has been the most wildly used dataset for the evaluation of anomaly
detection methods [30]. This dataset is prepared by Stolfo et al. [31] and is built based
on the data captured in DARPA’98 IDS evaluation program [32]. DARPA’98 is about 4
gigabytes of compressed raw (binary) tcpdump data of 7 weeks of network traffic, which
can be processed into about 5 million connection records, each with about 100 bytes. The
two weeks of test data have around 2 million connection records. KDD training dataset
consists of approximately 4,900,000 single connection vectors each of which contains 41
features and is labeled as either normal or an attack, with exactly one specific attack type.
The simulated attacks fall in one of the following four categories:
1) Denial of Service Attack (DoS): is an attack in which the attacker makes some
computing or memory resource too busy or too full to handle legitimate requests, or
denies legitimate users access to a machine.
2) User to Root Attack (U2R): is a class of exploit in which the attacker starts out with
access to a normal user account on the system (perhaps gained by sniffing passwords,
a dictionary attack, or social engineering) and is able to exploit some vulnerability to
gain root access to the system.
3) Remote to Local Attack (R2L): occurs when an attacker who has the ability to
send packets to a machine over a network but who does not have an account on that
machine exploits some vulnerability to gain local access as a user of that machine.
4) Probing Attack: is an attempt to gather information about a network of computers
for the apparent purpose of circumventing its security controls.
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It is important to note that the test data is not from the same probability distribution
as the training data, and it includes specific attack types not in the training data which
make the task more realistic. Some intrusion experts believe that most novel attacks are
variants of known attacks and the signature of known attacks can be sufficient to catch
novel variants. The datasets contain a total number of 24 training attack types, with an
additional 14 types in the test data only. The name and detail description of the training
attack types are listed in [33].
KDD99 features can be classified into three groups:
1) Basic features: this category encapsulates all the attributes that can be extracted
from a TCP/IP connection. Most of these features leading to an implicit delay in
detection.
2) Traffic features: this category includes features that are computed with respect to a
window interval and is divided into two groups:
a) “same host” features: examine only the connections in the past 2 seconds that
have the same destination host as the current connection, and calculate statistics
related to protocol behavior, service, etc.
b) “same service” features: examine only the connections in the past 2 seconds
that have the same service as the current connection.
The two aforementioned types of “traffic” features are called time-based. However,
there are several slow probing attacks that scan the hosts (or ports) using a much
larger time interval than 2 seconds, for example, once every minute. As a result,
these attacks do not produce intrusion patterns with a time window of 2 seconds. To
solve this problem, the “same host” and “same service” features are re-calculated but
based on the connection window of 100 connections rather than a time window of 2
seconds. These features are called connection-based traffic features.
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3) Content features: unlike most of the DoS and Probing attacks, the R2L and U2R
attacks do not have any intrusion frequent sequential patterns. This is because the
DoS and Probing attacks involve many connections to some host(s) in a very short
period of time; however the R2L and U2R attacks are embedded in the data portions
of the packets, and normally involves only a single connection. To detect these kinds
of attacks, we need some features to be able to look for suspicious behavior in the
data portion, e.g., number of failed login attempts. These features are called content
features.
A complete listing of the set of features defined for the connection records is given
in the three tables below [34]:
Table 2.1: Basic features of individual TCP connections
Feature Name Description Type
duration length (number of seconds) of the connection continuous
protocol type type of the protocol, e.g. tcp, udp, etc. discrete
service network service on the destination, e.g., http, telnet, etc. discrete
src bytes number of data bytes from source to destination continuous
dst bytes number of data bytes from destination to source continuous
flag normal or error status of the connection discrete
land 1 if connection is from/to the same host/port; 0 otherwise discrete
wrong fragment number of “wrong” fragments continuous
urgent number of urgent packets continuous
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Table 2.2: Content features within a connection suggested by domain knowledge
Feature Name Description Type
hot number of “hot” indicators continuous
num failed logins number of failed login attempts continuous
logged in 1 if successfully logged in; 0 otherwise discrete
num compromised number of “compromised” conditions continuous
root shell 1 if root shell is obtained; 0 otherwise discrete
su attempted 1 if “su root” command attempted; 0 otherwise discrete
num root number of “root” accesses continuous
num file creations number of file creation operations continuous
num shells number of shell prompts continuous
num access files number of operations on access control files continuous
num outbound cmds number of outbound commands in an ftp session continuous
is hot login 1 if the login belongs to the “hot” list; 0 otherwise discrete
is guest login 1 if the login is a “guest” login; 0 otherwise discrete
Table 2.3: Traffic features computed using a two-second time window
Feature Name Description Type
count number of connections to the same host as the current
connection in the past two seconds
continuous
Note: The following features refer to these same-host connections
serror rate % of connections that have “SYN” errors continuous
rerror rate % of connections that have “REJ” errors continuous
same srv rate % of connections to the same service continuous
diff srv rate % of connections to different services continuous
srv count number of connections to the same service as the cur-
rent connection in the past two seconds
continuous
Note: The following features refer to these same-service connections
srv serror rate % of connections that have “SYN” errors continuous
srv rerror rate % of connections that have “REJ” errors continuous
srv diff host rate % of connections to different hosts continuous
The KDD 99 intrusion detection benchmark consists of three components, which
are detailed in Table 2.4. In the International Knowledge Discovery and Data Mining
Tools Competition, only “10% KDD” dataset is employed for the purpose of training. This
dataset contains 22 attack types and is a more concise version of the “Whole KDD” dataset.
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It contains more examples of attacks than normal connections and the attack types are not
represented equally. Because of their nature, Denial of Service attacks account for the ma-
jority of the dataset. On the other hand the “Corrected KDD” dataset provides a dataset
with different statistical distributions than either “10% KDD” or “Whole KDD” and con-
tains 14 additional attacks. The list of class labels and their corresponding categories for
“10% KDD” are detailed in Table 2.5 [35].
Table 2.4: Basic characteristics of the KDD 99 intrusion detection datasets in terms of the
number of samples
Dataset DoS Probe U2R R2L Normal
“10% KDD” 391458 4107 52 1126 97277
“Corrected KDD” 229853 4166 70 16347 60593
“Whole KDD” 3883370 41102 52 1126 972780
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Table 2.5: Class labels that appears in the “10% KDD” dataset
Attack # Samples Category
smurf. 280790 DoS
neptune. 107201 DoS
back. 2203 DoS
teardrop. 979 DoS
pod. 264 DoS
land. 21 DoS
normal. 97277 Normal
satan. 1589 Probe
ipsweep. 1247 Probe
portsweep. 1040 Probe
nmap. 231 Probe
warezclient. 1020 R2L
guess passwd. 53 R2L
warezmaster. 20 R2L
imap. 12 R2L
ftp write. 8 R2L
multihop. 7 R2L
phf. 4 R2L
spy 2 R2L
buffer overflow. 30 U2R
rootkit. 10 U2R
loadmodule. 9 U2R
perl. 3 U2R
The kddcup.data 10 percent.gz dataset is used as the experiment data for this re-
search. The data consist of 0.5 million sample points that represent about two weeks’
worth of network traffic information. The data content used is the No. 23 field, which is
the amount of data flow connected to the same host in the past 2s [36].
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CHAPTER 3: NOVEL DETECTION METHODS
The HHT provides a new method of analyzing nonstationary and nonlinear time
series data. It uses the EMD method to decompose a signal into Intrinsic Mode Func-
tions, which represent the frequency and amplitude characteristics of that signal. It uses
the Hilbert spectral analysis method to obtain instantaneous frequency information, which
provides a method for examining the IMF’s instantaneous frequencies as functions of time.
The final presentation of the results is a magnitude-time-frequency distribution, designated
as the Hilbert spectrum. Marginal spectrum is generated from the integral over time of the
Hilbert spectrum, while the energy density level is generated from the integral over fre-
quency of the Hilbert spectrum. The IMFs, the marginal spectrum, and the energy density
level characterize a signal from three different perspectives.
The three novel detection methods for network traffic are proposed based on the
above three signal characteristics. Hurst parameter of network traffic is calculated based
on the first IMF, and is expanded by introducing a weighted self-similarity measure based
on the concept of entropy. Pearson’s distance is calculated based on the marginal spectrum
to differentiate normal traffic from abnormal ones. Finally, the slopes of cross-correlations
are calculated based on the energy density level to detect the rate of energy change between
normal and abnormal internet traffic.
3.1 Weighted Self-similarity Based on the First IMF
In this section, the detection method using weighted self-similarity parameter is described.
3.1.1 Detection Algorithm
Apply EMD on the testing data to extract the first IMF signal. The weighted self-similarity
parameter can be obtained as follows:
26
1) Set the Window Size:
We define TN as our observation window size. Inside each observation window,
calculate the initial Hurst parameter with a sub-window TN0 , with the samples from
[1,N0], where N0 < N. Then calculate all the Hurst values from TN0 to TN . For
example, the Nthi Hurst parameter is calculated with samples from [1,Ni], where Ni =
N0 +1, N0 +2, N0 +3, ..., N.
2) Calculate the probability P and average of Hurst value Havg, repeat for M iterations:
NH = total number of Hurst values per window
Hmin = minimum of Hurst values in the window
Hmax = maximum of Hurst values in the window
Divide [Hmin Hmax] into k bins:
N ji = number of Hurst values in bin i at the jth iteration
H ji = Hurst value in bin i at the jth iteration
(i = 1, 2, ..., k, j = 1, 2, ..., M)
For each bin i at the jth iteration, the probability of Hurst is calculated as follows:
Pji =
N ji
NH
(3.1)
P =

P11 P12 · · · P1k
P21 P22 · · · P2k
...
... . . .
...
PM1 PM2 · · · PMk
 (3.2)
The average of Hurst values in bin i at the jth iteration is calculated as follows:
H ji =
∑
N ji
n=1 H ji(n)
N ji
(3.3)
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where i = 1, 2, ..., k, j = 1, 2, ..., M. The average Hurst values in each bin for each
iteration can be organized in the following matrix:
Havg =

H11 H12 · · · H1k
H21 H22 · · · H2k
...
... . . .
...
HM1 HM2 · · · HMk
 (3.4)
When establishing the reference profile, Havg is a 10× k matrix, and it is a 1× k
vector when performing detection.
3) Calculate the weighted self-similarity parameter for jth iteration:
HW ( j) =−
k
∑
i=1
H ji log2 Pji (3.5)
where k is the number of bins, j = 1, 2, ..., M.
When establishing the reference profile, M = 10, and HW ( j) is a 1× 1 vector. The
average value of the vector entries help us establish the thresholds. When performing
detection, M = 1, HW ( j) is a single value, HW , which we define as the Weighted Self-
similarity parameter.
4) Follow the above steps to develop a reference profile and two thresholds, HWth1 and
HWth2 respectively. For real-time detection, the weighted self-similarity HW is com-
pared with HWth1 to decide whether attacks exist or not; if we decide there are attacks
in the traffic, HW needs to be compared with HWth2 to decide whether attacks are over
or not. To provide a visual comparison, the probability vs. Havg and reference can
be plotted against each other to show the changes in distribution. More details are
provided in the next section.
3.1.2 Attack-Free Reference
Perform the EMD method on kddcup.data 10 percent.gz dataset. The first 11000s (5500
samples) data were used to build 10 attack free reference windows, each window length
is 2000s (1000 samples). The weighted self-similarity parameter of each window was
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calculated. By averaging P and Havg of the 10 reference windows, the reference profile
was established.
3.1.3 Detection Criteria
In the experiments, we set HWth1 = 23, HWth2 = 35 as the two thresholds, the detection
criteria are shown as follows:
HW ≤ HWth1 Traffic Normal
HW > HWth1 Attacks
HW > HWth2 Attacks Stopped
Move the observation window along this dataset, we can predict attacks by com-
paring the weighted self-similarity value to our threshold. If HW is smaller than HWth1, the
traffic is normal; if HW is greater than HWth1, we decide there are attacks in the traffic; if
HW is smaller than HWth2, we can predict that the attacks are still there, keep tracking on
the data until the attacks are over.
3.2 Pearson’s Distance Based on Marginal Spectrum
In this section we propose the second method by calculating Pearson’s distance based on
Hilbert Marginal Spectrum.
The Pearson’s distance is defined as follows: given two random variables X and Y ,
var(X) is the variance of X , var(Y ) is the variance of Y , cov(X ,Y ) is the covariance of X
and Y , then the Pearson’s correlation coefficient is defined as:
r =
cov(X ,Y )√
var(X) var(Y )
(3.6)
and the Pearson’s distance is defined as:
dX ,Y = 1−|r| (3.7)
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3.2.1 Detection Algorithm
Pearson’s distance is calculated based on the marginal spectrum to differentiate normal
traffic from abnormal ones.
Suppose we obtained the first IMF through the EMD process, the two Hilbert
Marginal Spectra are shown in Figure 3.1 as follows:
Figure 3.1: Marginal Spectrum & Pearson’s Distance
We can measure the linear relationship between these two Marginal Spectra by
calculating the Pearson’s Distance. Pearson’s distance is always between 0 and 1, where
0 (or |r| = 1) means two spectra are identical and 1 (or r = 0) means they are completely
uncorrelated [37]. With a reference attack-free marginal spectrum, if the marginal spectrum
of data under test is highly correlated with the reference, we decide the traffic is normal.
Otherwise, it is expected that attacks may have occurred in the network traffic.
3.2.2 Attack-Free Reference
Perform the EMD on the kddcup.data 10 percent.gz dataset. The first 12000s (6000 sam-
ples) data were used to build 30 attack free reference windows, each window length is 400s
(200 samples). The Pearson’s distance was calculated based on marginal spectrum for each
window. By averaging the distance of the 30 reference windows, the reference profile was
established.
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3.2.3 Detection Criteria
In the experiments, we set dth = 0.5000 as our threshold, the detection criteria are shown
as follows: {
d ≤ dth Traffic Normal
d > dth Attacks
3.3 Rate Change of Energy Density Level
Slopes of cross-correlations are calculated based on the energy density level to detect the
rate of energy change between normal and abnormal internet traffic.
As the autocorrelation is symmetrical (shown in Figure 3.2), we only focus on the
first half of the autocorrelation to detect the attacks. Divide the first half into two parts,
then calculate the two slopes to detect the slope change in energy.
Figure 3.2: Autocorrelation of Energy Density Level
3.3.1 Detection Algorithm
Suppose we obtained the energy density through the HHT process: IE(t) =
∫
ω
H2(ω, t)dω.
The autocorrelation of the energy density level is shown in Figure 3.3, and the detection
algorithm is as follows:
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1) Set window size = 1000 sample points.
2) Use regression to calculate the slope m1 of the first 500 sample points and the slope
m2 of the second 500 sample points.
3) Calculate the rate of energy change ∆m = m2 −m1, we can detect the abnormal
activities from the normal ones - a small ∆m means normal traffic while a large ∆m
indicates attacks in the traffic.
Figure 3.3: Autocorrelation of Energy Density Level (First Half)
3.3.2 Detection Criteria
In the experiments, we set mth = 0.5000 as our threshold, the detection criteria are shown
as follows: {
∆ m≤ mth Traffic Normal
∆ m > mth Attacks
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CHAPTER 4: RESULTS AND ANALYSIS
4.1 Pre-treat the Testing Data
There are 4 types of attacks in the kddcup.data 10 percent.gz dataset: DoS, U2R, R2L and
probing. As we only focus on DoS attacks, we pre-treat the testing data as follows:
1) Read the testing data, mark all the DoS attacks (Smurf, Neptune, Back, Teardrop,
Pod and Land) as ‘0’ and the rest as ‘1’: normal.
2) In each observation window, if there is a ‘0’, we will mark the window as ‘0’: DoS at-
tacks; if there are all ‘1’s in the whole observation window, we will mark the window
as ‘1’: normal.
4.2 Testing Results
4.2.1 Weighted Self-similarity Based on the First IMF
Ran test on kddcup.data 10 percent.gz dataset with Denial of Service (DoS) attacks. Set
the window size at 1000 data points (which is 2000 seconds in time). Since the total length
of kddcup.data 10 percent.gz dataset is 494021 data points, there are 987 windows for test-
ing. Tested 987 windows in total, and 616 windows were correctly detected (Note: when
doing this testing, we only concerned about whether there were attacks in the observation
windows, and this detection rate was calculated by using HWth1 only).
The detection rate for DoS attacks is:
616
987
= 62.41%.
This detection rate surprised us as it was lower than we expected. After checking the
results, we noticed that the detection of almost all “Neptune” attacks failed, which means
the weighted self-similarity method did not work well on “Neptune” attacks. Maybe this
method can not capture the characteristics of the “Neptune” attacks. So we took away this
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type of DoS attack from the testing data, and ran the same test, the detection rate without
“Neptune” attacks is:
776
987
= 78.62%.
Figure 4.1 shows a case where no attacks occurred in the network traffic. Figure
4.1(a) is the original data. Figure 4.1(b) is the first IMF extracted from the original data.
Figure 4.1(c) include reference Havg vs. Probability (attack free, in red) and the currently
calculated Havg vs. Probability (attack free data under test, in black) plots. As can be ob-
served from figure 4.1(c), the calculated attack free distribution overlaps with the reference
distribution, indicating that the traffic under test does not have attacks. In actual test, HW of
the data under test is 18.9220. As 18.9220 < HWth1, we conclude that the traffic is normal.
Figure 4.1: Weighted Self-similarity Example 1: Normal Data
(a) Data Under Test (b) First IMF (c) Havg vs. Probability
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Figure 4.2 presents a case where attacks started around data point 7800. As can
be observed from figure 4.2(c), the Havg vs. Probability distribution shifted to the right
compared with the reference distribution, indicating the start of an attack in network traffic.
Indeed, HW of data with attacks is 23.8944 > HWth1, we conclude that attacks just began in
the network traffic.
Figure 4.2: Weighted Self-similarity Example 1: Data With Attacks
(a) Data Under Test (b) First IMF (c) Havg vs. Probability
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Figure 4.3 shows a case where the data under test includes attacks only. As can be
observed from figure 4.3(c), the Havg vs. Probability distribution significantly shifted away
from the reference. Again, HW of all attacks data is 25.9630 > HWth1, we conclude that
there are still attacks in the network traffic.
Figure 4.3: Weighted Self-similarity Example 1: All Attacks Data
(a) Data Under Test (b) First IMF (c) Havg vs. Probability
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Figure 4.4 shows a case when network traffic attacks stopped. As can be seen
from figure 4.4(c), the Havg vs. Probability distribution of data under test is significantly
narrower and completely shifted away from the attack free reference. This is an indication
that the attacks have stopped. The HW of the data under test is 54.0850. As 54.0850
> HWth2, we conclude that the attacks are over.
Figure 4.4: Weighted Self-similarity Example 1: Attacks Stopped Data
(a) Data Under Test (b) First IMF (c) Havg vs. Probability
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More testing results are shown as follows: Figure 4.5 shows the normal data of
sample points at [2001, 3000] and [37001, 38000]; Figure 4.6 shows data with attacks of
sample points at [42501, 43500] and [148501, 149500].
HW = 13.5088 HW = 14.8722
Figure 4.5: Weighted Self-similarity Example 2: Normal Data
(a) Data Under Test (b) Havg vs. Probability
HW = 24.3820 HW = 26.1997
Figure 4.6: Weighted Self-similarity Example 2: Data With Attacks
(a) Data Under Test (b) Havg vs. Probability
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Figure 4.7 shows all attacks data of sample points at [153001, 154000] and [184501,
185500]; Figure 4.8 shows attacks stopped data of sample points at [342501, 343500] and
[490501, 491500] (Note: as automated test did not change the window size, Figure 4.8 is
different from Figure 4.4).
HW = 27.3815 HW = 23.2611
Figure 4.7: Weighted Self-similarity Example 2: All Attacks Data
(a) Data Under Test (b) Havg vs. Probability
HW = 26.3518 HW = 30.3625
Figure 4.8: Weighted Self-similarity Example 2: Attacks Stopped Data
(a) Data Under Test (b) Havg vs. Probability
Complete testing results can be found in Appendix A.
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4.2.2 Pearson’s Distance Based on Marginal Spectrum
Ran test on kddcup.data 10 percent.gz dataset with Denial of Service (DoS) attacks. Set
the window size at 200 data points (which is 400 seconds in time), as the total length of
kddcup.data 10 percent.gz dataset is 494021 data points, so there will be 2469 windows
for testing. Tested 2469 windows in total, and 2216 windows were correctly detected.
The detection rate for DoS attacks is:
2216
2469
= 89.75%
Figure 4.9 shows a case where no attacks occurred in the network traffic. As can be
observed from the figure, the marginal spectrum of normal data almost overlaps with the
attack free reference. The Pearson’s distance between “Data Under Test” and “Attack Free
Reference” is 0.2804, and 0.2804 < dth, the traffic is normal (where dth is 0.5000).
Figure 4.9: Marginal Spectrum Example 1: Normal Data
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Figure 4.10 shows a case where attacks occurred in the network traffic. As can be
observed from the figure, the marginal spectrum of data with attacks has a peak between
0.2 and 0.3, and the shape is totally different with the attack free reference. The Pearson’s
distance between “Data Under Test” and “Attack Free Reference” is 0.9529, and 0.9529
> dth, we conclude that there are attacks in the traffic (where dth is 0.5000).
Figure 4.10: Marginal Spectrum Example 1: Data With Attacks
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More testing results are shown as follows:
Pearson’s d = 0.2510 Pearson’s d = 0.2455
Figure 4.11: Marginal Spectrum Example 2: Normal Data
Pearson’s d = 0.9219 Pearson’s d = 0.9814
Figure 4.12: Marginal Spectrum Example 2: Data With Attacks
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Pearson’s d = 0.9604 Pearson’s d = 0.9474
Figure 4.13: Marginal Spectrum Example 2: All Attacks Data
Pearson’s d = 0.8431 Pearson’s d = 0.9361
Figure 4.14: Marginal Spectrum Example 2: Attacks Stopped Data
Complete testing results can be found in Appendix B.
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4.2.3 Rate Change of Energy Density Level
Ran test on kddcup.data 10 percent.gz dataset with Denial of Service (DoS) attacks. Set
the window size at 1000 data points (which is 2000 seconds in time), as the total length of
kddcup.data 10 percent.gz dataset is 494021 data points, so there will be 987 windows for
testing. Tested 987 windows in total, and 747 windows were correctly detected.
The detection rate for DoS attacks is:
747
987
= 75.68%
Figure 4.15 shows a case where no attacks occurred in the network traffic. As can
be observed from the figure, the slopes of m1 and m2 are not much different, and they follow
the same trend. The rate of energy change ∆m = m1−m2 = 0.6125− 0.5859 = 0.0266,
and 0.0266 < mth(0.5000), the traffic is normal.
Figure 4.15: Autocorrelation of Energy Density Level Example 1: Normal Data
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Figure 4.16 shows a case where attacks occurred in the network traffic. As can be
observed from the figure, the slopes have a significant change between m2 and m1, and
they do not follow the same trend any more. The rate of energy change ∆m = m1−m2 =
2.1155− 0.0006 = 2.1149, and 2.1149 > mth(0.5000), we conclude that there are attacks
in the traffic.
Figure 4.16: Autocorrelation of Energy Density Level Example 1: Data With Attacks
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More testing results are shown as follows:
∆m = m2−m1 = 0.0643 ∆m = m2−m1 = 0.0435
Figure 4.17: Autocorrelation of Energy Density Level Example 2: Normal Data
∆m = m2−m1 = 2.1162 ∆m = m2−m1 = 1.6202
Figure 4.18: Autocorrelation of Energy Density Level Example 2: Data With Attacks
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∆m = m2−m1 = 0.5037 ∆m = m2−m1 = 0.8439
Figure 4.19: Autocorrelation of Energy Density Level Example 2: All Attacks Data
∆m = m2−m1 = 0.9836 ∆m = m2−m1 = 0.5547
Figure 4.20: Autocorrelation of Energy Density Level Example 2: Attacks Stopped Data
Complete testing results can be found in Appendix C.
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CHAPTER 5: CONCLUSION AND FUTURE WORK
This thesis proposed three novel methods for network traffic anomaly detection
based on three signal characteristics: the first IMF, marginal spectrum and energy density
level. The weighted self-similarity parameter is calculated based on the first IMF and
is introduced with the concept of entropy. Pearson’s distance is calculated based on the
marginal spectrum to differentiate normal traffic from abnormal ones. And the rate change
of energy density level is calculated based on the difference of slopes of autocorrelation.
Experimental test results on kddcup.data 10 percent.gz dataset with Denial of Ser-
vice attacks show improved detection rates of network traffic anomaly – the weighted simi-
larity parameter provides a 62.4% detection rate (without the “Neptune” in the DoS attacks,
the detection rate was 78.62%): 616 out of 987 windows were correctly detected; the en-
ergy density based detection provides a 75.7% detection rate: 747 out of 987 windows were
correctly detected; and the Pearson’s distance yields an 89.8% detection rate: 2216 out of
2469 windows were correctly detected.
Future work includes: (1) Refine each method to future improve the detection rate.
(2) Adjust the window size of each method and utilize a combination of the three param-
eters, to achieve attack-specific, accurate, and timely detection. (3) Collect real-time data
from a network to verify the robustness of the proposed detection methods.
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APPENDIX A: TESTING RESULTS USING METHOD 1
Window size was 1000 sample points, the moving interval was 500 sample points,
the total window number was 987. The detection criterion was: if HW ≤ HWth1, set ‘c’
(Decision) = 1 (No Attacks); if HW > HWth1, set ‘c’ (Decision) = 0 (With DoS Attacks).
Test results are listed in the following table:
Column a: Window index number
Column b: HW (Weighted Self-similarity)
Column c: Decision (1: No Attacks; 0 With DoS Attacks)
Column d: True/False (1: True; 0: False)
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a b c d
1 17.95 1 1
2 17.32 1 1
3 13.11 1 1
4 16.77 1 1
5 13.51 1 1
6 15.50 1 1
7 20.06 0 0
8 21.70 0 0
9 24.90 0 0
10 18.94 1 1
11 17.29 1 1
12 17.04 1 1
13 13.46 1 1
14 14.99 1 1
15 23.51 0 1
16 28.22 0 1
17 25.04 0 1
18 25.72 0 1
19 31.92 0 1
20 31.15 0 1
21 25.08 0 1
22 25.62 0 1
23 24.48 0 1
24 28.08 0 0
25 15.23 1 1
26 22.17 0 0
27 15.87 1 1
28 14.67 1 1
29 19.73 1 1
30 24.33 0 0
31 31.13 0 1
32 26.64 0 1
33 29.72 0 0
34 22.52 0 0
35 17.54 1 1
36 15.85 1 1
37 21.51 0 0
38 26.13 0 1
39 27.05 0 1
40 23.41 0 0
41 15.51 1 1
42 13.78 1 1
43 16.25 1 1
44 24.10 0 0
45 21.61 0 0
46 24.77 0 0
47 22.12 0 0
48 14.55 1 1
49 15.64 1 1
50 15.70 1 1
51 17.29 1 1
52 17.89 1 1
53 18.86 1 1
54 24.41 0 0
55 21.92 0 0
56 17.33 1 1
57 14.45 1 1
58 16.63 1 1
59 19.62 1 1
60 18.31 1 1
61 18.70 1 1
62 16.59 1 1
63 15.31 1 0
64 16.12 1 0
65 17.36 1 1
66 15.55 1 1
67 15.48 1 1
68 14.33 1 1
69 15.34 1 1
70 20.76 0 0
71 24.33 0 0
72 21.05 0 0
73 17.37 1 1
74 17.17 1 1
75 14.87 1 1
76 15.86 1 1
77 16.14 1 1
78 17.69 1 1
79 17.60 1 0
80 20.55 0 1
81 22.86 0 1
82 19.68 1 0
83 22.65 0 0
84 22.43 0 0
85 23.03 0 0
86 24.38 0 1
87 24.92 0 1
88 22.03 0 1
89 26.68 0 1
90 27.26 0 1
91 31.37 0 1
92 28.41 0 1
93 19.06 1 0
94 25.36 0 1
95 27.85 0 1
96 24.34 0 1
97 21.93 0 1
98 27.73 0 1
99 22.15 0 1
100 24.26 0 1
101 21.44 0 1
102 26.34 0 1
103 19.44 1 0
104 19.26 1 0
105 24.63 0 0
106 21.08 0 0
107 25.73 0 1
108 24.07 0 1
109 23.34 0 1
110 21.14 0 1
111 21.57 0 1
112 15.10 1 0
113 14.29 1 0
114 15.82 1 0
115 20.29 0 1
116 18.90 1 0
117 16.09 1 0
118 17.55 1 0
119 19.60 1 0
120 16.98 1 0
121 18.74 1 0
122 17.88 1 0
123 15.65 1 0
124 21.53 0 1
125 18.54 1 0
126 11.24 1 0
127 18.16 1 0
128 20.70 0 1
129 20.61 0 1
130 12.70 1 0
131 11.18 1 0
132 11.79 1 0
133 12.05 1 0
134 13.76 1 0
135 15.83 1 0
136 9.49 1 0
137 8.98 1 0
138 12.21 1 0
139 11.58 1 0
140 9.98 1 0
141 10.57 1 0
142 14.36 1 0
143 14.58 1 0
144 10.06 1 0
145 9.05 1 0
146 13.87 1 0
147 15.10 1 0
148 18.40 1 0
149 22.19 0 1
150 24.64 0 0
151 26.52 0 0
152 26.42 0 1
153 26.32 0 1
154 21.39 0 0
155 16.15 1 1
156 22.92 0 1
157 17.04 1 0
158 18.75 1 0
159 12.22 1 1
160 16.02 1 1
161 19.99 1 1
162 18.41 1 1
163 19.49 1 1
164 17.07 1 1
165 19.75 1 0
166 19.11 1 0
167 16.00 1 1
168 16.20 1 1
169 15.76 1 1
170 15.86 1 1
171 18.02 1 1
172 20.91 0 0
173 24.67 0 1
174 27.06 0 1
175 15.27 1 1
176 24.41 0 0
177 16.44 1 1
178 15.66 1 1
179 21.99 0 0
180 22.88 0 0
181 25.40 0 0
182 24.91 0 0
183 27.40 0 0
184 26.44 0 1
185 23.09 0 1
186 29.87 0 1
187 18.08 1 0
188 28.76 0 1
189 25.57 0 1
190 23.19 0 1
191 20.26 0 1
192 20.65 0 1
193 28.17 0 1
194 28.85 0 1
195 27.98 0 1
196 30.69 0 1
197 37.87 0 1
198 27.28 0 1
199 22.02 0 1
200 23.58 0 1
201 24.44 0 1
202 28.56 0 1
203 26.54 0 1
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204 30.79 0 1
205 25.12 0 1
206 37.69 0 1
207 26.40 0 1
208 28.54 0 1
209 15.82 1 1
210 14.13 1 1
211 17.56 1 1
212 19.77 1 1
213 17.07 1 1
214 15.86 1 1
215 21.87 0 0
216 20.35 0 1
217 17.03 1 0
218 14.91 1 0
219 13.69 1 0
220 14.18 1 0
221 14.95 1 0
222 14.68 1 0
223 11.98 1 0
224 20.73 0 1
225 16.53 1 0
226 14.37 1 0
227 15.16 1 0
228 20.30 0 1
229 17.92 1 0
230 17.33 1 0
231 14.84 1 0
232 14.52 1 0
233 13.20 1 0
234 14.69 1 0
235 16.06 1 0
236 18.05 1 0
237 16.62 1 0
238 14.11 1 0
239 15.95 1 0
240 14.46 1 0
241 9.94 1 0
242 12.25 1 0
243 15.61 1 0
244 7.97 1 0
245 15.34 1 0
246 8.10 1 0
247 14.27 1 0
248 7.82 1 0
249 10.82 1 0
250 6.21 1 0
251 12.85 1 0
252 6.60 1 0
253 6.99 1 0
254 11.17 1 0
255 14.77 1 0
256 19.85 1 0
257 20.37 0 1
258 30.60 0 1
259 28.37 0 1
260 24.18 0 1
261 26.71 0 1
262 31.08 0 1
263 25.98 0 1
264 23.34 0 1
265 22.41 0 1
266 29.28 0 1
267 24.73 0 1
268 24.61 0 1
269 21.55 0 1
270 28.01 0 1
271 31.25 0 1
272 24.45 0 1
273 24.32 0 1
274 30.00 0 1
275 27.85 0 0
276 16.91 1 1
277 15.88 1 1
278 15.09 1 1
279 16.29 1 1
280 21.07 0 1
281 17.99 1 0
282 24.33 0 0
283 27.23 0 1
284 23.76 0 1
285 18.21 1 0
286 25.44 0 1
287 31.23 0 1
288 20.99 0 0
289 21.02 0 0
290 19.01 1 1
291 30.73 0 0
292 22.37 0 0
293 19.90 1 1
294 20.17 0 0
295 19.38 1 1
296 20.11 0 0
297 20.87 0 0
298 26.20 0 1
299 20.86 0 1
300 24.18 0 1
301 23.85 0 1
302 21.71 0 1
303 22.48 0 1
304 23.24 0 1
305 20.31 0 1
306 20.91 0 1
307 27.38 0 1
308 25.14 0 1
309 21.67 0 1
310 26.66 0 1
311 27.68 0 1
312 22.27 0 1
313 25.34 0 1
314 22.62 0 1
315 23.17 0 1
316 23.46 0 1
317 31.11 0 1
318 27.17 0 1
319 24.09 0 1
320 18.02 1 0
321 16.18 1 0
322 19.94 1 0
323 24.98 0 1
324 25.08 0 1
325 18.09 1 0
326 24.59 0 1
327 27.04 0 1
328 19.25 1 0
329 22.63 0 1
330 21.58 0 1
331 24.01 0 1
332 24.22 0 1
333 22.05 0 1
334 22.65 0 1
335 24.21 0 1
336 26.12 0 1
337 29.45 0 1
338 25.74 0 1
339 19.88 1 0
340 22.65 0 1
341 22.50 0 1
342 22.97 0 1
343 23.25 0 1
344 29.05 0 1
345 27.64 0 1
346 25.36 0 1
347 22.88 0 1
348 27.59 0 1
349 23.22 0 1
350 27.22 0 1
351 29.49 0 1
352 21.94 0 1
353 22.90 0 1
354 20.82 0 1
355 29.65 0 1
356 23.86 0 1
357 25.57 0 1
358 31.89 0 1
359 27.31 0 1
360 27.36 0 1
361 20.54 0 1
362 28.71 0 1
363 22.95 0 1
364 31.10 0 1
365 28.29 0 1
366 25.12 0 1
367 24.02 0 1
368 31.94 0 1
369 28.16 0 1
370 23.26 0 1
371 27.29 0 1
372 24.07 0 1
373 21.48 0 1
374 32.45 0 1
375 22.73 0 1
376 25.75 0 1
377 20.53 0 1
378 21.89 0 1
379 20.62 0 1
380 23.42 0 1
381 25.62 0 1
382 24.01 0 1
383 23.86 0 1
384 20.96 0 1
385 19.58 1 0
386 28.52 0 1
387 20.54 0 1
388 27.21 0 1
389 28.09 0 1
390 21.22 0 1
391 20.03 0 1
392 23.15 0 1
393 19.06 1 0
394 17.63 1 0
395 18.11 1 0
396 19.37 1 0
397 17.55 1 0
398 19.83 1 0
399 22.71 0 1
400 18.12 1 0
401 20.24 0 1
402 16.51 1 0
403 20.71 0 1
404 22.29 0 1
405 22.53 0 1
406 22.09 0 1
407 19.69 1 0
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408 17.17 1 0
409 15.32 1 0
410 16.45 1 0
411 15.55 1 0
412 18.28 1 0
413 21.37 0 1
414 18.55 1 0
415 16.29 1 0
416 15.69 1 0
417 17.05 1 0
418 20.74 0 1
419 19.84 1 0
420 18.26 1 0
421 16.48 1 0
422 21.66 0 1
423 21.15 0 1
424 21.98 0 1
425 25.15 0 1
426 25.49 0 1
427 18.05 1 0
428 17.14 1 0
429 19.43 1 0
430 16.70 1 0
431 20.14 0 1
432 20.29 0 1
433 21.20 0 1
434 19.73 1 0
435 18.06 1 0
436 22.09 0 1
437 20.35 0 1
438 21.52 0 1
439 20.72 0 1
440 21.78 0 1
441 22.48 0 1
442 20.30 0 1
443 17.48 1 0
444 17.57 1 0
445 21.64 0 1
446 20.82 0 1
447 18.73 1 0
448 19.93 1 0
449 23.53 0 1
450 19.38 1 0
451 16.95 1 0
452 28.49 0 1
453 20.86 0 1
454 17.83 1 0
455 20.75 0 1
456 18.67 1 0
457 24.45 0 1
458 19.10 1 0
459 16.03 1 0
460 18.27 1 0
461 18.91 1 0
462 18.83 1 0
463 20.70 0 1
464 22.85 0 1
465 23.19 0 1
466 19.66 1 0
467 20.16 0 1
468 18.40 1 0
469 19.97 1 0
470 23.77 0 1
471 18.65 1 0
472 18.22 1 0
473 19.19 1 0
474 18.46 1 0
475 19.43 1 0
476 19.49 1 0
477 17.91 1 0
478 15.90 1 0
479 15.36 1 0
480 17.89 1 0
481 17.83 1 0
482 18.16 1 0
483 22.99 0 1
484 20.54 0 1
485 22.37 0 1
486 24.95 0 1
487 22.36 0 1
488 20.40 0 1
489 16.98 1 0
490 16.20 1 0
491 21.55 0 1
492 23.20 0 1
493 18.18 1 0
494 19.32 1 0
495 20.10 0 1
496 20.31 0 1
497 23.12 0 1
498 19.60 1 0
499 20.01 0 1
500 18.76 1 0
501 18.32 1 0
502 21.89 0 1
503 18.19 1 0
504 22.10 0 1
505 13.99 1 0
506 21.01 0 1
507 24.42 0 1
508 26.55 0 1
509 16.48 1 0
510 23.76 0 1
511 21.31 0 1
512 19.35 1 0
513 18.10 1 0
514 22.55 0 1
515 21.98 0 1
516 20.66 0 1
517 23.81 0 1
518 28.53 0 1
519 20.98 0 1
520 20.22 0 1
521 23.72 0 1
522 21.36 0 1
523 15.31 1 0
524 21.14 0 1
525 22.81 0 1
526 25.11 0 1
527 29.10 0 1
528 26.97 0 1
529 20.55 0 1
530 22.74 0 1
531 24.69 0 1
532 21.75 0 1
533 29.01 0 1
534 23.70 0 1
535 27.11 0 1
536 33.06 0 1
537 22.20 0 1
538 19.83 1 0
539 21.37 0 1
540 23.54 0 1
541 25.63 0 1
542 21.13 0 1
543 28.04 0 1
544 18.48 1 0
545 22.53 0 1
546 26.91 0 1
547 28.12 0 1
548 25.06 0 1
549 23.21 0 1
550 20.67 0 1
551 21.46 0 1
552 22.12 0 1
553 19.36 1 0
554 29.31 0 1
555 25.90 0 1
556 25.73 0 1
557 25.08 0 1
558 34.57 0 1
559 23.75 0 1
560 22.44 0 1
561 28.40 0 1
562 23.76 0 1
563 26.87 0 1
564 22.06 0 1
565 21.56 0 1
566 19.23 1 0
567 26.56 0 1
568 25.36 0 1
569 28.03 0 1
570 35.95 0 1
571 30.87 0 1
572 20.21 0 1
573 24.39 0 1
574 26.58 0 1
575 25.80 0 1
576 22.34 0 1
577 21.94 0 1
578 21.91 0 1
579 25.25 0 1
580 24.73 0 1
581 23.29 0 1
582 23.64 0 1
583 32.30 0 1
584 26.64 0 1
585 23.56 0 1
586 29.20 0 1
587 27.39 0 1
588 17.56 1 0
589 20.92 0 1
590 27.77 0 1
591 24.11 0 1
592 23.42 0 1
593 20.11 0 1
594 22.87 0 1
595 22.38 0 1
596 21.30 0 1
597 19.94 1 0
598 29.23 0 1
599 21.78 0 1
600 27.86 0 1
601 24.62 0 1
602 25.62 0 1
603 21.04 0 1
604 18.47 1 0
605 26.11 0 1
606 25.35 0 1
607 20.24 0 1
608 24.56 0 1
609 25.56 0 1
610 27.11 0 1
611 28.11 0 1
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612 20.15 0 1
613 23.96 0 1
614 30.11 0 1
615 26.51 0 1
616 24.16 0 1
617 23.93 0 1
618 22.33 0 1
619 29.37 0 1
620 27.32 0 1
621 31.61 0 1
622 24.06 0 1
623 20.12 0 1
624 26.66 0 1
625 20.16 0 1
626 19.01 1 0
627 23.69 0 1
628 25.06 0 1
629 31.41 0 1
630 28.24 0 1
631 23.93 0 1
632 20.25 0 1
633 26.98 0 1
634 18.01 1 0
635 29.85 0 1
636 22.43 0 1
637 23.37 0 1
638 24.04 0 1
639 20.04 0 1
640 23.95 0 1
641 27.31 0 1
642 30.49 0 1
643 27.42 0 1
644 22.96 0 1
645 24.49 0 1
646 24.71 0 1
647 26.31 0 1
648 26.27 0 1
649 28.81 0 1
650 28.72 0 1
651 20.75 0 1
652 26.82 0 1
653 24.00 0 1
654 28.15 0 1
655 28.29 0 1
656 37.07 0 1
657 28.14 0 1
658 23.50 0 1
659 29.42 0 1
660 22.94 0 1
661 23.30 0 1
662 24.36 0 1
663 19.35 1 0
664 33.85 0 1
665 19.94 1 0
666 20.50 0 1
667 23.84 0 1
668 27.68 0 1
669 23.65 0 1
670 23.70 0 1
671 17.46 1 0
672 27.26 0 1
673 20.42 0 1
674 26.24 0 1
675 27.73 0 1
676 27.71 0 1
677 23.95 0 1
678 22.56 0 1
679 27.63 0 1
680 23.87 0 1
681 18.19 1 0
682 20.72 0 1
683 29.73 0 1
684 23.34 0 1
685 23.37 0 1
686 26.35 0 1
687 20.99 0 0
688 21.14 0 0
689 27.96 0 1
690 22.01 0 1
691 19.50 1 0
692 24.71 0 1
693 25.33 0 1
694 25.85 0 1
695 32.99 0 0
696 30.41 0 0
697 24.31 0 0
698 24.40 0 1
699 18.99 1 0
700 18.36 1 0
701 20.39 0 1
702 16.27 1 0
703 15.48 1 0
704 16.03 1 0
705 15.32 1 0
706 14.49 1 0
707 23.04 0 1
708 18.03 1 0
709 29.24 0 1
710 20.74 0 1
711 17.40 1 0
712 17.13 1 0
713 19.28 1 0
714 15.37 1 0
715 17.04 1 0
716 15.02 1 0
717 16.90 1 0
718 18.14 1 0
719 21.07 0 1
720 17.85 1 0
721 16.78 1 0
722 17.40 1 0
723 15.84 1 0
724 18.13 1 0
725 20.68 0 1
726 17.45 1 0
727 19.52 1 0
728 13.79 1 0
729 13.49 1 0
730 14.92 1 0
731 13.76 1 0
732 22.17 0 1
733 21.19 0 1
734 17.91 1 0
735 17.26 1 0
736 18.57 1 0
737 17.03 1 0
738 15.88 1 0
739 15.59 1 0
740 23.37 0 1
741 25.62 0 1
742 28.50 0 1
743 28.67 0 1
744 25.07 0 1
745 26.11 0 1
746 9.30 1 0
747 6.35 1 0
748 7.08 1 0
749 11.28 1 0
750 9.31 1 0
751 14.05 1 0
752 5.25 1 0
753 8.53 1 0
754 13.22 1 0
755 10.40 1 0
756 14.37 1 0
757 9.63 1 0
758 9.90 1 0
759 9.80 1 0
760 15.48 1 0
761 15.91 1 0
762 10.86 1 0
763 8.94 1 0
764 7.73 1 0
765 7.25 1 0
766 6.70 1 0
767 11.88 1 0
768 13.24 1 0
769 12.35 1 0
770 4.39 1 0
771 6.50 1 0
772 16.08 1 0
773 19.70 1 0
774 24.31 0 1
775 21.64 0 1
776 16.33 1 0
777 11.75 1 0
778 18.46 1 0
779 15.47 1 0
780 5.51 1 0
781 11.94 1 0
782 14.26 1 0
783 17.01 1 0
784 13.50 1 0
785 6.08 1 0
786 7.45 1 0
787 8.86 1 0
788 9.14 1 0
789 13.69 1 0
790 10.14 1 0
791 6.76 1 0
792 4.53 1 0
793 16.51 1 0
794 23.10 0 1
795 27.67 0 1
796 23.72 0 1
797 25.78 0 1
798 20.40 0 1
799 25.55 0 1
800 23.40 0 1
801 19.79 1 0
802 20.96 0 1
803 22.32 0 1
804 22.07 0 1
805 20.84 0 1
806 27.79 0 1
807 28.53 0 1
808 24.37 0 1
809 24.93 0 1
810 22.49 0 1
811 22.35 0 1
812 19.28 1 0
813 20.18 0 1
814 21.73 0 1
815 19.37 1 0
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816 21.72 0 1
817 19.03 1 0
818 21.07 0 1
819 19.91 1 0
820 23.23 0 1
821 21.25 0 1
822 24.42 0 1
823 16.62 1 0
824 31.76 0 1
825 24.35 0 1
826 18.42 1 0
827 17.12 1 0
828 16.07 1 0
829 14.39 1 0
830 14.41 1 0
831 16.78 1 0
832 16.05 1 0
833 20.95 0 1
834 23.44 0 1
835 27.99 0 1
836 24.99 0 1
837 23.39 0 1
838 33.27 0 1
839 32.08 0 1
840 34.23 0 1
841 37.07 0 1
842 36.75 0 1
843 33.04 0 1
844 34.13 0 1
845 27.59 0 1
846 35.06 0 1
847 25.77 0 1
848 26.84 0 1
849 36.85 0 1
850 25.81 0 1
851 22.62 0 1
852 26.12 0 1
853 23.47 0 1
854 25.99 0 1
855 21.20 0 1
856 21.61 0 1
857 22.55 0 1
858 24.13 0 1
859 26.82 0 1
860 29.73 0 1
861 37.49 0 1
862 33.75 0 1
863 27.83 0 1
864 29.00 0 1
865 37.71 0 1
866 42.53 0 1
867 34.24 0 1
868 41.59 0 1
869 26.74 0 1
870 31.23 0 1
871 25.20 0 1
872 31.13 0 1
873 30.90 0 1
874 39.45 0 1
875 40.09 0 1
876 28.60 0 1
877 30.87 0 1
878 26.60 0 1
879 29.90 0 1
880 21.07 0 1
881 21.60 0 1
882 21.51 0 1
883 22.51 0 1
884 24.08 0 1
885 25.39 0 1
886 24.73 0 1
887 23.82 0 1
888 22.64 0 1
889 29.36 0 1
890 25.01 0 1
891 37.45 0 1
892 21.89 0 1
893 25.09 0 1
894 25.79 0 1
895 37.69 0 1
896 25.10 0 1
897 25.37 0 1
898 25.48 0 1
899 21.33 0 1
900 25.50 0 1
901 18.62 1 1
902 23.75 0 0
903 21.34 0 0
904 27.66 0 1
905 23.43 0 1
906 26.06 0 0
907 24.04 0 0
908 22.37 0 0
909 21.88 0 0
910 30.94 0 0
911 18.48 1 0
912 18.37 1 0
913 23.11 0 1
914 20.66 0 0
915 18.89 1 1
916 19.77 1 1
917 24.63 0 1
918 20.31 0 1
919 14.94 1 0
920 17.14 1 0
921 21.37 0 1
922 13.35 1 0
923 14.04 1 0
924 15.68 1 0
925 17.46 1 0
926 15.97 1 0
927 15.31 1 0
928 11.08 1 0
929 14.07 1 0
930 17.31 1 0
931 17.36 1 0
932 18.18 1 0
933 17.93 1 0
934 19.69 1 0
935 16.08 1 0
936 14.86 1 0
937 17.84 1 0
938 13.73 1 0
939 14.31 1 0
940 24.67 0 1
941 18.27 1 0
942 14.12 1 0
943 16.02 1 0
944 15.00 1 0
945 11.69 1 0
946 14.25 1 0
947 15.80 1 0
948 7.79 1 0
949 7.60 1 0
950 7.41 1 0
951 13.20 1 0
952 4.89 1 0
953 12.07 1 0
954 7.08 1 0
955 13.32 1 0
956 9.99 1 0
957 12.72 1 0
958 6.74 1 0
959 13.25 1 0
960 32.03 0 1
961 23.39 0 1
962 20.22 0 1
963 19.15 1 1
964 19.40 1 1
965 16.95 1 1
966 15.16 1 1
967 15.48 1 1
968 16.59 1 1
969 13.53 1 1
970 14.37 1 0
971 15.75 1 0
972 14.28 1 0
973 18.56 1 0
974 31.38 0 1
975 25.38 0 1
976 21.65 0 1
977 29.10 0 1
978 19.76 1 0
979 27.72 0 1
980 22.19 0 1
981 26.59 0 1
982 30.36 0 1
983 23.96 0 0
984 25.79 0 0
985 16.46 1 1
986 11.43 1 1
987 13.26 1 1
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APPENDIX B: TESTING RESULTS USING METHOD 2
Window size was 200 sample points, the moving interval was 200 sample points,
the total window number was 2469. The detection criterion was: if d ≤ dth, set ‘c’ (Deci-
sion) = 1 (No Attacks); if d > dth, set ‘c’ (Decision) = 0 (With DoS Attacks). Test results
are listed in the following table:
Column a: Window index number
Column b: Pearson’s Distance ‘d’
Column c: Decision (1: No Attacks; 0 With DoS Attacks)
Column d: True/False (1: True; 0: False)
61
a b c d
1 0.28 1 1
2 0.30 1 1
3 0.47 1 1
4 0.46 1 1
5 0.44 1 1
6 0.39 1 1
7 0.39 1 1
8 0.35 1 1
9 0.28 1 1
10 0.30 1 1
11 0.29 1 1
12 0.29 1 1
13 0.32 1 1
14 0.29 1 1
15 0.22 1 1
16 0.28 1 1
17 0.36 1 1
18 0.34 1 1
19 0.35 1 1
20 0.44 1 1
21 0.84 0 0
22 0.36 1 1
23 0.21 1 1
24 0.31 1 1
25 0.34 1 1
26 0.24 1 1
27 0.37 1 1
28 0.27 1 1
29 0.32 1 1
30 0.33 1 1
31 0.28 1 1
32 0.30 1 1
33 0.36 1 1
34 0.29 1 1
35 0.36 1 1
36 0.35 1 1
37 0.40 1 1
38 0.48 1 1
39 0.96 0 1
40 0.90 0 1
41 1.00 0 1
42 0.96 0 1
43 0.88 0 1
44 0.85 0 1
45 1.00 0 1
46 0.97 0 1
47 0.97 0 1
48 0.99 0 1
49 0.82 0 1
50 0.98 0 1
51 0.96 0 1
52 0.80 0 1
53 0.79 0 1
54 0.59 0 1
55 0.82 0 1
56 0.43 1 0
57 0.68 0 1
58 0.97 0 1
59 0.50 0 0
60 0.40 1 1
61 0.36 1 1
62 0.31 1 1
63 0.31 1 1
64 0.32 1 1
65 0.31 1 1
66 0.39 1 1
67 0.24 1 1
68 0.30 1 1
69 0.33 1 1
70 0.38 1 1
71 0.25 1 1
72 0.23 1 1
73 0.26 1 1
74 0.41 1 1
75 0.39 1 1
76 0.25 1 1
77 0.30 1 1
78 0.49 1 1
79 0.86 0 1
80 0.36 1 0
81 0.37 1 1
82 0.28 1 1
83 0.42 1 1
84 0.26 1 1
85 0.32 1 1
86 0.29 1 1
87 0.32 1 1
88 0.26 1 1
89 0.37 1 1
90 0.29 1 1
91 0.31 1 1
92 0.52 0 0
93 0.33 1 1
94 0.31 1 1
95 0.29 1 1
96 0.43 1 1
97 0.91 0 1
98 0.47 1 1
99 0.31 1 1
100 0.37 1 1
101 0.34 1 1
102 0.89 0 0
103 0.24 1 1
104 0.27 1 1
105 0.33 1 1
106 0.28 1 1
107 0.30 1 1
108 0.26 1 1
109 0.37 1 1
110 0.34 1 1
111 0.27 1 1
112 0.47 1 1
113 0.54 0 0
114 0.53 0 0
115 0.87 0 0
116 0.29 1 1
117 0.41 1 1
118 0.32 1 1
119 0.35 1 1
120 0.26 1 1
121 0.35 1 1
122 0.36 1 1
123 0.30 1 1
124 0.26 1 1
125 0.40 1 1
126 0.34 1 1
127 0.30 1 1
128 0.51 0 0
129 0.30 1 1
130 0.29 1 1
131 0.47 1 1
132 0.52 0 0
133 0.44 1 1
134 0.77 0 0
135 0.35 1 1
136 0.74 0 0
137 0.73 0 0
138 0.30 1 1
139 0.34 1 1
140 0.27 1 1
141 0.33 1 1
142 0.41 1 1
143 0.32 1 1
144 0.29 1 1
145 0.33 1 1
146 0.41 1 1
147 0.34 1 1
148 0.36 1 1
149 0.28 1 1
150 0.35 1 1
151 0.46 1 1
152 0.37 1 1
153 0.31 1 1
154 0.44 1 1
155 0.35 1 1
156 0.38 1 1
157 0.53 0 0
158 0.44 1 1
159 0.71 0 1
160 0.72 0 0
161 0.41 1 1
162 0.38 1 1
163 0.29 1 1
164 0.33 1 1
165 0.31 1 1
166 0.27 1 1
167 0.45 1 1
168 0.34 1 1
169 0.39 1 1
170 0.42 1 1
171 0.22 1 1
172 0.39 1 1
173 0.40 1 1
174 0.25 1 1
175 0.28 1 1
176 0.77 0 0
177 0.32 1 1
178 0.50 1 1
179 0.36 1 1
180 0.62 0 0
181 0.61 0 0
182 0.38 1 1
183 0.34 1 1
184 0.32 1 1
185 0.32 1 1
186 0.32 1 1
187 0.34 1 1
188 0.31 1 1
189 0.45 1 1
190 0.27 1 1
191 0.37 1 1
192 0.58 0 0
193 0.31 1 1
194 0.37 1 1
195 0.28 1 1
196 0.23 1 1
197 0.38 1 1
198 0.61 0 0
199 0.53 0 1
200 0.33 1 0
201 0.39 1 0
202 0.35 1 0
203 0.27 1 0
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204 0.39 1 0
205 0.76 0 0
206 0.87 0 0
207 0.62 0 0
208 0.80 0 0
209 0.62 0 0
210 0.57 0 0
211 0.83 0 0
212 0.56 0 0
213 0.73 0 0
214 0.86 0 0
215 0.83 0 0
216 0.98 0 1
217 0.81 0 1
218 0.82 0 1
219 0.83 0 1
220 0.84 0 1
221 0.81 0 1
222 0.63 0 1
223 0.84 0 1
224 0.69 0 1
225 0.75 0 1
226 0.86 0 1
227 0.82 0 1
228 0.65 0 1
229 1.00 0 1
230 0.80 0 1
231 0.60 0 1
232 0.84 0 1
233 0.80 0 1
234 0.83 0 1
235 0.83 0 1
236 0.96 0 1
237 0.83 0 1
238 0.82 0 1
239 0.99 0 1
240 0.94 0 1
241 0.80 0 1
242 0.68 0 1
243 0.82 0 1
244 0.81 0 1
245 0.95 0 1
246 0.84 0 1
247 0.81 0 1
248 0.67 0 1
249 0.80 0 1
250 0.66 0 1
251 0.86 0 1
252 0.84 0 1
253 0.85 0 1
254 1.00 0 1
255 0.53 0 1
256 0.29 1 0
257 0.29 1 0
258 0.37 1 0
259 0.32 1 0
260 0.41 1 0
261 0.44 1 1
262 0.81 0 0
263 0.70 0 0
264 0.96 0 0
265 0.47 1 1
266 1.00 0 0
267 0.71 0 0
268 0.73 0 1
269 0.52 0 1
270 0.41 1 0
271 0.58 0 1
272 0.60 0 1
273 0.81 0 1
274 0.69 0 1
275 0.71 0 1
276 0.54 0 1
277 0.63 0 1
278 0.62 0 1
279 0.71 0 1
280 0.44 1 0
281 0.49 1 0
282 0.55 0 1
283 0.59 0 1
284 0.73 0 1
285 0.67 0 1
286 0.56 0 1
287 0.59 0 1
288 0.82 0 1
289 0.59 0 1
290 0.64 0 1
291 0.48 1 0
292 0.39 1 0
293 0.86 0 1
294 0.65 0 1
295 0.48 1 0
296 0.66 0 1
297 0.57 0 1
298 0.75 0 1
299 0.75 0 1
300 0.63 0 1
301 0.58 0 1
302 0.56 0 1
303 0.50 1 0
304 0.48 1 0
305 0.61 0 1
306 0.60 0 1
307 0.65 0 1
308 0.63 0 1
309 0.74 0 1
310 0.60 0 1
311 0.71 0 1
312 0.76 0 1
313 0.38 1 0
314 0.56 0 1
315 0.50 0 1
316 0.72 0 1
317 0.80 0 1
318 0.74 0 1
319 0.51 0 1
320 0.79 0 1
321 0.72 0 1
322 0.66 0 1
323 0.96 0 1
324 0.50 1 0
325 0.48 1 0
326 0.47 1 0
327 0.47 1 0
328 0.56 0 1
329 0.64 0 1
330 0.60 0 1
331 0.60 0 1
332 0.74 0 1
333 0.74 0 1
334 0.85 0 1
335 0.45 1 0
336 0.62 0 1
337 0.97 0 1
338 0.45 1 0
339 0.89 0 1
340 0.65 0 1
341 0.88 0 1
342 0.62 0 1
343 0.61 0 1
344 0.87 0 1
345 0.37 1 0
346 0.53 0 1
347 0.98 0 1
348 0.82 0 1
349 0.67 0 1
350 0.66 0 1
351 0.45 1 0
352 0.58 0 1
353 0.47 1 0
354 0.68 0 1
355 0.49 1 0
356 0.65 0 1
357 0.42 1 0
358 0.78 0 1
359 0.43 1 0
360 0.78 0 1
361 0.85 0 1
362 0.97 0 1
363 0.98 0 1
364 0.52 0 1
365 0.58 0 1
366 0.96 0 1
367 0.77 0 1
368 0.85 0 1
369 0.64 0 1
370 0.56 0 1
371 0.55 0 1
372 0.38 1 1
373 0.96 0 0
374 0.58 0 0
375 0.78 0 0
376 0.59 0 0
377 0.80 0 0
378 0.31 1 1
379 0.33 1 1
380 0.35 1 1
381 0.89 0 1
382 0.53 0 1
383 0.32 1 0
384 0.94 0 0
385 0.75 0 0
386 0.87 0 0
387 0.47 1 1
388 0.44 1 1
389 0.31 1 1
390 0.48 1 1
391 0.47 1 0
392 0.56 0 1
393 0.48 1 0
394 0.71 0 0
395 0.46 1 1
396 0.31 1 1
397 0.27 1 1
398 0.28 1 1
399 0.28 1 1
400 0.30 1 1
401 0.39 1 1
402 0.29 1 1
403 0.31 1 1
404 0.36 1 1
405 0.39 1 1
406 0.33 1 1
407 0.32 1 1
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408 0.25 1 1
409 0.38 1 1
410 0.46 1 1
411 0.25 1 1
412 0.48 1 1
413 0.48 1 1
414 0.52 0 0
415 0.76 0 1
416 0.83 0 0
417 0.59 0 0
418 0.26 1 1
419 0.35 1 1
420 0.31 1 1
421 0.35 1 1
422 0.34 1 1
423 0.34 1 1
424 0.46 1 1
425 0.32 1 1
426 0.34 1 1
427 0.42 1 1
428 0.29 1 1
429 0.32 1 1
430 0.29 1 1
431 0.41 1 1
432 0.64 0 0
433 0.91 0 1
434 0.95 0 1
435 0.95 0 0
436 0.40 1 1
437 0.39 1 1
438 0.33 1 1
439 0.31 1 1
440 0.44 1 1
441 0.31 1 1
442 0.36 1 1
443 0.35 1 1
444 0.34 1 1
445 0.24 1 1
446 0.30 1 1
447 0.26 1 1
448 0.42 1 1
449 0.47 1 1
450 0.39 1 1
451 0.48 1 1
452 0.34 1 1
453 0.33 1 1
454 0.36 1 1
455 0.52 0 0
456 0.33 1 1
457 0.72 0 0
458 0.43 1 1
459 0.96 0 0
460 0.90 0 0
461 0.95 0 1
462 0.91 0 1
463 0.89 0 1
464 0.88 0 1
465 0.94 0 1
466 0.90 0 1
467 0.98 0 1
468 0.94 0 1
469 0.89 0 1
470 0.96 0 1
471 0.96 0 1
472 0.94 0 1
473 0.95 0 1
474 0.97 0 1
475 0.97 0 1
476 0.96 0 1
477 0.92 0 1
478 0.99 0 1
479 0.96 0 1
480 0.96 0 1
481 0.96 0 1
482 0.97 0 1
483 0.93 0 1
484 0.96 0 1
485 0.82 0 1
486 0.95 0 1
487 0.94 0 1
488 0.99 0 1
489 0.96 0 1
490 0.91 0 1
491 0.96 0 1
492 0.64 0 1
493 0.81 0 1
494 0.69 0 1
495 0.99 0 1
496 0.81 0 1
497 0.78 0 1
498 0.90 0 1
499 0.83 0 1
500 0.69 0 1
501 0.86 0 1
502 0.82 0 1
503 0.79 0 1
504 0.73 0 1
505 0.90 0 1
506 0.81 0 1
507 0.87 0 1
508 0.82 0 1
509 0.82 0 1
510 0.64 0 1
511 0.55 0 1
512 0.58 0 1
513 0.79 0 1
514 1.00 0 1
515 0.80 0 1
516 0.80 0 1
517 0.79 0 1
518 0.85 0 1
519 0.99 0 1
520 0.72 0 0
521 0.60 0 0
522 0.43 1 1
523 0.40 1 1
524 0.26 1 1
525 0.29 1 1
526 0.38 1 1
527 0.37 1 1
528 0.28 1 1
529 0.32 1 1
530 0.28 1 1
531 0.26 1 1
532 0.31 1 1
533 0.25 1 1
534 0.36 1 1
535 0.40 1 1
536 0.42 1 1
537 0.33 1 1
538 0.28 1 1
539 0.44 1 1
540 0.44 1 1
541 0.57 0 1
542 0.86 0 1
543 0.54 0 1
544 0.76 0 1
545 0.67 0 1
546 0.54 0 1
547 0.66 0 1
548 0.71 0 1
549 0.64 0 1
550 0.70 0 1
551 0.47 1 0
552 0.42 1 0
553 0.57 0 1
554 0.59 0 1
555 0.66 0 1
556 0.85 0 1
557 0.63 0 1
558 0.62 0 1
559 0.80 0 1
560 0.69 0 1
561 0.68 0 1
562 0.54 0 1
563 0.54 0 1
564 0.57 0 1
565 0.63 0 1
566 0.68 0 1
567 0.62 0 1
568 0.72 0 1
569 0.72 0 1
570 0.87 0 1
571 0.55 0 1
572 0.74 0 1
573 0.66 0 1
574 0.74 0 1
575 0.61 0 1
576 0.60 0 1
577 0.63 0 1
578 0.62 0 1
579 0.78 0 1
580 0.59 0 1
581 0.56 0 1
582 0.58 0 1
583 0.38 1 0
584 0.59 0 1
585 0.52 0 1
586 0.47 1 0
587 0.57 0 1
588 0.44 1 0
589 0.61 0 1
590 0.87 0 1
591 0.67 0 1
592 0.46 1 0
593 0.39 1 0
594 0.83 0 1
595 0.64 0 1
596 0.79 0 1
597 0.57 0 1
598 0.61 0 1
599 0.51 0 1
600 0.61 0 1
601 0.56 0 1
602 0.71 0 1
603 0.55 0 1
604 0.83 0 1
605 0.82 0 1
606 0.70 0 1
607 0.53 0 1
608 0.54 0 1
609 0.56 0 1
610 0.55 0 1
611 0.89 0 1
64
612 0.70 0 1
613 0.76 0 1
614 0.72 0 1
615 0.73 0 1
616 0.58 0 1
617 0.84 0 1
618 0.59 0 1
619 0.60 0 1
620 0.58 0 1
621 0.87 0 1
622 0.88 0 1
623 0.65 0 1
624 0.58 0 1
625 0.76 0 1
626 0.55 0 1
627 1.00 0 1
628 0.97 0 1
629 0.78 0 1
630 0.51 0 1
631 0.76 0 1
632 0.67 0 1
633 0.67 0 1
634 0.68 0 1
635 0.61 0 1
636 0.71 0 1
637 0.46 1 0
638 0.62 0 1
639 0.75 0 1
640 0.83 0 1
641 0.96 0 1
642 0.59 0 1
643 0.61 0 1
644 0.81 0 1
645 0.77 0 1
646 0.85 0 1
647 0.76 0 1
648 0.99 0 1
649 0.82 0 1
650 0.99 0 1
651 0.96 0 1
652 0.98 0 1
653 0.97 0 1
654 0.97 0 1
655 0.99 0 1
656 0.95 0 1
657 0.96 0 1
658 0.97 0 1
659 0.98 0 1
660 1.00 0 1
661 0.92 0 1
662 0.99 0 1
663 0.82 0 1
664 0.84 0 1
665 0.82 0 1
666 0.64 0 1
667 0.86 0 1
668 0.82 0 1
669 0.83 0 1
670 0.63 0 1
671 0.85 0 1
672 0.80 0 1
673 0.87 0 1
674 0.83 0 1
675 0.83 0 1
676 0.82 0 1
677 0.90 0 1
678 0.58 0 1
679 0.83 0 1
680 0.99 0 1
681 0.82 0 1
682 0.86 0 1
683 0.52 0 1
684 0.31 1 0
685 0.42 1 1
686 0.97 0 0
687 0.47 1 1
688 0.49 1 1
689 0.32 1 1
690 0.25 1 1
691 0.42 1 1
692 0.34 1 1
693 0.33 1 1
694 0.32 1 1
695 0.29 1 1
696 0.27 1 1
697 0.34 1 1
698 0.29 1 1
699 0.29 1 1
700 0.38 1 1
701 0.50 0 0
702 0.79 0 1
703 0.91 0 0
704 0.92 0 0
705 0.63 0 0
706 0.98 0 0
707 0.71 0 0
708 0.96 0 1
709 0.96 0 1
710 0.87 0 0
711 0.54 0 0
712 0.60 0 0
713 0.71 0 1
714 0.79 0 0
715 0.61 0 0
716 0.76 0 0
717 0.88 0 1
718 0.94 0 0
719 0.84 0 0
720 0.72 0 0
721 0.55 0 0
722 0.51 0 0
723 0.89 0 0
724 0.62 0 0
725 0.77 0 0
726 0.54 0 0
727 0.44 1 1
728 0.39 1 1
729 0.38 1 1
730 0.47 1 1
731 0.87 0 0
732 0.96 0 0
733 0.65 0 0
734 0.49 1 1
735 0.54 0 0
736 0.58 0 0
737 0.68 0 0
738 0.57 0 0
739 0.70 0 0
740 0.64 0 0
741 0.61 0 0
742 0.49 1 1
743 0.78 0 0
744 0.49 1 1
745 0.71 0 0
746 0.62 0 0
747 1.00 0 1
748 0.93 0 0
749 0.90 0 0
750 0.89 0 1
751 0.82 0 1
752 0.90 0 1
753 0.86 0 1
754 0.98 0 1
755 0.88 0 1
756 0.93 0 1
757 0.94 0 1
758 0.91 0 1
759 0.87 0 1
760 0.79 0 1
761 0.98 0 1
762 0.99 0 1
763 0.85 0 1
764 0.98 0 1
765 0.97 0 1
766 0.89 0 1
767 0.84 0 1
768 0.96 0 1
769 0.99 0 1
770 0.97 0 1
771 0.90 0 1
772 0.77 0 1
773 0.92 0 1
774 0.90 0 1
775 0.99 0 1
776 0.92 0 1
777 0.92 0 1
778 0.99 0 1
779 0.96 0 1
780 0.89 0 1
781 0.98 0 1
782 0.95 0 1
783 0.98 0 1
784 0.96 0 1
785 0.93 0 1
786 0.95 0 1
787 0.88 0 1
788 1.00 0 1
789 0.86 0 1
790 0.98 0 1
791 0.98 0 1
792 0.96 0 1
793 0.97 0 1
794 0.96 0 1
795 0.98 0 1
796 0.96 0 1
797 0.81 0 1
798 0.95 0 1
799 0.93 0 1
800 0.97 0 1
801 0.95 0 1
802 0.88 0 1
803 0.94 0 1
804 0.89 0 1
805 0.95 0 1
806 0.95 0 1
807 1.00 0 1
808 0.93 0 1
809 0.96 0 1
810 0.95 0 1
811 0.93 0 1
812 0.96 0 1
813 0.96 0 1
814 0.88 0 1
815 0.90 0 1
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816 0.95 0 1
817 1.00 0 1
818 0.91 0 1
819 0.92 0 1
820 0.96 0 1
821 0.92 0 1
822 0.94 0 1
823 1.00 0 1
824 0.98 0 1
825 0.89 0 1
826 0.91 0 1
827 0.94 0 1
828 0.99 0 1
829 0.95 0 1
830 0.91 0 1
831 0.97 0 1
832 0.94 0 1
833 0.93 0 1
834 0.92 0 1
835 0.85 0 1
836 0.80 0 1
837 0.92 0 1
838 0.83 0 1
839 0.81 0 1
840 0.84 0 1
841 0.78 0 1
842 0.96 0 1
843 0.88 0 1
844 0.98 0 1
845 0.82 0 1
846 0.76 0 1
847 0.98 0 1
848 0.83 0 1
849 0.93 0 1
850 0.86 0 1
851 0.80 0 1
852 0.53 0 1
853 0.55 0 1
854 0.97 0 1
855 0.96 0 1
856 0.81 0 1
857 0.62 0 1
858 0.83 0 1
859 0.74 0 1
860 0.60 0 1
861 0.99 0 1
862 0.83 0 1
863 0.65 0 1
864 0.81 0 1
865 0.87 0 1
866 0.64 0 1
867 0.82 0 1
868 0.47 1 0
869 0.88 0 1
870 0.77 0 1
871 0.78 0 1
872 0.85 0 1
873 0.83 0 1
874 0.82 0 1
875 0.92 0 1
876 0.66 0 1
877 0.90 0 1
878 0.58 0 1
879 0.90 0 1
880 0.60 0 1
881 0.78 0 1
882 0.95 0 1
883 0.97 0 1
884 0.90 0 1
885 0.84 0 1
886 0.88 0 1
887 0.80 0 1
888 0.81 0 1
889 0.83 0 1
890 0.87 0 1
891 0.81 0 1
892 0.82 0 1
893 0.57 0 1
894 0.87 0 1
895 0.80 0 1
896 0.68 0 1
897 0.90 0 1
898 0.86 0 1
899 0.81 0 1
900 0.57 0 1
901 0.71 0 1
902 0.57 0 1
903 0.63 0 1
904 0.87 0 1
905 0.78 0 1
906 0.61 0 1
907 0.64 0 1
908 0.81 0 1
909 0.80 0 1
910 0.81 0 1
911 0.82 0 1
912 0.78 0 1
913 0.82 0 1
914 0.84 0 1
915 0.98 0 1
916 0.82 0 1
917 0.86 0 1
918 0.69 0 1
919 0.83 0 1
920 0.89 0 1
921 0.97 0 1
922 1.00 0 1
923 0.90 0 1
924 0.92 0 1
925 0.96 0 1
926 0.99 0 1
927 0.97 0 1
928 0.97 0 1
929 0.96 0 1
930 0.99 0 1
931 0.94 0 1
932 0.98 0 1
933 0.94 0 1
934 0.92 0 1
935 0.94 0 1
936 0.97 0 1
937 0.91 0 1
938 0.92 0 1
939 0.95 0 1
940 0.96 0 1
941 0.99 0 1
942 0.99 0 1
943 0.89 0 1
944 0.95 0 1
945 0.98 0 1
946 0.95 0 1
947 0.91 0 1
948 0.98 0 1
949 0.96 0 1
950 0.95 0 1
951 0.99 0 1
952 0.91 0 1
953 0.90 0 1
954 0.95 0 1
955 0.91 0 1
956 0.99 0 1
957 0.95 0 1
958 0.96 0 1
959 0.91 0 1
960 0.96 0 1
961 0.95 0 1
962 0.98 0 1
963 0.99 0 1
964 0.93 0 1
965 0.95 0 1
966 0.97 0 1
967 0.98 0 1
968 0.96 0 1
969 0.93 0 1
970 0.97 0 1
971 0.93 0 1
972 0.98 0 1
973 0.95 0 1
974 0.91 0 1
975 0.94 0 1
976 0.95 0 1
977 0.98 0 1
978 0.86 0 1
979 0.98 0 1
980 0.85 0 1
981 0.92 0 1
982 0.96 0 1
983 0.99 0 1
984 0.87 0 1
985 0.97 0 1
986 0.96 0 1
987 0.94 0 1
988 0.89 0 1
989 0.95 0 1
990 0.86 0 1
991 0.99 0 1
992 0.93 0 1
993 0.94 0 1
994 0.92 0 1
995 0.99 0 1
996 0.93 0 1
997 0.94 0 1
998 0.98 0 1
999 0.94 0 1
1000 0.99 0 1
1001 0.96 0 1
1002 0.88 0 1
1003 0.96 0 1
1004 0.95 0 1
1005 0.97 0 1
1006 0.88 0 1
1007 0.94 0 1
1008 0.94 0 1
1009 0.84 0 1
1010 0.97 0 1
1011 0.92 0 1
1012 0.96 0 1
1013 0.90 0 1
1014 0.90 0 1
1015 0.88 0 1
1016 0.99 0 1
1017 0.95 0 1
1018 0.94 0 1
1019 0.94 0 1
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1020 0.99 0 1
1021 0.93 0 1
1022 0.91 0 1
1023 0.93 0 1
1024 0.95 0 1
1025 0.90 0 1
1026 0.97 0 1
1027 0.95 0 1
1028 0.89 0 1
1029 0.93 0 1
1030 0.91 0 1
1031 0.92 0 1
1032 0.93 0 1
1033 0.95 0 1
1034 0.91 0 1
1035 0.89 0 1
1036 0.91 0 1
1037 0.96 0 1
1038 0.96 0 1
1039 0.97 0 1
1040 0.85 0 1
1041 0.95 0 1
1042 0.88 0 1
1043 0.91 0 1
1044 0.92 0 1
1045 0.90 0 1
1046 0.95 0 1
1047 0.94 0 1
1048 0.97 0 1
1049 0.95 0 1
1050 0.87 0 1
1051 0.97 0 1
1052 0.92 0 1
1053 1.00 0 1
1054 0.88 0 1
1055 0.94 0 1
1056 0.91 0 1
1057 0.94 0 1
1058 0.99 0 1
1059 0.94 0 1
1060 0.89 0 1
1061 0.96 0 1
1062 0.93 0 1
1063 0.94 0 1
1064 0.95 0 1
1065 0.92 0 1
1066 0.93 0 1
1067 0.90 0 1
1068 0.93 0 1
1069 0.93 0 1
1070 0.94 0 1
1071 0.96 0 1
1072 0.93 0 1
1073 0.96 0 1
1074 0.95 0 1
1075 0.94 0 1
1076 0.98 0 1
1077 0.83 0 1
1078 0.98 0 1
1079 0.95 0 1
1080 0.95 0 1
1081 0.95 0 1
1082 0.95 0 1
1083 0.96 0 1
1084 0.92 0 1
1085 0.98 0 1
1086 0.93 0 1
1087 0.97 0 1
1088 0.98 0 1
1089 0.96 0 1
1090 0.92 0 1
1091 0.94 0 1
1092 0.90 0 1
1093 0.93 0 1
1094 1.00 0 1
1095 0.92 0 1
1096 0.92 0 1
1097 0.95 0 1
1098 0.87 0 1
1099 0.93 0 1
1100 0.91 0 1
1101 0.97 0 1
1102 0.92 0 1
1103 0.97 0 1
1104 0.95 0 1
1105 0.97 0 1
1106 0.96 0 1
1107 0.90 0 1
1108 0.99 0 1
1109 0.87 0 1
1110 0.97 0 1
1111 0.88 0 1
1112 0.96 0 1
1113 0.93 0 1
1114 0.94 0 1
1115 0.88 0 1
1116 0.93 0 1
1117 0.83 0 1
1118 0.95 0 1
1119 0.96 0 1
1120 0.96 0 1
1121 0.80 0 1
1122 0.93 0 1
1123 0.99 0 1
1124 0.99 0 1
1125 0.88 0 1
1126 0.98 0 1
1127 0.95 0 1
1128 0.92 0 1
1129 0.93 0 1
1130 0.96 0 1
1131 0.88 0 1
1132 0.98 0 1
1133 0.95 0 1
1134 0.92 0 1
1135 0.97 0 1
1136 0.93 0 1
1137 0.98 0 1
1138 0.94 0 1
1139 0.83 0 1
1140 1.00 0 1
1141 0.98 0 1
1142 0.93 0 1
1143 0.88 0 1
1144 0.93 0 1
1145 0.95 0 1
1146 0.95 0 1
1147 0.98 0 1
1148 0.93 0 1
1149 0.92 0 1
1150 0.94 0 1
1151 0.91 0 1
1152 0.90 0 1
1153 0.94 0 1
1154 0.95 0 1
1155 0.91 0 1
1156 1.00 0 1
1157 0.91 0 1
1158 0.99 0 1
1159 0.95 0 1
1160 0.94 0 1
1161 0.91 0 1
1162 0.97 0 1
1163 0.96 0 1
1164 0.92 0 1
1165 0.95 0 1
1166 0.88 0 1
1167 0.91 0 1
1168 0.99 0 1
1169 0.97 0 1
1170 0.93 0 1
1171 0.96 0 1
1172 0.94 0 1
1173 0.99 0 1
1174 0.97 0 1
1175 0.92 0 1
1176 0.92 0 1
1177 0.94 0 1
1178 0.96 0 1
1179 0.92 0 1
1180 0.98 0 1
1181 0.90 0 1
1182 0.95 0 1
1183 0.92 0 1
1184 0.94 0 1
1185 0.97 0 1
1186 0.92 0 1
1187 0.89 0 1
1188 1.00 0 1
1189 0.99 0 1
1190 0.97 0 1
1191 0.91 0 1
1192 0.95 0 1
1193 0.99 0 1
1194 0.98 0 1
1195 0.94 0 1
1196 0.98 0 1
1197 0.99 0 1
1198 0.96 0 1
1199 0.98 0 1
1200 0.88 0 1
1201 0.89 0 1
1202 0.94 0 1
1203 0.93 0 1
1204 0.88 0 1
1205 0.89 0 1
1206 0.95 0 1
1207 0.92 0 1
1208 0.94 0 1
1209 0.90 0 1
1210 0.88 0 1
1211 0.97 0 1
1212 0.99 0 1
1213 0.95 0 1
1214 0.95 0 1
1215 0.92 0 1
1216 0.93 0 1
1217 0.97 0 1
1218 0.98 0 1
1219 0.94 0 1
1220 0.96 0 1
1221 0.99 0 1
1222 0.98 0 1
1223 0.97 0 1
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1224 0.92 0 1
1225 0.88 0 1
1226 0.98 0 1
1227 0.93 0 1
1228 0.96 0 1
1229 0.91 0 1
1230 0.87 0 1
1231 0.99 0 1
1232 0.98 0 1
1233 0.92 0 1
1234 0.93 0 1
1235 0.89 0 1
1236 0.93 0 1
1237 0.91 0 1
1238 0.96 0 1
1239 0.97 0 1
1240 0.87 0 1
1241 0.90 0 1
1242 0.87 0 1
1243 0.92 0 1
1244 0.97 0 1
1245 0.97 0 1
1246 0.95 0 1
1247 0.95 0 1
1248 0.96 0 1
1249 0.95 0 1
1250 0.84 0 1
1251 0.93 0 1
1252 0.91 0 1
1253 0.91 0 1
1254 0.99 0 1
1255 0.91 0 1
1256 0.91 0 1
1257 0.95 0 1
1258 0.87 0 1
1259 0.97 0 1
1260 0.89 0 1
1261 0.99 0 1
1262 0.96 0 1
1263 0.93 0 1
1264 0.97 0 1
1265 0.93 0 1
1266 0.88 0 1
1267 0.97 0 1
1268 0.88 0 1
1269 0.95 0 1
1270 0.98 0 1
1271 0.92 0 1
1272 0.92 0 1
1273 0.95 0 1
1274 0.99 0 1
1275 0.97 0 1
1276 0.98 0 1
1277 0.83 0 1
1278 0.96 0 1
1279 0.93 0 1
1280 0.92 0 1
1281 0.97 0 1
1282 0.93 0 1
1283 0.96 0 1
1284 0.93 0 1
1285 1.00 0 1
1286 0.88 0 1
1287 0.98 0 1
1288 0.95 0 1
1289 0.95 0 1
1290 0.97 0 1
1291 0.90 0 1
1292 0.88 0 1
1293 0.94 0 1
1294 0.90 0 1
1295 0.90 0 1
1296 0.94 0 1
1297 0.95 0 1
1298 0.96 0 1
1299 0.95 0 1
1300 0.99 0 1
1301 0.95 0 1
1302 0.81 0 1
1303 0.81 0 1
1304 0.86 0 1
1305 0.88 0 1
1306 0.82 0 1
1307 0.98 0 1
1308 0.92 0 1
1309 0.91 0 1
1310 0.95 0 1
1311 0.97 0 1
1312 0.82 0 1
1313 0.97 0 1
1314 0.82 0 1
1315 0.80 0 1
1316 0.89 0 1
1317 0.94 0 1
1318 0.99 0 1
1319 0.99 0 1
1320 0.94 0 1
1321 0.96 0 1
1322 0.99 0 1
1323 1.00 0 1
1324 0.92 0 1
1325 0.82 0 1
1326 0.97 0 1
1327 0.92 0 1
1328 0.82 0 1
1329 0.84 0 1
1330 0.94 0 1
1331 0.99 0 1
1332 0.85 0 1
1333 0.61 0 1
1334 0.86 0 1
1335 0.94 0 1
1336 0.99 0 1
1337 0.93 0 1
1338 0.87 0 1
1339 0.99 0 1
1340 0.79 0 1
1341 0.96 0 1
1342 0.96 0 1
1343 0.89 0 1
1344 0.85 0 1
1345 0.86 0 1
1346 0.92 0 1
1347 0.97 0 1
1348 0.93 0 1
1349 0.62 0 1
1350 0.91 0 1
1351 0.96 0 1
1352 0.76 0 1
1353 0.89 0 1
1354 0.89 0 1
1355 0.86 0 1
1356 0.81 0 1
1357 0.98 0 1
1358 0.92 0 1
1359 0.82 0 1
1360 0.89 0 1
1361 0.65 0 1
1362 0.92 0 1
1363 0.97 0 1
1364 0.82 0 1
1365 0.83 0 1
1366 0.98 0 1
1367 0.84 0 1
1368 0.98 0 1
1369 0.97 0 1
1370 1.00 0 1
1371 0.80 0 1
1372 0.94 0 1
1373 0.91 0 1
1374 0.66 0 1
1375 0.94 0 1
1376 0.84 0 1
1377 0.88 0 1
1378 1.00 0 1
1379 0.84 0 1
1380 0.87 0 1
1381 0.68 0 1
1382 0.84 0 1
1383 0.66 0 1
1384 0.93 0 1
1385 0.90 0 1
1386 0.53 0 1
1387 0.80 0 1
1388 0.97 0 1
1389 0.84 0 1
1390 0.56 0 1
1391 0.92 0 1
1392 0.89 0 1
1393 0.95 0 1
1394 0.96 0 1
1395 0.92 0 1
1396 0.81 0 1
1397 0.68 0 1
1398 0.82 0 1
1399 0.93 0 1
1400 0.90 0 1
1401 0.65 0 1
1402 0.81 0 1
1403 0.84 0 1
1404 0.67 0 1
1405 0.81 0 1
1406 0.87 0 1
1407 0.90 0 1
1408 0.84 0 1
1409 0.83 0 1
1410 0.82 0 1
1411 0.82 0 1
1412 0.90 0 1
1413 0.82 0 1
1414 0.89 0 1
1415 0.84 0 1
1416 0.71 0 1
1417 0.96 0 1
1418 0.94 0 1
1419 0.82 0 1
1420 0.82 0 1
1421 0.85 0 1
1422 0.87 0 1
1423 0.96 0 1
1424 0.92 0 1
1425 0.82 0 1
1426 0.81 0 1
1427 0.93 0 1
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1428 0.70 0 1
1429 0.97 0 1
1430 0.96 0 1
1431 0.60 0 1
1432 0.53 0 1
1433 0.96 0 1
1434 0.89 0 1
1435 0.80 0 1
1436 0.86 0 1
1437 0.72 0 1
1438 0.93 0 1
1439 0.87 0 1
1440 0.90 0 1
1441 0.94 0 1
1442 0.95 0 1
1443 0.83 0 1
1444 0.84 0 1
1445 0.90 0 1
1446 0.79 0 1
1447 0.94 0 1
1448 0.82 0 1
1449 0.89 0 1
1450 0.95 0 1
1451 0.85 0 1
1452 0.93 0 1
1453 0.92 0 1
1454 0.73 0 1
1455 0.89 0 1
1456 0.94 0 1
1457 1.00 0 1
1458 0.68 0 1
1459 0.88 0 1
1460 1.00 0 1
1461 1.00 0 1
1462 1.00 0 1
1463 0.93 0 1
1464 0.87 0 1
1465 0.84 0 1
1466 0.86 0 1
1467 0.95 0 1
1468 0.97 0 1
1469 0.96 0 1
1470 0.84 0 1
1471 0.90 0 1
1472 0.85 0 1
1473 0.99 0 1
1474 0.94 0 1
1475 0.81 0 1
1476 0.96 0 1
1477 0.79 0 1
1478 0.72 0 1
1479 0.56 0 1
1480 0.97 0 1
1481 0.83 0 1
1482 0.93 0 1
1483 0.81 0 1
1484 0.88 0 1
1485 0.99 0 1
1486 0.83 0 1
1487 0.84 0 1
1488 0.83 0 1
1489 0.92 0 1
1490 0.55 0 1
1491 0.96 0 1
1492 0.83 0 1
1493 0.93 0 1
1494 0.91 0 1
1495 0.94 0 1
1496 0.96 0 1
1497 1.00 0 1
1498 0.96 0 1
1499 0.96 0 1
1500 0.89 0 1
1501 0.99 0 1
1502 0.82 0 1
1503 0.84 0 1
1504 0.92 0 1
1505 0.79 0 1
1506 0.93 0 1
1507 0.97 0 1
1508 0.55 0 1
1509 0.84 0 1
1510 0.97 0 1
1511 0.85 0 1
1512 0.85 0 1
1513 0.86 0 1
1514 0.96 0 1
1515 0.73 0 1
1516 0.54 0 1
1517 0.90 0 1
1518 0.89 0 1
1519 0.82 0 1
1520 0.84 0 1
1521 0.99 0 1
1522 0.95 0 1
1523 0.78 0 1
1524 0.81 0 1
1525 0.78 0 1
1526 0.81 0 1
1527 0.95 0 1
1528 0.83 0 1
1529 0.95 0 1
1530 0.98 0 1
1531 0.93 0 1
1532 0.65 0 1
1533 0.93 0 1
1534 0.96 0 1
1535 0.83 0 1
1536 0.98 0 1
1537 0.80 0 1
1538 0.93 0 1
1539 0.76 0 1
1540 0.75 0 1
1541 0.85 0 1
1542 0.93 0 1
1543 0.80 0 1
1544 0.91 0 1
1545 0.60 0 1
1546 0.89 0 1
1547 0.98 0 1
1548 0.85 0 1
1549 0.86 0 1
1550 0.93 0 1
1551 0.87 0 1
1552 0.93 0 1
1553 0.96 0 1
1554 0.84 0 1
1555 0.94 0 1
1556 0.80 0 1
1557 0.85 0 1
1558 0.79 0 1
1559 0.95 0 1
1560 0.81 0 1
1561 0.99 0 1
1562 0.91 0 1
1563 0.96 0 1
1564 0.62 0 1
1565 0.82 0 1
1566 0.84 0 1
1567 0.85 0 1
1568 0.98 0 1
1569 0.96 0 1
1570 0.82 0 1
1571 0.62 0 1
1572 0.85 0 1
1573 0.95 0 1
1574 0.91 0 1
1575 0.89 0 1
1576 0.81 0 1
1577 0.93 0 1
1578 0.85 0 1
1579 0.96 0 1
1580 0.98 0 1
1581 0.85 0 1
1582 0.82 0 1
1583 0.98 0 1
1584 0.97 0 1
1585 0.83 0 1
1586 0.92 0 1
1587 0.84 0 1
1588 0.66 0 1
1589 0.96 0 1
1590 0.84 0 1
1591 0.80 0 1
1592 0.93 0 1
1593 0.90 0 1
1594 0.89 0 1
1595 0.83 0 1
1596 0.82 0 1
1597 0.77 0 1
1598 0.89 0 1
1599 0.80 0 1
1600 0.82 0 1
1601 0.96 0 1
1602 0.97 0 1
1603 0.86 0 1
1604 0.87 0 1
1605 0.94 0 1
1606 0.97 0 1
1607 0.61 0 1
1608 0.89 0 1
1609 0.84 0 1
1610 0.98 0 1
1611 0.88 0 1
1612 0.93 0 1
1613 0.71 0 1
1614 0.58 0 1
1615 0.95 0 1
1616 0.82 0 1
1617 0.85 0 1
1618 0.59 0 1
1619 0.87 0 1
1620 0.99 0 1
1621 0.99 0 1
1622 0.97 0 1
1623 0.96 0 1
1624 0.65 0 1
1625 0.87 0 1
1626 0.97 0 1
1627 0.83 0 1
1628 0.90 0 1
1629 0.94 0 1
1630 0.86 0 1
1631 0.82 0 1
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1632 0.66 0 1
1633 0.99 0 1
1634 0.65 0 1
1635 0.90 0 1
1636 0.95 0 1
1637 0.97 0 1
1638 0.85 0 1
1639 0.89 0 1
1640 0.80 0 1
1641 0.90 0 1
1642 0.83 0 1
1643 0.87 0 1
1644 0.90 0 1
1645 0.82 0 1
1646 0.89 0 1
1647 0.64 0 1
1648 0.88 0 1
1649 0.83 0 1
1650 0.89 0 1
1651 0.80 0 1
1652 0.82 0 1
1653 0.93 0 1
1654 0.80 0 1
1655 0.82 0 1
1656 0.85 0 1
1657 0.60 0 1
1658 0.81 0 1
1659 0.91 0 1
1660 0.84 0 1
1661 0.92 0 1
1662 0.88 0 1
1663 0.90 0 1
1664 0.88 0 1
1665 0.84 0 1
1666 0.99 0 1
1667 0.97 0 1
1668 0.81 0 1
1669 0.81 0 1
1670 0.93 0 1
1671 0.96 0 1
1672 0.97 0 1
1673 0.79 0 1
1674 0.83 0 1
1675 0.90 0 1
1676 0.86 0 1
1677 0.94 0 1
1678 0.90 0 1
1679 0.60 0 1
1680 0.93 0 1
1681 0.89 0 1
1682 0.86 0 1
1683 0.69 0 1
1684 0.94 0 1
1685 0.83 0 1
1686 0.82 0 1
1687 0.93 0 1
1688 0.81 0 1
1689 1.00 0 1
1690 0.81 0 1
1691 0.81 0 1
1692 1.00 0 1
1693 0.86 0 1
1694 0.80 0 1
1695 0.93 0 1
1696 0.62 0 1
1697 0.82 0 1
1698 0.88 0 1
1699 0.80 0 1
1700 0.82 0 1
1701 0.70 0 1
1702 0.97 0 1
1703 0.97 0 1
1704 0.79 0 1
1705 0.64 0 1
1706 0.85 0 1
1707 0.84 0 1
1708 0.97 0 1
1709 0.79 0 1
1710 0.99 0 1
1711 0.81 0 1
1712 0.98 0 1
1713 0.81 0 1
1714 0.82 0 1
1715 0.98 0 1
1716 0.44 1 1
1717 0.39 1 1
1718 0.67 0 0
1719 0.89 0 0
1720 0.75 0 0
1721 0.60 0 0
1722 0.39 1 1
1723 0.66 0 0
1724 0.86 0 0
1725 0.81 0 1
1726 0.36 1 1
1727 0.86 0 0
1728 0.61 0 0
1729 0.37 1 1
1730 0.81 0 1
1731 0.79 0 0
1732 0.77 0 0
1733 0.73 0 0
1734 0.85 0 1
1735 0.61 0 0
1736 0.29 1 1
1737 0.41 1 1
1738 0.42 1 1
1739 0.39 1 1
1740 0.84 0 0
1741 0.45 1 1
1742 0.42 1 1
1743 0.36 1 1
1744 0.38 1 1
1745 0.52 0 0
1746 0.96 0 0
1747 0.73 0 1
1748 0.42 1 0
1749 0.48 1 0
1750 0.38 1 0
1751 0.32 1 0
1752 0.29 1 0
1753 0.38 1 0
1754 0.33 1 0
1755 0.34 1 0
1756 0.29 1 0
1757 0.44 1 0
1758 0.51 0 1
1759 0.42 1 0
1760 0.54 0 1
1761 0.46 1 0
1762 0.38 1 0
1763 0.33 1 0
1764 0.35 1 0
1765 0.45 1 0
1766 0.41 1 0
1767 0.35 1 0
1768 0.39 1 0
1769 0.44 1 0
1770 0.51 0 1
1771 0.54 0 1
1772 0.53 0 1
1773 0.56 0 1
1774 0.34 1 0
1775 0.27 1 0
1776 0.39 1 0
1777 0.30 1 0
1778 0.31 1 0
1779 0.25 1 0
1780 0.46 1 0
1781 0.71 0 1
1782 0.61 0 1
1783 0.42 1 0
1784 0.47 1 0
1785 0.37 1 0
1786 0.29 1 0
1787 0.30 1 0
1788 0.43 1 0
1789 0.31 1 0
1790 0.33 1 0
1791 0.47 1 0
1792 0.50 1 0
1793 0.34 1 0
1794 0.46 1 0
1795 0.56 0 1
1796 0.31 1 0
1797 0.30 1 0
1798 0.44 1 0
1799 0.36 1 0
1800 0.30 1 0
1801 0.38 1 0
1802 0.41 1 0
1803 0.42 1 0
1804 0.40 1 0
1805 0.51 0 1
1806 0.37 1 0
1807 0.57 0 1
1808 0.45 1 0
1809 0.55 0 1
1810 0.46 1 0
1811 0.59 0 1
1812 0.70 0 1
1813 0.83 0 1
1814 0.69 0 1
1815 0.46 1 0
1816 0.64 0 1
1817 0.56 0 1
1818 0.42 1 0
1819 0.46 1 0
1820 0.50 1 0
1821 0.39 1 0
1822 0.43 1 0
1823 0.52 0 1
1824 0.45 1 0
1825 0.42 1 0
1826 0.38 1 0
1827 0.40 1 0
1828 0.41 1 0
1829 0.47 1 0
1830 0.55 0 1
1831 0.47 1 0
1832 0.36 1 0
1833 0.37 1 0
1834 0.44 1 0
1835 0.39 1 0
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1836 0.40 1 0
1837 0.29 1 0
1838 0.39 1 0
1839 0.55 0 1
1840 0.57 0 1
1841 0.65 0 1
1842 0.49 1 0
1843 0.40 1 0
1844 0.27 1 0
1845 0.32 1 0
1846 0.36 1 0
1847 0.38 1 0
1848 0.34 1 0
1849 0.93 0 1
1850 0.95 0 1
1851 0.87 0 1
1852 0.99 0 1
1853 0.40 1 0
1854 0.98 0 1
1855 0.97 0 1
1856 0.90 0 1
1857 0.98 0 1
1858 0.51 0 1
1859 0.31 1 1
1860 0.71 0 0
1861 0.59 0 0
1862 0.85 0 1
1863 0.93 0 1
1864 0.55 0 1
1865 0.57 0 1
1866 0.93 0 1
1867 0.53 0 1
1868 0.80 0 1
1869 0.57 0 1
1870 0.71 0 1
1871 0.69 0 1
1872 0.99 0 1
1873 0.57 0 1
1874 0.88 0 1
1875 0.97 0 1
1876 0.74 0 1
1877 0.88 0 1
1878 0.51 0 1
1879 0.71 0 1
1880 0.93 0 1
1881 0.89 0 1
1882 0.98 0 1
1883 0.84 0 1
1884 0.58 0 1
1885 0.80 0 1
1886 0.50 1 0
1887 0.94 0 1
1888 0.74 0 1
1889 0.54 0 1
1890 0.61 0 1
1891 0.56 0 1
1892 1.00 0 1
1893 0.61 0 1
1894 0.84 0 1
1895 0.61 0 1
1896 0.47 1 0
1897 0.53 0 1
1898 0.60 0 1
1899 0.56 0 1
1900 0.72 0 1
1901 0.90 0 1
1902 0.69 0 1
1903 0.53 0 1
1904 0.54 0 1
1905 0.91 0 1
1906 0.43 1 0
1907 0.98 0 1
1908 0.77 0 1
1909 0.99 0 1
1910 0.63 0 1
1911 0.96 0 1
1912 0.92 0 1
1913 1.00 0 1
1914 0.89 0 1
1915 0.64 0 1
1916 0.74 0 1
1917 0.99 0 1
1918 0.71 0 1
1919 0.71 0 1
1920 0.45 1 0
1921 0.55 0 1
1922 0.90 0 1
1923 0.64 0 1
1924 0.89 0 1
1925 0.74 0 1
1926 0.80 0 1
1927 0.95 0 1
1928 0.53 0 1
1929 0.55 0 1
1930 0.62 0 1
1931 0.83 0 1
1932 0.46 1 0
1933 0.99 0 1
1934 0.64 0 1
1935 0.85 0 1
1936 0.77 0 1
1937 0.74 0 1
1938 0.65 0 1
1939 0.56 0 1
1940 0.45 1 0
1941 0.63 0 1
1942 0.44 1 0
1943 0.55 0 1
1944 0.62 0 1
1945 0.42 1 0
1946 0.41 1 0
1947 0.59 0 1
1948 0.99 0 1
1949 0.64 0 1
1950 0.67 0 1
1951 0.84 0 1
1952 0.64 0 1
1953 0.64 0 1
1954 0.82 0 1
1955 0.84 0 1
1956 0.49 1 0
1957 0.51 0 1
1958 0.59 0 1
1959 0.65 0 1
1960 0.50 0 1
1961 0.60 0 1
1962 0.50 1 0
1963 0.53 0 1
1964 0.90 0 1
1965 0.71 0 1
1966 0.99 0 1
1967 0.90 0 1
1968 0.38 1 0
1969 0.61 0 1
1970 0.46 1 0
1971 0.59 0 1
1972 0.51 0 1
1973 0.49 1 0
1974 0.46 1 0
1975 0.53 0 1
1976 0.69 0 1
1977 0.96 0 1
1978 0.58 0 1
1979 0.52 0 1
1980 0.68 0 1
1981 0.53 0 1
1982 0.67 0 1
1983 0.89 0 1
1984 0.86 0 1
1985 0.45 1 1
1986 0.89 0 1
1987 0.78 0 1
1988 0.84 0 1
1989 0.90 0 1
1990 0.83 0 1
1991 0.79 0 1
1992 0.92 0 1
1993 0.89 0 1
1994 0.90 0 1
1995 0.90 0 1
1996 0.82 0 1
1997 0.99 0 1
1998 0.95 0 1
1999 0.79 0 1
2000 0.86 0 1
2001 0.98 0 1
2002 0.87 0 1
2003 0.85 0 1
2004 0.87 0 1
2005 0.96 0 1
2006 0.82 0 1
2007 0.87 0 1
2008 0.95 0 1
2009 0.79 0 1
2010 0.78 0 1
2011 0.91 0 1
2012 0.85 0 1
2013 0.96 0 1
2014 0.88 0 1
2015 0.81 0 1
2016 0.86 0 1
2017 0.81 0 1
2018 0.74 0 1
2019 0.75 0 1
2020 0.92 0 1
2021 0.94 0 1
2022 0.95 0 1
2023 0.94 0 1
2024 0.92 0 1
2025 0.91 0 1
2026 0.93 0 1
2027 0.93 0 1
2028 0.98 0 1
2029 0.84 0 1
2030 0.83 0 1
2031 0.89 0 1
2032 0.91 0 1
2033 0.91 0 1
2034 0.83 0 1
2035 0.83 0 1
2036 0.79 0 1
2037 0.83 0 1
2038 0.92 0 1
2039 0.88 0 1
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2040 0.84 0 1
2041 0.97 0 1
2042 0.83 0 1
2043 0.96 0 1
2044 0.88 0 1
2045 0.97 0 1
2046 0.88 0 1
2047 0.91 0 1
2048 0.84 0 1
2049 0.81 0 1
2050 0.84 0 1
2051 0.72 0 1
2052 0.95 0 1
2053 0.92 0 1
2054 0.92 0 1
2055 0.92 0 1
2056 0.84 0 1
2057 0.86 0 1
2058 0.90 0 1
2059 0.90 0 1
2060 0.96 0 1
2061 0.84 0 1
2062 0.79 0 1
2063 0.88 0 1
2064 0.86 0 1
2065 0.83 0 1
2066 0.82 0 1
2067 0.88 0 1
2068 0.82 0 1
2069 0.77 0 1
2070 0.88 0 1
2071 0.83 0 1
2072 0.93 0 1
2073 0.80 0 1
2074 0.78 0 1
2075 0.76 0 1
2076 0.75 0 1
2077 0.63 0 1
2078 0.81 0 1
2079 0.66 0 1
2080 0.75 0 1
2081 0.67 0 1
2082 0.78 0 1
2083 0.82 0 1
2084 0.88 0 1
2085 0.91 0 1
2086 0.87 0 1
2087 0.86 0 1
2088 0.98 0 1
2089 0.89 0 1
2090 0.87 0 1
2091 0.96 0 1
2092 0.95 0 1
2093 0.99 0 1
2094 0.98 0 1
2095 0.98 0 1
2096 0.94 0 1
2097 0.99 0 1
2098 0.97 0 1
2099 0.77 0 1
2100 1.00 0 1
2101 0.99 0 1
2102 0.97 0 1
2103 0.97 0 1
2104 0.98 0 1
2105 0.96 0 1
2106 0.85 0 1
2107 0.85 0 1
2108 0.89 0 1
2109 0.98 0 1
2110 1.00 0 1
2111 0.98 0 1
2112 0.83 0 1
2113 0.83 0 1
2114 0.98 0 1
2115 0.78 0 1
2116 0.97 0 1
2117 0.90 0 1
2118 0.89 0 1
2119 0.83 0 1
2120 0.77 0 1
2121 0.96 0 1
2122 0.99 0 1
2123 0.88 0 1
2124 0.86 0 1
2125 0.76 0 1
2126 0.81 0 1
2127 0.84 0 1
2128 0.83 0 1
2129 0.98 0 1
2130 0.49 1 0
2131 0.95 0 1
2132 0.80 0 1
2133 0.96 0 1
2134 0.77 0 1
2135 0.92 0 1
2136 0.86 0 1
2137 0.86 0 1
2138 0.79 0 1
2139 0.64 0 1
2140 0.96 0 1
2141 0.85 0 1
2142 0.75 0 1
2143 0.91 0 1
2144 0.84 0 1
2145 0.96 0 1
2146 0.60 0 1
2147 0.82 0 1
2148 0.98 0 1
2149 0.79 0 1
2150 0.84 0 1
2151 0.98 0 1
2152 0.96 0 1
2153 1.00 0 1
2154 0.97 0 1
2155 0.63 0 1
2156 0.94 0 1
2157 0.85 0 1
2158 0.82 0 1
2159 0.54 0 1
2160 0.79 0 1
2161 0.99 0 1
2162 0.95 0 1
2163 0.81 0 1
2164 0.76 0 1
2165 0.96 0 1
2166 0.96 0 1
2167 0.80 0 1
2168 0.70 0 1
2169 0.99 0 1
2170 0.98 0 1
2171 0.85 0 1
2172 0.98 0 1
2173 0.90 0 1
2174 0.61 0 1
2175 0.82 0 1
2176 0.80 0 1
2177 0.99 0 1
2178 0.99 0 1
2179 0.79 0 1
2180 0.97 0 1
2181 0.83 0 1
2182 0.85 0 1
2183 0.83 0 1
2184 0.61 0 1
2185 0.98 0 1
2186 0.95 0 1
2187 0.78 0 1
2188 0.81 0 1
2189 0.78 0 1
2190 0.79 0 1
2191 0.88 0 1
2192 0.78 0 1
2193 0.82 0 1
2194 0.92 0 1
2195 0.83 0 1
2196 0.94 0 1
2197 0.98 0 1
2198 0.79 0 1
2199 0.81 0 1
2200 0.88 0 1
2201 0.83 0 1
2202 0.91 0 1
2203 0.85 0 1
2204 0.80 0 1
2205 0.79 0 1
2206 0.98 0 1
2207 0.75 0 1
2208 0.96 0 1
2209 0.93 0 1
2210 0.77 0 1
2211 0.78 0 1
2212 0.82 0 1
2213 0.82 0 1
2214 0.82 0 1
2215 0.99 0 1
2216 0.89 0 1
2217 0.63 0 1
2218 0.82 0 1
2219 0.98 0 1
2220 0.64 0 1
2221 0.83 0 1
2222 0.83 0 1
2223 0.72 0 1
2224 0.95 0 1
2225 0.81 0 1
2226 0.85 0 1
2227 0.98 0 1
2228 0.94 0 1
2229 0.72 0 1
2230 0.99 0 1
2231 0.84 0 1
2232 0.61 0 1
2233 0.95 0 1
2234 0.84 0 1
2235 0.81 0 1
2236 0.56 0 1
2237 0.99 0 1
2238 0.84 0 1
2239 0.99 0 1
2240 0.87 0 1
2241 0.91 0 1
2242 0.85 0 1
2243 0.95 0 1
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2244 0.98 0 1
2245 0.86 0 1
2246 0.86 0 1
2247 0.95 0 1
2248 0.73 0 1
2249 0.97 0 1
2250 0.40 1 1
2251 0.37 1 1
2252 0.36 1 1
2253 0.35 1 1
2254 0.47 1 1
2255 0.89 0 0
2256 0.47 1 1
2257 0.51 0 0
2258 0.29 1 1
2259 0.35 1 1
2260 0.63 0 0
2261 0.70 0 0
2262 0.79 0 1
2263 0.77 0 1
2264 0.34 1 1
2265 0.31 1 1
2266 0.32 1 1
2267 0.47 1 1
2268 0.39 1 1
2269 0.41 1 1
2270 0.87 0 0
2271 0.46 1 1
2272 0.35 1 1
2273 0.35 1 1
2274 0.25 1 1
2275 0.52 0 0
2276 0.50 1 1
2277 0.84 0 0
2278 0.42 1 1
2279 0.68 0 0
2280 0.81 0 1
2281 0.65 0 0
2282 0.51 0 1
2283 0.35 1 1
2284 0.47 1 1
2285 0.35 1 1
2286 0.33 1 1
2287 0.82 0 0
2288 0.91 0 0
2289 0.32 1 1
2290 0.38 1 1
2291 0.33 1 1
2292 0.32 1 1
2293 0.54 0 0
2294 0.95 0 1
2295 0.79 0 0
2296 0.41 1 1
2297 0.21 1 1
2298 0.38 1 1
2299 0.40 1 1
2300 0.64 0 1
2301 0.69 0 1
2302 0.50 1 0
2303 0.58 0 1
2304 0.60 0 1
2305 0.51 0 1
2306 0.84 0 1
2307 0.76 0 1
2308 0.52 0 1
2309 0.70 0 1
2310 0.61 0 1
2311 0.64 0 1
2312 0.65 0 1
2313 0.53 0 1
2314 0.51 0 1
2315 0.63 0 1
2316 0.72 0 1
2317 0.61 0 1
2318 0.62 0 1
2319 0.61 0 1
2320 0.53 0 1
2321 0.65 0 1
2322 0.52 0 1
2323 0.70 0 1
2324 0.51 0 1
2325 0.51 0 1
2326 0.64 0 1
2327 0.69 0 1
2328 0.82 0 1
2329 0.80 0 1
2330 0.74 0 1
2331 0.77 0 1
2332 0.88 0 1
2333 0.68 0 1
2334 0.45 1 0
2335 0.58 0 1
2336 0.59 0 1
2337 0.66 0 1
2338 0.61 0 1
2339 0.63 0 1
2340 0.93 0 1
2341 0.44 1 0
2342 0.49 1 0
2343 0.62 0 1
2344 0.75 0 1
2345 0.50 1 0
2346 0.52 0 1
2347 0.54 0 1
2348 0.52 0 1
2349 0.64 0 1
2350 0.72 0 1
2351 0.58 0 1
2352 0.62 0 1
2353 0.56 0 1
2354 0.48 1 0
2355 0.54 0 1
2356 0.60 0 1
2357 0.60 0 1
2358 0.58 0 1
2359 0.49 1 0
2360 0.53 0 1
2361 0.45 1 0
2362 0.71 0 1
2363 0.66 0 1
2364 0.47 1 0
2365 0.50 0 1
2366 0.50 1 0
2367 0.81 0 1
2368 0.81 0 1
2369 0.53 0 1
2370 0.55 0 1
2371 0.53 0 1
2372 0.63 0 1
2373 0.81 0 1
2374 0.85 0 1
2375 0.55 0 1
2376 0.50 0 1
2377 0.50 0 1
2378 0.93 0 1
2379 0.95 0 1
2380 0.96 0 1
2381 0.75 0 1
2382 0.83 0 1
2383 0.78 0 1
2384 0.83 0 1
2385 0.81 0 1
2386 0.86 0 1
2387 0.87 0 1
2388 0.52 0 1
2389 0.46 1 0
2390 0.58 0 1
2391 0.78 0 1
2392 0.72 0 1
2393 0.49 1 0
2394 0.79 0 1
2395 0.49 1 0
2396 0.55 0 1
2397 0.50 0 1
2398 0.67 0 1
2399 0.82 0 1
2400 0.63 0 1
2401 0.83 0 1
2402 0.72 0 1
2403 0.89 0 1
2404 0.41 1 1
2405 0.33 1 1
2406 0.44 1 1
2407 0.43 1 1
2408 0.43 1 1
2409 0.85 0 0
2410 0.55 0 0
2411 0.32 1 1
2412 0.31 1 1
2413 0.43 1 1
2414 0.40 1 1
2415 0.53 0 0
2416 0.37 1 1
2417 0.26 1 1
2418 0.43 1 1
2419 0.32 1 1
2420 0.29 1 1
2421 0.37 1 1
2422 0.27 1 1
2423 0.34 1 1
2424 0.30 1 1
2425 0.63 0 0
2426 0.97 0 1
2427 0.49 1 0
2428 0.80 0 1
2429 0.74 0 1
2430 0.39 1 1
2431 0.70 0 0
2432 0.37 1 1
2433 0.32 1 1
2434 0.42 1 1
2435 0.61 0 1
2436 0.47 1 1
2437 0.85 0 1
2438 0.88 0 1
2439 0.80 0 1
2440 0.82 0 1
2441 0.85 0 1
2442 0.85 0 1
2443 0.82 0 1
2444 0.79 0 1
2445 0.88 0 1
2446 0.62 0 1
2447 0.79 0 1
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2448 0.83 0 1
2449 0.63 0 1
2450 0.68 0 1
2451 0.98 0 1
2452 0.82 0 1
2453 0.86 0 1
2454 0.85 0 1
2455 0.86 0 1
2456 0.43 1 1
2457 0.39 1 1
2458 0.42 1 1
2459 0.63 0 0
2460 0.33 1 1
2461 0.28 1 1
2462 0.32 1 1
2463 0.39 1 1
2464 0.29 1 1
2465 0.31 1 1
2466 0.28 1 1
2467 0.26 1 1
2468 0.33 1 1
2469 0.32 1 1
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APPENDIX C: TESTING RESULTS USING METHOD 3
Window size was 1000 sample points, the moving interval was 500 sample points,
the total window number was 987. The detection criterion was: if m1 < 0, set ‘e’ (Decision)
= 0 (With DoS Attacks); if ∆ m ≤ mth, set ‘e’ (Decision) = 1 (No Attacks); if ∆ m > mth,
set ‘e’ (Decision) = 0 (With DoS Attacks). Test results are listed in the following table:
Column a: Window index number
Column b: m1 (Slope of first half 500 sample points)
Column c: m2 (Slope of second half 500 sample points)
Column d: ∆ m (∆ m = m2−m1)
Column e: Decision (1: No Attacks; 0 With DoS Attacks)
Column f: True/False (1: True; 0: False)
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a b c d e f
1 0.23 0.71 0.48 1 1
2 0.46 0.68 0.22 1 1
3 0.61 0.72 0.10 1 1
4 0.68 0.74 0.06 1 1
5 0.65 0.71 0.06 1 1
6 0.34 0.58 0.24 1 1
7 0.18 0.64 0.46 1 1
8 0.04 0.30 0.26 1 1
9 0.04 0.28 0.24 1 1
10 0.34 0.44 0.10 1 1
11 0.47 0.52 0.05 1 1
12 0.59 0.61 0.03 1 1
13 0.35 0.77 0.42 1 1
14 0.02 0.71 0.69 0 0
15 -0.01 0.94 0.95 0 1
16 0.28 0.74 0.46 1 0
17 0.20 0.99 0.78 0 1
18 0.31 0.72 0.42 1 0
19 -0.16 0.63 0.79 0 1
20 0.16 0.58 0.42 1 0
21 -0.06 1.05 1.11 0 1
22 -0.01 1.95 1.96 0 1
23 0.00 2.12 2.11 0 1
24 0.07 0.27 0.19 1 1
25 0.44 0.91 0.46 1 1
26 0.48 0.54 0.06 1 1
27 0.47 0.51 0.04 1 1
28 0.67 0.71 0.04 1 1
29 0.34 0.38 0.04 1 1
30 0.24 0.46 0.22 1 1
31 0.18 0.67 0.49 1 0
32 0.32 0.68 0.36 1 0
33 0.62 0.96 0.35 1 1
34 0.60 0.66 0.07 1 1
35 0.43 0.64 0.21 1 1
36 0.11 0.17 0.06 1 1
37 0.08 0.20 0.13 1 1
38 0.06 0.81 0.75 0 1
39 0.06 0.42 0.36 1 0
40 0.36 1.06 0.69 0 0
41 0.66 0.84 0.17 1 1
42 0.63 0.81 0.19 1 1
43 0.49 0.76 0.27 1 1
44 0.08 0.98 0.90 0 0
45 0.18 0.38 0.20 1 1
46 0.15 0.54 0.39 1 1
47 0.36 0.56 0.21 1 1
48 0.37 0.53 0.15 1 1
49 0.52 0.60 0.08 1 1
50 0.48 0.77 0.30 1 1
51 0.36 0.55 0.19 1 1
52 0.11 0.55 0.44 1 1
53 0.18 0.53 0.35 1 1
54 0.01 0.43 0.43 1 1
55 0.02 0.43 0.41 1 1
56 0.45 0.72 0.27 1 1
57 0.26 0.75 0.49 1 1
58 0.20 0.74 0.53 0 0
59 0.38 0.62 0.24 1 1
60 0.59 0.92 0.32 1 1
61 0.14 0.51 0.37 1 1
62 0.13 0.47 0.35 1 1
63 0.03 0.32 0.29 1 0
64 0.10 0.27 0.17 1 0
65 0.36 0.74 0.38 1 1
66 0.56 0.62 0.07 1 1
67 0.31 0.68 0.37 1 1
68 0.43 0.77 0.33 1 1
69 0.31 0.87 0.56 0 0
70 0.04 0.33 0.29 1 1
71 -0.11 0.23 0.35 0 0
72 0.01 0.30 0.30 1 1
73 0.19 0.31 0.11 1 1
74 0.72 0.91 0.20 1 1
75 0.45 0.50 0.04 1 1
76 0.27 0.47 0.20 1 1
77 0.24 0.60 0.37 1 1
78 0.49 0.52 0.04 1 1
79 0.20 0.77 0.57 0 1
80 0.06 0.74 0.68 0 1
81 0.00 0.23 0.23 0 1
82 0.00 0.48 0.48 1 0
83 0.03 0.38 0.35 1 1
84 0.01 0.68 0.67 0 0
85 0.00 0.70 0.70 0 0
86 0.00 2.12 2.12 0 1
87 0.06 1.69 1.63 0 1
88 -0.06 0.08 0.14 0 1
89 -0.04 0.05 0.09 0 1
90 -0.04 0.06 0.10 0 1
91 -0.11 0.80 0.91 0 1
92 -0.13 0.68 0.81 0 1
93 -0.05 0.06 0.11 0 1
94 -0.06 1.41 1.46 0 1
95 0.09 1.79 1.70 0 1
96 -0.08 1.29 1.37 0 1
97 -0.06 0.08 0.14 0 1
98 -0.05 0.06 0.11 0 1
99 -0.03 0.05 0.08 0 1
100 -0.04 0.06 0.10 0 1
101 0.01 1.97 1.97 0 1
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102 0.00 1.68 1.69 0 1
103 0.01 0.23 0.22 1 0
104 0.02 0.77 0.75 0 1
105 0.00 0.94 0.93 0 0
106 -0.01 1.37 1.38 0 0
107 0.03 0.76 0.73 0 1
108 0.15 1.22 1.07 0 1
109 0.34 0.42 0.08 1 0
110 0.32 0.40 0.08 1 0
111 0.40 0.76 0.36 1 0
112 0.06 1.17 1.11 0 1
113 0.02 0.60 0.58 0 1
114 0.55 0.68 0.12 1 0
115 0.44 0.67 0.23 1 0
116 0.17 1.17 1.00 0 1
117 -0.01 0.77 0.78 0 1
118 0.26 0.73 0.47 1 0
119 0.37 0.47 0.10 1 0
120 0.24 0.76 0.53 0 1
121 0.09 0.49 0.40 1 0
122 0.04 0.86 0.82 0 1
123 0.47 0.49 0.02 1 0
124 0.36 0.38 0.03 1 0
125 0.08 1.11 1.04 0 1
126 0.08 0.90 0.81 0 1
127 0.28 0.82 0.54 0 1
128 0.44 0.49 0.05 1 0
129 0.27 0.73 0.47 1 0
130 0.09 1.03 0.94 0 1
131 0.45 0.46 0.01 1 0
132 0.04 0.49 0.44 1 0
133 0.28 0.50 0.23 1 0
134 0.15 0.27 0.11 1 0
135 0.23 0.26 0.04 1 0
136 -0.07 0.19 0.25 0 1
137 0.19 0.61 0.42 1 0
138 0.40 0.41 0.01 1 0
139 0.22 0.28 0.06 1 0
140 0.05 0.43 0.39 1 0
141 0.17 0.63 0.46 1 0
142 0.18 0.24 0.06 1 0
143 0.23 0.27 0.04 1 0
144 0.03 0.37 0.34 1 0
145 0.21 0.71 0.50 1 0
146 0.46 0.48 0.03 1 0
147 0.33 0.61 0.28 1 0
148 -0.04 1.00 1.04 0 1
149 0.01 0.21 0.20 1 0
150 0.48 0.56 0.08 1 1
151 0.09 0.21 0.12 1 1
152 0.50 0.59 0.08 1 0
153 0.00 0.41 0.41 1 0
154 0.00 0.43 0.43 1 1
155 0.19 0.65 0.45 1 1
156 0.16 1.00 0.84 0 1
157 0.10 0.31 0.21 1 0
158 0.10 0.34 0.24 1 0
159 0.56 0.67 0.11 1 1
160 0.50 0.83 0.33 1 1
161 0.48 0.53 0.05 1 1
162 0.35 0.68 0.32 1 1
163 0.31 0.40 0.09 1 1
164 0.27 0.67 0.40 1 1
165 0.07 0.92 0.85 0 1
166 0.15 0.65 0.50 0 1
167 0.04 0.27 0.23 1 1
168 0.24 0.38 0.13 1 1
169 0.43 0.56 0.12 1 1
170 0.37 0.47 0.10 1 1
171 0.26 0.48 0.22 1 1
172 0.25 0.71 0.46 1 1
173 0.03 1.16 1.13 0 1
174 0.05 1.15 1.10 0 1
175 0.25 0.88 0.63 0 0
176 0.18 0.37 0.19 1 1
177 0.47 0.64 0.18 1 1
178 0.47 0.53 0.06 1 1
179 0.37 0.65 0.28 1 1
180 0.15 0.53 0.38 1 1
181 0.15 0.56 0.41 1 1
182 0.15 0.41 0.26 1 1
183 -0.02 0.04 0.05 0 0
184 0.07 1.69 1.62 0 1
185 0.31 0.75 0.43 1 0
186 0.07 1.09 1.01 0 1
187 0.13 1.09 0.96 0 1
188 0.00 1.00 0.99 0 1
189 0.06 0.34 0.28 1 0
190 -0.04 0.42 0.46 0 1
191 -0.03 0.04 0.07 0 1
192 -0.02 0.31 0.33 0 1
193 0.19 0.38 0.18 1 0
194 0.01 0.12 0.11 1 0
195 0.05 0.36 0.31 1 0
196 0.12 1.08 0.96 0 1
197 0.09 2.35 2.26 0 1
198 0.00 2.13 2.13 0 1
199 -0.04 0.05 0.10 0 1
200 -0.04 0.05 0.09 0 1
201 -0.08 1.46 1.54 0 1
202 0.06 1.57 1.51 0 1
203 -0.06 0.07 0.13 0 1
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204 -0.11 0.27 0.38 0 1
205 0.30 1.39 1.09 0 1
206 0.37 0.59 0.22 1 0
207 0.06 1.59 1.53 0 1
208 0.00 1.02 1.02 0 1
209 0.03 0.34 0.30 1 1
210 0.58 0.66 0.07 1 1
211 0.17 0.35 0.18 1 1
212 0.55 0.60 0.05 1 1
213 0.27 0.43 0.16 1 1
214 0.21 0.77 0.56 0 0
215 0.28 0.47 0.19 1 1
216 0.13 1.15 1.02 0 1
217 0.06 0.70 0.64 0 1
218 0.28 0.59 0.32 1 0
219 0.68 0.70 0.02 1 0
220 0.11 0.73 0.62 0 1
221 0.03 0.44 0.41 1 0
222 0.07 1.08 1.01 0 1
223 0.33 0.37 0.04 1 0
224 0.59 0.68 0.09 1 0
225 0.09 1.36 1.27 0 1
226 -0.05 0.44 0.48 0 1
227 0.21 0.83 0.62 0 1
228 0.37 0.70 0.34 1 0
229 0.11 0.33 0.22 1 0
230 0.00 0.24 0.24 0 1
231 0.13 1.25 1.12 0 1
232 0.30 0.33 0.03 1 0
233 0.56 0.73 0.16 1 0
234 0.12 1.29 1.17 0 1
235 -0.04 0.19 0.23 0 1
236 0.24 1.12 0.88 0 1
237 0.23 0.46 0.23 1 0
238 0.12 1.06 0.93 0 1
239 -0.05 0.23 0.28 0 1
240 0.58 0.60 0.01 1 0
241 0.12 0.31 0.19 1 0
242 0.14 0.65 0.51 0 1
243 0.16 0.37 0.22 1 0
244 0.15 0.29 0.14 1 0
245 -0.04 0.26 0.29 0 1
246 0.09 0.46 0.37 1 0
247 0.33 0.34 0.02 1 0
248 0.15 0.28 0.12 1 0
249 0.00 0.21 0.21 0 1
250 0.14 0.70 0.56 0 1
251 0.42 0.44 0.02 1 0
252 0.20 0.30 0.10 1 0
253 -0.02 0.33 0.34 0 1
254 0.01 0.23 0.22 1 0
255 0.36 0.71 0.35 1 0
256 0.32 0.83 0.51 0 1
257 0.04 1.73 1.69 0 1
258 0.54 1.09 0.55 0 1
259 0.33 0.61 0.28 1 0
260 0.63 1.06 0.43 1 0
261 0.17 0.32 0.15 1 0
262 0.03 0.95 0.92 0 1
263 0.07 0.21 0.14 1 0
264 -0.04 0.07 0.10 0 1
265 -0.04 0.05 0.09 0 1
266 -0.07 0.08 0.15 0 1
267 -0.05 0.06 0.11 0 1
268 -0.03 0.05 0.08 0 1
269 -0.06 0.08 0.14 0 1
270 -0.05 0.07 0.12 0 1
271 -0.04 0.05 0.09 0 1
272 -0.05 1.16 1.21 0 1
273 0.01 1.14 1.13 0 1
274 0.00 0.55 0.55 0 1
275 0.01 0.50 0.49 1 1
276 0.50 0.61 0.11 1 1
277 0.36 1.03 0.67 0 0
278 0.45 0.73 0.27 1 1
279 0.25 0.44 0.19 1 1
280 0.07 0.34 0.27 1 0
281 -0.01 0.22 0.23 0 1
282 0.00 1.89 1.89 0 0
283 0.00 1.22 1.22 0 1
284 -0.01 0.87 0.88 0 1
285 0.13 0.18 0.06 1 0
286 0.00 0.61 0.61 0 1
287 0.01 0.59 0.59 0 1
288 0.24 0.34 0.11 1 1
289 0.14 0.53 0.39 1 1
290 0.01 0.44 0.43 1 1
291 0.40 0.62 0.21 1 1
292 0.00 0.29 0.29 1 1
293 0.00 0.30 0.30 1 1
294 0.08 0.19 0.11 1 1
295 0.12 0.16 0.03 1 1
296 -0.02 0.24 0.26 0 0
297 0.00 0.32 0.32 1 1
298 0.00 0.35 0.35 0 1
299 0.01 1.54 1.54 0 1
300 0.36 1.56 1.20 0 1
301 0.14 0.60 0.45 1 0
302 -0.03 0.14 0.17 0 1
303 0.12 0.58 0.46 1 0
304 0.02 0.35 0.33 1 0
305 -0.07 0.10 0.17 0 1
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306 0.01 0.35 0.34 1 0
307 0.04 0.54 0.50 0 1
308 0.02 0.47 0.45 1 0
309 0.00 0.59 0.59 0 1
310 -0.03 0.09 0.12 0 1
311 -0.02 0.03 0.05 0 1
312 -0.03 0.04 0.07 0 1
313 -0.04 0.06 0.10 0 1
314 0.02 0.84 0.82 0 1
315 0.11 0.63 0.53 0 1
316 0.05 0.22 0.18 1 0
317 -0.05 0.59 0.65 0 1
318 0.03 0.62 0.59 0 1
319 -0.04 0.05 0.09 0 1
320 -0.03 0.05 0.08 0 1
321 -0.03 0.04 0.07 0 1
322 -0.03 0.04 0.08 0 1
323 -0.03 0.04 0.08 0 1
324 -0.04 0.05 0.10 0 1
325 -0.03 0.04 0.08 0 1
326 0.02 0.22 0.21 1 0
327 -0.04 0.32 0.36 0 1
328 -0.03 0.05 0.08 0 1
329 -0.02 0.25 0.27 0 1
330 0.12 0.38 0.26 1 0
331 0.05 0.30 0.25 1 0
332 -0.03 0.64 0.68 0 1
333 -0.03 0.05 0.08 0 1
334 -0.04 0.05 0.09 0 1
335 -0.04 0.05 0.09 0 1
336 -0.04 1.41 1.45 0 1
337 0.11 0.88 0.76 0 1
338 -0.16 1.40 1.56 0 1
339 -0.06 0.07 0.13 0 1
340 -0.10 0.16 0.26 0 1
341 0.00 2.19 2.19 0 1
342 0.00 2.15 2.15 0 1
343 -0.04 0.05 0.09 0 1
344 -0.06 0.07 0.13 0 1
345 -0.04 0.05 0.09 0 1
346 -0.04 0.05 0.09 0 1
347 -0.08 0.11 0.18 0 1
348 0.11 1.66 1.55 0 1
349 -0.03 1.78 1.82 0 1
350 -0.11 0.16 0.27 0 1
351 -0.06 0.07 0.13 0 1
352 -0.05 0.07 0.13 0 1
353 -0.05 0.06 0.11 0 1
354 -0.09 0.23 0.32 0 1
355 -0.06 0.09 0.15 0 1
356 -0.03 0.04 0.08 0 1
357 -0.08 0.10 0.18 0 1
358 -0.05 0.06 0.10 0 1
359 -0.04 0.06 0.10 0 1
360 -0.06 0.08 0.14 0 1
361 -0.05 0.06 0.10 0 1
362 -0.11 0.26 0.37 0 1
363 -0.04 0.06 0.10 0 1
364 -0.07 0.11 0.18 0 1
365 -0.06 0.11 0.18 0 1
366 -0.07 0.09 0.16 0 1
367 -0.04 0.06 0.10 0 1
368 0.03 0.74 0.71 0 1
369 0.22 0.33 0.12 1 0
370 0.05 0.44 0.39 1 0
371 0.39 0.84 0.45 1 0
372 0.03 0.36 0.33 1 0
373 -0.05 0.27 0.33 0 1
374 0.02 0.19 0.18 1 0
375 0.00 0.15 0.15 1 0
376 0.04 0.61 0.57 0 1
377 0.24 0.83 0.59 0 1
378 0.04 0.34 0.30 1 0
379 0.03 0.07 0.04 1 0
380 -0.07 0.17 0.25 0 1
381 0.03 0.06 0.02 1 0
382 -0.10 0.26 0.36 0 1
383 0.03 0.11 0.08 1 0
384 -0.01 0.03 0.04 0 1
385 -0.02 0.07 0.08 0 1
386 -0.05 0.09 0.14 0 1
387 -0.04 0.06 0.10 0 1
388 -0.03 0.04 0.07 0 1
389 -0.03 0.05 0.08 0 1
390 -0.04 0.05 0.09 0 1
391 -0.03 0.04 0.07 0 1
392 -0.04 0.05 0.09 0 1
393 -0.04 0.05 0.09 0 1
394 -0.03 0.04 0.08 0 1
395 -0.04 0.05 0.09 0 1
396 -0.03 0.05 0.08 0 1
397 -0.04 0.05 0.09 0 1
398 -0.03 0.04 0.07 0 1
399 -0.03 0.04 0.08 0 1
400 -0.03 0.04 0.07 0 1
401 -0.05 0.07 0.12 0 1
402 -0.03 0.04 0.08 0 1
403 -0.03 0.04 0.07 0 1
404 -0.04 0.05 0.09 0 1
405 -0.03 0.05 0.08 0 1
406 -0.03 0.05 0.08 0 1
407 -0.03 0.05 0.08 0 1
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408 -0.03 0.05 0.08 0 1
409 -0.03 0.04 0.07 0 1
410 -0.03 0.05 0.08 0 1
411 -0.03 0.05 0.08 0 1
412 -0.03 0.04 0.07 0 1
413 -0.03 0.05 0.08 0 1
414 -0.03 0.05 0.08 0 1
415 -0.05 0.07 0.12 0 1
416 -0.04 0.05 0.10 0 1
417 -0.04 0.05 0.08 0 1
418 -0.04 0.05 0.10 0 1
419 -0.03 0.05 0.08 0 1
420 -0.03 0.04 0.07 0 1
421 -0.03 0.04 0.07 0 1
422 -0.03 0.05 0.08 0 1
423 -0.03 0.04 0.07 0 1
424 -0.04 0.05 0.09 0 1
425 -0.04 0.05 0.09 0 1
426 -0.04 0.06 0.09 0 1
427 -0.03 0.05 0.08 0 1
428 -0.03 0.05 0.08 0 1
429 -0.03 0.05 0.08 0 1
430 -0.03 0.04 0.08 0 1
431 -0.03 0.04 0.07 0 1
432 -0.03 0.05 0.08 0 1
433 -0.03 0.05 0.08 0 1
434 -0.03 0.04 0.07 0 1
435 -0.03 0.04 0.07 0 1
436 -0.04 0.05 0.09 0 1
437 -0.04 0.05 0.09 0 1
438 -0.03 0.04 0.07 0 1
439 -0.03 0.04 0.07 0 1
440 -0.03 0.04 0.08 0 1
441 -0.03 0.05 0.08 0 1
442 -0.04 0.06 0.10 0 1
443 -0.04 0.05 0.09 0 1
444 -0.03 0.05 0.08 0 1
445 -0.03 0.04 0.07 0 1
446 -0.04 0.05 0.08 0 1
447 -0.03 0.05 0.08 0 1
448 -0.03 0.05 0.08 0 1
449 -0.04 0.05 0.09 0 1
450 -0.03 0.05 0.08 0 1
451 -0.04 0.05 0.09 0 1
452 -0.04 0.05 0.09 0 1
453 -0.04 0.06 0.10 0 1
454 -0.03 0.04 0.07 0 1
455 -0.05 0.06 0.11 0 1
456 -0.04 0.05 0.09 0 1
457 -0.03 0.04 0.07 0 1
458 -0.03 0.04 0.08 0 1
459 -0.03 0.04 0.07 0 1
460 -0.03 0.05 0.08 0 1
461 -0.03 0.04 0.07 0 1
462 -0.03 0.04 0.08 0 1
463 -0.03 0.04 0.07 0 1
464 -0.03 0.05 0.08 0 1
465 -0.03 0.04 0.08 0 1
466 -0.03 0.04 0.07 0 1
467 -0.03 0.05 0.08 0 1
468 -0.05 0.06 0.10 0 1
469 -0.04 0.05 0.08 0 1
470 -0.03 0.05 0.08 0 1
471 -0.03 0.04 0.07 0 1
472 -0.03 0.04 0.07 0 1
473 -0.03 0.05 0.08 0 1
474 -0.03 0.04 0.07 0 1
475 -0.03 0.04 0.07 0 1
476 -0.03 0.04 0.07 0 1
477 -0.03 0.05 0.08 0 1
478 -0.03 0.05 0.08 0 1
479 -0.03 0.04 0.08 0 1
480 -0.03 0.04 0.07 0 1
481 -0.03 0.05 0.08 0 1
482 -0.03 0.05 0.08 0 1
483 -0.04 0.05 0.09 0 1
484 -0.03 0.05 0.08 0 1
485 -0.04 0.05 0.09 0 1
486 -0.04 0.06 0.10 0 1
487 -0.03 0.04 0.07 0 1
488 -0.05 0.06 0.11 0 1
489 -0.03 0.05 0.08 0 1
490 -0.03 0.04 0.07 0 1
491 -0.03 0.05 0.08 0 1
492 -0.04 0.05 0.08 0 1
493 -0.04 0.05 0.10 0 1
494 -0.04 0.05 0.09 0 1
495 -0.03 0.04 0.08 0 1
496 -0.04 0.05 0.09 0 1
497 -0.03 0.05 0.08 0 1
498 -0.03 0.04 0.08 0 1
499 -0.04 0.05 0.08 0 1
500 -0.03 0.05 0.08 0 1
501 -0.03 0.05 0.08 0 1
502 -0.04 0.06 0.10 0 1
503 -0.04 0.05 0.09 0 1
504 -0.04 0.05 0.08 0 1
505 -0.03 0.05 0.08 0 1
506 -0.03 0.04 0.07 0 1
507 -0.03 0.05 0.08 0 1
508 -0.03 0.04 0.07 0 1
509 -0.04 0.05 0.09 0 1
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510 -0.04 0.05 0.10 0 1
511 -0.03 0.04 0.08 0 1
512 -0.04 0.05 0.08 0 1
513 -0.03 0.05 0.08 0 1
514 -0.04 0.05 0.09 0 1
515 -0.03 0.04 0.07 0 1
516 -0.05 0.06 0.11 0 1
517 -0.03 0.04 0.07 0 1
518 -0.03 0.04 0.07 0 1
519 -0.04 0.05 0.09 0 1
520 -0.03 0.05 0.08 0 1
521 -0.04 0.05 0.09 0 1
522 -0.03 0.04 0.07 0 1
523 -0.04 0.05 0.08 0 1
524 -0.04 0.05 0.09 0 1
525 -0.04 0.05 0.09 0 1
526 -0.04 0.06 0.10 0 1
527 -0.03 0.04 0.07 0 1
528 -0.03 0.04 0.07 0 1
529 -0.05 0.06 0.11 0 1
530 -0.04 0.06 0.09 0 1
531 -0.05 0.06 0.11 0 1
532 -0.04 0.05 0.10 0 1
533 -0.03 0.04 0.07 0 1
534 -0.04 0.05 0.08 0 1
535 -0.05 0.06 0.11 0 1
536 -0.03 0.05 0.08 0 1
537 -0.04 0.05 0.09 0 1
538 -0.03 0.04 0.08 0 1
539 -0.03 0.05 0.08 0 1
540 -0.04 0.06 0.10 0 1
541 -0.04 0.05 0.09 0 1
542 -0.04 0.06 0.10 0 1
543 -0.04 0.06 0.10 0 1
544 -0.04 0.05 0.09 0 1
545 -0.03 0.05 0.08 0 1
546 -0.04 0.05 0.09 0 1
547 -0.04 0.05 0.09 0 1
548 -0.03 0.05 0.08 0 1
549 -0.04 0.05 0.09 0 1
550 -0.05 0.06 0.11 0 1
551 -0.04 0.05 0.09 0 1
552 -0.03 0.04 0.08 0 1
553 -0.03 0.05 0.08 0 1
554 -0.03 0.05 0.08 0 1
555 -0.07 0.12 0.19 0 1
556 -0.06 0.10 0.16 0 1
557 -0.03 0.04 0.07 0 1
558 -0.05 0.06 0.10 0 1
559 -0.07 0.09 0.17 0 1
560 -0.04 0.06 0.10 0 1
561 -0.04 0.05 0.09 0 1
562 -0.03 0.04 0.08 0 1
563 -0.04 0.05 0.09 0 1
564 -0.04 0.05 0.09 0 1
565 -0.03 0.05 0.09 0 1
566 -0.04 0.05 0.09 0 1
567 -0.04 0.05 0.09 0 1
568 -0.04 0.05 0.09 0 1
569 -0.04 0.06 0.10 0 1
570 -0.03 0.05 0.08 0 1
571 -0.03 0.05 0.08 0 1
572 -0.05 0.06 0.10 0 1
573 -0.04 0.05 0.09 0 1
574 -0.04 0.05 0.09 0 1
575 -0.04 0.06 0.10 0 1
576 -0.04 0.06 0.10 0 1
577 -0.03 0.05 0.08 0 1
578 -0.04 0.05 0.09 0 1
579 -0.05 0.07 0.12 0 1
580 -0.04 0.06 0.10 0 1
581 -0.04 0.05 0.08 0 1
582 -0.03 0.04 0.08 0 1
583 -0.04 0.05 0.10 0 1
584 -0.04 0.05 0.08 0 1
585 -0.05 0.07 0.12 0 1
586 -0.20 0.59 0.79 0 1
587 -0.07 0.14 0.21 0 1
588 -0.06 0.08 0.14 0 1
589 -0.04 0.06 0.10 0 1
590 -0.04 0.05 0.09 0 1
591 -0.04 0.05 0.09 0 1
592 -0.04 0.06 0.10 0 1
593 -0.04 0.05 0.09 0 1
594 -0.10 0.12 0.22 0 1
595 -0.03 0.04 0.07 0 1
596 -0.03 0.05 0.08 0 1
597 -0.06 0.08 0.13 0 1
598 -0.03 0.05 0.08 0 1
599 -0.04 0.05 0.09 0 1
600 -0.08 0.13 0.20 0 1
601 -0.04 0.05 0.09 0 1
602 -0.03 0.05 0.08 0 1
603 -0.04 0.05 0.09 0 1
604 -0.06 0.07 0.13 0 1
605 -0.08 0.15 0.23 0 1
606 -0.06 0.07 0.13 0 1
607 -0.07 0.11 0.18 0 1
608 -0.05 0.07 0.12 0 1
609 -0.03 0.05 0.08 0 1
610 -0.03 0.05 0.08 0 1
611 -0.03 0.05 0.08 0 1
81
612 -0.04 0.06 0.10 0 1
613 -0.04 0.05 0.09 0 1
614 -0.04 0.05 0.09 0 1
615 -0.04 0.05 0.09 0 1
616 -0.10 0.57 0.67 0 1
617 -0.06 0.09 0.15 0 1
618 -0.04 0.05 0.09 0 1
619 -0.05 0.07 0.12 0 1
620 -0.05 0.06 0.10 0 1
621 -0.04 0.05 0.09 0 1
622 -0.04 0.06 0.10 0 1
623 -0.05 0.07 0.12 0 1
624 -0.04 0.05 0.09 0 1
625 -0.04 0.05 0.09 0 1
626 -0.04 0.05 0.08 0 1
627 -0.05 0.06 0.10 0 1
628 -0.04 0.05 0.09 0 1
629 -0.04 0.05 0.09 0 1
630 -0.05 0.07 0.12 0 1
631 -0.05 0.06 0.10 0 1
632 -0.07 0.09 0.15 0 1
633 -0.04 0.05 0.08 0 1
634 -0.04 0.05 0.09 0 1
635 -0.04 0.05 0.09 0 1
636 -0.05 0.07 0.12 0 1
637 -0.06 0.09 0.15 0 1
638 -0.03 0.05 0.08 0 1
639 -0.04 0.05 0.09 0 1
640 -0.03 0.04 0.08 0 1
641 -0.04 0.05 0.09 0 1
642 -0.04 0.05 0.08 0 1
643 -0.04 0.05 0.09 0 1
644 -0.04 0.05 0.08 0 1
645 -0.04 0.05 0.09 0 1
646 -0.07 0.13 0.19 0 1
647 -0.04 0.06 0.10 0 1
648 -0.04 0.06 0.10 0 1
649 -0.05 0.06 0.11 0 1
650 -0.04 0.05 0.09 0 1
651 -0.04 0.05 0.09 0 1
652 -0.06 0.08 0.13 0 1
653 -0.06 0.09 0.16 0 1
654 -0.04 0.05 0.09 0 1
655 -0.07 0.08 0.15 0 1
656 -0.03 0.05 0.08 0 1
657 -0.13 0.27 0.40 0 1
658 -0.05 0.07 0.12 0 1
659 -0.04 0.05 0.09 0 1
660 -0.09 0.20 0.29 0 1
661 -0.05 0.06 0.11 0 1
662 -0.05 0.07 0.12 0 1
663 -0.04 0.05 0.09 0 1
664 -0.05 0.07 0.12 0 1
665 -0.12 0.17 0.29 0 1
666 -0.03 0.05 0.08 0 1
667 -0.04 0.06 0.10 0 1
668 -0.04 0.06 0.10 0 1
669 -0.04 0.05 0.09 0 1
670 -0.19 0.43 0.62 0 1
671 -0.05 0.07 0.12 0 1
672 -0.09 0.16 0.25 0 1
673 -0.10 0.16 0.26 0 1
674 -0.08 0.12 0.21 0 1
675 -0.10 0.14 0.24 0 1
676 -0.07 0.09 0.17 0 1
677 -0.14 0.48 0.62 0 1
678 -0.11 0.33 0.45 0 1
679 -0.10 0.21 0.31 0 1
680 -0.09 0.14 0.23 0 1
681 -0.04 0.05 0.09 0 1
682 -0.07 0.11 0.17 0 1
683 -0.03 0.04 0.07 0 1
684 -0.08 0.12 0.20 0 1
685 -0.06 1.13 1.19 0 1
686 0.01 0.99 0.98 0 1
687 0.03 0.70 0.68 0 0
688 0.36 0.47 0.11 1 1
689 0.40 0.55 0.14 1 0
690 0.02 0.39 0.37 1 0
691 0.02 0.38 0.36 1 0
692 0.36 0.43 0.07 1 0
693 0.05 1.17 1.12 0 1
694 0.00 1.23 1.22 0 1
695 0.00 0.39 0.39 1 1
696 0.00 0.38 0.38 1 1
697 -0.08 0.64 0.72 0 0
698 0.12 0.83 0.71 0 1
699 0.11 0.27 0.17 1 0
700 0.10 0.87 0.77 0 1
701 0.44 0.54 0.10 1 0
702 0.49 0.78 0.29 1 0
703 0.02 0.71 0.69 0 1
704 -0.01 0.26 0.27 0 1
705 0.23 0.54 0.30 1 0
706 0.48 0.50 0.02 1 0
707 0.04 0.46 0.42 1 0
708 0.18 0.30 0.12 1 0
709 0.12 0.99 0.87 0 1
710 0.55 0.56 0.01 1 0
711 0.39 0.50 0.11 1 0
712 0.08 1.12 1.04 0 1
713 0.04 1.10 1.06 0 1
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714 0.42 0.69 0.26 1 0
715 0.54 0.59 0.06 1 0
716 0.13 0.61 0.47 1 0
717 -0.01 0.11 0.13 0 1
718 0.02 0.78 0.76 0 1
719 0.58 0.71 0.13 1 0
720 0.51 0.62 0.11 1 0
721 0.10 1.05 0.95 0 1
722 0.35 0.38 0.03 1 0
723 0.13 0.38 0.25 1 0
724 0.08 0.42 0.34 1 0
725 0.24 0.47 0.23 1 0
726 0.19 0.27 0.08 1 0
727 0.15 0.51 0.37 1 0
728 0.12 0.53 0.41 1 0
729 0.47 0.50 0.02 1 0
730 0.48 0.55 0.07 1 0
731 0.29 0.89 0.60 0 1
732 0.10 0.48 0.38 1 0
733 0.62 0.71 0.08 1 0
734 0.36 0.58 0.21 1 0
735 0.08 0.76 0.68 0 1
736 0.01 0.85 0.84 0 1
737 0.36 0.79 0.43 1 0
738 0.20 0.27 0.07 1 0
739 0.24 0.71 0.46 1 0
740 0.00 0.48 0.48 1 0
741 0.04 0.63 0.59 0 1
742 -0.07 0.65 0.72 0 1
743 -0.01 0.08 0.08 0 1
744 -0.04 0.39 0.43 0 1
745 0.13 0.18 0.05 1 0
746 0.16 0.23 0.07 1 0
747 0.11 0.42 0.31 1 0
748 0.01 0.21 0.19 1 0
749 0.16 0.27 0.10 1 0
750 0.21 0.26 0.05 1 0
751 0.39 0.42 0.03 1 0
752 0.17 0.41 0.24 1 0
753 -0.02 0.23 0.24 0 1
754 0.19 0.27 0.08 1 0
755 0.10 0.19 0.09 1 0
756 0.19 0.24 0.05 1 0
757 0.20 0.32 0.12 1 0
758 0.03 0.33 0.30 1 0
759 0.42 0.43 0.01 1 0
760 0.14 0.25 0.12 1 0
761 0.20 0.29 0.08 1 0
762 0.05 0.38 0.33 1 0
763 0.41 0.57 0.16 1 0
764 0.59 0.60 0.01 1 0
765 0.26 0.43 0.17 1 0
766 0.17 0.64 0.46 1 0
767 0.45 0.46 0.01 1 0
768 0.23 0.27 0.04 1 0
769 0.14 0.25 0.11 1 0
770 -0.03 0.16 0.19 0 1
771 0.09 0.27 0.18 1 0
772 0.15 0.25 0.10 1 0
773 0.24 0.28 0.04 1 0
774 0.23 0.56 0.33 1 0
775 0.46 0.59 0.13 1 0
776 -0.02 0.49 0.51 0 1
777 0.34 0.37 0.03 1 0
778 0.37 0.42 0.05 1 0
779 0.60 0.61 0.02 1 0
780 0.43 0.46 0.04 1 0
781 0.26 0.71 0.45 1 0
782 0.31 0.38 0.07 1 0
783 0.16 0.25 0.09 1 0
784 0.09 0.21 0.12 1 0
785 0.24 0.28 0.04 1 0
786 0.07 0.48 0.42 1 0
787 0.33 0.38 0.04 1 0
788 0.23 0.28 0.05 1 0
789 0.08 0.21 0.12 1 0
790 0.25 0.28 0.03 1 0
791 0.00 0.33 0.34 0 1
792 0.35 0.45 0.10 1 0
793 0.15 0.39 0.24 1 0
794 -0.01 0.38 0.39 0 1
795 0.09 0.29 0.20 1 0
796 0.05 0.15 0.10 1 0
797 -0.05 0.16 0.22 0 1
798 0.03 0.07 0.04 1 0
799 -0.03 0.33 0.37 0 1
800 0.01 0.35 0.34 1 0
801 -0.01 0.11 0.12 0 1
802 -0.03 0.08 0.11 0 1
803 0.03 0.06 0.02 1 0
804 -0.12 0.17 0.29 0 1
805 0.01 0.05 0.04 1 0
806 0.01 0.16 0.14 1 0
807 0.02 0.12 0.10 1 0
808 -0.07 0.17 0.24 0 1
809 0.00 0.03 0.03 1 0
810 -0.01 0.06 0.07 0 1
811 -0.06 0.10 0.15 0 1
812 -0.01 0.04 0.05 0 1
813 -0.04 0.05 0.09 0 1
814 -0.02 0.05 0.08 0 1
815 -0.03 0.06 0.09 0 1
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816 -0.03 0.05 0.08 0 1
817 -0.02 0.04 0.07 0 1
818 -0.04 0.06 0.11 0 1
819 -0.02 0.04 0.06 0 1
820 -0.03 0.06 0.09 0 1
821 -0.03 0.05 0.08 0 1
822 -0.05 0.07 0.12 0 1
823 -0.03 0.05 0.08 0 1
824 -0.03 0.05 0.08 0 1
825 -0.04 0.05 0.09 0 1
826 -0.03 0.05 0.08 0 1
827 -0.03 0.05 0.08 0 1
828 -0.03 0.05 0.08 0 1
829 -0.04 0.06 0.10 0 1
830 -0.02 0.06 0.08 0 1
831 -0.03 0.06 0.09 0 1
832 -0.01 0.05 0.06 0 1
833 -0.02 0.05 0.08 0 1
834 0.00 0.06 0.06 0 1
835 -0.04 0.06 0.11 0 1
836 -0.05 0.09 0.14 0 1
837 -0.01 0.05 0.06 0 1
838 -0.04 0.08 0.12 0 1
839 -0.02 0.05 0.08 0 1
840 -0.05 0.07 0.11 0 1
841 0.02 0.06 0.05 1 0
842 -0.01 0.10 0.10 0 1
843 -0.04 0.12 0.16 0 1
844 -0.01 0.04 0.06 0 1
845 -0.08 0.14 0.22 0 1
846 -0.01 0.04 0.05 0 1
847 -0.10 0.16 0.26 0 1
848 0.00 0.10 0.10 0 1
849 -0.06 0.17 0.23 0 1
850 -0.04 0.05 0.09 0 1
851 -0.06 0.09 0.16 0 1
852 -0.07 0.09 0.15 0 1
853 -0.05 0.09 0.13 0 1
854 -0.08 0.19 0.27 0 1
855 -0.05 0.06 0.11 0 1
856 -0.04 0.05 0.10 0 1
857 -0.08 0.27 0.36 0 1
858 -0.05 0.09 0.14 0 1
859 -0.01 0.11 0.13 0 1
860 -0.07 0.20 0.26 0 1
861 -0.01 0.06 0.07 0 1
862 -0.04 0.11 0.15 0 1
863 -0.11 0.19 0.30 0 1
864 -0.03 0.07 0.10 0 1
865 -0.03 0.16 0.19 0 1
866 -0.01 0.09 0.10 0 1
867 -0.04 0.12 0.16 0 1
868 -0.05 0.12 0.17 0 1
869 -0.03 0.05 0.08 0 1
870 -0.06 0.09 0.15 0 1
871 -0.02 0.04 0.06 0 1
872 -0.15 0.24 0.39 0 1
873 -0.08 0.12 0.19 0 1
874 0.08 0.94 0.86 0 1
875 -0.01 0.07 0.07 0 1
876 0.03 0.28 0.25 1 0
877 -0.02 0.05 0.07 0 1
878 -0.07 0.16 0.23 0 1
879 0.01 0.04 0.03 1 0
880 -0.04 0.06 0.11 0 1
881 -0.04 0.06 0.10 0 1
882 -0.09 0.28 0.37 0 1
883 -0.05 0.06 0.11 0 1
884 -0.03 0.05 0.08 0 1
885 -0.05 0.06 0.11 0 1
886 -0.05 0.06 0.11 0 1
887 -0.11 0.23 0.35 0 1
888 -0.07 0.11 0.18 0 1
889 -0.08 0.11 0.19 0 1
890 -0.10 0.19 0.29 0 1
891 -0.04 0.10 0.14 0 1
892 -0.10 0.33 0.43 0 1
893 -0.11 0.22 0.33 0 1
894 -0.12 0.39 0.51 0 1
895 0.08 0.15 0.07 1 0
896 -0.05 0.17 0.22 0 1
897 -0.13 0.24 0.36 0 1
898 -0.04 0.05 0.09 0 1
899 0.00 1.35 1.35 0 1
900 0.00 1.34 1.35 0 1
901 0.00 0.38 0.38 1 1
902 0.00 0.39 0.39 1 1
903 0.11 0.61 0.50 1 1
904 0.02 0.38 0.37 1 0
905 0.00 0.40 0.40 1 0
906 0.06 0.72 0.66 0 0
907 0.00 0.36 0.36 1 1
908 0.00 0.36 0.36 1 1
909 0.11 0.28 0.17 1 1
910 0.08 0.89 0.81 0 0
911 0.53 0.59 0.06 1 0
912 0.34 0.44 0.10 1 0
913 0.05 0.77 0.72 0 1
914 0.00 0.37 0.37 1 1
915 0.00 0.37 0.37 1 1
916 0.16 0.48 0.31 1 1
917 0.00 0.58 0.58 0 1
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918 0.00 0.65 0.65 0 1
919 0.01 0.62 0.61 0 1
920 0.20 0.54 0.34 1 0
921 0.08 1.24 1.16 0 1
922 0.43 0.81 0.38 1 0
923 0.52 0.60 0.08 1 0
924 0.06 1.07 1.01 0 1
925 0.12 0.69 0.57 0 1
926 0.08 1.00 0.92 0 1
927 0.17 0.73 0.56 0 1
928 0.35 0.57 0.22 1 0
929 0.09 1.16 1.06 0 1
930 0.08 1.05 0.97 0 1
931 0.17 0.19 0.03 1 0
932 0.34 0.53 0.19 1 0
933 0.09 0.49 0.41 1 0
934 -0.05 0.18 0.24 0 1
935 0.14 1.18 1.05 0 1
936 0.22 0.56 0.34 1 0
937 0.34 0.90 0.57 0 1
938 -0.03 0.34 0.38 0 1
939 0.02 0.22 0.20 1 0
940 0.13 1.20 1.07 0 1
941 0.25 0.90 0.65 0 1
942 0.01 0.73 0.72 0 1
943 0.25 0.40 0.15 1 0
944 0.29 0.38 0.09 1 0
945 0.10 0.52 0.42 1 0
946 0.39 0.49 0.09 1 0
947 0.22 0.25 0.03 1 0
948 0.20 0.28 0.08 1 0
949 -0.13 0.30 0.43 0 1
950 0.07 0.22 0.15 1 0
951 0.16 0.27 0.10 1 0
952 0.12 0.38 0.25 1 0
953 -0.08 0.15 0.23 0 1
954 0.08 0.32 0.24 1 0
955 0.07 0.20 0.13 1 0
956 0.11 0.29 0.18 1 0
957 -0.02 0.22 0.24 0 1
958 0.05 0.28 0.23 1 0
959 0.11 0.23 0.12 1 0
960 0.30 0.59 0.29 1 0
961 -0.04 0.28 0.32 0 1
962 0.20 0.48 0.27 1 0
963 0.00 0.30 0.30 1 1
964 0.00 0.31 0.30 1 1
965 0.08 0.86 0.78 0 0
966 0.20 0.84 0.64 0 0
967 0.53 0.83 0.30 1 1
968 0.36 0.88 0.52 0 0
969 0.18 0.39 0.20 1 1
970 -0.03 0.30 0.33 0 1
971 0.28 0.68 0.40 1 0
972 0.01 0.98 0.97 0 1
973 0.22 0.91 0.68 0 1
974 -0.02 0.04 0.06 0 1
975 -0.02 0.04 0.06 0 1
976 -0.03 0.05 0.08 0 1
977 -0.07 0.09 0.15 0 1
978 -0.06 0.07 0.13 0 1
979 -0.08 0.10 0.18 0 1
980 -0.06 0.07 0.13 0 1
981 -0.07 0.64 0.70 0 1
982 0.01 0.57 0.55 0 1
983 0.06 0.49 0.43 1 1
984 0.18 0.51 0.33 1 1
985 0.35 0.49 0.15 1 1
986 0.50 0.55 0.04 1 1
987 0.35 0.56 0.21 1 1
