Abstract. The paper introduces a general framework for derivation of continuum equations governing meso-scale dynamics of large particle systems. The balance equations for spatial averages such as density, linear momentum, and energy were previously derived by a number of authors. These equations are not in closed form because the stress and the heat flux cannot be evaluated without the knowledge of particle positions and velocities. We propose a closure method for approximating fluxes in terms of other meso-scale averages. The main idea is to rewrite the non-linear averages as linear convolutions that relate micro-and meso-scale dynamical functions. The convolutions can be approximately inverted using regularization methods developed for solving ill-posed problems. This yields closed form constitutive equations that can be evaluated without solving the underlying ODEs. We test the method numerically on Fermi-Pasta-Ulam chains with two different potentials: the classical Lennard-Jones, and the purely repulsive potential used in granular materials modeling. The initial conditions incorporate velocity fluctuations on scales that are smaller than the size of the averaging window. The results show very good agreement between the exact stress and its closed form approximation.
In this paper, we propose a method for approximating fluxes in terms of the primary averages. The approximations have the same low complexity as the classical constitutive equations, but unlike these equations, our approximations combine explicit formulas and numerical algorithmic prescriptions. From our point of view, any constitutive equation will be ultimately realized as a computational method. The accuracy and efficiency of this method are the main factors that determine the quality of the constitutive approximation. Therefore, instead of trying to construct short explicit equations, we sought a computational scheme that (i) does not require solving the ODE system; (ii) clearly and consistently incorporates the micro-scale force equations; and (iii) reproduces the exact fluxes with reasonable accuracy.
The stress in our constitutive equations depends on density and momentum in a non-local and nonlinear manner. The non-locality makes our theory similar to the peri-dynamical formulation of continuum mechanics [22] . The difference between our approach and phenomenological peri-dynamics is that our method clearly links the micro-scale features of the particle dynamics and meso-scale constitutive equations. On the other hand, our work differs from the recent paper [13] where the peri-dynamic stress and energy flux are given as exact functions of particle positions and velocities. In our theory, the stress can be evaluated without solving the ODE system.
The main idea behind our approach is as follows. The primary averages are essentially non-linear integral operators acting on particle positions and velocities. These operators can be written as (linear) convolutions of the "window function" and certain functions of velocities and positions. In this way, each primary average is related to a function of the micro-scale dynamics. For example, density corresponds to the Jacobian of the inverse Lagrangian deformation map, and linear momentum corresponds to the product of this Jacobian and micro-scale velocity. The convolution operator is typically invertible, and thus micro-scale quantities can be, in principle, recovered from the averages. However, the deconvolution problem is unstable (ill-posed) so that small perturbations of the averages can produce large perturbations in the recovered functions. Illpossed problems are well studied in the literature (see e.g. [5, 9, 3, 14, 24] ) in both continuous and discrete settings. A discrete version of the convolution integral equation is an ill-conditioned linear system. Such systems and related rank-deficient systems are treated in detail in the book [6] . The strategy for solving ill-posed problems is to approximate the exact problem by a well-posed regularized problem depending upon a parameter. By varying this regularization parameter one obtains more accurate but less stable approximations. Loosely speaking, the effect of regularization is to smooth the exact solution and filter out higher frequency oscillations. The amount of smoothing and filtering depends of the choice of the method and the value of the regularization parameter, but some details of the exact solution are always lost. Despite this, it is always possible to produce a regularized deconvolution that is much closer to the exact micro-scale function than the corresponding average. The difference between the average and the regularized solution can be quite dramatic. The convolution, whose kernel is associated with the mesoscopic length scale, smears smaller details to such an extent that it is often impossible to recognize them by inspecting the graph of the average. A well chosen regularization performs a triage of length scales below the mesoscopic length: the smallest are filtered out, and the rest are recovered.
Let us now describe the main steps of the method.
(i) The starting point is a fine scale model: an ODE system of Newton's equations. We limit ourselves to the case of pairwise, short-range interaction forces that may depend on the relative positions and velocities. The system size N is very large. A typical interparticle distance is characterized by a small parameter
where d is the physical space dimension (usually 1, 2, or 3). The particle masses and forces are scaled by ε. The purpose of the scaling is to satisfy the following natural requirements. As N → ∞, the total mass of the system should remain fixed, and the total particle energy should be either fixed, or at least bounded independent of N . The scaled ODE systems with increasing N form a family of discrete models representing a single continuum system at different levels of micro-scale resolution. To prescribe initial conditions, we first fix the initial velocity interpolant. Then, given N , the initial particle velocities are generated by discretizing the interpolant on the uniform mesh of size εL. The initial positions are the nodes of the same mesh.
(ii) Choose spatial mesoscale resolution parameter η. Fix a function ψ with integral equal to one and compact support (non-compactly supported functions such as Gaussian are also possible). Then scale this function by a factor of η and define the window function
The window function is used to set up meso-scale averaging. (iii) Choose the primary mesoscopic averages (e.g. density, velocity, internal energy density, temperature). The collection of the primary averages represents the state of the particle system at the mesoscale. (iv) Write down the exact balance equations for the primary variables. Determine which fluxes in these equations require closure, and list all the microsopic quantities (e.g. interpolants of particle positions and velocities, Jacobians) that need to be reconstructed to achieve closure. (v) Verify that the every required micro-scale quantity can be (approximately) reconstructed from the chosen primary variables. In each flux, replace the exact microscopic quantities with their regularized deconvolution approximations, thereby obtaining approximations of the microscale quantities in terms of the primary averages. We tested the method numerically on one-dimensional Hamiltonian systems with short-range pair potentials. In the physics literature such systems are known as Fermi-Pasta-Ulam (FPU) chains. We consider two potentials: the classical Lennard-Jones, and another potential similar to the Hertz potential of granular acoustics. Assuming that the meso-scale state of a system can be described by the density and linear momentum, we provide the corresponding balance equations and derive constitutive equations for the stress. The exact stress and exact primary averages are produced by the direct simulations with 10,000 particles. The approximate stresses are obtained by using deconvolution and then substituting into the formulas for the exact stress. Then we compare the exact and approximate stresses rendered on the meso-scale mesh with 500 nodes. The results show that the approximation agrees very well with the exact stress.
The present article extends and improves the method introduced in [20] . In [23] , some of the tools from [20] are applied to the discrete models of fluids. In both papers, the suggested deconvolution algorithm was the classical Landweber iteration [4] , [10] . Increasing the number of iterations n increases accuracy but generally decreases stability. The zero-order approximation (n = 0) consists of replacing micro-scale quantities with their averages. This zero-order closure was studied in detail in [20] . In [23] we also used the first-and second-order approximations. Numerical experiments show that low-order closures work well when the initial velocity has small fluctuations, and the dynamics is nearly isothermal, meaning that the energy of velocity fluctuations is much smaller than the potential energy.
The Landweber iteration is simple and useful for modeling, but has a slow convergence rate (see [6] ). For initial conditions with high fluctuations, a large number of iterations may be needed to achieve a reasonable accuracy. In this work we use different techniques: regularization by discretization [9] and truncated singular value decomposition (SVD) (see, e.g. [6] ). Both methods are non-iterative. Regularization by discretization is straightforward: the integral is approximated by a numerical quadrature, and this eliminates accumulation of the spectrum to zero. In the truncated SVD method, the exact solution is represented in the basis of singular vectors. The regularized approximation is generated by discarding the components corresponding to the smallest singular values. Using SVD yields additional computational savings, since the convolution kernel is dynamics-independent. The SVD of the kernel can be pre-computed and used repeatedly with different ODE systems.
Recently, a deconvolution approach was used in large eddy simulation (LES) of turbulence [1] , [2] , [12] , [11] . In these works, deconvolution was used to approximate quadratic functions of velocity fluctuations by an operator acting on the average velocity. The present work differs from LES in several respects. The first difference is in the structure of the averaging operators. In LES, the average velocity depends linearly on the micro-scale velocity, while in our work this dependence is non-linear. This non-linearity makes it possible to handle the general ODE flows with non-constant Jacobians. The second difference is in the modeling. We provide the connection between Newtonian particle mechanics on the one hand, and continuum theories on the other hand. In LES, the objective is to simulate large scale features of flows governed by Navier-Stokes equations. The third difference is that the papers on LES do not systematically address ill-posedness, and do not make much use of the available results on ill-posed and inverse problems. The Gaussian kernel, one of the most popular in LES, is not the best in terms of stability of reconstruction, because the degree of ill-posedness depends on the smoothness of the kernel in the Sobolev scale: the smoother the kernel, the more unstable the reconstruction problem. For this reason, we use piecewise polynomial continuous kernels, which leads to a mildly ill-posed problem.
The paper is organized as follows. In Section 2 we describe a general multi-dimensional microscopic model and provide the exact balance equations for the averages, following [16] , [15] . In Section 3 we develop general multi-dimensional integral approximations of averages, and describe the use of regularization for approximate deconvolution. This section is the central section of the paper. Section 4 contains the formulation of the scaled ODE equations of FPU chains. In Section 5 we derive closed form balance equations of mass and momentum for such chains and provide the constitutive equations. Section 6 contains the results of computational tests. Finally, conclusions are given in Section 7.
2. Microscale equations and mesoscale spatial averages.
2.1. Scaled ODE problems. We work with classical Newton equations of point particle dynamics. The same equations may arise as discretization of the momentum balance equation for continuum systems. Consider a system containing N 1 identical particles, denoted by P i . The mass of each particle is M N , where M is the total mass of the system. Suppose that during the observation time T , P i remain inside a bounded domain Ω in R d , where d is the physical space dimension, usually 1, 2 or 3. The positions q i (t) and velocities v i (t) of particles satisfy a system of ODEṡ
2) subject to the initial conditions
denotes external forces, such as gravity and confining forces. The interparticle forces f i = j f ij , where f ij are pair interaction forces which depend on the relative positions and velocities of the respective particles.
We are interested in investigating asymptotic behavior of the system as N → ∞. Thus it is convenient to introduce a small parameter ε by (1.1) characterizing a typical distance between neighboring particles. As ε approaches zero, the number of particles goes to infinity, and the distances between neighbors shrink. Consequently, the forces in (2.2) should be properly scaled. The guiding principle for scaling is to make the energy of the system bounded independent of N , as N → ∞. In addition, the energy of the initial conditions should be bounded uniformly in N .
As an example of scaling, consider forces generated by a finite range pair potential U (ξ), where ξ is the distance between the particles. Suppose that each particle interacts with no more than a fixed number of neighbors. This implies that there are about N interacting pairs. If the system is sufficiently dense, and variations of particle concentrations are not large, then a typical distance between interacting particles is on
The resulting scaling
makes the potential energy of an isolated system bounded independent of N . Kinetic energy will be under control provided the total energy of the initial conditions is bounded independent of N . If exterior forces are present, they should be scaled as well.
Remark. Superficially, the system (2.1), (2.2) looks similar to the parameter-dependent ODE systems studied in numerous works on ODE time homogenization (see e. g. [21] and references therein). In the problem under study, ε depends on the system dimension N , while in the works on time-homogenization and ODE perturbation theory, the system size is usually fixed as ε → 0.
Length scales.
We introduce the following length scales: -macroscopic length scale L = diam(Ω); -microscopic length scale εL; -mesoscopic length scale ηL, where 0 < η < 1 is a parameter that characterizes spatial mesoscale resolution. This parameter is chosen based on the desired accuracy, the computational cost requirements, and prior information about initial conditions and ODE trajectories.
The computational domain Ω is subdivided into mesoscopic cubic cells C β , β = 1, 2, . . . , B with the side length on the order of ηL. The centers x β of C β are the nodes of the meso-mesh. The number of unknowns in the mesoscopic system will be on the order of B. For computational efficiency, one should have B N . This does not mean that η is close to one. In fact, it makes sense to keep η as small as possible in order to have an additional asymptotic control over the system behavior. Decreasing η will in general make computations more expensive.
Averages and their evolution.
To define averages we first select a fast decreasing window function ψ satisfying ψ(x)dx = 1. There are many possible choices of the window function. We assume that ψ is a compactly supported, continuous, differentiable almost everywhere on the interior of its support, and non-negative. Next, define the window funciton ψ η by (1.2).
Once the window function is chosen, one can generate averages of micro-scale dynamical functions ( [16] , [15] ). The mesoscopic average density and momentum are given, respectively, by
The meaning of the above definitions becomes clear if one considers ψ = (c d )
, where χ is a characteristic function of the unit ball in R d , and c d is the volume of the unit ball. Then
The sum in the right hand side gives the number of particles located within distance η of x at time t.
Multiplying by M/N we get the total mass of these particles, and dividing by c d η d (the volume of η-ball) gives the usual particle density.
Differentiating (2.5), (2.6) in t, and using the ODEs (2.1), (2.2) one can obtain [16] exact mesoscopic balance equations for the primary variables. For example, for an isolated system with (f (ext) i = 0), mass conservation and momentum balance equations take the form:
The stress [15] , where
is the convective stress, and
is the interaction stress. The summation in (2.10) is over all pairs of particles (i, j) that interact with each other. Discretizing balance equations on the mesoscopic mesh yields a discrete system of equations, called the meso-system, written for mesh values of ρ
The dimension of the meso-system is much smaller than the dimension of the original ODE problem. However, at this stage we still have no computational savings, since the meso-system is not closed. This means that mesoscopic fluxes such as (2.9), (2.10) are expressed as functions of the microscopic positions and velocities. To find these positions and velocities, one has to solve the original microscale system (2.1), (2.2). To achieve computational savings we need to replace exact fluxes with approximations that involve only mesoscale quantities. We refer to the procedure of generating such approximations as a closure method. This closure-based approach has much in common with continuum mechanics. The important difference is that the focus is on computing, rather than continuum mechanical style modeling of constitutive equations.
3. Closure via regularized deconvolutions.
3.1. Outline. Our approach is based on a simple idea: the integral approximations of primary averages (such as density and velocity) are related to the corresponding microscopic quantities via convolution with the kernel ψ η . Therefore, given primary variables we can (approximately) recover the microscopic positions and velocities by numerically inverting convolution operators. The results are inserted into equations for secondary averages (or fluxes), such as stress in the momentum balance. This yields closed form balance equations that can be simulated efficiently on the mesoscopic mesh.
3.2. Integral approximation of discrete averages. To exploit the special structure of primary averages, it is convenient to approximate sums such as
by integrals. The sum in (3.1) resembles a Riemann sum for
where Ω is partitioned into N cells of volume |Ω| N , with one particle located inside of each cell. However, because of the motion of particles, (3.1) is not in general a Riemann sum. Indeed, to interpret this sum correctly, one must exhibit a partition of Ω into cells of equal volume where each cell contains exactly one particle. Such a partition may not exist. Indeed, in one dimension, the domain is an interval, say (0, L) and the cells are intervals of length L/N . Thus, if the closest neighbors of a given particles are less than L/N apart, than the desired partition does not exist. For two-and three-dimensional domains, it may be possible to use more general partitions, but for particles that are spaced non-uniformly, the shapes of these cells may be quite far from slightly deformed rectangles, which would make it difficult to estimate the accuracy of the resulting integral approximation.
A more systematic way to generate integral approximations is to use a microscopic flow map interpolant and the associated Jacobian describing local volume changes. Letq(t, X),ṽ(t,q) be suitable position and velocity interpolants, associated with the system (2.1), (2.2). At t = 0 these interpolants satisfỹ
where X j , j = 1, 2, . . . , N are points of ε-periodic rectangular lattice in Ω. At other times,
Then we can rewrite (3.1) as
where |Ω| denotes the volume (Lebesgue measure) of Ω. Eq. (3.2) is a Riemann sum generated by partitioning Ω into N cells of volume |Ω|/N centered at X j . This yields
up to discretization error. Now suppose that the mapq(·, X) is invertible for each t, that is X =q −1 (t,q). Changing the variables in the integral y =q(t, X) we obtain a generic integral approximation
where 5) up to discretization error. For reader's convenience, we list the integral approximations of the average density and momentum.
Note the linear convolution structure of the y-integrals in (3.6) and (3.7). It is also worth noting that these equalities are exact if the interpolants are piecewise linear. In that case, the discrete sums are exact integral quadratures.
3.3. Regularized deconvolutions.
3.3.1. General considerations. Define an operator R η by
To simplify exposition, suppose that R η is injective. In that case, there exists the single-valued inverse operator R −1
η , that we call the deconvolution operator. Since R η is compact in L 2 (Ω), the inverse operator is unbounded. Therefore, small perturbations of the right hand side can lead to large perturbations in the computed solution. Reconstructing f from the knowledge of R η [f ]) is a classical example of an unstable ill-posed problem. Such problems are well investigated both analytically and numerically (see, e. g. [5, 6, 9, 14, 24, 3] ). Many solution techniques are currently available: Tikhonov regularization, iterative methods, reproducing kernel methods, the maximum entropy method, the dynamical system approach and others. In the sequel we use the notation Q η for a regularized approximation of the exact inverse operator.
Recently, the classical Landweber iterative deconvolution method [4] , [10] has attracted attention as a means to achieve sub-filter scale resolution in large eddy simulation of turbulence [1] , [2] . In the simplest version of the method, approximations g n to the solution of the operator equation
are generated by the formula
The number n of iterations plays the role of regularization parameter. In (3.9), I denotes the identity operator. Another classical method is Tikhonov regularization [24] , where the solution of (3.8) is approximated by g α that solves
Here α > 0 is a regularization parameter, and C is a stabilizing operator. In practice, C can be an identity, or a a suitable differential operator such as Laplacian. The solution g is a discrete micro-scale quantity to be reconstructed, and g is the discretization of the corresponding average. To achieve computational efficiency, it is natural to resolve the average (a meso-scale quantity) on a coarse mesh with the size tied to the meso-scale. The solution (a microscopic quantity) could be rendered on the fine mesh with size εL. This choice of meshes seems to be the most natural for balancing cost and accuracy.
Other mesh combinations can be chosen as well. The least expensive option is to coarsen the discretization of g and solve (3.11) entirely on a coarse mesh. In that case, the matrix A is square, and its dimension is determined by the chosen number of the coarse mesh points. The operation count of deconvolution becomes independent of N , but this efficiency comes at the price of introducing too much error. Numerical experiments produced significant artifacts, so that the meso-scale details of g could not be reliably reconstructed.
Another possibility is to use a fine mesh for both g and g. In that case the average would have to be interpolated from the coarse to the fine mesh. The computational cost of deconvolution scales as O(N 2 ), but this dos not necessarily improve the reconstruction quality, since using a finer discretization increases the condition number of A.
Ultimately, we chose the more natural two-mesh discretization, whereby g is an N -vector, g is a Dvector, with B < D N . Recall that B is the number of the mesh nodes associated with the mesh size ηL. Choosing a finer coarse mesh with D nodes enabled us to better resolve the details of size smaller than ηL. Such details may be completely smeared by averaging. In that sense, the length scale associated with D can be called a sub-filter scale.
Working with two different meshes, as opposed to using the same mesh, introduces several difficulties. The matrix A in that case is rectangular, and the system (3.11) is under-determined. Therefore, (3.11) has many solutions, even when the original integral equation (3.8) is uniquely solvable. The general solution is a sum of the particular solution g + orthogonal to the null space of A and an arbitrary vector from the null space. In the absence of a priori information on the structure of the null space, it is natural to use g + . Thus we set
where z is a D-vector to be determined. Assuming that A has full rank and AA T is invertible (invertibility depends only on the choice of the window function ψ and can be verified prior to running any dynamic simulations), we can set z = (AA T ) −1 g, and
It is easy to check that g + is orthogonal to the null space of A. In (3.12), (AA T ) −1 denotes either the exact inverse, or a suitable regularized approximation. Typically, singular vectors associated with smaller singular values of A oscillate with higher frequency than the vectors associated with larger singular values. If this holds, then the solution component along the null-space of A is highly oscillatory, while the component orthogonal to the null space is relatively smooth. Therefore, by using g + and not some other solution, we incorporate additional filtering. This can be useful for taming noise.
An example of deconvolution is shown in Figs. 3.1 and 3. 2. In the first of these figures we show the exact solution g. It is constructed by first choosing a profile to be reconstructed (left panel), and then adding noise (right panel). The graph in the left panel contains a meso-scale feature (trapezoidal impulse in the center), and a sub-filter scale feature (smaller triangular impulse on top of the trapezoid). The noise contains multiple features on smaller length scales.
The right hand side vector g, computed by applying A to g in the right panel of Fig. 3 .1, is shown in Fig. 3.2 . All features except the largest appear to be smeared. The right panel in Fig. 3.2 shows the reconstruction computed using (3.12). The noise is largely filtered out but the sub-filter feature is clearly visible. Many regularization methods (Tikhonov, Landweber, truncated SVD) can be conveniently written in terms of SVD and spectral filter functions (see e.g. [9] ). This is useful for both discrete and continuous ill-posed problems [6] . Since both R η and A are independent of the microscopic dynamics, the SVD can be pre-computed and used with different ODE systems.
Suppose that rank(A) = D. Let σ j , j = 1, . . . , D denote the non-zero singular values of A, and ξ j ∈ R D , ξ j ∈ R N be the corresponding singular vectors. By the standard properties of SVD,
Because the continuum problem (3.8) is ill-posed, the singular values are spaced without gaps, and the condition number of A is large. Recall that condition number can be expressed as the ratio of the largest and smallest singular values. In our case, the largest singular value of A is close to one. Therefore, the condition number is approximately equal to the reciprocal of the smallest singular value. The choice of the solution method depends on the condition number and the relative level of noise in g and A. The guiding principle it to produce an approximation that would be as close as possible to (3.12), without incurring instability. Discretization itself is a mild form of regularization of the original integral equation. Indeed, in the discretized problem, the smallest non-zero singular value is a finite distance away from zero, while in the continuum case zero is an accumulation point of the spectrum. Consequently, if the error in g and the condition number of A are small enough, one can use (3.12) with no additional regularization. In our case, the integral approximations of the averages are exact when the interpolants are suitably chosen. The only numerical error in the right hand side is the round-off error. Therefore, exact inversion will work when the condition number of A is much smaller than the reciprocal of the machine precision. In practice this means that condition numbers smaller than about 10 8 can be safely handled in this way. For larger condition numbers, exact inversion in (3.12) may have to be replaced by a suitable regularized approximation.
First we describe the SVD-based implementation of the exact solution formula (3.12). Write
where the coefficients z j have to be determined. To obtain the last equality, (3.13) was used. Substituting (3.14) into (3.11) and using orthogonality of ξ j we deduce
which represents (3.12) in the basis consisting of singular vectors. As was explained earlier, formula (3.15) may be used when condition number of A is much smaller than the reciprocal of the noise level in the right hand side. Therefore, (3.15) becomes unstable when the SVD contains singular values comparable to the machine precision. In that case, as an additional regularization we use the truncated SVD [6] . In this method, the components corresponding to the smallest singular values are discarded. The regularized solution is computed by the formula
where the filter function φ is defined as follows.
In the above equation σ * is a cut-off value (equal to the machine precision in the present case).
FPU chain equations.
In this section, the general method outlined above is detailed in the case of one-dimensional Hamiltonian chain of oscillators that consists of N identical particles. The domain Ω is an interval (0, L). Particle positions, denoted by q j = q j (t), j = 1, . . . , N , satisfy 0 < q 1 < q 2 < . . . < q N < L at all times, i.e. the particles cannot occupy the same position or jump over each other. Next, define a small parameter
and microscale step size
The interparticle forces
are defined by a finite range potential U .
Each particle has mass m = M/N = M ε, where M is the total mass of the system. Particles have velocities denoted by v j , j = 1, . . . , N . Writing the second Newton's law as a system of first order equations yields the scaled microscale ODE systeṁ
subject to the initial conditions
5. Integral approximation of stresses for particle chains. Mesoscopic continuum equations. In the one-dimensional case stress is a scalar quantity, and (2.9), (2.10) reduce to, respectively,
and
The sum in (5.2) is simplified compared to the general expression (2.10), since we have exactly N − 1 interacting pairs of particles.
To obtain integral approximations of stresses, we define interpolantsq,ṽ, as in Sect. 3.2. Repeating the calculations we get
Remark. Many equalities in the paper, including (5.3) hold up to a discretization error. To simplify presentation, we do not mention this in the sequel when discrete sums are approximated by integrals. The interaction stress can be rewritten as
Next we approximate
This approximation is in fact exact, provided the interpolant is chosen to be piecewise linear. Note also that this equation is a special feature of one-dimensional dynamics, where the derivative (deformation gradient) can be identified with the Jacobian of the deformation map. In higher dimensions, this no longer holds. Inserting this into (5.4), replacing Riemann sum with an integral and changing variable of integration as in Sect. 3.2, we obtain the integral approximation
Equations (5.3), (5.6) contain two microscale quantities: J andṽ. Approximating sums in the definitions of the primary averages (2.5), (2.6) by integrals we see that ρ η and v η are obtained by applying the convolution operator R η to, respectively J and Jṽ:
Recall that Q η denotes a regularizing approximation to the exact inverse operator R −1
Inserting these approximation into the integral formulas for the stress yields closed form mesoscopic continuum equations
The choice of the operator Q η is not unique: it depends on the specifics of the regularization method and the chosen value of the regularization parameter. For classical regularization schemes such as Landweber, Tikhonov, and truncated SVD, this operator is a convolution with the kernel Q(x) that can be described explicitly in terms of the singular values and singular vectors of R η (see [9] for details).
In [20] we studied a special case of (5.8) corresponding to the Landweber approximation (3.9) with n = 0. In that case, called zero-order closure, Q is the identity operator. This means that Fig. 6.1 . The left panel contains a meso-scale feature (the larger peak), and a sub-filter scale feature (the smaller peak). The right panel shows the same initial velocity but with added noise. The noise is a realization of a uniformly distributed random variable. In the sequel, we refer to the first initial condition as deterministic, while the second initial condition is called noisy. In Fig. 6 .2, we show exact and reconstructed Jacobians. The exact Jacobian in the deterministic case differs from the Jacobian in the noisy case, but the reconstructions are similar. The similarity may be due to the built-in filtering in the deconvolution algorithm. This filtering is rather soft, since the reconstructed Jacobians contain oscillatory artifacts on scales comparable with the micro-scale. The amplitude of the artifacts is under control, so that the relative l ∞ error does not exceed 0.3%. This shows that the reconstruction is stable.
The velocity reconstruction is shown in Fig. 6 .3. The average velocities in the noisy and deterministic case are nearly identical. Averaging obliterates sub-lifter scale features, but the deconvolution algorithm recovers these features well. At the same time, the high frequency noise in the right panel is filtered out. In Fig. 6.4 , we show the exact convective stress T η (c) and its closed form approximation T η (c) computed from the equation (5.11) . We see that the approximation quality is better in the deterministic case. In the noisy case, the main features of the stress are still well recovered, despite a significant difference between the exact and reconstructed velocities (Fig. 6.3) . the quality of the reconstruction of the Jacobian. Comparison of Fig. 6.2 and Fig. 6 .5 shows that the high frequency artifacts and noise in the Jacobian are smoothed out by averaging in (5.12). This is important since the interaction stress depends non-linearly on the Jacobian. In contrast to the linear case, non-linear averaging functionals may exhibit sensitivity to oscillations in the input function (in this case, Jacobian). Non-linearity induces dispersion, and this may result in transfer of the input's high frequency content into the low frequency content of the functional. In the present case, this does not happen. We conjecture that for generic molecular potentials such as Lennard-Jones, and for a broad class of initial conditions, the stress functional has the self-averaging property, meaning that the effect of dispersion is weak compared to the filtering effect of convolution. We solve the system of ODEs (4.3), (4.4) with two different initial conditions and periodic boundary conditions. In both examples, the initial positions q j are equally spaced on the interval (0, L) at the equilibrium distance h = L/N with L = 1 and N = 10,000. The initial velocity for the first example, shown in Fig. 6 .6 (black curve) and defined in the Appendix (B.4), (B.5), contains features of different length scales. The size of the larger feature of trapezoidal shape is bigger than ηL (mesoscale or filter scale). The smaller feature is a Gaussian with the standard deviation 0.2ηL (sub-filter scale). At this length scale, the feature is completely obscured by the averaging (green dashed curve) as can be seen in the right panel of Fig. 6.6 where the velocity is zoomed around x = 0.3.
The system of ODEs (4.3), (4.4) is solved numerically until t = 2.2·10 −2 after which the solution develops a shock. First, we test the quality of reconstruction ofṽ and J. shows good agreement between the exact interaction stress and its approximation. For comparison, we also plot an approximation using a zero-order closure from [20] shown for convenience in (5.13) that fails to capture sub-filter scale features in both stresses.
The l ∞ -error in approximation of T The initial velocity in the second example is the sum of v base defined in (B.4) and a sine function with period 0.012, added on the interval [0, 0.6] (see Fig. 6 .10 and formula in (B.6) in the Appendix). Simulations were also done until t = 2.2 · 10 −2 . The right panel of Fig. 6 .10 shows that at t = 0 the average velocity does not contain oscillations present in the microscopic velocity. Fig. 6 .11 presents graphs of velocity and Jacobian at a representative moment of time, t = 10 −3 . The reconstructed velocity and Jacobian contain main features of their microscopic counterparts while the averages do not. Fig. 6 .12 depicts the stress. Both convective and interaction exact stresses have sharp transition regions near x = 0.05 and x = 0.6. Our closed form approximation qualitatively captures these features while a zero-order closure approximation is nearly zero on the entire interval. The error in approximation of the convective stress fluctuates at early times (until t = 3 · 10 −3 ) from 15% to 70% and then settles around 35 − 40%. The error in the approximation of the interaction stress behaves similarly at early times, then decreases to 10% and levels off. The error in using the zero-order closure is much higher: 75 − 100% for the convective stress during the entire simulation time and around 100% for the interaction stress until t = 2 · 10 −3 , then it drops to 10 − 15% at t = 7 · 10 −3 , after which the error is about the same as using the reconstruction.
7. Conclusions. We propose a method for deriving closed form mesoscale continuum models of large particle systems. The closure construction is based on the following. Non-linear meso-scale averages can be rewritten as linear convolutions of the window function and appropriate micro-scale dynamical functions. One such function of particular importance is the inverse Jacobian of the micro-scale flow map associated with a position interpolant. Using the theory of ill-posed problems, we produce stable deconvolution approximations of particle positions and velocities in terms of the average density and average momentum. Closure is achieved by inserting these approximations into the equations for fluxes instead of the actual positions and velocities. The resulting constitutive equations (5.11), (5.12) are non-local in space and non-linear.
In the simplest version of the method, the micro-scale quantities are approximated by their averages. We studied this approximation in the earlier paper [20] . The results presented there indicate that the simplest approximation works well for systems characterized by (i) small fluctuations of the initial velocity; and (ii) nearly isothermal dynamics. In this article we consider more general initial conditions that contain prominent small scale peaks, significant noise, or high frequency periodic oscillations. Averaging obscures these features to such an extent that the approximation from [20] becomes unsatisfactory. Here we were able to recover such details using non-iterative regularization methods.
We tested the method numerically on two models of FPU-chains: the classical Lennard-Jones chain, and the granular acoustics model considered earlier in [20] , but with more general initial conditions. The ODEs were solved by the velocity Verlet method, and the obtained particle positions and velocities were used to calculate the average density, linear momentum, and the exact stress. Then we used regularized ψ(ξ)dξ = 1. The function ψ is plotted in Fig. A.1. Appendix B. Potentials and initial conditions. In Section 6, we test the method using two potentials: the first is the Lennard-Jones potential, the second potential is similar to the Hertz potential employed in modeling of granular materials. 
