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RÉSUMÉ 
L'associaèdre a été introduit dans les années 60 par Stasheff, est aujourd 'hui étudié 
dans divers domaines. Sa version originale est associée aux groupes de Coxeter de 
type A , mais l'associaèdre classique admet une généralisation à tout groupe de 
Coxeter fini. Dans (Hohlweg et al., 2011) , à partir d 'un système ·de Coxeter 
et du permutaèdre associé, les auteurs donnent une réalisation de l'associaèdre 
associé à tout groupe de Coxeter fini comme intersection de demi-espaces. Dans ce 
mémoire, nous présentons la réalisation qu'ont récemment développée V. Pilaud 
et C. Stump dans (Pilaud et Stump, 2015a) de l'associaèdre généralisé comme 
enveloppe convexe de vecteurs en utilisant la notion de complexe de sous-mots. 
L'étude de ces complexes de sous-mots nous amènera à exposer une nouvelle 
famille de polytopes définis comme enveloppes convexes de points qui contiennent 
les associaèdres: les polytopes de briques. Grâce à cette réalisation de l'associaèdre 
généralisé, nous présenterons la preuve donnée par V. Pilaud et C. Stump dans 
(Pilaud et Stump, 2015b) que le barycentre des sommets de l'associaèdre coïncide 
avec celui du permutaèdre. 
Mots clés : Système de Coxeter; Complexes de sous-mots ; Polytope de briques ; 
Associaèdres ; Barycentre. 

INTRODUCTION 
Ce mémoire présente une preuve d'une conjecture émise parC. Hohlweg, C. Lange 
et H. Thomas dans (Hohlweg et al., 2011) : le barycentre des associaèdres généra-
lisés coïncide avec celui des permutaèdres qui leur sont associés pour tout système 
de Coxeter fini (W, S). Cette propriété avait déjà été observée par F . Chapoton 
pour la réalisation de l'associaèdre classique obtenue à partir du permutaèdre dans 
le type A comme le mentionne J.-L. Loday dans (Loday, 2004). 
Pour (W, S) un système de Coxeter , le permutaèdre peut se définir comme l'en-
veloppe convexe de laW-orbite d'un point a se trouvant dans le complément des 
hyperplans correspondants aux réflexions de W. Il est noté Perma(W). Il peut 
être aussi défini comme intersection de demi-espaces non-redondants ; c'est sa 1-L-
représentation. 
Pour les groupes de type A, J.-L. Loday (Loday, 2004) présente une réalisa-
tion de l'associaèdre classique : Assoa(W), pour W = Sn, est l'intersection de 
demi-espaces admissibles obtenu à partir de la }(-représentation du permutaèdre 
Perma(W) , où a = (1, 2, ... , n) (voir aussi (Stasheff, 1997)). De plus, il définit un 
algorithme qui permet de calculer les coordonnées ent ières des sommets de cette 
réalisation en paramétrisant ces sommets par des arbres binaires planaires avec 
n + 2 feuilles. 
Une question se pose naturellement : existe t-il une construction similaire à celle 
de Loday pour les associaèdres d 'autres types? 
C. Hohlweg etC. Lange donnent alors dans (Hohlweg et Lange, 2007) une généra-
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lisation de la réalisation de Loday pour les associaèdres de type A et B. Pour un 
certain choix d 'un élément de Coxeter c de W, ils construisent le c-associaèdre gé-
néralisé Assoc(W) à partir du permutaèdre de type correspondant. Pour ce faire, 
ils définissent une notion plus large de demi-espaces admissibles et donnent un al-
gorithme leur permettant de calculer les coordonnées entières des sommets de leur 
réalisation. Ils montrent alors que l'associaèdre de Loday correspond à leur réali-
sation du c-associaèdre généralisé de type A pour un c particulier. Ils conj ecturent 
. par ailleurs que le barycentre de ces c-associaèdres (de type A et B) coïncide avec 
celui du permutaèdre (de même type). 
Dans (Hohlweg et al., 2010) , C. Hohlweg, J. Lortie et A. Raymond démontrent 
cette conjecture en utilisant l 'algorithme permettant de calculer les coordonnées 
des sommets donné dans (Hohlweg et Lange, 2007). 
Une généralisation de l'approche précédente à tout groupe de Coxeter fini W 
est donnée dans (Hohlweg et al., 2011) : les auteurs construisent l 'associaèdre 
généralisé à partir de la tl-représentation du permutaèdre Perma(W) et de la 
donnée d 'un élément de Coxeter c. À partir d 'une expression réduite particulière 
du mot le plus long w0 déterminée par c, appelé le c-mot de w0 et noté w0 (c) , 
on définit des éléments particulier de W, les c-singletons. Un demi-espace de la 
représentation de Perma(W) dont la frontière contient un sommet correspondant 
à un c-singleton est alors appelé un demi-espace c-admissible. L'intersection de 
tous ces demi-espaces est le c-associaèdre généralisé Asso~ (W). 
Nous n 'avions alors qu 'une tl-représentation de l'associaèdre généralisé. 
Dans (Knutson et Miller, 2005) , A. Knutson et E. Miller int roduisent, pour un 
système de Coxeter (W, S) , la notion de complexe de sous-mots SC(Q, w) associé 
à des mots Q, w sur S dans le but d 'étudier la géométrie de Grobner des variétés 
de Schubert. Dans les articles (Knutson et Miller , 2004) et (Knutson et Miller, 
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2005) , les auteurs soulèvent alors la question de complexes de sous-mots réalisables 
comme complexe de frontière de polytopes convexe. 
C'est en étudiant la représentation par réseau de tris des complexes de sous-mots 
pour des groupes de type A , introduite par V. Pilaud et M. Pocchiola dans (Pilaud 
et Pocchiola, 2012) , que C. Stump et V. Pilaud définissent dans (Pilaud et Stump, 
2015a) une nouvelle famille de polytopes associés aux groupes de réflexions finis : 
les polytopes de briques P(Q). Un polytope de briques est défini par les coor-
données de ses sommets calculées à partir d 'un complexe de sous-mots sphérique 
SC(cw0 (c) , w0 ) , pour c un élément de Coxeter. Ce polytope est noté P (cw0 (c), w0 ). 
Les auteurs montrent en particulier que cette famille de polytopes contient les as-
sociaèdres généralisés Assoc(W) de (Hohlweg et al. , 2011) , dont ceux de type 
A et de type B. Ainsi, ils fournissent un moyen de calculer les coordonnées des 
sommets de tout associaèdre généralisé. 
Grâce à cette approche, dans (Pilaud et Stump, 2015b), les -auteurs donnent une 
preuve que le barycentre des sommets du W-associaèdre coïncide bien avec celui 
du W-permutaèdre, pour tout groupe de Coxeter fini W. 
Le but de ce mémoire est de présenter en détails les démarches qui ont servi à 
établir cette preuve. Pour cela, le dit mémoire est divisé en trois chapitres. Dans 
le premier chapitre, nous présentons tout d 'abord les systèmes de Coxeter (W, S) 
ainsi que certaines notions qui leurs sont associées, suivant le livre de J. Humphreys 
(Humphreys, 1990). Dans la deuxième section, nous présentons les différentes 
réalisations du W-permutaèdre afin de donner , à la section suivante, la réalisation 
du W-associaèdre à partir du W-permutaèdre telle que définie dans (Hohlweg 
et al. , 2011). Puis , nous présentons les complexes de sous-mots associés à des 
systèmes de Coxeter tels que définis par A. Knutson et E. Miller dans (Knutson 
et Miller, 2005) , ainsi que leur graphe des fiips , qui sont des notions capitales pour 
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le développement de ce mémoire. Finalement, nous discutons de certains résultats 
démontrés parC. Ceballos, J.-P. Labbé et C. Stump dans (Ceballos et al. , 2014a) 
sur les complexes amassés à partir des complexes de sous-mots. 
Le deuxième chapitre est une étude plus approfondie des complexes de sous-mots, 
en commençant par la présentation de la fonction racine et de son lien avec le 
graphe des fiips. Pour certains complexes de sous-mots, ce dernier correspond au 
1-squelett e du polaire de la réalisation polytopale du complexe de sous-mots . En-
suite, dans les deux sections qui suivent, nous définissons la notion de configuration 
de racines et étudions les propriétés qui s'en dégagent. Notamment , nous explici-
tons le fait que la configuration de racines caractérise les facettes du complexe de 
sous-mots et nous montrons son lien avec les sous-groupes paraboliques standards 
de W. De plus, nous donnons une condit ion part iculière que la configuration de 
racines doit satisfaire pour que le complexe de sous-mots soit réalisable, c'est-à 
dire que l'on puisse lui associer un polytope. Nous étudions ensuite les complexes 
de sous-mots réalisables, et, à l 'aide de la configuration de racines, nous donnons 
une caractérisation des faces de ces complexes à part ir de leurs graphes des fiips. 
Cela va nous permettre d 'étudier le polytope associé à un complexe de sous-mots 
réalisable dans le chapitre suivant . 
Le t roisième chapit re porte sur les polytopes de briques définis par V. Pilaud et 
C. Stump à part ir des complexes de sous-mots. Après en avoir donné la définit ion, 
nous voyons dans la première section que, dans le cas où la configuration de 
racines est linéairement indépendante, le polytope de briques réalise le dual du 
complexe de sous-mots. Dans la s ction suivante, nous montrons , à partir des 
cônes normaux aux sommets des polytopes de briques, que - pour un mot bien 
choisi - le polytope de briques associé au complexe de sous-mots est un t ranslaté 
de l 'associaèdre. Ceci nous permet, à la section finale, de démont rer le résultat 
escompté sur le barycentre des sommets de l'associaèdre. 
CJ
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CHAPITRE I 
ASSOCIAÈDRE ET COMPLEXE DE SOUS-MOTS. 
1.1 Introduction aux systèmes de Coxeter finis . 
1.1.1 Système de racines et groupe de réflexions. 
Soit (V, (-, ·) ) un espace IR-euclidien de dimension n. ous noterons par la suite 
cet espace uniquement par V pour alléger la notation. Une réflexion de V est une 
isométrie qui envoie un vecteur non nul de V sur son opposé et fixe l'hyperplan 
orthogonal à ce vecteur . Elle est ainsi totalement déterminée soit par l'hyperplan 
qu 'elle fixe, soit par un vecteur orthogonal à cet hyperplan. Dans ce mémoire, nous 
noterons a 8 E V \ {0} un vect eur normal de l'hyperplan HCI.s fixé par la réflexion 
s, c'est-à-dire que HCI.s = a; et s(as ) = -as . ous avons pour tout s la formule 
générale suivante pour t out v E V : 
( ) (v, as) s v =v - 2 ( ) as· 
as, as 
Les réflexions sont alors des involutions : s 2 = e. Aussi, il est bien connu que si t 
est une isométrie de V et si a est un vecteur non nul de V , alors t sCI.C1 = St(CI.) 
((Humphreys, 1990), section 1.2). 
Naturellement , nous appelons groupe de réfl exions fini W un sous-groupe fini du 
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groupe orthogonal O(V) engendré par des réflexions. Nous noterons par e l'identité 
de ce groupe. 
Exemple 1.1.1. Considérons le groupe symétrique Sn. Ce groupe peut être vu 
comme un sous-groupe du groupe O(n, IR) en considérant qu 'une permutation agit 
sur !Rn en permutant les vecteurs de la base standard { e1 , ... , en }. Les transpo-
sit ions (i, j) envoient les vecteurs ei - ej sur leurs négatifs et fixent l'ensemble 
des vecteurs de !Rn dont les coordonnées en i et j sont égales. Ainsi, les t rans-
posit ions agissent comme des réflexions. Comme le groupe Sn est engendré par 
les t ransposit ions de la forme (i, i + 1), pour 1 :::; i :::; n- 1, c'est un groupe de 
réflexions. 
Remarquons que cette action de Sn laisse stable le complément orthogonal de la 
droite engendrée par le vecteur (1, 1, ... , 1), c'est-à-dire l 'hyperplan 
Ainsi , Sn agit également comme groupe de réflexions fini sur V . Les vecteurs 
ei+1 - ei, pour 1 :::; i :::; n- 1, forment une base de cet espace. 
Étant donné un groupe de réflexions fini W , pour chaque hyperplan de réflexion 
de ce groupe, nous pouvons choisir une paire de vecteurs orthogonaux à cet hy-
perplan , de sorte que l'ensemble de ces vecteurs soit stable sous l 'action de W. Un 
tel ensemble, que nous noterons <I> , détermine totalement le groupe W et satisfait 
les axiomes suivants : 
1. W = ( s 1 as E <I> ) ; 
2. Pour tout as E <I> , la ligne IRa. intersecte <I> en as et -as uniquement; 
3. <I> est stable sous l 'action de W. 
Nous appelons un ensemble satisfaisant ces axiomes un système de racines et ses 
-- ----- - -----------------
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éléments des racines. 
Inversement, à tout système de racines <I> fini correspond un groupe de réflexions 
fini : W = (s 1 as E <I> ). Ce groupe est fini car le morphisme de groupe de W vers 
le groupe symétrique de <I> est injectif, voir (Humphreys, 1990, §1.2). 
Nous pouvons donner deux notions plus fines associées aux systèmes de racines. 
Étant donné un syst ème de racines <I> fini associé à un groupe de réflexions W , nous 
pouvons trouver un hyperplan 1l dans V qui n 'intersecte pas <I> . Cet hyperplan 
part it ionne <I> en deux sous-ensembles de même cardinalité : <f>+, que l'on nomme 
ensemble des racines positives, et son opposé <I> - := -<I>+, l'ensemble des racines 
négatives. Il est alors clair que W est engendré par les réflexions s telles que 
as E <f>+. Ainsi, nous nous concentrons sur l'ensemble des racines posit ives <f>+. 
Il existe un ensemble minimal d 'éléments de <t>+, noté 6. , tel que W = (s 1 a 8 E 6.) 
et que chaque vecteur a E <I> est une combinaison linéaire d 'éléments de 6. dont les 
coefficients sont tous de même signe (posit if ou négatif) . L'ensemble 6. Ç <t>+ est 
appelé un systèm e simple pour le groupe W et est constitué de racines linéairement 
indépendantes qui sont dites simples. L'ensemble 6. une base de l'espace engendré 
par <I> et si l'on considère que W agit essent iellement sur V, nous pouvons supposer 
que 6. est une base de V. L'existence et l'unicité de 6. pour tout ensemble de racines 
positives <f>+ (ainsi que sa réciproque) sont démontrées dans le livre (Humphreys , 
1990, §1.3). 
ous avons la proposit ion suivante dont le corollaire nous sera utile au Chapitre 
3. 
Proposition 1.1.1. (Humphreys, 1990, Proposition 1.4) Soit 6. un système 
simple contenu dans <f>+. Si as E 6. , alors s( <I>+ \ {as}) = <t>+ \ {as}· 
ous noterons par S l'ensemble fini des réflexions s de W correspondant aux 
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racines Œs de !:1 . 
Corollaire 1.1.2 . Pour tous w E W et sES, on a ws(<t>+) = w(<t>+),6,{±w(a8 )} 
(où ,6, dénote la différence symétrique). 
Démonstration. D'un côté, supposons que ry E ws(<t>+). Alors il existe f3 E <t>+ 
telle que ry = ws(fJ). Si f3 = Œ8 , on a 1 = -w(a8 ). Sinon, on a s(fJ) E <t>+ \ { a 8 } , 
ce qui entraîne que ryE w(<t>+),6,{±w(a8 )}. 
Réciproquement, supposons en premier temps que 1 E w( <t>+) \ { ±w( a 8 )} . Alors 
il existe f3 E <t>+ \ {a s} telle que 1 = w( fJ ), c'est-à-dire que 1 = ws(s(fJ)) tel que 
voulu. En second temps, dire que 1 E {±w(as)} \ w( <t>+), 'quivaut à dire que 
1 = -w(as) = w(sa(a)) , qui est la conclusion voulue. D 
Nous avons alors le théorème suivant : 
Théorème 1.1.3. Soit !:1 un système simple associé à un système de racines<!> . Le 
groupe de réflexions W associé à <I> est engendré par l'ensemble S := { s 1 Œs E !:1} , 
tel que pour tous s , t E S , s =f t , nous avons les relations suivantes : 
avec ms,t E Z~2 U { oo }. 
Ce théorème est démontré dans le livre (Humphreys, 1990, §1.5). 
Exemple 1.1.2. Soit W = S4 , le groupe de réflexions agissant sur l'hyperplan 
V Ç IR4 tel que défini dans l'Exemple 1.1.1. Il est engendré par l'ensemble de 
réflexions S = { r, s , t} tel que les racines simples Œr = e2 - e1, Œ8 = e3 - e2 
et Œt = e4 - e3 correspondent aux transposit ions adjacentes (12) , (23) et (34). 
Observons qu 'une réflexion correspondant à une transposition (ij) fixe l'ensemble 
des vecteurs de IR4 dont la i-eme coordonnée correspond a la j-ème coordonnée. 
,--------------------------------------- ------ - - --
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Nous arrêtons ici notre présentation des groupes de réflexion finis . Évidement, 
celle-ci n 'est pas exhaustive et nous suggérons le livre (Humphreys, 1990) au 
lecteur intéressé d 'approfondir l'étude de ces groupes. 
1.1.2 Systèmes de Coxeter finis 
ous nous intéressons maintenant à des groupes abstraits définis par les mêmes 
générateurs et relations que les groupes de réflexion finis. 
Un système de Coxeter (W, S) est la donnée d 'un groupe définit par générateurs 
et relations, où les générateurs sont les éléments d 'un ensemble fini S Ç W , et où 
les relations sont de la forme : soit s , t E S, s f t , 
{ 
8 2 = e 
(st)m•.: = e, avec m s,t E Z 2:2 U {oo}. 
ous appelons W un groupe de Coxeter. 
Remarquons que si ms,t = 2, les générateurs s et t commutent. De plus, nous 
avons que si m s,t = oo, cela signifie qu 'il n 'y a pas de relation pour l 'élément st . 
Nous avons vu que les groupes de réflexions finis sont des groupes de Coxeter finis. 
La réciproque est aussi vraie : 
Théorèm e 1.1.4. Les groupes de Coxeter finis sont les groupes de réflexion fin is. 
Ce résultat est démontré dans (Humphreys, 1990, §6.4) et nous permet ainsi de 
voir tout groupe de Coxeter fini comme un groupe de réflexions fini d 'un certain 
espace vectoriel de dimension fini . (Dans le cas des groupes de Coxeter infinis, 
certains peuvent être décrits comme groupes de réflexions d 'un espace affine ou 
hyperbolique ; voir (Humphreys, 1990).) Nous pouvons aussi voir n 'importe quel 
groupe de Coxeter comme un groupe de réflexions dans un cadre non-euclidien , 
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voir (Bjorner et Brenti, 2005). Nous associons ainsi à un groupe de Coxeter fini W 
un système de racines <I> et un système simple !:,. tels que définis précédemment , 
de sorte que W = (s E S 1 a 5 E !:,.) et que les relations sur les générateurs soient 
préservées. 
Exemple 1.1.3. Considérons W = 54 . ous avons vu dans l'Exemple 1.1.2 que 
54 est engendré par l'ensembleS = {r, s, t} . Tous pouvons vérifier assez facilement 
que (rs) 3 = (st )3 = (r t )2 = e. 
Présentons maintenant quelques propriétés des groupes de Coxeter finis. 
Comme tout élément d 'un système de Coxeter (W, S) fini peut s'écrire comme 
produit fini d 'éléments si deS, nous pouvons considérer l 'expression w = s1s2 . .. sr 
comme un mot fini sur l 'alphabet S. Mais du fait des relations du groupe W, il est 
possible d'avoir plusieurs mots finis qui représentent un même élément w E W. 
Aussi, nous définissons la fonction suivante : 
Définition 1.1.1. Soit .e : W ~ N la fonct ion qui envoie un élément w de W 
sur le plus petit ent ier r tel qu 'il existe une expression s1s2 ··· Sr , si E S, de w. 
Cette fonction est appelée la fonction longueur et nous dirons que l'expression 
w = s1s2 · ·· Sr est un mot réduit. 
Par convention nous avons .f.(e) = O. De plus, il est connu qu 'il existe un unique 
élément de W de longueur maximale que l'on notera w0 . ous ne donnons pas ici 
l 'ensemble des propriétés de la fonction longueur car elles ne servent pas direc-
tement le propos de ce mémoire mais celles-ci sont présentées dans la Section 6 
du Chapitre 1 de (Humphreys, 1990). Const atons que cette fonction ne fait pas 
appel à la présentation de W comme groupe de réflexions fini ; cependant, elle est 
directement liée à la notion qui va suivre, qui, elle, emploie cette présentation. 
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D éfinition 1.1.2. Soit w E W . L'ensemble des racines positives envoyées sur 
les racines négatives par w-1 est appelé l )ensemble d )inversion de w. Il est noté 
N(w) := <l)+ n w(<P-). 
L'une des propriétés de l'ensemble d 'inversion est que la cardinalité de cet en-
semble pour tout élément w E W est exactement la longueur du mot w. ((Hum-
phreys, 1990) Corollaire de la Section 1.7.) 
Intéressons nous maintenant aux sous-groupes de W 
Proposition 1.1.5. Soit (W, S) un système de Coxeter fini . Soit 1 un sous-
ensemble de S. Le sous-groupe W 1 de W engendré par 1 est un groupe de ré-
flexions fini de système simple 6.1 := { a 8 E 6. 1 s E 1} pour le système de racine 
<PI : = <P n vect ( 6.1) . 
ous renvoyons le lecteur à la section 1.10 du livre (Humphreys, 1990) pour la 
preuve que <P1 est bien un système de racines du sous-espace "\tf de V engendré 
par 6.1 . 
Définition 1.1.3. Le sous-groupe W1 de W engendré par un sous-ensemble 1 de 
S est appelé sous-groupe parabolique standard. 
1. 1.3 Éventail de Coxeter 
Commençons notre étude en rappelant quelques définitions concernant les cônes 
et éventails. 
Un cône C sur un espace vectoriel V de dimension n est un ensemble de vecteurs 
tel que toute combinaison linéaire posit ive d'un sous-ensemble de vecteurs de C 
est un vecteur de C. Ainsi, un cône est un ensemble convexe. ous nous inté-
ressons particulièrement ici à un certain type de cône : les cônes polyédraux. Un 
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cône polyédral est un cône qui est une intersection d 'un nombre fini h de demi-
espaces non redondants Hi déterminés par des hyperplans Hi. 1 ous savons que 
tout hyperplan peut-être vu comme le noyau d 'une certaine forme linéaire. Posons 
alors ePi la forme linéaire qui a Hi comme noyau. A chaque sous-ensemble J de 
{1, ... , h} nous associons un sous ensemble de C, noté FJ, et défini t par : 
FJ = {v E C 1 ePi( v )= 0, ViE J}. 
Un tel ensemble FJ est appelé une face de C. Nous appelons les cônes de dimension 
1 des rayons. 
Une collection K non vide de cônes polyédraux est appelée un éventail si toute 
face non vide d 'un cône de K est inclue dans K et si l 'intersection de n 'importe 
quels deux cônes de K est une face de ces deux cônes. Un éventail est dit complet 
si l 'union de tous ses cônes donne l'espace V ; essentiel si l 'intersection de t ous ses 
cônes est l 'origine et simplicial si tous ses cônes sont engendrés par des vecteurs 
linéairement indépendants . On dit qu'un éventail K raffine un éventail K' si tout 
cône dans K' peut s'exprimer comme union de cônes dans K. Dans ce cas on dit 
également que K' est un grossissem ent de K . 
Intéressons-nous maintenant aux hyperplans de réflexion d'un groupe de Coxeter 
W fini. Sachant qu 'un arrangement d 'hyperplans est un ensemble fini d 'hyper-
plans dans un espace vectoriel V, nous constatons que l'ensemble de tous les 
hyperplans de réflexion Ha. associés aux réflexions s de W dans V est un arran-
gement d 'hyperplan. Nous l'appelons l 'arrangement de Coxeter et nous le notons 
A . L'arrangement de Coxeter A décompose V en cône polyédraux. 
D éfinition 1.1 .4. L'ensemble des cônes polyédraux obtenu par décomposit ion de 
V par A forme un éventail E appelé éventail de Coxeter. 
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Cet éventail satisfait les propriétés suivantes : 
Théorème 1.1.6. L 'éventail de Coxeter est complet, simplicial et essentiel. 
Une démonstration se trouve dans (Humphreys, 1990, Sections 1.12-1.15). 
On appelle chambres les intersections non vides des demi-espaces ouverts déter-
minés par les hyperplans de A . L'adhérence d 'une chambre est alors un des cônes 
polyédraux de E. Une face d 'un cône de E qui appartient à un unique hyperplan 
de A est appelée un mur. Deux chambres sont adjacentes si elles partagent un 
même mur. 
Fixons une chambre particulière de l'ensemble des chambres défini par A: 
Définition 1.1.5. Soit !:J. = {a 1 sa E S} un système simple. otons par C la 
chambre définie comme suit : 
C = n {v E Vl (v,as);:::: 0}. 
sES 
Nous l'appelons la chambre fondam entale. 
ous définissons donc la chambre fondamentale de sorte que les racines simples 
Œs E !:J. soient des vecteurs normaux aux murs de C. 
Une fois la chambre fondamentale fixée, le résultat suivant est une propriété des 
plus importantes sur l'arrangement de Coxeter : 
Théorème 1.1.7. Les chambres de l 'arrangem ent de Coxeter sont en correspon-
dance bijective avec les élém ents de W. Ainsi, en considérant que la chambre fon-
damentale correspond à l 'identité e de W , toute chambre de l 'éventail de Coxeter 
s'écrit w(C) avec w E W . 
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Ce théorème est prouvé dans (Humphreys, 1990, Théorème 1.12) , et nous pouvons 
voir aussi (Borovik et Borovik, 2010, Théorème 12.2). 
Remarquons que l'élément w0 de W envoie la chambre C sur -C. 
Pour finir , nous allons maintenant décrire les rayons de cet éventail. Définissons, 
en fonction de l 'ensemble 6. des racines simples , un ensemble de vecteurs positifs 
\l := { Ws 1 s E S} qui engendre la chambre fondamentale. 
D éfinition 1. 1. 6. L'ensemble \l = {ws 1 s E S} est appelé l 'ensemble des poids 
fondamentaux de W. Il est défini tel que s(wt) = Wt - bs,tO'.s pour tous set t dans 
S, où bs,t est le symbole de Kronecker. En d'autres mots , pour s et t appartenant 
à S, (as, Wt) = bs,t(O'.s , O'.s) /2. 
L'ensemble \l n'est autre que la base duale de 6.. Géométriquement, les poids 
fondamentaux sont alors des multiples positifs des rayons Vs, s E S, de la chambre 
C. Ainsi , comme chaque chambre peut s'écrire w(C), il est assez intuitif que, pour 
w E W, les rayons de la chambre w(C) sont des multiples posit ifs de w(ws)· 
Exemple 1.1.4. Pour W = S4 (voir l'Exemple 1.1.3) l 'ensemble des poids fon-
damentaux est \l = {wr ,Ws,Wt } , où Wr = e2 + e3 + e4 , Ws = e3 + e4 , et Wt = e4. 
1.2 Le Permutaèdre. 
Nous pouvons associer à un système de Coxeter un polytope simple que nous 
appelons le permutc;tèdre. 
Rappelons tout d 'abord quelques notions portant sur les polytopes. 
Il existe deux façons de décrire un polytope: nous pouvons le définir comme l'enve-
loppe convexe d 'un ensemble de points , ou bien comme l'intersection d 'un nombre 
fini de demi-espaces non redondants. L'ensemble des faces d 'un polytope forme un 
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ensemble partiellement ordonné, l 'ordre étant donné par la relation d 'inclusion. 
Une fa cette d'un polytope de dimension n est une face de dimension n- 1. 
Définition 1.2.1. Le cône normal associé à une face F d'un polytope P est le 
cône formé par les vecteurs v E V tels que la forme linéaire x t---+ (x , v) sur P est 
maximisée par tous les points x de F , c'est-à-dire que (x , v) 2: (y, v) pour tous 
x E F, y E P . En particulier , si F est un sommet de P, le cône normal associé à 
F est engendré par les vecteurs normaux aux facettes de P qui contiennent F. 
Bien que nous n 'utilisons pas la définit ion qui va suivre pour énoncer des résultats 
dans cet te section, celle-ci est un rappel sur les polytopes, aussi nous choisissons 
de la met tre ici. 
Définition 1.2.2. Soit P un polytope dans ]Rn qui contient l'origine. Le polaire 
(ou dual) de P , noté p o, est le polytope 
p o = {y E ]Rn 1 (x , y) ~ 1, 'ïlx E P} . 
Remarque 1. La polarité envoie l 'ensemble des faces d 'un polytope sur l'ensemble 
de faces opposé (au sens d 'ensemble partiellement ordonné) de son polaire (voir 
(Ziegler , 1995) , section 2.3) . En part iculier , les faces de dimension k d'un polytope 
P de dimension n correspondent aux faces de dimension n - k de p o. 
ous verrons que nous en avons besoin pour énoncer l'un des buts de ce mémoire 
dans la dernière section de ce chapitre. 
Dans cette section nous présentons ces deux descriptions pour un polytope associé 
à un système de Coxeter (W, S). 
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1. 2. 1 Description du W-permutaèdre comme V-polytope. 
Soit a un point générique, c'est à dire qu'il n 'est fixé par aucune réflexion de W . 
L'enveloppe convexe de la W-orbite de a est appelé le W-permutaèdre et est noté 
Perma(W). 
Perma(W) = conv{w(a) 1 w E W}. 
ous appelons cette descript ion comme enveloppe convexe de sommets la V-
représentation (V pour vertex) du permutaèdre associé à (W, S). 
A.-V. Borovik et A. Borovik prouvent (Borovik et Borovik, 2010, Théorème 
14.1) que l'ensemble vert(Perma(W) ) des sommets de Perma(W) pour le point 
générique a correspond exactement à la W -or bite de ce point (en part iculier 
1 vert (Perma(W))I = IWI ) et que chaque chambre de l'éventail de Coxeter 
contient exactement un sommet de Perma(W ). Ainsi, nous avons le théorème 
suivant : 
Théorèm e 1.2 .1. Nous pouvons associer bij ectivem ent à chaque sommet w(a) 
du permutaèdre Perma(W) l 'élément w de W 
Démonstration. Voir [(Borovik et Borovik , 2010) , Théorème 15.2]. D 
Dans leur art icle (Borovik et Borovik, 2010), A.-V. Borovik et A. Borovik montrent 
aussi que chaque arête du W-permutaèdre émanant du sommet a est dirigée par 
le négatif d 'une racine simple du système simple. Nous remarquons alors qu 'une 
facette Fa du W-permutaèdre contenant le sommet a appartient à un hyperplan 
engendré par l'ensemble 6. \ {a }, où a est la racine qui ne dirige aucune des 
arêtes de cette facette. Les facettes adjacentes à a sont alors en lien avec les 
sous-ensembles I := S \ {s}, pour t out s E S. Nous notons ces facettes Fa(s ). 
Comme un sous-groupe parabolique standard W 1 est un groupe de Coxeter fini , 
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son enveloppe convexe de la Wr-orbite de a est un permutaèdre : 
Perma(Wr) := conv{w(a) 1 w E Wr} . 
Celui-ci se trouve être une face de dimension II I de Perma(W) qui contient le 
sommet a. En fait , toute face de Perma(W ) de dimension k est un permutaèdre 
de la forme Perm w(a) (Wr) pour un w E W et un 1 Ç S de dimension k (Hohlweg, 
2012 , Proposit ion 2.1). 
1.2.2 Description du permutaèdre comme 7-l-polytope. 
ous voyons ici la représentation du permutaèdre comme intersection de demi-
espaces. Il nous faut alors définir des demi-espaces tels que les hyperplans qui les 
définissent contiennent les facett es de Perma(W) et dont l 'intersection est notre 
permutaèdre. 
Soit a un point générique de V. Sans perte de généralité, nous pouvons prendre 
a à l'intérieur de la chambre fondamentale C, c'est-à-dire que nous posons a = 
L:sES asWs avec as > 0 pour tout s E S. 
Rappelons que nous avons vu que les facettes de Perm w(a) (W) sont des permu-
taèdres Permw(a) (Wr ), tels que I = S \ { s} et w E W, à la fin de la §1.2.1. Les 
hyperplans qui supportent les facett es de Perma(W) sont ainsi les hyperplans en-
gendrés par les racines de w(6. \ {as}) passant par w(a), pour tout w E W Nous 
remarquons alors qu 'ils sont orthogonaux aux rayons w(vs) de l'éventail de Coxe-
ter & (Hohlweg et al., 2011 , Section 2.1) . Alors, pour tout rayon v := w(vs) de 
l'éventail de Coxeter nous définissons les demi-espaces clos 
H~ ={v EV 1 (v ,w(ws)) :S (a,ws) }, 
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pour w(v5 ) = k.w(w5 ) , avec k E JR+. Les hyperplans H~ définis par l 'égalité stricte 
cont iennent alors les facettes de Perma(W ). ous pouvons ainsi définir Perma(W) 
comme intersection de ces demi-espaces : 
n 
v rayons de [ 
Ceci est la tl-représentation du W-permutaèdre. 
Le cône normal associé à un sommet w(a) du permutaèdre Perma(W ) est alors le 
cône engendré par les vecteurs w(ws) pour s E S. ous avons donc que 
Théorème 1.2 .2. L 'éventail normal de Perma(W ) est l 'éventail de Coxeter. 
Pour plus de détails nous vous référons à (Hohlweg et al., 2011). 
D éfini ti on 1. 2. 3. Lorsque a = I:wE\7 w, (en part iculier , a appartient à la chambre 
C) nous dirons que Perma(W ) est équilibré et nous le noterons Perm(W ). Si de 
plus w0 (a) = -a, nous dirons que Perm (W ) est bien équilibré. 
Notons que le barycentre des sommets du W-permutaèdre bien équilibré est l 'ori-
gine. 
1.3 Réalisation de l'associèdre généralisé 
Dans cette section , nous nous familiarisons avec l'associaèdre généralisé, qui est au 
cœur du sujet principal de ce mémoire. Nous voyons la réalisation de ce polytope 
simple à part ir de la tl-représentation du permutaèdre Perma(W ) donnée par C. 
Hohlweg, C. Lange et H. Thomas dans (Hohlweg et al., 2011 ). 
L'idée de cette réalisation est d 'introduire une not ion convenable d'admissibilité 
de demi-espaces, et de n 'intersecter que les demi-espaces admissibles parmi ceux 
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intervenant dans la réalisation de Perma(W). Afin de définir cette notion d'ad-
missibilité, il nous faut introduire certaines classes particulières d'éléments de W. 
Tout d 'abord , il nous faut choisir un élément de W qui sera très important pour 
notre réalisation, appelé élément de Coxeter, et fixer une expression réduite de cet 
élément comme mot sur l'alphabet S. 
Définition 1.3.1. On dit que cE West un élément de Coxeter si c est le produit 
de toutes les réflexions simples de S dans un certain ordre et sans répétition. 
Exemple 1.3.1. Soit W = S4 et S = {r, s , t}. L'élément c = str est un élément 
de Coxeter de W, ainsi que rst. 
Remarque 2. Soit c E W un élément de Coxeter. Pour I Ç S, notons par C(I) le 
sous-mot de c ne contenant que les réflexions simples dans I. Alors , C(I) est un 
élément de Coxeter de W1 . 
Un élément de Coxeter fixé c E W nous permet de déterminer une expression 
réduite particulière de w0 : 
Définition 1.3.2. Soit c un élément de Coxeter, c une expression réduite de c, 
et w0 le mot le plus long de W. Il existe une unique expression réduite de w0 sur 
l'alphabet S, notée w0 (c) , telle que 
où chaque K i Ç S est non-vide, Kp Ç Kp- 1 Ç ... Ç K1 et f(wo) = L::f=1 1Kil· On 
appelle w0 (c) le c-mot de w0 . 
Exemple 1.3.2. Soit W = S4 , S = {r, s, t} . ous avons les c-mots de w0 suivants: 
wo(rst) = rst · rs · r = C(s)C(S\ {t})C(S\ {s,t} ) et wo(str) = str · str = C(s)C(S) · 
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Au fait de ces nouvelles défini t ions, nous pouvons maintenant introduire la notion 
de c-singleton : 
D éfinition 1.3.3. Soit c un élément de Coxeter et w E W. On dit que west un c-
singleton si un certain mot réduit pour w apparaît comme préfixe d 'un mot obtenu 
à part ir w0 (c) en considérant les relations de commutation entre les éléments de 
S. 
Exemple 1.3.3 . Soit W = S4 et c = rst un élément de Coxeter. Nous avons vu 
que w0 (c) = rstrsr. Les c-singletons sont: e, r, rs , rst , rsr, rstr , r strs , et rstrsr. 
Remarque 3. Nous observons que rsr n 'est pas un préfixe de w0 (c) ; cependant , 
comme les réflexions simples r et t commutent , il apparaît comme préfixe de 
rsrtsr. 
ous voilà en mesure de définir la notion de demi-espace c-admissible de la réa-
lisation du permutaèdre intervenant dans celle de l 'associaèdre généralisé. Pour 
cela , rappelons tout d 'abord la tl-réalisation de Perma(W) : Soit a un point à 
l 'intérieur de la chambre fondamentale C . Alors, 
n 
v rayon de E 
D éfinition 1.3 .4 . Soit c un élément de Coxeter. Un demi-espace 1{~ de Perma(W ) 
est c-admissible si l'hyperplan H~ qui le défini t cont ient au moins un sommet de 
Perma(W) qui est un c-singleton. 
Le c-associaèdre généralisé est obtenu à part ir de Perma(W ) en ne gardant que 
les c-demi-espaces admissibles : 
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Définition 1.3.5. Soit cE W un élément de Coxeter. Alors , 
Asso~(W) = n 
wEH~ 
w un c-s ing leton 
est appellé un c-associaèdre généralisé de W. 
ous avons le théorème suivant : 
Théorème 1.3.1. Soit c un élément de Coxeter de W et a un point à l 'intérieur 
de la chambre fondamentale C. 
1. Asso~ (W) est un polytope convexe simple de dimension 1.0..1 . 
2. vert(Asso~(W)) nvert(Perma(W)) = {w(a) 1 west un c-singleton}. 
Démonstration. Voir (Hohlweg et al., 2011 , Théorème 3.4). 0 
Chaque facette de Asso~ est contenue dans l'hyperplan définissant exactement un 
demi-espace c-admissible. Ainsi, le cône normal à un sommet w(a) que partagent 
Asso~(W) et Perma(W) est engendré par les vecteurs w(w5 ) , s E S tels que w 
est un c-singleton. Les cônes normaux aux sommets de Asso~(W) qui diffèrent de 
ceux de Perma(W) sont des unions de cônes de l'éventail de Coxeter. 
Dans (Hohlweg et al., 2011, section 3), les auteurs montrent le théorème suivant : 
Théorème 1.3.2. (Hohlweg et al. , 2011 , Théorème 3.4) L 'éventail normal de 
l'associaèdre généralisé est l 'éventail c-Cambrian. 
De plus, nous avons le lien suivant entre l'éventail normal de l'associaèdre géné-
ralisé et l'éventail de Coxeter : 
Théorème 1.3.3. (Reading et Speyer, 2009) L 'éventail c-Cambrian est un gros-
sissement de l'éventail de Coxeter E. 
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D éfinition 1.3 .6. Nous dirons que Asso~(W) est équilibré ou bien équilibré si 
Perma(W ) l'est (voir 1.2.3). On le notera alors Assoc(W ). 
On notera par s:Ba(c) le barycentre des sommets du c-associaèdre Asso~(W) et 
s:B ( c) si le c-associaèdre est (bien) équilibré. 
1.4 Complexes de sous-mots . 
Ainsi, nous avons vu la H-représentation de l 'associaèdre à part ir de celle du 
permutaèdre associé à tout groupe de Coxeter fini. Cependant , pour présenter sa 
V-représentation, il nous faut introduire une famille de complexes simpliciaux : 
les complexes de sous-mots. Avant de présenter la définit ion de complexe de sous-
mots, nous rappelons au lecteur de la définit ion de complexe simplicial. 
1.4. 1 Définit ion des complexes de sous-mots . 
D éfinition 1.4. 1. Un complexe simplicial sur un ensemble de points est une 
collection finie F d 'ensembles finis et non vides, telle que F E F et G Ç F 
entraîne G E F . Les éléments de F sont appelés des fa ces du complexe, et on 
dit que G est une fa ce de F siG Ç F. Une face maximale (c'est-à-dire, qui n 'est 
contenue dans aucune autre face) est appelée une f acette. La dimension d 'une face 
FE F est IFJ- 1, et une face de dimension 0 est appelée un sommet. Un complexe 
simplicial est pur si toutes ses facettes ont la même dimension. 
ous allons maintenant définir un complexe simplicial important associé à un 
élément w de W et à un mot Q contenant au moins une expression de w . 
Soit (W, S) un système de Coxeter fini et soit Q = q1q2 .. . qm un mot sur l'alpha-
bet S. Notons par [1 , m] := {1 , 2, ... , m } l 'ensemble des posit ions dans Q. 
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Définition 1.4.2. Soient Q = q1q2 ... qm E S* et w E W tel que Q contient 
une expression réduite de w comme sous-mot. On note par SC(Q, w) le complexe 
simplicial dont les faces de dimension k sont : F Ç [1 , m] telle que 
1. Q l[l,mJ\F est un sous-mot contenant une expression réduite de w 
2. IFI =k. 
On appelle ce complexe SC(Q, w) un complexe de sous-mots associé à Q et w. 
Remarquons que deux lettres de Q à des positions différentes peuvent-être les 
mêmes mais leurs positions sont bien distinctes dans SC(Q, w). Un sommet de 
SC(Q, w) est noté par la position d'une lettre dans Q . 
Une facette de SC(Q, w) est le complément de l'ensemble des positions qui forment 
une expression réduite de w dans Q. 
Exemple 1.4.1. Soient W = S3, S = { s, t} , Q = q1q2q3q4q5 = ststs. Prenons 
w = st . Alors l'ensemble des sommets de SC(Q, w) est {1 , 2, 3, 4, 5}. Comme 
q1 q2 = st = w, 1 'ensemble des positions { 2, 3, 5} est une facettes de SC ( Q, w). 
De même, comme q3q4 = q1q4 = w, nous avons que {1 , 2, 5} et {3, 4, 5} sont des 
facettes de ce complexe de sous-mots. En fait, ces 3 facettes sont les seules facettes 
de SC(Q,w). 
Exemple 1.4.2. Soient W de type B 2 , S = {s , t} , Q = ststst. Les ex-
pressions réduites de w0 sont stst et tsts. Alors les facettes de SC(Q) sont : 
{1 , 2} , {2,3},{3,4}, {4,5}, {5, 6}, et {1 ,6}. 
Exemple 1.4.3. Soient W =54 , S = {r , s, t} , Q = rstrstrsr. Prenons ici encore 
w = w0 . Du fait de l'expression de Q, on s'intéressera ici aux expressions réduites 
de w0 suivantes: rstrsr , srtstr , srtsrt , strstr , strsrt et stsrst. Alors {1 , 2, 3}, est 
une des quatorze facettes de SC(Q, w0 ). Les autres facettes sont données dans la 
Figure 1.2. 
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Figure 1.1 Complexe de sous-mots de SC(ststst , w0 ) pour W de type B2 
1 
6 2 
5 3 
4 
Figure 1.2 Réalisation de SC(rstrstrsr, w0 ) pour W = S4 . 
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Soient (W, S) un système de Coxeter fini et Q E S*. Nous définissons le produit 
de Demazure comme étant la fonction o : S* ---7 W telle que 
{ 
o(Q)s 
o(e) = e et o(Qs) = 
o(Q) 
si l(o(Q)s) = l(o(Q)) + 1 
si l(o(Q) s) = l(o(Q)) - 1. 
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Remarque 4. Comme son nom le suggère, o(Q) correspond au produit des lettres 
de Q dans l 'algèbre de Demazure de (W, S) ((Knutson et Miller, 2004, §3), pour 
plus de détails) . 
Remarque 5. A. Knutson etE. Miller dans les articles (Knutson et Miller , 2004) et 
(Knutson et Miller, 2005) soulèvent alors la question de complexes de sous-mots 
réalisables comme complexe de frontière de polytopes convexe. Ils montrent le 
théorème suivant : 
T héorème 1.4.1. Le complexe de sous-mots SC(Q, w) associé à un système de 
Coxeter fini (W, S) est homéomorphe à une sphère si et seulement si w = o(Q). 
Sinon c'est une boule. 
Pour la preuve de ce théorème nous vous renvoyons au Théorème 3. 7 dans (Knut-
son et Miller, 2004). 
Dans la suite de ce mémoire, nous considérerons uniquement les complexes de 
sous-mots sphériques, c'est-à-dire ceux tels que w = o(Q) , où o est le produit de 
Demazure. C. Ceballos, J .P. Labbé et C. Stump montrent dans (Ceballos et al. , 
2014a) que tout complexe de sous-mots sphérique est isomorphe à un complexe 
de sous-mots de la forme SC(Q, w0 ). ous nous intéresserons donc qu'aux cas où 
w = w0 et Q contient au moins une expression réduite de w0 . ous écrirons alors 
SC(Q) au lieu de SC(Q, w0 ) pour simplifier les notations. 
Observons que les Exemples 1.4.2 et 1.4.3 sont sphériques car w = w0 . 
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1.4.2 Facettes et flips 
Remarquons que le fait que SC( Q) soit homéomorphe à une sphère implique que 
si F est une facette de SC(Q), alors pour tout sommet fE Fil existe un unique 
g E Q \ F tel que (F \ {!} ) U {g} est aussi une facette de SC( Q) (pour plus de 
détails, voir (Ziegler , 1995, Chapit re 8) ). 
On appellera cette action de remplacement d 'un sommet un fi ip 1 entre deux 
facet tes adjacentes. Par unicité de f E F et g E G , nous noterons le fi ip de f E F 
pour g E G par F --t G. 
Nous pouvons alors représenter ces fiips à l 'aide d 'un graphe connexe: considérons 
l 'ensemble des facettes F de SC(Q). Soit alors F une facette et f E F . On notera 
une arête entre F et G E F si F \ {!} = G \ {g} , pour gE G. 
Figure 1.3 Graphe des fiips de SC(ststst ) pour W de type B2 . 
{ 1,2} 
{1 ,6} {2,3} 
{5,6} {3,4} 
{4,5} 
Exemple 1 .4.4. Nous présent ons dans la Figure 1.3 le graphe des fiips de 
l'Exemple 1.4.2. ous choisissons la facette F = {1 , 2} dans la liste et notons 
1. À défaut d 'avoir trouver un terme français adéquat. 
Figure 1.4 Graphe des :flips de SC(rstrstrsr ) pour W = 8 4 . 
/ 
{1 , 2,9} 
/ 
/ 
/ 
1 
/ 
{6,8,9} ..----_,.__{,6, 7,8} 
1 
1 
1 
1 
1 
1 
,/~~'-4 "'91 --- - ---- - - ----- - -- {2,3,4} 
{5, 6, 7} 
{3,5, 7} 
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en bleu le sommet f = 1. Comme G = {2, 3} est la facette obtenue de F par le 
flip de 1 pour 3, nous avons donc une arête entre {1 , 2} et {2, 3} . De même, en 
orange, nous avons le flip entre {1 , 2} et {1 , 6} . 
Remarque 6. Constatons que pour construire ici le graphe des fiips, nous avons 
besoin de déterminer F , l'ensemble des facettes de SC(Q), ce qui peut s 'avérer être 
long. Comme nous travaillons avec des systèmes de Coxeter , nous allons définir à 
part ir de la combinatoire des racines un nouvel outil nous permettant de construire 
ce graphe par un processus itératif en ne considérant qu 'une facette init iale. ous 
le verrons dans le chapitre suivant. 
Les graphes de flips donnés aux Figures 1.4 et 1.3 sont les 1-squelettes des duaux 
des complexes SC(Q). En particulier , le graphe de la Figure 1.4 semble être com-
binatoirement équivalent à l'associaèdre Assorstrsr(W) pour W = 84. On peut se 
demander quelles sont les condit ions pour que les duaux des complexes SC(Q) 
aient une réalisation polytopale dans V et dans quels cas ceux-ci sont des associa-
èdres associés à leur groupe respectif. ous apportons les réponses à ces questions 
dans les prochains chapitres. 
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1.4.3 Opération sur les mots e~ complexes amassés 
Dans (Ceballos et al., 2014a), les auteurs utilisent les complexes de sous-mots 
afin de donner une description combinatoire des complexes amassés introduits 
dans (Fomin et Zelevinsky, 2002). À un élément de Coxeter e E W, ils associent 
le complexe de sous-mots SCc := SC(cw0(c), w0 ) et montrent que celui-ci est 
isomorphe au complexe c-amassé associé à W. Pour ce faire, ils introduisent deux 
opérations sur les mots qui laissent invariants les complexes de sous-mots associés : 
la transposition de lettres consécutives commutative et la rotation. 
Proposition 1.4.2. (Ceballos et al. , 2014a, Proposition 3.8) Si nous pouvons 
obtenir le mot Q' à partir de Q en inter-changeant des lettres consécutives com-
mutatives, alors SC(Q) est isomorphe à SC(Q' ). 
Proposition 1.4.3. (Cebal los et al. , 2014a, Proposition 3.9) Soit cp : S ---7 S 
l 'involution qui envoie s sur w01 sw0 . Nous définissons la rotation du mot Q = 
q1 .. . qm comme étant le mot Q0 := q2 ... qmc/Y(q1 ). Alors, les complexes de sous-
mots SC( Q) et SC( Q0 ) sont isomorphes. 
Remarquons que dans le cas où Q = cw0 (c), nous avons la proposition suivante : 
Proposition 1.4.4. (Ceballos et al. , 2014a, Proposition 4 .3) Soit c E W un 
élément de Coxeter, s E S la première lettre d'une expression réduite de e, et 
w0 (c) lee-mot de w0 . Alors (w0 (c))0 est le ses-mot de w0 . 
Donc, la Proposition 1.4.3 induit le résultat suivant : 
Corollaire 1.4.5. Soit s la première lettre de c et une expression réduite c' du 
mot e' :=ses. Alors SCc est isomorphe à SCc'. 
Rappelons que nous avons la définition suivante : 
------ --------- -
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Définition 1.4.3. Deux polytopes sont combinatoirement équivalents s'il existe 
un isomorphisme d'ensembles ordonnés entre leurs ensembles de faces respectifs. 
Remarquons qu 'une équivalence combinatoire entre deux polytopes Pet Q existe 
dès qu 'on trouve une bijection entre les ensembles de sommets de Pet de Q sous 
laquelle correspondent les ensembles de sommets des faces de Pet de Q. (En fait , 
on peut restreindre notre attention aux sommets et aux facettes ; voir (Ziegler , 
1995, §2.2) .) Nous disons qu 'un polytope P réalise un polytope Q si Pet Q sont 
des polytopes combinatoirement équivalents. 
Dans ce mémoire nous nous questionnons sur les conditions de réalisation du com-
plexe de sous-mots afin de montrer que SCc est réalisé par le polaire du polytope de 
briques qui se trouve être une réalisation par enveloppe convexe de l'associaèdre 
généralisé Assoc(W). Ainsi, nous récupérons l'isomorphisme déjà connu dans la 
littérature entre l'associaèdre généralisé Assoc(W) et le c-complexe amassé sans 
passer par l'étude de leurs éventails. 

CHAPITRE II 
RACINES ET COMPLEXES DE SOUS-MOTS 
Rappelons que nous avons Q = q1q2 ... qm un mot sur l'alphabet S contenant une 
expression réduite de w0 et que l 'on considère le complexe de sous-mots sphérique 
SC(Q, w0 ) , que l'on note SC(Q). Nous avons vu dans le premier chapitre que le 
1-squelette du dual de ce complexe est le graphe des fl.ips. En particulier , lorsque 
Q = cw0 (c), nous obtenons le graphe de l'associaèdre généralisé correspondant. 
ous étudions dans ce chapitre deux notions qui sont déterminantes pour la réali-
sation polytopale de SC ( Q) que nous verrons dans le chapitre suivant : la fonction 
racine et la configuration de racines. La notion de fonction de racine nous permet 
d 'étudier les faces de SC(Q) et de déterminer le graphe des fiips de SC(Q) à 
partir d 'une unique facette de ce complexe. La configuration de racines, qui est 
un raffinement de la fonction racine, nous permet d 'étudier plus en profondeur le 
graphe des fl.ips de SC(Q) et de donner une caractérisation du mot Q pour que 
le complexe de sous-mots SC(Q) soit réalisable par le polaire d 'un polytope dont 
le 1-squelette est le graphe des fl.ips. Cette dernière application de la not ion de 
configuration de racines sera vue dans le Chapitre 3. 
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2.1 Racines et fiips. 
ous présentons ici une notion introduite parC. Ceballos, J.-P. Labbé et C. Stump 
dans (Ceballos et al., 2014b) : la fo nction racine d 'un complexe de sous-mots. 
ous montrerons que l'on peut , grâce à la fonction racine, construire le graphe 
des fiips à part ir d 'une seule facette donnée de SC( Q) et des racines qui lui sont 
associées. 
Définition 2.1.1. Soit Q = q1q2 .. . qm, un mot sur l 'alphabet S tel que SC(Q) est 
un complexe de sous-mot sphérique. À une facette F de SC( Q) et à une posit ion 
k E [1, m] correspondant à une let t re de Q on associe une racine comme suit : 
où Ql [l,k- lJ\F est le sous-mot de Q obtenu en ne prenant que les lettres aux posi-
t ions [1, k - 1] \ F. Rappelons que le mot vide est noté par e. 
Exemple 2.1.1. Comme dans l 'Exemple 1.4.2, considérons W de type B 2 et Q = 
ststst . Considérons pour ce groupe le système simple suivant : 6. = {as = 
v'2e1 , Œt = e2 - e1} Nous avons vu que {2, 3} est une facette de SC(Q). ous 
avons pour cette facet te les racines suivantes : 
rQ({2, 3} , 2) = Ql [l]\{2,3} = ql (aq2 ) = s(at) =at + V2as = rQ({2, 3} , 4), 
rQ( {2, 3} , 3) = Q l[2]\{2,3} = ql (aq3 ) = s(as) = - as, 
rQ( {2, 3}, 5) = qlq4(aq5 ) = st(as) = as + J2at 
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Exemple 2.1.2. Reprenons l 'Exemple 1.4.3 où W = S4, Q = rstrstrsr et w = 
w0 . Nous avons vu que {1 , 2, 3} est une facette de SC(Q, w0 ) = SC(Q). Nous avons 
les racines suivantes, associées à cette facette et aux sommets 1, 2, 3, 4 et 9 : 
rQ( {1 , 2, 3} , 1) = Ql0\{1,2,3} (aqJ = e(aq1 ) = ar; 
rQ( {1, 2, 3} , 2) = Ql{l}\{1,2,3}(ag2 ) = e(ag2 ) =as; 
rQ({1,2,3} , 3) = Ql{l,2} \{1,2,3}(ag3 ) = e(ag3 ) =at; 
rQ( {1, 2, 3} , 4) = Ql{l,2,3}\{1 ,2,3}(aqJ = e(aq4 ) =ar; 
rQ( {1, 2, 3}, 9) = Q l[1,8]\{1,2,3}(ag9 ) = Ql{4,5,6,7,8}(ag9 ) = rstrs(ar) =at· 
On p eut remarquer ici que (rQ( {1 , 2, 3}, k))kE{l ,2,3} =(ar, as, at)· 
ous donnons les racines rQ( {1 , 2, 3} , k) pour k E {5, 6, 7, 8} dans le Tableau 3.1. 
Remarque 7. S'il n'y a pas d'ambiguïté par rapport au mot Q, nous noterons 
r(F,!) au lieu de rQ(F, !). 
Définition 2.1.2. Soit F une facette de SC(Q). On note par .CQ(F) la liste des 
racines associées à F : 
.CQ(F) = (r(F, k))kE[l ,m] 
Si nous considérons W et a comme dans l 'Exemple 2.1.1 , nous obtenons alors : 
ous venons de voir que nous pouvons associer à une facette F de SC( Q) une 
liste de racines .CQ(F). Nous allons maintenant étudier comment, à partir de cette 
liste, nous pouvons trouver les facettes de SC( Q) adjacentes à F. 
Théorème 2.1.1. Soit F une fa cette d'un complexe SC(Q) sphérique. Si fE F, 
alors il existe un unique sommet g E [1 , m] \ F tel que r(F, g) E {±r(F, f)} . De 
plus, G = (F \ {!}) U {g} est une fa cette de SC( Q) qui est adjacente à F. 
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Corollaire 2.1.2. Soit G une fa cette de SC( Q) adjacente à F , c 'est-à dire qu 'il 
existe fE F et g E G tels que F \ {f} = G \ {g} . Alors g est l 'unique sommet 
dans [1 , m] \ F tel que 
{ 
r (F , f) E <[> + 
r (F, g) = 
-r(F, J) E <I> -
si f < g, 
si g < f. 
Remarque 8. Remarquons que si nous considérons une facet te F et f E F, g tf. F 
tel que r(F , J) = r (F , g) , alors le résultat précédent nous assure, en considérant 
G = F \ {f} U {g} , que f < g. 
Afin de démontrer ces résultats, nous int roduisons les deux propositions qui vont 
suivre. 
Dans l'Exemple 2.1.2, nous voyons que r( {1, 2, 3}, 1) = r ( {1 , 2, 3} , 4). Le théorème 
précédent nous permet de conclure qu'il y a un fl. ip du sommet 1 pour le sommet 
4. Alors {2, 3, 4} est une facette de SC(Q) et elle est adjacente à {1 , 2, 3}. Nous 
voyons aussi, dans cet exemple, que r( {1 , 2, 3}, 3) = r( {1 , 2, 3}, 9) = at. Nous en 
concluons que les facettes {1, 2, 3} et {1 , 2, 9} sont adjacentes. 
De manière générale, le théorème précédent nous permet de connaître toutes les 
facettes adjacences à une facette F donnée de SC( Q) à part ir de sa liste de racines 
associées L Q(F). Ainsi nous pouvons construire par itération le graphe des flips 
à part ir de cette facette. Pour cela il nous faut par contre calculer les listes de 
racines associées aux facettes adjacentes à F , un exercice qui peut-être fastidieux. 
La proposition suivante rend le t ravail plus agréable. 
Proposition 2.1.3. Soient F et G deux facettes adjacentes de SC(Q) par le fiip 
de f E F pour g E G . L 'application r(G , .) est obtenue de l 'application r (F , .) 
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par : 
r(G, k) = { Sr(F,f)(r(F,k)) si min(f,g) < k ~ max(f,g) , 
r(F, k) sznon. 
Démonstration. Supposons sans perte de généralité que f < g. 
Comme Ql [l,m]\F = Ql [l,k-1]\F·QI [k,m]\F = Wo , nous avons que : 
Alors les racines r ( F, k) et r ( G, k) sont égales tant que F et G coïncident sur 
l'intervalle [1, k- 1] si k ~ fou sur l'intervalle [k, m] sig < k. 
Dans le cas où f < k ~ g, on a que : 
Or, comme ws13 = ws13w-1w = Sw(f3) W, nous obtenons que : 
0 
Remarque 9. Soient F et G des facettes de SC(Q) telles que G = (F\ {!}) U {g}. 
Alors r(F, f) = -r(G, g) . En effet: 
- Si f < g; par le Corollaire 2.1.2, r(F, g) = r(F,f). Or par la Proposi-
tion 2.1.3, r(G, g) = Sr(F,f)r( F,g). Donc r(G,g) = -r(F,f). 
- Si g < j , par le Corollaire 2.1.2 , r(F, g) = -r(F, !) et par la Proposi-
tion 2.1.3, r(G, g) = r(F, g). Donc r(G, g) = -r(F, f) . 
Un fiip de F vers G est donc caractérisé par une racine r(F,!) = -r(G, g). 
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Nous pouvons de ce fait définir la not ion suivante : 
Définition 2.1.3. Soient F et G deux facettes de SC(Q) telles que G = (F \ 
{f}) U {g} et F ----+ G le flip de f pour g. On notera la racine associée à ce fiip 
Œ(F,G) := r(F , j ). 
Du fait des résultats que nous avons préalablement montrés, nous avons alors un 
moyen facile de déterminer les listes de racines associées aux facettes adjacentes 
à toute facette de SC(Q) et ainsi, de construire le graphe des flips de SC(Q). 
Exemple 2.1.3. Pour construire la Figure 3.2 , nous sommes partis de la facette 
F = {1 , 2} et de sa liste de racines, qui est notée au-dessus. ous avons choisi 
de noter en bleu le sommet f = 1 de cette facette ainsi que la racine qui lui est 
associée. En orange, nous avons mis en évidence l'unique racine r(F, g) telle que 
r(F, g) = ±r(F, !). Ce g est la position qui détermine le flip F ----+ G . Dans ce 
cas, on a donc G = {2, 3}. 
ous avons étiqueté l'arc de F vers G par f- g. 
Finalement , les racines encadrées en gris sont les racines r(F, k) = r(G, k) pour 
max(f, g) <kou k ~ min(f, g) , et nous avons annoté par Sr(F,J) les arêtes de ce 
graphe afin de mettre en évidence comment s'obtiennent les racines r(G, k) telles 
que min(f, g) < k ~ max(f, g) (voir Proposition 2.1.3). 
ous répétons ce processus à chaque facette ainsi obtenue afin d'obtenir la Fi-
gure 3.2. 
Il nous reste à démonter le Théorème 2 .1.1 et son corollaire. À cette fin, il nous 
faut présenter le résultat suivant : 
Proposition 2.1.4. Soit F une facette de SC(Q). Alors l 'application 
r ( F, · ) : k r----+ r ( F, k) 
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est une bijection entre le complément de F dans [1 , m] et <I>+. En fait, nous avons 
que 
L rQ(F, k) = L {3 . 
k~F fie~+ 
Démonstration. Choisissons {3 E <I>+. Comme Q[1,mJ \F est une expression réduite 
de w0 et que (w0) - 1 = w0 , nous avons que (Q[1,mJ \F)-1({3) = w0 ({3) E <I>-. 
Il existe alors un unique k E [1 , m] tel que (Q[1,k-1]\F) - 1({3) E <I>+ et 
qk(Q[1,k-1J\Ft1({3) E <I>-. Comme r(F, k) = (Q[1,k-1J \ F)aqk , nous avons que 
cxqk = (Q[1,k-1]\F) - 1(r(F, k)). ous avons alors CXqk = (Q[1 ,k- 1]\F)-1({3) par la 
Proposition 1.1.1 et donc {3 = r(F, k). ous avons donc que r(F, .) l[1,mJ\F est 
surjective. 
De plus, comme <I>+ et le complément de F dans [1, m] ont la même cardinalité, 
.e(w0 ) , on en conclut que r(F, ·) est bijective. 0 
Démonstration du Théorème 2.1.1 et du Corollaire 2.1. 2. Le Théorème 2.1.1 et 
son corollaire sont une conséquence directe de la Proposition 2.1.3 et de la Pro-
position 2.1.4 : quand nous enlevons f de F, nous avons à ajouter la position 
g ti- F de manière à ce que la fonction racine continue d 'envoyer le complément 
de (F\ {!}) U {g} sur <I>+ ce qui entraîne que r(F, g) = r(F, j) , si r(F,J) E <I>+, 
ou r(F, g) = Sr(F,f)r(F,j) = -r(F, j) si r(F, j) E <I> - . 
0 
Remarque 10. En ne considérant que les complexes de sous-mots sphériques, nous 
nous assurons de l'existance de fl.ips entre facettes. Les résultats précedents nous 
permettent de décrire ces fl.ips. 
,--------------------------- · - -
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2.2 Configuration de racines. 
Nous avons vu qu'il existe une bijection entre l'ensemble des racines {r(F, f) If tf: 
F } et cï>+. Qu'en est-il du sous-ensemble {r(F, f) If E F } de l'ensemble des racines 
associées à F ? 
L'étude de la notion de fonction de racines à été poursuivie dans (Pilaud et Stump, 
2015a). À cette fin , ils introduisent la notion de configuration de racines que nous 
allons présenter dans cette section. Celle-ci s'avère être un outil important pour 
l'étude de la réalisation polytopale de SC( Q) comme nous le verrons par la suite. 
Définition 2 .2.1. Soit F une facette de SC( Q) . La configuration de racines de la 
facette F est le mult i-ensemble de toutes les racines associées aux éléments de F. 
R(F) := { {r(F, f)l fE F}} 
Exemple 2 .2.1. Reprenons notre exemple où W = S4 et Q = rstrstrsr. Alors , 
R({1 , 2,3}) = {{r ({1 , 2, 3} , f)lf E {1,2 , 3}}} 
= {r({1 , 2, 3} , 1) , r({l ,2, 3} , 2) , r({l,2 , 3},3)} 
La configuration de racines encode des propriétés importantes de la facette F. 
Dans un premier temps, nous pouvons voir que toute facette F de SC( Q) peut 
être reconstruite à partir de la configuration de racines. En effet , nous avons le 
lemme suivant : 
Lemme 2.2.1. Le multi-ensemble R(F) caractérise F pour toute fa cette F de 
SC(Q) : si nous avons deux fa cettes F et G de SC(Q) telles que R(F) = R(G) , 
alors F = G. En d'autres termes, R est une fonction injective. 
- - ----------- -------------
~- ------------ ------------- ----------- ----
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Démonstration. Considérons F et G deux facettes distinctes de SC(Q) , et f le 
premier élément de la différence symétrique F !J.G = { F\ G} U { G\ F} et supposons 
qu'il est dans F \ G. Posons a := r(F, f) et supposons que a E <ï>+. Alors, 
r(F, k) = r(G, k) pour tout 1 :S k :S f. En effet , r(F, k) dépend de [k- 1] nF et 
comme f est le premier élément de F !J.G, [ k- 1] nF = [ k- 1] n G. En particulier, 
r(F, f) = r( G, f). Or, si on suppose qu 'il existe g E G tel que r(G, g) = a , la 
Remarque 8 nous assure que g est plus petit que f. On a donc que toutes les 
occurrences de a dans R( G) sont obtenues à partir de positions avant f. Ainsi , 
a apparaît au moins une fois de plus dans R(F) que dans R(G) . Donc R(F) =!= 
R(G). D 
Remarque 11 . À partir de la discussion qui précède et un peu de travail, on peut 
démontrer que l'on peut reconstruire la facette F à partir de l'ensemble de racines 
R(F). En effet, pour reconstruire F, il suffit de suivre un processus itératif en 
scannant le mot Q de la manière suivante : Soit R(F) un ensemble de racine. 
Partons de la position 0 dans Q. Posons F0 = 0, la face vide, et R0 = R(F) . 
En position k, on peut déterminer la nouvelle face Fk à partir de Fk-l et Rk à 
partir de Rk- I comme suit : 
- si Ql [l,k- 1]\F~o _ 1 (aq") E Rk- 1 alors Fk = Fk- 1 U{k} et Rk = Rk- 1 \ {r(Fk-1 , k)}, 
- sinon Fk = Fk- 1 et Rk = Rk- 1· 
Alors F est la facette Fm obtenu à la fin de cette procédure. 
Exemple 2.2.2. Considérons W = S4 , Q = rstrstrsr et l'ensemble {ar , as + 
at, - a s} := Ro. Déterminons la facette F de SC(Q) telle que R0 = R(F). Posons 
Fo = 0. 
- Comme QI0\Fo(aqJ =ar appartient à Ro , nous avons que F1 = Fo U{1} et 
R1 =Ro\ {ar}={as +at, - as }· 
- Comme QI [1,2- 1]\F2 _ 1 (aq2 ) =as tJ. R1 , F2 = F1 et R2 = R1 . 
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- Comme QI [1,3_ 1J\F3 _ 1 (aq3) = s(at) = as+ at appartient à R2 , nous avons 
que F3 = F2 U {3} = {1 , 3} et R3 = R2 \{as+ at}= {-as}· 
- En suivant le même processus , nous obtenons que F4 = F5 = F6 = F3 et 
que R4 = R5 = R6 = R3. 
Comme QI [1,7- 1]\F7-1 (aq7) 
{1 , 3, 7} = F. 
-as appartient à R6 , nous avons que F7 
De plus, par la Proposition 2.1.4 , nous savons que si QI [1,k-1J\Fk_ 1 ( ak) E <r>-, alors 
k E F. Donc, ce processus nous permet de reconstruire F en ne connaissant que 
les racines R(F) n <r>+. En effet, si l 'on considère R0 égal à R(F) n <r>+, alors F sera 
obtenue en suivant un processus similaire à celui donné plus haut en considérant 
que Fk = Fk- 1 U{ k} si Ql [1,k- 1]\Fk_ 1 (aqk) E Rk- 1 ou Ql [1,k-1] \Fk-l (aqk) E <r>-. 
De manière similaire, en scannant Q de droite à gauche, nous pouvons reconstruire 
Fen ne connaissant que les racine négatives de R(F). 
La configuration de racines est donc un outil très riche dans l'étude de ces com-
plexes de sous-mots sphériques. ous verrons dans les sections suivantes d 'autres 
de ses propriétés importantes. 
2.3 Restriction aux sous-groupes paraboliques. 
ous allons voir que la fonction racine est compatible avec la restriction aux sous-
groupes paraboliques standards des complexes de sous-mots sur (W, S). 
Rappelons ici que si I Ç S, (W1 , I ) est un système de Coxeter dont les racines 
simples sont D,. 1 = {as 1 sEI}, voir la Proposition 1.1.5. 
Proposition 2.3.1. Soit F une facette du complexe SC(Q) et soit I Ç S. Consi-
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dérons l'ensemble F F,I des facettes G de SC(Q) telles qu 'il existe un chemin 
F1 = F --+ g --+ · · · --+ Fn = G 
dans le graphe des .fiips de SC( Q) pour lequel les racines associées aux .fiips vérifient 
o:Fj,FH 1 E vect( 6.1) n <I> = <I> 1. Ces facettes qui définissent un complexe simplicial 
que nous noterons CF,1 (Q) , partagent toutes un même sous-ensemble de sommets. 
Démonstration. Soient F et I C S tels que dans l'énoncé de la proposition. Soit 
XF l'ensemble des positions k E [1 , m] telles que r(F, k) E <I>1 . Considérons une 
facette G = (F \ {f}) U {g} adjacente à F par un fiip F --+ G de racine O:(F,C) 
appartenant à <I> 1 . Intéressons nous à .LQ( G) la liste de racines de G. Par la 
Proposition 2.1.3, nous avons que r(G, k) E V1 pour toute position k de XF. 
En effet, comme f , k E Xp, r(F, f) et r(F, k) sont éléments de <I> 1 . De manière 
complémentaire, si k n 'appartient pas à XF , r(G , k) n 'est pas dans <I>1 . Donc Xc= 
XF pour tout GE F F,I_ Alors, par définition de FFJ , nous avons que l'ensemble 
F \ XF des sommets de F dont les fiips ne sont pas dans <I>1 appartient à toute 
facette G de FF,I et que les autres sommets de G appartiennent à l'ensemble XF. 
Ainsi, les facettes G E F F,I définissent bien un complexe simplicial et partagent 
entre elles l'ensemble de sommets F \ Xp. 
D 
Exemple 2.3.1. ous considérons W = S4 , SC(Q) = SC(rstrstrsr) et I = {r , s }. 
Considérons la facette F = {2, 4, 9}. En se reportant au tableau de racines de 
SC(rstrstrsr) (voir le Tableau 3.1) , nous observons que l'ensemble des positions 
k E [1, 9] telles que r( {2, 4, 9} , k) E <I>1 est XF = {1, 2, 4, 6, 8}. Comme nous avons 
que XF nF = {2, 4}, alors G = { 4, 6, 9} et H = {1, 2, 9} sont des facettes de 
CF(Q). De plus, comme Xc = XH = XF , Xc n G = { 4, 6} et XH n H = {1, 2} , 
nous avons que {1, 8, 9} et {6, 8, 9} sont aussi des facettes de CF,1(Q). Comme 
44 
les facettes précédemment trouvées sont les seules facettes de SC( Q) contenant 
F \ Xp = {9} , nous avons que Cp,!(Q) = {F, G, H, {1 , 8, 9} , {6, 8, 9} }, qui est un 
complexe simplicial dont les facettes contiennent le sommet {9}. 
Soit w0,r le mot le plus long du sous-groupe parabolique W1 de W. Nous allons 
voir qu'il existe un complexe de sous-mot SC( Q') := SC( Q' , w0,r) d'un mot Q' sur 
l'alphabet I qui est isomorphe au complexe Cp,1 (Q ). En fait , nous allons construire 
le mot Q' à part ir d 'une facette F de SC( Q) et de sa liste de racines comme suit : 
Soit F une facette de SC(Q), .CQ(F) = ({31 ,{32 , ... ,f3m) la liste de racines associées 
à F , et I Ç S. Considérons la sous-liste L (Q,I)(F) := (f3ip {3i2 , ... , f3i p) des racines 
associées à F qui appart iennent à <I> 1 , et F' l 'ensemble des positions j E [1 , p] telles 
que ij E F. Construisons un mot Q' = q~ q~ .. . q~ sur l'alphabet I de la manière 
suivante : 
otons Q~ le mot vide. Pour 1 :::::; j :::::; p, Qj = q~ q~ . . . qj où qj = sai tel que 
Ci.j = (Qj_1b ,j-1J\F') - 1({3ij ), f3ii E L (Q,I)(F). Alors Q' sera le mot donné à la fin 
de cette procédure. C'est-à-dire Q' = Q;. 
Remarque 12. ous cherchons ici à construire Q' de telle sorte que L Q' (F' ) soit 
égale à L (Q' ,I)(F) , c'est-à-dire que RQ'(F' ) = RQ(F) n <!>1 . 
ous prouvons l'existence de ce mot par la suite mais commençons par en voir un 
exemple. 
Exemple 2. 3. 2. ous avons vu à l 'Exemple 2.3.1 que pour la facette F = {2, 4, 9} 
de SC(rstrstrsr) , nous avons pour I = {r, s} : 
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Comme Fn {1, 2, 4,6,8} = {2, 4}, alors F' = {2, 3}. 
Construisons le mot Q' : Soit Q~ = e. Q~ = q~ est tel que q~ = Sa 1 où a 1 est la 
racine a1 = (Q~I0\F' )- 1 (,61) = e(ar) = ar. Donc Q~ = r. 
Ensuite, Q~ = q~ q~ = rq~ est tel que q~ = Sa2 , où a2 est la racine a 2 
(Q~I[l,2- l]\F')- 1 (,62 ) = r(ar +as)= as. Donc Q~ = rs. 
Puis, Q~ = q~ q~q~ = r sq~ est tel que q~ = Sa3 , où a3 est la racine a3 
(Q~I[l,3- l]\F't 1 (,64 ) = r( - ar) = ar . Donc Q~ = rsr. 
Sa4 , où a4 est la racine 
Enfin, Q' = Q~ = q~ q~q~ q~ q~ = r sr sq~ est tel que q~ = Sa5 , où a 5 est la racine 
Œs = (Q~I [l,5- l]\F')- 1 (,6s) = sr(as) = Œr· Donc Q' = rsrsr. 
Il nous faut maintenant nous assurer de l'existence de ce mot Q' pour tout corn-
plexe de sous-mot SC(Q). 
Proposition 2.3.2. Soient F une facette de SC(Q) et I Ç S. Considérons F ' et 
Qj_1 tels que définit précédemment. Alors : 
- aj = (Qj- ll[l,j-l]\F')-1(,6ii) E !J.f. 
- Q' = Q~ est un mot sur I . 
Démonstration. 1. Supposons que ,6ij = r(F, i) = Ql [l,i- l]\F(aqJ est une ra-
cine positive. Posons Ql [l,i-1]\F := wi et Qj_1l[l,j-1J\F' := wj. Considé-
rons alors N(wi) l'ensemble d 'inversion dewi· Remarquons que N(wi) = 
{QI [l,k-lJ(aq/ç) 1 k E [1 , i - 1] \ F} , c'est-à-dire que N(wi) = {,Bk 1 k E 
[1 , i- 1] \ F}. Alors, par construction N(wi) n <T?1 = N(wj). Remarquons 
que N(wi+l) = N(wiqi) si i tf. F et N(wi+1 ) = N(wi) si i E F. 
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Or, si i tt F , N(wi qi) = N(wi) Uwi(aqJ = N(wi) U {r (F, i )} . Mais r(F, i ) = 
(Jij E <Pr. Donc N(wH1)n<Pr = (N(wi)n<Pr)U{r(F, i )} = N(wj)u {r(F, i)} . 
Il existe donc a E 6.r tel que a = (wj) - 1(Jij' De plus, dans le cas où ij E F 
nous avons que j E F ' donc que N(wi+l ) n <Pr = N( wi ) n <Pr = N (wj ). 
2. Supposons maintenant que (Jii est une racine négative. ous avons déjà 
vu que cela signifie que i appartient à F par la Proposition 2. 1.4. Dans 
ce cas, nous considérons la facette G obtenue à part ir du fiip de i pour le 
sommet i' t el que i ' < i. Ainsi r (G , i ' ) = - r(F , i ) = - (Ji j est positive et par 
la Proposit ion 2.1.3 nous savons que r(G, k) appartient à <Pr pour toutes 
les positions i E [1, m] telles que /3i E <P r , et uniquement celles-la. Alors, 
aj = Qj_1 l[l ,j-1]\G' (Iii) , avec G' construit à part ir de G de la même 
manière que F' l 'est à part ir de F. Ainsi en nous rapportant au cas où 
'"Yij = r (G , i) = -r(F , i) est posit ive, nous pouvons appliquer de nouveau 
le cas 1. qui est indépendant du cas 2. et donc aj appartient à 6.r . 
Ainsi, nous venons de voir que pour tout j E [1, p], aj appart ient à 6.r . l ous lui 
associons donc un élément de I et ainsi le mot Q' est un mot sur I . D 
Proposition 2.3 .3. Soit F une fa cette du complexe SC( Q) et soit I Ç S. Le 
mot Q' sur l 'alphabet I tel que nous l 'avons construit précédemment définit un 
complexe de sous-mot SC (Q') qui est isomorphe au complexe CF,r(Q). 
Démonstration. ous avons vu que les facettes de C F,I ( Q) ont caractérisées par 
l'ensemble X F := {k E [1,m]l r (F, k) E <Pr}. Or, il est clair que cet ensemble 
est équipotent à L (Q ,I)( F ). La Remarque 12 nous assure donc que cette bij ection 
induit un isomorphisme entre CF,r(Q) et SC(Q'). 
D 
Exemple 2.3 .3. Soient W = S4 , SC(Q) = SC (rstrstrsr) , I = {r , s} et considé-
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rons la facette F = {2, 4, 9}. Nous avons vu à l'Exemple 2.3.2 que F' = {2, 3} et 
Q' = rsrsr. Le complexe SC(Q') possède 5 facettes tandis que le complexe CF,I(Q) 
a pour facettes {2, 4, 9} , {1 , 2, 9} , {1, 8, 9} , {6, 8, 9} et { 4, 6, 9}. 
Remarque 13. Remarquons que dans l'Exemple 2.3.2, Q' #- Ql 1 . Il nous faut 
vraiment connaître les racines de Faux positions ij E [1 ,p] afin de déterminer le 
mot Q'. 
2.4 Complexe de sous-mot à configuration de racines indépen-
dante. 
Rappelons que nous cherchons à savoir dans quel cas le complexe de sous-mots 
a une réalisation polytopale dont le 1-squelette est isomorphe au graphe des fiips 
de ce complexe. Pour cela, il faudrait que la configuration de racines engendre 
tout V. ous voyons ici que lorsque la configuration de racine est linéairement 
indépendante, nous pouvons toujours nous ramener à cette situation. 
Proposition 2.4.1. Soit SC( Q) un complexe de sous-mots sphérique. Alors toutes 
les configurations de racines sont soit simultanément des bases de l'espace vectoriel 
V, soit aucune ne l'est. 
Démonstration. Soit F une facette de SC(Q). Supposons que la configuration de 
racines de F est une base de V. Par la Proposition 2.1.3, nous avons que pour 
une facette G adjacente à F par le fiip de f pour g, r(G, k) = r(F, k) ou bien 
r(G, k) = Sr(F,J)r(F, k) . Comme r(F,!) et r(F, k) sont linéairement indépendante 
pour toute position k de F , les racines de R(G) de la forme Sr(F,f)r(F, k) sont une 
combinaison linéaire de racines r(F, k) et r(F, !). Ainsi, elles sont linéairement 
indépendantes entre elles. De plus, les racines de R(G) de la forme r(G, k) = 
r(F, k) ne sont pas des combinaisons linéaires des racines r(F, k) et r(F, f) car 
48 
une relation de dépendance linéaire entre les racines fixées et les racines réfléchies 
par Sr(F,J) entraînerait une relation de dépendance dans R(F) . D 
D éfinition 2.4.1. Soit SC(Q) un complexe de sous-mots sphérique. ous disons 
que SC(Q) est à racines indépendantes si pour toute facette F de SC(Q) , R(F) 
est linéairement indépendante. De plus, si Q est tel que R(F) forme une base de 
V pour toute facette F de SC(Q) , nous dirons que Q est réalisable. 
ous verrons que cette proposit ion va nous permettre de décrire les faces de SC( Q) 
par rapport à leur configuration de racines. 
Nous pouvons remarquer que dans certains cas, la configuration de racine R(F) 
est linéairement indépendante sans pour autant engendrer V. On peut cependant 
trouver un mot réalisable Q' tel que SC(Q) soit isomorphe à SC(Q'). 
En effet, nous avons la proposit ion suivante : 
Proposition 2.4.2. Soit Q un mot tel que R(F) est linéairem ent indépendant 
mais n'engendre pas V. Alors il existe un mot Q' d'un sous-groupe parabolique de 
W tel que SC(Q) et SC(Q') sont isomorphes et R(F') form e une base, pour toute 
fa cette F' de SC(Q'). 
Démonstration. Ce résultat découle de la Proposition 2.3.3. D 
Ainsi, sans perte de généralité, nous supposerons que si R (F) est linéairement 
indépendante, alors Q est réalisable. ous voyons dans le Chapitre 3 que cette 
condit ion est primordiale dans la réalisation du polytope de briques. 
Remarque 14. Observons que par l'Exemple 2.2.1 nous savons que rstrstrsr est 
réalisable. 
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2. 5 Forme linéaire et faces. 
Nous allons maintenant étudier plus en détails le graphe des fiips de SC( Q) à 
l'aide de la notion de configuration de racines. Nous donnons alors, lorsque Q 
est réalisable, une caractérisation des faces de SC(Q) à l'aide des racines qui lui 
sont associées et d'un sous-graphe connexe du graphe des fiips. Cette étude est 
facilité par l'introduction d 'une forme linéaire auxiliaire (non triviale) p: V -t R 
Notons que le noyau d 'une telle forme est un hyperplan, et sépare donc V en deux 
demi-espaces. 
Définition 2.5.1. Soit une forme linéaire p : V -t lR et soient F et G deux 
facettes adjacentes de SC(Q). Nous dirons que le fiip de fE F pour gE G est p-
préservé si p(r(F, !)) =O. L'ensemble des facettes de SC(Q) dont la configuration 
de racine est contenue dans le demi-espace clos définit par p est noté 
Fp(Q) := {F facette de SC(Q) 1 Vf E F, p(r(F, !)) 2: 0}. 
ous allons voir que cet ensemble nous donne une caractérisation d'un sous-graphe 
connexe du graphe des fiips de SC(Q) et cela à partir de la configuration de racines 
d 'une seule facette de SC( Q) contenue dans cet ensemble. 
Commençons par discuter quelques exemples. 
Exemple 2.5.1. Soit W = S4 et Q = rstrstrsr. Soit la forme linéaire p: V -t lR 
telle que p( Ctr) = p( et5 ) = 0 et p( Ctt) = 1. Alors ker(p) = V1 pour I = { r, s}. 
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ous avons : 
Fp(Q) = {F facette de SC(Q) 1 f3 E R (F) ,/3 E <J?+ U ±<P{ar,a.}} 
= {F facette de SC(Q) 1 (3 E R(F) , 
À partir du tableau des racines de SC(rstrstrsr) (voir l'Annexe), nous pouvons 
alors voir que Fp(Q) = { {1 , 2, 3} , {1 , 3, 7} , {2 , 3, 4}, {3 , 4, 5}, {3, 5, 7} }. 
Remarquons que cet ensemble contient toutes les facettes de SC( Q) contenant le 
sommet k = 3. C' st-à-dire que le graphe des fiips p-préservés est un sous-graphe 
du graphe des fiips de SC( Q) qui est connexe. Il représente ici la facette du graphe 
des fiips de SC(Q) qui est duale au sommet 3 de SC(Q). De plus, on observe que 
pour les facettes de SCp(Q), les racines de leurs configurations qui ne sont pas 
dans Vj- = ker(p) sont dans le même demi-espace déterminé par at et que ces 
racines sont uniquement associées au sommet 3. 
Exemple 2.5.2. Continuons ici avec SC(rstrstrsr). Soit 'ljJ : V ---+ ffi. la forme 
linéaire telle que '!j.; ( -aT) = 1 et '!j; (as) = '!j; (aT + a5 +at) = O. Alors : 
F'I/J (Q) = {F facette de SC(Q) 1 (3 E R(F) , 
= {{3, 4, 5},{3 , 5, 7} , {4, 5, 6},{5, 6, 7}} . 
Une fois encore, nous constatons que le graphe des fiips '!j.;-préservé est connexe et 
qu'il représente la facette du graphe des fiips de SC( Q) qui est duale au sommet 
5 de SC(Q). De plus, les racines des facettes de F'I/J (Q) associées à ce sommet 
appartiennent au même demi-espace. 
Théorème 2.5.1. Si SC(Q) est à racines indépendantes et p : V ---+ ffi. est une 
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forme linéaire alors : 
1. n F est une face de SC(Q). 
FE:Fp(Q ) 
2. SiG est une facette de SC(Q) telle que n F ç G, alors GE Fp(Q). 
FE:Fp(Q) 
Afin de démontrer ce théorème, nous avons besoin de présenter quelques résul-
tats sur l'ensemble Fp(Q) . Pour cela, il nous faut d 'abord introduire la définition 
suivante: 
Définition 2.5.2. Soit FE Fp(Q). On notera l'ensemble des sommets de F dont 
le fiip est p-préservé par: Pg := {k E Flp(r(F, k)) = 0}. L'ensemble F \ Pg sera 
lui noté pP+ ' c'est-à-dire P: := {k E Flp(r(F, k)) > 0}. 
Proposition 2.5.2. Soit F E Fp(Q) et f E Pg(F) . Soit G = F \ {f} U {g} , 
g E [1 , m] la facette adjacente à F par le fiip de f pour g. Alors : 
1. P:(F) = P:(G) , 
2. GE Fp(Q). 
En d'autre termes, Fp(Q) est préservé par fiips p-préservés. 
Démonstration. Soient F et G de SC( Q) deux facettes adjacentes telles 
que F \ {f} = G \ {g }. Supposons qu 'elles sont· reliées par un fiip pré-
servé par p : p(r(F, f)) = O. ous avons vu à la Proposition 2.1.3 que 
r(G, k) = r(F,k)ou r(G,k) Sr(F,J)r(F,k) pour tout k E [l ,m] donc 
r(G, k)- r(F, k) E IR· r(F, !) . 
Comme p(r(F, f)) = 0, nous avons que p(r(G, k) - r(F, k)) = 0 pour tout 
k E [1 , m]. Donc p(r(G, k)) = p(r(F, k)) pour tout k E [1 , m]. C'est le cas en 
particulier pour k E P: ( F). 
On en conclut que pP+ ( F) Ç P: ( G). Comme G = ( F \ {f}) U {g} , il nous reste à 
voir que g f/. P:(G) . Par le Corollaire 2.1.1 nous savons que r(F, f) = ±r(F, g). 
Donc p(r(F, f)) = p(r(G,g)) =O. Alors g f/. P:(G) et donc P:(F) = P:(G). 
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De plus , nous pouvons conclure par ce que nous venons de voir que GE Fp(Q) . D 
Remarque 15. Soit F une facette de SC(Q) et p telle que F appartient à Fp(Q) . 
Alors, F \ P:(F) est une facette de SC(Q[l,m]\P:(F)). En effet, par définition, 
Ql [l,m]\F = Wo et si on considère P Ç F tel que IPI = n et Q' := Ql [l,mJ\P, alors 
Q'l [l,m-n] \ (F\P) = Wo. 
Proposition 2 .5 .3. Soit Q un mot à racines indépendantes et F une fa cette de 
SC(Q) telle que FE Fp(Q) . Alors P:(F) = P:(G) pour toute fa cette GE Fp(Q). 
Démonstration. Pour cela, nous allons faire une récurrence sur la cardinalité de 
Si P:(F) = 0, alors pour tout sommet k de F, p(r(F, k)) = O. Or nous avons 
vu que si G est une facette de SC(Q) adjacente à F, p(r(G, k)) = p(r(F, k)) 
Vk E [1 , m]. Il est alors clair que Fp(Q) = SC(Q) qui est connexe. Donc pour 
toute facette F' de SC(Q), P:(F) = P:(F') = 0. 
Supposons maintenant que P: ( F) = {p}. Supposons de plus que r ( F, p) E q:,-. 
Nous pouvons trouver une facette H de SC(Q) telle que P:(F) = P:(H ) = {p} 
et p(r(H, h) ) E q:, - pour tout hE Pg (H ). 
En effet , considérons la première position f dans F, f =f. p , telle que r(F, j) E q:,+. 
Alors , par la proposition précédente, nous savons que G = F \ {!} U {g} E Fp( Q) 
et Pg( G) = Pg(F). De plus, nous avons que r(G, g) = - r(F, j) et que pour toutes 
positions k E F n G, r(G, k) = r(F, k) ou r(G, k) = Sr(F,J)r(F, k). En particulier 
r( G, p) est dans q:, - . Si G est différente de H, c'est-à-dire qu 'il existe g' E G telle 
que r( G, g') E q:,+, on considère la facette J adjacente à G par le fiip g' - j. Il n 'est 
pas trop difficile de déduire que. nous pouvons trouver H en réitérant ce processus 
un nombre de fois suffisant. 
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Nous pouvons ainsi trouver une facette H telle que pour tout hE PJ(H) , r(H, h) E 
g?- et r(H,p) E 1?- . 
C'est-à-dire que nous pouvons reconstruire H en scannant Q de gauche à droite 
et ainsi reconstruire P:(H) = P: (F) . De manière similaire, si r(F,p) E q?+ , nous 
pouvons reconstruire ces deux ensembles en scannant Q de droite à gauche. 
Supposons maintenant que P:(F) = P' U {p} , où P' =!= 0. Rappelons que Q est à 
racines indépendantes, c'est à dire que R(F) est linéairement indépendante. ous 
considérons alors une forme linéaire auxiliaire p' qui s'annule pour R(F) n p- 1 (0) 
et r(F,p) , mais qui est positive sur les autres racines de P:(F) . 
La facette F appartient à Fp'(Q), alors nous obtenons l'ensemble des positions 
P' = P: ( F) par hypothèse de récurrence. 
Finalement, comme F \ P' est aussi une facette de SC(QI [r ,m] \P') , nous retrou-
vons la dernière position p de P;)(F) avec un argument similaire à celui déjà vu 
précédemment. 
Le graphe des fiips p-préservés associé à Fp( Q) peut alors être vu comme le graphe 
des fl.ips sur le complexe de sous-mot SC(QI[r,m]\Pt(F)) du mot obtenu de Q en 
effaçant les lettres aux positions données par P:(F). Ce dernier est connexe car 
SC(QI[mJ\Pt(F)) est homéomorphe soit à une boule soit à une sphère. D 
Démonstration du Théorème 2.5. 1. Soit SC(Q) un complexe à racines indépen-
dantes et p une forme linéaire. 
1. Par la Proposit ion 2.5.3, nous savons que P:(G) ç n F, quelque soit 
F EF p(Q) 
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G E Fp(Q). Or, comme toute posit ion g E G\ P:(G) est un fl.ip p-préservé, 
P:(G) = n F. 
F EFp (Q ) 
2. Soit F une facette de SC(Q) telle que P: (G) Ç F. Alors F est une facet te 
de SC(Q I[l,mJ \P: (c) ) et donc FE Fp(Q) . 
Donc Fp( Q) est précisément l'ensemble des facettes de SC( Q) contenant p P+ . D 
Nous venons de voir que Fp( Q) définit une face de SC( Q) si SC( Q) est à racines 
indépendantes. Nous utilisons cette caractérisation des faces de SC( Q) dans le 
chapitre suivant afin de donner une descript ion de la réalisation du polytope de 
briques. 
Figure 2 .1 Graphe des fl.ips de SC(rstr strsr) pour W = S4 et p-fl.ips 
{1, 2, 9} 
/ 
/ 
{6, 8, 9} ..--------,....__ 
1 1 {4,6, 9},' {4, 5,6}, 
{1 , ,9} ~---'"', _-_--<- {Ï,7,8f-------- \ 
/ 
/ 
/ 
/ 
/ 
1 
1 
,/~{J'-4 '""91 ----- -- ---- - ------ {2,3,4} 
/ 
{5, 6, 7} 
{3,5, 7} 
Exemple 2.5.3. Dans la Figure 2.1 nous notons n rouge les facettes de SC(Q) 
appartenant à Fp(Q) et leurs p-fl.ips pour la forme linéaire p de l'Exemple 2.5 .1. 
CHAPITRE III 
POLYTOPE DE BRIQUES ET ASSOCIAÈDRE. 
3.1 Polytope de briques. 
Nous allons nous intéresser ici à la réalisation polytopale de certains complexes 
de sous-mots sphériques : le polytope de briques. Nous regardons maintenant uni-
quement les complexes de sous-mots SC(Q) tels que Q = q1 .. . qm cont ient une 
expression réduite de w0 et que SC( Q) est à racines indépendantes (voir la Défini-
tion 2.4.1 pour un rappel de ces notions) et étudions leurs propriétés géométriques 
et combinatoires. 
3.1.1 Polytopes de briques généralisés. 
Nous avons précédemment associé à notre complexe de sous-mots des racines en 
lien avec les racines du groupe de Coxeter. Nous définissons maintenant pour ce 
complexe une notion de poids en lien avec les poids fondamentaux des systèmes 
de Coxeter . 
Rappelons que nous avons Q = q1q2 . .. qm E S* et SC(Q) un complexe de sous-
mots sphérique. Rappelons aussi que \l := { w5 1 s E S} est l'ensemble des poids 
fondamentaux de (W, S). (Voir la Définit ion 1.1.6.) 
Définition 3.1.1. Soit F une facette de SC(Q) et k E [m]. On définit un poids 
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pour la facette F et la position k par : 
Nous n·oterons w(F, k) au lieu de wQ(F, k) s'il n 'y a pas d 'ambiguïté sur Q. 
La fonction w : k H w(F, k) , appelée fonction poids a les propriétés suivantes : 
Proposition 3.1.1. Soit F et G deux facett es adjacentes de SC(Q) telles que 
F \ {f} = G \ {g}. Alors : 
wQ(G,k) = { Sr(F,f)(wQ(F,k)) si min(f, g) < k ~ max(f, g) , 
wQ(F, k) sinon. 
Cette proposition se prouve avec le même raisonnement que celui ut ilisé pour 
prouver la Proposition 2.1.3 en remplaçant rQ par WQ, aussi nous ne la présentons 
pas. 
Lemme 3.1.2. Soit F une facette de SC(Q). Pour g tt F, nous avons 
(r(F, g) , wQ(F, k)) est positif ou nul sig;? k , et négatif ou nul sig< k. 
Démonstration. Comme g tt F, nous avons que r(F, g) E <J> +. De plus, sig ;? k, 
alors Ql [k,g-1J\F (aq9 ) E <J>+. Donc, (r(F,g), w(F, k)) = (Q I[k ,g-1J\F(aq9 ),wq,J;? O. 
Similairement, si g < k, alors (Qir9- 1,k]\F)-1(aq9 ) E <I> - comme g tt F. Donc, 
(r(F, g) , w(F, k)) = ((QI[g-1,k]\F )-1 (aq9 ) , wqJ ~O. 0 
Cette fonction poids nous permet de définir les vecteurs suivants : 
Définition 3.1.2. Soient SC(Q) un complexe de sous-mots sphérique et F une 
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facette de SC(Q). Le vecteur de briques de Fest la donnée suivante : 
BQ(F) := L . wQ(F, k). 
kE[l,m] 
Notons que s 'il n'y a pas d'ambiguïté pour le mot Q, nous noterons B(F) au lieu 
de BQ(F). 
Exemple 3.1.1. Reprenons l'exemple où W = S4 et Q = rstrstrsr. La liste des 
Le vecteur de briques associé à la facette {1 , 2, 3} est alors : 
8 ( {1, 2, 3}) = L WQ( {1, 2, 3}, k) 
kE[1,9] 
= 4(e4 + e3 + e2) + 3(e4 + e3) + 2e4 - 3(e2- e1) - 2(e3- e2) 
= 3el + 3e2 + 5e3 + 9e4 = (3, 3, 5, 9). 
Le vecteur de briques de {1 , 2, 9} est B( {1, 2, 9}) = EkE[9J wQ( {1, 2, 9} , k) = 4wr + 
3w5 + 2wt- 3ar- 2a5 - 3at = (3 , 3, 8, 6). 
Les vecteurs de briques vont nous permettre de construire le polytope de briques. 
Mais avant d 'en voir sa construction, étudions une propriété de ces vecteurs. 
Proposition 3.1.3. Soient F et G deux facettes adjacentes de SC(Q) telles que 
F \ {f} = G \ {g}. Alors, la différence de leurs vecteurs de briques B(F)- B(G) 
est un multiple positif de r(F, f). 
Démonstration. Supposons sans perte de généralité que f < g. Alors , par la pro-
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position précédente et à l'aide de la Proposit ion 3.1.1 , nous avons que : 
B(F)- B(G) = L w(F , k)- w(G, k) 
kE [m] 
= L w(F, k)- w(G, k) 
f <k:;g 
= L w(F, k)- Sr(F,f) w (F, k) 
f <k:;g 
= L 2 (r(F, g), w(F , k)) . (F!) f <k:;g (r(F,g),r(F,g)) r ' . 
Donc, par le Lemme 3.1.2, nous avons le résultat voulu. D 
Nous définissons alors le polytope de briques associé à SC(Q) à partir des vecteurs 
de briques associés aux facettes de SC(Q). 
D éfinition 3.1.3. Soit SC(Q) le complexe de sous-mots associé au mot Q. On 
appelle le polytope de briques, noté P (Q) , l 'enveloppe convexe de tous les vecteurs 
de briques. C'est-à-dire : 
P(Q) := conv{BQ(F) 1 F facette de SC(Q)} . 
Nous pouvons définir les vecteurs de briques et le polytope de briques pour tout 
mot Q ; cependant, dans ce mémoire, nous nous intéressons seulement aux cas où 
le mot Q est réalisable (voir la Définit ion 2.4.1). 
3.1.2 Polytope de briques d 'un complexe de sous-mots à racines 
indépendantes. 
Dans cette ous-section, nous montrons le théorème suivant : 
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Théorème 3.1.4 . Si SC(Q) est à racines indépendantes) il est réalisé par le 
polaire du polytope de briques P ( Q). 
(Pour un rappel de la notion de polaire d'un polytope, voir la définition 1.2.2.) 
Afin de démontrer ce théorème, nous étudions le lien entre les faces de SC( Q) et 
les faces du polytope de briques P(Q). Nous verrons que ces deux ensembles de 
faces sont en bijection et que les sommets de l'un correspondent aux facettes de 
l'autre. 
Soit p : V ---+ R une forme linéaire. Notons alors par Pp(Q) la face de P (Q) 
qui maximise p, c'est-à-dire que pour tous x E Pp(Q) et y E P (Q) nous avons 
p(x) ;::: p(y). Rappelons-nous que Fp(Q) dénote l'ensemble des facettes de SC(Q) 
dont la configuration de racines est incluse dans l'adhérence positive du demi-
espace défini par p. 
Nous avons les propositions suivantes : 
Proposition 3 .1.5 . Soit F une facette de SC(Q) , et p une forme linéaire. A lors 
B(F) E Pp(Q) si et seulement si FE Fp(Q). 
Démonstration. Soit F une facette de SC(Q) telle que B(F) E Pp(Q). Soit fE F 
et G = (F \ {f}) U {g} une facette adjacente à F. Par la Proposition 3.1.3 , nous 
avons que B(F)- B(G) = Àr(F, !) avec À > O. Alors nous avons que p(r(F, f)) = 
1 
>:(p(B(F) - B(G))) est positif ou nul car B(F) maximise p. Donc F E Fp(F). 
On en conclut que l'ensemble des facettes F de SC(Q) telles que B(F) E Pp(Q) 
sont contenues dans Fp(Q). Or, Fp(Q) est connexe par fiips p-préservés par la 
Proposition 2.5.2. Donc si l'on considère F telle que B(F) E Pp(Q) , c'est-à-dire que 
FE Fp(Q), alors B(G) E Pp(Q), pour G = F\ {f} U{g} telle que p(r(F,f)) = 0 
car p(B(F)) = p( B(G)) . Ainsi, pour toute facette H E F p(Q), B(H) E Pp(Q). 
Pp(Q) est donc clos. Donc B(F) E Pp(Q) si et seulement si FE Fp(Q). 0 
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Corollaire 3.1.6. Les faces de P(Q) sont en bijection avec les faces du complexe 
de sous-mot SC(Q). 
Afin de démonter ce corollaire, nous avons besoin de revoir un résultat d 'algèbre 
linéaire : 
Lemme 3.1.7. Soit k E [l,n], avec n la dimension de l 'espace vectoriel V. Soit 
(u1 , ... , uk , vk+l, ... , vn) une base de V. Soit H CV un hyperplan contenant tous 
les vi, et soit h un vecteur non nul normal de H. Finalem ent, supposons que (ui, h) 
> 0 pour tous les i, c'est-à-dire que tous les ui sont dans le même demi-espace 
déterminé par H que h . Alors pour toute réflexion Svp (sv;(uj), h) > O. 
Démonstration. C'est un calcul direct : 
puisque h est orthogonal à chaque vi· D 
Démonstration du Corollaire 3.1. 6. Étant donné une face B de P( Q) , nous consi-
dérons une forme linéaire p : V """7 IR de sorte que p atteigne son maximum pour 
tous les éléments de B , c'est-à-dire que B = Pp( Q). Alors n F p( Q) est la face de 
SC(Q) que nous associons à B. 
Réciproquement , considérons une face F de SC( Q) et l 'ensemble des facettes .J de 
SC( Q) qui la contiennent. Soit p une forme linéaire qui s'annule sur les racines 
associées aux fiips entre chaque paire de facettes adjacentes de .J et qui est positive 
sur les racines aux positions dans F . Une telle forme linéair est déterminée par 
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le choix d'une facette de .J ainsi que d 'un hyperplan qui s'annule sur les racines 
associées aux positions qui n 'appartiennent pas à F et tel que toutes les autres 
racines sont dans un même demi-espace déterminé par l'hyperplan ; un tel hyper-
plan existe puisque la configuration de racines en chaque facette forme une base. 
De plus , par le Lemme 3.1.7, le choix d 'une facette particulière pour construire 
l'hyperplan est inconséquent. Pour cep, nous avons donc .J = Fp(Q). Par la pro-
position précédente, nous associons à chaque facette G E .J le vecteur de briques 
B(G) E Pp(Q). Comme une face de P(Q) est l'enveloppe convexe de tous les vec-
teurs de briques qu 'elle contient, nous avons que conv{ B(G) 1 GE .J} = Pp(Q). 
0 
Nous allons maintenant voir que les sommets du polytope de briques P(Q) sont 
exactement les vecteurs de briques B(F) pour toutes les facettes FE F (Q). 
D éfinition 3.1.4 . Soit F une facette de SC(Q). ous appelons le cône de P(Q) 
associé au vecteur de briques B(F) le cône suivant : 
C(F) := cone{ B(G)- B(F) 1 G facette de SC(Q)}. 
Proposition 3.1.8. Soit une facett e F de SC(Q) . Le cône C(F) coïncide avec le 
cône engendré par -R(F). C'est-à-dire : 
C(F) := cone{ B(G)- B(F) 1 G facette de SC(Q)} = cone{ -r(F,!) 1 fE F}. 
Démonstration. Soit C(F) le cône de P(Q) au vecteur B(F) et soit CR(F) le 
cône engendré par -R(F) . Par la Proposition 3.1.3, nous savons que le cône 
cone{ B(G)- B(F) 1 G facette adjacente à F} coïncide avec le cône CR(F). Donc 
CR(F) ç C(F). 
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Il nous reste à montrer que toute face de CR(F) est une face de C(F). La Propo-
sition 3.1.5 montre que B(F) maximise toute fonction linéaire p sur le vecteur de 
brique de toute facette de SC(Q) du moment que B(F) maximise p sur tous les 
vecteurs de brique des facettes adjacentes à F. Alors , toute face de CR(F) est une 
face de C(F). Donc C(F) Ç CR(F). D 
Remarque 16. Cette proposition montre qu'un vecteur de briques B(F) est forcé-
ment un sommet de P (Q) : si ce n 'était pas le cas, le cône C(F) contiendrait v 
et - v pour un vecteur v non nul quelconque de V, ce qui contredirait l 'hypothèse 
d 'indépendance linéaire de la configuration de racines R(F). Nous pouvons alors 
démontrer le Théorème 3.1.4. 
Démonstration du Théorème 3.1.4. La proposition précédente nous assure non 
seulement que le vecteur de briques de chaque facette de SC( Q) est un sommet de 
P(Q) mais aussi que ce dernier est un polytope simple de dimension maximale par 
indépendance linéaire de toute configuration de racine. De plus, par la Proposit ion 
3.1.5 et son corollaire, chaque face de P(Q) correspond à une face de SC(Q) de 
dimension complémentaire. Ainsi , le polaire de P( Q) est combinatoirement équi-
valent à SC ( Q). Sous cette correspondance, l'intérieur de P ( Q) correspond à la 
face vide du complexe SC(Q) . D 
3.2 Associaèdres généralisés et polytope de briques . · 
Pour la suite de ce mémoire, nous nous intéressons à un cas particulier de com-
plexes de sous-mots dont la configuration de racines forme une base : les complexes 
de sous-mots tels que Q = cw0 (c), pour c un élément de Coxeter de W . Nous 
montrons que dans ce cas le polytope de briques est un translaté de l'associaèdre 
généralisé Assoc(W) défini dans (Hohlweg et al., 2011). 
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Soit c une expression réduite d'un élément de Coxeter c de longueur n et soit 
wo(c) le c-mot de wo. Soit aussi N = .e(wo) = I<I>+I et m = n + N = .e(cw0 (c)). 
Théorèm e 3.2 .1. Le polaire du. polytope de briques Pc := P(cw0 (c)) réalise le 
complexe de sous-mots SCc := SC(cw0). 
Démonstration. Comme w0 (c) est une expression réduite de w0 , nous avons que 
le sous-ensemble [l , n] des positions de {1, .. , m} forme une facette de sec car 
cw0 (c)l [l,m] \[l,n] = wo(c). Nous appelons par la suite la facette [1 , n] facette initiale. 
Sa configuration de racines R([l , n]) coïncide avec 6. car c est un élément de 
Coxeter. Alors le mot cw0 (c) est réalisable et le complexe de sous-mots SCc est 
réalisé par le polaire du polytope de briques Pc par le Théorème 3.1.4. D 
3.2.1 Cône normal associé au vecteur de briques. 
Afin de montrer que Pc est, à translation près, l'associaèdre Assoc(W) , il nous faut 
décrire les propriétés combinatoires et géométriques de Pc, notamment, décrire son 
éventail normal. Dans ce qui suit , nous exposons des résultats qui sont vrais pour 
tout Q réalisable et qui vont dans ce sens. 
Soit Q un mot sur l'alphabet S qui est réalisable. ous avons la proposition 
suivante: 
Proposition 3.2.2. L'éventail de Coxeter E (tel qu 'introduit dans la Définition 
1.1.4) raffine l'éventail normal du polytope de briques P (Q) . 
Afin de montrer cette proposition, nous introduisons une application surjective 
entre les éléments de W et les facettes de SC(Q). 
Sachant qu'un ensemble U Ç <I> est dit séparable s'il existe un hyperplan qui sépare 
U de son complément <I> \ U, il est clair que dans le cas des systèmes de Coxeter 
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finis, les ensembles séparables sont précisément les w( <t>+) pour tout w E W. En 
prenant une forme linéaire p correspondant au produit vectoriel avec n 'importe 
quel vecteur dans la chambre w(C) , w E W, nous pouvons voir qu'il existe, pour 
tout ensemble séparable donné, une facette F dont la configuration de racine est 
contenue dans cet ensemble séparable et telle que p(r(F, !)) > 0 pour tout sommet 
f E F. De plus , comme P:(F ) = n F = F, nous savons par la Proposit ion 
GE F p(Q) 
2.5.3 que cette facette est unique. Ceci permet de définir une application f<i, de W 
dans l'ensemble des facettes F ( Q) de SC( Q) comme suit : 
D éfinit ion 3.2.1. Soit t<i, l'application surjective t<i, : W -t F (Q) qui associe à un 
élément w de W l 'unique facette t<i,(w) de SC(Q) telle que R(t<i,(w)) Ç w( <I>+) . 
Nous montrons que cette application satisfait les propriétés qui vont suivre. 
Proposition 3.2 .3 . Soit w E W et a E 6.. On a que t<i,(Wsa) est obtenu de t<i,(w) 
de la manière suivante : 
2. Sinon t<i,( wsa) est obtenue de t<i,( w) par le fiip de l'unique i E t<i,( w) tel que 
w(a) = r(t<i,(w), i). 
Démonstration. Si w( a 5 ) tf_ R(t<i,( w) ), alors 
par le Corollaire 1.1.2. Donc, par unicité dans la définition de t<i,, t<i,(ws) = t<i,(w) . 
Pour la suite, à des fins de clarté nous notons F pour t<i,(w). Supposons que w(as) E 
R(F) . Alors il existe f E F tel que w(as) = r(F, f ). Nous montrons alors que 
t<i,(Wsa) est la facette G := (F \ {!}) U {g}. Considérons les positions kEF telles 
que k =1= f. Par la Proposit ion 2.1.3, si min(f, g) < k ::; max(f,g) , nous avons que 
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r(G, k) = Sw(a)(r(F, k)) = wsaw-1(r(F, k)). Or, pour tout k =/= f appartenant à 
F, w- 1(r(F, k)) E 1>+ car R(F) Ç w(<I>+). Donc r(G, k) E wsa(<I>+) pour k E F , 
k =!= f. Remarquons aussi que si 9 est plus grand que j , r( G, 9) appartient à 
wsa(<I>+). 
En revanche, si k ~min(!, 9) ou bien k > max(!, 9) , nous avons que r(G, k) = 
r(F, k). Or, w-1(r(F, k)) E 1>+ \{a}. Donc saw- 1(r(F, k)) E 1>+. Ainsi r(G, k) = 
r(F, k) = wsa(saw-1(r(F, k))) appartient à wsa(<I>+). Remarquons que si 9 est 
plus petit que f nous avons bien que r(G,9) appartient à wsa(<I>+). 
Ainsi nous concluons que R(G) Ç wsa(<I>+), et conséquemment que G = "'(wsa) 
par unicité dans la définition de "'· 0 
Cette application"' nous permet d 'étudier l'éventail normal du polytope de briques 
Pc· En effet , rappelons-nous que le cône C(F) associé à chaque sommet B(F) du 
polytope de briques est en lien très étroit avec la configuration de racines R(F) 
(voir la Proposition 3.1.8 et la Remarque 16). Ainsi, l'application"'' qui établit un 
lien entre les éléments de W et les configurations de racines, nous donne a fortiori 
un lien entre W et les cônes C ( F). ous étudions maintenant le lien entre C ( F) 
et le cône normal au vecteur de briques B(F) . 
Rappelons en premier temps que le cône polaire d 'un cône X C V est donné 
par X 0 := {v E V J Vx E X , (x, v) 2: 0}. De plus, le cône normal d 'une face 
d'un polytope est le cône de tous les vecteurs v E V tels que la forme linéaire 
x t--t (x, v) est maximisée par tous les points de cette face (voir la Définition 
1.2.1). La prochaine proposition fait le lien entre un cône normal associé à un 
vecteur des briques et l 'éventail de Coxeter E. 
Proposition 3.2.4. Soit F une facette de SC(Q). Le cône normal C0 (F) asso-
cié au vecteur de briques B(F) dans le polytope de briques P (Q) est l 'union des 
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chambres w(C) de l 'éventail de Coxeter E de W donné par les éléments w E W 
avec K;(w) = F. 
Démonstration. Nous montrons que 
C0 (F) = -C(Ft = cone(R(F) t = U w(C). 
wEr;,- 1 (F) 
Il est bien connu que l'opposé du polaire du cône normal à un sommet d 'un 
polytope est précisément le cône délimité par les arêtes adjacentes à ce sommet. 
Ceci entraîne que C(F) 0 = -C0 (F) . 
Montrons de plus que cone(R(F)) = n wEr;.-l(F) w(C0 ) . Notons que C0 n'est autre 
que le cône engendré par D. , et que la condition w E K;- 1 (F) équivaut à dire que 
R(F) ç w( <I>+) . 
- l'inclusion Ç : Comme tout r E cone(R(F) ) est une combinaison linéaire 
posit ive des éléments de R(F) et que chaque réflexion est linéaire, il suffit 
sans perte de généralité de considérer seulement les r E R( F). Il faut 
montrer que pour tout w tel que R(F) Ç w( <I>+), on ar E w(cone(D. )). 
Mais w-1r E <t>+ Ç cone(D.) tel que voulu. 
- L'inclusion 2 : Remarquons tout d 'abord que 
De plus, il n 'est pas trop difficile de voir que 
n cone(w(<I>+)) = cone( n (w(<I>+))). 
ous montrons donc que n wEr;,-l(F) w(<I>+) ç R(F). 
Supposons qu'il existe {3 E n wEr;.-l(F) w(<I>+) tel que {3 tf: R(F). Alors il 
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existe a E ~+ et w E K.- 1 (F ) tel que (3 = w(a) r:f:. R(K.(w)). Donc par 
la Proposit ion 3.2.3, K.(wsa) = K.(w) = F. Ainsi, (3 appart ient à w(~+) n 
wsa(~+ ). C'est-à-dire que (3 appart ient à w(~+ \ {a }) , ce qui contredit le 
fait que (3 = w(a). Donc nwE~~;-l(F) w(~+) ç R(F). 
De plus, comme ( n wEçl(F) w(C0 ) ) 0 = UwE~~;- l(F) w(C0 t et que (C0 t = C, nous 
avons que C(Ft = UwE~~;-l(F) w(C). 
On a donc que le cône normal d 'un vecteur de briques B(F ) est l 'union des 
chambres w(C) de l'éventail de Coxeter telles que K.(w) = F. 0 
La Proposition 3.2.2 est alors un corollaire de la proposit ion précédente. 
3.2.2 Vect eur normaux et facettes 
ous savons maintenant caractériser l 'éventail normal du polytope des briques 
associé à tout mot réalisable Q. En se concent rant dorénavant sur les mots de la 
forme Q = cw0 (c), nous regardons les vecteurs normaux aux facettes du polytope 
des briques pour ces mots . Ceci va nous permettre de trouver une description de 
ce polytope par inégalités. 
Comme dans le cas de la fonction racine, nous pouvons définir une configuration 
de poids associée à une facette de SCc . 
D éfinition 3.2.2. Soit F une facette de SCc. L'ensemble 
W(F) := {w(F, f) 1 jE F} 
de tous les poids associés aux éléments de F est appelé la configuration de poids 
de F. 
Dans le cas où Q = cw0 (c), des propriétés intéressantes se dégagent de l'étude 
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de la configuration de poids. Avant de nous y intéresser , étudions de plus près les 
facet tes de SCc. 
Lemme 3.2.5. Soit s la prem ière lettre de cet c un mot réduit pour c commençant 
par s. De plus, soit F une fa cette de SCc . Nous avons alors deux cas : 
1. Si 1 ~ F alors l 'ensemble de positions F- 1 := {k- 1 1 k E F} est une 
fa cette de SCc' où c' = ses. 
2. Si 1 E F alors r (F , f ) E <I? n vect (6. \ { a 5 }) pour tout f E F \ {1 }. 
Démonstration. 1. Ceci découle de la Proposit ion 1.4.4 et du Lemme 1.4.5. 
2. Une démonstration de ce point est donnée dans (Ceballos et al., 2014a, 
Lemme 5.2) . L'idée est de considérer une facette F = [1 , n] pour laquelle ce 
résultat est vrai et de considérer ses facettes F' adjacentes par des fl.ips qui 
laissent invariant le sommet 1. À l 'aide de la Proposit ion 2.1.3, on remarque 
non seulement que ce résultat est vrai pour toutes facet tes F'. Donc, par 
connexité du graphe des fl.ips nous avons bien le résultat voulu. 
D 
Ce lemme nous permet de démontrer la proposition suivante, qui donne une autre 
descript ion des cônes normaux associés aux vecteurs de briques. Rappelons que 
dans le cas où Q = cw0 (c), les vecteurs des briques correspondent aux sommets 
de Pc. 
Proposition 3 .2 .6 . Pour chaque fa cette F de SCc, et toute position f E F, le 
poids w(F, f ) est un vecteur normal de la fa cette 
cone{r(F, g) 1 g E F \ {!}} 
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du cône C(F). Alors le cône normal associé à un vecteur de briques B(F) est 
engendré par la configuration de poids W ( F) de F. 
Démonstration. Soit F une facette de SCc . 
Soit F une facette de SCc. Si 1 ~ F, par le Lemme 3.2.5, nous pouvons décaler 
successivement p-fois les positions de F pour obtenir un complexe de sous-mots 
isomorphe à SCc dont la facette F - p contient la position 1. Ce décalage ne 
fait que réfléchir par les mêmes réflexions C(F) et W(F) , ce qui donne un énoncé 
équivalent. ous pouvons supposer ainsi , sans perte de généralité, que 1 appartient 
à F. Si 1 E F, nous avons que w(F, 1) = Wq1 et r(F, 1) = aq1 · Or, par le Lemme 
3.2.5, nous avons que les racines r(F, k) associées à F et aux positions k E F, k =f. 1 
appartiennent à <f?nvect(D. \ { aq1 } ). Donc w(F, 1) est orthogonal à R(F) \ {r(F, 1) }. 
C'est-à-dire que w(F, 1) est orthogonal à la facette de Pc correspondant au sommet 
1 de SCc . Or, par définition de SCc, w(F, k) = w(G, k) pour toute facette G 
contenant k. Ainsi on s'intéresse à la facette G ou G = F \ { 1} U {g} . Nous avons 
alors bien le résultat escompté. 0 
Ainsi, par la Proposition 3.2.4 nous avons que pour l'application surjective K telle 
que définie dans la Définition 3.2.1 
C0 (F) = cone{W(F)} = U w(C). 
W E K.- 1 (F) 
Or, l'application K n 'étant pas injective, nous nous demandons quels sont les 
éléments de W qui apparaissent dans cette union. En d 'autres mots , nous devons 
étudier attentivement les facettes de SCc. Pour cela, il nous faut tout d 'abord 
introduire de nouvelles notations. 
otons par ITk le produit des k premières lettres de w0 (c). Par convention IT0 := e. 
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Proposition 3.2.7. Soit K;( IIk) une facette de SCc, k E {0, ... , N}. Alors 
R(K;(IIk) ) = IIk(~ ) et W(K;(IIk)) = IIk( 'V ). 
Corollaire 3.2.8. Le cône normal C0 (K;(IIk)) associé au sommet B(K;(IIk)) est 
engendré par l 'ensemble IIk( 'V ). 
Démonstration. Ceci découle de la Proposition 3.2 .6. D 
La démonstration de la Proposition 3.2. 7 étant t rès technique et longue, nous 
avons décidé de ne pas la présenter ici. Nous vous référons à la Proposit ion 6.7 de 
l'article (Pilaud et Stump, 2015a) . Cependant, certaines nouvelles définitions et 
remarques annoncées dans cette preuve nous sont importantes pour la suite de ce 
mémoire. ous les présentons ici : 
Définition 3.2.3. Soit Q = q1 ... qm = cw0(c). ous appelons i E [1 , m] une 
position terminale s'il n'existe pas de position j E [1 , m] telle que j > i pour 
laquelle qi= qJ. ous notons parT l'ensemble des posit ions terminales de [1 , m]. 
De plus, pour k E [0 , N ], nous notons par jk la position k + n + 1 et par ik la 
position dans cw0 ( c) de la dernière occurrence de j k avant j k. 
Proposition 3.2.9. Soit K;( IIk) une fa cette de SCc. A lors K;( IIk) = (T n [1 , ik -
1]) U {ik, ... , jk- 1} . De plus, pour tout i E K;( IIk), 
si i E T n [1 , ik- 1] 
si i E { ik> ... , j k - 1} . 
Lemme 3.2.10. Les fa cettes K;( IIk) couvrent toutes les positions de [1, m]. 
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Démonstration. Ceci découle directement de formule explicite de K;(llk) donnée à 
la Proposition 3.2.9. D 
De ce lemme nous obtenons le corollaire qui suit. 
Corollaire 3 .2 .11. Les vecteurs normaux aux facettes du polytope de briques Pc 
sont donnés par - \l U { Wn+k 1 k E [0, N]}. 
Démonstration. ous avons vu précédemment que le polytope de briques Pc réa-
lise le polaire de SCc . Il est donc clair dans ce cas que toute facette K de Pc est 
caractérisée par une position k E [1 , m] . Cette position est celle que partagent 
les facettes de SCc qui correspondent aux sommets de K. ous sommes intéres-
sés à connaître les vecteurs normaux aux facettes du polytope de briques. Par 
la Proposition 3.2.6, nous connaissons ces vecteurs, du moins pour les facettes 
contenant des sommets correspondant à des K;(I1k) dans SCc : ce sont les poids de 
la configuration W(K;(I1k)). Cependant, le Lemme 3.2.10 nous garantit que toutes 
les facettes du polytope de briques satisfont cette condition. Finalement , par la 
Proposition 3.2.9, nous avons que l'union des configurations de racines des facettes 
K;( I1k) est précisément - \l U { Wn+k 1 k E [0, N]}. 
D 
Regardons maintenant le lien entre les vecteurs normaux aux facettes de Pc et 
l'éventail de Coxeter. Soit alors a := L:sES w5 un vecteur de V et soit le le W-
permutaèdre équilibré Perm(W) := conv{ w(a) 1 w E W} (voir Définition 1.2.3). 
Rappelons que nous avons vu dans le Chapitre 1 §1.2.2 que les vecteurs normaux 
aux facettes de Perm(W) sont les w(ws) pour tous s E Set w E W; le corollaire 
ci-dessus entraîne donc le théorème suivant. 
72 
Théorèm e 3.2.12. Le polytope de briques Pc est obtenu du perm utaèdre équilibré 
Perm (W ) en retirant les f acettes qui n'intersectent pas { ITk(a) 1 0 :::; k :::; N } et 
par une translation de Vecteur D := L:kE[NJ Wn+k · 
Dém onstration . Soit P' le t ranslaté de Pc par le vecteur - D. À part ir de la Pro-
posit ion 3.2.7, nous remarquons que P' et Perm(W ) partagent les sommets de 
coordonnées ITk(a), pour k E [1, m]. De fait, les cônes normaux à ces sommets 
sont les même pour les deux polytopes. Les faces de ces cônes étant orthogonales 
aux facettes adjacentes à ces sommets, il est alors clair que ces facettes de P' et 
Perm (W ) contenant ces sommets sont définies par les même inégalités . De plus, 
le Corollaire 3.2.11 nous donne une caractérisation de toutes les facettes de Pc 
par vecteurs normaux et on remarque que tous ces vecteurs sont présents dans les 
faces des cônes normaux des sommets ITk(a). On en conclut que les inégalités, ob-
tenues à part ir des sommets que P' et Pc partagent, exhaussent toutes les facettes 
de P'. D 
Il nous faut remarquer ici que les ITk que nous avons défini auparavant ne sont 
rien d 'autre que des c-singletons. Cependant , les rrk ne présentent pas tous les c-
singletons. Ces observations ainsi que le t héorème précédent entraîne le corollaire 
suivant : 
Corolla ire 3.2.13. Le polytope de briques Pc := P (cw0 (c)) est une réalisation 
polytopale de SCc qui coïncide a une translation affine près par un vecteur De à 
l 'associaèdre équilibré Assoc(W ) tel que défini dans (Hohlweg et al. , 2011) . C'est 
à dire : 
Assoe(W) = conv{ Be(F) - De 1 F fa cette de SCe} 
OÙ De::._ L:kE[N] ITk-l(wqn+k) . 
Exemple 3.2.1. Pour W = 54 , nous voyons dans la Figure 3.1 que le polytope 
Figure 3.1 Polytope de briques P rstrsr associé à W = S4 
Source : (Pilaud et Stump, 2015a, Figure 12) 
B( {6 8 ü} )=(6 4,4,6) 
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5 6} )=(6 2,4, ) 
B{{3,5,7})=( 3 3,9) 
B( {1 3 7} )=(3 5,3,9) 
B({24 9} )=(42 , ,6) 
B({2 3,4})=(4 2 5 D) 
B( {1 ,2,3} )= (3 ,3,5,9) 
de briques P rst associé au complexe de sous-mot sphérique SC (rstrstrsr) est le 
r st-associèdre généralisé. Nous en avons ainsi, par les vecteurs de briques, une 
description comme V-polytope. 
3.3 Barycentre de l'associaèdre 
Grâce à cet te nouvelle descript ion par sommets de l 'associaèdre généralisé, nous 
avons les out ils pour étudier son barycentre des sommets. Dans cet te section nous 
prouvons le théorème suivant : 
Théorème 3.3.1. Le barycentre de l 'associaèdre Asso~(W) est l 'origine. 
ous commençons par mont rer que le barycentre 23 (c) de l 'associaèdre équilibré 
Assoc(W) est l'origine. La preuve se fait en deux étapes. D'abord, nous montrons 
que le barycent re est indépendant du choix de l 'élément de Coxeter c. Ensuite, 
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nous montrons que 
ce qui entraîne que 2' ( c) = 0 tel que voulu. 
Afin d 'arriver à ces résultats, nous avons besoin d'étudier le comportement de 
SC(Q) , pour Q = cw0 (c), lorsque nous opérons quatre transformations naturelles 
sur Q : la permutation de lettres, la rotation, la conjugaison, et le renversement. 
D éfinition 3.3.1 (Commutativité) . Soit Q = q1 ... qm, et considérons le mot 
1r( Q) := qn(l) . .. qn(m) obtenu de Q par transpositions de lettres commutatives 
consécutives. (Ainsi 1r est un élément du groupe symétrique Sm.) 
Lemme 3.3.2. 1r induit un isomorphisme entre les complexes de sous-mot SC(Q) 
et SC(1r(Q)). 
Alors, Bn(Q)(1r(F)) = BQ(F) pour toute facette F de SC(Q) 
Démonstration. L'isomorphisme est obtenu de la construction de 1r( Q) par 
la Proposition 1.4.2. La définition de la fonction de poids implique que 
wn(Q)(1r(F ), 1r(k)) = wQ(F, k) pour toute facette F et une posit ion k. En 
sommant l'ensemble des poids associés à la facette F, il est clair que nous 
obtenons le résultat voulu. 0 
D éfinition 3.3.2 (Rotation) . Soit Q = q1q2 ... qm et la rotation qui envoie Q sur 
Q0 := q2 .. . qmcp(q1 ) , où cp(s) = (w0 ) - 1sw0 . otons alors par O" la rotation cyclique 
qui envoie la position k sur la posit ion k - 1, pour laquelle on identifie 0 et m. 
Lemme 3.3.3. La rotation cyclique O" induit un isomorphisme entre les complexes 
de sous-mots SC(Q) et SC(Q0 ). De plus, 
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pour toute fa cette F de SC( Q). 
Démonstration. Les complexes SC( Q) et SC( Q0 ) sont isomorphes par la Propo-
sition 1.4.3. Du reste, pour chaque facette F de SC(Q) et toute position k > 1, 
nous obtenons que 
si 1 E F 
si 1 tt F. 
vu que 1 ~ O'(k) ~ m- 1. Il nous reste à voir ce qui se passe en position 0'(1) : 
si 1 E P, 
si 1 tt F. 
Or, comme W<f>(s) = -w0(w8 ) et G:<J>(s) = 0:8 nous avons que 
Par sommation, nous obtenons bien que 
pour toute facette F de SC(Q). 0 
Définition 3 .3.3 (Conjugaison) . Soit Qt := </J(q1) . . . </J(qm) la w0-conjugaison de 
Q. 
Lemme 3.3.4. Soit Qt := </J(q1) ... <f;(qm) la w0 -conjugaison de Q. Alors les com-
plexes de sous-mots SC( Q) et SC( Qt) coïncident. De plus 
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Démonstration. Pour tout sous-ensemble F de [1, m], nous avons que Qt l[1,mJ \F 
w01QI[1,mJ \FWo. Donc SC(Q) = SC(Qt) . De plus, par la définition de la fonction 
poids nous avons que pour toute facette F de SC(Q) et toute position k E [1 , m] 
wQx(F, k) = w01QI[l.k-1]\Fwo(wq,(qk)) 
= w01QI[1,k-1]\Fwo( - wo(w(qk))) 
= -w01QI [1,k-1J \F(w(qk)) 
= -wo(wQ(F, k)) . 
Le résultat sur les vecteurs de briques suit par sommation. D 
Définition 3.3.4 (Renversement) . ous définissons l 'opération de renversement 
qui envoie Q = q1 ... qm sur le mot Q+-+ := qm ... q1. Au niveau des positions , 
notons par p, l'opération « miroir » qui envoie une position k E [1, m] sur m+ 1- k. 
Lemme 3.3.5. Le miroir p, induit un isomorphisme entre les complexes de sous-
mots SC(Q) et SC(Q+-+). De plus, BQ<->(p,(F)) = w0(BQ(F)) + l:f3E <I>+ f3 
pour toute facette F de SC(Q). 
Démonstration. Pour tout sous-ensemble FE [1, m], nous avons que 
Donc p, induit un isomorphisme entre SC(Q) et SC(Q+-+). 
Considérons F une facette de SC(Q) . Alors , 
Wo = Ql[l ,m]\F = { Ql [1,k-1J\F ·QI [k+l,m]\F 
Ql[1,k-1J\F ·qk.QI [k+1,m]\F 
si kEF 
si k tf. F. 
Observons que Ql [k+l ,m]\F = (Q[i',J.t(k)-1]\ J.t (F)) - 1. 
Alors, pour toute position k E F , nous avons 
WQ<-> (fl(F) , fl(k)) = QH 1 [1,J.t(k)-1]\J.t(F) (wqk) 
= Wü
1QI [1,k-1]\F(wqJ 
= w0 (wQ(F, k)). 
De manière similaire, pour k ~ F, 
WQ<-> (fl(F) , fl(k)) = QHI [1,J.t(k)- 1]\J.t(F ) (wqk) 
= wü1QI [1,k- 1]\Fqk(wqk) 
= W01Q I[1 ,k- 1] \ F(wqk - CXqk) 
= wü1QI[1,k-1J\F(wqk) - wü 1Q I[1,k-1J\F(aqk) 
= w0 (wQ(F, k))- w0 (rQ(F, k)) . 
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Comme "L-krt.F rQ(F, k) = "L-,aE <I> + /3, nous obtenons bien le résultat escompté. 0 
Nous allons maintenant étudier le comportement du complexe de sous-mots et des 
vecteurs de briques si l'on applique simultanément les deux dernières opérations 
que nous venons de définir. 
Corollaire 3.3.6. Notons par Q>I< := <f; (qm) ... <j; (q1) le renversement conjugué 
par w0 de Q = q1 ... qm. Le miroir fl := k f---t m + 1- k définit un isomorphisme 
entre les complexes SC(Q) et SC(Q>I<) . De plus, 
BQ(F) + BQ·J; (!l(F)) = L f3 
,BE <I> + 
pour toute facette F de SC(Q). 
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Démonstration. Remarquons tout d'abord que conjuguer le mot Q par w0 et le 
renverser par la suite est équivalent à le renverser puis le conjuguer. ous pouvons 
alors écrire Q>I< = (QH)t. Ainsi, par le Lemme 3.3.4, nous avons que SC(Q>I< ) 
coïncide avec SC(QH), et par le Lemme 3.3.5 nous avons que le miroir f.." induit un 
isomorphisme entre SC( Q) et SC( QH) . L'isomorphisme entre SC( Q>I<) et SC( Q) 
est ainsi démontré. 
De plus, par le Lemme 3.3.4 nous avons que 
pour toute facette F de SC(Q) . Donc le Lemme 3.3.5 implique que 
BQ~( f.." (F) = -w01 (wo( BQ(F) + L {3 ) 
,BE <I> + 
= - BQ(F) + L {3, 
,BE <I> + 
ce qui conclut cette preuve. D 
Nous montrons grâce à ces quatre lemmes que le barycentre s:B (c) du c-associaèdre 
Assoc(W) est indépendant de l 'élément de Coxeter c. 
Proposition 3 .3 .7. Soient c, c' des élém ent de Coxeter différents de W. Soient 
s:B (c) et s:B (c' ) les barycentres des associaèdres Assoc(W) et Assoc' (W) , respective-
m ent. Alors s:B ( c) = s:B ( c'). 
Pour montrer la Proposition 3.3.7, commençons par voir la proposition suivante : 
Proposition 3.3.8. Soit c := s1 .. . sn une expression réduite d 'un élém ent de 
Coxeter c. Considérons l'expression c' := s2 . . . sns1 . Alors Assoc'(W) est une 
translation de Assoc(W) par un vecteur v E lRa81 . 
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Démonstration. Fixons un élément de Coxeter c et c := s1 ... Sn une expression 
réduite de c. Considérons dans un premier temps c' l'élément de Coxeter d'ex-
pression réduite c' := s2 . . . sns1 obtenu à partir de c par rotation de la première 
lettre s1. La Proposition 4.3 dans (Ceballos et al. , 2014b) nous assure que le 
mot c'w0 (c') coïncide avec le mot cw0 (c)0 par permutation de lettres consécutives 
commutatives. Les Lemmes 3.3.2 et 3.3.3 nous assurent donc qu 'il y a un isomor-
phisme entre SC(cw0 (c)) et SC(c'w0 (c')) que nous noterons 'lj;. De plus , d 'après les 
Lemmes 3.3.2 et 3.3.3 nous concluons que Bc ('I/J(F))- Bc(F) E - 2w51 +1R.a51 pour 
toute facette F de SCc = SC(cw0 (c)). ous avons vu dans la section précédente 
que pour tout élément de Coxeter cet toute facette F de SCc, Bc(F)- De est un 
sommet de Assoc(W). Considérons alors la facette initiale F = [1, n]. Alors 
Bc([l , n]) = L (cwa(c))J [l,k- 1] \[l,nJ(wq,J 
kE[l,m] 
= L e(wqk) + L IIk_ 1(wqk) 
kE[l,n] kE[n+l,N] 
=2: ws+ L IIk-l(wqk) car c est un élément de Coxeter. 
sES kE[n+l,N] 
(Be' (F) - De') - (Bc(F) - De) E IR.a5 1> ce qui conclut la preuve. 0 
Corollaire 3 .3.9. Nous avons Œ(c) - Œ(c') E IR.ac1 · 
Nous voilà en mesure de démontrer la Proposition 3.3.7. 
Démonstration de la Proposition 3. 3. 7. Considérons la suite c(o), cCl), .. . cCn) 
d 'éléments de Coxeter obtenus à partir de c en répétant la rotation de la première 
lettre à chaque nouveau mot obtenu, c'est-à-dire que eCo) := c, cC1) := c', et 
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c(k) := sk+1 ... Sn . . . s1 ... sk· Comme c(o) = c(n), nous avons que 
Œ(c(l)) - Œ(c(0)) = Œ(c(l)) - Œ(c(n)) = L Œ(c(i)) - Œ(c(i+l)). 
iE[l ,n-1] 
Cependant, nous avons vu Œ(c(l)) - Œ(c(o)) E lRa81 et par le même argument , 
il est clair que ~iE[l ,n-l] Œ(c(i)) - Œ(é+l)) appartient au sous-espace vectoriel 
de V engendré par 6.. \ { a 81 }. Comme 6.. est une base de V, nous avons que 
Œ(c') - Œ(c) = 0, c'est à dire que le barycentre est préservé par la rotation de 
la première lettre de c. Or comme chaque élément de Coxeter ë peut s'obtenir à 
part ir de c par succession de rotations de la première lettre et de permutations 
de lettres commutatives consécutives, nous obtenons à l'aide du Lemme 3.3.2 que 
Œ(ë) = Œ(c), pour tout élément de Coxeter ë. D 
Nous voyons enfin une dernière proposit ion qui nous permet de démontrer le 
Théorème 3.3.11 : 
Proposition 3.3.10. Le barycentre de la superposition des sommets de Assoc(W) 
et Assoc-1 (W) est l'origine, c'est-à-dire que pour tout élément de Coxeter c, 
Démonstration. Par abus de notation nous écrivons ici c-1 pour l 'expression ré-
duite cB de c-1. Le c-1-mot de w0 est, par transposit ion de lettres commuta-
tives consécutives, obtenu de w0 (c) par renversement et conjugaison par w0 . Donc 
c 1w0 (c)-1 = 1r((cw0 (c))t ... ). Ainsi le Lemme 3.3.2 et le Corollaire 3.3.6 nous 
assurent qu'il existe un isomorphisme entre SCc et SCc-1, et 
Bc-1(1r(,u(F))) = - Bc(F) + L f3 
{3EiJ>+ 
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pour toute facette F de SCc. 
Ainsi Bc(F ) + Bc-1(7r(J.L(F))) = l:,B E<P+ {J , et par le même argument que celui vu 
dans la preuve de la Proposit ion 3.3.8, n e+ De-l = l:,BE<P+ fJ . 
On en conclut que (Bc(F)- De)+ (Bc-1(7r (J.L (F ))) - S1c-1) = 0 et donc que 
0 
Ainsi nous avons le théorème suivant : 
Théorèm e 3.3 .11. Le barycentre des sommets de Assoc(W) =Pc- De coïncide 
avec celui de Perm(W) équilibré. Autrement dit, nous avons I: (Bc(F )- De) = 0, 
où la somme est sur toutes les facettes de SCc . 
Dém onstration. Pour tout élément de Coxeter c de W , nous avons, par les Pro-
posit ions 3.3.10 et 3.3. 7, que 
2~ (c) = ~ (c) + ~(c- 1 ) =O. 
Ainsi, nous concluons que ~(c) = 0 pour tout élément de Coxeter c. Ainsi le 
barycentre de tout c-associaèdre équilibré Assoc(W) est l'origine. 0 
Nous allons maintenant voir rapidement comment étendre ce résultat aux cas des 
associaèdres bien équilibrés. 
ous décrivons la situation pour un point général a := l: sES a8w8 dans la chambre 
fondamentale. ous avons vu que la construction du polytope de briques et ses 
propriétés restent valides si nous remplaçons les fonctions de racines et de poids 
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par rQ(F, k) := aqk rQ(F, k) et wQ(F, k) := aqk wQ(F, k) ; le vecteur de briques par 
BQ(F) := LkE[mJ aqk WQ(F, k) et le polytope de briques par 
p a(Q) := conv{ BQ(F) 1 F facette de SC(Q)}. 
Le polytope p a(Q) est ainsi une déformation de P (Q) . Alors Asso~(W) 
conv{ B~(F) - D~ 1 F facette de SCc}, où la translation affine 
n~ := 2:: aqk rrk- 1 (wqn+k). 
kE[NJ 
Théorème 3.3.12. Soit (W, S) un système de Coxeter fini etc E W un élément 
de Coxeter. Soit enfin a un point dans la chambre fondamentale C pour lequel 
w0 (a) = -a, c'est-à-dire que a5 = a<P(s) pour tout s E S. Le barycentre du c-
associaèdre bien équilibré Asso~(W) coïncide avec celui du permutaèdre Perma(W) . 
Démonstration. Nous remarquons qu 'en considérant a, le Lemme 3.3.2 reste valide 
comme tel. Les Lemmes 3.3.4 et 3.3.5 restent valides aussi comme aqk = aa(qk )· 
Seul le Lemme 3.3.3 diffère car -2wq1 doit-être remplacé par -2aq1Wqp ce qui , 
cependant, ne change pas la validité des Propositions 3.3.7 et 3.3.10. Ainsi nous 
avons montré que le barycentre des sommets de Asso~(W) est l 'origine. 
D 
CONCLUSION 
L'étude de l'associaèdre débute dans les années soixante lors que J. Stasheff l'intro-
duit dans (Stasheff, 1963) comme complexe simplicial en topologie algébrique. J. 
Stasheff se pose alors la question de la possible réalisation de ce complexe comme 
polytope. Une réalisation à partir d 'un permutaèdre du groupe symétrique sera 
donnée par la suite par S. Shnider et S. Sternberg dans (Shnider et Sternberg, 
1993), suivis de J. L. Loday dans (Loday, 2004). Puis , en 2003 , S. Fomin et A. Ze-
levinsky introduisent une famille plus large de polytopes contenant l'associaèdre 
dans leur études des complexes amassé. Ils appelleront ces polytopes des asso-
ciaèdres généralisés et, avec l'aide de F. Chapoton, en donneront une réalisation 
dans (Chapoton et al. , 2002) . En 2007, C. Hohlweg, C. Lange et H. Thomas, 
donneront une réalisation de ces associaèdres généralisés à partir du permutaèdre 
de leur type correspondant ( (Hohlweg et al., 2011) pour plus de détails). 
Dans ce mémoire nous présentons la réalisation de V. Pilaud et C. Stump des 
associaèdres généralisés en tant que polytopes de briques, ce qui fourni une des-
cription par enveloppe convexe de sommets des associaèdres généralisés. Il nous a 
fallu pour cela explorer les aspects combinatoires et géométriques des complexes 
de sous-mots associés aux systèmes de Coxeter finis afin de leur associer un poly-
tope de briques, défini comme enveloppe convexe de vecteurs , dont le polaire les 
réalise. Nous avons vu, à travers l'étude des cônes normaux associés aux sommets 
de ce polytope, que celui-ci correspond à l'associaèdre généralisé du système de 
Coxeter correspondant à translation près. Cette nouvelle description permet ainsi 
de revisiter les résultats connus sur les associaèdres généralisés de tout type. Nous 
montrons dans ce mémoire, à l'aide de cette nouvelle description, une conjecture 
84 
émise dans (Hohlweg et al., 2011). En effet , nous nous sommes servis du lien entre 
ce polytope et les complexes de sous-mots , dont découle la nouvelle descript ion 
de ses sommets, pour voir que son barycent re est l'origine. 
Notre mémoire se restreint à l'étude des polytopes de briques associés à des com-
plexes de sous-mots réalisables et, en particulier , aux cas où les mots qui leurs 
sont associés sont en lien avec les éléments de Coxeter. Ainsi, nous pouvons nous 
demander quels seraient les résultats intéressants découlant de l'étude des cas non-
réalisables. Par exemple, la combinatoire des polytopes de briques associés à tous 
complexes de sous-mots de type A, réalisables ou non , a déjà était étudiée par V. 
Pilaud et F . Santos dans l 'art icle (Pilaud et Santos, 2012). Qu 'en est-il pour les 
systèmes de Coxeter finis d 'autres types? 
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