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Abstract
The present thesis is devoted to the investigation of novel superconductors by
phase-sensitive terahertz transmission and infrared to ultraviolet spectroscopy.
In particular, a nominally undoped Pr2CuO4 superconducting thin film, an
FeTe0.5Se0.5 thin film, and a LiFeAs single crystal have been investigated. The
emphasis is on the low-frequency part of the optical spectrum (i.e., the tera-
hertz and infrared spectrum), as the goal of the study was to shed light on the
size and symmetry of the superconducting gaps and also to determine the tem-
perature dependences as well as the absolute values of the penetration depth,
which are key input parameters for models applicable for new superconductors.
In addition, niobium has been investigated as a reference, so as to see what is
expected from conventional superconductors and to clarify the electrodynamics
of niobium.
A superconducting Nb thin film with Tc of 8.04 K has been investigated
by backward wave oscillator-based (BWO-based) and time-domain terahertz
(TDT) spectrometers in the frequency range between 4 and 100 cm−1 for tem-
peratures ranging from 2 to 10 K. From these measurements an energy gap,
2∆(0), of 22.50 cm−1 = 2.79 meV = 4.02kBTc have been determined. The op-
tical conductivity below Tc could nicely be described by calculations according
to the Eliashberg theory, with α2F (ω) evaluated from tunneling measurements.
Absolute values of the penetration depth (λ) have been calculated from phase-
sensitive terahertz measurements. The zero-temperature limit of λ at T = 0 is
found to be 115 ± 5 nm. From this value, a London penetration depth (λL) of
43 ± 2 nm has been obtained. The overall temperature dependence of λ follows
a behavior typical for conventional s-wave superconductors.
A superconducting Pr2CuO4 film with T ′ structure and Tc of 27 K has been
investigated by use of optical methods in a wide frequency (5 – 55000 cm−1) and
temperature (2 – 300 K) range. A Drude-like peak centered at zero frequency is
observed in the optical conductivity below 150 K, above which it shifts to finite
frequencies. The detailed analysis of the low-frequency conductivity reveals that
the Drude peak and a far-infrared (FIR) peak centered at about 300 cm−1 persist
at all temperatures. The FIR spectral weight is found to grow at the expense
of the Drude spectral weight with increasing temperature. Absolute values of
the penetration depth have been obtained from temperature and frequency-
dependent measurements. The zero-temperature limit of λ is estimated to be
1600 ± 100 nm. The overall temperature dependence of λ follows a behavior
typical for cuprate superconductors. However, a closer look at the penetration
depth at T ≤ 12 K reveals a flattening in the temperature dependence. λ ∝ T n,
with n = 2.8± 0.2 is found.
A superconducting FeTe0.5Se0.5 thin film with Tc = 19 K has been investigated
using a combination of BWO and TDT spectroscopy in the frequency range 4 -
i
80 cm−1 and between 3 and 150 K. From such measurements, a superconducting
energy gap of 30 cm−1, representing 2∆(0)
kBTc
= 2.27, is observed. Further, the
penetration depth has been derived from the temperature dependence of σ2(T )
with λ = 530 ± 10 nm at lowest measured temperature. The temperature-
dependent normalized superfluid density
(
λ2(0)
λ2(T )
)
, just as is the case with most
iron-based superconductors, could nicely be described by the so-called two-gap
γ model.
Finally, a superconducting LiFeAs single crystal with Tc = 18 K has been
investigated by optical spectroscopy in the frequency range 15 - 55000 cm−1
between 5 and 300 K. From these measurements, no clear signature of the su-
perconducting energy-gap opening could be identified in spite of the spectral
weight been suppressed in the infrared frequency regime below Tc. This indi-
cates that LiFeAs single crystal is in a clean limit. With the aid of the Ferrell-
Glover-Tinkham (FGT) sum rule, an absolute penetration depth of 215 nm has
been calculated from the missing area at 5 K.
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Chapter 1
Introduction
Superconductivity is a phenomenon characterized by the complete absence of
electrical resistance and the Meissner-Ochsenfeld effect. This phenomenon was
discovered by Kamerlingh Onnes [1] in 1911, who noticed that the resistance of
purified mercury suddenly dropped to zero at 4.2 K. Since then, a wide range
of materials have subsequently shown to superconduct; ranging from chemical
elements such as lead (Tc = 7.2 K), alloys like Nb3Al0.75Ge0.25 (Tc = 20 K), and
many other compounds [2, 3]. More and more superconducting materials were
discovered over the years, but the highest Tc remained at low temperatures,
below 25 K [3]. Bulk niobium, with Tc = 9.2 K, is the elemental superconductor
with the highest Tc at ambient pressure. Before 1986, Nb3Ge with a Tc of 23.3
K held the Tc record.
A significant understanding of the superconducting phenomenon was achieved
in 1957 through the model advanced by Bardeen, Cooper, and Schrieffer. This
model is commonly referred to as the BCS theory [4].
In 1986, Bednorz and Müller discovered high-temperature superconductivity
in La2−xBaxCuO4 (which is one of the many now known cuprates) with a Tc of
about 30 K [5]. Since then, cuprates with critical temperatures higher than 100
K have been discovered. The highest Tc has been reported in thallium-doped
mercury-based cuprate Hg0.8Tl0.2Ba2Cu3O8+δ with a superconducting transition
temperature of about 138 K which can be increased to about 160 K on appli-
cation of pressure [6, 7, 8]. The high transition temperatures of cuprates and
their unusual d-wave symmetry of the superconducting gap as opposed to s-wave
gap symmetry for conventional superconductors indicate that in these materials
superconductivity is not phonon mediated; in fact, the coupling mechanism of
the Cooper pairs in these materials remains unresolved and is a subject of cur-
rent debate in the condensed-matter physics community. After the discovery of
cuprates, the search for new-high temperature superconducting families began
which led to the discovery, in 2008, of layered iron-pnictide [9] and iron chalco-
genide compounds with critical temperatures up to about 56 K. Pnictide and
chalcogenide superconductors are collectively called iron-based superconductors
because they contain iron. The discovery of superconductivity in iron-pnictide
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and iron-chalcogenide compounds, at ambient pressure, is rather surprising be-
cause iron and magnetic impurities were in general considered as detrimental to
the superconducting state. The high Tc values in iron-based superconductors
do not rule out phonon-mediated coupling, but the close proximity of magnetic
order and superconductivity in these compounds has lead to the suggestion that
the pairing in this class of materials may have another origin e.g. spin fluctua-
tions. Cuprates share many similarities with iron-based superconductors. These
similarities include the fact that both have layered structure, have antiferromag-
netic phases next to superconductivity and have unusually low conductivity in
the normal state.
Terahertz (THz) and infrared (IR) spectroscopy allow studying the low-energy
electrodynamics of a superconducting system because it is in this frequency
range that all the excitations relevant to superconductivity (i.e., phonons, po-
larons, free-carrier excitations, gap opening below Tc etc.) can be observed.
Moreover, the effect of electron correlations can be studied by extending the
measurements up to the visible and ultraviolet range and by looking for viola-
tions to the ordinary optical sum rules. The aim of this thesis was to investigate
novel superconductors and niobium using terahertz and infrared spectroscopy
techniques. To achieve this aim, four samples (i.e., a 150 Å thick niobium film
with Tc = 8.04 K, a 100 nm thick film of nominally undoped Pr2CuO4 with Tc
= 27 K, a 100 nm thick FeTe0.5Se0.5 film with Tc = 19 K, and LiFeAs single
crystal with Tc = 18 K) were first characterized by use of resistivity measure-
ments followed by terahertz transmission and infrared reflectivity measurements.
From these measurements, optical conductivities have been obtained through
numerical analysis and fitting of the measured data with the Drude-Lorentz
model. From the optical conductivity, the superconducting gap symmetries and
normal-state gaps as well as many other relevant phenomena connected with
superconductivity have been studied (the details are given in the course of this
thesis).
The current thesis is organized as follows: I first review the optical properties
of solids, general properties of superconductors, and some of the most important
concepts and physical properties of cuprates and iron-based superconductors
in Chapter 2. This is followed by brief experimental descriptions of optical-
spectroscopy techniques and the analysis of optical data in Chapter 3 and 4,
respectively. Finally, the results and discussions for the samples (i.e., niobium,
Pr2CuO4, FeTe0.5Se0.5, and LiFeAs) considered in this research, are presented
in Chapters 5, 6, 7, and 8, respectively.
2
Chapter 2
Basics of electrodynamics of
solids
2.1 Optical properties of solids
A metal is a solid held together by metallic bonds, conducts heat and elec-
tricity, reflects light, and whose resistivity usually decreases with decreasing
temperature. Metals are materials with partially filled electron bands. Opti-
cal transitions between electron states in these partially filled bands (intraband
transitions) together with transitions between different bands (interband tran-
sitions) are what is responsible for the electrodynamics in metals [10]. From ex-
perimental observations, conventional superconductors are paramagnetic metals
above the superconducting phase transition. The physical properties of metals
in the normal state are important for the understanding of superconductivity. In
addition, since BCS theory is a theory of electron pairing, the basics of electrons
in solids and energy bands have to be known.
Frequency-dependent optical properties of metals can be described by the
phenomenological Drude-Lorentz and Sommerfeld models. The Drude-Lorentz
model is based on classical dispersion theory and is used to describe optical
properties and the overall electrodynamic response of metals [10]. In this ap-
proach, the complex (optical) conductivity is then described by the sum of the
Drude component and an appropriate number of Lorentz harmonic oscillators
for the finite-energy excitations. Below are brief descriptions of these models
which are used to describe the optical properties of solids.
2.1.1 Drude-Sommerfeld model
The Drude model (1900) [11] regards a metal as a classical gas of electrons,
which execute diffusive motion. In this model, electrons move freely in the
lattice and there is no interaction between them. After an average time τ the
electrons scatter completely inelastic with the lattice. The scattering rate
(
1
τ
)
and the mass (m) of the electrons are independent of the velocity (energy). The
3
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existence of an average relaxation time τ which governs the relaxation of the
system to equilibrium is the central assumption of the model. In the Drude
model, the equation of motion for an electron in the presence of an applied
electric field is given by:
m
d2r
dt2
+m
v
τ
= −eE. (2.1)
dr
dt
is the velocity (v) and the current density is given by j = nev, with n being
the density of charge carriers, m being the charge-carrier mass, and e being
the electronic charge. For dc fields, the condition md
2r
dt2
= 0 leads to the dc
conductivity, i.e.:
σdc =
j
E
=
ne2τ
m
. (2.2)
Upon the application of an alternating electric field of the form: E(t) = E0e(−iωt),
the solution of Eq. (2.1) becomes:
σ̂(ω) =
j
E
=
ne2τ
m
1
1− iωτ =
ne2τ
m
1 + iωτ
1 + ω2τ 2
= σ1(ω) + iσ2(ω), (2.3)
with σ1 and σ2 being the real and imaginary part of the complex conductivity,
respectively. The average distance traveled by the electrons between collisions
is called mean free path (l), and within the framework of the Drude model
l = 〈v〉th τ , with 〈v〉th being the average thermal velocity.
However, since electrons are fermions and as a result obey Fermi statistics, the
picture is fundamentally different and the consequences of this were developed
Figure 2.1: Displaced Fermi sphere in the presence of an applied electric field
E. Electrons are removed from region B by the momentum (p = −eEτ)
and are added to region A. This figure applies to a metal with a spherical
Fermi surface of radius kF or a circular Fermi surface in two dimensions.
Picture taken from Ref. [10].
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by Sommerfeld [12]. Within Sommerfeld model, the concept of the Fermi surface
plays a significant role. In the absence of the electric field, the Fermi sphere is
centered around zero momentum while in the presence of the field E, the Fermi
sphere is displaced by −eEτ
~
. By this displacement, electrons are removed from
one region (e.g. region B) and added to another region (e.g. region A) as
demonstrated in Fig. 2.1. The equation of motion is the same as in the Drude
model with j = ne~〈k〉
m
, where the wave vector k = p
~
(p being the momentum),
and Eq. (2.3) is recovered. However, the scattering process which establishes
equilibrium in the presence of an electric field involves only electrons near the
Fermi surface and consequently, the mean free path l = vF τ (vF being the
Fermi velocity) differs drastically from the mean free path given by the original
Drude model and this difference has important consequences for temperature
dependences.
The sum rules are valid, for example the sum rule for the real part of the
optical (complex) conductivity is given by:∫ ∞
0
σ1(ω)dω =
ne2
m
∫ ∞
0
τdω
1 + ω2τ 2
=
∫ ∞
0
ω2p
4pi
d(τω)
1 + (ωτ)2
=
ω2p
8
, (2.4)
with ωp being the plasma frequency. For a spherical Fermi surface,
ωp
2 =
4pine2
m
, (2.5)
where m is the electronic band mass.
Various optical parameters can be evaluated in a straight forward manner
by just taking advantage of the optical conductivity as obtained by the Drude-
Sommerfeld model. Table 2.1 shows the relation between the material parame-
ters and the optical constants ̂, σ̂, and N̂ (i.e., the complex dielectric constant,
complex conductivity, and complex refractive index).
From Eq. (2.3), the dc limit of conductivity can be written as:
σ1(ω = 0) = σdc =
ne2τ
m
=
1
4pi
ω2pτ = neµ, (2.6)
where µ = eτ
m
is the electron mobility; while σ2(ω = 0) = 0. For ω → ∞,
σ1(ω) ∝ 1ω2 and σ2(ω) ∝ 1ω .
By using the relationship between σ and  in table 2.1 we have, 1 = 1−4piσdc
and 2 = 4piω σdc for ω → 0 while for ω → ∞, 1 = 1 − 4piω2τ σdc ∝ 1ω2 and
2 =
4pi
ω3τ
σdc ∝ 1ω3 . In Fig. 2.2, the variation of the optical conductivity and
dielectric constant with frequency calculated by use of the Drude model is shown.
In general, only the reflectivity and transmittance are accessible by optical
experiments which can be evaluated via the optical constants n and k, i.e.,
R =
(1− n)2 + k2
(1 + n)2 + k2
(2.7)
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Table 2.1: Relationships among the material properties and optical constants.
Taken from Ref. [10].
Dielectric constant Conductivity Refractive index
̂ σ̂ N̂
1 = 1− 4piσ2ω 1 = n
2−k2
µ1
̂ ̂ = 1 + i2
2 =
4piσ1
ω
2 =
2nk
µ1
σ1 =
ω2
4pi
σ1 =
nkω
2piµ1
σ̂ σ̂ = σ1 + iσ2
σ2 = (1− 1) ω4pi σ2 = (1− n
2−k2
µ1
) ω
4pi
n = {µ1
2
[21 + 
2
2]
1/2 n = {µ1
2
[(1− 4piσ2
ω
)2 + (4piσ1
ω
)2]1/2
+ 1µ1
2
}1/2 +µ1
2
− 2piµ1σ2
ω
}1/2
N̂ N̂ = n+ ik
k = {µ1
2
[21 + 
2
2]
1/2 k = {µ1
2
[(1− 4piσ2
ω
)2 + (4piσ1
ω
)2]1/2
- 1µ1
2
}1/2 −µ1
2
+ 2piµ1σ2
ω
}1/2
and
Tr = 1− (A+R), (2.8)
where R is the reflectivity, Tr is the transmission coefficient (transmittance), A
is the absorption, n is the real part of the refractive index, and k is the imaginary
part of the refractive index. From the reflectivity and transmission coefficients,
the complex conductivity can be obtained via either the Fresnel formulas or
Kramers-Kronig analysis. The Kramers-Kronig analysis is not always possible
(e.g. due to a limited frequency range available for the measurement, or samples
which are not opaque).
Within the framework of the Drude model, two frequencies are of important
relevance: the scattering rate (γ = 1
τ
) and the plasma frequency (ωp). This re-
sults in three spectral regimes being distinguished which are the Hagen-Rubens
regime for ω < 1
τ
, the relaxation or intermediate regime for 1
τ
< ω < ωp, and
the transparent regime for ω > ωp. Each of these three regimes have a charac-
teristic optical response that is fundamentally different from the response found
in other regimes.
The Hagen-Rubens regime is defined by the condition that ωτ  1. In this
regime, the optical properties are mainly determined by the dc conductivity
(σdc) and the real part of conductivity (σ1) is frequency independent, i.e., σdc ≈
σ1(ω)  σ2(ω). The real part of the dielectric constant is negative and large
and both components of the refractive index are equal in this regime, i.e.,
n(ω) = k(ω) ≈
[
2(ω)
2
]1/2
=
(
2piσdc
ω
)1/2
. (2.9)
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Figure 2.2: Frequency-dependent conductivity, σ̂, and dielectric constant, ̂,
calculated by use of the Drude model for a plasma frequency ωp2pi = 1.1×104
cm−1 and 12piτ = 20 cm
−1. The optical conductivity and dielectric constant
are shown in (a) for a double-logarithmic and (b) for a semi-logarithmic
scale. Below 1τ , the real part of the optical conductivity, σ1, is nearly fre-
quency independent and above 1τ it falls off with ω
−2, while the imaginary
part peaks at 1τ . On the other hand, 1 is negative and independent of fre-
quency below 1τ . Above
1
τ , 1 decreases monotonically with frequency and
becomes positive at higher frequencies. The frequency at which 1 changes
sign (from negative to positive) is called the plasma frequency (ωp). Fur-
ther, the plasma frequency can also be interpreted as the frequency at
which 1 and 2 cross each other.
The reflectivity in this regime can then be rewritten as:
R(ω) =
k(ω)− 1
k(ω) + 1
≈ 1−
(
2ω
piσdc
)1/2
= 1−
(
8ω
ω2pτ
)1/2
= 1− A(ω). (2.10)
Equation (2.10) is of paramount importance when it comes to the extrapolation
of data to lower frequencies, elaborated in the data-analysis chapter of this
thesis. Detailed information on the Hagen-Rubens, relaxation, and transparent
regimes can be found in Ref. [10], pages 101 - 104.
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2.1.2 Lorentz model
Optical properties of band semiconductors and insulators can best be described
by the Lorentz model as electrons in these materials cannot move freely as they
are bound to the ions. The central feature of these materials is a band gap that
separates the completely filled valence band and the empty conduction band at
zero temperature, with the Fermi surface lying between these two bands imply-
ing that there is zero dc conduction and a finite static dielectric constant. In
contrast to metals, interband transitions from the valence band to the conduc-
tion band are of superior importance in these materials and it is these excitations
which are responsible for the main features of electrodynamic properties. The
Lorentz model keeps the same terms as the Drude model and supplements these
with a restoring force (mω20r). Hence, the Lorentz model is that of a harmonic
oscillator.
m
d2r
dt2
+m
v
τ
+mω20r = −eE(t), (2.11)
where ω0 =
√
K
m
is the center frequency or commonly referred to as the oscillator
frequency. With E = E0e(−iωt), r̂ is found to be equal to
−eE/m
(ω2
0
−ω2)−iω/τ
and by
solving Eq. (2.11) we can obtain the complex conductivity as:
σ̂(ω) =
ne2
m
ω
i(ω20 − ω2) + ω/τ
, (2.12)
where 1/τ denotes the broadening of the oscillator due to damping, and ωp =
(4pine
2
m
)1/2 describes the oscillator strength and is called plasma frequency. By
comparing Eq. (2.12) with Eq. (2.3), it can be seen that the Drude description
can be obtained from the Lorentz description by setting ω0 = 0. Further, from
Eq. (2.12), the real and imaginary parts of the optical conductivity are:
σ1(ω) =
ω2p
4pi
ω2/τ
(ω20 − ω2)2 + ω2/τ 2
, (2.13)
σ2(ω) =
ω2p
4pi
ω(ω20 − ω2)
(ω20 − ω2)2 + ω2/τ 2
, (2.14)
respectively. The dielectric constant becomes
̂(ω) = 1 +
4pine2
m
1
ω20 − ω2 + iω/τ
. (2.15)
Unlike the Drude model, the reflectivity of the Lorentz model starts from a
value different from 1, i.e., R =
∣∣n−1
n+2
∣∣2. It increases at ω0 which can be related to
the energy difference between two states or the energy gap of a semiconductor.
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The reflectivity drops at ωp which is the plasma frequency of these localized
excitations. In the Lorentz model, three frequencies are of relevance which are
1
τ
, ω0, and ωp, giving way to four distinct regimes, i.e., the low-frequency regime
for ω < (ω0− 1τ ), the absorption regime for ω0− 12τ < ω < ω0+ 12τ , the reflection
regime for ω0 + 1τ < ω < ωp, and the transparent regime for ω > ωp.
2.1.3 Extended Drude analysis
The Drude model has frequently been used to describe the intraband optical
transitions in solids. In this model, conduction electrons are considered to be
a free electron gas while the remaining bound electrons and nuclei form a pos-
itive background. An obvious oversimplification with the Drude model is the
assumption of the energy (frequency)-independent scattering rate and electron
band mass m. Although the Drude model has been used for a long time and it
is frequently used today, there is need for modification, so that the frequency
dependence of the scattering rate and electron band mass is taken into consider-
ation. Several conducting materials, which are of current interest in the ongoing
solid-state physics research, are influenced by electron-electron interaction. This
is particularly true in systems with d and f electrons, where the scattering of
extended states with localized or narrow-band states may occur and in mate-
rials deviating from the conventional Fermi-liquid scenario. In such cases, it
turns out that a simple Drude behavior assuming a constant scattering rate and
band mass m is no longer appropriate. This calls for the necessity to extend the
original Drude model to a more generalized formulation, the so-called extended
Drude model [13, 14], which takes into account the frequency dependence of the
scattering rate, 1
τ
(ω), and effective mass, m∗(ω). The extended Drude (or the
generalized Drude) model satisfies the following equation:
σ̂(ω) = σ1(ω) + iσ2(ω) =
ω2p
4pi
1
Γ(ω)− iωm∗(ω)
m
, (2.16)
with m∗(ω) being the frequency-dependent effective mass and Γ(ω) being the
frequency-dependent scattering rate. By inverting Eq. (2.16), we obtain:
Γ(ω) =
1
τ
(ω) =
ω2p
4pi
σ1(ω)
|σ̂(ω)|2 (2.17)
and
m∗(ω)
m
= 1 + λ =
ω2p
4pi
σ2(ω)
ω|σ̂(ω)|2 (2.18)
for the frequency-dependent scattering rate and mass-enhancement factor, re-
spectively. λ in Eq. (2.18) describes the electron-phonon coupling. The plasma
9
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frequency (ωp) used in this analysis is estimated from the integration of σ1(ω)
up to the frequency of the onset of interband absorption. According to Basov
et al. [15], Eqs. (2.17) and (2.18) are the basis of the so-called one component
approach for the interpretation of optical properties.
2.2 Superconductivity
Superconductivity, i.e., zero electrical resistivity occurs in many metals when
they are cooled to a sufficiently low temperature, also known as critical (su-
perconducting transition) temperature, Tc. Superconductivity is not peculiar
to a few metals, but about 33 metallic elements are superconducting at at-
mospheric pressure while some become superconducting under application of
pressure bringing the total number of superconducting elements to about 56.
In addition to elemental superconductors, thousands of superconducting com-
pounds and alloys have been discovered.
Zero-resistivity measurements are usually not sufficient to claim that a studied
compound is superconducting. Ultimate proof for superconductivity is due to
the Meissner-Ochsenfeld effect [16]. Not only is the magnetic field excluded from
entering a superconductor, as can be explained by perfect conductivity, but also
that a field in an originally normal sample is expelled as it is cooled below
Tc. The screening currents which compensate the external magnetic field in
the inside of a superconductor result in a magnetization, M , which corresponds
to a perfect diamagnet with χ = -1. From the foregoing, it is evident that
perfect conductivity and Meissner-Ochsenfeld effect are the two basic hallmarks
of superconductivity.
2.2.1 London theory of superconductivity
The first description of electrodynamics of superconductors was advanced by
the London brothers in 1935 [17], who by assuming a two-fluid model of Gorter
and Casimir (1934) [18], proposed two equations to govern electric and magnetic
fields in a superconductor, i.e.,
djs
dt
= −nse
2
m
E (2.19)
and
−→∇ ×−→js = −nse
2
m
B. (2.20)
Eqs. (2.19) and (2.20) are commonly referred to as the first and second London
equation, respectively. The first London equation describes perfect conductivity
since any electric field accelerates the superconducting electrons rather than
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simply sustaining their velocity against resistance as described by Ohm’s law in
normal conductors. The London equations can correctly predict magnetic field
penetration into the superconducting material, but cannot give a microscopic
picture.
The second London equation (i.e., Eq. (2.20)) when combined with
Ampere’s law, i.e.,
−→∇ ×−→B = µ0js, leads to:
∇2B = µ0nse
2
m
B. (2.21)
It is evident that the only solution that corresponds to a spatially uniform field
(for which ∇2B = 0) is the field that is identically zero. By considering a simple
one-dimensional geometry, the solution to Eq. (2.21) can be obtained as:
∇2B = 1
λ2L
B ⇒ B(x) = B0e−
x
λL . (2.22)
This implies that the magnetic field is exponentially screened from the interior
of a superconductor with the London penetration depth (λL), where
λL =
√
m
µ0nse2
. (2.23)
Therefore, the penetration depth is a characteristic length associated with the
decay of the magnetic field at the surface of a superconductor, and it depends
on the density of superconducting electrons (ns). The smaller the penetration
depth, the more effective the magnetic field is excluded from the interior of
macroscopic specimens of superconductors. By inserting typical values for the
superconducting charge densities for superconductors, one can easily show that
for standard elemental superconductors the penetration depth is of the order of
10 nm, while that in HTSC (high-temperature superconductors) is around 100
nm. At higher temperatures, the superconducting density decreases leading to
an increase in the penetration depth. Empirically, the temperature dependence
of the penetration depth (λL) for a conventional superconductor can approxi-
mately be described by:
λL(T ) = λL(0)
[
1− (T/Tc)4
]−1/2
, (2.24)
where λL(0) is the value of λL at T = 0. λL thus diverges as T → Tc and ns → 0
as T → Tc. For unconventional superconductors with d-wave pairing symmetry,
λL(T ) = λL(0)
[
1− (T/Tc)2
]−1/2
. (2.25)
The normalized superfluid density, ρs(T ) =
[
λL(0)
λL(T )
]2
, is an important experi-
mental quantity which can be used to analyze the temperature dependence of
11
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the penetration depth such as estimating the symmetry of the superconduct-
ing energy gap, and is especially useful for observing effects associated with
multi-gap superconductivity or anisotropies of the superconducting gap(s) [19].
Apart from the London penetration depth (λL), the other critical length for a
superconductor is the coherence length (ξ0). The coherence length is a measure
of the distance within which the superconducting wave function cannot change
drastically in a spatially varying magnetic field. In 1950, Pippard proposed a
modification to the London equations [20]. He showed that surface and size ef-
fects can be described if a finite coherence of the superconducting wave function
was taken into account and he introduced the coherence length. In his modi-
fication of the London equations, the current density at a point is given by an
integral of the vector potential over a region surrounding the point, i.e.,
j(r) = − 3
4picΛξ0
∫
R[RA(r′)]e−r/ξ
R4
dr′, (2.26)
where Λ = m
ne2
, n is the number of superconducting electrons, R = r − r′, A is
the vector potential of the local magnetic field and ξ, the coherence length in
the presence of scattering, is related to that of a pure material ξ0 by:
1
ξ
=
1
ξ0
+
1
l
. (2.27)
The BCS theory evaluates the spatial distribution of the current density result-
ing in a form similar to that proposed by Pippard. According to BCS theory,
the coherence length is given by:
ξ0 =
~v0
piE0
= 0.18
~v0
kBTc
, (2.28)
where v0 is the average Fermi velocity and E0 is the energy of the electrons at the
Fermi surface. The coherence length is of the order of 100 nm for conventional
(elemental) superconductors and about 1 nm for unconventional (e.g. high-
temperature) superconductors [3].
By comparing the London penetration depth to the coherence length, two
types of superconductors can be distinguished. If the coherence length, ξ0, is
longer than the penetration depth, λL, the superconductor will be type-I. When
the mean free path is short, then ξ0 is also short and the penetration depth λL
is large, so the superconductor will be a type-II superconductor. Conventional
elemental superconductors, with the exception of niobium, are type-I supercon-
ductors while most other superconductors are type-II superconductors.
2.2.2 BCS theory of superconductivity
Only in 1957 were the properties of conventional superconductors successfully
modeled by the theory advanced by John Bardeen, Leon Cooper, and Robert
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Schrieffer [4] and this theory is commonly referred to as the BCS theory. This
microscopic theory is based on the idea of Cooper [21], who in 1956 showed that
in the presence of an attractive interaction, the electrons near the Fermi surface
tend to go in a state of lower energy in which each electron pairs with another
of opposite momentum and spin. These electron pairs are called Cooper pairs.
The pairing of electrons close to the Fermi level into Cooper pairs is achieved
through the interaction with the crystal lattice. This pairing results from an
attraction between the electrons caused by lattice vibrations, and the coupling of
electrons to the lattice is called electron-phonon interaction. Thus two electrons
can form a stable bound pair state which has a total spin of zero. Its energy
is lowest if the center of mass does not move, i.e., if k1 = −k2. The spatial
extension of a Cooper pair is about 10−4 cm and its binding energy is of the
order of kBTc.
To understand the interaction between two electrons, one has to consider an
electron propagating with the Fermi velocity (vF ≈ 106 m/s) through a crystal
lattice formed by positively charged ion cores. The first electron polarizes the
medium by attracting positive ions. The trace of polarization remains for a
short time after the first electron has passed, during which time another elec-
tron can propagate through the polarized lattice and reduce its potential energy.
Under certain conditions, for example strong electron-phonon coupling and high
density of states at the Fermi surface, this reduction in energy can overcome the
screened Coulomb repulsion and result in the net attraction between the two
electrons, leading to the formation of a Cooper pair and possible occurrence of
superconductivity in such a material. Figure 2.3 shows a simple sketch demon-
Figure 2.3: Sketch showing the polarization of a lattice by a moving electron
leading to the formation of a Cooper pair. The process of Cooper-pair
formation is as follows: an electron moves through the lattice (a) attracting
positively charged nuclei. A second electron passing through the lattice is
attracted into this region of increased positive charge density (b).
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strating the polarization of the lattice by a moving electron (negative charge)
leading to the formation of a Cooper pair.
Since Cooper pairs in a superconductor have a slightly lower energy than
the energy at the Fermi level, an energy gap at the Fermi level results. Such
an energy gap inhibits any kind of collision interactions which could lead to
ordinary resistivity. The superconducting energy gap (2∆) is one of the most
important characteristics of superconductors. Such a gap could be deduced from
tunneling, specific-heat, ultrasound, and infrared spectroscopy experiments etc.
Further details on Cooper-pair formation, derivations of the density of states
and the superconducting energy gap are outlined in Refs. [22, 23, 24].
The superconducting energy gap decreases as temperature increases (2∆(0)
being the superconducting gap at T = 0). For kBT ≈ 2∆(0), many Cooper
pairs are broken and do not participate in decreasing the energy of the su-
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Figure 2.4: Temperature dependence of the normalized energy gap calculated
according to the BCS theory (red solid line) compared with the temperature
variation of the normalized superfluid density
(
λ2(0)
λ2(T )
)
for d-wave symmetry
(blue dashed line calculated using Eq. (2.25)) and s-wave symmetry (blue
dotted line calculated using Eq. (2.24)). This universal curve (red solid
line) is a good approximation in most cases, but strictly speaking such a
universal curve holds only in the weak coupling limit.
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perconductor. Thus, the more broken pairs, the more elementary excitations
(quasiparticles) are present and the lower will be the energy gap. At T = Tc,
the superconducting energy gap becomes zero. The temperature dependence of
the superconducting energy gap (2∆(T )) can be computed numerically using
the equation:
1
N(0)V
=
∫
~ω
0
tanh 1
2
β(2kin +∆
2)
1
2
(2kin +∆
2)
1
2
dkin, (2.29)
where N is the density of states at the Fermi level, V is the electron-phonon
coupling constant and kin is the kinetic energy of the quasiparticles.
The normalized superconducting energy gap, i.e., 2∆(T )
2∆(0)
(shown in Fig. 2.4,
where it is compared to λ
2(0)
λ2(T )
), is a universal function of T
Tc
which decreases
monotonically from 1 at 0 K to 0 at Tc. At low temperatures, T < Tc4 , 2∆ is
nearly temperature independent. The higher the temperature, the smaller the
energy gap becomes until it drops to zero at Tc. According to Tinkham [24, 25],
near Tc, the superconducting energy gap, ∆(T ), drops to zero with a vertical
tangent, i.e.,
2∆(T )
2∆(0)
≈ 1.74
√
1− T
Tc
, T ≈ Tc. (2.30)
Such a variation of the order parameter (2∆) with the square root of (Tc − T )
is characteristic for mean-field theories. At absolute zero, in the weak coupling
case, the transition temperature is related to the energy gap by:
2∆(0) = 3.53kBTc. (2.31)
2.2.3 Electrodynamics of the superconducting state
Information about the superfluid condensate, superconducting energy gaps, in-
terband transitions, normal-state gaps, quasiparticles, phonon modes, etc. of
superconductors can be inferred from electrodynamics. In such electrodynamic
studies, the understanding of the temperature and frequency dependence of re-
flectivity, transmission coefficient, complex conductivity, etc. is of paramount
importance. The complex conductivity can readily be obtained from reflectivity
and transmission experiments. Further, studying the frequency dependence of
reflectivity, transmission, and complex conductivity below Tc, allows to differen-
tiate between two limiting cases of superconductors, i.e., clean- and dirty-limit
superconductors. A clean-limit superconductor is a superconductor whose scat-
tering rate ( 1
τ
) just above Tc is much less than the superconducting energy
gap at 0 K, i.e., 1
τ
< 2∆(0), while a dirty-limit superconductor is one whose
scattering rate just above Tc is greater than the superconducting energy gap
at 0 K, i.e., 1
τ
> 2∆(0). In Figs. 2.5 and 2.6, the frequency dependence of
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Figure 2.5: Frequency dependence of (a) transmission ratios, (b) phase dif-
ference, (c) σdc normalized σ1, and (d) σdc normalized σ2 of a clean-limit
superconductor at different temperatures as evaluated from Zimmermann
expressions, with ωp2pi ,
1
2piτ and 2∆(0) = 11000, 5, and 20 cm
−1, respectively.
Arrows indicate the position of the superconducting energy gap (2∆(T )).
Also shown is the frequency dependence of reflectivity and reflectivity ratio
(i.e., reflectivity below Tc divided by reflectivity just above Tc) in the inset
of (b). The inset in (d) shows the first derivative of the product of σ2 with
frequency, i.e., d(ωσ2(ω))dω , in arbitrary units.
the electrodynamical properties of clean- and dirty-limit superconductors at Tc
and at various temperatures below Tc are shown, calculated in accord with the
BCS theory using Zimmermann formulas [26], with the plasma frequency (ωp
2pi
)
= 11000 cm−1, 2∆(0) = 20 cm−1 in both cases, while scattering rates ( 1
2piτ
) of
5 and 150 cm−1 are chosen. The real and imaginary part of the complex con-
ductivity are normalized to the direct current conductivity (σdc) just above Tc,
while the transmission is normalized to the transmission just above Tc. Also
shown is the reflectivity, the reflectivity ratio, and transmission phase difference
(∆φ) between the superconducting state and the normal state just above Tc.
From both figures, the transmission ratios, Trs
Trn
, first increase with increasing
frequency, passing through a local maximum before they decrease monotoni-
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Figure 2.6: Frequency dependence of (a) transmission ratios, (b) phase dif-
ference, (c) σdc normalized real part of optical conductivity, and (d) σdc
normalized imaginary part of optical conductivity of a dirty-limit supercon-
ductor at different temperatures as evaluated from Zimmermann expres-
sions, with ωp2pi ,
1
2piτ , and 2∆(0) = 11000, 150, and 20 cm
−1, respectively.
Arrows indicate the position of the superconducting energy gap (2∆). Also
shown is the frequency dependence of reflectivity and reflectivity ratio (in-
set in (b)). The inset in (a) shows the transmission ratio and its first
derivative at 5 K while the inset in (d) shows the first derivative of the
product of the imaginary part with frequency, i.e., d(ωσ2(ω))dω , in arbitrary
units at various temperatures.
cally with further frequency increase and approaching unity at sufficiently high
frequencies (frequencies sufficiently larger than 2∆(0)). While the maxima in
the transmission ratio agree with the position of the energy gap for clean-limit
superconductors, this is not obvious in the dirty-limit case, where such a max-
ima in the transmission ratio is observed at slightly higher frequency. In such
cases (dirty-limit superconductors), a discontinuous change in the slope of the
transmission ratio curve due to the onset of absorption is the evidence of the
superconducting gap edge [27]. The first derivative of the transmission ratio
clearly reveals the position of the superconducting gap as a maximum. This is
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clearly shown in the inset of Fig. 2.6(a). Trs
Trn
increases with frequency in the
low-frequency regime because σ2
σn
decreases. The transmission ratio increases
due to the fact that less energy is being reflected from the superconductor.
Trs
Trn
is expected to continue to increase above the superconducting gap if the
resistance is small enough, because of a further decrease in σ2
σn
.
The transmission-phase difference is essentially zero at sufficiently high fre-
quencies and becomes more and more negative with decreasing frequency, pass-
ing through an anomaly with further frequency decrease. The frequency of this
anomaly corresponds to the superconducting energy gap.
The reflectivity spectra below Tc shows an upturn below some frequency. Just
before this upturn, the reflectivity in the superconducting state is lower than
the reflectivity in the normal state. This feature is more pronounced in clean-
limit superconductors (see the insets of Figs. 2.5(b) and 2.6(b)). Below the
upturn, the reflectivity slowly/abruptly approaches unity for dirty-limit/clean-
limit superconductors. Reflectivity ratios are readily obtained by normalizing
the reflectivity spectra below Tc with the reflectivity spectrum just above Tc.
The maximum in the reflectivity ratio in both clean- and dirty-limit cases agrees
very well with the position of the superconducting energy gap. It can, therefore,
be concluded that the maxima in the reflectivity ratio can be ascribed to the
superconducting gap which is not the case for the transmission ratio as has been
explained above.
For the complex conductivity at T = 0, σ1(ω) is zero below 2∆(0) with the
exception of a δ peak at zero frequency which cannot be accessed experimen-
tally. As the temperature increases, σ1 passes through a local minimum with
decreasing frequency before increasing monotonically. The local minimum in
σ1(ω) shifts to lower frequencies with increasing temperature and subsequently
disappears above Tc. The positions of these local minima correspond to 2∆(T )
for both clean- and dirty-limit superconductors. On the other hand, σ2(ω) di-
verges as 1
ω
in the T = 0 limit. A kink in σ2(ω) below Tc occurs at a frequency
corresponding to the superconducting energy gap. Due to the fact that such a
kink is not very visible in σ2(ω) spectra, one may multiply σ2(ω) with ω followed
by differentiating this product. The superconducting gap is clearly evident in
such differentiated spectra as a minimum. This can be seen in the insets of
figures 2.5(d) and 2.6(d).
From the foregoing, it can be concluded that the anomaly in the phase differ-
ence, the minima in real-part conductivity, the maxima in the reflectivity ratio,
and a kink in σ2(ω) are ways of identifying the position of 2∆(T ) for both clean-
and dirty-limit superconductors.
Normalizing the complex conductivity in the superconducting state to that in
the normal state just above Tc is of great importance, as apart from distinguish-
ing between the two limiting cases of superconductivity (clean- and dirty-limit
or case I and case II coherence factors, respectively), it can also help in deduc-
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Figure 2.7: Frequency dependence of the normalized real part of the optical
conductivity [(a) and (c)] and normalized imaginary part of the optical
conductivity [(b) and (d)] of a superconductor at different temperatures
as evaluated from Zimmermann expressions, for the clean- and dirty-limit
cases, respectively. Clean- and dirty-limit cases are similar to case I and
case II coherence factors, respectively (see e.g. references [10] and [24]).
ing the absorption rate. The absorption (transition) rate in the superconducting
state (Ws) normalized to that in the normal state just above Tc (Wn), i.e., WsWn
could easily be deduced from the normalized real part of the optical conductivity
in the superconducting state [10] due to the fact that
Ws(ω, T )
Wn(ω, T )
=
σ1s(ω, T )
σ1n(ω, T )
. (2.32)
Figure 2.7 shows the variation of σ1 and σ2 normalized to their normal-state
values, at various temperatures, evaluated using Zimmermann expressions for
the clean and dirty limit. σ1s
σ1n
rises from zero with a finite slope at ~ω = 2∆
and slowly approaches unity for ~ω  2∆(0) in the case of dirty-limit super-
conductors, while for clean-limit superconductors the rise from zero at 2∆(0) is
abrupt going above unity with further frequency increase before passing through
a maximum, beyond which it decreases monotonically and approaches unity at
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higher frequencies. At finite temperatures, the normalized σ1(ω) first decreases
with increasing frequency passing through a local minimum after which it in-
creases and merges with the normal-state spectra at higher frequencies. σ2 in
the superconducting state diverges from the normal-state value at low frequen-
cies with a kink being observed for the clean limit. Since the imaginary part of
the conductivity in the superconducting state (σ2s(ω)) diverges as 1ω below 2∆,
the optical reflectivity R(ω) rapidly approaches unity for a BCS superconductor
[10]. Therefore, the upturn in R(ω) at low frequency for T < Tc is an optical
evidence for the superconducting gap, and a rapid saturation of reflectivity in-
dicates an s-wave gap, i.e., the BCS case considered so far here. While for the
non s-wave pairing, the optical reflectivity will slowly increase towards unity
instead of an abrupt jump.
The spectral weight obtained by integrating the real part of the optical con-
ductivity associated with excitations is conserved by going from the normal to
the superconducting state. Whereas such an integration is straight-forward in
the normal state, in the superconducting state two contributions have to be
taken into account: one from the collective mode of the Cooper pairs [σcoll1 (ω)],
and another from single-particle excitations [σsp1 (ω)]. Hence,
Atotal =
∫ ∞
−∞
[
σcoll1 (ω) + σ
sp
1 (ω)
]
dω =
∫ ∞
−∞
σn1 (ω)dω =
pi
2
Ne2
m
(2.33)
by assuming that all normal-state carriers condense.
However, when a material becomes superconducting, only a fraction of the
charge carriers may condense into the superconducting condensate (ρs). The
corresponding part of the optical-conductivity spectral weight of these con-
densed carriers is transferred into a Dirac delta function at ω = 0. This missing
spectral weight (missing area “A”) is defined by:
A =
∫ ∞
0
σn1 (ω)dω −
∫ ∞
0
σs1(ω)dω =
pi
2
nse
2
m∗
, (2.34)
where σn1 and σ
s
1 are the real parts of the complex conductivity in the normal and
superconducting state, respectively, ns is the density of quasiparticles, not the
density of Cooper pairs which is a factor of two smaller and m∗ is the effective
mass of the quasiparticles. Eq. (2.34) is the Ferrell-Glover-Tinkham (FGT) sum
rule [25, 28]. The missing spectral weight (missing area) generally occurs in the
far-infrared part of the electromagnetic spectrum. Therefore, measuring σ1(ω)
in the normal and superconducting state allows one to determine the missing
area and the superconducting energy gap. An example of such data is shown
in Fig. 2.8, where σ1 was measured for carriers in the a-b plane at different
temperatures for a single crystal of Ba0.6K0.4Fe2As2 with Tc = 37 K [29]. From
this figure, a superconducting energy gap is seen at about 150 cm−1 at 10 K.
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Figure 2.8: In-plane real part of the optical conductivity versus frequency
at the indicated temperatures for a single crystal of Ba0.6K0.4Fe2As2 with
Tc = 37 K. The superconducting energy gap is seen at about 150 cm−1
at 10 K. The inset shows the optical conductivity at 10 and 45 K with
the shaded area representing the missing area due to the formation of the
superconducting condensate. Picture taken from Ref. [29].
The inset shows the real part of the optical conductivity at 10 and 45 K with
the shaded area representing the missing area (A) due to the formation of the
superconducting condensate.
From Eq. (2.34), we obtain
ns =
2m∗
pie2
A. (2.35)
The London penetration depth (λL) is given by:
λL =
√
m∗c2
4pie2ns
=⇒ ns = m
∗c2
4pie2λ2L
. (2.36)
Using Eqs. (2.35) and (2.36), one can derive an expression relating the missing
area (A) to the London penetration depth:
1
λL
=
√
8A
c
. (2.37)
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Using the Kramers-Kronig relation, the term Aδ(ω) = σs1(ω) corresponds to
2A/piω = σs2(ω). From Eq. (2.37), A =
c2
8λ2L
, therefore:
σs2(ω) =
c2
4piλ2Lω
=⇒ λL = c√
4piσs2(ω)ω
. (2.38)
The penetration depth calculated from the imaginary part of the complex con-
ductivity in the superconducting state (σs2) should be equal to that calculated
from the missing area in the real part of complex conductivity [24].
2.2.4 Eliashberg theory
The Eliashberg theory is an extension of the BCS theory. With this theory one
is able to precisely investigate the influence of the electron-phonon interaction to
superconductivity. The key ingredient of the Eliashberg theory is the electron-
phonon spectral density α2F (ω) (accessible via tunneling spectroscopy, infrared
spectroscopy, neutron scattering and from theory), which is introduced to de-
scribe the electron-phonon interaction. Apart from α2F (ω), the other kernel in
Eliashberg theory is the Coulomb pseudopotential µ∗, which is often treated as
an adjustable parameter. This theory has been able to explain physical proper-
ties of many superconductors.
In this thesis, calculations of the complex conductivity for niobium with the
aid of Eliashberg equations for s-wave symmetry have been done, in order to
compare experimental data for Nb with theory. The equation used for cal-
culating the complex conductivity is readily available in Ref. [30], while the
renormalization function Z(ω) and the energy gap required as input parameters
have been calculated via the Eliashberg equation following the steps outlined
in Ref. [31]. To achieve this goal of calculating the optical conductivity, a
C++ code was written. It is important to note that unlike for the BCS the-
ory, the superconducting transition temperature, Tc, and the superconducting
energy gap, 2∆, are not input parameters but are calculated self consistently
by the Eliashberg equations for a given α2F (ω) and Coulomb pseudopotential
µ∗. Apart from α2F (ω) and µ∗, the phonon cut-off frequency, the dc conductiv-
ity just above Tc and the scattering rate (τ−1) are the other input parameters
to the code. These parameters are adjusted until an optimum description of
the measured conductivity data and the correct Tc are achieved. More details
can be found in the PhD dissertation of Theo Fischer [31], while detailed infor-
mation on the Eliashberg theory can be found in the review by Carbotte [32].
Furthermore, detailed explanations of the Eliashberg calculations for nominally
undoped Pr2CuO4, a non s-wave superconductor, are presented in Chapter 6 of
this work.
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2.3 Superconductivity in strongly correlated
electron systems
Strongly correlated electron systems are metals whose electrons cannot be de-
scribed in terms of non-interacting particles. The issue of strong correlations
first came to light as early as July 1937 during a conference on the conduction
of electricity in solids. Peierls and Mott reported during this conference that
in crystals such as NiO with partly filled d bands, the potential barriers be-
tween the atoms could be high enough to reduce the conductivity by 1010 [33].
According to band theory, NiO together with other transition-metal oxides are
expected to be metals which was in conflict with the findings. Hence, the term
“Mott insulator” was later coined to describe such solid materials. It is this
brief report, by Peierls and Mott, that has launched systematic studies of in-
teractions and correlations of electrons in solids. Strong electron interactions
are not only specific to transition-metal oxides, but also to a variety of d- and
f -electron intermetallic compounds as well as a number of pi-electron organic
conductors. The interplay between the itinerancy of electrons in solids origi-
nating from wave-function hybridization and localizing effects often rooted in
electron-electron repulsion is central to the problem of strong correlations [34].
Information on this interplay is encoded in experimental observables registering
the electron motion in solids under the influence of an electric field. For that rea-
son experimental studies of the electromagnetic response are indispensable for
the exploration of correlations. Of the various categories of correlated-electron
materials, a brief overview of cuprate and iron-based superconductors is given
here.
2.3.1 High-temperature cuprate superconductors
High-temperature superconductivity in cuprates have been at the center of re-
search in the condensed-matter physics community since 1986 when Bednorz
Table 2.2: Characteristic properties of five cuprate high-temperature super-
conductors. λ and ξ are the penetration depth and coherence length, re-
spectively.
Material Tc(K) λ(nm) ξ(nm)
Hg0.8Tl0.2Ba2Cu3O8+δ 138
Bi2Sr2Ca2Cu3O10 110 260 1.5
YBa2Cu3O7 92 150 2
Nd1.85Ce0.15CuO4 24 132 ± 27 6.8 ± 0.2
Pr1.86Ce0.14CuO4 24.6 134 ± 27 6.4 ± 0.1
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and Müller discovered this phenomenon in La2−xBaxCuO4 with Tc = 30 K [5].
This critical temperature was above the highest known superconducting criti-
cal temperature at that time, thus this family of materials were and are still
referred to as high-temperature superconductors. Many copper-oxide (cuprate)
high-temperature superconductors (HTSC) have been synthesized since then.
The highest confirmed Tc has been reported in a thallium-doped, mercury-based
cuprate with superconducting critical temperature as high as 138 K, which can
be increased to about 160 K on the application of pressure [6, 7, 8]. Supercon-
ductivity above the boiling point of nitrogen (77 K) is of great significance from
the point of view of technological applications since liquid nitrogen, as a coolant,
is far cheaper as compared to helium which is required to cool other supercon-
ductors. Despite the tremendous research efforts in this class of materials, a
number of issues still remain unresolved, e.g. the mechanism of superconduc-
tivity, the nature of the normal state, etc. In table 2.2, characteristic properties
Figure 2.9: Crystal structures of four cuprates. (A) shows the unit cells of
these cuprates while (B) shows the universal building block of the high-Tc
cuprates which is the CuO2 sheet. Also shown are the most important
electronic orbitals, i.e., the Cu dx2−y2 and O pσ orbitals. Picture taken
from Ref. [35].
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for some cuprate high-temperature superconductors are given.
The crystal structures of the cuprate HTSCs (Fig. 2.9) are oxygen-deficient
modifications of the perovskite structure. Parallel superconducting layers of
CuO2 and insulating layers, which donate holes or electrons, are the structural
feature of all cuprates. The cuprates contain fewer charge carriers compared to
normal metals, and display highly anisotropic electrical and magnetic properties
which are very sensitive to the oxygen content.
Some unusual properties of the cuprates can be summarized in the phase
diagram (Fig. 2.10) with a distinguished “dome”-like structure of superconduc-
tivity (the so called superconducting dome). The parent (undoped) compounds
of the high-Tc cuprates are believed to be antiferromagnetic Mott insulators. In
these parent compounds, strong electronic correlations (the Coulomb repulsion)
localize electrons and triggers a transition to an antiferromagnetic state. With
doping of holes or electrons, the antiferromagnetic system is modified leading
to a complex phase diagram. At a critical doping level, superconductivity is in-
duced, with the transition temperature first increasing with doping (underdoped
regime), then reaching a maximum at a certain doping level (optimal doping),
beyond which Tc is gradually suppressed (overdoped regime). At even higher
Figure 2.10: Typical phase diagram for cuprate HTSCs both in the case of hole
doping (left: where the phase diagram is for La2−xSrxCuO4) and electron
doping (right: where the phase diagram is for R2−xSrxCuO4 with R being
a rare-earth element = Nd, Pr, Sm etc). Picture taken from Ref. [36].
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doping (i.e., beyond the superconducting dome), the system can be described as
a Fermi liquid (conventional metal). In the underdoped region, the supercon-
ducting state is preceded by the formation of a pseudogap (normal-state gap in
the density of states) with an onset temperature T ∗ which decreases with dop-
ing [37]. The region above the optimal doping in the phase diagram of cuprates
is the so-called strange metal regime, a regime characterized by a linear tem-
perature dependence of the in-plane resistivity and a scattering rate that varies
linearly with frequency. Further detailed information on high-temperature su-
perconductors can be found in reviews by Basov et al. [15], Armitage et al. [36],
and Lee et al. [38]. In this thesis, Pr2CuO4 has been investigated (see Chapter
6).
2.3.2 Superconductivity in iron-based superconductors
Since the discovery of superconductivity in layered copper-based oxides
(cuprates) by Bednorz and Müller in 1986 [5], a lot of effort has been devoted to
the exploration of new compounds containing transition-metal ions other than
copper, in a hope to reach higher transition temperatures. This was based on the
belief that the high-Tc values are related to the strong electron correlation as-
sociated with the transition metals. Due to such efforts, several unconventional
superconductors other than cuprates, e.g. ruthenates, iron-based superconduc-
tors (iron pnictides and iron chalcogenides), etc., have been discovered. Most
of these superconductors are presumably unconventional because the origin of
the attractive force leading to Cooper pairing seems to be different from that
postulated by BCS theory.
The report on the discovery of superconductivity up to 26 K in LaO1−xFxFeAs
(x = 0.05 to 0.12) in February 2008 by the Hosono group [9] disclosed a new
family of superconductors (pnictides) which have the ZrCuSiAs structure (the
so-called 1111 family), with rather high Tc and a layered structure where Fe2As2
tetrahedra replace the CuO2 planes of the cuprates. The pnictides parent com-
pounds, ROFeAs, are layered compounds containing a transition metal (Fe, Co,
Ni) bound to a group 15 element (As or P) and intercalated with layers formed
by a rare earth, (R = La, Sm, Nd, Ce) and oxygen. When the La ion is replaced
by other rare-earth elements (Ce, Nd, Pr, Gd, Sm), Tc is raised up to between
40 and 56 K [39, 40, 41, 42, 43]. In analogy with the high-Tc cuprates, the
pnictides adopt a layered structure with the Fe2As2 tetrahedron as an essential
structural unit, in which superconductivity appears when antiferromagnetic or-
dering is suppressed by e.g. doping either with electrons or holes. For example,
by substituting fluorine for oxygen in LaOFeAs, fluorine donates an extra elec-
tron to the FeAs layer, thereby changing the layer carrier concentration. How-
ever, unlike the cuprates, where the undoped parent compounds are believed to
be antiferromagnetic Mott insulators, the parent compounds of the iron-based
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superconductors are itinerant antiferromagnetic metals or semimetals.
Although the first FeAs superconductors were found in doped variants of
ROFeAs (1111 family), oxygen-free compounds such as AFe2As2 (A = Ca, Sr,
Ba, Eu etc.) with ThCr2Si2 structure (the so-called 122 family) have also been
found to exhibit superconductivity, even though at slightly lower temperatures
(maximum Tc in the 122 family is about 38 K [44]). The common structural
element between the ZrCuSiAs and ThCr2Si2 structure types are the T2Pn2
layers (where T can be Fe or Ni and Pn (pnictogen) can be P or As), which are
alternatively stacked with R2 or A layers in the case of RTPnO or AT2Pn2 fam-
ilies, respectively. Since the highest superconducting transition temperatures in
both families occur in compounds containing Fe2As2 layers, it can be concluded
that the T2Pn2 layers are the active layers, while the R2O2 or A layers act as
spacer that fine tune the electronic structure of the T2Pn2 layer and, hence,
act as charge reservoir. Apart from the 1111 and 122 families, other similar su-
perconducting materials such as the LiFeAs (111) and α-FeSe(Te) (11) families
of iron-based superconductors have been discovered. Figure 2.11 shows these
four crystal structures of iron-based superconductors, i.e., the 1111, 122, 111,
Figure 2.11: Crystal structure of four families of iron-based superconductors,
i.e., (a) the 1111, (b) 122, (b) 111, and (d) 11 family. In the 1111 family,
fluorine replaces some oxygen atoms thereby donating electrons to the FeAs
layers and superconductivity results. In the 122 material, superconductiv-
ity is achieved by electron doping (substituting Fe by either Co or Ni),
hole doping (substituting Ba with K) and by pressure, provided chemically
via isoelectronic substitution (substituting As with P). On the other hand,
LiFeAs and FeSe are superconducting even at zero doping. The parent
compounds of the 1111 and 122 iron-based superconductors have iron mo-
ments that form a striped antiferromagnetic pattern. Picture taken from
Ref. [45].
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Table 2.3: Examples of some iron based superconductors with their super-
conducting transition temperatures.
System Family Example Tc(K)
RFeAsO 1111 LaFeAsO0.89F0.11 28
CeFeAsO0.84F0.16 41
SmFeAsO0.8F0.2 54
NdFeAsO0.89F0.11 52
AFe2As2 122 BaFe1.9Ni0.1As2 20
BaFe1.84Co0.16As2 25
Ba0.6K0.4Fe2As2 38
Ba0.82K0.18Fe2As2 25.4
Ba0.63K0.37Fe2As2 38.6
EuFe2(As0.7P0.3)2 26
AFeAs 111 LiFeAs 18
NaFeAs 9
FeSe(Te) 11 Fe1+ySe0.2Te0.8 13.6
Fe1.03Se0.57Te0.43 13.9
Fe1+ySe0.05Te0.95 11
and 11 type parent compounds of iron-based superconductors in panels (a), (b),
(c), and (d), respectively, while table 2.3 shows examples of some iron-based
superconductors with their related superconducting transition temperatures.
The first three systems, i.e., the 1111, 122, and 111 family, are also referred to
as iron pnictides because they contain elements of group 15 (pnictogens) of the
periodic table, while the 11 family is commonly referred to as iron chalcogenides
because they contain elements of group 16 (chalcogens). Although all group 16
elements of the periodic table are defined as chalcogens, the term is more com-
monly reserved for sulfides, selenides, and tellurides. Iron chalcogenides are of
great interest for both basic physics and high-field applications. Although their
superconducting transition temperatures are typically lower than those of the
iron pnictides, the iron chalcogenides exhibit lower anisotropies with very high
upper critical field slopes near the superconducting transition temperatures.
The undoped parent compounds of the iron-based superconductors, with the
exception of LiFeAs and FeSe, are non superconducting at ambient pressure and
have high electrical resistivities at room temperature, e.g. the in-plane resistiv-
ity of BaFe2As2 is about 430 µΩcm, which is very high when compared to the
resistivity of copper which is just about 1.6 µΩcm at room temperature. Fur-
ther, the parent compounds of the 1111 and 122 families also exhibit coupled
structural and commensurate antiferromagnetic (AFM) transitions, namely spin
density wave (SDW) transitions in the temperature range 130 - 220 K. These
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SDW transitions result in distinct changes in the magnetic, thermal, and elec-
trical properties of these compounds. The SDW transition is associated with
interband nesting of the Fermi surfaces of the itinerant electrons. Such less
perfect nesting is believed to be responsible for superconductivity in the doped
compounds. Infrared-spectroscopy studies on polycrystalline and single crystals
of iron-based compounds provide information on the energy gaps in broken-
symmetry states. The SDW gap is evidenced as the suppression of the real part
of the optical conductivity spectra in the far-infrared region. Superconductiv-
Figure 2.12: (Top left) Phase diagram of fluorine-doped CeO1−xFxFeAs show-
ing a smooth (second-order) change from antiferromagnetism (AFM) at low
doping to superconductivity at higher doping, with the inset showing the
value of the staggered magnetic moment. (Top right) Phase diagram of
fluorine-doped LaO1−xFxFeAs showing a more abrupt (first-order) change
from spin-density-wave (SDW) antiferromagnetism to superconductivity as
a function of fluorine content. TN is the antiferromagnetic transition tem-
perature while Ts is the structural transition temperature. The bottom
left panel shows the phase diagram 122-type superconductors, while the
bottom right shows the phase diagram for the 11 family (i.e., FeTe1−xSex).
Pictures taken from Refs. [46, 47, 48].
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ity is induced upon doping with electrons or holes, isoelectronic substitution
(chemically induced pressure), or by application of physical pressure. Thus, it
is evidently not always necessary to change the carrier concentration to induce
superconductivity. Since the parent compounds of the pnictides are already
metallic, the increase or decrease in the charge-carrier density as a result of
doping is not a decisive factor in the development of superconductivity in such
systems as verified by isoelectronic substitution. The emergency of a high Tc
upon the destruction of long-range antiferromagnetic order in the iron pnictides
is qualitatively similar to observations made in layered high-Tc cuprates. The
resemblance of the phase diagrams with the antiferromagnetic ordering and
superconductivity in both systems (iron-based and high-Tc cuprate supercon-
ductors) seem to suggest that superconductivity in the two families may have a
similar origin. Figure 2.12 shows the phase diagrams for the 1111 (top panel),
122 (bottom left panel), and 11 (bottom right panel) families of the iron-based
superconductors.
Up to now, much of research work has been done on the 122 (AFe2As2) and 11
(α-Fe(se,Te))-type materials even though they have lower transition tempera-
tures. This is because high-quality single crystals with sufficient sizes can easily
be grown for these types of Fe-based compounds. The maximum Tc in these
materials has not exceeded 38 K. In this thesis, FeTe0.5Se0.5, a member of the 11
iron-chalcogenide family, and LiFeAs, a member of the 111 iron-pnictide family,
have been investigated by terahertz and infrared spectroscopy, respectively.
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Experimental methods: Optical
spectroscopy
Optical spectroscopy is a very powerful method suitable to cope with the charac-
terization of new materials and for investigating the properties of many solids of
current interest, e.g. superconductors, heavy-fermion systems, low-dimensional
conductors with charge- and spin-density wave instabilities, etc. Its potential
rests on a number of characteristics, among which is the broad range of operating
frequencies, contactless measurements, the possibility of probing the electronic
subsystem directly, and extracting relevant information of such fundamental sig-
nificance as the characteristic excitation energies, concentration of carriers, the
mobility and relaxation frequency of carriers, superconducting gaps, vibrational
degrees of freedom, charge-transfer gaps, and pseudogaps, etc.
In the case of superconductivity, the superconducting energy gap in the single-
particle density of states is expected in an energy range comparable to the super-
conducting transition temperature (Tc), i.e., in the microwave and far-infrared
spectral range. On the other hand, the plasma frequency for most superconduc-
tors falls in the visible to ultraviolet range of the electromagnetic spectrum. In
strongly correlated electron systems, for example superconductors, effects due
to electron-phonon interaction, which may lead to a certain frequency depen-
dence of the scattering rate and enhanced effective mass of charge carriers, are
of particular importance and can readily be measured by optical spectroscopy.
From the foregoing discussion, it is evident that in order to investigate a given
material successfully by optical means, the availability of a wide frequency range
is necessary. Optical spectroscopy is based on investigating the behavior of op-
tical parameters (conductivity, permittivity, refractive index, etc.) as a function
of frequency and temperature. Among the methods of optical spectroscopy are
terahertz and infrared Fourier-transform spectroscopy. These two experimental
techniques have been used extensively in this thesis work and are hereby briefly
reviewed.
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3.1 Terahertz spectroscopy
Electromagnetic waves with frequencies between 0.1 and 10 THz (i.e., 3.3 and
333 cm−1), are described as terahertz (THz) radiation, and are situated in
the electromagnetic spectrum between the microwave/millimeter and the far-
infrared region. Part of this frequency range (0.1 to 1 THz) is referred to as the
spectroscopic gap or terahertz gap due to the fact that it is difficult to produce
powerful radiation in this range. Methods based on optical principles, where the
probing radiation propagates in free space and the sample size is much larger
than the wavelength of the probing radiation, are available at higher frequencies,
while at lower frequencies non-optical methods (wave guides, contacts, bridges
etc.) are employed and the sample size is typically smaller than the wave-
length of the probing radiation. In the terahertz (or millimeter to submillimeter)
regime, the sample size should be comparable to the wavelength of the prob-
ing radiation. Two main terahertz-spectroscopy methods are currently avail-
able. These are the backward wave oscillator-based (BWO-based) spectroscopy
and time-domain terahertz (TDT) spectroscopy. Two types of terahertz spec-
trometers are currently available at the Helmholtz-Zentrum Dresden-Rossendorf
(HZDR). Using the BWO-based spectrometer, which utilizes a combination of
backward-wave oscillators as sources of continuous and tunable terahertz radi-
ations, one is able to measure the optical properties of materials from as low
as 2 cm−1 all the way up to 42 cm−1 and at temperatures from as low as 1.8
K all the way up to 300 K by placing the sample in a helium-bath cryostat.
On the other hand, one is able to measure the optical properties of materials
using an in-house-built TDT spectrometer for frequencies between 5 cm−1 and
300 cm−1, depending on the type of crystal used as emitter and detector, and
in the temperature range from 4 to 300 K by utilizing a helium-flow cryostat.
Here follow brief descriptions of the two terahertz-spectroscopy measurement
techniques.
3.1.1 Backward-wave-oscillator-based spectroscopy
The BWO-based spectrometer, described in detail in Ref. [49], is sketched in
Fig. 3.1. It comprises the BWO inserted inside a permanent magnet as a
source of continuous-wave tunable terahertz radiation, teflon lenses, a chopper,
an absorber, a beam splitter, a beam combiner, polarizer, analyzer, phase mod-
ulator, movable mirror, stationary mirror, sample in a cryostat and the detector.
Some of these optical elements (i.e., the beam splitter, the beam combiner, four
lenses two on each arm, the movable mirror and the phase modulator) make
up a Mach-Zender interferometer, thus, enabling phase-sensitive measurements.
The frequency of the BWO can be tuned by varying the high voltage applied
and can be measured precisely with a quasioptical Fabry-Perot resonator. At
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HZDR, a power supply providing tunable high voltage up to 6 kV with noise and
short-term deviations not exceeding 15 mV leading to high frequency stability
is available. The radiation generated by the BWO is collimated into a Gaussian
beam by a teflon or polyethylene lens and on passing through the measurement
arrangement, as sketched in Fig. 3.1, is focused by an identical lens onto the
entry window of the detector. As detector, either a room-temperature Golay
cell or a helium-cooled bolometer is used. Plane wire grids with the wire spac-
ing much smaller than the wavelength of the propagating radiation are used as
polarizers, analyzers, semi-transparent mirrors and beam splitters for the BWO
spectrometer.
To measure the frequency response of the transmission coefficient, only one
of the arms of the Mach-Zehnder interferometer is used and the signal versus
frequency on the detector is recorded two times - with and without the sample.
The absolute transmission coefficient is determined as the ratio of the transmis-
sion through the sample to that through an aperture without the sample. To
measure the phase-shift, both arms and all elements of the Mach-Zehnder in-
Figure 3.1: Schematic sketch of the experimental set up of the coherent source
BWO spectrometer used for optical phase-sensitive transmission measure-
ments in the current thesis. With this set up transmission coefficient and
phase difference can be measured between 1.8 K and 300 K in the fre-
quency range from 2 to 42 cm−1. The sources of monochromatic terahertz
radiation are tunable BWOs inserted in permanent magnets. To focus the
radiation, various lenses made from either polyethylene or teflon are used,
while wire grids are used as polarizers and beam splitters. The radiation
after passing through the measurement setup is detected by either a Golay
cell or by a helium-cooled bolometer. For temperature-dependent mea-
surements, the sample is placed in a cryostat inserted in one arm of the
Mach-Zender interferometer.
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Figure 3.2: Schematic sketch of the custom-made sample holder used for
the optical-transmission measurements in combination with the coherent-
source backward-wave-oscillator spectrometer.
terferometer are used. During the phase-shift measurements one of the mirrors,
whose position is controlled by an electronic feedback system, can be moved in
such a way that during frequency scanning, the interferometer is always kept
in a balanced state, i.e., at equal optical paths in both arms of the interferome-
ter. As for the transmission coefficient, the phase shift is measured in two steps.
One records the frequency dependence of the movable mirror position first with-
out the sample in the arm, and afterwards with the sample in the arm. The
phase shift is then calculated as the difference between the two measured data
sets. With the aid of a custom-made sample holder (see Fig. 3.2) which allows
an accurate up and down movement of the sample behind a metallic aperture,
transmission and phase shift through the sample can be measured with repro-
ducibility better than 99% at any given temperature. For measurements below
300 K, the sample is placed in a helium-cooled Oxford Instruments Spectromac
cryostat.
With transmission and phase-shift data available, σ1 and σ2 are readily calcu-
lated using the well-known Fresnel expressions for the transmission of a plane-
parallel layer. Apart from the frequency-dependent measurements, temperature-
dependent measurements can also be done with this technique. From such mea-
surements, the temperature-dependent complex conductivity is calculated.
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3.1.2 Time-domain terahertz spectroscopy
The time-domain terahertz spectroscopy (TDTS) is a novel method presently
been used with considerable success. This spectroscopic technique appeared in
the mid 1980s in the pioneering works of D. H. Auston and coworkers [50, 51] and
had become a technique applicable for material research in the 1990s [52, 53].
Currently, time-domain terahertz spectroscopy has found applications in vari-
ous areas of material science such as precise gas sensing [54, 55], measurement
of material constants of solids such as ferroelectrics [56], semiconductors [57],
superconductors [58, 59], liquids [60], etc.
In Fig. 3.3, a sketch of the experimental setup of the time-domain terahertz
spectrometer is shown. The operation of such a spectrometer is mainly based on
the study of the response of the material under investigation to a rapidly varying
electromagnetic field. The experimental procedure for time-domain terahertz
spectroscopy is as follows:
• Generation of a sub-100-femtosecond laser pulse from a titanium-sapphire
(TiSa) laser followed by subsequent splitting of the generated laser pulse
Figure 3.3: Schematic sketch of the experimental setup of the time-domain
terahertz spectrometer used for the time-domain THz optical transmission
measurements in this thesis. With this setup, the transmission coefficient
and the phase shift can be measured between 4 and 300 K in the frequency
range from 8 to 100 cm−1.
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by a beam splitter to form a probe pulse and an excitation pulse.
• Generation of the terahertz radiation pulse. THz radiation is generated
when electron hole pairs are accelerated near the surface of a GaAs-based
antenna in an electric field. A bias voltage applied to the electrodes (i.e.,
two electrodes placed on the photoconductive GaAs) induces a uniform
electric field. Excitation with short near-infrared pulses from the TiSa
laser provides photogenerated charge carriers which are accelerated in the
electric field between the electrodes. The acceleration of carriers and their
subsequent deceleration is accompanied by the emission of a single-cycle
THz radiation pulse, which is polarized in the direction of the bias field,
i.e., perpendicular to the electrodes.
• Focusing of the free-space THz pulse onto the sample using non-dispersive
and aberration-free reflective optics.
• Focusing of the transmitted THz pulse onto the ZnTe detector using non-
dispersive and abberation-free reflective optics.
• Detection of the transmitted THz pulse in the ZnTe detector by electro-
optic sampling (EOS).
Detailed information on the experimental procedure for time-domain terahertz
spectroscopy can be found in Ref. [61].
In transmission time-domain terahertz spectroscopy, a sub-picosecond pulse
of electromagnetic radiation passes through the sample and its time profile is
changed compared to the one of the reference pulse. Determination of the sam-
ple characteristics requires the measurement of two sets of data, i.e., one with
and one (the reference) without the sample. The time domain data is converted
to the frequency domain by a numerical Fourier transformation on a computer.
By dividing the sample spectrum by the reference spectrum the transmission
spectrum is obtained. This ratio (the transmission spectrum) gives the change
in the amplitude and phase of the THz beam caused by the sample. The re-
fractive index is in turn determined from the transmission coefficient and phase
shift using Fresnel formulas. However, the measurement of the two data scans
may introduce an error in the resulting transmission spectrum, especially when
the sample cannot be easily replaced with an empty aperture during the low-
temperature measurements. Moving between the sample and reference position
with the aid of a motor eliminates such an error. Due to the fact that such
a motor was not available for the in-house-built TDT spectrometer at HZDR
(the spectrometer was built by M. Wagner and D. Stehr of the Institute of Ion
Beam Physics and Material Research), I measured the reference just once at
a temperature just above Tc followed by a measurement with the sample at
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this temperature. Without moving the sample holder, the transmission through
the sample at various temperatures below Tc was measured subsequently. The
Fourier-transformed transmission spectra were normalized to the spectrum just
above Tc to obtain the transmission ratios. Finally, at the lowest measured
temperature another reference measurement was made, which was found to be
identical to that just above Tc. Due to this fact, the transmission coefficients at
the different temperatures were readily obtained by just multiplying the trans-
mission ratio by the transmission coefficient above Tc.
Further, similar transmission measurements were also performed at the insti-
tute of Physics of the Academy of Sciences of the Czech Republic in Prague.
For that, a home-made time-domain terahertz spectrometer equipped with a
cryostat and a motor to move between the sample and reference positions was
used. In addition, at the University of Augsburg measurements were performed
using a commercial time-domain terahertz spectrometer having a similar motor-
equipped cryostat.
In all the three circumstances, the measurements were reproducible, thus
pointing to the high reliability of the measurements. Eventually, analyzing the
changes in the spectrum introduced by the sample, the spectrum of the refractive
index of the sample was obtained. From the refractive index, other optical
constants for the sample were readily obtained, without performing Kramers-
Kronig analysis, using the relations outlined in table 2.1 of this thesis.
3.2 Infrared spectroscopy
Fourier-transform infrared (FTIR) spectroscopy is the most used method of in-
frared spectroscopy. Thereby, infrared radiation is focused on the sample where
it is either transmitted (transmittance) or reflected (reflectance). Apart from
reflection and transmission, some of the incident infrared radiation is absorbed
by the sample. The resulting spectrum is like a fingerprint; no two materials
produce the same infrared spectrum, making infrared spectroscopy a useful tool
for several types of analysis.
With FTIR spectroscopy, all of the infrared frequencies arriving at the de-
tector are measured simultaneously, rather than individually as is the case with
dispersive elements. This is achieved by employing an interferometer produc-
ing a unique signal. The signal can be measured very quickly, usually on the
order of a second or so. Most interferometers employ a beam splitter, which
divides the incoming infrared beam into two optical beams. One beam reflects
off a flat mirror which is fixed, while the other beam reflects off a flat mirror,
that can be moved over a short distance (typically a few millimeters). The two
beams are recombined when they meet back at the beam splitter. Due to the
different optical lengths these two beams interfere with each other and the re-
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sulting interferogram has the unique property that every data point (a function
of the moving mirror position, ∆x), has information about every infrared fre-
quency, which comes from the source. This means that as the interferogram is
measured, all frequencies are being measured simultaneously. By employing a
Fourier transformation the desired spectral information for further analysis is
obtained.
The normal instrumental process is as follows:
• Infrared radiation is emitted from a source. These sources can be a mer-
cury lamp for far-infrared (FIR), globar for mid-infrared (MIR), or a tung-
sten lamp for near-infrared (NIR) measurements. The radiation passes
through an aperture which controls the amount of energy reaching the
sample and, ultimately, the detector.
• In the interferometer the spectral encoding takes place. At the sample the
radiation is transmitted or reflected, depending on the type of analysis
being accomplished.
• Finally, in the detector interferogram is measured. The detectors used
are bolometers for the FIR signal, MCT (mercury cadmium telluride)
detectors for the MIR signal, and InSb (indium antimonide) detectors for
the NIR signal.
• The measured signal is digitized and Fourier transformed.
To obtain absolute values for the transmittance or reflectance, a background
spectrum has to be measured. This background spectrum usually is a mea-
surement with no sample in the optical path which is in turn compared to the
measurement with sample. This technique results in a spectrum, which has all
of the instrumental characteristics removed. Some of the major advantages of
FTIR spectroscopy include speed, sensitivity, mechanical simplicity, and inter-
nal calibration achieved by employing a HeNe laser. These advantages, along
with several others, make measurements made by FTIR spectroscopy accurate
and reproducible.
With Fourier-transform spectroscopy, experiments in the far-infrared (FIR)
regime [10–500 cm−1], mid-infrared (MIR) regime [500 – 4000 cm−1], near in-
frared (NIR) regime [4000 – 14 000 cm−1], and NIR to visible range [14 000
– 22 000 cm−1] could be performed. The frequency range from 10 cm−1 to
14 000 cm−1 is called infrared frequency regime and the spectroscopy done in
this frequency range is referred to as infrared spectroscopy. Depending on the
frequency range of interest, different combinations of sources, optical windows,
filters, beam splitters, detectors, etc. are used to carry out the experiment.
Experiments for the far-far-far infrared (FFFIR), far-far-infrared (FFIR), far-
infrared (FIR), MIR, NIR, and NIR to visible range have been performed. A
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Table 3.1: Various combinations for the measured frequency ranges of the
Fourier-transform spectroscopy experiment.
Frequency Beam Source Detector Optical filter saturation
Range (cm−1) splitter window signal
FFFIR 50 µm Mercury 1.5 K pumped Mylar black 32768
15 - 60 thick lamp silicon PP/PE poly
Mylar bolometer
FFIR 23 µm Mercury 1.5 K pumped Mylar black 32768
30 - 200 thick lamp silicon PP/PE poly
Mylar bolometer
FIR silicon Mercury 4.2 K silicon Mylar black 32768
40 - 700 lamp Bolometer PP/PE poly
MIR KBr Globar 77 K MCT KBr grid 5000
600 - 8000
NIR CaF2 Tungsten 77 K InSb KBr - 32768
2000 - 11000 lamp
NIR-Visible CaF Xenon silicon/ CaF - 80000
arc GaInAs
9000 - 22000 lamp detector
summary of the combinations I used for the various frequency ranges is outlined
in table 3.1.
For the FTIR measurements two Fourier-transform spectrometers, Bruker
IFS113V and Bruker IFS66V/s, were used. The difference between these two
spectrometers is the type of interferometer used and the frequency range. While
the Bruker IFS66V/s uses a Michelson interferometer and can be used for mea-
surements from 40 to 22 000 cm−1, the Bruker IFS113V employs a Genzel in-
terferometer for measurements from 15 to 12 000 cm−1. Figs. 3.4 and 3.5 show
sketches of the layouts of these two Bruker spectrometers.
To measure reflectivity and transmission at various temperatures, the sample
is placed in a cryostat. In this research work, for reflectivity measurements, a
continuous flow cryostat with a gold evaporation unit was used. To get absolute
reflectivity free from instrumental artifacts, gold or silver depending on the
frequency range of interest is evaporated on the sample in the second run of the
experiment. The reflectivity of the sample coated with gold or silver is used as
reference. The absolute reflectivity (R) is then given by:
R =
Rsample/Rmirror
RAgAu/Rmirror
≈ Rsample
RAgAu
, (3.1)
with RAgAu being the reflectivity of the sample coated either with gold or silver.
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Figure 3.4: Optical layout of the Bruker IFS 113V spectrometer.
Detailed information on the operation of the Bruker spectrometers can be
found in the user manual (Ref. [62]), while detailed explanations on data ac-
Figure 3.5: Optical layout of the Bruker 66V/s spectrometer.
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quisition using OPUS/IR software can be found in OPUS/IR reference manual
(Ref. [63]). Information on the procedure of how to do infrared reflectivity
measurement using gold evaporation can be found in Ref. [22].
3.3 NIR-visible-ultraviolet spectroscopy
In addition to Bruker spectrometers, a grating spectrometer [64] employing a
reflection probe and a silicon CCD detector was used for room-temperature
Figure 3.6: Schematic sketch of the reflection probe for room-temperature
NIR to ultraviolet reflectivity measurements.
reflectivity measurements in order to extend the measurements to 55000 cm−1
(i.e., 9000 – 55 000 cm−1, which is from the NIR to ultraviolet regime). With
such a reflection probe, light from a light source (xenon lamp) is sent through six
illumination fibers to the sample and the reflection is collected by a 7th fiber in
the center of the reflection-probe tip. The 7th fiber is coupled to a spectrometer
and finally the reflected signal is measured by the detector. More fibers can
be added to get more energy from the light source and, therefore, increase the
Figure 3.7: Schematic sketch of the experimental setup for reflectivity mea-
surements using the grating spectrometer. With this setup the reflectivity
of a sample can be measured at room temperature from 9000 cm−1 all the
way up to 55 000 cm−1, i.e., from the near-infrared to ultraviolet regime.
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reflected signal level. Figs. 3.6 and 3.7 show schematic sketches of the reflection
probe and the experimental setup, respectively.
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4.1 Analysis of phase-sensitive transmission data
In this thesis, terahertz spectroscopy was done in transmission mode on thin
films. With the aid of this method, as earlier referred to, it is possible to measure
both the transmission coefficient and phase shift from which both parts of the
complex conductivity (real and imaginary parts) are readily calculated with
the aid of the Fresnel formulas. From the complex conductivity, other optical
parameters can be obtained by using the relationships outlined in table 2.1.
In this Section, the handling of data from the two transmission spectroscopy
techniques (BWO-based and time-domain terahertz spectroscopy) are briefly
outlined.
4.1.1 Analysis of phase-sensitive BWO data
To measure the transmission coefficient and phase shift in the frequency range
from 2 to 42 cm−1 various backward wave oscillators operating in different fre-
quency ranges and either a Golay cell detector or helium-cooled bolometer was
used. Such a spectrometer, if well aligned, is able to measure the frequency
dependence of the transmission coefficient and phase shift very accurately at
any desired temperature. For any given temperature, the complex conductivity
is calculated from the measured transmitted data and phase shift with the aid
of Fresnel formulas.
Apart from frequency-dependent transmission measurements, temperature-
dependent measurements are also done with this spectrometer at fixed frequen-
cies. However, the measured temperature-dependent transmission coefficient
and phase shift at a fixed frequency are usually not normalized to empty-
channel measurements. Thus, these values are adjusted to those obtained from
frequency-dependent measurement at fixed temperatures.
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4.1.2 Analysis of time-domain terahertz-spectroscopy data
For time-domain transmission measurements, the transmission coefficient and
phase shift are obtained from the transmitted pulse by Fourier transformation.
In order to obtain the complex conductivity of the thin film from such trans-
mission and phase-shift data, a code employing Fresnel formulas was written
in Mathematica. Such a code requires the dielectric constant of the substrate,
permeability of the thin film, film thickness, transmission coefficient, and phase
shift through the sample (thin film on substrate) as input parameters. The di-
electric constant of the substrate was obtained from transmission measurements
of the bare substrate, while the real and imaginary parts of the permeability
were taken to be 1 and 0, respectively, in the case of metallic superconducting
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Figure 4.1: (a) Time-dependent electric field pulse spectra at 20 K for the
main pulse (red and blue dotted lines) and for the full measured pulse
(black and green solid line). (b) Fourier-transformed spectra of the electric
field pulse at 20 K for the reference and FeTe0.5Se0.5. Panel (c) shows the
frequency-dependent transmittance obtained from pulses shown in (a) for
FeTe0.5Se0.5. Note: MP stands for the transmitted main pulse with echoes
due to multiple reflections truncated while FP stands for the transmitted
full pulse due to the main pulse and echoes.
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films (for non-magnetic materials µ1 = 1 and µ2 = 0 [10]) considered in this
thesis. By Fourier transforming only the main pulse (i.e, electric field pulse with
echoes removed), interference fringes are removed from the transmission coeffi-
cient and phase. This way, the obtained transmission coefficient and phase shift
can be approximated as being due to a single transmission as opposed to mul-
tiple transmissions (main pulse, and echoes due to multiple reflections) leading
to Fabry-Perot interferences within the sample (see Fig. 4.1). Hence, the code
to calculate the conductivity was written in a way that only a single transmis-
sion was considered. By using the correct dielectric constant of the substrate,
the calculated conductivity is free from any substrate influences. The obtained
conductivity can then be further analyzed to obtain other optical parameters of
interest.
For both terahertz spectroscopy techniques (i.e., the BWO and the time-
domain spectroscopy), the complex conductivity (σ̂ = σ1(ω) + iσ2(ω)) is directly
evaluated by numerically analyzing both the amplitude and phase of the trans-
mitted terahertz waves through the substrate with and without the film. The
complex transmission coefficient (Tr), from which the complex conductivity is
calculated, is defined by Tr = Efilm(ω)
Eref (ω)
= |t(ω)|2, where E is the transmitted
electric field and
t(ω) =
tvf tfs
tvs
.
exp[i(nf − 1)dfω/c]
1− rfsrfv exp(i2nfdfω/c) , (4.1)
where
tij =
2ni cosΘi
ni cosΘi + nj cosΘj
=
2ni
ni + nj
(4.2)
and
rij =
ni cosΘi − nj cosΘj
ni cosΘi + nj cosΘj
=
ni − nj
ni + nj
(4.3)
are the corresponding Fresnel equations for transmission and reflection at a
single interface (i, j), and ni and nj being the complex refractive indices of
the two media sharing the interface. Due to the fact that such transmission
experiments are done at normal incidence or very close to normal incidence,
the angle of incidence and of refraction are zero leading to cosΘi,j = 1. The
subscripts i and j stand for v, f , and s (i.e., vacuum, film, and substrate,
respectively), while dj is the thickness of region j, and c is the speed of light.
The refractive index ns is readily obtained from a separate measurement of
the bare substrate, while the refractive index of the film (nf ) is obtained by
numerically solving Eq. (4.1). Complex conductivity is in turn obtained from
nf via the relation:
σ̂ =
ω(n2f − 1)
4pii
. (4.4)
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Further detailed information on the analysis of transmission data can be found
in Ref. [65].
4.2 Analysis of reflectivity data
Kramers-Kronig analysis is a powerful tool for obtaining optical constants from
reflectivity measurements. This analysis can only work well if the reflectivity
data is collected from zero to very high frequencies. Hence, to investigate a ma-
terial by optical reflectivity means, data need to be collected over a wide range of
frequencies using different radiation sources, optical windows, filters, and detec-
tors such as outlined in table 3.1. First, the measured data at each temperature
need to be merged for different frequency ranges. Second, extrapolations at low
and high frequencies need to be done, after which Kramers-Kronig analysis is
performed to obtain the optical conductivity and dielectric constant from the
reflectivity data. In case of thin films, Kramers-Kronig analysis cannot be done
due to the fact that the measured reflectivity contains contributions from the
substrate, and some light is transmitted through the film. In such a case, the
reflectivity over a wide frequency range is fitted with the Drude-Lorentz model,
from which the complex conductivity and other optical parameters are obtained
for further analysis. In the following is a brief explanation of the various steps
involved in reflectivity-data handling.
4.2.1 Merging of reflectivity data
For the Pr2CuO4 thin film and LiFeAs single crystal, the measurement was done
in six steps, i.e., 15 to 60 cm−1, 40 to 700 cm−1, 600 to 7 000 cm−1, 6 000 to 22
000 cm−1, 9 000 to 22 000 cm−1 and 9 000 to 55 000 cm−1.
Figure 4.2(a) illustrates an example of the overlapping area of the reflectivity
measured in two frequency ranges, i.e., FIR and MIR data at 4 K, which were
merged together for Pr2CuO4. One can easily see that the data overlap is very
good, which is an indication of reliable measurements. The small difference in
the intensity can be attributed to different alignments for these experiments.
Before merging the data, one has to decide on the most reliable data set. This
data set is not adjusted while other ranges may be adjusted. Usually and also in
my case, the data for the FIR range is chosen since they give the most reliable
measurement and it was easier to align in this range as the signal was high and
very stable. Hence, all other data were shifted relative to this FIR measurement.
This shift was always below 2% which is a good sign of reliable measurements.
Before merging the data noise at the range edges were cut off from each of the
measured frequency ranges as illustrated in Fig. 4.2(b).
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Figure 4.2: (a) Merged FIR and MIR reflectivity measurements at 4 K for
Pr2CuO4 which were merged. (b) Same two measurements as in (a) but
with noise being cut off.
4.2.2 Data extrapolation
To apply the Kramers-Kronig analysis reflectivity data should be available from
zero frequency up to a frequency where the reflectivity of the sample is almost
zero. Since in my measurements the frequency range was limited to frequencies
between 15 cm−1 and 55 000 cm−1, the measured data needed to be extrapolated
at low and high frequencies. At high frequencies (ω →∞) the reflectivity goes
to zero. The extrapolation for high frequencies was done in two parts:
R(ω) =
{
R1 × (ω0ω )2 for 55000 cm−1 ≤ ω ≤ 100000 cm−1;ω0=55000 cm−1,
R2 × (ω0ω )4 for 100000 cm−1 ≤ ω ≤ 500000 cm−1;ω0=100000 cm−1,
(4.5)
with R1 being the reflectivity at 55000 cm−1 (the highest measured frequency)
and R2 is the extrapolated reflectivity at 100000 cm−1. On the other hand, at
low frequencies and for temperatures above the superconducting transition, the
Hagen-Rubens extrapolation is applied with
R(ω) = 1− (1− R0)
√
ω
ω0
, (4.6)
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Figure 4.3: Merged reflectivity spectra for LiFeAs over a wide range of fre-
quencies at 20 K (in blue) together with the extrapolations (in red).
where R0 is the measured reflectivity at ω0, i.e., the reflectivity at the low-
est measured frequency. However, for temperatures below the superconducting
transition, the extrapolation (1−Aω4) is applied, as the reflectivity in this fre-
quency regime shows an upturn until it reaches unity, a behavior which cannot
be ascribed to Hagen-Rubens. Figure 4.3 shows the merged reflectivity spectra
for LiFeAs at 20 K together with the extrapolations at low and high frequencies.
4.2.3 Kramers-Kronig analysis
Real and imaginary parts of the complex response functions are not indepen-
dent but are related to each other by Kramers-Kronig relations which were first
given in 1926 by Kramers [66] and Kronig [67]. The Kramers-Kronig relations
play an important role not only in the theory of response functions [68], but also
enable to evaluate the components of the complex conductivity and dielectric
constant when only one optical parameter, e.g. the reflected power, is mea-
sured. With R(ω) obtained over a wide range of frequencies as outlined above,
the Kramers-Kronig analysis can be utilized to evaluate the phase, φr(ω). Hav-
ing the reflectivity and the phase, other optical parameters (e.g. the complex
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conductivity, dielectric constant, etc.) can be calculated. In practice, for the
Kramers-Kronig analysis to be successful, the data must cover a wide frequency
range and the sample must not be transparent. Such an analysis was applied to
the reflectivity of LiFeAs due to the fact that the investigated single crystal is
not transparent and the reflectivity data cover a wide frequency range. On the
other hand, the Kramers-Kronig analysis could not be applied to the Pr2CuO4
film data in spite of having measured the reflectivity in the same wide frequency
range, due the fact that the Pr2CuO4 film is not opaque as is evident from the
phonon spectra of the substrate in the reflectivity data.
4.2.4 Fitting of reflectivity and conductivity data
Various programs to model the reflectivity or transmission data are available. In
this thesis, a shareware fit program called OSACS, provided by R. P. M. Lobo
of ESPCI, Paris and WASF program were utilized to model the measured data.
The reflectivity data, as well as the calculated conductivity for single crys-
tals, are fed into the program where they are fitted with various Drude-Lorentz
components (see Sections 6.5 and 8.5 of this thesis). In the normal state, the
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Figure 4.4: Reflectivity spectra for LiFeAs (blue line) compared with the
Drude-Lorentz fit at 20 K (pink line).
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reflectivity and conductivity spectra are fitted with one Drude (in the case of
cuprates) or two Drude (in the case of iron-based superconductors) to mimic
itinerant electrons, and a number of Lorentz oscillators to mimic interband tran-
sitions, phonons, as well as localized carriers, etc. The two fit parameters for the
Drude contribution are the scattering rate ( 1
τ
) in cm−1 and the dc conductiv-
ity in Ω−1cm−1. The plasma frequency for the Drude component is calculated
automatically by the program. For the Lorentz fit, the parameters include ∆
(change in the dielectric constant), the central frequency of the oscillator in
cm−1, and the damping in cm−1. The oscillator strength or plasma frequency
for the Lorentz fit is also readily calculated. Figure 4.4 shows the reflectivity
for LiFeAs (blue line) together with the Drude-Lorentz fit (pink line) at 20 K.
One can see that such a fit describes the measured data very well.
In addition to the above fit parameters, for thin films on transparent sub-
strates, the film thickness and substrate fit parameters obtained beforehand are
loaded in the program. The fit parameters for the film are adjusted until the
reflectivity spectra is accurately described. All the optical parameters outlined
in table 2.1 can be obtained from these fits. In the case of noisy data such a fit
can be used for smoothing the data before the Kramers-Kronig analysis is done.
In this thesis, smoothing of the LiFeAs reflectivity data was not necessary.
4.2.5 Spectral-weight analysis
The optical constants of solids obey a variety of sum rules whose origins can
be traced back to fundamental conservation laws and are intimately connected
to the causality principle [15]. Analysis of the sum rules can be used to study
the distribution of the spectral weight in correlated electron systems. Of special
importance is the sum rule that deals with the integration of the real part of
the optical conductivity. The spectral weight is simply this integrated real-
part conductivity as shown in Eq. (2.4). Due to experimental constraints, the
integration to infinite frequency in Eq. (2.4) can rarely be done and, therefore,
a spectral weight analysis confined to a limited frequency range is used, i.e.:
SW (ωc) = 8
∫ ωc
0
σ1(ω)dω =
4pine2
m
= ω2p, (4.7)
where ωc is a cut-off frequency. Equation (4.7) is referred to as a partial sum
rule. Since the complex conductivity obtained from optical spectroscopy is in
units of Ω−1cm−1, it has to be converted to units of cm−1, in which case a
factor 30 is introduced in Eq. (4.7), while the measured frequency (ν) has to be
multiplied with 2pi to get ω, thereby introducing another factor 1
2pi
in Eq. (4.7).
In short, a factor of 15
pi
is introduced in Eq. (4.7) and we get:
SW (ωc) =
120
pi
∫ ωc
0
σ1(ω)dω. (4.8)
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The factor in front of the integral is sometimes written as Z0/pi2, where Z0 is
the vacuum impedance (Z0 = 377 Ω).
By choosing a reasonable cut-off frequency (ωc), so as to consider only the in-
traband transitions and leaving out the interband transitions at high frequency,
the plasma frequency, ωp, can be obtained from which the carrier density is
determined.
4.2.6 Extended Drude analysis
The extended Drude analysis is a common tool to obtain insight into low-energy
excitations and relevant scattering mechanisms of correlated electron system.
From this analysis, the scattering rate and normalized effective mass are ob-
tained. It must be emphasized that the units of the optical conductivity must
be in cm−1 while the measured frequency must be multiplied by 2pi for such
an analysis. Further details on the extended Drude analysis has already been
outlined in Section 2.1.3.
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Niobium thin film
5.1 Introduction
The observation of the superconducting energy gap in optical conductivity spec-
tra played an important role in the confirmation of the BCS theory [4, 24] and
provided evidence for strong coupling effects [69, 70, 71, 72]. For conventional
and unconventional superconductors, the superconducting energy gap is ex-
pected to fall in the terahertz frequency regime, making terahertz spectroscopy
of great importance. The optical properties of superconducting niobium are well
established [69, 70, 71, 72, 73]. The complex conductivity [σ1(ω) + iσ2(ω)] as
a function of frequency in this important terahertz frequency range, enables a
qualitative comparison of the superconducting energy gap with strong coupling
calculations. The goal of the present study of niobium is:
1. To analyze the complex conductivity in terms of the Eliashberg approach
and to extract the frequency-dependent scattering rate and mass-
renormalization factors in the spirit of the approach proposed by Mori
et al. [74] that has never been done before for niobium.
2. To investigate aging effects of niobium.
3. Finally, to get a reference of how conventional superconductors behave at
THz frequencies.
Since the publication of Ref. [69], where some deviations from the BCS pre-
dictions at lowest temperatures were reported, an attempt was made to explain
the reported deviations by considering the granular structure of the sputtered
niobium films [75]. Thereby, the niobium-film conductivity was suggested to
consist of two components with an intrinsic BCS-type superconductivity, σBCS ,
and a grain-boundary conductivity σbn of Josephson type. However, this was
later put into question by Karakozov et al. [30] who demonstrated that the raw
experimental data and the frequency-dependent conductivity obtained in Ref.
[69], could accurately be described by first principle calculations without con-
sidering any Josephson junctions. In this chapter, I further prove that niobium
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can actually be described by the Eliashberg theory and show that aging does
not alter this description.
5.2 Experimental details
The thin niobium film used in this thesis is of high quality and was grown
by magnetron sputter deposition on a 10 x 10 x 0.45 mm3 sapphire substrate
oriented along the (1102) plane as described in Ref. [69], and is the same
film which was previously measured by Pronin et al. [69]. The resistivity was
measured from 300 down to 4 K by the four-point method. The normal-incidence
transmission in the frequency range from 4 to 100 cm−1 was measured using the
BWO-based spectrometer and the time domain terahertz (TDT) spectrometer
described in Section 3.1.
For the BWO-based measurements, three backward wave oscillators (BWOs)
operating in different frequency ranges were employed as monochromatic and
continuously tunable sources covering the frequency range from 4 to 28.5 cm−1.
Transmission and phase shift were measured in the temperature range between 2
and 10 K. With the TDT spectrometer, I was able to obtain reliable transmission
and phase-shift spectra from 8 to 100 cm−1. These measurements enabled me
to calculate both components of the complex conductivity in the normal and
superconducting state of niobium without performing Kramers-Kronig analysis.
5.3 Resistivity
Figure 5.1 shows the temperature dependence of the resistivity of the niobium
thin film (red symbols) in comparison to the 1998 published data from Ref. [69]
(blue symbols). The inset shows the data near the superconducting transition
temperature. In both measurements a good metallic behavior, i.e, a decreas-
ing resistivity with decreasing temperature is found. A residual resistivity ratio
(RRR), i.e., ρ(300 K)/ρ(10 K) of 5.8 is obtained in the current investigation.
This RRR is somewhat lower than 6.5 reported in Ref. [69]. The overall resis-
tivity is higher than what has been reported before. Below 8.1 K, the resistivity
drops abruptly and becomes zero just below 8 K. By taking the temperature
at which the resistivity is 50% of its normal-state value just above the tran-
sition, Tc of the current niobium film is approximately 8.04 K. The width of
the superconducting transition is ∆Tc ≈ 0.1 K. This superconducting transition
temperature is a bit lower, and the superconducting transition width is a bit
broader than the values reported before [69]. The decrease in Tc, the broadening
of the superconducting transition, the lower RRR, and the higher resistivity in
the normal state are attributed to aging effects of the sample. Nevertheless, all
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Figure 5.1: Temperature dependence of the resistivity of a niobium thin film
(red symbols) compared to the data of Ref. [69] (blue symbols). The inset
shows a zoom near the superconducting transitions for both data sets.
these effects are quite modest. Thus, it is argued that the niobium film used
in the current investigations is stable and of good quality. This film stability
indicates that the oxidation effects on σ̂(ω), suggested in Ref. [75], are unlikely.
My further investigations, described below, rule out these effects completely.
5.4 Transmission
After characterizing the sample through resistivity measurements, terahertz
spectroscopy measurements were performed on the sample. In Fig. 5.2, the
transmission coefficient and frequency-normalized phase shift spectra obtained
by use of the BWO setup at 5 and 10 K are shown for the film. Such spectra
were also measured at 6, 7, 8, and 9 K (not shown). From the figure, well-defined
interference fringes, which are a result of multiple reflections of electromagnetic
radiation within the sapphire substrate, are evident. The period of these fringes
is governed by the refractive index (ns) and the thickness (ds) of the substrate,
while the level of transmission (the amplitude of the transmission coefficient) is
determined by the film properties. Whereas the amplitude of the interference
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Figure 5.2: Frequency dependence of (a) the transmission [Tr(ν)] and (b) the
phase shift
[
φ(ν)
ν
]
for a 150 Å-thick niobium film on sapphire (Al2O3) at
5 and 10 K, measured by use of the BWO-based spectrometer. The open
symbols represents the measured data, while the lines are guides to the eye.
fringes is constant within the entire frequency range at 9 and 10 K, i.e., above
Tc, the transmission amplitude is strongly frequency dependent in the supercon-
ducting state. It increases with increasing frequency. For example, at 5 K, the
transmission becomes larger than the normal state transmission above about 16
cm−1. As we will see later, at higher frequencies (which are accessible by use of
the TDT spectrometer), the transmission in the superconducting state will go
down again. Eventually, at frequencies larger than 8∆(0) [76], which is beyond
the range of the BWO spectrometer, the superconducting spectra are expected
to merge with the normal-state transmission spectra.
With the aid of the time-domain spectrometer, the transmission measure-
ments were extended to 100 cm−1. In Fig. 5.3, the time-dependent electric-field
pulse passing through the sample (niobium film on the substrate) at 5 and 10
K [panel (a)], the Fourier-transformed spectra of the electric field pulses at 5
and 10 K [panel (b)], the frequency dependence of the transmission ratios, i.e.
Trs
Trn
= Tr(T )
Tr(10K)
, at various temperatures [panel (c)], and the frequency-dependent
phase-shift change [i.e., ∆φ = φ(T )− φ(10 K)] at various temperatures [panel
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Figure 5.3: (a)Time-dependent electric-field pulse at 5 and 10 K for niobium.
(b) Fourier-transformed spectra of the electric-field pulses at 5 and 10 K.
(c)Frequency dependence of time-domain transmission ratios and of the (d)
phase difference, ∆φ [φ(T )− φ(10K)], at various temperatures.
(d)] are plotted. Below Tc, the transmission ratios first increase with increasing
frequency to reach a maximum before starting to decrease monotonously with
further frequency increase until they all become equal to 1, i.e., the transmission
in the superconducting state merges with the normal-state transmission. The
maximum in the transmission ratio increases and shifts to higher energies (fre-
quencies) with decreasing temperature. For example, the maximum is at 12.25
cm−1 at 7.5 K, while it is at 22 cm−1 at 5 K. Above Tc, i.e., at 8.5 K, the trans-
mission ratio shows no frequency dependence confirming that the maximum in
the transmission ratio below Tc is linked to the opening of the superconducting
energy gap [76]. The temperature dependence of the maxima in the transmission
ratio is shown in the inset of Fig. 5.4 as blue symbols. Taking this temperature
dependence of the maxima to be equal to the temperature dependence of the
superconducting energy gap, one obtains a coupling strength
(
2∆(0)
kBTc
)
of 4.5 for
niobium.
However, it must be emphasized that the frequency corresponding to the max-
imum in the transmission, just as has been explained in Section 2.2.3, does not
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necessarily correspond to the superconducting energy gap. This is so because
for dirty-limit superconductors, such as niobium ( 1
τ
for niobium ≈ 150 cm−1
2∆(0)), the superconducting energy gap corresponds to the inflection point in
the transmission ratio. However, such an inflection point is not clearly visible in
the data shown in Fig. 5.3. As suggested in Section 2.2.3, the first derivative of
the transmission ratios with respect to frequency was calculated (Fig. 5.4, main
panel). In agreement with expectation the first derivative of the transmission
ratio increases with frequency before passing through a maximum after which
it decreases with further frequency increase going below the normal state value
before increasing again and merging with the normal-state data at higher fre-
quency. The temperature dependence of the maxima in this first derivative is
shown in the inset of Fig. 5.4 by red symbols.
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Figure 5.4: Frequency dependence of the differentiated transmission ratios at
various temperatures. The inset displays the temperature dependence of
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5.5 Complex conductivity
The complex conductivity has been obtained from the transmission and phase-
shift measurements of the Nb film with the help of the Fresnel formulas [77] for
a two-layer system. Figure 5.5 shows the complex conductivity obtained from
BWO (plus symbols) and the TDTS (small open symbols) transmission data at
various temperatures. From this figure, one can see the consistency of the two
measuring techniques, as the obtained data are in good agreement with each
other.
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Figure 5.5: Frequency dependence of (a) the real and (b) imaginary part of the
optical conductivity at various temperatures, obtained from TDT (small
open symbols) and BWO (plus symbols) measurements. (c) Real and (d)
imaginary part of the optical conductivity at 5 K replotted together with
the BCS trial fits. The real and imaginary part of the complex conductivity
cannot be simultaneously described using the BCS formalism with the same
plasma frequency. The plasma frequency describing the real part of the
conductivity (ωp2pi = 2.77 × 104 cm−1) is different from that describing the
imaginary part (ωp2pi = 2.59 × 104 cm−1).
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Above Tc, i.e., at 8.5 and 10 K, the real part of the complex conductivity in-
creases with decreasing frequency. There is basically no difference between the
8.5 and 10 K spectra. The normal-state conductivity can perfectly be described
by the extended Drude model (explained below) with a residual scattering rate
of approximately 147 cm−1, which is in good agreement to what has been ob-
tained before for this film [69]. However, a sizable decrease in the real part of
the complex conductivity is noticed in comparison to the data of 1998: at low
frequencies (i.e., ω →0) σ1 = 1.9 × 105 Ω−1cm−1 representing a 20% decrease
from the 1998 measured value of 2.4 × 105 Ω−1cm−1. Such a decrease in con-
ductivity is due to aging and some degradation of the sample with time as the
sample was exposed to air between the two measurements.
Below Tc, σ1(ω) first decreases with increasing frequency to reach a minimum
at a certain frequency before starting to increase, passing through a maximum,
before decreasing monotonically and merging with the normal-state conductivity
at higher frequencies. The minimum in the real part of the complex conductivity
is attributed to the superconducting energy gap [78, 79]. The minimum in σ1(ω)
becomes more pronounced and shifts to higher frequencies with decreasing tem-
perature, as expected for the temperature dependence of the superconducting
energy gap. The temperature dependence of the minima in σ1(ω) is shown in
the inset of Fig. 5.4 as black symbols.
It is evident from Fig. 5.4 that the maxima in the first derivative of the trans-
mission ratios and the minima in the real part of the optical conductivity are in
perfect agreement. Since the minima in σs1(ω) is a widely accepted signature of
the superconducting energy gap, the maxima in the first derivative of transmis-
sion ratio can be used as a measure for the superconducting gap. The maxima
in the transmission ratio cannot be ascribed to the superconducting energy gap.
The imaginary part of the optical conductivity above Tc increases with increas-
ing frequency throughout the measured frequency range, 4-100 cm−1, pointing
to the fact that the scattering rate ( 1
τ
) is larger than the maximum frequency.
At frequencies above 70 cm−1, σ2(ω) below Tc follows the normal-state behavior.
With decreasing frequency, a noticeable divergence of σ2(ω) is evident. This di-
vergence should be followed by a point of inflection in the σ2 spectra. However,
it is difficult to discern such a point of inflection clearly and accurately in the
σ2(ω) spectra shown in Fig. 5.5(b). Neither is it easy to identify such a point
from the σ2(ω)ω spectra shown in Fig. 5.6(a). However, from the first deriva-
tive of σ2(ω)ω, shown in Fig. 5.6(b) the inflection points are extracted from the
minima in dσ2ω
dω
. The temperature dependence of these minima (olive symbols in
the inset of Fig. 5.4) is in perfect agreement with the temperature dependence
of the minima in σ1(ω). Therefore, it is concluded that the minimum in the first
derivative of σ2(ω)ω can also be attributed to the superconducting gap.
From the temperature dependence of the maxima in d(Trs/Trn)
dω
, minima in
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σ1(ω), and minima in
d(σ2(ω)ω)
dω
, 2∆(0) = 22.5 ± 0.25 cm−1 was extracted for
niobium. This corresponds to 2∆(0)
kBTc
= 4.02 ± 0.05, and is clear evidence of the
strong electron-phonon coupling in niobium.
In an attempt to compare the complex conductivity spectra of niobium in the
superconducting state with the BCS theory, σ1 and σ2 at 5 K was simultaneously
modeled in accord with the BCS formalism using Zimmermann formulas [26].
For that, the superconducting transition temperature (Tc), the superconducting
gap edge frequency (2∆(T )), the scattering rate ( 1
τ
), and the superconducting
plasma frequency (ωps) are needed as input parameters. While Tc is fixed,the
other parameters (i.e., 2∆(T ), 1
τ
, and ωps) are varied until the measured data
is adequately modeled over a wide frequency range. The obtained fits were not
convincing as it was impossible to model both parts of the complex conductivity
accurately using the same plasma frequency. In Fig. 5.5(c) and (d), σ1 and σ2
at 5 K are shown together with trial fits. While the same 1
τ
and 2∆(5 K) =
20 cm−1 were used, ωps = 2.77 × 104 cm−1 and ωps = 2.59 × 104 cm−1 were
required to properly model σ1 and σ2, respectively. The failure to successfully
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model both parts of the complex conductivity simultaneously using the same
parameters might be attributed to the strong-coupling nature of this supercon-
ductor. Since the above formalism cannot adequately describe the measured
complex conductivity, other models are needed.
Therefore, to further stimulate detailed discussions and to compare the mea-
sured complex conductivity with theory, an Eliashberg analysis was performed.
As already mentioned, the electron-phonon spectral density (α2F (ω)) and the
Coulomb pseudopotential (µ∗) are necessary for such analysis. α2F (ω) has been
obtained from tunneling data for niobium, as reported in Ref. [80] and shown
in Fig. 5.7. Further, Ref. [80] gives µ∗ = 0.21. It should be emphasized that
the experimental value of Tc = 8.04 K was obtained without adjusting α2F (ω),
while µ∗ was a bit reduced to 0.20.
To calculate the frequency-dependent complex conductivity, the formulas first
obtained by Nam [81], in a form convenient for numerical computations as pre-
sented in Ref. [30] was used. The renormalization function Z(ω) and the energy
gap ∆(ω), required for this analysis, were calculated from the Eliashberg equa-
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Figure 5.7: Frequency dependence of the electron-phonon spectral density
(α2F (ω)) for Nb obtained from the inversion of tunneling-spectroscopy
data. Data adopted from Ref. [80].
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Figure 5.8: Replot of the frequency dependence of (a) the real and (b) imag-
inary part of the complex conductivity at various temperatures obtained
from time-domain terahertz spectroscopy shown in Fig. 5.5 compared to
Eliashberg-theory calculations shown as solid lines. From this figure, it is
evident that these calculations describe the data very well.
tion following the steps outlined in [31]. The real and imaginary part of the
complex conductivity obtained are shown as solid lines in Fig. 5.8(a) and (b),
respectively, for 10 K and several temperatures below Tc. Below Tc, the super-
conducting energy gap (2∆) develops in σ1(ω) and a characteristic 1ω divergence
is observed in σ2 as frequency goes to zero (ω → 0). From Fig. 5.8, it is evident
that the numerical Eliashberg calculations fit the experimental data very well,
while the weak-coupling calculations (Fig. 5.5) show significant deviations from
the experimental data.
5.6 Extended Drude analysis
To get insight into many-body interactions of the charge carriers, an extended
Drude analysis was performed. The extended Drude (or generalized Drude)
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model satisfies Eq. (2.16). From this analysis, the mass enhancement factor,
m∗
m
= 1 + λ, given by Eq. (2.17) and the scattering rate, Γ = 1
τ
, given by
Eq. (2.18) are readily obtained.
The frequency dependence of the scattering rate and normalized effective mass
are plotted in Fig. 5.9(a) and (b), respectively. Above Tc (i.e., at 8.5 and 10 K),
the optical scattering rate increases with increasing frequency throughout the
entire measured frequency range (4 - 100 cm−1) which is in contradiction with
the simple expectation that the normal-state conductivity is of a pure Drude
form with a constant scattering rate. The observed increase for niobium may be
attributed to boson-assisted processes as has been reported for a lead film [74].
While the optical scattering rate in the normal state at 8.5 K and 10 K is roughly
linear in frequency with an intercept at ω = 0 of about 147 cm−1 (18.2 meV),
the behavior is different in the superconducting state, i.e., below 8.04 K. The
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Figure 5.9: Frequency dependence of (a) the scattering rate and (b) normal-
ized effective mass for a niobium thin film at various temperatures. The
solid lines are Eliashberg-theory results at the various temperatures. The
insert in (b) shows a zoom at low frequencies of the normalized effective
mass at 10 K.
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optical scattering rate is lower than in the normal state at lower frequencies. For
example, at 5 K, the optical scattering rate starts from a very small value and
increases with increasing frequency, overshooting the normal-state scattering
rate to reach a maximum at a certain frequency (27.5 cm−1 at 5 K), after which
it decreases monotonically before merging with the normal-state scattering rate
at higher frequencies. Such a behavior is also evident at all temperatures be-
low the superconducting transition temperature even though the low-frequency
scattering rate increases with temperature and the frequency, at which the scat-
tering rate has a maximum decreases with temperature. This agrees well with
the behavior observed in lead films [74]. I attribute the frequency at which 1
τ
(ω)
overshoots the normal-state counterpart to the superconducting energy gap, as
this frequency agrees very well with the local minima in σ1(ω), while the peak
in the scattering rate is attributed to the so-called coherence peak, which is an
impurity effect just as has been reported for the lead film [74].
The normalized effective mass (Fig. 5.9(b)) at lowest frequencies is 2.18 at
8.5 K, just above the superconducting transition temperature. This is in good
agreement to what has been obtained previously for this Nb film [30]. However
in the superconducting state the effective mass first increases with decreasing
frequency reaching a maximum at a certain frequency below which it decreases
monotonically. The frequency corresponding to the local maxima in m
∗(ω)
m
agrees
very well with the frequency of the minima in σ1(ω). Hence, the maxima in
m∗(ω)
m
, can also be attributed to the superconducting energy gap.
Further, it should be noted that the experimental data are in good accord
with what is obtained by Eliashberg calculations shown as solid lines in Fig.
5.9. Furthermore, no boson-like structures, which are supposed to occur in the
region above 2∆, can be seen in the experimental and theoretical data. This is
in good agreement with theory where such boson-like features are expected at
frequencies above 120 cm−1 (see Fig. 5.7).
5.7 Penetration depth
The in-plane penetration depth for niobium as a function of temperature was
calculated from σ2(T ) by using the formula:
λ = c/(4piωσ2(T ))
1/2, (5.1)
where c is the vacuum speed of light and ω is the frequency of the incoming
probing radiation. With the film thickness of 150 Å, λ(T → 0) = 1150 ± 50
Å is found. This value of λ is a bit higher than 900 Å found some 15 years
ago in Ref. [69]. This seems to be reasonable, as the film ages. However, the
film is in the dirty limit, as its scattering rate is larger than the energy gap
( 1
τ
 2∆ → 147 cm−1  22.5 cm−1) by a factor of more than 6. This means
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Figure 5.10: Temperature dependence of the penetration depth of the niobium
film at 161 and 170 GHz. The inset shows the transmission and phase shift
at 170 GHz from which the penetration depth was calculated.
that the condition of the London limit is not realized. Therefore, the influence
of the mean free path needs to be taken into consideration in order to establish
a relationship between the obtained λ and the London limit λL [24], i.e.:
λ = λL
√
ξ0
ξ
= λL
√
1 +
ξ0
l
, (5.2)
with l and ξ0 being the mean free path and zero-temperature coherence length,
respectively. The mean free path, l = 470 Å, is readily obtained using the
equation l = vF τ = vF mρne2 , where ρ is the dc resistivity just above Tc, n is
the charge carrier density in the normal state just above Tc (obtained from the
plasma frequency, i.e., ω2p =
4pine2
m
), and vF is the Fermi velocity (vF = 1.37 x
106 m/s for niobium obtained from Ref. [82]). By using Eq. (2.28), ξ0 = 2845
Å is obtained for the current Nb film. With these values of ξ0 and l a London
penetration depth (λL) of 430 ± 20 Å is obtained.
The temperature dependence of the penetration depth for niobium at 161
and 170 GHz together with the raw transmission and phase-shift data and the
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fit are shown in Fig. 5.10. It is evident that the temperature-dependent pen-
etration depth for both frequencies can be described by the frequently used
empirical formula λ(T ) = λ(0K)[
1−( TTc )
4
]1/2 , the so-called two-fluid model of Gorter
and Casimir [18]. Such good agreement to the s-wave gap symmetry is remark-
able. To further infer the gap symmetry, I fitted ∆λ(T ) with various theoretical
fits and discovered that ∆λ(T ), shown in Fig. 5.11(a), can be described by an
exponential fit, Ae−2∆(0)/kBT , up to 7 K. Such an exponential fit is expected
for fully gapped s-wave superconductors. For an s-wave (or s±-wave) super-
conductor, the superconducting gap exists over the entire Fermi surface(s) and
one, therefore, expects that physical properties involving quasiparticle excita-
tions should decay exponentially for T → 0, i.e., at temperatures sufficiently
below the transition temperature. Such quantities include the electronic spe-
cific heat, the London penetration depth, and the nuclear spin lattice relaxation
rate, 1/T1, obtained from NMR measurements.
The pairing symmetry can further be inferred from modeling the measured
normalized superfluid density
(
ρs(T ) =
ns(T )
ns(0K)
= λ
2(0K)
λ2(T )
)
. In Fig. 5.11(b) this
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quantity measured at 161 and 170 GHz is plotted together with calculations for
d-wave
(
ns(T )
ns(0K)
= 1−
(
T
Tc
)2)
and s-wave
(
ns(T )
ns(0K)
= 1−
(
T
Tc
)4)
gaps. Obvi-
ously, the s-wave gap symmetry describes the data perfectly.
5.8 Summary
I performed and analyzed terahertz transmission and phase-shift measurements
on a niobium thin film between 2 and 10 K in the frequency range from 4 to 100
cm−1. From the complex conductivity spectra, the temperature dependence of
the superconducting gap was deduced. The zero-temperature limit of the gap
is 2∆(0) = 22.5 cm−1, corresponding to 2∆(0)/kBTc = 4.02, confirming strong
coupling in niobium. Further, the measured frequency-dependent conductivity
can accurately be described by the s-wave Eliashberg formalism and no Joseph-
son junctions inside the sample need to be considered. Absolute values of the
penetration depth (λ) have been calculated from the phase-sensitive terahertz
measurements. The zero-temperature limit of λ at T = 0 is found to be 1150
± 50 Å. From this value, a London penetration depth (λL) of 430 ± 20 Å has
been obtained. Overall, the temperature dependence of λ follows a behavior
typical for conventional superconductors. From the foregoing discussion, it has
also been established that sample aging has an effect on the absolute complex
conductivity, superconducting condensate, and transition temperature (Tc) of
the niobium film, while it has little or no effect on the coupling strength.
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6.1 Introduction
It is commonly accepted that the parent compounds of the superconducting
high-Tc cuprates are antiferromagnetic charge-transfer insulators and that su-
perconductivity emerges upon doping the parent compound either with holes
or electrons [36]. There are some similarities, but also differences between hole-
and electron-doped cuprates. One similarity is that all cuprate superconductors
have a perovskite structure with the common feature of square-planar copper-
oxygen planes separated by rare-earth-oxide (charge-reservoir) layers. On the
other hand, they differ in that the hole-doped cuprates have a T structure char-
acterized by the presence of apical oxygen above and below the CuO2 planes,
while the electron-doped cuprates have a T ′ structure, where two sites are occu-
pied by oxygen: O(1) in the CuO2 planes and O(2) within the rare-earth-oxide
Figure 6.1: Schematic diagrams of the T and T ′ structures.
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layers, with no apical oxygen located directly above the copper in the CuO2
plane, as shown in Fig. 6.1. This implies that the T structure has six oxygen
atoms, two of which are in the apical positions, surrounding each copper (oc-
tahedrally coordinated), while in the T ′ structure only four oxygens surround
each copper (square-planar coordinated).
There is also a difference between the phase diagrams of hole- and electron-
doped cuprates. Whereas the antiferromagnetic phase exists only over a small
doping range (0 – 4%) in hole-doped cuprates, it is more robust in electron-
doped cuprates and persists to higher doping levels (0 – 11%). Superconductiv-
ity occurs in a doping range that is almost five times narrower for electron-doped
cuprates (11 – 17%) as compared to the hole-doped counterparts (4 – 32%).
While consensus on the phase diagram exists for the hole-doped side, the situ-
ation for the electron-doped cuprates is less obvious.
As early as in 1995, Brinkmann et al. [83] demonstrated that the supercon-
ductivity window in Pr2−xCexCuO4 single crystals can be extended down to
a doping level of 4% by a special oxygen-reduction and annealing technique.
Improved deposition and annealing techniques have recently allowed to claim
the production of thin films of electron-doped parent compounds (R2CuO4, R
= Pr, Sm, Nd, Eu, or Gd) with T ′ structure that, in fact, are metallic and
superconducting at low temperatures [84, 85, 86, 87, 88, 89, 90].
This sharp contradiction to earlier results is explained as being due to the
fact that although apical oxygen should not exist in the ideal T ′ structure, in
practice (especially in bulk samples) it is usually not completely removed [90].
This apical oxygen in the T ′ structure acts as a very strong scatterer and pair
breaker [91]. In contrast to bulk samples, the large surface-to-volume ratio of
thin films along with their tenuity itself is advantageous in achieving the proper
T ′ structure with no apical oxygen.
The reported superconductivity in undoped cuprates puts a question mark
on the applicability of the charge-transfer-insulator picture to electron-doped
cuprates [92]. Remarkably, recent calculations made by use of a newly developed
first-principles method, show a strict difference between the parent compounds
with T and T ′ structures [93, 94, 95]. The first are found to be charge-transfer
insulators, while the latter, e.g. Pr2CuO4, are essentially metallic and their
apparent insulating nature may originate from magnetic long-range order (Slater
transition), which is competing with the metallic ground state [96].
One should note, however, that it is still a question whether or not T ′ super-
conductors are truly undoped or are in fact doped by possible oxygen vacancies
in the RO layers. Since bulk T ′-R2CuO4 superconducting samples have not
yet been synthesized, direct measurements of the oxygen distribution are not
available so far. Nevertheless, neutron diffraction on Nd2−xCexCuO4+y single
crystals shows that it is mostly apical oxygen, which is removed during reduction
[97, 98]. The synthesis of bulk samples of nominally undoped T ′-(La,Sm)2CuO4
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[99, 100], and underdoped Pr1.3−xLa0.7CexCuO4+δ [101] gives hope that the oxy-
gen stoichiometry might be determined in the near future for this class of su-
perconductors.
In this thesis, I do not touch the issue of oxygen stoichiometry, instead I
present a comprehensive broad-band optical investigation of a nominally un-
doped superconducting Pr2CuO4 film. I demonstrate that the available Pr2CuO4
samples do show metallic as well as a superconducting optical response. Fur-
ther, I find that this response can be reconciled with d-wave superconductivity
and the density of the superconducting condensate is rather low in Pr2CuO4. I
do not observe any indication of the development of a pseudogap. All this seems
to support ideas that the standard charge-transfer-insulator picture might not
be applicable to Pr2CuO4.
6.2 Experimental details
Thin films of Pr2CuO4 (100 nm thick) were grown at the NTT basic research lab-
oratories and the Tokyo University of Agriculture and Technology using state-
of-the-art molecular beam epitaxy (MBE) on 0.35-mm-thick DyScO3 single-
crystalline substrates. The Pr2CuO4 films were synthesized at an oxygen pres-
sure of about 2x10−6 Torr and at temperatures ranging from 650 up to 750 ◦C
followed by a two-step annealing. It is emphasized that for the samples to be
superconducting, annealing after synthesis is a must. Two types of annealing are
available. These are standard and two-step annealing processes. In a standard
process, annealing is carried out at temperatures between 550 and 650 ◦C at
10−9 Torr. On the other hand, in a two-step annealing process, Pr2−xCexCuO4
is annealed ex-situ first at 750 - 850 ◦C at 7.6 x 10−2 Torr O2 pressure followed
by subsequent annealing at temperatures between 450 and 700 ◦C under high
vacuum. Figure 6.2(a) shows the two annealing paths as well as the resulting
phase diagrams [Fig. 6.2(b) and (c)] for Pr2−xCexCuO4.
For standard annealing, it is evident that for 0.0 < x < 0.1 Pr2−xCexCuO4
is an antiferromagnetic insulator (AFI) while for 0.11 < x < 0.23 superconduc-
tivity is induced with a maximum Tc of about 25 K at x = 0.14. On the other
hand, it is possible to induce superconductivity in Pr2−xCexCuO4 annealed by
the two-step process even at zero doping and that the Tc obtained at zero doping
is higher than that obtained at optimal doping. Dashed lines in panel (c) of Fig.
6.2 represent the phase diagram from panel (b) for comparison.
The size of the Pr2CuO4 thin film for the infrared measurements was about
1.5 x 1 x 0.0001 mm3 (Fig. 6.3). The film is not completely opaque, hence
Kramers-Kronig analysis cannot be done using the reflectivity measured from
this film.
The phase purity of the film was confirmed by x-ray diffraction. The resistiv-
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Figure 6.2: Annealing paths of Pr2−xCexCuO4 and the resulting electronic
phase diagrams. (a) shows a plot of the thermodynamic phase diagram,
where logarithmic and reciprocal scaling are used for the oxygen pressure
and the absolute temperature, respectively. (b) Doping dependence of the
superconducting phase diagram of standard annealed Pr2−xCexCuO4. (c)
Doping dependence of the superconducting phase diagram of the two-step
annealed Pr2−xCexCuO4. Picture taken from Ref. [90].
ity was measured from 4 to 300 K by a standard four-probe method. Normal-
incident phase-sensitive transmission at 210 and 250 GHz (7 and 8.3 cm−1, 0.87
and 1.03 meV) was measured as a function of temperature with a spectrometer
employing backward-wave oscillators (BWOs) as sources of coherent radiation
[49]. A Mach-Zehnder interferometer arrangement of the spectrometer allows
measurements of both the intensity and the phase shift of the wave transmitted
through the sample. Using the Fresnel optical formulas for the complex trans-
mission coefficient of the two-layer system, the film’s complex conductivity as
well as the penetration depth were directly obtained from these measurements.
This experimental method has been previously applied to a large number of
different superconductors [102]. Technical details of the experimental procedure
can be found in Ref. [103].
The near-normal reflectivity from 20 to 55000 cm−1 was measured using
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Figure 6.3: Picture of the Pr2CuO4 thin film, which was used for the mea-
surements in this thesis.
a combination of two Fourier-transform spectrometers (Bruker IFs113V and
Bruker IFS66V/s) covering frequencies from 20 to 22000 cm−1 and a grating
spectrometer for room-temperature reflectivity measurement in the frequency
range from 9000 to 55000 cm−1. As reference, freshly evaporated gold mirrors
were used; after which gold was deposited on the sample in situ for the far-
to near-infrared regime measurements while silver was deposited on the sample
for the visible to ultraviolet regimes. This technique is described in detail in
Chapter 3 of this thesis. The experimental error in the measured reflectivity
was less than 2%.
Optical properties of bare substrates were obtained from measurements per-
formed in the same frequency and temperature windows, as for the thin-film
sample.
6.3 Resistivity
Figure 6.4 shows the temperature dependence of the resistivity for the Pr2CuO4
film used in this work. The resistivity of the sample decreases monotonically
with temperature down to Tc = 27 K. The width of the superconducting tran-
sition is ∆Tc ≈ 0.8 K, which shows the good quality of the film [104]. The
temperature dependence of the resistivity can be described by the power law:
ρ(T ) = ρ0 + AT
n, (6.1)
with ρ0 = 0.151 mΩcm, A = 9.99 × 10−9 ΩcmK−2, and n = 2 from Tc up to
150 K. To further demonstrate this result, data are plotted in Fig. 6.5 as a
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Figure 6.4: Temperature dependence of the electrical resistivity of Pr2CuO4
measured in the ab plane (open symbols) together with fits (the quadratic
temperature dependence is shown as green line, while the linear tempera-
ture dependence is shown as a blue dashed line).
function of T 2. From this figure, the quadratic temperature dependence of the
resistivity is clearly evident below 150 K (i.e., below 22500 K2). The quadratic
temperature dependence is in agreement with earlier reports on Nd2−xCexCuO4
single crystals below 200 K [105]. But, unlike Nd2−xCexCuO4, where a slightly
reduced power, n, ranging from 1.5 to 1.7 is observed above 200 K, I found a lin-
ear temperature dependence in Pr2CuO4 above 210 K. A quadratic temperature
dependence is often taken as evidence for Fermi-liquid behavior [106, 107].
To account for a deviation in the power-law temperature dependence of the
resistivity, a logarithmic correction [108] which is an important manifestation
of a two-dimensional fermion system is introduced in Eq. (6.1) by expressing
the electron-electron scattering rate, 1
τee
, for quasiparticles of a two-dimensional
free-electron system as:
1
τee
≈
(
T
TF
)2
ln
(
TF
T
)
(6.2)
and Eq. (6.1) can be rewritten as:
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Figure 6.5: In-plane resistivity as a function of T 2 for the same data shown
as in Fig. 6.4. Blue straight line is a quadratic temperature dependence fit
shown as in Fig. 6.4.
ρ(T ) = ρ0 +K
1
τee
≈ ρ0 +K
(
T
TF
)2
ln
(
TF
T
)
, (6.3)
where K is a constant and TF is the Fermi temperature. In Fig. 6.6, the
resistivity data are plotted as a function of
(
T
TF
)2
ln
(
TF
T
)
, with TF , the Fermi
temperature, being equal to 3210 K. The data can be very well described with
Eq. (6.3) for temperatures above 100 K (i.e, above 0.00337). However, the
Fermi temperature (3210 K) obtained from the fit is very low, about an order
of magnitude lower than that expected in conventional metals. This may be
attributed to a low charge-carrier concentration characteristic for the cuprate
superconductors. Using
kBTF =
1
2
mv2F , (6.4)
the Fermi velocity (vF ) is approximately 3 × 105 m/s by assuming m to be equal
to the free electron mass mo. This value is in very close agreement to ARPES
data for Nd2−xCexCuO4 and La2−xCexCuO4 (1.5 to 2 eVÅ and 3.6 ×105 or 4.8
×105 m/s) [109].
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Figure 6.6: In-plane electrical resistivity of Pr2CuO4 as a function of(
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, where TF is the Fermi temperature, which was found to
be equal to 3210 K. Straight blue line is a guide to the eye.
6.4 Reflectivity
Figure 6.7 show the in-plane (ab-plane) reflectivity of the Pr2CuO4 thin film
on DyScO3 substrate vs. frequency at various temperatures. The reflectivity of
the film is high and increases with decreasing temperature at low frequencies,
typical for metals. A number of phonon modes from the substrate and the film
at frequencies below 700 cm−1 are evident in the reflectivity spectra. (Note: A
brief description of the optical spectra of DyScO3 is given in appendix A of this
thesis and in Ref. [110].) At high frequencies, two relative maxima are seen in
the reflectivity spectra at about 32000 and 48000 cm−1 which can be attributed
to interband transitions, dominant at such high frequencies.
A further closer look at the low-frequency reflectivity reveals a jump in the
temperature dependence of the reflectivity when heating from 150 to 200 K
with the slope of the curves being larger at temperatures above 150 K. Such
a sudden change in reflectivity might be attributed to a dynamic localization
as will become evident in the complex conductivity spectra (derived from these
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Figure 6.7: Reflectivity of Pr2CuO4 on a DyScO3 substrate. The E vector of
the probing radiation lies in the ab plane of the film. The inset shows the
reflectivity of the bare substrate at 4 and 300 K.
reflectivity spectra) below.
A suppression of reflectivity below a certain temperature (T ∗) within the mid-
infrared frequency range is absent in Pr2CuO4. Such a reflectivity suppression
has been observed in underdoped (i.e., 11 to 13% cerium-doped) Pr1−xCexCuO4
[111] and underdoped (i.e., 5 to 10% cerium-doped) Nd1−xCexCuO4 [105], and
is attributed to a spin density wave and opening of the pseudogap, respectively.
Below Tc, the frequency dependence of the reflectivity for conventional super-
conducting single crystals is expected to follow the reflectivity spectra measured
just above Tc down to some frequency below which the reflectivity spectra di-
verge from the normal-state spectra and approach unity with further frequency
decrease. No such saturation has been observed in the reflectivity spectra of the
Pr2CuO4 thin film. The absolute reflectivity is below 100% in the entire far-
infrared regime. However, an increase in the reflectivity becomes evident when
the reflectivity spectra below Tc is normalized to its counterpart just above Tc.
In Fig. 6.8, the reflectivity spectra at 4 K normalized to that at 30 K is plot-
ted. From this figure, it is evident that the reflectivity ratio first increases with
frequency passing through a maximum (peak) before decreasing monotonically
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Figure 6.8: Reflectivity ratio of the superconducting (4 K) to normal (30 K)
state for Pr2CuO4.
with further frequency increase and reaching unity at higher frequencies. The
maximum in the reflectivity ratio can be attributed to the superconducting en-
ergy gap (2∆) [112]. Here, 2∆ = 110 cm−1 is obtained for Pr2CuO4, which leads
to 2∆(0)
kBTc
= 5.8. This coupling ratio is in good agreement with what has been
obtained for 15% and 17% cerium-doped Pr1−xCexCuO4 [113], and points to
strong coupling in Pr2CuO4.
6.5 Complex conductivity
By applying a thin-film fitting procedure, similar to the one described in Ref.
[114] (described in detail in appendix B of this thesis), I extracted the complex
conductivity from the reflectivity spectra. In this fitting procedure, the response
of both the thin film and substrate were modeled by the Drude-Lorentz complex
conductivity:
σ̂(ω) ≡ σ1(ω) + iσ2(ω)
=
1
4pi
[
ω2pDτ
1− iωτ +
∑
k
ω2pkω
γkω + i(ω
2
0k − ω2)
]
. (6.5)
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Figure 6.9: Real (a) and imaginary (b) part of the optical conductivity for
the Pr2CuO4 film at various temperatures. Bold points on the left-hand
axis in panel (a) are direct current (dc) conductivity values obtained from
resistivity measurements shown in Fig. 6.4.
The first term in Eq. (6.5) corresponds to a free-carrier Drude response, charac-
terized by a plasma frequency ωpD, and a scattering rate τ−1. For the substrate,
this term is absent. The second term is a sum of Lorentz oscillators; each of
them is characterized by a resonance frequency ω0k, a linewidth γk, and a plasma
frequency ωpk. The complex conductivity for Pr2CuO4 obtained from this model
is shown in Fig. 6.9.
At all temperatures, the optical conductivity of Pr2CuO4 can be disentangled
into a Drude component, a broad far-infrared (FIR) band, narrow FIR peaks, a
mid-infrared (MIR) band, and interband-transition bands at the higher frequen-
cies. This is particularly evident from Fig. 6.10, where all these contributions
are shown at 30 and 300 K (the FIR and MIR absorption bands have been
modeled with two Lorentzians each).
The real part of the complex (optical) conductivity for Pr2CuO4 [Fig. 6.9(a)]
shows four infrared-active phonon modes (narrow FIR peaks) centered at about
130 cm−1, 304 cm−1, 334 cm−1, and 500 cm−1, which is consistent with a factor-
group analysis. These phonons have been assigned to Cu-O angle-bending as
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Figure 6.10: Decomposition of the real part of the optical conductivity at (a)
30 K and (b) 300 K for Pr2CuO4.
well as out-of-phase motion of the Pr and O(2) atoms in the PrO layers (130
cm−1), Pr-O bond stretch (304 cm−1), Cu-O bond stretch (334 cm−1), and a
combination of Cu-O angle bending together with small displacements of the
atoms in the Pr-O(2) planes (500 cm−1), respectively [115].
In addition to the phonon modes and interband transitions, σ1(ω) of Pr2CuO4
consists of two other components – a broad mid-infrared band and a low-energy
mode which is associated with collective intraband transitions of the conducting
carriers. The mid-infrared band is almost invariant with temperature, while the
collective (low-energy) mode changes drastically with temperature. The zero-
frequency limit of σ1 evolves in accord with σdc at all temperatures [bold points
on the vertical left-hand axis in Fig. 6.9(a)]. The fact that σ1(ω → 0) evolves in
accord with σdc establishes the reliability of the optical measurements and the
used analysis. However, while at temperatures below Tcoh = 150 K, the peak in
σ1 is centered at ω = 0 and narrows on cooling (Drude term dominates), it shifts
to finite frequencies above Tcoh. This shift coincides with the jump observed in
the temperature dependence of the reflectivity when heating above 150 K. This
is an indication for the breakdown of the simple Drude-metal picture where
conductivity is supposed to decrease monotonically with increasing frequency.
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It suggests a continuous change in the charge transport from low-temperature
coherent (Drude) to high-temperature incoherent regimes [116].
In Fig. 6.11, a plot of the spectral weight of the Drude term [panel (a)],
the FIR band [panel (b)], the sum of the two, i.e., Drude + FIR band [panel
(c)], and, for completeness, the MIR band [panel (d)] are shown. The spectral
weight of each term in Eq. (6.5) is just the squared plasma frequency of the
term. As one can see from Fig. 6.11, the spectral weights plotted in the two
bottom panels are temperature independent, only the Drude and the FIR-band
spectral weights depend on temperature. The spectral weight of the FIR band
grows at the expense of the Drude component with rising temperature. It is
suggested that this spectral-weight transfer between the Drude and the FIR
band is related to the change in the transport properties, namely the change
from coherent to incoherent transport and may be related to the change from
the quadratic to linear temperature dependence of ρ(T ) (see Fig. 6.4).
The finite-energy peak (bump) at about 300 cm−1 in σ1(ω) is attributed to
electron localization. Such behavior is known for strongly correlated electron
systems e.g. superconducting cuprates [117] and is typical for the so-called
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Figure 6.11: Temperature dependence of the spectral weight: (a) of the Drude
term, (b) of the FIR band, (c) of the sum of the Drude and the FIR band,
and (d) of the MIR band for Pr2CuO4.
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bad metals, where a certain degree of disorder is inherently present [118, 119].
Using dynamical mean-field theory and iterated perturbation theory, Mutou
and Kontani demonstrated [119] that in a strongly correlated metallic state,
realized with a large on-site repulsion energy, the optical conductivity devel-
ops a Drude peak centered at ω = 0 at low temperatures and a shift of this
peak to finite frequencies above the Ioffe-Regel-limit temperature, TIR, although
the resistivity increases monotonously even at T > TIR. A temperature evo-
lution of σ1(ω), similar to the one observed here, has been reported for un-
derdoped Nd2−xCexCuO4 [105], underdoped La2−xSrxCuO4 [120], underdoped
Bi2Sr2CaCu2O8+δ [114, 121], and zinc-doped YBCO [YBa2(Cu1−xZny)4O8] [122].
For temperatures below Tc, σ1(ω) at low frequencies is below its normal state
value [see data at 4 and 30 K in Fig. 6.9(a)]. However, in contrast to many
overdoped cuprates, the low-frequency conductivity does not decrease much
below Tc; a large Drude-like contribution persists in the superconducting state.
Such a behavior has also been reported for underdoped Bi2Sr2CaCu2O8+δ [114].
The fact that σ1(ω) does not go to zero, even at 4 K, a temperature much lower
than Tc, and for ~ω much less than the energy gap (see the normalized reflectivity
in Fig. 6.8, where 2∆(4 K) is approximated to be 110 cm−1), is a clear sign
that only a small fraction of the normal-state spectral weight condenses into the
superfluid condensate below Tc in Pr2CuO4.
The imaginary part of the optical conductivity [Fig. 6.9(b)] in the normal
state at temperatures below 150 K first increases with frequency up to a cer-
tain frequency beyond which it decreases monotonously with frequency and be-
comes negative at higher frequencies. Negative σ2 at higher frequencies is a clear
signature of interband transitions, which dominate the optical spectra at such
frequencies. Above 150 K, the signatures of the finite energy peak are clearly ev-
ident in the imaginary part of the complex conductivity. σ2(ω) at temperatures
above 150 K is negative at low frequencies before becoming positive, passing
through a relative maximum after which it decreases monotonously with fur-
ther frequency increase. A negative σ2(ω) at low frequencies is a clear signature
of incoherent transport. At temperatures below Tc, σ2 follows the normal-state
behavior just above Tc at high frequencies (see Fig. 6.9), but diverges from the
same at lower frequencies.
In order to obtain a qualitative picture of how the spectral weight in Pr2CuO4
is redistributed with temperature, in Fig. 6.12 the total spectral weight, i.e.,
the integrated real part of the complex conductivity;
SW (ωc) = 8
∫ ωc
0
σ1(ω)dω, (6.6)
is plotted as a function of cut-off frequency, ωc, for Pr2CuO4. At low frequencies,
the spectral weight increases with decreasing temperature. For all temperatures,
the spectral weight increases with frequency and shows an upturn around 10000
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Figure 6.12: Frequency dependence of the spectral weight of Pr2CuO4 at var-
ious temperatures indicated. The inset shows the variation of the spectral
weight difference between 30 and 4 K with frequency.
– 15000 cm−1. This upturn is due to the interband transitions, which dominate
the optical spectra at such frequencies. Up to 15000 cm−1, the spectral weight
for Pr2CuO4 shows a temperature dependence. Only at higher frequencies the
spectral weight shows no temperature dependence implying that the spectral
weight is only conserved above 15000 cm−1 (1.9 eV). In other correlated elec-
tron materials, the spectral weight is known to be conserved also only at fre-
quency scales of a few electron volts (eV) [123, 124, 125]. Thus, the observed
spectral-weight conservation only above 15000 cm−1 might be an indication of
the presence of electron correlations in Pr2CuO4.
In order to estimate the spectral weight and plasma frequency of the itiner-
ant charge carriers only, a cut-off frequency of 9400 cm−1 was used, thus cutting
off the contributions from interband transitions. From such analysis, a plasma
frequency (ωp
2pi
) of 17700 cm−1 was obtained for Pr2CuO4. This value is com-
parable to those obtained for other high-Tc cuprates [105, 126, 127]. Using the
relation between the charge-carrier density, n, and the plasma frequency (ωp),
i.e., 4pine2/m = ω2p, n = 3.53×1021 cm−3 is estimated for Pr2CuO4, by assuming
m to be equal to the free-electron mass, m0.
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6.6 Extended-Drude and Eliashberg analysis
To get further insight into the physics behind the optical response of Pr2CuO4,
I analyzed the optical conductivity data in terms of the extended (or gener-
alized) Drude model, which is described in Section 2.1.3 of this thesis. The
complex conductivity in this model is given by Eq. (2.16). Inverting this equa-
tion gives the optical scattering rate (Eq. (2.17)) and the mass-enhancement
factor (Eq. (2.18)).
The frequency-dependent scattering rate and the mass-enhancement factor,
obtained in this way for Pr2CuO4 are displayed in Fig. 6.13. The shaded region
in panel (a) is the Landau-Fermi-liquid (LFL) regime, a regime where quasi-
particles are supposed to be well defined, i.e., the region where the scattering
rate is smaller than the excitation energy (τ−1op (ω) ≤ ω). In Pr2CuO4, τ−1op (ω) is
above the LFL regime over the entire frequency regime displayed. Hence charge
carriers in Pr2CuO4 are not well-defined quasiparticles [128]. The scattering
rate exceeding the excitation energy is a manifestation of strong correlations in
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Figure 6.13: Frequency dependence of the scattering rate and the mass-
enhancement factor for Pr2CuO4 at various temperatures. The light ma-
genta shaded area is the Landau-Fermi-liquid (LFL) regime, a regime where
quasiparticles are supposed to be well defined.
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Pr2CuO4 just as is the case in most cuprate superconductors [127] and iron-
based superconductors [129]. At T < Tcoh ≈ 150 K, the general trend in τ−1op (ω)
is to increase with frequency, but this increase is not monotonic. This is due
to phonons and the localization mode discussed above. The localization mode
reveals itself as a bump at around 230 cm−1 (∼ 28 meV) in the optical scat-
tering rate. At T > Tcoh, the scattering rate increases rapidly as ω → 0. This
is because at high temperatures the localization mode dominates the Drude
contribution, as was discussed in relation to the σ̂(ω) spectra.
The mass-enhancement factor ( Fig. 6.13(b)) below 5000 cm−1 increases with
decreasing frequency, a behavior which is at odd with the simple Drude response
which predicts a frequency-independent mass-enhancement factor. This is a sig-
nature of correlation effects in Pr2CuO4. It must be further noted that the mass-
enhancement factor is at most 4 for Pr2CuO4. The mass-enhancement factor
at zero frequency decreases linearly with temperature and becomes negative at
temperatures above 150 K due to the localization effects discussed above. How-
ever, it must be emphasized that the absolute values of the mass-enhancement
factors and scattering rate found here are subject to error mainly brought by
the uncertainty in the cut-off frequency used to determine the plasma frequency
used in the extended Drude analysis [see Eqs. (2.17) and (2.18)]. Above 9000
cm−1 (not shown), the mass-enhancement factor is below 1 at all temperatures
measured. This has no physical meaning and can be attributed to interband
transitions, which dominate the optical conductivity at such high frequencies.
Thus, the (extended) Drude analysis is not relevant anymore at such frequencies.
To compare the experimental data with theory, the optical scattering rate of
Pr2CuO4 was further analyzed by Ewald Schachinger in the spirit of a technique
developed in Refs. [32, 130, 131]. Here, I give a brief account of the results of this
analysis. This technique makes use of an inversion of the optical scattering rate
(hereafter expressed in energy units) by means of a maximum entropy method on
the basis of Eliashberg theory to reveal the electron–exchange-boson interaction
spectral density I2χ(ω). The optical scattering rate is of particular importance
because it can be directly related to this spectral density via [132, 133]:
τ−1op (ω, T )− τ−1imp =
∞∫
0
dΩK(ω,Ω, T )I2χ(ω). (6.7)
The kernel K(ω,Ω, T ) is determined from theory, τ−1imp is an impurity scattering
rate and I2χ(ω) can be calculated by deconvoluting (inverting) Eq. (6.7). For
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the normal state, Shulga et al. [134] derived the kernel
K(ω,Ω, T ) =
pi
ω
[
2ωcoth
(
Ω
2pi
)
− (ω + Ω)coth
(
ω + Ω
2T
)
+(ω − Ω)coth
(
ω − Ω
2T
)]
, (6.8)
which is valid for any temperature and reduces to the kernel derived by P. B.
Allen [132] for T = 0. Furthermore, it was demonstrated by Schachinger et al.
[133] that any non-zero contribution to I2χ(ω) at some frequency ω will result in
an increase of the optical scattering rate. Consequently, the bump observed in
the optical scattering rate of Pr2CuO4 (Fig. 6.13) at around 230 cm−1 cannot be
caused by electron–boson interaction and is, therefore, not part of the electronic
background. This makes the inversion of the τ−1op data to gain information about
the underlying spectral function I2χ(ω) a non-trivial task.
Nevertheless, using the T = 30K data, the maximum-entropy procedure out-
lined by Schachinger et al. [135] allows to straightforwardly invert Eq. (6.7)
together with the kernel (6.8). Defining χ2 as:
χ2 =
N∑
i=1
[Di − τ−1op (ωi)]2
εi
, (6.9)
whereDi are the experimental τ−1op data points at discrete energies ωi and τ
−1
op (ωi)
is the calculated optical scattering rate from Eq. (6.7). Finally, εi denotes the
error bar on the data Di and N is the number of data points. Furthermore,
physics requires that the spectral density I2χ(ω) is positive definite. To achieve
this, the maximum-entropy method minimizes the functional
L =
χ2
2
− aS, (6.10)
with S the generalized Shannon-Jones entropy [136],
S =
∞∫
0
dω
{
I2χ(ω)−m(ω)− I2χ(ω) ln
[
I2χ(ω)
m(ω)
]}
, (6.11)
which is maximized in the process. m(ω) is a constraint function (default model)
which reflects a priori knowledge of I2χ(ω). In Eq. (6.10), a is a determi-
native parameter that controls how close the fit should follow the data while
not violating the physical constraints. In our inversion we set m(ω) = m0
for ω1 ≤ ω ≤ ωN , with m0 some small constant indicating that we have no
knowledge whatsoever about I2χ(ω), thus establishing an unbiased inversion
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Figure 6.14: (a) I2χ(ω) spectra for T = 4K [solid (red) line] and 30K [dashed
(black) line] as a result of a straight-forward inversion of the experimental
τ−1op (ω) data shown in Fig. 6.13. (b) I
2χ(ω) spectra for the same tempera-
tures as in (a). The low-energy peak at ∼ 11meV in (a) has been smeared
out to achieve a single-peak structure. Finally, λ is the mass-enhancement
factor.
of Eq. (6.7). Finally, we make use of the historical maximum-entropy method
which iterates a until the average 〈χ2〉 = N is achieved with acceptable accuracy.
A close inspection of the data shown in Fig. 6.13 reveals that around ~ω =
300meV, there is (almost) a plateau in the optical scattering rate and, therefore,
the inversion is restricted to the energy range up to 300 meV. A first straight
forward inversion of the data at 30 K resulted in a double-peak structure [dashed
(blue) line in Fig. 6.14(a)] with a low-energy peak at∼ 11meV and a high-energy
peak at ∼ 50meV. The former peak is the result of the first main rise in τ−1op
towards the bump at ∼ 28meV and could entirely be an artifact of the inversion.
Nevertheless, it has to be noted that a similar low-energy peak in I2χ(ω) was
reported by Schachinger et al. [131] for Pr2−xCexCuO4.
It has to be pointed out, though, that Eq. (6.8) is only approximate. There-
fore, the spectrum I2χ(ω) which resulted from the inversion process was used
to calculate the quasiparticle self energy using the full normal-state infinite-
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Figure 6.15: Optical scattering rate τ−1op (ω) vs frequency. (a) In the normal
state at 30 K the solid (black) curve represents the data, while the dash-
dotted (green) and the dashed (red) line correspond to the results achieved
using the I2χ(ω) spectra presented in Figs. 6.14(a) and (b), respectively.
(b) In the superconducting state at 4 K the solid (blue) curve represents
the experimental data. The dashed (green) and the dash-dotted (red) line
correspond to results for the unitary impurity scattering achieved using the
I2χ(ω) spectra presented in Figs. 6.14(a) and (b), respectively. The dotted
(cyan) and short-dotted (magenta) curves present the equivalent results for
Born-limit scattering. Definitions of t+ and Γ+ are given in the text.
band-width Eliashberg equations. The complex infrared conductivity, σ̂(ω, T ),
is then calculated using the Kubo formula [137] and the resulting optical scat-
tering rate is calculated from Eq. (2.17). This requires some adaptation of the
original I2χ(ω) spectrum in order to achieve the best possible agreement with
the data. (The spectra presented in Fig. 6.14 are already the adapted spectra.)
The comparison between theory and experiment for T = 30K is presented in
Fig. 6.15(a). The solid (black) curve represents the data while the dash-dotted
(green) curve presents the result of theoretical calculations on the basis of the
I2χ(ω) spectrum shown in Fig. 6.14(a) as dashed (blue) curve.
Under the assumption that the low-energy peak in the I2χ(ω) spectrum is
an artifact of the inversion caused by the bump in τ−1op (ω) around ∼ 28meV,
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another approach was utilized: Part of the weight of this low-energy peak is
absorbed into the main peak resulting in the single peak spectrum displayed in
Fig. 6.14(b) [dashed blue line]. This spectrum was generated in such a way that
an optimum data description is achieved. The result is displayed in Fig. 6.15(a)
[dashed red curve]. That in both cases a very good agreement between the-
ory and experiment is achieved is not really surprising because the inversion
of Eq. (6.7) is an ill-posed problem and many solutions are expected. As this
low energy bump in the experimental data obscures the ‘real’ optical scattering
rate, the agreement between experiment and theory cannot be expected to be
good. In some sense, the spectra of Fig. 6.14(a) and (b) establish two extreme
cases with the truth probably somewhere in between. Finally, a quite substan-
tial impurity scattering, τ−1imp = 2pit
+ ∼ 100meV, is required to achieve good
agreement between theory and experiment. This is in good agreement with the
results reported for Pr2−xCexCuO4 [131].
In principle, an inversion of the data at T = 4 K in the superconducting
state should be possible [135]. However, the formula quoted in Ref. [135] is
only valid in the clean limit and cannot be applied here. A possibility which
remains is to use the 30 K I2χ(ω) spectra and calculate the optical scattering
rate in the superconducting state using the full d-wave Eliashberg theory [138].
A final least squares procedure allows to generate the required superconducting
state I2χ(ω) spectra to give an optimum fit to the data. The resulting spectra
are shown in Figs. 6.14(a) and (b) as solid (red) curves and the comparison of
theory with experiment is demonstrated in Fig. 6.15(b).
The scattering of the electrons off impurities in the superconducting state is
more accurately described by a T -matrix approximation. In this case the impu-
rity scattering rate can be described by a parameter Γ = 2piΓ+ = nI/(N(0)pi2),
with nI the concentration of scattering centers and N(0) the electronic density
of states at the Fermi level. In addition, there is the scattering phase shift δ0
and we introduce an additional parameter c = cot(δ0) for convenience. The
case c = 0 corresponds to unitary scattering and for ∆0 → 0 and c → ∞, the
weak-scattering limit (Born approximation) is recovered [139]. (In the normal
state only the weak scattering limit remains.) Fig. 6.15(b) presents results for
both spectra (double peak and single peak) and for unitary as well as Born-limit
scattering.
It is important to note that from the normal-state results, we are unable
to discriminate between the double peak or single peak spectrum because the
theoretical results differ from each other only below 60 meV and this region is
dominated by the bump around 28meV in the data. The same problem arises
when we try to discriminate between unitary and Born-limit scattering in the
superconducting state. Again, the theoretical results differ from each other only
at low energies.
In order to proceed, it is necessary to use other experimental data which are
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linearly independent from the optical-scattering rate data. One possibility is
offered by the London penetration depth derived from the BWO phase-sensitive
transmission measurements at 210 and 250GHz. From the theoretical point
of view, the London penetration depth can easily be calculated from d-wave
Eliashberg theory using the spectra at 4 K presented in Fig. 6.14(a) and (b)
because there is only little variation in the spectra in going from 4 K to 30 K.
6.7 Penetration depth
The temperature dependence of the penetration depth of Pr2CuO4 was obtained
by means of phase-sensitive millimeter-wave measurements [49]. These measure-
ments are limited to low frequencies, as at higher frequencies the contribution
of normal electrons to σ2(T ) becomes significant, thus making a correct de-
termination of λ difficult. Using the Fresnel optical formulas for the complex
transmission coefficient, the in-plane conductivity, σ1 + iσ2, of the film was cal-
culated directly from the measured transmission coefficient and phase shift. The
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Figure 6.16: (a)Temperature dependence of the transmission coefficient and
phase shift. (b) Temperature dependence of the penetration depth of
Pr2CuO4 at the frequencies indicated.
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penetration depth, shown in Fig. 6.16(b), was then calculated from σ2(T ) using
Eq. (5.1). I found λ(T → 0) ≈ 1.6± 0.1 µm. This result is in good agree-
ment with earlier investigations on Pr2CuO4 films prepared by metal-organic
decomposition [140].
In Fig. 6.17, the normalized superfluid density, ns(T )/ns(0) = λ(0)2/λ(T )2,
measured at 210 and 250 GHz is shown as a function of temperature together
with fits for d- and s-wave superconductors, ns(T )/ns(0) = 1 − (T/Tc)2 and
ns(T )/ns(0) = 1 − (T/Tc)4, respectively. Obviously, the d-wave fit describes
the data well, whereas s-wave behavior can be ruled out, in agreement with the
results by Pronin et al. [140]. This clearly evidences a d-wave gap symmetry
in the Pr2CuO4 film. Rigorous calculations performed within the framework
of the d-wave Eliashberg approach described above show that the unitary limit
rather than the Born-limit scattering seem to give a somewhat more adequate
description of the experimental data [see Figs. 6.17 and 6.18]. Nevertheless, it
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Figure 6.17: Normalized superfluid density of Pr2CuO4 as a function of tem-
perature at two frequencies. The dashed and dotted lines mimic the depen-
dences expected for a nodal (d-wave) and a fully gapped superconductor,
respectively. The solid orange and cyan lines are the d-wave Eliashberg
calculations as described in the text for the unitary and Born scattering
limits.
91
Chapter 6 Nominally undoped Pr2CuO4 thin film
0 50 100 150 200
0
50
100
150
200
250
300
350
Experiment:
  210 GHz
  250 GHz
Fits:
  d-wave unitary limit
  d-wave Born limit
 
 
(n
m
)
T2 (K2)
Pr2CuO4
Figure 6.18: Low-temperature variation of the penetration-depth (∆λ) as a
function of T 2 at 210 and 250 GHz for Pr2CuO4, together with the d-wave
Eliashberg calculations as described in the text for the unitary and Born
scattering limits.
is still impossible to discriminate between the single and double-peak spectra of
Fig. 6.14.
However, as noticed previously [140], the low-temperature data show signif-
icant deviation from the T 2 behavior expected for a d-wave superconductor in
the simplest case. In Fig. 6.19(a)-(d), plots of the penetration-depth change,
∆λ(T ), below 12 K for Pr2CuO4 at various frequencies, versus T n, with n = 2,
2.5, 2.8, and 3 are shown. These plots show that the ∆λ data can be best de-
scribed by a T n power law with n = 2.8±0.2. Recent theoretical considerations
concluded that exponents n ≤ 3 for d-wave gaps might be possible [141]. Hence,
the experimentally found n may be reconciled for d-wave superconductors.
Furthermore, the penetration depth can also be extracted from the infrared
data. Below Tc, the occurrence of the condensate implies a transfer of spectral
weight from finite frequencies to a δ(ω = 0) function representative of the infinite
dc conductivity. As the measured real part of the optical conductivity has no
access to zero frequency, the value of its integral (e.g. the spectral weight) drops
when the superfluid forms. The difference between the spectral weights in the
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normal and superconducting state allows to directly determine the penetration
depth.
In the inset of Fig. 6.12, the spectral-weight difference between 30 and 4 K as a
function of frequency for Pr2CuO4 is shown. The spectral-weight difference first
increases and then it remains approximately constant. It is this constant spectral
weight difference (called missing area or the superconducting condensate) which
goes into a delta peak at ω = 0 in accord with the Ferrell-Glover-Tinkham
(FGT) sum rule [25, 28]. The plasma frequency (ωp,s) calculated from the
superconducting condensate is 1000 cm−1; implying that only about 6% of the
charge carriers in the normal state goes into the superconducting condensate at
4 K for the Pr2CuO4 film. From the missing spectral weight, the penetration
depth of Pr2CuO4 is found to be 1.6± 0.1 µm, which is in perfect agreement with
the BWO result. The high value of the penetration depth obtained here shows
that the density of the superconducting condensate is very low in Pr2CuO4 as
compared to doped cuprates, where the penetration depth is typically a factor of
5–8 smaller. Further, to verify the FGT sum rule, the superfluid spectral weight
and, hence, the penetration depth was also calculated from the imaginary part of
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the complex conductivity (σs2) using Eq. (2.38). From such analysis penetration
a depth of 1.57 µm is obtained, which is again in agreement with the results
obtained from the missing area and the BWO data. However, the penetration
depth obtained from σ2(ω) is prone to errors as σ1 is not zero at low frequencies
for Pr2CuO4 leading to some underestimation of the penetration depth.
6.8 Pseudogap feature
Another topic of continuing interest is the possible occurrence of a pseudogap,
i.e., a partial normal-state gap in the density of states. Such a gap has been
observed in most underdoped cuprates by many experimental methods [37].
In optical experiments, the occurrence of a pseudogap below a characteristic
temperature can manifest itself in different ways. In hole-doped cuprates, the
pseudogap is seen as a suppression of the low-frequency scattering rate [15].
In electron-doped cuprates, a suppression of the MIR reflectivity appears, that
corresponds to a reduced real-part MIR optical conductivity and to a non-
monotonic behavior of the so-called restricted spectral weight, RSW(ωL, ωH , T )
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[105, 111]. Here, RSW is defined as:
RSW (ωL, ωH , T ) = 8
∫ ωH
ωL
σ1(ω, T )dω, (6.12)
where ωL to ωH is the restricted frequency range of interest. As can be seen from
the reflectivity and conductivity shown in Figs. 6.7 and 6.9, such a normal-state
gap is not evident in Pr2CuO4.
To further confirm the absence of this normal-state gap in Pr2CuO4, the re-
stricted spectral weight in Fig. 6.20 for four frequency ranges normalized to the
spectral weight at 300 K is plotted. For all four ranges, a monotonous tempera-
ture dependence is found, ruling out the existence of any normal-state gap. Ad-
ditionally, the scattering rate [Fig. 6.13(a)], apart from low-frequency features
due to localization, phonon modes, and MIR bands, shows no temperature-
dependent suppression that would signal a pseudo-gap-like feature.
Thus, it is concluded that no pseudogap exists in the Pr2CuO4 film. This
must be related to the absence of the antiferromagnetic phase in Pr2CuO4
[90, 92, 101, 105, 142]. In electron-doped cuprates, the magnetic order induces
the pseudogap. With doping, the Neel temperature decreases monotonically
leading to a complete suppression of antiferromagnetic order at higher dop-
ing accompanied with the disappearance of the pseudogap. The absence of a
pseudogap feature supports the ideas, expressed in Refs. [90, 91, 92], about
a strong suppression or even absence of the antiferromagnetic insulating phase
in electron-doped cuprates, if the T ′ structure (i.e., no apical oxygen) can be
managed to survive down to very low or zero doping levels.
6.9 Summary
The temperature dependence of the optical conductivity for a nominally un-
doped Pr2CuO4 film have been measured over a wide range of frequencies. From
these measurements, a collective charge excitation that is characterized by a shift
of the Drude peak to finite frequencies above a certain temperature Tcoh have
been unveiled. A closer look at the optical-conductivity data revealed that a
Drude-like peak at zero frequency persists at all temperatures and that a FIR
peak at finite frequency grows with temperature at the expense of the Drude
peak. Such a behavior has been reported in underdoped cuprates and confirmed
to be a universal character of bad metals.
The optical spectral weight remains temperature dependent up to 1.9 eV,
indicating strong electron correlations in Pr2CuO4. Using a cut-off frequency of
9400 cm−1, a plasma frequency of 17700 cm−1 has been obtained for Pr2CuO4.
Further, the optical study of Pr2CuO4 allows to determine the temperature
dependence of the London penetration depth. The absolute value of the penetra-
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tion depth at zero temperature is 1.6±0.1 µm. This value is almost an order of
magnitude larger compared to electron-doped analogues with comparable transi-
tion temperatures, evidencing a low Cooper-pair density in the superconducting
condensate. The temperature dependence of the penetration depth is close to
quadratic at the lowest temperatures, indicating d-wave gap symmetry, typical
for cuprate superconductors. Eliashberg analysis of the optical spectra as well
as of the temperature dependence of the penetration depth proves Pr2CuO4 to
be a dirty d-wave superconductor. In the superconducting state the scattering
off impurities is best described in the unitary limit, a result which also agrees
nicely with the findings reported by Schachinger et al. [131] for Pr2−xCexCuO4.
Neither the optical data nor their theoretical analysis reveal any indication
of normal-state gap-like features which could be attributed to the existence of a
pseudogap. This observation is in line with a breakdown of the charge-transfer-
insulator picture in Pr2CuO4.
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7.1 Introduction
Among the iron-based superconductors, FeTe1−xSex has received special atten-
tion due to its simple crystal structure (PbO-type tetragonal family) [143], which
is formed by the Fe(Te, Se) layers only and due to the fact that it does not con-
tain poisonous arsenic. Even though the Fermi surface of FeTe1−xSex is similar
to those of the iron pnictides [144, 145], the parent compound, Fe1+yTe, displays
a unique antiferromagnetic order with an in-plane wave vector (pi,0) [146, 147],
which is different from the iron-pnictide parent compounds, where an in-plane
wave vector (pi,pi) connects the hole and electron part of the Fermi surface
[148, 149]. Apart from the (pi,0) antiferromagnetic correlations, FeTe1−xSex is
also characterized by incommensurate itinerant magnetic fluctuations near (pi,pi)
which develop to a spin resonance in the superconducting state for optimally
doped samples [150, 151]. Due to the competition of the two magnetic correla-
tions, an unusual phase diagram for FeTe1−xSex results. Such a phase diagram
comprises an intermediate phase with charge localization occurring between the
long-range antiferromagnetic state and the bulk superconductivity phase in the
doping range 0.09 < x < 0.29 [48].
A maximum Tc of about 37 K has been reported for pure FeSe under the high
hydrostatic pressure of 9 GPa [152, 153, 154]. This Tc is the third highest re-
ported for binary superconductors; the highest being 39 K for MgB2 at ambient
pressure [155], followed by 38 K observed in the fullerene Cs3C60 under high
pressure [156]. Furthermore, such a Tc is comparable to the Tc of hole-doped
122 iron-arsenide superconductors. The pressure effects suggests that stronger
van der Waals bonding between FeSe4 layers can result in an increase of super-
conductivity. The enhancement of spin fluctuations [157] and the evolution of
the interlayer Se-Fe-Se separation [152, 153] has been suggested to be the origin
of the connection between pressure and Tc in the 11 family of the iron-based su-
perconductors. High-temperature superconductivity, at ambient pressure, have
been reported in single-layer FeSe films with transition temperatures above 70
K [158, 159], breaking the Tc record of 56 K in iron-based superconductors kept
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since 2008 [160, 161].
Superconductivity with transition temperatures up to about 15 K have been
reported for Fe1+yTe1−xSex single crystals at ambient pressure [162, 163, 164],
which could be enhanced to about 26.2 K by the application of about 2 GPa
[165] in FeTe0.5Se0.5 single crystals. In thin films of FeTe0.5Se0.5 higher Tcs com-
pared to single crystals have been observed and the increase has been attributed
to the c-axis lattice parameter decrease with respect to the bulk value [166, 167].
Further, Bellingeeri et al. [168] have reported a film-thickness dependence with a
maximum Tc of 21 K in FeTe0.5Se0.5. From structural analysis, Bellingeeri et al.
have observed that the c-axis lattice parameter in films is smaller than in bulk
samples, but almost independent of the film thickness, while the a-axis lattice
parameter changes significantly with the film thickness and is linearly dependent
on Tc [168]. This allows to conclude that compressive strain plays an important
role in enhancing Tc in FeTe0.5Se0.5 thin films. In other words, it can be con-
cluded that strain-induced growth acts in thin films in a similar way as external
pressure does in bulk samples [165], yielding a significant enhancement of the
superconducting critical temperature. Si et al. reported transition temperatures
with an onset at above 20 K and zero resistance at about 18 K in FeTe0.5Se0.5
thin films with a CeO2 buffer layer between the film and the substrate [169].
These films have a superior high-field performance over low-temperature su-
perconductors at 4.2 K as these films are capable of carrying critical-current
densities exceeding 105 Acm−2 at 30 T [169]. High critical-current densities,
low magnetic-field anisotropies, and relatively strong grain coupling make iron
chalcogenides particularly attractive for high-field applications at liquid-helium
temperatures.
7.2 Samples and experimental details
Three FeTe0.5Se0.5 thin films (two with buffer layers of non-superconducting
FeTe0.5Se0.5 and one without a buffer layer) on MgO substrates were studied
in this thesis. Although all three films showed similar optical behavior, the
thin film without a buffer layer had a higher Tc of 19 K and lower resistivity.
In addition, the signal-to-noise ratio was better in the optical measurements
for the thin film without a buffer layer when compared to that of the other
films. Therefore, only data of the thin film without a buffer layer are considered
for further analysis. In this chapter, I present terahertz-spectroscopy data of
FeTe0.5Se0.5 in the temperature range from 3 to 150 K and in the frequency
range from 4 to 80 cm−1.
The FeTe0.5Se0.5 thin films were grown at the Institute for Metallic Materials,
IFW Dresden, by pulsed laser deposition (PLD) using FeTe0.5Se0.5 single crystals
as target. For the film without a buffer layer, the target was prepared by a
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modified Bridgman technique yielding an Fe(Te, Se) crystal with the nominal
composition of Fe:Te:Se = 1 : 0.5 : 0.5. For the target growth stoichiometric
amounts of prepurified metals were sealed in a quartz tube. The tube was placed
in a horizontal furnace, heated up to 650 ◦C, and kept at that temperature for
24 hours. The furnace was then heated to 950 ◦C and the temperature kept
constant for 48 hours. Finally, the furnace was cooled down at a rate of 5
◦C/hour to 770 ◦C, followed by furnace cooling. Crystals with dimensions up
to centimeter size were realized with a bulk Tc of about 16 K. In-plane-oriented
films with thickness of 100 nm were grown on 10 x 10 x 1 mm3 single-crystalline
MgO (001) substrates at 450 ◦C, by ablating the single crystals with a KrF
excimer laser in an ultra-high vacuum chamber.
The thin film was characterized by resistivity measurement from 9 to 300 K.
The resistivity was measured using a four-point method in the Physical Prop-
erty Measurement System (PPMS, Quantum Design). Normal-incidence trans-
mission measurements covering the frequency range from 4 to 80 cm−1 were
done using a combination of the BWO-based and TDT spectrometer. With the
BWO-based spectrometer, transmission and phase shift were measured at vari-
ous temperatures below 150 K between 4 and 42 cm−1; the TDT measurements
covering the frequency range from 5 to 80 cm−1 were done at various tempera-
tures below 100 K. With transmission coefficient and phase shift measured, the
complex conductivity was determined with the aid of Fresnel formulas, without
using Kramers-Kronig analysis. The experimental procedure of the terahertz
spectroscopy employing these two spectrometers is elaborated in Chapter 3 of
this thesis.
7.3 Resistivity
Figure 7.1 shows the in-plane temperature dependence of the resistivity of the
FeTe0.5Se0.5 film. While most of the 11-type iron-based superconductors show
semiconducting behavior at high temperatures due to a high excess-iron con-
centration [170, 171], the current sample shows a metallic behavior over the
whole temperature range, as resistivity decreases monotonically with decreas-
ing temperature. Such temperature dependence could be an indication of low
or no excess iron, as excess iron has been suggested to result in weakly localized
electronic states [170]. Such weakly localized states would result in a semicon-
ducting behavior, i.e., a resistivity increase with decreasing temperature, which
is not observed here. Below about 20 K, the resistivity starts to vanish due to
the occurrence of superconductivity. Comparing the resistivity at room temper-
ature (300 K) to the value just above the superconducting transition, a residual
resistivity ratio (RRR) of 3 is obtained, which is higher than what has been
reported before for similar samples [172, 173, 174]. The high RRR points to
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Figure 7.1: Temperature dependence of the in-plane resistivity of the
FeTe0.5Se0.5 film. The inset shows a zoom around the superconducting
transition.
the good sample quality. Further, the onset, mid, and zero point of the super-
conducting transition (Tconset, Tcmid, Tczero) are found to be 20, 19, and 18.6 K,
respectively. The superconducting transition temperature is approximately 19
K by taking Tc = Tcmid. The Tc of the current film is significantly higher than
that of single crystals. This enhancement can be attributed to substrate-induced
compressive strain as discussed above [168].
7.4 Transmission
The frequency-dependent transmission coefficient and phase shift measured by
use of the BWO-based spectrometer at 4 and 20 K are shown in Fig. 7.2. Such
spectra were obtained also at 10, 15, 18, 50, and 150 K (not shown). Well-defined
interference fringes, which are a result of multiple reflections of the electromag-
netic radiation within the MgO substrate are evident. As it was discussed in
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Figure 7.2: Frequency dependence of (a) the transmission coefficient and (b)
the phase shift (φ(ν)ν ) for the 100 nm-thick FeTe0.5Se0.5 film on MgO sub-
strate measured at 4 and 20 K by the BWO-based spectrometer. The black
line at 20 K is a Drude fit (see text), while the green line at 4 K is a guide
to the eye.
Chapter 5, the period of such fringes is governed by refractive index ns and the
thickness ds of the substrate, while the level of transmission is determined by
the film properties. Extracting the complex conductivity from the transmission
coefficient and phase shift requires the knowledge of the optical properties of the
MgO substrate. These were determined beforehand from transmission measure-
ments at the same temperatures and frequencies. From Fig. 7.2 it is evident
that above Tc at 20 K the overall interference pattern (fringes) shows little fre-
quency dependence. However, when the sample is cooled below Tc, a significant
increase in transmission above 20 cm−1 for the 4 K spectra and a decrease in
transmission below that frequency appears. Below Tc, the frequency-normalized
phase shift (φ
ν
) is strongly suppressed at low frequencies. Such a scenario points
to a considerable frequency dependence of the optical conductivity as outlined
below.
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The measurements were extended up to 80 cm−1 with the aid of the TDT
spectrometer. Figure 7.3 shows the transmitted electric field pulse at 4 and
20 K (a), the Fourier-transformed electric field spectra at 4 and 20 K (b), the
transmission ratios Trs
Trn
= Tr(T )
Tr(20K)
, (c), and phase differences (∆φ) φs − φn =
φ(T )− φ(20K), (d), at various temperatures. Below Tc, the transmission ratio
first increases with increasing frequency to reach a maximum before starting
to decrease with further frequency increase. The transmission ratio is expected
to become unity at higher frequencies, beyond the range of the current mea-
surement. The height of the maximum in the transmission ratio increases with
decreasing temperature, but shows no significant shift in frequency. A similar
temperature dependence of the transmission ratio has been reported by Xi et
al. in an infrared-spectroscopy study of LaFeAsO1−xFx thin films [175]. The
maximum in the transmission ratio is sometimes attributed to the supercon-
ducting energy gap [2∆(T)]. Above Tc, i.e., at 50 K and 100 K (not shown), the
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Figure 7.3: (a) Time-dependent electric-field pulse spectra at 4 and 20 K.
(b) Fourier-transformed spectra of the electric-field pulse at 4 and 20 K.
(c) Frequency dependence of the power-transmission ratios at various tem-
peratures and (d) the phase difference between the normal and supercon-
ducting states at the same temperatures.
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transmission ratio shows no frequency dependency and the maximum is absent
confirming that the maximum is related to superconductivity. However, as has
been explained in Section 2.2.3, the maximum in the transmission ratio does
not necessarily correspond to the superconducting energy gap. Hence, I defer
concrete confirmation of the superconducting gap to the next section of this
chapter.
7.5 Complex conductivity
In the superconducting state, the complex conductivity has been obtained with
the help of the general Fresnel formulas [77]. On the other hand, the normal-
state complex conductivity has been obtained from transmission coefficient and
phase-shift data by a Drude-model fit, i.e., σ(ω) = σ0/(1 − iωτ). It must be
emphasized that two Drude contributions (i.e., a broad and narrow one) with a
combined plasma frequency of 7100 cm−1 were necessary to properly model the
measured data in the normal state. From such modeling, 1/2piτN = 44 cm−1
and 1/2piτB ≥ 450 cm−1 (where N stands for the narrow and B for the broad
Drude contribution) were estimated at 20 K. Lower values of 1/2piτB gave a too
large transmission at high-frequencies. This implies that ωp/2pi ≥ 7100 cm−1,
since ωp depends on the scattering rate via: ω2p =
4piσ0
τ
. The larger the τ−1, the
larger the ωp. The Drude fit (with ωp/2pi = 7100 cm−1, 1/2piτN = 44 cm−1 and
1/2piτB = 450 cm−1) is shown in Fig. 7.2 (black solid line) for 20 K. The Drude
fit describes the data very well.
Homes et al. have observed that the optical conductivity of FeTe0.55Se0.45
single crystals is quite well reproduced with the Drude-Lorentz model with ωp,D
= 7200 cm−1 and Lorentzian oscillators at somewhat arbitrary positions of 650
and 3000 cm−1 to fit the mid-infrared region of the conductivity [176]. ωp,D re-
ported by Homes et al. [176], is very comparable to the lower limit of the plasma
frequency obtained here for FeTe0.5Se0.5. From the foregoing discussion, it is ev-
ident that the plasma frequency (ωp/2pi) for FeTe0.5Se0.5 must be larger than
7100 cm−1, especially if one takes into consideration additional mid-infrared
contributions.
Figure 7.4 shows the complex conductivity derived from the BWO trans-
mission data at various temperatures. At 150 K, the real part of the optical
conductivity is almost frequency independent. At lower temperatures, but still
in the normal state, the real part of the optical conductivity shows some fre-
quency dependence: it decreases with increasing frequency. The sharpening of
the Drude peak is due to the decreasing scattering rate at lower temperature.
Further, in the normal state, σ1(ω → 0) agrees very well with σdc. The imagi-
nary part of the complex conductivity [σ2(ω)] in the normal state increases with
increasing frequency for all temperatures pointing to the fact that the absolute
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Figure 7.4: Frequency dependence of real [(a) and (c)] and imaginary [(b) and
(d)] parts of the complex conductivity of FeTe0.5Se0.5 at various tempera-
tures obtained from the BWO-transmission measurements. Bold points on
the left-hand axes in (a) are dc-conductivity values, while the violet line
in panels (c) and (d) is a BCS fit, with 2∆(0) = 30 cm−1, expected for a
conventional superconductor at 4 K.
scattering rate is larger than the highest measured frequency.
In Fig. 7.5(c) and (d), the complex conductivity derived from the TDT data
(Fig. 7.3) is shown together with the 4 K spectra derived from the BWO
transmission measurements. One can clearly see the good agreement between
the conductivities obtained by use of the two techniques. Such a consistence
was observed for all temperatures measured.
The complex conductivity below Tc displayed in Fig. 7.4(c) and (d) exhibits
a strong frequency dependence. The real part first decreases with frequency in-
crease passing through a minimum before increasing to merge with the normal-
state conductivity above Tc. The minimum in σ1(ω) becomes more pronounced
and shifts to higher frequencies with decreasing temperature. This minimum in
σ1(ω) is attributed to the superconducting gap [2∆(T )] [78, 79]. The tempera-
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Figure 7.5: (a) Temperature dependence of the superconducting energy gap
for FeTe0.5Se0.5 deduced from the minima in the real part of the complex
conductivity; the violet solid line in (a) is the BCS temperature dependence
of the energy gap. (b) Frequency dependence of σ1 obtained from BWO
measurements at 4 K together with a BCS fit. Frequency dependence of
(c) the real and (d) imaginary parts of the complex conductivity calculated
from the TDT data at various temperatures. Also shown is the complex
conductivity calculated from BWO data at 4 K (orange symbols) and the
4 K multicomponent fit (dotted line).
ture dependence of this gap is displayed in Fig. 7.5(a). A BCS fit (Eq. (2.29))
yields 2∆(0) ≈ 30 ± 1 cm−1 and 2∆(0)
kBTc
= 2.27 ± 0.1. This coupling strength is
smaller than the weak-coupling limit of 3.53.
The imaginary part of the complex conductivity [σ2(ω)] below Tc, follows the
normal-state value above 40 cm−1. At low frequencies, σ2(ω) diverges from the
normal-state value and becomes proportional to 1
ω
in accord with the Kramers-
Kronig relations pointing to a delta function in σ1 at ω = 0.
The complex-conductivity data derived from the BWO and TDT measure-
ments was modeled with a Mattis-Bardeen s-wave gap formalism using the
parametrization proposed by Zimmermann et al. [26]. While σ2(ω) could ad-
equately be described by this modeling (Fig. 7.4(d)), the real part cannot be
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described by this model due to significant excitations within the gap (shaded
background) shown in Fig. 7.5(b). Excitations at low temperatures due to
nodes in the superconducting energy gap have been detected in several iron-
based superconductors, which include LaFePO [177, 178, 179], BaFe2(As,P)2
[180, 181, 182], and KFe2As2 [183, 184, 185].
In an attempt to describe the measured data properly, the complex conductiv-
ity was modeled using a multicomponent fit similar to what has been proposed
by Lobo et al. [186] for iron-based superconductors:
σ̂ =
Ω2P τ
4pi
[
1 + iω
1 + ω2τ 2
]
+ σs(ω,Ω
N
p , τ
N ,∆, T ). (7.1)
The first term in Eq. (7.1) is the Drude contribution of the unpaired carri-
ers characterized by a plasma frequency (Ωp
2pi
= 2400 cm−1) and scattering rate
((2piτ)−1 = 7 cm−1); the second term, which exists only below Tc, is the optical
conductivity for an s-wave superconductor modeled with Zimmermann’s formu-
las [26] with 2∆ = 30 cm−1. Such a multicomponent fit describes the complex
conductivity data very well as shown in Fig. 7.5(c) and (d), where the fit is
shown as a dotted line. Multiple superconducting gaps have been reported in
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Figure 7.6: Frequency dependence of the real part of the complex conductivity
for FeTe0.5Se0.5 at 4 K together with the multicomponent fit contributions.
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literature for the 122-family of iron-based superconductors [187], which is not
a surprise for multiband materials [188], of which FeTe0.5Se0.5 is one. However,
it must be pointed out that a second superconducting gap is not evident in the
current spectra of FeTe0.5Se0.5. The real part of the complex conductivity at 4
K together with its multicomponent-fit contributions according to Eq. (7.1) are
shown in Fig. 7.6.
7.6 Extended Drude analysis
The extended Drude analysis (see Section 2.1.3 of this thesis) is a common tool
to get insight into the low-energy excitations and relevant scattering mecha-
nisms of a correlated electron system. In such an analysis, the scattering rate
and mass-enhancement factor is calculated using Eqs. (2.17) and (2.18), respec-
tively. In Fig. 7.7, the scattering rate and mass-enhancement factor calculated
using ωp/2pi = 7100 cm−1 are plotted as a function of frequency, for various
temperatures. For all temperatures, a steady increase in the mass-enhancement
factor with decreasing frequency is noticed which is a clear deviation from the
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Figure 7.7: Frequency dependence of (a) the scattering rate and (b) the mass-
enhancement factor at various temperatures for FeTe0.5Se0.5.
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simple Drude model, where m∗
m
is expected to be independent of frequency. The
increase in the mass-enhancement factor may be a signature of correlation effects
in this material [189]. In the normal state, m*/m is at most 4. Below Tc, m∗m (ω)
is characterized by a peak, whose frequency corresponds to the superconducting
energy gap in σ1(ω).
Pimenov et al. [190] measured the Faraday rotation in an FeTe0.5Se0.5 film
with a Tc of 15 K and obtained a mass-enhancement factor of 11 at 30 K,
a value much larger than what is obtained for the current sample and what
could be obtained when considering terahertz-spectroscopy data measured by
Pimenov et al. [190] with a reported plasma frequency of 6370 cm−1. However,
it should be pointed out that m∗
m
depends on the value of ω2p (squared plasma
frequency) used in Eq. (2.18). As argued above, I have used ωp/2pi = 7100 cm−1,
which is a lower limit and could be an underestimation considering the limited
frequency window used in the current measurements. This seems to explain
the discrepancy between the Faraday-rotation and current result. To obtain m∗
m
comparable to the Faraday-rotation result, ωp/2pi = 12000 cm−1 should be used
in the extended Drude analysis of both, the current and Pimenov’s data. This
seems to suggest that the overall plasma frequency must have spectral weight
contributions from the two Drude terms and a mid-infrared contribution, of
which the later is not accessible in the current and Pimenov’s measurements.
The scattering rate increases with increasing frequency throughout the mea-
sured frequency range. The slope of τ−1 increases with decreasing temperature.
Such a behavior has been reported in 122 iron-based superconductors [129, 191]
and is assumed to be a signature of bosonic excitations [74], e.g. spin fluctua-
tions [189].
7.7 Penetration depth
The temperature-dependent imaginary part of the complex conductivity of
FeTe0.5Se0.5 was obtained from the temperature-dependent phase-sensitive ter-
ahertz transmission measurements. The temperature-dependent penetration
depth was, in turn, readily obtained from this imaginary part of the com-
plex conductivity via Eq. (5.1). Figure 7.8 shows the temperature-dependent
penetration depth at 174, 180, and 210 GHz together with the temperature-
dependent transmission data at 174 and 210 GHz. I found λ(T → 0) ≈ 530
nm for FeTe0.5Se0.5. This value is in good agreement with the one obtained
by tunnel-diode resonator measurements (560 nm) [192], infrared spectroscopy
measurements (530 nm) [176], and muon-spin-rotation measurements (534 nm
[193] and 491 nm [194]). One must note that the calculated penetration depth,
shown in Fig. 7.8, is finite above Tc. From the theoretical point of view, an
infinite penetration depth is expected above Tc. The departure of the current
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Figure 7.8: Temperature dependence of (a) the transmission, (b) phase shift,
and (c) penetration depth at the frequencies indicated. The dash-dotted
green line is a power-law fit.
measurement from theory is due to the fact that the measurements have been
done at finite frequencies. In this case σ2(T ) is different from zero above Tc,
leading to a finite penetration depth. If the measurement would have been done
at zero frequency, which is practically impossible, the penetration depth would
go to infinity at Tc.
For a quantitative discussion on the temperature-dependent penetration depth,
a power-law fit, i.e., λ(T ) = λ(0) +AT n, was used to describe the data. Such a
fit with n = 2 is shown by the dash-dotted green line in Fig. 7.8(c). This yields
λ0 = 530 nm for all measured frequencies, and A being equal to 1.6 nmK2 . The
fit with n = 2 gives a good description of the data below 12 K. In literature
exponents of n = 2.1 [192], n = 2.2 [195], n = 2.3 [196], and n = 2.0 [197] are
reported for FeTe1−xSex analogues. The observed power-law dependence with n
= 2 is not surprising as this can be expected in a dirty fully gapped supercon-
ductor with pair breaking when a sign-changing s± pairing state is considered
[198]. Indeed a tendency of a decreasing exponent, from n ≥ 3 to ≈ 2, with
increasing impurity scattering has been observed experimentally for iron-based
superconductors [199, 200].
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Figure 7.9: Superfluid density as a function of temperature measured at 174,
180, and 210 GHz. The solid orange line and the dashed pink line mimic
the dependences expected for a nodal d-wave and a fully gapped s-wave
superconductor, respectively. The inset shows the first derivative of the
data at 180 and 210 GHz. The solid lines in the inset are smoothed data
of the first derivative.
The normalized superfluid density, ρs(T ) =
λ2(0)
λ2(T )
= ns(T )
ns(0)
, may be used to
compare with theories predicting different gap symmetries. Figure 7.9 (main
panel) shows the temperature dependence of the normalized superfluid density
for FeTe0.5Se0.5 at three different frequencies (174, 180, and 210 GHz). In an
attempt to further clarify the pairing symmetry in FeTe0.5Se0.5, the temperature
dependence of ρs was modeled in the framework of a d-wave (
ns(T )
ns(0)
= 1−(T/Tc)2)
and an s-wave (ns(T )
ns(0)
= 1− (T/Tc)4) superconductor shown as lines in Fig. 7.9.
The data deviates from both the d- and s-wave behavior.
From Fig. 7.9, it is evident that the temperature-dependent superfluid density
exhibits a change of curvature at about 10 K, with a positive curvature above
and a negative curvature below 10 K. This can be seen more clearly in the first
derivative of the superfluid density, i.e., dρs
dt
, shown in the inset of Fig. 7.9 for
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two frequencies. Such a change of curvature has been observed in MgB2 [201]
and in Fe1.03Te0.63Se0.37 single crystals [192], and was attributed to multigap
superconductivity [192].
The failure to describe ρs(T ) by simple empiric models for s- or d-wave gap
symmetries, calls for other explanations. Multiband models are especially rele-
vant, because FeTe0.5Se0.5 is a multiband superconductor. Within the popular α
model, two gaps, ∆1,2, are used to describe the data of the superfluid density ρ =
xρ1 + (1− x)ρ2 [201]. Here, ρ1,2 are evaluated with ∆1,2 = (α1,2/1.76)∆BCS(T )
and x takes into account the relative band contributions. The superfluid density,
ρ1,2, is given by [202]:
ρ1,2 = 1− 2∆1,2(0)
kBT
∫ ∞
0
f(1− f)dy, (7.2)
where f = [exp( E
kBT
+ 1)]−1 is the Fermi-Dirac distribution function. E is the
energy of the quasiparticles and is given by E = [ε2 +∆21,2(t)]
0.5, where ε is the
energy of the normal-state electrons relative to the Fermi energy and t = T
Tc
is the
reduced temperature. The integration variable in Eq. (7.2) is y = ε
∆0
. Although
this model has played an important role in providing convincing evidence for the
two-gap superconductivity in MgB2 [201], it is not able to describe the actual
temperature dependences of the superfluid density. The major problem with this
model is that one cannot a priori assume certain temperature dependences for
the gaps in the presence of arbitrarily weak interband coupling, which imposes
the same Tc for both bands. In the unlikely case of zero interband coupling,
the two gaps would have single-gap BCS temperature dependences but would
generally not have the same Tc.
A microscopic approach based on Eliashberg theory yields consistent tem-
perature dependences of the superfluid density, but is quite involving and not
easy for data analysis. As a more easy self-consistent and effective scheme Ko-
gan et al. [19], have developed an approach, which they call a “weak-coupling
two-band scheme” or the “two-gap γ model”. This model is able to describe the
temperature dependences of the specific heat and the superfluid density of many
multiband superconductors. Here, I give a brief account of the results of this
approach. The temperature dependences of the superconducting energy gaps
(∆1,2), are calculated self-consistently by use of
∆ν =
∑
ν
nνλνµ∆mu
[
∞∑
ω
(
2piT
βµ
− 2piT
~ω
)
+
1
λ˜
+ ln
T
Tc
]
, (7.3)
as opposed to using renormalized BCS gaps, which is the case for the α model.
In Eq. (7.3), λ˜ = n1λ11 + n2λ22, λνµ are dimensionless effective interaction
constants (ν, µ are the band indexes 1, 2). It must be noted that in the two-gap
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Figure 7.10: Calculated superfluid densities and gaps (inset) versus TTc for λ12
= 0.01, λ11 = 0.5, λ22 = 0.45, n1 = n2 = 0.5, and γ = 0.5. λ11, λ12 and
λ22 are dimensionless effective interaction constants. Adapted from Fig. 2
of Ref. [19].
γ model, Tc is the same for both gaps. With ∆1,2(T ) evaluated, the London
penetration depth is calculated via:(
λ2L
)−1
ik
=
16pi2e2N(0)T
c2
∑
ω
〈
∆20vivk
β3
〉
, (7.4)
where vi is the Fermi velocity and β = ∆2ν + ~
2ω2. The normalized superfluid
density ρ = λ
2(0)
λ2(T )
is calculated via:
ρ = γρ1 + (1− γ)ρ2, (7.5)
where γ, which determines partial contributions from each band, is not just a
partial density of states n1 as in the α model but instead is weighted by the
Fermi velocities (v1,2), i.e.:
γ =
n1v
2
1
n1v21 + n2v
2
2
. (7.6)
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Figure 7.11: Superfluid density as a function of temperature at three measured
frequencies (i.e., 174, 180 and 210 GHz). The solid orange line and the
dashed pink line mimic the dependences expected for a nodal d-wave and
a fully gapped s-wave superconductor, respectively, while the solid green
line is a two-gap γ model fit.
This approach is referred to as the γ model because of the formal similarity of
Eq. (7.5) to the widely used α model. The γ and the self-consistently calculated
∆1,2(T ) makes the γ model quite different from the α model. Kogan et al. [19]
used the γ model to analyze various multiband superconductors. The result of
one calculation for λ12 = 0.01, λ11 = 0.5, λ22 = 0.45, n1 = n2 = 0.5, and γ =
0.5 is shown in Fig. 7.10.
I used these model calculated superfluid densities (shown in Fig 7.10) with
different weights (γ) to describe the data of FeTe0.5Se0.5. Figure 7.11 shows a
replot of Fig. 7.9 together with the two-gap γ model fit. The data can nicely be
described by the two-gap γ model, just as is the case for MgB2 [201] and iron-
based superconductors [203]. In order to describe the data for FeTe0.5Se0.5, γ =
0.15 instead of γ = 0.5 reported in Ref. [19] was used. The nice agreement be-
tween the γ model and data is a good indication for multigap superconductivity
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in FeTe0.5Se0.5. Furthermore, the small value of γ (γ = 0.15) indicates a smaller
contribution (15%) of the larger-gap band to the total superfluid density. The
small value of γ might explain why the larger-gap could not be discerned from
the complex conductivity spectra. This behavior of the normalized superfluid
density together with the power law dependence of the penetration depth can be
explained with a nodeless two-gap pairing symmetry (nodal or s±) with strong
pair breaking.
7.8 Summary
The charge-carrier dynamics of an FeTe0.5Se0.5 thin film with Tc = 19 K has
been studied above and below Tc in the terahertz frequency range between 4
and 80 cm−1 at temperatures from 3 to 150 K. In the superconducting state,
the real part of the optical conductivity is not completely suppressed (remains
finite), which might be an indication for a strongly anisotropic gap. The tem-
perature dependence of a small superconducting energy gap has been deduced
from the temperature dependence of the minimum in the real part of the optical
conductivity obtained from BWO spectroscopy. A superconducting energy gap
of 2∆(0) ≈ 30 cm−1 (3.72 meV) = 2.27kBTc is estimated. To properly model
the optical conductivity of FeTe0.5Se0.5 in the superconducting state, a Drude
peak, which accounts for low-energy absorptions, and the optical conductivity
for an s-wave superconductor (σs) were considered. The extra absorption could
be due to localized impurity levels inside an isotropic gap or pair breaking due
to interband impurity scattering in an s± symmetric gap. Further, the tem-
perature dependence of the penetration depth was determined. A power-law
behavior (λ(T ) ∝ T2) has been found in FeTe0.5Se0.5. The penetration depth
at zero temperature is 530 ± 10 nm, which is in good agreement with what
has been observed before for this family of iron-based superconductors. Fur-
thermore, the analysis of the temperature-dependent superfluid density shows
a clear signature of multigap superconductivity. The power-law fit and the cor-
responding two-gap γ model fit suggest a nodeless two-gap pairing symmetry.
The s± pairing seems to be the best candidate to explain the optical data for
FeTe0.5Se0.5.
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8.1 Introduction
Unlike iron-based superconductors of other families, superconductivity rather
than magnetic order emerges in LiFeAs at zero doping [204, 205]. The super-
conducting transition temperature is rather high (Tc = 18 K under ambient
pressure) and the electronic structure of LiFeAs shows no signatures of good
nesting [206]. ARPES [206, 207], neutron-scattering [208], penetration-depth
[209, 210], and thermal-conductivity [211] measurements suggest multiband su-
perconductivity and full in-plane gaps with no indications of nodes and with
either absent [208, 211, 212] or modest [206, 207, 213] gap anisotropy.
LiFeAs samples have a very large residual resistivity ratio (RRR). This is a
general indication of high sample quality [214, 215] and allows for the determi-
nation of the superconducting-gap symmetry without complications caused by
material defects. The availability of LiFeAs in form of large high-quality single
crystals, makes it a prime material for optical investigations.
In this chapter, my study of the optical properties of superconducting LiFeAs
is presented. The overall response of this material is similar to other FeAs-based
superconductors. Upon entering the superconducting state, LiFeAs shows a loss
of spectral weight related to the formation of the superconducting condensate
with a penetration depth of 215 nm. However, contrary to the observations of
Min et al. [212], a clear gap signature is not found, suggesting that the system
is likely in the very clean limit. A Drude-Lorentz decomposition of the optical
conductivity leads to a scattering rate that evolves linearly with temperature,
a property observed in other optimally doped pnictide superconductors and
suggestive of a proximity to a quantum critical point (QCP).
8.2 Experimental details
High-quality single crystals of LiFeAs were grown in the department of physics
at the Kyoto University by a self-flux method using Li ingots and FeAs powder.
The starting materials were placed in a BN (boron nitride) crucible, and were
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Figure 8.1: Picture of the investigated LiFeAs single crystal, sealed under
vacuum in an ampoule.
sealed in a quartz tube followed by heating them to 1100 ◦C. This was followed
by slow cooling to 600 ◦C. Single crystals of sizes ranging from 3-5 mm in each
direction were obtained. Figure 8.1 shows a picture of such LiFeAs single crystal
used in the current investigations. Near-normal incidence reflectivity from 15 to
6 000 cm−1 was measured by use of a Bruker IFS113V and IFS66V/s spectrom-
eter at 5, 10, 15, 20, 25, 50, 100, 200, and 300 K. The absolute reflectivity of
the sample was obtained with an in-situ gold-evaporation technique [216]. The
reflectivity has an absolute accuracy better than 0.5% and a relative accuracy
better than 0.1%. The data was extended to the visible and UV (5 000 to 55
000 cm−1) at room temperature with an AvaSpec-2048 X 14 spectrometer (de-
tails of this spectrometer are given in Section 3.3 of this thesis). Since LiFeAs
quickly reacts with O2 in air, the sample was kept in a sealed vial in argon
atmosphere and mounted in the cryostat cold finger inside a glove box, also in
argon atmosphere. The sample was cleaved prior to each temperature run.
8.3 Reflectivity
Figure 8.2 displays the reflectivity of LiFeAs on the ab-plane above and below
Tc in the frequency range from 15 to 6000 cm−1. The low-frequency reflectivity
increases monotonously with decreasing temperature. Contrary to an s-wave
BCS superconductor, there is no sharp rise of the reflectivity upon entering
the superconducting state. There is also no sign of a flat 100% reflectivity at
low frequencies. The sharp peak around 240 cm−1 (30 meV) is a polar phonon
of LiFeAs [217]. The bump around 160 cm−1 (20 meV) likely comes from a
contamination of the surface due to the fragile chemical nature of the sample.
For all temperatures, the reflectivity decreases with increasing frequency up
to about 2000 cm−1 beyond which it increases slightly with further frequency
increase. This is due to interband transitions, which become important at such
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Figure 8.2: In-plane infrared reflectivity of LiFeAs measured at various tem-
peratures in the frequency range from 15 to 6000 cm−1. The left inset
shows a zoom of the low-frequency reflectivity, while the right inset shows
the reflectivity at 300 K up to 5 eV (40000 cm−1).
high frequencies. The reflectivity curves for different temperatures cross each
other in the frequency range 730 to 1000 cm−1. This behavior is a clear sign
of spectral-weight transfer from the mid-infrared range to low frequencies on
cooling, leading to Drude-like contributions at low frequencies narrowing and
sharpening on cooling.
8.4 Complex conductivity, penetration depth,
and clean-limit superconductivity
The real part (σ1) of the optical conductivity was derived from the reflectivity
through Kramers-Kronig analysis. At low frequencies, either a Hagen-Rubens
(1−A√ω) or (1−Aω4) extrapolation for the normal state or superconducting
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state, respectively, was utilized. At high frequencies, a constant reflectivity to
40 eV followed by a ω4 free electron termination was applied.
Figure 8.3 shows σ1 of LiFeAs at various temperatures and over a wide range
of frequencies. At 300 K, the optical conductivity shows a very broad Drude-like
peak as well as a bump at around 200 cm−1 (25 meV), which can be related to
low-energy interband transitions, in particular in view of the presence of shallow
bands in LiFeAs [206]. However, some surface contamination due to the fragile
chemical stability of LiFeAs cannot be excluded. I will not discuss this feature
any further. When cooling down the sample, in the normal state, the Drude-
like term increases and fully develops into a coherent peak. Upon crossing into
the superconducting state, a reduction of the low-frequency optical conductivity
develops for energies below 600 cm−1 (75 meV).
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Figure 8.3: Optical conductivity of LiFeAs above and below Tc. The inset
shows the spectral weight calculated up to 0.5 eV (4000 cm−1). The spectral
weight is temperature independent, within 4% from 25 to 300 K, while
below Tc it shows a drop related to the formation of the superconducting
condensate.
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However, one cannot pin-point a clear-cut sharp energy edge characteristic
of a conventional superconducting gap. There are two main possibilities for
this. The first option is a strong anisotropy in the gap, possibly with nodes.
Although some anisotropy has been observed by ARPES [206, 207] and STM
[213] measurements, it is too small to account for the observed low-energy optical
conductivity. Virtually every measurement of the gap in LiFeAs indicates a
nodeless state. A second possibility is a system in a very clean limit, which seems
to be the case for LiFeAs [208, 209, 211, 214]. As pointed out by Kamara´s et
al. [218], one cannot directly see the gap in the optical conductivity of a clean
superconductor. To understand this statement, one has to remark that the
clean limit corresponds to the case where the quasiparticle scattering rate is
small compared to the superconducting gap, i.e., τ−1 < 2∆. Most of the Drude
spectral weight is comprised below τ−1. Upon condensation, spectral weight
below 2∆ is transferred to the condensate. If 2∆ is larger than τ−1 the spectral
weight around 2∆ is vanishingly small, thus no clear signature of the gap in the
optical conductivity exists. Utilizing the Drude-Lorentz model discussed further
in this chapter, the low-temperature scattering rate close to 25 cm−1 (3 meV)
is estimated for the current LiFeAs single crystal. Several estimates for the gap
in LiFeAs are available. The smallest value found in literature is 2∆ = 25 cm−1
(3 meV) [212]. All other estimates and measurements lie between 32 cm−1 (4
meV) and 80 cm−1 (10 meV) [206, 207, 208]. Thus we are in the clean limit,
and gap feature is not expected to be evident in σ1(ω).
Another signature of the superconducting transition is the loss of the spec-
tral weight below Tc, related to the formation of the superfluid condensate.
Figure 8.4 shows the spectral-weight loss (cyan-shaded area) on cooling the
LiFeAs single crystal from 20 to 5 K. The appearance of such an area is not
expected for non-superconducting samples. The spectral weight is readily ob-
tained by integrating the real part of the complex conductivity. Figure 8.5 shows
the frequency-dependent spectral weight at various temperatures. The spectral
weight increases monotonically with frequency with an upturn due to interband
transitions above 2000 cm−1. Setting a cut-off frequency of 2000 cm−1 excluding
the interband transitions a plasma frequency of 16300 cm−1 is found for LiFeAs.
From this plasma frequency, the itinerant charge-carrier density is found to be
2.98 x 1021 cm−1 assuming m to be equal to the free-electron mass. The inset
of Fig. 8.3 shows the temperature dependence of the spectral weight (SW ) cor-
responding to an integration of the optical conductivity up to 4 000 cm−1 (0.5
eV). In the normal state, the spectral weight is constant up to 300 K, within 4%
error bar. Below Tc, the occurrence of a superfluid condensate implies a transfer
of spectral weight from finite frequencies to a δ(ω) function representative of the
infinite dc conductivity. As the measured real part of the optical conductivity
has no access to zero frequency, the value of its integral drops when the su-
perfluid forms. The difference between the normal and superconducting state
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Figure 8.4: Optical conductivity of LiFeAs at 5 and 20 K showing what is
meant by loss of the spectral weight or the missing area (shaded area).
spectral weights allows one to directly determine the penetration depth from
λ = 1
2pi
Ω−1L . Here Ω
2
L = (SWn−SWsc) is the squared London plasma frequency
and the subscripts in SW refer to the normal and superconducting states. For
the current LiFeAs single crystal, λ = 215 nm is found at 5 K. This value is in
very close agreement to neutron-scattering data (210 nm) [208], tunnel diode
resonance (200 nm) [209], earlier infrared-spectroscopy measurements (240 nm)
[212], and transport data (210 nm) [214].
The penetration depth can also be evaluated from σ2(ω) using
λ(ω) = c√
4piσ2(ω)ω
. The analysis of the frequency-dependent penetration depth
gives another confirmation of the clean-limit superconductivity in LiFeAs. For
a BCS superconductor of arbitrary scattering, the calculated λ(ω) is related to
the London penetration depth (λL = cωLp , where ω
L
p is the the London plasma
frequency) in a complex way, with the mean free path being involved in the
relation [219]. In terms of the optical response, it can be shown that at frequen-
cies above the scattering rate (but still well below ωLp ), λ(ω) coincides with λL.
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Figure 8.5: Frequency-dependent spectral weight for LiFeAs at various tem-
peratures.
This is because the penetration depth at a fixed frequency is defined by the inte-
gral response of the carriers at all frequencies below this frequency, and at high
enough frequencies (above the scattering rate) the unpaired electrons screen the
external field as efficiently as the superconducting currents (at frequencies above
the scattering rate, the unpaired electrons do not scatter). In the clean limit
at T = 0, there are no unpaired electrons, thus the high-frequency value of the
penetration depth (the London penetration depth) will span down to zero fre-
quency. Conversely, in the dirty limit, there are some unpaired electrons even
at T = 0. These electrons develop themselves in σ1(ω) at frequencies between
the gap value and the scattering rate. In this frequency range, the measured
penetration depth will deviate from λL. The λL value will not be recovered at
ω = 0 because part of the electrons remain unpaired and do not participate in
the field screening (but instead contribute to σ1(ω)).
As one sees from Fig. 8.6, at the lowest measured temperature the spectrum of
λ(ω) is basically flat for all frequencies below 600 cm−1. According to the above
discussion, this indicates that the current LiFeAs sample is in the clean limit.
For comparison, the expected frequency dependence of the penetration depth
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Figure 8.6: Frequency dependence of the penetration depth of LiFeAs at 5
K. The lines show the penetration depth for the dirty and clean limit,
calculated for a BCS superconductor with 2∆= 50 cm−1.
has been calculated for a dirty- and clean-limit BCS superconductor, using the
parametrization of Zimmermann et al. [26] and a reasonable value for the gap
(50 cm−1).
8.5 Decomposition of the real part of optical
conductivity
Above Tc, σ1 shows a metallic response and can be modeled by a Drude-Lorentz
optical conductivity (as discussed already in chapter 6, Eq. (6.5)). Figure 8.7
shows the result of this fitting to the current LiFeAs data at 100 K. I utilized
a Drude peak (hatched red area) to describe the free carriers and four Lorentz
terms (two of which are shown, others are at higher frequencies) to account for
the transitions in the infrared, visible, and UV regimes. These 5 contributions
account for the optical conductivity at all temperatures above Tc, and in the
frequency range up to 55 000 cm−1 (6.8 eV). All parameters are within 5%
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Figure 8.7: Optical conductivity of LiFeAs at 100 K together with a Drude-
Lorentz fit. Such a fit was applied to all measured conductivity spectra in
the normal state. The inset shows the temperature dependence of the re-
sistivity (solid line), the Drude-term scattering rate (squares), and a linear
fit to the τ−1(T ) data (dashed line).
constant with temperature, except for the scattering rate of the Drude term,
which shows a large temperature dependence.
Although band-structure theory predicts up to 5 bands at the Fermi level,
one has to consider that the optical conductivity is a reciprocal space-averaged
quantity. Therefore, all bands with similar carrier lifetimes will contribute to
the same Drude term in σ1. In this perspective, Wu et al. [220, 221] showed that
two Drude terms are enough to describe the optical conductivity of most iron-
arsenide superconductors. There are two important points to remark in this
double-Drude fits: (i) most, if not all, of the temperature dependence of the
spectra is related to the narrow Drude peak, in particular to its scattering rate;
and (ii) systematically, the large-scattering-rate Drude term leads to a mean free
path comparable to the lattice parameter. Therefore, the large-scattering-rate
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Drude is representative of an incoherent conductivity, probably with bound
carriers. In this case, it can be substituted by a Lorentz oscillator with the
proper spectral weight. I chose a low-energy Lorentz approach for my fits as
substitute for a broad Drude contribution. This choice is substantiated by the
fact that, had I utilized a broad Drude term in my fits, its scattering rate would
be around 2 500 cm−1 (0.3 eV). Taking a Fermi velocity of ∼ 0.4 eVÅ (1 × 105
m/s) [222], one would find a mean free path in the range of 1 Å. Looking at
mobility values, one can safely assume that the narrow, coherent, Drude peak
is representative for the electron bands [214].
The inset of Fig. 8.7 shows the temperature dependence of the Drude scat-
tering rate, obtained by fits in the normal state using Eq. (6.5). The dashed
blue line is a linear fit. The solid orange line is the resistivity of a LiFeAs
sample grown in the same conditions [214] as the one used for my optical in-
vestigations. The linear temperature evolution of τ−1 is not observed directly
in ρ(T ). The difference between τ−1 and ρ comes from the fact that only the
narrow-Drude-peak scattering rate has a significant temperature dependence.
At low temperatures, its scattering rate overwhelmingly dominates the trans-
port properties. At higher temperatures, the electron-band scattering becomes
comparable to that from other bands and a crossover regime appears. This
seems to be a common trend in optimally doped FeAs-based superconductors
[223].
The linear temperature dependence of the scattering rate can be associated
to spin fluctuations strong enough to modify the quasiparticles scattering and
induce deviations from Fermi-liquid behavior. This linear temperature depen-
dence of τ−1 is often associated with a competition between magnetism and
superconductivity and a possible existence of a quantum critical point. The
ground state of undoped LiFeAs is a superconductor with no long-range mag-
netic order. This suggest that spin fluctuations are not important in this ma-
terial. Indeed, Borisenko et al. [206] interpreted their ARPES data in the
framework of no static or fluctuating magnetic order. This observation would
be at odds with the spin-fluctuations-driven superconductivity leading to an
s-wave order parameter proposed for pnictides [224, 225] and LiFeAs in par-
ticular [207]. However, a different picture emerges from NMR data. Ma et al.
[226] showed that small deviations from stoichiometry can tune LiFeAs from a
material with spin fluctuations to a system with a spin density wave.
8.6 Extended Drude analysis
To get an insight into the effect of many-body interactions on the itinerant
behavior of charge carriers in LiFeAs, an extended Drude analysis was done.
From such an analysis, the optical scattering rate ( 1
τ
) and the normalized effec-
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tive mass
(
m∗
m
)
shown in Fig. 8.8 were obtained, using a plasma frequency of
16300 cm−1 (see spectral weight analysis above).
From Fig. 8.8(a) it is evident that the optical scattering rate of the LiFeAs
single crystal increases more or less monotonically with frequency up to about
1000 cm−1, beyond which it decreases monotonically without any saturation be-
ing observed (data above 1100 cm−1 not shown). This is in contradiction to what
is expected from phonon scattering where a constant (frequency-independent)
scattering rate is predicted to occur above the cut off of the phonon spectrum.
Such a cut-off frequency is not expected to exceed 550 cm−1 [15, 123, 125]. The
absence of saturation in the optical scattering rate of LiFeAs indicates that in
addition to the phonon-scattering channel, other scattering channels exist, e.g.
arising from electronic and spin correlations [125]. Further, τ−1 lie above ω =
τ−1 line, i.e., the scattering rate exceeds the excitation energy. This is charac-
teristic for correlated systems [129]. It may also imply that transport in LiFeAs
is incoherent [125, 128, 129].
In addition, the normalized effective mass shown in Fig. 8.8(b) increases with
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Figure 8.8: Frequency dependence of (a) the optical scattering rate (τ−1) and
(b) the normalized effective mass for LiFeAs at various temperatures. The
cyan-shaded area represents the coherent regime, i.e., the regime where τ−1
is less than the excitation energy.
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decreasing frequency which is at odd with the simple Drude response which
predicts a frequency-independent effective mass. The effective mass increases
as well on cooling. Such a behavior is a clear signature of correlation effects.
The mass-enhancement factor in the normal state is less than 3.5. Above 850
cm−1, the normalized effective mass becomes less than 1. Such a behavior
can be attributed to interband contributions to the conductivity which becomes
dominant at such frequencies. Thus, the extended Drude analysis is not relevant
anymore at such high frequencies. However, it must be pointed out that the
absolute values of the mass-enhancement factor and scattering rate found here
are subject to error which is brought about by the approximation of the cut-off
frequency used in the determination of the plasma frequency.
8.7 Summary
In summary, LiFeAs shows an optical conductivity dominated by a narrow
Drude-like peak with a strong temperature dependence. When crossing into
the superconducting state, this Drude-like peak decreases in its spectral weight,
characteristic for a superfluid-condensate formation. From the lost spectral
weight, a penetration depth of 215 nm at 5 K is calculated. I did not observe
any sharp edge-like feature in the infrared spectra that could be ascribed to
the superconducting energy gap. I conclude that this is a consequence of the
system being in the clean limit. The normal-state optical conductivity can be
parametrized by a Drude-Lorentz dielectric function. I find that all parame-
ters in the Drude-Lorentz model are temperature independent, except for the
scattering rate of a coherent Drude peak. This scattering rate evolves linearly
with temperature, indicating a non-Fermi-liquid behavior. Such linear behavior
is compatible with spin fluctuations and may hint to the possible presence of a
quantum critical point in LiFeAs.
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Conclusion
In this thesis, different superconducting samples have been investigated by use
of optical methods. These samples include niobium and FeTe0.5Se0.5 thin films,
which have been studied using terahertz spectroscopy, a nominally undoped
Pr2CuO4 thin film and a LiFeAs single crystal, studied utilizing terahertz spec-
troscopy and infrared to ultraviolet reflectivity measurements. The frequency-
dependent optical conductivity has been calculated from the transmission and
reflectivity measurements with the aid of Fresnel formulas, Kramers-Kronig
analysis, and by Drude Lorentz fits. Using the calculated optical conductiv-
ity, spectral-weight analysis and extended Drude analysis have been performed.
The penetration depth has been calculated from the missing area and σ2(ω).
Furthermore, Eliashberg-theory calculations have been done for the niobium
and Pr2CuO4 thin film in order to compare the experimental data with theory
and to confirm the symmetry of the gap in these two superconductors.
The resistivity for all the four samples shows a metallic behavior, i.e., resis-
tivity decreases with decreasing temperature with no signature of a SDW or
first-order phase transitions observed. At low temperatures, clear signatures of
superconductivity with zero resistivity are evident in all samples.
For the niobium thin film, I analyzed my experimental terahertz data by
use of Eliashberg theory. The superconducting energy gap has been extracted
from the first derivative of the transmission ratio, complex conductivity, and
mass-enhancement factor with excellent agreement between the different meth-
ods. The temperature dependence of the energy gap has been evaluated and
2∆(0) = 22.5 cm−1, corresponding to 2∆(0)
kBTc
= 4.02, has been obtained, evidenc-
ing strong coupling in niobium and confirming the previous result of Pronin et
al. [69]. The complex conductivity of niobium is nicely modeled by use of the
strong-coupling Eliashberg theory α2F (ω) extracted from tunneling measure-
ments. My results rule out an oxidation of the sample as was suggested by Ref.
[75]. From temperature-dependent phase-sensitive terahertz measurements at
fixed frequencies, absolute values of the penetration depth have been calculated
yielding a zero-temperature penetration depth of 1150 Å. From this value, a Lon-
don penetration depth of 430 Å has been obtained. The overall temperature
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dependence of λ follows a behavior typical for conventional s-wave supercon-
ductors. Further, it has been established that sample aging has an effect on the
absolute values of the complex conductivity, superconducting condensate, and
transition temperature, while it has basically no effect on the coupling strength.
In the optical measurements of a Pr2CuO4 film, a low-frequency (FIR) col-
lective charge excitation attributed to localization effects has been unveiled. As
a function of temperature, the optical spectral weight is redistributed between
this FIR mode and the zero-frequency-centered Drude peak: the spectral weight
of the FIR mode grows with temperature at the expense of the Drude-peak spec-
tral weight. Such a behavior has been reported in underdoped cuprates and is
typical for bad metals. The optical spectral weight for Pr2CuO4 remains tem-
perature dependent up to 1.9 eV, indicating strong electron correlations. The
temperature dependence of the penetration depth is quadratic at the lowest
temperatures, indicating d-wave gap symmetry, typical for cuprate supercon-
ductors. Eliashberg analysis of the optical spectra as well as of the temperature
dependence of the penetration depth proves Pr2CuO4 to be a rather dirty d-wave
superconductor. Further, the value of the penetration depth for T → 0 is found
to be 1.6 ± 0.1 µm, which is almost an order of magnitude larger compared to
electron-doped analogues with comparable transition temperatures, indicating
a low Cooper-pair density in the superconducting condensate of Pr2CuO4. Nei-
ther directly in the optical spectra nor in the further analysis it was possible to
detect any indication of normal-state gap-like features which could be attributed
to a pseudogap in Pr2CuO4. This observation is in line with a breakdown of the
charge-transfer-insulator picture in Pr2CuO4.
The charge-carrier dynamics of an FeTe0.5Se0.5 thin film, with Tc = 19 K, has
been studied above and below Tc from 3 to 150 K in the terahertz frequency
range between 4 and 80 cm−1. In the superconducting state, a clear signature
for an energy gap is found, but a description of the optical conductivity with a
plain BCS s-wave approach failed to describe the conductivity below the gap,
because of a large in-gap absorption. The non-complete suppression of the opti-
cal conductivity in the superconducting state could be an indication of a strongly
anisotropic gap. Introduction of a Drude peak to account for the low-frequency
absorption, in addition to a BCS s-wave gap contribution can describe the data
in the superconducting state. In this model the Drude and BCS terms respect
the total sum rule pointing to a common origin of the carriers in these two
contributions. From complex-conductivity measurements, the superconducting
energy gap is estimated to be 2∆(0) = 30 cm−1 (3.72 meV), 2∆(0)
kBTc
= 2.27. It is
believed that the observed gap is the smaller gap of possibly two gaps occurring
in FeTe0.5Se0.5. Further, the terahertz study of FeTe0.5Se0.5 allowed the deter-
mination of temperature dependence of the penetration depth. A power-law
behavior of λ(T ) ∝ T 2 has been found in FeTe0.5Se0.5. The penetration depth
at zero temperature is 530 ± 10 nm which is in good agreement with what has
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been observed before for this family of iron-based superconductors. Analysis of
the temperature-dependent superfluid density shows a clear signature for multi-
gap superconductivity that cannot be described by clean-limit s-wave pairing.
The s± pairing seems to be the best candidate to explain the optical data for
FeTe0.5Se0.5.
The optical conductivity of LiFeAs is dominated by a narrow Drude-like peak
with a strong temperature dependence. When crossing into the superconduct-
ing state, this Drude-like peak shows a decrease in its spectral weight due to the
formation of a superfluid condensate below Tc. From the lost spectral weight, a
penetration depth of 215 nm is calculated at 5 K. This value is in close agree-
ment to what has been reported using various measurement techniques. No
sharp edge-like feature is observed in the infrared optical spectra that could
be associated to a superconducting gap. It is concluded that the absence of a
superconducting gap in the infrared spectra of LiFeAs is a consequence of the
system being in the very clean limit. From the parametrization of the normal-
state optical conductivity of LiFeAs by a Drude-Lorentz dielectric function it
has been found that all the parameters in the Drude-Lorentz model are temper-
ature independent, except for the scattering rate of a coherent Drude peak. This
scattering rate evolves linearly with temperature, indicating a non-Fermi-liquid
behavior. Such linear behavior is compatible to spin fluctuations and may be
related to a quantum critical point.
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Appendix
Appendix A: DyScO3 substrate
In this thesis a nominally undoped Pr2CuO4 thin film on a DyScO3 substrate
has been investigated. In order to extract the optical properties of the Pr2CuO4
thin film from reflectivity and transmission measurements, it is necessary to
know the optical properties of the DyScO3 substrate.
The infrared optical properties of DyScO3 have been studied previously using
unpolarized light [227]. Here, I measured the reflectivity and transmission co-
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Figure 9.1: Reflectivity of the DyScO3 substrate for two main polarizations
axes ([001] and [1-10]), between 40 and 800 cm−1 [(a) and (b)], and over
the entire measured frequency range [(c) and (d)] at 300 K. The inset in
(c) is the [001] data at 4 K (black line) compared to the Lorentz fit (pink
line).
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Figure 9.2: Temperature dependence of the dielectric parameters of the ab-
sorption resonances for DyScO3. ω0 is the resonance frequency, ∆ is the
change in the dielectric constant and τ−1 is the scattering rate. In the fits
∞ = 2.6 was used, which is lower than what has been reported before.
efficients for the main polarization axes of which I found two ([001] and [1-10]).
Figure 9.1 shows the reflectivity spectra of DyScO3 at various temperatures in
the frequency range from 30 to 55000 cm−1. Several phonon modes are evident
below 800 cm−1, in addition to interband transitions at about 46000 cm−1. In
the current measurements, a resonance mode is observed at low frequencies (40
– 50 cm−1) for both polarizations. This low-frequency resonance mode has not
been reported before and is subject of ongoing research. The reflectivity spectra
for the two polarizations show strong anisotropy.
A number of infrared-active phonons are observed for the [001] and [1-10]
polarizations. The Pr2CuO4 thin film was measured with the E vector lying in
the ab plane (and parallel to the [001] axis of the DyScO3 substrate). Therefore,
to extract the conductivity for Pr2CuO4, the reflectivity of DyScO3 for [001]
polarization was modeled by a fit, which was later used during the analysis of the
Pr2CuO4 reflectivity data. In the inset of Fig. 9.1(c), the reflectivity spectrum
at 4 K is shown together with the used Lorentz fit. The fit describes the data
very well. Such Lorentz fit at 4 K, was also done for all the other temperatures.
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Table 9.1: Experimentally observed infrared-active phonons in DyScO3 for
[001] and [1-10] polarization together with dielectric parameters at 4 K,
and theoretical values reported in Ref. [228].
[001] polarization [1-10] polarization
ω0 (cm−1) ∆ 1τ (cm
−1) ωtheo (cm−1) ω0 (cm−1) ωtheo (cm−1)
42 5.236 7.828 - 42 -
116.2 17.297 6.979 111(B1u) 104 97.9(B3u)
129.64 1.107 4.111 129.4(B2u) 115.9 111(B1u)
149.38 0.554 32.226 - 131.8 129.4(B2u)
183.88 0.127 2.543 193.3(B2u) 179 173.7(B1u)
296.46 0.625 8.840 293.9(B1u) 184 193.3(B2u)
302.995 3.00442 0.983 - 201.2 197(B3u)
319.27 0.0373 81.216 328.8(B1u) 224 231.4(B3u)
357.27 0.296 3.169 356.7(B3u) 255.6 278.8(B1u)
380.5 0.408 23.10 369.5(B1u) 296 293.9(B1u)
401.3 2.229 3.899 412.9(B1u) 297 328.8(B1u)
489.95 0.174 5.670 - 315 334.4(B3u)
501.7 0.346 3.231 509.7(B1u) 344 336.4(B2u)
559.75 0.00947 204.55 - 365.5 368.6(B2u)
562.5 0.00297 30.571 - 381 369.5(B1u)
668.9 0.00209 44.441 - 447.1 445.3(B2u)
505 509.7(B1u)
547.8 532.6(B3u)
571.8 -
674.5 -
700.8 -
In Fig. 9.2, the temperature dependence of the dielectric fit parameters is
shown. Most of the phonons show some hardening (i.e., ω0 increases) with
decreasing temperature, while∆ and τ−1 decrease with decreasing temperature.
The later indicates that the phonon lines get enhanced and narrower at lower
temperatures. Several of the experimentally observed phonons can be reconciled
by theory as compiled in table 9.1. Also shown in table 9.1 are the fit parameters
of the observed phonon resonances for [001] polarization.
Appendix B: Thin-film optical conductivity
Harbecke [229] studied the optical response of multilayer systems in the most
general case, including coherent and incoherent light propagation.
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Coherent propagation is expected when the optical thickness of a medium
is comparable or smaller than the wavelength of light. My measurements span
wavelengths from the far infrared to the ultraviolet. The Pr2CuO4 film thickness
is of the order of a few hundred angstroms, so that I safely can assume coherent
propagation throughout the measured range. Dealing with the DyScO3 sub-
strate is trickier. The substrate is 0.35 mm thick. In the far-infrared, light
propagates coherently but coherence is gradually lost when moving to mid-
infrared and shorter wavelengths.
To solve this challenge, I measured a film on a substrate with an unpolished
back surface. The roughness of the back surface is of the order of 10–50 µm,
strongly diffusing light of shorter wavelengths. Therefore, light reflected from
the back surface will not reach the detector. This might be different in the far-
infrared region. However, Pr2CuO4 is a highly metallic, hence absorbing, film.
The contribution from the back surface of the substrate becomes negligible as it
implies traversing twice the film and being partially diffused by the back surface.
In practice, the effective geometry that best describes the system is a thin
film (thickness d and complex refraction index nf ), where light propagates co-
herently, placed on top of a half-infinite substrate having a complex refraction
index ns. The near-normal incidence reflectivity of such a system is
R =
∣∣∣∣∣r0 + nf t20rfφ2f1 + rfr0φ2f
∣∣∣∣∣
2
, (9.1)
where r0 = (1 − nf )/(1 + nf); t0 = 2/(1 + nf); rf = (nf − ns)/(nf + ns); and
φf = exp(2pii nfd/λ); λ being the wavelength of the light.
In principle, one can perform Kramers-Kronig analysis of the measured reflec-
tivity and numerically invert Eq. (9.1) to obtain nf , assuming that I measured
ns of the substrate independently. In practice this procedure strongly depends
on the initial trial values and does not converge with reasonable accuracy. An
alternative approach is to model the bulk dielectric function (ε = n2f = 4piσ/ω)
of the film. I entered this model into Eq. (9.1), and utilized a least squares fit
to refine the parameters.
The most straightforward modeling for the dielectric function is a Drude-
Lorentz ansatz:
εDL = ε∞ −
ω2pD
ω2 + iωτ−1
+
∑
k
ω2pk
ω20k − ω2 − iγkω
. (9.2)
In Eq. 9.2, ε∞ is the contribution from electronic transitions in the deep UV.
The second term corresponds to a free-carrier Drude response, characterized by
a plasma frequency ωpD and a frequency-independent scattering rate τ−1. The
last term is a sum of Lorentz oscillators; each of them is characterized by a
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resonance frequency ω0k, a linewidth γk, and a plasma frequency ωpk. All these
parameters may vary with temperature. This approach has been successfully
utilized in several cuprate thin films and a detailed analysis can be found in the
work of Santander-Syro et al. [114].
However, the use of Eq. (9.2) is model dependent. I went a step further
in my analysis by adapting a procedure proposed to extract optical functions
from single crystal data by Kuzmenko [230]. In this approach, the reflectivity
is roughly fitted by a Drude-Lorentz dielectric function. In a second step, a
variational dielectric function εV is chosen. This function is added to εDL and
adjusted in order to describe best the total reflectivity. In Kuzmenko’s paper, εV
is obtained by setting an arbitrary imaginary part (ε′′) of the dielectric function
and calculating the corresponding real part from Kramers-Kronig analysis. This
ε′′ is obtained by simply setting an arbitrary value at each measured frequency.
These values are modified in a least-squares fit so that the reflectivity is properly
adjusted. For bulk materials, Kuzmenko showed that this method produces
optical functions with an accuracy equivalent to Kramers-Kronig analysis.
In principle, Kuzmenko’s method can be straightforwardly adapted to the case
of thin films if one replaces the equation for the normal-incidence reflectivity in
bulk materials by Eq. (9.2). However, because of the very large spectral range
of the data setting an arbitrary value for ε′′V at each point measured would be
impractical. Instead, I added a large number (of the order of 1000) of Lorentz
oscillators distributed over the regions where the Drude-Lorentz model did not
describe the data properly. I fixed the frequency and width of these oscillators
and allowed its intensity to vary. In particular, Eq. (9.2) was modified in order to
allow for negative values of the numerator. These modified Lorentz oscillators
should not be regarded as real excitations of the systems. They represent a
differential correction of the rough Drude-Lorentz dielectric function.
At the end of the procedure, we have an effective dielectric function
εeff = εDL + εV , (9.3)
representing a model independent description of the bulk optical properties of
the thin film. As a bonus, the rough εDL gives us an overall idea of the excita-
tions in the system. However, the effective dielectric function is model indepen-
dent and can be used even when the Drude-Lorentz approach is not expected
to work, such as in the superconducting state.
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