In this paper, we analyze the behavior of the alternating direction method of multipliers (ADMM), for solving a family of nonconvex problems. Our focus is given to the well-known consensus and shar ing problems, both of which have wide applications in signal pro cessing. We show that in the presence of nonconvex objective func tion, classical ADMM is able to reach the set of stationary solutions for these problems, if the stepsize is chosen large enough. An inter esting consequence of our analysis is that the ADMM is convergent for a family of sharing problems, regardless of the number of block s or the convexity of the objective function. Our analysis is broadly applicable to many ADMM variants involving proximal update rules and various flexible block selection rules.
(1.2)
To solve problem (1.1), consider the popular alternating direc tion method of multipliers (ADMM) displayed below:
Algorithm O. ADMM for Problem (1.1) At each iteration t + 1, update the primal variables: x�+ 1 = argminL(xi+ 1 ,··· ,X�� l ,Xk,X� +1 "" ,xk;y t), 'i k . The ADMM algorithm was originally introduced in early 1970s [1, 2] , and has since been studied extensively [3] [4] [5] . Recently it has become popular in big data related problems arising in various engi neering domains; see, e.g., [6] [7] [8] [9] [10] [11] [12] [13] .
There is a vast literature that applies the ADMM algorithm for solving problems in the form of (1.1). Most of its convergence analy sis is done for certain special form of problem (1.1) -the two-block convex separable problems, where K = 2, C = 0 and gl, g 2 are both convex. In this case, ADMM is known to converge under very mild conditions; see [6] . Recent analysis on its rate of convergence can be found in [14] [15] [16] [17] [18] . For the multi-block separable convex problems where K 2: 3, it is known that the original ADMM can diverge for certain pathological problems [19] . Therefore, most research effort in this direction has been focused on analyzing the convergence of variants of the ADMM; see for example [19] [20] [21] [22] [23] [24] [25] . When the objective function is no longer separable among the variables, the convergence of the ADMM is still open, even in the case where K = 2 and f(-) is convex. Recent works of [22, 26] have shown that when problem (1.1) is convex but not necessarily separable, and when certain er ror bound condition is satisfied, then the ADMM iteration converges to the set of primal-dual optimal solutions, provided that the dual stepsize is decreasing.
Unlike the convex case, the behaviour of the ADMM is rarely analyzed when it is applied to solve non convex problems. Never theless, it has been observed by many researchers that the ADMM works well for various applications involving nonconvex objectives, such as the nonnegative matrix factorization, phase retrieval, dis tributed matrix factorization; see [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] and the references therein. However, to the best of our knowledge, existing convergence anal ysis of ADMM for nonconvex problems is limited -most of the known global convergence analysis needs to impose overly restric tive conditions on the sequence generated by the algorithm. Refer ence [37] analyzes a family of splitting algorithms (which includes the ADMM as a special case) for certain nonconvex quadratic op timization problem, and shows that they converge to the stationary solution when certain condition on the dual stepsize is met.
In this paper, we analyze the convergence of ADMM for two special types of non convex problems in the form of (1.1) -a fami ly of nonconvex consensus and sharing problems. We show that for those problems ADMM converges without any assumptions on the iterates. That is, as long as the problem (1.1) satisfies certain reg ularity conditions, and the stepsize p is chosen large enough (with computable bounds), then the algorithm is guaranteed to converge to the set of stationary solutions. Further, we generalize the ADMM to allow per-block proximal update as well as flexible block selection. An interesting consequence of our analysis is that for a particular reformulation of the sharing problem, the multi-block ADMM con-verges, regardless of the convexity of the objective function.
THE NONCONVEX CONSENSUS PROBLEM
Consider the following nonconvex consensus problem
where each 9k is a smooth but possibly nonconvex function; h(x)
is a convex possibly non smooth function. This problem is related to the convex consensus problem discussed in [6, Section 7] , but with the important difference that 9k can be nonconvex. In many practical applications, each 9k is handled by a single agent, such as a thread or processor. This motivates the follow ing consensus formulation. Let us introduce a set of new variables {Xd� =l' and transform problem (2.3) equivalently to the following
The augmented Lagrangian function is given by
Problem (2.4) can be solved distributedly by applying the clas sical ADMM algorithm. The details are given in the table below. Y k +1 = Yk + Pk (X�+ l -xt+ 1 ) . In Algorithm 1, the x update step can be usually expressed in closed form (depending on the choice of X and h). For example when
where projx is the projection operator on to the set X. If h is present, then the projection operator can be replaced by the well known proximity operator. Note that x can be viewed as the first block and {Xk}� =l together is the second block. Therefore the two primal blocks are updated in a sequential (i.e., Gauss-Seidel) man ner. In this paper we will analyze a more general version, in which 3837 the blocks are updated in afiexible manner; see Algorithm 2. Specif ically, let k = 1, ... , K denote the indices for the primal variables Xl,' , XK and k = 0 be the index for primal block x. Use an index set Ct <;; {O" .. , K} to denote the set of variables updated in iteration t. We consider the following two types of index update rules:
Pr The randomized version of Algorithm 2 is similar to that of the convex consensus algorithms studied in [38, 39] . It is also related to the randomized BSUM-M aJgorithm studied in [22] . The difference with the latter is that in the randomized BSUM-M, the dual vari able is viewed as an additional block that can be randomly picked (independent of the way that the primal blocks are picked), where as in Algorithm 2, the dual variable Y k is always updated whenever the corresponding primal variable Xk is updated. To the best of our knowledge, the period-T essentially cyclic update rule is a new vari ant of the ADMM.
Clearly Algorithm 1 is simply Algorithm 2 with period-l EC rule. Therefore we will focus on analyzing Algorithm 2. To this end, we make the following assumption. A2. For all k, the stepsize Pk is chosen large enough such that:
I. The Xk subproblem is strongly convex with the strongly convexity coefficient being 'Yk(Pk); 2. Pk'Yk(Pk) > 2L% and Pk 2: h. A3. fIx) is lower bounded for all x E X.
We have the following remarks regarding to Assumption A.
• If we are able to increase Pk to make the Xk subproblem strongly convex with respect to (w.r.t.) Xk, then the modu lus 'Yk(Pk) is a monotonic increasing function of Pk. • Whenever gk(-) is nonconvex (therefore Pk > 'Yk(Pk)), the condition Pk'Yk(Pk) 2: 2L% implies Pk 2: Lk. • By Assumption A2., L( {xd, x; y) is strongly convex w.r.t.
Xk for all k, with modulus 'Yk(Pk); and L({xd,x;y) is strongly convex w.r.t. x, with modulus 'Y : = 'L;; = I Pk.
• Assumption A does not impose any restriction on the iterates generated by the algorithm. This is in contrast to the existing analysis of the nonconvex ADMM algorithms [27, 33, 35] .
Now we state the first main result of this paper. Due to space limitation, we refer the readers to [40] for detailed proof. We briefly mention that the key of the proof is to use the reduction of the aug mented Lagrangian to measure the progress of the algorithm. Theorem 2.1 Assume that Assumption A is satisfied. Then the fol lowing is true for Algorithm 2:
1. lim t --+= Ilxt+ 1 -xt+111 = 0, 'c/, k, deterministically for the EC rule and almost surely (a.s.) for randomized rule. 3. If X is a compact set, then Algorithm 2 converges to the set of stationary solutions of problem (2.4).
THE NONCONVEX SHARING PROBLEM
Consider the following well-known sharing problem (see, e.g., [ 
3838
The augmented Lagrangian for this problem is given by L({Xk},X; Y ) = tgk(Xk) +C(x) + (X -tAkXk,y ) k= 1 k= 1 (3.11) Note that (3.10) is a special reformulation of (3.9). When ap plying classical ADMM to this reformulation leads to the so-called multi-block ADMM algorithm. That is, in classical ADMM, there are K + 1 blocks of primal variables {x, {xk H�d to be sequen tially updated. As mentioned in the introduction, even in the case where the objective is convex, it is not known whether the multi block ADMM converges. Interestingly, we will show that the clas sical ADMM, together with several of its extensions using different block selection rules, converges for a special form of the K + Update the dual variable: yt+ 1 = yt + P (x HIt AkX�+ 1 ) . k= 1 (3.14) Clearly, when the update rule CHI = {O, ... , K}, we recover the classical ADMM, which has K + 1 blocks of variables.
The analysis of Algorithm 3 follows similar argument as that of Algorithm 2. We again refer the readers to [40] for details.
First, we make the following assumptions in this section. (2) P'Y(p) > 2L 2, and that P 2: L. B3. !(X 1 ,'" , XK) is lower bounded over ni,' =l Xk. B4. gk is either smooth nonconvex or convex (possibly nons mooth). For the former case, there exists Lk > 0 such that Ilgk(Xk) -gk(Zk) II ::; Lk Ilxk -Zk II, 'i Xk, Zk E Xk. Define an index set K <;; {I, ... , K}, such that gk is convex if k E K, and nonconvex smooth otherwise. Note that the requirement that Ak is full column rank is needed to make the Xk subproblem (3.12) strongly convex. Our second main result is given below. Theorem 3.1 Assume that Assumption B is satisfied. Then the fol lowing is truefor Algorithm 3:
i. lim t --+oo Ilx�+ 1 -xt+111 = 0, 'i k, deterministically for the EC rule and a.s. for the randomized update rule.
2. Let ({ x'k}, X* , y*) denote any limit point of the sequence { {x%+ 1 }, xt+ 1 , yt+ 1 } generated by Algorithm 3. We have x'k E arg min gk(Xk) + (y*, -Akx'k), k E K, Xk EX k \ Xk -Xk,\lgk(XkJ-Afy* ) 2:0, 'ixkEXk, k¢ K, K \lC(x*) + y* = 0, L Akx'k = x* . k=l
That is, every limit point of Algorithm 3 is a stationary solu tion of problem (3.10).
3. If Xk is a compact set for all k, then Algorithm 3 converges to the set of stationary solutions of problem (3.10).
The following corollary specializes the previous convergence re sult to the case where all gk ' S as well as C are convex (but not nec essarily strongly convex). We emphasize that this is still a nontrivial result, as it is not known whether the classical ADMM converges for the multi-block problem (3.10), even in the convex case.
Corollary 3.1 Suppose that assumptions 8i and 83 are true. Fur ther suppose that assumption 82 is weakened by the following i. The stepsize P is chosen to satisfY P > V2L .
Then the flexible ADMM algorithm (i.e., Algorithm 3) converges to the set optimal primal-dual solutions of problem (3.10), determinis tically for the EC rule and a.s. for the randomized update rule.
To close this section, we provide a remark related to the possi bility of generalizing Algorithm 2-3 to include proximal steps. Remark 3.1 In certain applications it is beneficial to have cheap updates for the subproblems. Algorithm 2 -3 can be filrther gener alized to the case where the subproblems are not solved exactlyonly a single proximal update is sufficient for each Xk subproblem.
Due to space limitations, we refer the readers to [40} for detailed discussion of the proximal versions of Algorithm 2 and 3.
NUMERICAL EXPERIMENTS
We consider a special case of the consensus problem (2. -Bk >-0 and K = 1. Suppose that there are K agents in the sys tem, and agent k possesses data matrix Bk. Then by introducing a set of new variable {Xk}, the above problem can be formulated simi larly as in (2.4) . Note that when applying ADMM, each subproblem can be solved in closed form.
In our experiment, we set N = 1000, K = 10, A = 100. Each Bk = -L� =l �j(J, where �j � N(O, I) is a standard Gaussian vector of size N. Each stepsize Pk is chosen according to Assump tion A.2 I. We run both the classical and the randomized versions of Algorithm 1, and for the latter case we choose Pk = 0.9 for all k, t. We also run the classical ADMM with small stepsizes that vio late the rule set in Assumption A.2, i.e., we let Pk = Pk/lOOO, 'i k.
The performance of different algorithms is shown in Fig. 1 . By using the stepsize indicated by Assumption A.2, both algorithms converge, while the algorithm diverges when using the smaller stepsize. More over, we observe that when Pk = Pk/2, 'i k, both the violation and the augmented Lagrangian diverge to infinity (although not shown in the figures). This experiment demonstrates one critical difference between the nonconvex and convex ADMM -unlike the latter case, the stepsize P for the nonconvex ADMM needs to be picked careful ly to ensure convergence. I Note that the stepsizes can be easily calculated with closed-form, as 'Yk(Pk) = Pk -2.\max(Bk), and L = 2.\max(Bk)·
