Multi-rate mass transfer modeling of two-phase flow in highly
  heterogeneous fractured and porous media by Tecklenburg, Jan et al.
Multi-rate mass transfer modeling of two-phase flow in
highly heterogeneous fractured and porous media
Jan Tecklenburga,∗, Insa Neuweilera, Jesus Carrerab, Marco Dentzb
aInstitute of Fluid Mechanics in Civil Engineering, Leibniz Universita¨t Hannover,
Hannover, Germany
bInstitute of Environmental Assessment and Water Research (IDÆA), Spanish Council of
Scientific Research (CSIC), Barcelona, Spain
Abstract
We study modeling of two-phase flow in highly heterogeneous fractured and
porous media. The flow behaviour is strongly influenced by mass transfer be-
tween a highly permeable (mobile) fracture domain and less permeable (immo-
bile) matrix blocks. We quantify the effective two-phase flow behaviour using a
multirate rate mass transfer (MRMT) approach. We discuss the range of appli-
cability of the MRMT approach in terms of the pertinent viscous and capillary
diffusion time scales. We scrutinize the linearization of capillary diffusion in
the immobile regions, which allows for the formulation of MRMT in the form
of a non-local single equation model. The global memory function, which en-
codes mass transfer between the mobile and the immobile regions, is at the
center of this method. We propose two methods to estimate the global mem-
ory function for a fracture network with given fracture and matrix geometry.
Both employ a scaling approach based on the known local memory function for
a given immobile region. With the first method, the local memory function
is calculated numerically, while the second one employs a parametric memory
function in form of truncated power-law. The developed concepts are applied
and tested for fracture networks of different complexity. We find that both
physically based parameter estimation methods for the global memory function
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provide predictive MRMT approaches for the description of multiphase flow in
highly heterogeneous porous media.
Keywords: Multi-rate mass-transfer models, two-phase flow, upscaling,
fractured media, dual-porosity, fracture networks, memory function, process
time scales, immiscible displacement
1. Introduction
Flow and transport through highly heterogeneous porous and fractured me-
dia may be poorly predicted with equivalent homogeneous models that are
characterized by effective hydraulic parameters. The impact of heterogeneity
manifests in heavy tails of solute breakthrough curves or recovery curves during
water flooding of an oil reservoir which is not captured well by such models. This
behavior may originate from the local non-equilibrium of the flow or transport
processes which are observed on a large scale.
Transport behavior caused by local non-equilibrium has been investigated
for solute [1, 2, 3, 4] and heat [5, 6] transport in groundwater and for two
phase flow processes like oil recovery [7] or unsaturated flow [8]. When flow and
transport is considered in a medium where non-equilibrium behavior is relevant,
the full porous medium structure needs in principle to be represented in a flow
or transport model, in order to capture the local processes. For a fractured
rock this means that fractures and rock matrix need to be resolved in a model,
which is computationally very expensive. As, however, tailing often needs to be
captured in a model prediction, large effort has been spent to develop simplified
modeling approaches that are less expensive, but can still capture the main
features. This applies also to two-phase flow problems, such as modeling of oil
recovery.
The classical approaches on Darcy scale to model flow and transport in
fracture networks are the equivalent porous media (EPM) approach, the discrete
fracture (DF) approach and the multi-continuum approach [9, 10]. For the
EPM, the fractures are modeled together with the surrounding rock matrix as
an equivalent porous media [11] and are thus represented by a variation of flow
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or transport parameters of the rock matrix locally. These approaches are often
too simplified to capture tailing effects. For the DF approach, the rock matrix
continuum is superimposed by lower dimensional elements, which represent the
fractures. When applying a numerical scheme to solve the resulting models for
the DF approach, a fine discretization is required to accurately represent the
local differences in flow and transport parameters, especially at the interfaces
between matrix and fractures [12].
Multi-continua approaches conceptualize the fractured medium in terms of
a mobile primary continuum, the fracture network, and a series of less mobile
secondary continua, the matrix blocks, which communicate with the primary
continuum through properly posed continuity conditions at the interfaces be-
tween the continua. Mass transfer processes in the primary continuum equili-
brate fast over the scale of a representative elementary volume and therefore
are represented through a spatial average. Thus, the complex spatial struc-
ture of the fracture network is represented in an effective way as an equivalent
porous medium, while the slower processes in the secondary continua partici-
pate in the average mass transfer in terms of non-local sink-source terms. Com-
mon multi-continua models [13, 14, 15, 10] include the dual continua (DC) and
triple continua (TC) [16] and the multiple interacting continua (MINC) models
[17, 18].
Dual porosity (DP) models or mobile-immobile models are a special case of
the DC model. In fractured rock it is obvious to distinguish two zones: the
fracture network and the matrix blocks. The fracture network represents the
mobile zone, where “fast” flow or transport processes takes place, and the ma-
trix blocks represent immobile zones, characterized by slow exchange processes.
When the fracture network is sufficiently well connected [17], so that an REV
for the fracture network can be defined [9], it is feasible to model the fracture
network and the matrix blocks by applying a mass balance for each zone sepa-
rately. The crucial point in this type of models is the modeling of the processes
in the immobile zone respectively the exchange fluxes between mobile and im-
mobile zone. The DP model can be solved numerically for each zone directly
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[19] or can be simplified using transfer functions or the multirate mass transfer
(MRMT) approach.
In the transfer function approach (for example [20, 21, 22]), the exchange
between mobile and immobile zone is approximated as a linear or nonlinear
single rate mass transfer and the immobile zone is represented as a fully mixed
system. Different types of transfer functions have been reported for diffusive
solute transport, capillary counter-current flow during two-phase flow or flow
driven by gravity [23, 24, 25].
A MRMT approach is obtained if the response of the immobile zone is mod-
eled by a sink / source term that is non-local in time. The kernel of the time
integration can be considered a memory function. The memory function can be
expanded into a sum of exponential functions [26, 27]. Exponential functions
are the analytical solution for single rate transfer processes. This means that,
for example, diffusion like mass transfer can be modeled by a distribution of
single rate transfer processes, hence MRMT model [28, 29].
The MRMT and transfer function approaches differ from each other when
applied to fracture networks. For the transfer function approach there is one
transfer function or one single rate transfer process for each block size [25].
The block size distribution is then modeled by a superposition of transfer func-
tions and the resulting model is referred as multi rate double porosity (MRDP)
model. MRMT models can also be represented by superpositions, however, the
superposition does not necessarily represent a superposition over block sizes,
but the superposition is also due to the expansion of the memory function into
exponentials to capture dynamics different from single rate transfer. Naturally,
a superposition over different block sizes can be carried out on top of that.
Despite the variety of different approaches to model two-phase flow in frac-
tures in a simplified way, while capturing the effect of the heterogeneous struc-
ture, they are not much applied in practice. One reason is that more parameters
are required than for a two-phase flow model in a homogeneous medium and
it is not so clear how these parameters could be estimated. This is in partic-
ular true if fracture networks are considered. Also, concepts are often tested
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with media with one single fracture (for example [30, 19]), but not often for
fracture networks. Geiger et al. [31] studied a fracture network without taking
heterogeneity in the capillary forces into account.
In this contribution we show the applicability of a MRMT model (presented
in [30]) for immiscible two phase flow to two dimensional fracture networks,
where the flow in the fracture network is simplified by a single continuum. We
present timescales for characterizing flow in fracture networks to quantify con-
ditions where the MRMT model is needed to make good predictions of recovery.
We also make suggestions how parameters of the MRMT model for a fracture
network can be estimated. The parameters are calculated by analyzing frac-
ture and matrix geometry. We show two approaches to approximate the global
memory functions for the MRMT model, both of them based on a superposition
of functions obtained from a scaling of a reference memory function. In the one
case the reference memory function is calculated numerically and in the other
case it is approximated by a truncated power law function. To demonstrate the
methods, we consider a forced imbibition scenario in a fracture network and
spontaneous imbibition driven by capillary pressure in the matrix blocks. We
compare the results of the one dimensional MRMT model with estimated pa-
rameters and the results of a full two dimensional two phase flow model applying
the EPM approach, where the code Dumux [32] is used.
Although we focus on fractured media, all concepts can be easily transferred
to highly heterogeneous porous media in general. The heterogeneous medium
would be split into a ’fast’ domain (equivalent to the fracture domain) and a
’stagnant’ domain (equivalent to the matrix domain).
This paper is organized as follows. In the second section we show the equa-
tions for two phase flow in porous media and the upscaled MRMT model. In
section 3, we discuss a scaling approach to calculate the parameters for the
MRMT model. In section 4, we apply the MRMT model with estimated pa-
rameters to different fracture networks and conclude with a discussion. In the
Appendix, we show how to numerically solve the MRMT as MRDP model.
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Figure 1: schematic representation of fractured media.
2. Two-Phase Flow Multirate Mass Transfer Approach
In this section, we outline the two-phase flow equations that describe im-
miscible displacement in fractured and porous media. We then generalize the
multi-rate mass transfer model derived in [30] to more realistic media, which are
characterized by a distribution of immobile regions with different characteristic
capillary diffusion time scales.
2.1. Two-Phase Flow in Porous Media
We model the horizontal flow of two incompressible and immiscible fluids in
a rigid porous media. Based on the surface tension, one fluid is referred to as
the wetting phase (index w, e.g., water) and the other one as the non-wetting
phase (index nw, e.g., oil). Each phase is described by a phase pressure pα
(ML−1T−2) and normalized saturation Sα (-), with α = w, nw, which fulfill
Snw + Sw = 1 .
Conservation of mass for each fluid is expressed as
nf
∂ (ραSα)
∂t
+∇ · (ραqα) = 0, (1a)
where nf (-) is porosity. The specific discharge qα (LT
−1) for each phase is
modeled by Darcy’s law neglecting gravity
qα = −Kkr,α
µα
∇pα (1b)
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where K (L2) is the intrinsic permeability tensor, kr,α (-) is the relative perme-
ability of phase α, and µα its viscosity (ML
−1T−1). The capillary pressure is
defined as the pressure difference between non-wetting and wetting phase and
is assumed to be a unique function of saturation,
pc(Sw) = pnw − pw. (1c)
Equations (1) are referred below as the full model. They are the starting point
for the derivation of the MRMT model, which is outlined below. A detailed
derivation from the full model to the MRMT model by homogenization theory
is presented in [30].
By introducing the total Darcy velocity qt = qnw + qw, the full model (1)
can be cast in the fractional flow formulation for the saturation of the wetting
phase S ≡ Sw as in [33]
nf
∂S
∂t
+∇ · (qtf)−∇ ·
(
K
µnw
Λ∇pc
)
= 0, (2)
where the fractional flow functions are defined as f = λw/λt and Λ = kr,nwf .
The phase mobilities are λα = kr,α/µα and the total mobility is λt = λw +λnw.
The incompressibility of each fluid phase gives for the total Darcy velocity ∇ ·
qt = 0.
2.2. Multirate Mass Transfer (MRMT) Model
As outlined in the Introduction, the MRMT model divides the fractured
media into a mobile zone Ωf , the connected primary continuum, and a suite of
immobile zones Ωi, the secondary continua. Quantities referring to the fracture
domain in the following are marked by the subscript f , while quantities referring
to the matrix domain are denoted by a subscript m. Quantities referring to the
secondary continuum ω are marked by the subscript ω.
In the fracture network the flow is assumed to be viscous dominated, while
in the matrix blocks spontaneous countercurrent imbibition is assumed to be the
dominating flow process, so that viscous flow can be neglected. The fracture
7
and matrix continua communicate through the continuity of capillary pressure
and fluxes at their interface.
The non-local two phase flow model presented in [30] is derived from (2)
by applying homogenization theory to a media which consists of a fracture
continuum and a single class of immobile continua characterized by the same
geometry and physical characteristics. We generalize here this non-local model
to account for mass exchange between a mobile continuum and a spectrum of
immobile continua characterized by multiple exchange rates. The mass balance
equation for the average fracture saturation Sf in such a medium is given by
∂Sf
∂t
+
qt,f
nff
· ∇ff = −av
∫
dωP(ω)χω ∂
∂t
〈Sω〉, (3)
where the angular brackets denote the average over the immobile zone of type
ω (cf. the single squares in figure 1),
〈Sω〉 = 1
Vω
∫
Ωω
dxSω. (4)
The distribution density P(ω) measures the relative frequency of immobile zones
of type ω which are characterized by the same geometry and physical properties.
The average total Darcy velocity in the fracture continuum is denoted by qt,f .
We defined the effective volume ratio av =
Vmnf,m
Vfnf,f
with nf,f intrinsic porosity
and Vf total volume of the fracture domain, and nf,m and Vm the average
porosity and total volume of the matrix domain. The effective volume ratio of
the immobile zone of type ω is given by χω =
Vωnf,ω
Vmnf,m
with nf,ω the intrinsic
porosity of the immobile zone of type ω.
The saturation Sω of the immobile continuum ω is given by the mass con-
servation equation
nf,m
∂Sω
∂t
−∇ · [D′ω∇Sω] = 0, (5)
where the non-linear capillary diffusivity is defined as in [34]
D′ω = −
Kω
µnw
Λω
dpc,ω
dSω
. (6)
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The capillary pressure-saturation relationship in the immobile zones of type ω
is given by pc,ω, which is proportional to pc,ω ∼ 1/
√
Kω (Leverett scaling) with
Kω the permeability of immobiles zones of type ω. As a result, we have the
scaling of D′ω ∼ K1/2ω with permeability.
The boundary conditions for each matrix block i are imposed by the satu-
ration in the surrounding fracture
pc,f (Sf ) = pc,ω(Sω), x ∈ ∂Ωω, (7)
i.e., continuous capillary pressure over the interface between fracture and matrix,
which thus assumes local capillary equilibrium in the medium.
The initial saturation is denoted by Sω(t = 0) = S
0
ω. Equation (5) quantifies
the spontaneous imbibition of the wetting fluid into the matrix and needs to be
solved for the given geometry of the individual matrix block. It is a non-linear
diffusion equation, whose solutions have the characteristic Boltzmann scaling,
i.e., a saturation front scales with
√
t. As outlined in [30], the flux term in (5)
is linearized by approximating the capillary diffusivity D′ω by a suitably chosen
constant value, D′ω ≈ Dω = constant. The determination of an equivalent
constant diffusion coefficient from the non-linear diffusion problem is discussed
in Section 3.1.2. This substitution yields a linear diffusion equation for the
saturation Sω of immobile zones of type ω,
nfω
∂Sω
∂t
−∇ · [Dω∇Sω] = 0. (8)
The linearized diffusion equation (8) can be solved using the method of Green’s
functions [30]. This gives for the spatially averaged saturation in regions ω
〈Sω〉 = 〈S0ω〉 −
t∫
0
dt′
〈
S0m(x)gω(x, t
′)
〉
+
t∫
0
dt′ϕω(t− t′)Sω,b(x, t′), (9)
where the boundary saturation Sω,b(x, t) = P
−1
c,ω{Pc,f [Sf (x, t)]} is enforced by
continuity of capillary pressure. The Green’s function gω(x, t) solves the lin-
earized problem (8) for the unit pulse gω(x, t)|x∈∂Ωω = δ(t) on the boundary
and the initial condition of gω(x, t = 0) = 0. The local memory function is
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defined by the spatial average over the Green’s function as
ϕω(t) = 〈gω(x, t)〉. (10)
Inserting (9) into the right side of (3) gives the following closed form equation
for Sf
∂Sf
∂t
+
qtf
nff
· ∇ff = −av ∂
∂t
t∫
0
dt′ϕ(t− t′)Sb(x, t′) + av
∫
dωP(ω)χω〈S0ωg〉,
(11)
where we defined the global memory function ϕ(t) by
ϕ(t) =
∫
dωP(ω)χωϕω(t). (12)
Explicit analytical solutions for the local memory functions ϕω(t) can be ob-
tained for slabs, cylinders and spheres [28, 29]. For more complex geometries
of the matrix domain Ωω, the local memory functions can be obtained numer-
ically [35, 36]. Eq. (11) is the upscaled model for the full problem described
in Section 2.1. It has only one primary variable, the fracture saturation Sf ,
and it is parameterized with the two-phase flow parameters for the fracture and
with the memory function ϕ(t). The memory function is thus the core of the
upscaled model.
3. The Global Memory Function
In the following we discuss the characteristic time scales of the mobile frac-
ture domain and the immobile matrix domains, first in the light of the appli-
cation limits of the MRMT approach, and second to relate the geometrical and
physical properties of the immobile domains to the global memory function.
3.1. Time Scales
In this subsection, we discuss the conditions for the assumptions made in
the MRMT model posed in the previous section: Viscous dominated fast flow
in the fracture network and capillary dominated slow flow in the matrix blocks.
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To this end, we suggest a definition of time scales, which characterize fracture
and matrix flow.
3.1.1. Viscous Time Scales
The characteristic time scale for the viscosity dominated fluid displacement
in the fracture domain is given by
tq,f =
Vfnf,f 〈Sf 〉
Afqt,b
, (13)
where Af is the cross-sectional area of the fracture network available for injec-
tion, and qt,b is the total flux at the inlet boundary, and 〈Sf 〉 the saturation
at breakthrough averaged over the whole fracture domain. The viscous time
scale tq,f compares the volume available for the wetting fluid to the the volu-
metric flow rate in the fracture domain. This corresponds to the characteristic
breakthrough time at the outlet.
The mean saturation 〈Sf 〉 before breakthrough can be found by analyzing
the fractional flow function as described in [37] or can be estimated by 〈Sf 〉 =
1, when the rarefaction wave of the displacement solution is negligible. The
viscous time scale tq,m for the matrix blocks may be related to tq,f by tq,m =
(Kf/Km)tq,f . Thus, viscous flow in the matrix is negligible for (Kf/Km) 1,
provided that flow in the fractures is viscous dominated.
3.1.2. Capillary Diffusion Time Scales
The capillary diffusion time scales tω of an immobile region of type ω can be
estimated from an analytical solution for countercurrent imbibition as described
by the non-linear diffusion equation (5) with the boundary conditions given
by (7). As pointed out above, a saturation front displays the characteristic
√
t scaling of a diffusive front. McWorther and Sunada [34] give an analytical
solution for the displacement of a saturation isoline for imbibition into a slab
characterized by porosity nf,ω and diffusivity D′ω,
rω(Sω, t) =
2Aω
nf,ω
∂Fω
∂Sω
√
t, (14)
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where r denotes the position of the invading front. It is specific for a given
saturation. The functions F and A are defined in [34] implicitly by
Fω(Sω) = 1−
Sb,ω∫
Sω
(β − S)D
′
ω(S)
Fω(S)
dβ
Sb,ω∫
S0,ω
(β − S0,ω)D
′
ω(β)
Fω(β)
dβ
, A2ω =
nf,ω
2
Sb,ω∫
S0,ω
(β − S0,ω)D
′
ω(β)
Fω(β)
dβ
(15)
We obtain a characteristic front depth rω, and with that a characteristic time
scale by averaging (14) over saturation from the initial saturation S0 to the
boundary saturation Sb, which gives
rω(t) =
√
2Dωt
nf,ω
, Dω = nf,ω
2
(
2Aω
nf,ω
Fb,ω − F0,ω
Sb,ω − S0,ω
)2
, (16)
where we set Fb,ω = Fω(Sb,ω) and F0,ω = F (S0,ω). Equation (16) sets the
equivalent constant diffusivity Dω in (8). Note that Dω scales with hydraulic
conductivity as ∼ K1/2ω .
We define now the characteristic capillary diffusion time scale as time tω at
which the average front has reached the length scale Lω such that
tω =
nf,ωL
2
ω
2Dω (17)
Notice that this capillary diffusion time scale is derived from a 1d solution,
where counter current flow into one block happens from two sides. In a 2d
block, where counter current flow occurs from four sides, the capillary diffusion
time scale yields
tω =
nf,ωL
2
ω
4Dω (18)
The characteristic length scale for the matrix is the shortest distance that is
passed by the capillary counter current displacement front, until two front po-
sitions meet. It is can be estimated by [38]
Lω =
√
Vω∑N
i=1Ai/lAi
, (19)
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where Vω is the volume of the immobile region of type ω. It has N faces
i = 1, . . . , N , each of which has the area Ai and a distance lAi to the volumetric
center of the matrix block. For a two dimensional rectangular block with a
width a and length b one obtains
Lω =
√
1
4
a2b2
a2 + b2
. (20)
Note that this implies that matrix blocks can be anisotropic.
For the MRMT model, the non-equilibrium aspects of the immobile zone,
this means the time behavior before it equilibrates with the mobile zone, is
important because this is when the matrix-fracture transfer strongly influences
the front speed in the fracture network. We therefore use the length scale (19)
to derive the capillary diffusion time scale tω (18), which reflects this non-
equilibrium aspects well. This is discussed in more detail in Appendix C.
3.2. The Memory Function
The global memory function ϕ(t) in (12) is at the heart of the MRMT
modeling approach. It encodes the mass transfer between mobile and immobile
zones, and its structure reflects the geometry and heterogeneity of the immobile
regions [36] that are no longer resolved in the upscaled model. As indicated
by (10) and (12), the global memory function can in principle be determined
by (i) calculating the local memory functions ϕω(t) for the matrix geometry of
each block type ω of the fracture network, and (ii) determining the weighted
sum over the local memory functions using the volume fractions of each type ω
of immobile zones.
The most general and accurate method would be to (numerically) determine
the local memory function ϕω(t) for each matrix geometry and to average them.
Although the calculation of the local memory functions needs to be done only
once at the beginning of the simulation, this method is not very practical. Below,
we present two different ways to estimate the local memory functions. Both
methods are based on a scaling approach for the local memory functions ϕω(t).
This reduces the effort to calculating only one local reference memory function
13
ϕˆ(t). The distribution over the local functions is obtained by rescaling the
reference function with the capillary diffusion time scales tω obtained from the
matrix geometry of the single blocks. The local reference memory function
ϕˆ(t) is here calculated with two different methods. For the first method, it is
calculated on a reference block numerically. The second method is based on
approximating the local memory functions by an analytical function.
The local memory functions ϕω(t) scale with respect to the characteristic
capillary diffusion time scale tω determined in the previous section. This can
be seen as follows. Equation (8) for the Green function gω(x, t) can be non-
dimensionalized by scaling x = x′Lω/
√
2 and t = tωt
′ with Lω and tω given
by (19) and (18). Thus we obtain for the Green function the governing equation
∂g′ω
∂t
−∇′2g′ω = 0, gω(x, t) = t−1ω g′ω(x
√
2/Lω, t/tω), (21)
with the boundary condition g′(x′, t′)|x∈∂Ω′ = δ(t′). The local memory function
is then given by
ϕω(t) =
1
tω
 1
2d/2V ′ω
∫
Ω′ω
dx′g′ω(x
′, t/tω)
 ≈ 1
tω
ϕˆ(t/tω). (22)
Note that the term in the square brackets depends on the properties of the
immobile zone predominantly through the time scale tω. If the immobile zones
have the same topological characteristics, which we assume is the case, we can
in good approximation disregard the specificities of the particular geometry of
the immobile zones. Thus we approximate the memory function by the scaling
form on the right side of (22), which defines the scaling function ϕˆ(t). This
scaling function can then be estimated from the memory function for a single
immobile domain ω0 as
ϕˆ(t′) = tω0ϕω0(tω0t
′). (23)
The memory function for an immobile domain ω0 behaves as 1/
√
t for t  tω0
and decreases exponentially fast for t tω0 [28, 29]. Thus, the scaling function
ϕˆ(t′) shows the 1/
√
t′ decay for t′  1 and a sharper decrease for t′  1.
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The global memory function is now given in terms of the scaling function
ϕˆ(t′) as
ϕ(t) =
∫
dtωPt(tω) 1
tω
ϕˆ(t/tω). (24)
where Pt(tω) denotes the probability density function (PDF) of characteristic
capillary time scales. It can be expressed in terms of the distributions of the
geometric and physical characteristics of the immobile zones through having the
explicit expression (18) for tω. In practice, the integral will be transformed to
a sum over all matrix block types.
If the matrix blocks have the same permeability Kω, the dependency of the
local memory functions on the capillary diffusion time scale tω can be refor-
mulated into a dependency on the characteristic length scale Lω, as defined in
eq. (19). The local memory function ϕω can then be obtained from the local
memory function ϕω0
ϕω(t) =
1
tω
ϕˆ(t/tω) =
tω0
tω
ϕω0
(
t
tω0
tω
)
=
L2ω0
L2ω
ϕω0
(
t
L2ω0
L2ω
)
. (25)
In general, the PDF of time scales, Pt(tω), can be related to the PDF of
matrix block properties, which can be estimated directly from information about
the fracture network. For simplicity, we assume that the intrinsic immobile
porosities are the same for all regions such that nf,ω = nf,m. Furthermore we
assume that the effective capillary diffusion depends on the physical properties
of the medium only through its dependence on the hydraulic conductivity such
that Dω = A
√
Kω with A a constant. The time scale tω then reads as
tω =
nf,mL
2
ω
2A
√
Kω
. (26)
We write the in general coupled PDF pL,K(L,K) of Lω and Kω as
pL,K(L,K) = pK|L(K|L)pL(L), (27)
where pK|L(K|L) is the conditional PDF of K given L. Thus, the PDF of time
scales can be written as
Pt(tω) =
√
2A
nf,mtω
∞∫
0
dKK1/4pK|L(K|L)pL
√2A√Ktω
nf,m
 . (28)
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If the immobile regions are all of equal conductivity but variable extensions, the
distribution of characteristic time scales simplifies to
Pt(tω) =
√
2A
√
K
nf,mtω
pL
√2A√Ktω
nf,m
 . (29)
Note that the flow behavior is controlled by the distribution of mass transfer
time scales Pt(tω), in particular for large times. Long residence times can be
caused equally by low hydraulic conductivities and large sizes of the immobile
regions. For the sake of computational efficiency, the test cases studied in the
following consider a distribution of characteristic matrix length scales while the
hydraulic conductivity is kept constant.
Besides the PDF for capillary diffusion time scale distribution, the reference
memory function ϕˆ(t′) needs to be determined in order to calculate the global
memory function from eq. (24). We suggest here two different methods to do
that.
In the first method, the local memory function ϕω0 is obtained from the
numerical solution of the capillary diffusion problem (5) for a single immobile
region of type ω0. The pragmatical aspects are outlined in Appendix B. We use
then the scaling relation (23) in order to determine ϕˆ(t′) from the numerically
calculated local memory function ϕω0 .
The second method approximates ϕˆ(t′) directly by the parametric form
ϕˆ(t′) =
exp(−t′)
Γ(1/2)
√
t′
, (30)
where Γ(x) denotes the Gamma function. The scaling function (30) has similar
characteristics as the scaling function obtained from the first method through (23),
but a simple analytical form. With this approximation, no numerical solutions
are needed. Notice that the cut-off behavior of the local memory function for
the non-linear diffusion problem is different from the exponential decay of the
surrogate scaling form (30). This is due to the fact that the non-linear diffusion
coefficient (6) decreases with decreasing saturation. This leads to a smoother
break-off behavior than the exponential cut-off of (30) [30]. This is illustrated in
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Figure 2: Memory functions with a single capillary diffusion time scale tω and memory func-
tions for a distribution of capillary diffusion timescales from example 2 in section 4
figure 2, where a local memory function is shown together with its approxima-
tion by a truncated power law. Also shown in the figure are the global memory
functions for a test example (discussed later), resulting from the superposition
of the local ones.
3.3. Flow regimes
The MRMT model is strictly valid only for the case that flow in the fractures
is viscous dominated and that flow in the matrix is capillary dominated, with
a time scale that is comparable or larger than the viscous time scale in the
fractures. To quantify flow regimes, the time scales defined by (13) for viscous
forces and by (18) for capillary forces have to be compared.
When the viscous time scale in the fracture network is much smaller than the
capillary diffusion time scale in the fracture network, i.e., tq,f  td,f , viscous
flow dominates and capillary forces can be disregarded in the fractures. Whether
viscous forces in the matrix are relevant or not, depends on the permeability
17
contrast, as outlined above.
When the flow in the fracture is faster than countercurrent flow in the matrix,
tq,f < tω, the matrix blocks are completely surrounded by the wetting phase
in a short time compared to the typical relaxation time for the matrix counter
current flow. If the time scales are in the same range, this condition is not
fulfilled and the assumptions made to calculate the exchange fluxes are not
exactly met. If the time scales are strongly separated (tq,f  tω) and one
is only interested in the process for times smaller than tω, one could avoid a
MRMT model and simply model flow in the fracture network only.
In case that the flow in the matrix is faster than the flow in the fracture,
tq,f > tω, local equilibrium conditions hold and a single equivalent porous
medium describes the averaged flow well. In this case a MRMT approach is
not necessary.
4. Study Cases
We demonstrate the applicability of the MRMT model for two-phase flow in
fracture networks with two illustrative examples. With the the first example we
want to demonstrate the applicability of the MRMT model (11) to fracture net-
works in general, using the criteria discussed above. With the second example,
we want to show that the model works for complex fracture networks and that
using an approximate memory function by scaling a reference function either
obtained numerically or approximated by a truncated power law leads to useful
predictions of recovery curves. To validate the simulation results of the MRMT
model, we compare these results to the results of a full implicit 2D model (1)
implemented in Dumux [32].
4.1. General Setup
The fractured media for both examples are shown in figure 3 and the flow
parameters can be found in table 1 and 2. For the examples we simulate oil
recovery from these fractured media during a water flooding of the reservoir.
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Figure 3: Top: Domain 1 is a simple fracture network for the first example. Bottom: Domain
2 is the complex fracture network for the second example. The fractures are light gray and
the matrix blocks are dark gray. We compare the results of the models in the observation
volume only to minimize boundary effects.
Example 1 Example 2
Parameter Fracture Matrix Fracture Matrix
Intrinsic permeability Km (m
2) 10−10 see table 2 10−10 10−14
Porosity nf (-) 0.1 0.1 0.1 0.1
Residual non-wetting saturation Snw,r (-) 0 0 0 0
Residual wetting saturation Sw,r (-) 0 0 0 0
van Genuchten parameter 1/α (Pa) 120 660 120 660
van Genuchten parameter N (-) 1.75 1.75 1.75 1.75
Table 1: Spatial parameters for both examples. The capillary pressure curves and the relative
permeability are parameterized with the Mualem-Van Genuchten model.
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Setup A B C1 C2
Intrinsic permeability Km (m
2) 10−12 10−13 10−14 10−15
viscous time scale tq,f (s) 1.9× 104
capillary diffusion time scale td,f (s) 5.5× 105
capillary diffusion time scale tω (s) 1.9× 103 1.9× 104 1.9× 105 1.9× 106
condition tq,f < tω matched? no no yes yes
Table 2: Intrinsic permeabilities of the different examples and the resulting process time scales.
The typical length scales were chosen as the length of matrix blocks in orthogonal direction
to the main flow direction.
Water (density ρ = 1000 kg/m3 , viscosity µ = 1.0 · 10−3Pa · s) is the wetting
fluid and oil (ρ = 890 kg/m3, µ = 8.0 · 10−3Pa · s ) is the non-wetting fluid. At
the beginning, the fractured media are almost filled with oil and matrix and
fracture are in capillary equilibrium. The water saturation in the matrix blocks
is S0m = 0.2 and in the fracture network S
0
f = P
−1
c,f {Pc,m(S0m)} = 0.057.
The boundary conditions for the fracture network are a constant inflow for
the wetting phase (qw = 10
−5m/s for the simple and qw = 10−4m/s for the
complex fracture network) over the fracture sections of the left boundary and a
no-flow boundary for the non-wetting phase on the fracture at the left boundary.
On the fracture at the right boundary, there is a constant non-wetting pressure
pn = 10
7Pa and a constant water saturation of Sw = 0.2. The upper and
the lower boundary and on all matrix boundaries are no-flow boundaries for
both phases. For the full 2D model the fracture networks as shown in figure
3 are used as parameter fields using the boundary and initial conditions as
described above. For the MRMT model, we simulate an equivalent 1D fracture
domain with homogeneous parameters. The parameters for the MRMT model
are calculated from the structure in the observation volume (see figure 3). An
image analysis of the structure gives the total volumes Vf and Vm of the fracture
respectively of the matrix, the cross-sectional area Af of the fracture network
at the inlet as well as the width a and length b of each matrix block. These
values are needed to calculate the parameters for the MRMT model such as
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the effective volume ratio av, the total Darcy velocity qt and the local memory
functions ϕω. The global memory function is then calculated from all local
memory functions using (12) as
ϕ(t) =
∑
ω
nωχωϕω(t), (31)
where the integral in eq. (24) is now a sum and the distribution function P is
now the relative number of blocks of type ω, nω. The boundary condition for
the MRMT model is a saturation of Sf = 1 at the left boundary. This boundary
condition can be found from the fractional flow function for a constant inflow
for the wetting phase and a no-flow boundary for the non-wetting phase.
For the MRMT model of the simple fracture network the fracture is dis-
cretized into 300 volume elements resulting in a cell size of ∆x = 0.5cm. For
the MRMT model of the complex fracture network the fracture is discretized
into 600 volume elements resulting in a cell size of ∆x = 2.5cm. The memory
functions are expanded into exponential functions, making the model equivalent
to one with a mobile continuum and a number of N independent immobile single
rate transfer continua. The matrix is therefore represented by another N×300
respectively N×600 cells, where N is the number of immobile boxes. For the
full 2D model the domain for the simple fracture network is discretized into 180
(perpendicular to the flow direction) × 3000 (in flow direction) elements result-
ing in a cell size of ∆x = 0.05cm. The domain for the complex fracture network
is discretized in 445 × 1422 elements resulting in a cell size of ∆x = 1cm.
As simulation results the wetting fluid saturation distribution from the de-
tailed simulation, the breakthrough curve, here defined as the averaged non-
wetting saturation in the fracture at the right boundary of the observation
volume and the oil recovery R are analyzed. The oil recovery is the percentage
of removable oil, that is recovered from the full domain. The recovery is
R =
φmVm
(
1− S¯m
)
+ φfVm
(
1− S¯f
)
φmVm + φfVf
=
av
(
1− S¯m
)
+
(
1− S¯f
)
av + 1
. (32)
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Here S¯m and S¯f are the movable water saturation, calculated as
S¯i(t) =
1
Vi
∫
Vi
Si(t)dVi − S0i
Smaxi − S0i
i = {f,m}. (33)
where Vf and Vm are the total volumes of the fractures respectively the
total volume of the matrix blocks. In the examples these are the volume of the
fractures respectively the volume of the matrix blocks in the observed volume
as defined in figure 3. Smaxi is the maximal water saturation. In these examples
the maximal water saturation is Smaxi = 1 in the fracture network and in the
matrix blocks.
4.2. Simple Fracture Network: Time Scales
In the first example, we want to show the applicability of the model by
comparing the full 2D model to the 1D MRMT model for different ratios of
viscous time scale in the fracture and the capillary diffusion time scale in the
matrix blocks. We keep the viscous timescale tq,f for the fracture constant and
vary the timescale tω for the capillary flow in the matrix blocks by varying the
intrinsic permeability in the matrix block.
We show four different cases as given in table 2. For the first case (A) we
have a faster flow in the matrix than in the fracture, tq,f > tω and for the
second case (B) the time scales are comparable tq,f ≈ tω. For the third and
fourth cases (C1, C2) we choose the parameters such that tq,f < tω, and expect
that the flow in the fracture is much faster than the flow in the matrix.
The parameters for the MRMT model can be found from the geometry of
the fracture network and the flow parameters. We calculate av = 5.1 for the
volume ratio and qt = 5.26× 10−5m/s for the flow velocity. In this study case,
all local memory functions ϕω are calculated numerically (See Appendix B for
details). For the numerical simulation, we use a Cartesian grid with a cell size
of ∆x = 0.05cm. The global memory function is then calculated from (31).
The saturation distributions from the full 2d models can be found in figures
4 and 5. In figure 4 we show the saturation distribution, when the mass of oil in
the fracture is reduced to 50% compared to the initial state and in figure 5 we
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Figure 4: Saturation distribution for cases A, B, C1 and C2 with increasing capillary diffusion
time scale from top to bottom, at the time when the mass of oil in the fracture is reduced to
50% in the observed region compared to the initial state. This takes place for A at tf,50% =
5.9× 104s, for B at tf,50% = 4.7× 104s, for C1 at tf,50% = 2.1× 104 and for C2 at tf,50% =
1.2× 104s.
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Figure 5: Saturation distribution for cases A, B, C1 and C2 with increasing capillary diffusion
time scale from top to bottom, at the time when the mass of oil in the matrix is reduced to
50% in the observed region compared to the initial state. This takes place for A at tm,50% =
4.4 × 104s, for B at tm,50% = 4.6 × 104s, for C1 at tm,50% = 6.8 × 104s and for C2 at
tm,50% = 5.2× 105s.
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show the saturation distribution, when the mass of oil in the matrix is reduced
to 50% compared to the initial state to verify the time scales. The results of
the MRMT model and the full 2d model can be compared in figure 6.
As expected from the time scales in table 2, we find two different types of
flow in the fracture network (see figures 4 and 5). In the cases C1 and C2 (table
2), the flow in the fracture is faster than the flow in the matrix. The fracture
fills up first and the matrix blocks fill up after the breakthrough. It should
be noted that although there are different matrix block sizes in the fracture
network (see figure 3), the time scale for filling due to capillary counter current
flow is almost the same for all of them. The shortest length scale of the matrix
blocks is the distance to the outer boundaries, which is the same for all matrix
blocks. The tailing (see figure 6) is caused by an interaction of matrix-fracture
transfer and rarefaction in the fracture network. As the capillary diffusion time
scale tω is representative for all matrix blocks, it predicts when the recovery
in the full system is almost complete. The tailing in the breakthrough curves
in figure 6 have for this reason all the same slope in the log-log plot (caused
by the rarefaction) and break off at different times, which correspond in the
case C1 and C2 to the capillary diffusion time scale tω (10
5 s for C1 and 106 s
for C2). In case A and B this time scale would be before breakthrough time.
The resulting non-equilibrium flow behavior is well represented by the presented
MRMT model.
In the cases A and B (table 2), where the flow in the fracture is equally fast
or slower than the flow in matrix, the displacement front in the fracture stops
when it touches a matrix block, until this matrix block is filled up and continues
to move after that. This becomes apparent in figures 4 and 5. Here the flow in
the matrix is unidirectional. When comparing the recovery curves in figure 6
it can be seen that, despite the questionable approximation of the matrix flow
as counter-current, the MRMT model still gives a good representation of the
process, also for case B. The flow behavior in the fracture network for this case
can be modeled with an equilibrium model, as can clearly be observed in figures
4 and 5, and there is no need for the MRMT model. An equilibrium model is
24
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Figure 6: Breakthrough curve (top) and recovery (bottom) for the full 2d models and the
MRMT models for the first example.
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just a simpler option. However, we would like to stress that the MRMT model,
although in this case more complex than needed, does make good predictions
of the averaged flow.
The timescales that are here suggested differentiate between these flow be-
haviors and can be used to estimate the flow regime. The capillary diffusion
time scale characterizes the flow for the matrix well and the length scale (19) of
Ma et al. [38] gives a good estimate for the relevant length scale of the matrix
blocks that is needed to estimate the time scale for counter current flow. This
capillary diffusion time scale tω can be used to parameterizes the local memory
function in the matrix block and will be used in the estimation suggested in the
next section.
4.3. Complex Fracture Network: Estimating the Global Memory Function
In the second example we demonstrate the scaling approaches to approx-
imate the memory functions. The benefits of this MRMT model emerge for
broad distributions of local capillary diffusion time scales. These time scales
depend on different properties of the matrix blocks such as the characteristic
length scale, the intrinsic permeability or the porosity. For the sake of computa-
tional efficiency we focus on the variability of length scales of the matrix blocks
and choose a simple geometry for the fracture network. The resulting complex
fracture network can be found in figure 3. This network seems artificial, how-
ever, we would like to stress that a more realistic representation of the shapes
of the matrix blocks would not lead to a very different distribution of character-
istic length scales or a qualitatively different breakthrough curve (tested with a
smaller test case and not shown). However, it would have been computationally
too expensive, considering that the calculations shown took several months on
a computer cluster. Also, one could have included a variability of permeabilities
and other parameters in the matrix blocks. This leads, however, to very slow
convergence of the numerical simulations and would not add anything to the
distribution of capillary diffusion time scales. The characteristic length scales
in our test example vary over one order of magnitude. This results in a distri-
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bution of capillary diffusion time scales over two orders of magnitude as shown
in figure 7. These capillary diffusion time scales tω are larger than the advective
timescale tq,f . In this regard this example is similar to the first test cases C1
and C2.
For this complex fracture network, it is computationally expensive to cal-
culate all local memory functions numerically. Therefore we demonstrate the
two different methods introduced before. For the first method we calculate one
local memory function for a reference block ω0 numerically (see Appendix B
for details). Then we approximate all other local memory functions by scaling
this reference memory function ϕω0 with the associated characteristic length
scales of the matrix blocks. We evaluate this by numerical interpolation. For
the characteristic length (20), we estimate the length and width of each block
in the fracture network with image analysis.
For the second method, we approximate the local memory functions by a
truncated power law, which is given by (30) and (23) as
ϕω(t) =
1
tω
exp(−t/tω)
Γ(1/2)
√
t/tω
(34)
Here we calculate the McWorther solution once to calculate the capillary diffu-
sion time scales tω in the matrix blocks, but we do not need to do any numerical
simulations on 2d grids to find the local memory functions.
For both methods, the global memory function is calculated with (31). The
other parameters for the MRMT model can be found from the geometry of the
fracture network and the flow parameters. The volume ratio is av = 1.84 and
the mean total Darcy velocity is qt = 2.3× 10−4m/s.
For comparison we also set up the MRMT model with a memory function
where only one local memory function derived with a single capillary diffusion
time scale 〈td〉 is used as global memory function. This means, no superposition
is carried out, but the assumption is made that one capillary diffusion time scale
is representative for the whole matrix domain. For this we use the averaged
capillary diffusion time scale, 〈td〉 =
∑
ω nωχωtd,ω = 3.7 × 106s (cf. figure 7).
The associated memory function is calculated numerically.
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Figure 7: Histogramm of the capillary diffusion time scales in the matrix blocks for the complex
fracture network
To summarize the parameterization: The parameters for the MRMT model
are calculated from fluid and material properties and the structure of the frac-
ture network. The memory function is the crucial parameter to capture the
fracture matrix exchange. It is calculated for the fracture network from the
distribution (see figure 7) of matrix block sizes and the hydraulic parameters of
the matrix blocks. Other details of the structure, like the location of each block
in the fracture network, are not important, because the flow in the fracture is
faster than the flow in the matrix.
All memory functions for this example are shown in figure 2. The saturation
distribution from the full 2d model for a time before and after breakthrough
can be found in figure 8. The results obtained with the MRMT model with
approximated global memory functions and the full 2d model can be compared
in figure 9.
The MRMT models that consider the full distribution of time scales matches
the recovery curves as well as the breakthrough curves of the detailed model
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Figure 8: Saturation distribution obtained with the full 2d model before (top) and after
(bottom) breakthrough for the complex fracture network.
well (see figures 6 and 9). In particular the averaged breakthrough time and the
late time behavior can be reproduced by this MRMT models. There are some
differences around the breakthrough time. The recovery curve as well as the
breakthrough curve of the detailed model are spread around the breakthrough
time. This has two reasons: (i) the detailed model considers capillary diffusion
in the fractures. Furthermore (ii) the saturation front speed in the detailed
model varies locally. This can be seen clearly in figure 8. This is caused by
local variations in the fracture geometry and in the retardation due to fracture
matrix exchange. Neither capillary diffusion nor a distribution of front speed
are captured in the MRMT model, so that the MRMT model simulates a mean
breakthrough.
The tailing of the breakthrough curve (see figure 9) is caused by rarefaction
in the fracture domain and by the superposition of the different breakthrough
times. In comparison with the MRMT model with the single averaged capillary
diffusion time scale, the tailing of the breakthrough curve shows a different
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Figure 9: Breakthrough curve (top) and recovery (bottom) for the full 2d model and the
MRMT model for the complex fracture network.
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slope. This different slope is caused by the distribution of capillary diffusion
time scales (figure 7), which is not captured when using only one equivalent
local memory function. Because the global memory functions calculated from
the truncated power law and the numerical simulations differ at late time (see
figure 2) it is expected, that the memory function derived from the numerical
simulation is more accurate.
The breakthrough time depends on flow rate at the inlet and on the matrix-
fracture transfer. The flow rate at the inlet is the same for all MRMT models.
The MRMT model with the single averaged capillary diffusion time scale shows
an earlier breakthrough than the MRMT model with the full global memory
function, because this model ignores the fast capillary diffusion time scales.
Therefore this model underestimates the matrix-fracture transfer at early times.
This can be read from the memory functions in figure 2 directly.
Overall the MRMT model with the averaged capillary diffusion timescale
results in earlier breakthrough and does not match the tailing of the full 2d
model. The solution of the one dimensional MRMT model that capture the full
distribution of capillary diffusion time scales matches the solution of the full
two dimensional model for the complex fracture network, despite the simplifi-
cations made. This illustrates that all capillary diffusion time scales need to be
considered in a case of a complex fracture network.
5. Summary and Conclusions
We show the application of a MRMT model with pre-estimated parameter
functions to simulate immiscible displacement in complex fracture networks. In
order to estimate the applicability of the MRMT approach, we introduced time
scales to characterize the flow in fracture and matrix. The presented model is
valid for imbibition cases, when the flow in the fracture is faster than the flow in
the matrix and the fracture network is sufficiently well connected. The param-
eters for the MRMT model can be predicted from fluid and material properties
and the structure of the fracture network. The global memory function can
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be calculated from the weighted sum of volume percentage of the local memory
functions for each matrix block in the fracture network. The local memory func-
tion for a single block can be calculated numerically or it could be approximated
or by using a truncated power law parameterization using the capillary diffu-
sion timescale as break off time. It is practical to approximate the local memory
functions for other matrix blocks by scaling a reference memory function.
The MRMT model presented here can be transformed to and solved as
MRDP model. Therefore, it is easy to implement this model in existing MRDP
simulators. It would only be necessary to expand the pre-estimated global
memory function into exponential functions (see Appendix Appendix A). The
MRDP medium would need as many continua as there are expansion terms for
the memory function. The parameters could be read directly from the expan-
sion. However, the model is based on assumptions that should be pointed out
clearly.
We assume that the structure of the fractured rock is known. The infor-
mation about the block size distribution and the hydraulic properties of all
materials are needed to calculate the parameters for the MRMT model. The
hydraulic parameters and the reference memory function for a real setup could
be obtained from laboratory experiments using samples from bore cores, for
example. Information about the structure of fracture network is more difficult
to obtain and could be available from outcrops. A reconstruction of the frac-
ture network from outcrops will only be an estimation. It should, however, be
noted that only the distribution of block sizes is needed to calculate the global
memory function, while details about the locations of the matrix blocks are not
required. Furthermore, the definition of the matrix block sizes may be difficult
for real three dimensional fracture networks. The topology of two-dimensional
networks is fundamentally different from that of three-dimensional networks,
where matrix blocks might not be completely surrounded by fractures.
A fundamental assumption of the upscaled multi-rate mass transfer model is
that the fracture network itself can be represented by a continuum with effective
properties. The fracture network is here represented as a fairly homogeneous
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continuum with a straightforward way to estimate effective parameters because
the focus of this paper is to capture the fracture-matrix exchange in an upscaled
model. If the fracture network is complex with lots of dead ends and not well-
defined matrix blocks, the approximation of the global memory function from
the superposition of scaled blocks is expected to become more complex or to fail.
The fracture network needs to be sufficiently well connected. This is related to
the requirement that a macroscopic representative elementary volume needs to
exist for the medium. If this is not fulfilled, the continuum approach for the
fracture network fails and it may be better to apply the DFM approach.
If the fracture network is heterogeneous, but representable as a continuum,
the upscaled model for the fracture needs to be extended by effective parameters
and possibly by effective processes. In the complex fracture network, we found
a spreading of the front caused by the heterogeneity of the fracture network
itself. This front spreading may be captured by an additional dispersion term
for flow in the fracture network [39, 40, 41].
Strong fracture network heterogeneity and long rage structures, as caused,
for instance by variation in the fracture aperture, may cause preferential flow
paths. Such a scenario might happen if there are few intersecting fractures
with large aperture in a network with smaller aperture fractures. This might
lead to a fast breakthrough along these preferential paths, while other parts
of the fracture network do not contribute to the displacement process. The
capillary flow within these passive fractures will be much weaker than that into
the matrix blocks. In this case, the fracture network would need be represented
by a more advanced upscaled continuum model. A possible approach would
be so separate the fracture network itself into a mobile continuum, containing
the contributing fractures, and assign non-participating fractures to a second
immobile continuum with little exchange or even represent it with a reduced
porosity of the medium. The topology of these non-participating fractures will
influence the global memory function, as they will form barriers in the matrix
blocks. The pre-estimation of these continua for a given fracture network is not
straight forward and goes beyond the scope of this work. We would like to stress
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that this applies to fracture networks with long range structures only. If the
apertures of the fractures are highly heterogeneous, but the correlation scale of
aperture variability is much smaller than the intersecting length of fractures,
the flow parameters of the fracture might need to be represented by effective
parameters.
Apart from the fracture network and the fracture apertures, the surrounding
matrix is usually also influenced by heterogeneous material structure. This is
not addressed in this work, but could be included straight away for the case that
heterogeneity is moderate, meaning the variance of parameter contrasts is low
and the correlation length of heterogeneity is small. If the matrix is moderately
heterogeneous, the two-phase flow parameters in the matrix can be considered
effective parameters, describing the spatial average distribution. For slow flow
that is locally in equilibrium, such as for capillary counter current flow, this is a
reasonable approach. If heterogeneity is strong, the matrix cannot be described
well as one continuum. In this case the MINC approach [17] could be suitable.
A comparable effect causing preferential flow paths is segregation of fluids
due to buoyancy. Gravity is not considered in this model, but will influence the
flow in the fractured rock. Gravity affects the flow in the fracture network more
than the flow in the matrix, as the gravity number, which compares gravity
to capillary forces [42], is proportional to the permeability of the medium. If
the injection of fluid is horizontal (for example in a deep aquifer layer), gravity
will lead to a flow segregation with the denser fluid flowing in the fractures
at the bottom of the layer [e.g., 43]). The approach outlined in this paper
could be used in a straight forward manner, but would require a two or three
dimensional extension of the MRMT model, which is straightforward in the
presented framework.
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Appendix A. Numerical Implementation of the MRMT Model
The MRMT model (11) is numerically solved as presented in Silva et al. [44]
or Tecklenburg et al. [30]. Other schemes might be possible, such as suggested
by Di Donato et al. [25].
To avoid carrying out an integration over time in the numerical scheme,
which requires a very large amount of storage, the convolution integral modeling
the sink source term is approximated by a sum of single rate transfer functions
following [27]. Hence, the global memory function can be approximated by a
sum of N exponential functions.
ϕ(t) =
N∑
j=1
αjbj exp (−αjt) (A.1)
Here bj (-) are weighting coefficients and αj (T
−1) are the transfer rates.
The exponential functions can be considered the solutions of the mass balance
in immobile boxes with single rate transfer with the fracture domain.
Tj = bj
∂Sj
∂t
= bjαj (Smb − Sj) (A.2)
The convolution integral in (11) can with this approach be approximated
by a weighted sum of single rate transfer functions with N immobile boxes (see
[27] for details).
T =
∂
∂t
∫ t
0
ϕ(t−t′)Smb(t′)dt′+S0w,mϕ(t) ≈
N∑
j=1
Tj =
N∑
j=1
bjαj (Smb − Sj) (A.3)
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Sj (-) is the saturation in the immobile box j, We then find the weights
wj = bjαj by minimizing the functional
F =
M∑
k=1
N∑
j=1
{wj exp (−αjtk)− ϕ (tk)}2 (A.4)
For the logarithms of the times, 1/αj , we choose evenly distributed values
between ln(1/α1) and ln(1/αN ). For 1/α1 we choose a fraction of the time step
size ∆t/10 and for 1/αN the maximum simulation time tend. In the simulation
we use five exponential functions per decade. Here t1 is the first and tM is the
last time step of the simulation.
With the approximation of the kernel of the convolution integral by a sum
of exponential functions, we can now solve the MRMT (11) following [44]. We
introduce a one dimensional grid with volumes i to discretize the upscaled frac-
ture network. Each volume i is connected to N immobile boxes j representing
the matrix. The initial fracture saturation is S0i = S
0
f,m and the initial matrix
saturation is S0i,j = P
−1
c,m
{
Pc,f (S
0
f,m)
}
= S0w,m for all boxes j and volumes i.
We apply an operator splitting scheme: First the exchange between matrix
and fracture is evaluated, then the flow in the fracture is solved by an upwind
finite volume method and explicit Euler time integration as described in [45].
Assuming Smb = S
k
mb to be constant between time steps k and k + 1, each
single rate transfer (A.2) can be solved analytically using Skj as the initial con-
dition.
Si,j (t) = S
k
mb,i (1− exp (−αj (t− tk))) + Ski,j exp (−αj (t− tk)) (A.5)
The exchange between the fracture and the immobile box j can be found by
substituting (A.5) into (A.2) and with defining ∆t = tk+1 − tk:
T ki,j = wj
(
Skmb,i − Ski,j
)
exp (−αj∆t) ∀i, j. (A.6)
We calculate the exchange between fracture and matrix to get the interme-
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diate fracture saturation Sintf
Sintf,i = S
k
f,i − av
N∑
j=1
T kj ∀i. (A.7)
From this intermediate fracture saturation Sintf we calculate the advective
flow in the fracture using upwind fluxes. When qt,f > 0, the fracture saturation
is
Sk+1f,i = S
int
f,i −
∆t
∆x
· qt,f
nf,f
{
ff
(
Sn−1f,i
)
− ff
(
Sn−1f,i−1
)}
∀i. (A.8)
Here the time step size is controlled by the Courant Friedrich Levy Criterion.
The immobile boxes are updated using (A.5) as Sk+1i,j = Si,j (tk+1) and then
the averaged saturation in the matrix can be calculated as
Sk+1m,i =
N∑
j=1
bjS
k+1
i,j . (A.9)
Appendix B. Numerical Determination of the Local Memory Func-
tion
The Green’s function or memory function is defined as a response of the
system to a delta pulse. This is equivalent to the time derivative of a response
to a Heaviside step function. With this equivalent the local memory function
can be determined numerically.
In a numerical simulation it is more practical to apply a Heaviside stepfunc-
tion Θ(t) as boundary condition than a delta pulse. This step function from the
initial saturation S0ω to the saturation Sω,b approximates the matrix saturation
at the interface between fracture and matrix during a flooding of the fracture
network. The matrix saturation is Sω,b = P
−1
c,ω
{
Pc,f
(
S0f
)}
= S0ω before the
front arrives. When the front arrives the interface saturation immediately jumps
to Sω,b = P
−1
c,ω
{
Pc,f
(
S0f
)}
= 1 due to the strong contrast in capillary entry
pressures between the fracture and the matrix.
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The saturation Sω(x, t) (representing the response to a Heavyside step) was
here obtained with a Dumux simulation by solving (1) on a single matrix geom-
etry. Therefore we use the parameters for the matrix block from the detailed
problem. The initial condition is S0ω and the boundary condition is Sω,b = 1
as discussed above. We calculate the spatially averaged saturation 〈Sω(t)〉 for
each timestep. Then the memory function can be calculated from (9) as
ϕω(t) =
∂
∂t
( 〈Sω(t)〉 − S0ω
1− S0ω
)
, (B.1)
where the time derivative is carried out by a numerical approximation, here a
finite difference.
The memory function is normalized, as
∫∞
0
ϕω(t)dt ≡ 1.
Appendix C. Comparison of Capillary Diffusion Time Scales
We now compare the new capillary diffusion time scale (18) to other capillary
diffusion time scales from the literature that are used to parameterize MRMT
or MRDP models. In these works, in contrast to our approach, the breakoff due
to the interference of the displacement front with the matrix block boundaries
is considered relevant. We focus on time scales based on the analytical solution
of McWorther and Sunada [34], because Schmid and Geiger [46, 47] compared
different capillary time scales and rated this as the best approach. The MRDP
model of Maier et al. [48] uses a timescale
tω =
[
Lcnf
2A
]2
, (C.1)
that represents the time, when the volume of water imbibed is equal to the pore
volume of a slab of thickness Lc. The MRMT model of Tecklenburg et al. [30]
uses the timescale
tω =
[
Lcnf
2AF ′(S0)
]2
, (C.2)
which corresponds to the time when the front invading into a slab arrives at the
boundary.
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Figure C.10: Comparison of capillary diffusion time scales tω for imbibition into rectangular
matrix blocks. t30 is the time, where the recovery is 30% to consider unperturbed capillary
flow only.
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These capillary diffusion timescales are compared with the numerical solu-
tion of (1) for rectangular matrix blocks using Dumux. We simulate 40 scenarios
with a boundary condition of Sw,m = 1 at all interfaces, an intrinsic permeability
K = 10−15m2 and a grid size of ∆x = 6.25 × 10−5m. The following parame-
ters were chosen for a van Genuchten parameterization from the given interval
by a random hypercube algorithm: block length a = (0.01, 0.07)m and width
b = (0.01, 0.07)m, van Genuchten n = (1.5, 4.5) and α = (1/100, 1/1000)Pa
and the initial saturation S0w,m = (0.1, 0.5).
In these simulations one can observe an early time behavior, where the recov-
ery is diffusive with ∝ √t scaling, and a late time behavior, when the recovery
slows down until the matrix block is full (not shown). As we consider the early
time behavior as the crucial one, we compare here the time where the recov-
ery in the numerical simulation is 30% and compare this (due to the diffusive
time behaviour of solution ) to t30%/t100% = L
2
0.3/L
2
1 = 0.3
2 = 0.09 times the
capillary diffusion time scales tω.
In figure C.10 we compare the timescale t30% to 0.09 times the analytical
capillary diffusion timescales (C.2), (C.1) and (18). We choose the timescale (18)
to characterize the flow in the matrix blocks, because this timescale matches the
early counter current flow behavior better than the other timescales.
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