Artificial Intelligence is exponentially increasing its impact on healthcare. As deep learning is mastering computer vision tasks, its application to digital pathology is natural, with the promise of aiding in routine reporting and standardizing results across trials. Deep learning features inferred from digital pathology scans can improve validity and robustness of current clinico-pathological features, up to identifying novel histological patterns, e.g. from tumor infiltrating lymphocytes. In this study, we examine the issue of evaluating accuracy of predictive models from deep learning features in digital pathology, as an hallmark of reproducibility. We introduce the DAPPER framework for validation based on a rigorous Data Analysis Plan derived from the FDA's MAQC project, designed to analyse causes of variability in predictive biomarkers. We apply the framework on models that identify tissue of origin on 787 Whole Slide Images from the Genotype-Tissue Expression (GTEx) project. We test 3 different deep learning architectures (VGG, ResNet, Inception) as feature extractors and three classifiers (a fully connected multilayer, Support Vector Machine and Random Forests) and work with 4 datasets (5, 10, 20 or 30 classes), for a total 53000 tiles at 512 × 512 resolution. We analyze accuracy and feature stability of the machine learning classifiers, also demonstrating the need for random features and random labels diagnostic tests to identify selection bias and risks for reproducibility. Further, we use the deep features from the VGG model from GTEx on the KIMIA24 dataset for identification of slide of origin (24 classes) to train a classifier on 1060 annotated tiles and validated on 265 unseen ones. The DAPPER software, including its deep learning backbone pipeline and the HINT (Histological Imaging -Newsy Tiles) benchmark dataset derived from GTEx, is released as a basis for standardization and validation initiatives in AI for Digital Pathology.
Introduction 16 The rise of artificial intelligence (AI) methods for health data has soon crossed paths 17 with disease complexity: patient cohorts are most frequently an heterogeneous group of 18 subtypes diverse for disease trajectories, with highly variable phenotypes characteristics 19 in terms of phenotypes (e.g. bioimages by radiology or pathology), response to therapy, 20 clinical course, thus a challenge for machine-learning based prognoses. Nevertheless, the 21 increased availability of massive annotated medical data from health systems and a 22 rapid progress of machine learning frameworks has led to high expectations about the 23 impact of AI on challenging biomedical problems [1] . 24 In particular, Deep Learning has overcome ad-hoc pattern recognition methods in 25 the analysis of Medical Images (MI), getting close to expert accuracy in the diagnosis of 26 skin lesions [2, 3] or classification of colon polyps [4, 5] , and expanding diagnostic options 27 in radiomics [6] and in many other areas. Deep learning refers to a class of machine 28 learning methods that model high-level abstractions in data through the use of modular 29 architectures, typically composed by multiple nonlinear transformations estimated by 30 training procedures. Notably, deep learning architectures based on Convolutional 31 Neural Networks (CNNs) hold state-of-the-art accuracy in numerous image classification 32 tasks without prior feature selection. Further, intermediate steps in the pipeline of 33 transformations implemented by CNNs or other deep learning architectures can provide 34 a mapping (embedding) from the original feature space into a deep feature space. Of 35 interest for medical diagnosis, deep features can be used for interpretation of the model 36 and can be directly employed as inputs to other machine learning models. 37 Deep learning methods have been applied to analysis of histological images for 38 diagnosis and prognosis. Mobadersany and colleagues [7] combine in the SCNN 39 architecture a deep learning CNN with traditional survival models to learn 40 survival-related patterns from histology images, predicting overall survival of patients 41 diagnosed with gliomas. Predictive accuracy of SCNN is comparable with manual 42 histologic grading by neuropathologists. Further, by incorporation of genomic variables 43 for gliomas in the model, the extended model significantly outperforms the WHO 44 paradigm based on genomic subtype and histologic grading. Similarly, deep learning 45 models have been successfully applied to histology for colorectal cancer [8] , gastric 46 cancer [9] and breast cancer [10] . 47 As human assessments of histology are subjective and hard to repeat, computational 48 analysis of histology imaging within the information environment generated from a 49 digital slide (digital pathology) and advances in scanning microscopes have already 50 allowed pathologists to gain a much more effective diagnosis capability and dramatically 51 reduce time for data sharing. Starting from the principle that underlying differences in 52 the molecular expressions of the disease may manifest as tissue architecture and nuclear 53 morphologic alterations [11] , it is clear that automatic detection of disease 54 aggressiveness and patient subtyping has a key role aiding therapy in cancer and other 55 diseases. Digital pathology is in particular a key tool for the immunotherapy approach, 56 which stands on the characterization of Tumor Infiltrating Lymphocytes (TILs) [12] .
Indeed, quantitative analysis of the immune microenvironment by histology is crucial for 58 personalized treatment of cancer [13, 14] , with high clinical utility of TILs assessment for 59 risk prediction models, adjuvant, and neoadjuvant chemotherapy decisions, and for 60 developing the potential of immunotherapy [15, 16] . Digital pathology is thus a natural 61 application for machine learning, with the promise of aiding in routine reporting and 62 standardizing results across trials. Notably, deep learning features learned from digital 63 pathology scans can improve validity and robustness of current clinico-pathological 64 features, up to identifying novel histological patterns, e.g. from TILs.
65
On the technical side, usually deep learning models for digital pathology are built 66 upon architectures originally aimed at tasks in other domains and trained on 67 non-medical datasets. This is a foundational approach in machine learning, known as 68 transfer learning. Given domain data and a network pre-trained to classify on huge 69 generic databases (e.g. ImageNet, with over 14 million items and 20 thousand 70 categories), there are three basic options for transfer learning, i.e. to adapt the classifier 71 to the new domain: a) train a new machine learning model on the features preprocessed 72 by the pre-trained network from the domain data; b) retrain only the deeper final layers 73 (the domain layers) of the pre-trained network; c) re-train the whole network starting 74 from the pre-trained state. A consensus about the best strategy to use for medical 75 images is still missing [17, 18] .
76
In this study we aim to address the issue of reproducibility and validation of 77 machine learning models for digital pathology. Reproducibility is a burning concern in 78 biomarker research [19] , and in science in general [20] , with scientific communities, 79 institutions, industry, and publishers struggling to foster adoption of best practices, 80 with initiatives ranging from enhancing reproducibility of high-throughput 81 technologies [21] to improving the overall reuse of scholarly data and analytics solutions 82 (e.g. the FAIR Data Principles [22] ). As an example, the MAQC initiative [23, 24] , is led 83 by the US FDA to investigate best practices and causes of variability in the 84 development of biomarkers and predictive classifiers from massive omics data (e.g. all built on training data only, before testing on unseen validation data. This approach 89 helps mitigating the risk of selection bias in complex learning pipelines, where the bias 90 can be born in one of many preprocessing steps as well as in the downstream machine 91 learning model. Further, it clarifies that increasing task difficulty is often linked to a 92 decrease in accuracy measures and also of stability of the biomarker lists [25] . Notably, the DAP estimates are provided in this paper only for the downstream 131 machine learning head in section (C); whenever computational resources are available, 132 the DAP can be expanded also to section (B). Here we kept as a separate problem the 133 model selection exercise on the upstream deep learning backbone in order to clarify the 134 change of perspective with respect to optimization of machine learning models in the 135 usual training-validation setting.
136
As a second experiment, in order to study the DAPPER framework in a transfer 137 learning condition, we use the deep features from the VGG model trained on HINT on 138 the 1300 annotated tiles of the KIMIA24 dataset [29] to identify in this case the slide of 139 origin (24 classes). The images used to train the models were derived from the Genotype-Tissue Expression 163 (GTEx) Study [28] . The study collects gene expression profiles and whole-slide images 164 (WSIs) of 42 human tissues histologies used to investigate the relationship between staining (H&E), tissue samples were scanned using a digital whole slide imaging system 170 (Aperio) and stored in .svs format [33] .
171
A custom Python script was used to download 787 WSIs through the Biospecimen 172 Research Database (total size: 192 GB, average 22 WSIs for each tissue). The list of the 173 downloaded WSIs is available in S1 Supplement Table S1 . 174 A data preprocessing pipeline was developed to prepare the WSIs as training data 175 (see Figure 2 ). The WSIs have a resolution of 0.275 µm/pixel (Magnification 40X) and 176 variable dimension but the region interested by the tissue is only a portion of the WSI, 177 which varies across the samples. Hence first we identified the region of the tissue in the 178 image (see Fig 2) , then we extracted at most 100 tiles (512 × 512 pixel) from the WSIs, 179 by randomly sampling the tissue region. We applied the algorithm for the detection of 180 the tissue region (see Fig 2) on each tile and rejected those where the portion of the 181 tissue was below 85%. A total number of 53727 tiles was extracted, with a number of 182 tiles per tissue varying between 59 (for Adipose -Visceral (Omentum)) and 2689 (for Four datasets (HINT5, HINT10, HINT20, HINT30) have been derived with 185 increasing number of tissues for a total of 52 991 tiles (see S1 Supplement Table S2 for 186 details). We refer to the four sets as the HINT collection, or the HINT dataset in brief. 187 We choose the five tissues composing HINT5 starting from exploratory experiments, 188 while the other datasets were composed including the tissues with higher number of tiles. 189 The class imbalance is accounted for by weighting the error on predictions. In detail, 190 the weight w of the class i used in the cross entropy function is computed as: 191 w i = n max /n i , where n max is the number of tiles in the class with more tiles and n i is 192 the number of tiles in the class i. generalization capabilities of the network preventing overfitting and is performed each 197 time the tile is loaded, so that the resulting input image is different at each epoch. Such 198 randomized transformations were found to increase concordance of prognostic accuracy 199 of the deep learning SCNN architecture with that of baseline models based on combined 200 molecular subtype and histologic grade [7] . In addition, the tile is cropped to a fixed 201 size, which is dependent on the type of backbone network.
202
Deep learning architectures and training strategies 203 We tested three backbone architectures commonly used in computer vision tasks (see 204 The feature extraction layers of each backbone network is obtained as the output of 209 an end-to-end pipeline composed of four main blocks (see Fig 1, B) : (both implemented in scikit-learn, v0.19.1) and a fully connected head (FCH), i.e. a 223 series of fully connected layers. Inspired by [7] , our FCH consists of four dense layers 224 with 1000, 1000, 256 and # tissue classes nodes, respectively. The feature extraction 225 block was initialized with the weights already trained on the ImageNet dataset [26] , 226 provided by PyTorch (v0.4.0) and freezed. Training also the weights of the feature 227 extraction block improves accuracy (see S1 Supplement Table S3 ). However, these 228 results were not validated rigorously within the DAP and therefore they not are not 229 claimed as generalized in this study.
230
For the optimization of the other weights (Adapter and FCH) we used the Adam 231 algorithm [38] with the learning rate set to 10 −5 and fixed for the whole training. We 232 used the cross entropy as loss function, which is appropriate for multi-class models. 233 The strategy to optimize the learning rate was selected based on results of a 234 preparatory study with the VGG network and HINT5. The strategy approach with 235 fixed learning rate achieved the best results (see S1 Supplement Table S4 ) and was 236 therefore adopted in the rest of the study. The UMAP multidimensional analysis method [41] was applied to project the features 274 extracted onto a bi-dimensional space, using the Python umap module. 
Results

287
Results of two digital pathology tasks in the DAPPER framework are listed in Table 4 288 for Matthews Correlation Coefficient (MCC) and Table 5 for Accuracy (ACC), 289 respectively. See also Fig 3 (a-b-c) for a comparison of MCC in internal cross-validation 290 with external validation.
291
All backbone-head pairs on HINT have MCC>0.7 with narrow CIs, with estimates 292 from internal validation close to performance on held-out test (Fig 3) . Agreement of 293 internal estimates with values on test set is a good indicator of generalization and 294 potential for reproducibility. All models reached their top MCC accuracy with 1000 295 features. On HINT5 and HINT10, the FCH neural network performs better than SVMs 296 and RF. As expected, MCC ranged close to 0 for random labels; random ranking for 297 increasing feature set sizes reached top MCC only for all features (tested for SVMs, 298 results not shown). The most accurate models both for training estimates and in validation were the 300 (ResNet,FCH) pair with MCC=0.883 on HINT5, the (VGG,FCH) pair on HINT10, the 301 (Resnet,SVM) on HINT20. Results on HINT30 are detailed in S1 Supplement Table S5 ; 302 on test, VGG-HINT30 reaches accuracy ACC= 61.8% and MCC=0.61. Performance 303 decreases for more complex multiclass problems. Notably the difficulty of the task is In the second experiment, we used the VGG with deep features from the VGG from 310 GTEx on the Kimia Path24 (KIMIA24) dataset [29] , where the task is identifying slide 311 of origin (24 classes). In the DAPPER framework, classifiers were trained on 1060 312 annotated tiles and validated on 265 unseen ones. Regardless of difference in image 313 types, VGG-KIMIA24 with both RF and SVM heads with ACC=43.4% (see Table 5 ), 314 improving on published results (ACC=41.8% ; [29] ). The FCH had lower accuracy, but 315 it should be taken into account that deep features and classifiers were trained on 1060 316 images only, compared to the 40513 used by Babaie and colleagues.
It is worth noting that transfer learning from ImageNet to HINT restricts training to 318 the Adapter and Fully Connected Head blocks. In one-shot experiments, MCC further 319 improves when the whole feature extraction block is retrained (see S1 Supplement Table 320  S3 ). However, the result still needs to be consolidated by extending the DAP also to the 321 training or retraining of the deep learning backbone to check for actual generalization. 322 The Canberra stability indicator was also computed for all the experiments, with 323 minimal median stability for ResNet-HINT20 ( Fig 5) . lists is generated, one list for each internal run of training in the nested cross-validation schema, each ranked with KBest. Canberra stability is computed as in [25] : lower stability is better.
The HINT Benchmark Dataset
325
As a second contribution of this study, we are making available the HINT dataset, 326 generated by the first section of tools in the DAPPER framework, as a benchmark 327 dataset for validating machine learning models in digital pathology. The HINT dataset 328 is currently composed of 53727 tiles at 512 × 512 resolution, based on histology from 329 GTEx. HINT can be easily expanded to over 78000 tiles, as for this study we used a 330 fraction of the GTEx images and at most 100 tiles from each WSI were extracted.
331
Digital pathology still misses a universally adopted dataset to compare deep learning 332 models as already established in vision (e.g. ImageNet for image classification, COCO 333 for image and instance segmentation). Several initiatives for a "BioImageNet" will 334 eventually improve this scenario. Histology data are available in the generalist 335 repository Image Data Resource (IDR) [42, 43] . Further, the International 336 Immuno-Oncology Biomarker Working Group in Breast Cancer and the MAQC Society 337 have launched a collaborative project to develop data resources and quality control 338 schemes on machine Learning algorithms to assess TILs in Breast Cancer.
339
HINT is conceptually similar to KIMIA24. However, HINT inherits from GTEx 340 more variability in terms of sample characteristics, validation of donors and additional 341 access to molecular data. Further, we used a random sampling approach to process tiles 342 excluding background and minimize human intervention in the choice and preparation 343 of the images.
344
Deep features 345 We applied an unsupervised projection on all the features extracted by VGG and 346 ResNet networks on all tissues tasks. In the following, we discuss an example for 347 features extracted by VGG on the HINT20 task, displayed as UMAP projection in 348 Fig 6; points are coloured for 20 tissue labels. The UMAP displays for the other tasks 349 are available in S1 Supplement Fig S1-S4 . The UMAP display is in agreement with the count distributions in the confusion 351 matrix (Fig 4) . The deep learning embedding separates well a set of histology types, The distributions of the activations for the top-3 deep features of the VGG-HINT10 357 backbone are displayed in S1 Supplement Fig S5. The top ranked deep feature (#668) 358 is clearly selective for Spleen. 359 The projection also shows an overlapping for tissues such as Ovary and Uterus, or 360 Vagina and Esophagus -Mucosa, or the two Esophagus histotypes, consistently with the 361 confusion matrix (Fig 4) .
362
Examples of five tiles from two well separated clusters, Muscle-Skeletal (ACC: While the aim of this paper is to introduce a framework for honest comparison of 369 models that will be used for clinical purposes rather than fine-tuning accuracy in this 370 experiment, it is evident that these tiles have morphologies that are hard to classify.
371
This challenge requires more complex models (e.g. ensembles) and a structured output 372 labeling, already applied in dermatology [2] . 373 Further, we are exploring the combination of DAPPER with image analysis 374 packages, such as HistomicsTK 375 (https://digitalslidearchive.github.io/HistomicsTK/ or CellProfiler [44] , to 376 extract features useful for interpretation and feedback from pathologists.
377
Conclusions
378
Digital pathology would greatly benefit from the adoption of machine learning, shifting 379 human assessment of histology to higher quality, non-repetitive tasks. Unfortunately, 380 there is no fast, easy route to improve reproducibility of automated analysis. The 381 adoption of the DAP clearly sets in a computational aggravation not usually considered 382 for image processing exercises. However, this is an established practice with massive 383 omics data [21] , and reproducibility by design can handle secondary results useful for 384 diagnostics and for interpretation. 385 We designed the DAPPER framework as a tool for evaluating accuracy and stability 386 of deep learning models, currently only backbone elements in a sequence of processing 387 steps, and possibly in the future end-to-end solutions. We choose as test domain H&E 388 stained WSIs for prediction of tissue of origin, which is not a primary task for trained 389 pathologists, but a reasonable benchmark for machine learning methods. Also, we are 390 aware that tissue classification is only a step in real digital pathology applications. 391 Mobadersany and colleagues [7] used a deep learning classifier to score and visualize risk 392 on the WSIs. Similarly, deep learning tile classification may be applied to quantify 393 histological differences in association to a genomic pattern, e.g. a specific mutation or a 394 high-dimensional protein expression signature. In this vision, the attention to model 395 selection supported by our framework is a prerequisite for developing novel AI 396 algorithms for digital pathology, e.g. for analytics over TILs.
