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1. INTRODUCTION 
In this paper, we establish some existence principles for nonlinear, nonresonant operator equa- 
tions, and we use these results to obtain existence principles for nonlinear, nonresonant, Fredholm 
integral equations. 
The paper is divided into two main sections. In Section 2, we discuss the operator equation 
y(t) = ('7 + r(t))Ly(t)  + Ny(t)  (1.1) 
defined on [0,T], with L : L2[0,T] --* X a linear operator, and N : X --* X possibly nonlinear, 
where X C L2[0,T] is either/.2[0,T], p :> 2 or C[0,T]. We present an existence principle which 
establishes the existence of a solution y E X of (1.1). En route to this result, the spectral theory of 
L : L 2 [0, T] --0 X is discussed under particular hypotheses, and using the Fredholm Alternative, 
we consider what conditions are required to ensure that the operator T : X --* X defined by 
Ty(t) := ( I  - (7 + v(t))L)y(t) (1.2) 
on [0,T], has a bounded inverse T -1 : X --. X. 
In Section 3, we apply the results of the previous section to obtain two existence principles for 
the Fredholm integral equation 
]0 T ]0 T y(t) = ('7 -I- T(t)) k(t, s)y(s) d8 -I- k(t, 8)f(8, y(s)) ds (1.3) 
on [0,T]. In particular, we consider what conditions are required on '7, % k, and f to first 
guarantee the existence of an LP[0,T] (p >_ 2) solution of (1.3), and second, the existence of a 
C[0, T] solution of (1.3). 
We conclude this section by stating some definitions and well-known results from the literature 
which will be used throughout the paper. Let I be an interval in R. 
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DEFINITION 1.1. A function f : I x R --~ R is a Carathdodory function if the following conditions 
hold: 
(i) the map t ~ f(t ,  y) is measurable, for all y E R, 
(ii) the map y ~ f(t ,  y) is continuous for almost all t E I. 
DEFINITION 1.2. A function f : I x R ~ R is an Lq-Carathdodory (q > 1) function ff the 
following conditions hold: 
(i) the map t ~ f(t ,  y) is measurable, for all y E R,  
(ii) the map y --* f(t ,  y) is continuous for almost all t E I, 
(iii) for any r > 0, there exists hr E Lg(I), such that ]f(t, y)[ < hr(t), for almost all t E I and, 
for all [Yl -< r. 
DEFINITION 1.3. An operator K : X ~ Y where X and Y are normed spaces, is completely 
continuous if for every bounded subset M of X,  the image K(M)  is relatively compact. 
THEOREM 1.1. 
(i) Let L : X ~ Y be a bounded operator, and K : Y ~ Z be a completely continuous 
operator, then KL  : X ~ Z is a completely continuous operator. 
(ii) Let K : X --* Y be a completely continuous operator, and L : Y ---* Z be a bounded, 
linear operator, then LK  : X --* Z is a completely continuous operator. 
(iii) The composition of two completely continuous operators is completely continuous. 
THEOREM 1.2. (NONLINEAR ALTERNATIVE). Let C be a convex subset of a normed linear 
space E, and let U be an open subset of C, with p* E U. Then every compact, continuous map 
G : U --~ C has at least one of the following two properties: 
(i) G has a fixed point, 
(ii) there is a x E OU, with x = (1 - A)p* + AGx, for some 0 < A < 1. 
2. NONRESONANT OPERATOR EQUATIONS 
In this section, we present an existence principle for the operator equation 
y(t) = (7 + v(t))Ly(t) + Ny(t) (2.1) 
defined on the compact interval [0, T]. Throughout this section, we assume that 
L : L 2 [0, T] ~ X 
is a linear operator, and 
N:X~X 
is possibly nonlinear, with X C L2[0, T] equal to either LP[0, T], p > 2, or C[0, T]. Our aim is to 
establish conditions under which (2.1) has a solution y E X. 
We proceed to the existence principle in two steps. First, we examine the linear operator 
L : L2[0,T] --* X C L2[0,T]. In particular, we discuss the case when L is a linear, completely 
continuous, self-adjoint, nonnegative operator. The spectral theory of such operators is well 
known and is covered extensively in the literature, therefore, we just state the main results. 
Second, we turn our attention to the linear operator T : X --* X defined by 
Ty(t) := (I  - (~ + "r(t))L)y(t) (2.2) 
on [0, T], where L exhibits the properties just described above. Using the Fredholm Alternative, 
we present conditions under which T has a bounded, linear inverse T -1 : X --* X. 
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On completion of these steps, the application of a nonlinear alternative of Leray-Schauder type, 
readily provides us with a solution y • X of (2.1). 
STEP 1. Suppose that 
L : L2[0, T] --* X C_ L2[0, T] is a linear, completely continuous, 
self-adjoint, nonnegative ((Ly, y) >_ O, for all y e L2[0,T]) operator 
(2.3) 
with L (u + i v) = L u + i L v (here u, v are real valued) and 
L u, L v real valued 
is true. 
NOTE. For x, y • L2[0, T], (x, Yl = f [  x(t)y(t)dr. Since L : L 2 [0, T] --* X is a linear, completely 
continuous, self-adjoint operator on an infinite-dimensional Hilbert space, we know from the 
spectral theory of such operators [1] that L has a countably infinite number of real eigenvalues Ai
(we say that A is an eigenvalue of L if there exists a nonzero ¢ • L2[0,T], such that ALe = ¢), 
with corresponding (real-valued) eigenfunctions ¢i which may be chosen to form an orthonormal 
basis for L2[0,T]. In addition, since L is a nonnegative operator, we see that Ai > 0, for all i. We 
can arrange the eigenvalues of L, such that 
0<A0_<A1 _<' " ,  
listed to multiplicity (see [2]). For simplicity in the statement of our results, we will assume for 
the remainder of this paper that the multiplicity of each eigenvalue Ai is one, and therefore, we 
have 
0 < ),0 < A1 < . . . .  (2.4) 
STEP 2. With L : L2[0,T] --* X C_ L2[0,T] satisfying (2.3), we now want to impose conditions 
on 7 • R and r • C[0,T], such that T : L2[0,T] ~ X as defined in (2.2), has a bounded, linear 
inverse. The proof relies on the Fredholm Alternative which we state for completeness. 
THEOREM 2.1. (FREDHOLM ALTERNATIVE). (See [3, p. 443].) Let L : Y -~ Y be a linear, 
completely continuous operator on a normed space Y, and let A • R. Then 
- xLy  = x (2 .5)  
has a solution y E Y for every x E Y, if and only ff the homogeneous equation 
y - ALy = 0 (2.6) 
has only the trivial solution y = O. In this case, the solution of(2.5) is unique and I -  AL : Y -* Y 
has a bounded, linear inverse. 
A special ease of the result we wish to prove which is perhaps more familiar to the reader, 
occurs when r -- 0 in (2.2) giving 
Ty(t) = (I - 7L)y(t) (2.7) 
defined on [0, T]. If we choose 7 to satisfy 
Xi < 7 < X~+I, for some i E {-1,0,1,2 . . . .  }, where Xi and Xi+l 
are two consecutive eigenvalues of L (as described in (2.4)), (2.8) 
[we use the convention that A-1 = -co] 
it follows easily from the Fredholm Alternative that I - 7L has a bounded, linear inverse from 
X toX .  
82 M. MEEHAN AND D. O'R~.GAN 
For the more general case of T given by (2.2), we introduce conditions of the form 
there exists r E C[0, T], such that 7 + Tit) _< Ao, for all t E [0, T], 
~0 T (2.9) with ¢2(t) [Ao - (7 ~- T(t))] dt > 0 
and 
there exists r E C[0,T], such that for some m _> 1, 
Am-1 ~ 7 + r(t) _< Am, for all t e [0, T], 
with ¢~(t )  [,~m - (7 + r(t))] dt > 0 (2.10) 
and ¢~_1(t )  [),m-1 - (7 + r(t))l dt < O. 
(Here the A~ and ¢i are as defined above. Also, recall that for simplicity in the statements ofour 
results, we are assuming that the multiplicity of each eigenvalue is one.) 
REMARK 2. i. For the general case when A0 has multiplicity k, the eigenvalues may be listed as 
0<A0- -A i  . . . . .  Ak- l<Ak_<.. . ,  
and the analogue of (2.9) in this situation is 
there exists 7- E C[0, T], such that 7 % 7-(t) _< A0, for all t E [0, T], 
and if y = CoCo +... + ck-1¢k-l, (Co,..., ck-i constants), satisfies 
jr0 T (2.11) (y, Ly )  - (7 + r ( t ) ) (LY( t ) )  2 dt  = O, 
then Co . . . . .  ck -1  = O. 
Notice that (2.11) is trivially satisfied if ~- _= 0 and 7 < A0. 
REMARK 2.2. Similarly one can write an analogue of (2.10) in the general case. Suppose for 
some m > 1, Am-1 has multiplicity k, that is 
0 <~ ~m-1 . . . . .  ~m+k-2 < )~m+k-l~ 
and suppose that Am+k-1 has multiplicity r, then the eigenvalues may be listed as follows: 
0 ~ Am-1 . . . . .  Am+k-2  <~ Am+k- I  . . . . .  Am+k+r-2  <C Arn+k+r-1 <C . . . .  
The analogue of (2.10) in this situation is 
there exists v E C[0,T], such that for some m > 1, 
Am-i _< 7 + r(t) < Am+k-l, for all t e [0, T], 
and if u = Cm_11~m_ 1 -Jr- • • • -{- Cm+k_a~rn+k_ 2 and 
?J = Crn+k_l l~m+k_l  -}-. . .  + Cm+k+r-21~rn+k+r-2, 
(C~-1,. . . ,  C~+k+r-2 constants) satisfy 
- (u, Lu)  - (7  + r ( t ) ) (Lu(t ) )  ~ dt = O, 
then Cm_ 1 = • • • = Cm+k+r-2 = O. 
Notice that (2.12) is trivially satisfied if I" _= 0 and Am-1 < 7 < Am+k-x. 
We are, in essence, permitting 7+r  to equal a particular eigenvalue (or eigenvalues) on a proper 
subset of [0, T]. We now show however that with a more subtle argument than that described 
above for (2.7), the result for (2.2) also follows from the Fredholm Alternative. 
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THEOREM 2.2. Let X C_ L2[0,T] be equal to either/_)'[0,T], p _> 2, or C[0,T], and suppose 
L : L2[0, T] ~ X satiMies (2.3). In addition, assume that ei ther  (2.9) or (2.10) holds. Then 
Ty(t) = (I  - (7 + r(t))L)y(t)  
defined on [0,T], has a bounded,/ineRt inverse, T -1 : X --* X. 
REMARK 2.3. Again, for simplicity, we are assuming that the eigenvalues of L have multiplicity 
one. For the general case, that is, when the eigenvalues of L do not necessarily have multiplicity 
one, conditions (2.9) or (2.10) may be replaced witho(2.11) or (2.12), respectively. 
PROOF. Since L satisfies (2.3) and ~- E C[0, T], we have that (7 + 7)L : X --* X is a linear, 
completely continuous operator on the normed space X. The result will follow from Theorem 2.1 
if we show that 
Ty = 0 implies that y = 0 (2.13) 
is true. 
CASE 1. Suppose (2.9) is true. If 
Ty = (I - (7 + r )L)y = O, 
then 
that is, 
or equivalently, 
<(I - (7 + r)L)y, Ly> = O, 
But writing oo 
Y = Z ~¢*' where ci = (y, ¢~> 
i----0 
we have from (2.14), (2.9), and (2.4) that 
0 >_ (y, Ly) - Ao (Ly(t)) 2 dt = Z ~ - Ao Z 
/=0 /=0 
(y, Ly) - ((7 + "r)Ly, Ly) = O, 
£ (y, Ly) - (.y + r(t))(Ly(t))  2dt = o. 
co Ci~i 
and Ly= E A~ ' 
i=0 
oo 
=  ,ol 
,=o t - -XF . I  -- o, 
(2.14) 
which implies that ci -- 0 for i = 1,2, . . . .  Therefore, y = CoCo and (2.14) becomes 
fT  ~/,~02(t) fo T .. . .  ~O,/)02(t) fo T [~0-  ("Y "~-T(t))] dr, O=jo Wo dr- ('y+ rt , dt= 
which using (2.9), gives co = 0. In summary, if Ty = 0 and (2.9) holds, then y = 0 and (2.13) is 
proved. 
CASE 2. Suppose that (2.10) is true. Note that L2[0,T] = fl ~ fl±, where fl = span{~bo,..., 
era-l}. Since y e X C L2[0,7~, let y = u + v with 
m--I co 
u= ~c~¢,, v=Zc,¢ , ,  and c,=(y,~P,) .  
i=0  i=m 
Also Ly = Lu + Lv with 
m-1 oo Ci~i . 
nu=Z c~¢i and nv= Z Ai 
i=O )~i i--m, 
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Ty = ( I  - (7 + r)L)y = u + v - (7 + r)Lu - (7 + r)Lv = O, 
(u + v - (7 + r)Lu - (7 + r)Lv, Lv - Lu) = O. (2.15) 
But (u, Lv) = (v, Lu) = O, and 
((7 + ~)Lv, Lu) - ((7 + ~)Lu, Lv) = 0. 
Consequently, (2.15) reduces to 
[(v, Lv) - ((7 + r)Lv, Lv)] - [(u, Lu) - ((7 + r)Lu, Lu)] = O, 
or equivalently 
Now (2.16), (2.10), and (2.4) imply that 
- - 
>0,  
iffim if0 A~ J -- 
which in turn means that ci = 0 for i = 0 , . . . ,  m-2 ,  ra + 1, . . . .  Therefore, y = cm_ 1 On- t  + c,nCm 
and (2.16) becomes 
/; [ ] / ;  [ 0 2 2 ,Am -- (7 + r(t))  dt - m_l@m_l(t)  dt, C2 2 Am-1 - (7 + r(t)) l  = cream(t) Ak ] 
which using (2.10) gives cm-1 =em = 0. In summary, i f Ty  = 0 and (2.10) holds, then y = 0 and 
(2.13) is proved. Therefore, we have shown that whether (2.0) or (2.10) holds, (2.13) is true and 
the theorem is proved. II 
We are now in a position to present an existence principle for (2.1). 
THEOREM 2.3. Let X C_ L2[0, T] be equal to either LP[0, T], p > 2 or C[0, T], with norm denoted 
by II.l lx. Suppose that 
N : X --+ X is a continuous and completely continuous operator (2.17) 
is true, L : LI[0,T] -+ X satisfies (2.3), and either  (2.9) or (2.10) holds. In addition, suppose 
that there ex i ts  a constant M > 0, independent of A, such that IlYilx ~ M for any solution 
yEX of 
y(t) = (7 + ~(t))Ly(t) + ANy(t) 
defined on [0,T], for each A E (0, 1). Then (2.1) has at least one solution y E X.  
NOTE. Remark 2.3 also applies here. 
PROOF. Defining T : X ~ X as in (2.2), we can rewrite (2.1) as 
Ty(t) = Ny(t),  on [0, T]. (2.18) 
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Since L satisfies (2.3) and either (2.9) or (2.10) holds, we have from Theorem 2.2 that T -1 ' 
X --, X exists and is linear and bounded. Thus, we can rewrite (2.18) as the fixed point problem 
y(t) = T-1Ny(t) ,  on [0, T]. 
Define the operator G : X --* X by 
Gy(t) := T-1Ny(t) ,  on [0, T], 
and by Theorem 1.1, G is continuous and completely continuous. Apply the Nonlinear Alternative 
with C = E = X, p* = 0, U = (y • X : IlYlIx < M}, and G as defined above. Condition (ii) 
cannot occur, therefore, G has a fixed point in U, or equivalently (2.1) has a solution y • X. | 
In an attempt o highlight the main idea used in this section, we close with an existence 
principle for the general operator equation of the form 
Ty(t) = Yy(t) ,  (2.19) 
defined on [0,T], with T ,N  : X ~ X, where X is a normed space. 
THEOREM 2.4. Let X be a normed space with norm denoted by I[.[[x, and suppose that 
T : X --* X is a linear, completely continuous operator, 
and Ty = 0 has only the trivial solution y = 0 
(2.20) 
and 
N : X --* X is a continuous and completely continuous operator (2.21) 
hold. In addition, suppose that there exists a constant M > O, independent of A, such that 
HY[[x ~ M for any solution y • X of 
Ty(t) = )~Ny(t), 
on [0,T], for each A • (0, 1). Then (2.19) has at /east  one solution y • X.  
PROOF. By Theorem 2.1, T has a bounded linear inverse T -1 : X ~ X, therefore, (2.19) can be 
written as 
y(t) = T-1Yy( t ) ,  on [0,T]. 
By Theorem 1.1, G : X --* X defined by Gy(t) := T-1Ny(t )  is continuous and completely 
continuous. The proof follows from the Nonlinear Alternative with C = E = X, U = {y • X : 
[[Y[Ix < M}, p* = 0, and G as defined above. | 
3. NONRESONANT INTEGRAL EQUATIONS 
We are primarily interested in proving the existence of solutions of Fredholm integral equations, 
therefore, we devote this section to applying the results of Section 2 to this purpose. In particular, 
we wish to study the integral equation 
T f T + r(t)) fjo k(t, s)y(s) ds + k(t, s)f(s, y(s)) ds (3.1) y(t) 
defined on [0, T]. We present wo existence principles, one of which establishes the existence of a 
solution y e LP[0,T], p _> 2, of (3.1), the other the existence of a solution y • C[0,T] of (3.1). 
Since we want to utilize Theorem 2.3, we need to write (3.1) in the form of the operator 
equation (2.1). To do so, let 
gy(t) := k(t, s)y(8) as (3.2) 
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and 
Fy(t) := f(t ,  y(t)) (3.3) 
on [0, T]. Provided that K :  L2[0,T] - .  X and F :  X ~ L2[0,T], where X C_ L2[0,T] is either 
LP[0,T], p ~ 2, or C[0, T], we can define L : L2[0, T] --, X by 
/0" Ly(t) := Ky(t) = k(t, s)y(s) ds (3.4) 
and N : X ~ X by 
Ny(t) :-- KFy(t) = k(t, s)/(s, y(s)) ds, (3.5) 
enabling us to write (3.1) in its equivalent operator form 
y(t) = ('y + r(t))Ly(t) + Ny(t). (3.8) 
If under the relevant hypotheses on 7, T, k, and J, Theorem 2.3 with L and N defined as above, 
yields a solution y E X of (3.6), then clearly this is equivalent to saying that y E X is a solution 
of (3.1). 
We now present both existence principles. 
THEOREM 3.1. Suppose that k : [0,T] x [0,T] --* R satisfies 
(t,s) ~ k(t,s) is measurable, and for some p >_ 2, 
Ik(t,s)lP dt /2/p ds < c~, 
k(t, s) = k(s, t) almost everywhere on [0, T] × [0, T] (3.8) 
and 
{Ky, y) > O, for any y e L2[0, T] 
(where K is as defined in (3.2)). (3.9) 
Assume also that f : [0, T] x R -~ R satisfies 
f ( t, y) is a Carathdodory function and 
(3.10) f ( t ,y)  e L2[0,T], for y e LP[0,T], p > 2 
and e i ther  (2.9) or (2.10) hold. In addition, suppose that there exists a constant M > O, 
independent of A, such that 
(/0 IlYllp = ly(t)]P dt ~ M 
for any solution y E/F[O, T] of 
/o /o y(t) ---- (~/ + v(t)) k(t, s)y(s) ds + A k(t, s)j:(s, y(s)) ds (3.11) 
defined on [0,~,  for each A e (0, 1). Then (3.1) has at/east one solution y E LP[0,T]. 
NOTE. Remark 2.3 also applies here. 
PROOF. Since either (2.9) or (2.10) holds, the result will follow from Theorem 2.3 with X = 
/2[0,T] and ]l.llx = II.llp, if we prove that L = K : L2[0,T] --. /2[0,T] is well defined and 
satisfies (2.3), and N : LP[0,T] --, LP[0,T] is well defined and satisfies (2.17). Condition (3.8) 
ensures that K is self-adjoint and K is clearly nonnegative by (3.9). The remainder of the proof 
follows as in [4, Theorem 2.3]. | 
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THEOREM 3.2. Suppose that k : [0, T] x [0, T] ~ R satisfies (3.8), (3.9), 
kt(s) = k(t,s) e L2[0, T], for each t • [0,T] (3.12) 
and 
the map t ~ kt from [0,T] --* L2[0, T] is continuous; (3.13) 
and assume that 
f : [0, T] x R --* R /s  an L2-Carath~odory function, (3.14) 
and e i ther  (2.9) or  (2.10) hold. In addition, suppose that there exists a constant M > 0, 
independent of )~, such that  
I~1o = sup ly(t)] ~ M, 
$e[0,T] 
for any solution y e C[0,T] of (3.11) defined on [0,T], for each A e (0, 1). Then (3.1) has at least 
one solution y • C[0, T]. 
NOTE. Remark  2.3 also applies here. 
PI~OOF. The proof follows in a similar fashion to that  of the proof of Theorem 3.1. We refer the 
reader to [5,6] for details. Note in this case L :  L2[0,T] ~ C[0,T] and F :  C [0 ,~ --, L2[0,T]. | 
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