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Abstract
Band-limited functions f can be recovered from their sampling values (f (xi )) by means of it-
erative methods, if only the sampling density is high enough. We present an error analysis for
these methods, treating the typical forms of errors, i.e., jitter error, truncation error, aliasing error,
quantization error, and their combinations. The derived apply uniformly to whole families of spaces,
e.g., to weighted Lp-spaces over some locally compact Abelian group with growth rate up to some
given order. In contrast to earlier papers we do not make use of any (relative) separation condition
on the sampling sets. Furthermore we discard the assumption on polynomial growth of the weights
that has been used over Euclidean spaces. Consequently, even for the case of regular sampling, i.e.,
sampling along lattices in G, the results are new in the given generality.
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In a previous paper by the authors [9] it has been shown that the qualitative theory
of irregular sampling based on iterative reconstruction as developed by Feichtinger and
Gröchenig extends to locally compact Abelian groups, if properly reformulated. At the
same time the class of admissible weight functions has been enlarged to its natural limit,
i.e., to weight functions which are moderate with respect to submultiplicative weight
functions, satisfying the so-called Beurling–Domar (non-quasi-analyticity) condition.
Such a condition is indeed required in order to ensures the existence of non-zero band-
limited functions.
In the present paper we study various types of error estimates for these reconstruction
methods. Our theorems extend the corresponding earlier results in the literature, given for
the Euclidean n-space only, as in [8]. We will give qualitative estimates for the jitter error,
for the aliasing error, or truncation errors and combined errors. These error estimates apply
uniformly to large families of function spaces. Even for the Euclidean case our results
apply to cases which have not been covered previously. For example, sampling sets which
allow arbitrary clustering (as long as they are sufficiently dense) are now included, or
subexponential weight functions (such as x → exp(c|x|γ ) for some γ ∈ (0,1)), which
grow faster than any polynomial. The results are new even for the case of regular sampling
over locally compact Abelian (LCA) groups, i.e., for the case that the sampling values are
taken from some lattice in G (a discrete subgroup with compact quotient). Thus to our
knowledge they provide for the first time a detailed error analysis for Kluvanek’s sampling
theorem, which corresponds to Shannon’s sampling theorem in the context of LCA groups
(cf. [14]).
In order to fix notations let us summarize the situation. We shall consider functions f
over a locally compact Abelian (LCA) group G, the group law being written additively. As
usual the dual group Gˆ consists of characters (called the “pure frequencies” by engineers),
i.e., continuous mappings from G into the complex numbers, satisfying χ(x + y) =
χ(x)χ(y) and |χ(x)| = 1 for all x, y ∈ G, endowed with pointwise multiplication (and
uniform convergence over compact sets). We write dx and dγ for the Haar measures on
G and Gˆ, respectively. The spaces Lp(G) are defined as usual with respect to this Haar
measure. We refer to the books of Rudin [16], Folland [11], or Reiter [15] for generalities
on the theory of LCA groups and their Haar measures.
For a strictly positive function m we define the Banach space Lpm by
L
p
m(G)= {f | fm ∈Lp} =
{
f
∣∣ ‖f ‖p,m = (∫
G
|f (x)|pmp(x) dx
)1/p
<∞
}
.
For p =∞ the usual modification takes place. This way of generating weighted Lp-spaces
is more appropriate then the usual one (through a change of the measure), in order to group
families of weighted spaces as done below.
The space Cc(G) of all continuous, complex-valued functions on G with compact
support is contained in any of these spaces, and is dense if and only if p <∞. With the
usual rule (obtaining functionals via integration over G) the Banach space for Lpm(G) is
just Lp′′(G), with 1/p+ 1/p′ = 1 and m′ = 1/m. We write C0(G) for space of (bounded)m
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norm, and again Cc(G) is dense in C0(G). Its dual may be identified with M(G), the
bounded measures on G.
We shall consistently use the symbol w only for Beurling weight functions w :G→
[1,∞) which are assumed to be continuous and submultiplicative, i.e., w(x + y) 
w(x)w(y) for all x, y ∈G. For the sake of simplicity we will assume that w is symmetric,
i.e., that w(−x)=w(x) for all x ∈G throughout this paper.
For such weights the Banach space (L1w(G),‖ · ‖1,w) is a commutative Banach algebra
with respect to convolution, a so-called Beurling algebra [15]. Here the convolution over
G is defined for f,g ∈ Cc(G) as usual by f ∗ g(x)=
∫
G
g(x − y)f (y) dy .
A general weight m is called w-moderate, if it satisfies m(x + y) w(x)m(y) for all
x, y ∈ G. Both m = w itself and (due to the symmetry of w) m = 1/w are w-moderate
weights, but also wα , for any α ∈ [−1,1].
The spaces Lpm with moderate weights are translation invariant, i.e., each of the transla-
tion operators Lz, defined as Lzf (x) = f (x − z), is bounded on Lpm and ‖Lzf ‖p,m 
w(z)‖f ‖p,m. Due to the pointwise estimate |(f ∗ g)m|  |f |w ∗ |g|m one also has
L1w ∗ Lpm ⊆ Lpm. Altogether this implies that the spaces Lpm (for a fixed w) will be typi-
cal examples of the Banach spaces (B,‖ · ‖B) to which our error analysis applies.
As in [9], we make sure that our statements apply uniformly for the collection Bw of
all Banach spaces of functions (B,‖ · ‖B) on G which satisfy the following six conditions
with respect to some fixed Beurling weight w.
(B1) (B,‖ · ‖B) is a Banach space, continuously embedded into L1loc(G), i.e., for every
compact set K ⊆ G, there exists a constant CK > 0 such that
∫
K
|f (x)|dx 
CK‖f ‖B for all f ∈ B .
(B2) (B,‖ · ‖B) is solid, i.e., if f ∈ L1loc(G) (or f continuous for the case B = C0)
satisfies |f (x)| |g(x)| almost everywhere on G for some g ∈ B, then f ∈ B and
‖f ‖B  ‖g‖B.
(B3) B is invariant under translations, i.e., Lxf ∈B, for all f ∈ B , x ∈G.
(B4) The weight function w controls the operator norm of Lx on B , i.e., |||Lx |||B w(x),
or more explicitly
‖Lxf ‖B w(x)‖f ‖B, ∀x ∈G, f ∈ B. (1)
(B5) (B,‖ · ‖B) is a Banach convolution module over L1w(G), i.e.,
L1w ∗B ⊆ B and ‖g ∗ f ‖B  ‖g‖1,w‖f ‖B, for g ∈ L1w(G), f ∈B.
(B6) Cc(G) is dense in (B,‖ · ‖B).
Note that (B5) above is actually a consequence of (B4) and (B6) (via vector-valued
integration), but some of our statements are valid without (B6) as well.
In order to ensure the existence of a generalized Fourier transform as well as non-
zero band-limited functions in any B ∈ Bw we have to assume that the weight function
w satisfies the so-called Beurling–Domar condition (BD)∑
log
(
w(nx)
)/
n2 <∞ for all x ∈G,n
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For a given compact set Ω ⊂ Gˆ with non-void interior we define the space of Ω-band-
limited functions in B (with spectrum in Ω) by
BΩ = {f ∈ B | spec(f ) := supp(fˆ )⊆Ω},
where fˆ denotes the Fourier transform of f in the distributional sense (as tempered
distributions or ultradistributions, cf. [9] and [5] for details).
For any (B,‖ · ‖B) as above also Wiener amalgam spaces such as W(C0,B) are well
defined, with the natural norm for this space being the (global) B-norm of local control-
function x → ‖Lxk · f ‖∞ for some non-zero k ∈ Cc(G), cf. [5]. The Banach space
W(C0,B) is continuously embedded into both (B,‖ · ‖B) and C0(G), if B ⊆ Lp(G) for
some p <∞; hence convergence in W(C0,B) implies B-norm and uniform convergence.
The reader can find the definition of Wiener amalgam spaces (previously called Wiener-
type spaces, cf. [4]) such as W(Lp, l1)=W(Lp,L1) (with local Lp-norm and global L1-
behavior) in [5], as well as a listing of their basic properties; cf. also [12] or [13] and [10].
In order to avoid confusion let us note that the description of those amalgam spaces
requires the use of BUPUs (bounded uniform partitions of unity) which are supposed to
be fixed, while the partitions of unity given below are adapted to the sampling families.
The constants used below are given for a fixed norm on those amalgam spaces (using, e.g.,
a smooth BUPU).
2. Partitions of unity on G and operators
We summarize in this section various operators and (pointwise) estimates which are
relevant for the error analysis carried out later on.
Let X = (xi)i∈I be a discrete set of sampling points and U a neighborhood of identity
in G. It is called U -dense if
⋃
i∈I (xi + U) = G. Ψ = (ψi)i∈I is called a (non-negative)
partition of unity of size U associated with X if
(i) ψi is measurable and 0ψi(x) 1 for all i ∈ I ,
(ii) supp(ψi)⊆ (xi +U) for all i ∈ I (uniform size),
(iii) ∑i∈I ψi(x)= 1 for all x ∈G.
Of course, (ii) and (iii) imply that X has to be a U -dense family in G, cf. [4].
Remark. Note that we do not restrict our attention here to the use (of very useful) BUPUs,
i.e., bounded uniform partitions of unity, which have to satisfy an additional assumptions
concerning the bounded height of the covering induced by the supports of the functions
(ψi). This relaxation will allow us to handle also the situation of clusters, but prohibits the
use of simple equivalent (e.g., weighted &p-norms) over the families of sampling values
(f (xi)).
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metric) neighborhood U0 of the identity the local maximal function
f #(x)= sup
y∈U0
∣∣f (x + y)∣∣, (2)
and furthermore for any compact neighborhood U the local U -oscillation by
OscU f (x)= sup
z∈U
∣∣f (x − z)− f (x)∣∣. (3)
We will make use of the space CB defined by
CB = {f ∈ B | f continuous, f # ∈ B} (4)
with the norm ‖f ‖CB = ‖f #‖B . For the sake of comparison with other notations let us
mention that CB =W(C0,B) (with equivalent norms).
Assuming from now on U ⊆U0 the following pointwise estimates follow:
(f ∗ h)#(x) (|f | ∗ h#)(x), (5)
OscU(f ∗ h)(x)
(|f | ∗OscU h)(x). (6)
For a given partition of unity Ψ of size U we define the operator
SpΨ f =
∑
i∈I
f (xi)ψi,
which may be regarded as an irregular spline approximation of f . It is an important fact
for our analysis that it makes only use of the given sampling values (f (xi)). Since we need
them only for sufficiently dense sampling sets, so it is reasonable to assume from now on
that the assumption U ⊆U0 is no problem and implies |SpΨ f (x)| f #(x) for all x ∈G,
and thus by the solidity of B
‖SpΨ f ‖B  ‖f #‖B, ∀f ∈B. (7)
One more (elementary) pointwise estimate is of great use for our estimates:
|f − SpΨ f |(x)OscU f (x). (8)
The main results of [9] show that for given w and Ω there exist U =U(Ω,w) such that
it is possible to recover a band-limited function f ∈ BΩ from its sampled values on any
U -dense discrete subset X = (xi)i∈I of G by means of a series representation of the form
f =
∑
i∈I
f (xi)ei, (9)
where the family (ei)i∈I in L1w(G) has joint spectrum, i.e., supp(eˆi)⊆Ω0 for all i ∈ I , and
thus belongs to all space B ∈ Bw . The families (ei) are universal in the sense that they can
be constructed, given Ω,w and the sampling family X = (xi) only, but they can be used
for all B ∈ Bw .
From now on, for a given compact set Ω in Gˆ we fix the neighborhood of the identity
in G, say U0, such that the expression (9) holds true for any U -dense discrete subset
X = (xi)i∈I of G with U ⊆U0.
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the definition of certain approximation operators. They are the key ingredients for our
iterative reconstruction methods. They all grew out of attempts to discretize a convolution
relation of the form f = f ∗h in various different ways, trying to make use of the sampling
values of f only (instead of all of f ), respectively to make use of “atoms” (shifted copies
of h) only.
Let X = (xi)i∈I and Y = (yj )j∈J be two families of points in G, and Ψ = (ψi)i∈I
and Φ = (φj )j∈J two partitions of unity of size U associated with X and Y respectively.
At this point we assume that h ∈ L1w(G) is band-limited with spec(h) = Ω0. It follows
that h# ∈ L1w(G). As in [7], we consider the following approximations to the convolution
operator Ch :f → h ∗ f :
A1f = (SpΨ f ) ∗ h=
[∑
i∈I
f (xi)ψi
]
∗ h,
A2f = (DΨ f ) ∗ h=
∑
i∈I
〈f,ψi 〉Lxi h,
A3f =
(
D+Ψ f
) ∗ h=∑
i∈I
[
f (xi) ·
∫
ψi(x) dx
]
Lxih,
A4f =
[
DΦ(SpΨ f )
] ∗ h=∑
j∈J
[∑
i∈I
f (xi)
∫
(ψiφj )(x) dx
]
Lyj h.
As Cc(G) is dense in (B,‖ · ‖B) by assumption (B6), the solidity of (B,‖ · ‖B) ensures
that the partial sums of the series
∑
i∈I f (xi)ψi are (unconditional) norm convergent in
(B,‖ · ‖B) and even in CB. As a consequence the operators are well defined at least on CB
as convergent series in (B,‖ · ‖B).
The reconstruction methods described in [7] and [9] are based on the fact that the ap-
proximation operator A (which may be A1, A3 or A4, depending on the user’s preference)
satisfies |||A−Ch|||BΩ0 < 1 (where |||T |||BΩ0 stands for the operator norm on BΩ0 ), as long
as the sampling set X = (xi)i∈I is sufficiently dense. Hence an operator D defined as the
geometric sum based on (A− Ch) can be formed. Under the additional assumption that
hˆ= 1 on Ω—which will be assumed throughout this article—the iterations given by
φ0 =Af,
φn+1 = h ∗ φn −Aφn = (Ch −A)φn
lead to the following representation of f (as described in detail in [9]):
f =
∞∑
n=0
φn =
( ∞∑
n=0
(Ch −A)n
)
Af =:DAf,
as absolutely convergent series (due to the geometric convergence rate) with
∞∑
‖φn‖B 
( ∞∑
|||Ch −A|||nBΩ0
)
· ‖Af ‖B <∞ .n=0 n=0
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one may apply D to fc ∗ h and arrives at D(fc ∗ h) ∈ BΩ0 , just by starting the iteration
with fc instead of Af . As a matter of fact, a typical building block ei0 as it is used in (9) is
obtained by choosing as sequence c the unit vector of i0, i.e., with 1 at i0 and 0 elsewhere.
Alternatively, ei0 arises as limit of the iteration procedure, starting with ψi0 instead of Af .
We are going to discuss different kinds of errors that may occur in applications, and
will give error estimates which are independent not only from the individual f under
consideration, the sampling sets (only their density matters), and the partitions of unity
Ψ = (ψi)i∈I and Φ = (φj )j∈J in use, but even from the space (B,‖ · ‖B) to which f
belongs (or by which the error is measured), as long as it belongs to the class Bw , i.e.,
satisfies conditions (B1)–(B6) for some fixed w. A typical universal constant arising in
this context will be the L1w-norm of some function h ∈ L1w(G) satisfying hˆ(ω)≡ 1 for all
ω ∈Ω , clearly indicating that one will have larger constants for larger sets Ω and stronger
weights w.
3. Quantization error
When it comes to the reconstruction from sampling values exact sampling values are
often not available. Typically, additive noise may occur or only quantized version of such
data may be available. Therefore we study the effect of quantization (respectively round-
off) error on the reconstruction result.
We write f˜ (xi) for the quantized (or noisy) versions of the precise sampling value
f (xi), and consequently the reconstruction formula (9) yields an approximate reconstruc-
tion
∑
i∈I f˜ (xi)ei . The round-off error EROf is defined by
EROf = f −
∑
i∈I
f˜ (xi)ei .
Since for the estimate of the quantization error the sup-norm is the natural one we use
it in the following form.
Theorem 3.1. Given a compact set Ω in G and h ∈L1(G) with hˆ= 1 on Ω , there exists a
constant dh > 0 such that for the families (ei)i∈I obtained using h one has
‖EROf ‖∞ =
∥∥∥∥∑
i∈I
[
f (xi)− f˜ (xi)
]
ei
∥∥∥∥∞  dhσ,
for any f ∈ C0(G) with spec(f ) ⊆Ω and sampling values that are uniformly quantized
with step width  σ .
The proof of the above theorem depends on the following lemmas. The first one has
been proved in [9]. Both statements make use of the pointwise estimates (5) and (6) and
the solidity of (B,‖ · ‖B).
In the subsequent lemma we write D1 for the series expansion which is derived from
the approximation operator A1. The estimates are based on the fundamental inequalities
which we recall for the sake of completeness.
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(a) For any compact subset Ω of Gˆ, there exists C = C(Ω) > 0 such that
‖f #‖B  C(Ω) · ‖f ‖B, ∀f ∈BΩ. (10)
(b) For a given η > 0 there exists U1 ⊆U0 such that
‖OscU1 f ‖B  η · ‖f ‖B, ∀f ∈ BΩ0 . (11)
(c) For a given η > 0 there exists U ⊆U0 such that∥∥Osc#U f ∥∥B  η · ‖f ‖B, ∀f ∈BΩ. (12)
Lemma 3.3. Assume B ∈ Bw , and consider any approximation operator of the form A1 for
some sufficiently dense set X = (xi)i∈I . Then there exists a positive constant dh > 0 such
that for any (λi)i∈I with
∑
λiψi ∈B , the series ∑i∈I λiei is norm convergent in B and∥∥∥∥∑
i∈I
λiei
∥∥∥∥
B
=
∥∥∥∥D1
(∑
i∈I
λiψi ∗ h
)∥∥∥∥
B
 dh
∥∥∥∥∑
i∈I
λiψi
∥∥∥∥
B
<∞.
For dh we can take dh = |||D1|||BΩ0 ‖h‖1,w, where D1 =
∑∞
n=0(Ch −A1)n.
Proof. For f ∈ BΩ0 , estimate (8) gives∥∥(Ch −A1)f ∥∥B = ∥∥(f − SpΨ f ) ∗ h∥∥B  ∥∥OscU f ∗ |h|∥∥B  η‖f ‖B‖h‖1,w.
Choosing η < ‖h‖−11,w , we have ‖(Ch − A1)f ‖B  γ ‖f ‖B for some γ < 1 and all
f ∈BΩ0 . As in Lemma 4.1 of [9] this implies the operator norm estimate
|||Ch −A1|||BΩ0  γ < 1.
Hence the geometric series D1 =∑∞n=0(Ch − A1)n is a well defined operator on BΩ0 .
Setting
ei =D1(ψi ∗ h),
we obtain∥∥∥∥∑
i∈I
λiei
∥∥∥∥
B
=
∥∥∥∥∑
i∈I
λiD1(ψi ∗ h)
∥∥∥∥
B
=
∥∥∥∥D1
(∑
i∈I
λi(ψi ∗ h)
)∥∥∥∥
B
 |||D1|||BΩ0 ‖h‖1,w
∥∥∥∥∑
i∈I
λiψi
∥∥∥∥
B
= dh
∥∥∥∥∑
i∈I
λiψi
∥∥∥∥
B
. ✷
By choosing (B,‖ · ‖B)= (C0(G),‖ · ‖∞) we obtain the following corollary.
Corollary 3.4. There exists dh > 0 (depending only on the choice of h, which in turn
depends only on w and Ω) such that for any bounded sequence (λi)i∈I∥∥∥∥∑
i∈I
λiei
∥∥∥∥∞  dh‖λi‖∞ <∞.
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Lemma 3.3, for B = C0(G) we have
‖EROf ‖∞  dh
∥∥∥∥∑
i∈I
[
f (xi)− f˜ (xi)
]
ψi
∥∥∥∥∞  dhσ
∑
i∈I
ψi(x) dhσ <∞. ✷
4. The jitter error
The jitter error arises if the function is sampled at the incorrect instant x ′i instead of xi ,
or if the sampling positions are not precisely known, and the samples f (x ′i ) are used as the
input in the reconstruction algorithm. Then the resulting reconstruction takes the form
f˜ =
∑
i∈I
f
(
x ′i
)
ei
and the jitter error is the deviation of f˜ from the correct reconstruction
EJf = f − f˜ =
∑
i∈I
[
f (xi)− f
(
x ′i
)]
ei =D1
(∑
i∈I
[
f (xi)− f
(
x ′i
)]
(ψi ∗ h)
)
.
Assuming that the deviation from the correct sampling positions is not too large in a
uniform sense, one may hope that it is possible to control the influence of jitter error with
respect to the B-norm, for all band-limited functions f in B with a given spectrum. The
following theorem shows that this is indeed the case. Note that the sequences X′ = (x ′i )i∈I
do not have to be reconstruction sequences for the following theorem to be valid. On the
other hand, the result implies that uniform closeness of a family X′ to a family with re-
construction property inherits this property as well.
Theorem 4.1. Let X = (xi)i∈I be a U -dense set of sampling points in G. Then, for any
neighborhood V ⊂ U there exists a constant C = Ch(V,Ω0) such for V -close families
X′ = (x ′i )i∈I (i.e., satisfying xi − x ′i ∈ V for i ∈ I),
‖EJf ‖B  Ch(V,Ω0)‖f ‖B, ∀f ∈ BΩ.
More importantly, these constants Ch(V,Ω0) tend towards zero as V →{0}.
The proof of this theorem will be given below.
Remark. Using appropriate modifications the same statements can be made for the other
reconstruction operators instead of D1. We leave it to the interested reader to fill in the
necessary details.
Because two of the most important reconstruction algorithms described in [9] start with
spline approximations as a first step let us analyze the error arising in this step first.
Lemma 4.2. Let X = (xi)i∈I be a U -dense set of sampling points in G. For any neigh-
borhood V ⊆ U there exists some constant C = C(V ) such that for any X′ = (x ′i )i∈I ,
satisfying xi − x ′ ∈ V for all i ∈ I ,i
H.G. Feichtinger, S.S. Pandey / J. Math. Anal. Appl. 279 (2003) 380–397 389
∥∥∥∥∑
i∈I
[
f (xi)− f
(
x ′i
)]
ψi
∥∥∥∥
B
< C(V )‖f ‖B
for all f ∈BΩ and all B ∈ Bw . Moreover, C(V )→ 0 for V →{0}.
Proof. We are going to estimate the expression on the left-hand side by the function
SpΨ (OscV (f )). Indeed, it is obvious that the assumptions imply∣∣f (xi)− f (x ′i)∣∣OscV f (xi), ∀i ∈ I.
By the solidity assumption (B2) in combination with (7) we obtain∥∥SpΨ (OscV (f ))∥∥B  ∥∥Osc#V f ∥∥B.
It is therefore sufficient to ensure that ‖Osc#V f ‖B < ε‖f ‖B for all f ∈ BΩ0 . ✷
Proof of Theorem 4.1. For given Ω we choose a band-limited function h in L1w(G) such
that hˆ(γ )= 1 for γ ∈Ω . Then f = f ∗ h for all f ∈ BΩ . Using also Lemma 4.2 the jitter
error can then be estimated as follows:
‖EJf ‖B =
∥∥∥∥D1
(∑
i∈I
[
f (xi)− f
(
x ′i
)]
ψi ∗ h
)∥∥∥∥
B

∥∥(Osc#V f ) ∗ h∥∥B |||D1|||BΩ0  ∥∥Osc#V f ∥∥B‖h‖1,w|||D1|||BΩ0
 η · ‖h‖1,w|||D1|||BΩ0 · ‖f ‖B.
Thus the theorem holds true for C(V,Ω0)= η · ‖h‖1,w|||D1|||BΩ0 . ✷
5. The truncation error
This type of error appears when only local information is available. Hence we assume
that only the sampling values of f at the points xi contained in a compact set K ⊂G are
available. Using them we obtain a band-limited function fK ∈ BΩ0 , given by the (usually
finite) sum
fK =
∑
xi∈K
f (xi)ei .
The truncation error is then given by ET f = f − fK or
ET f = f −
∑
xi∈K
f (xi)ei =
∑
xi /∈K
f (xi)ei .
We prove two theorems concerning the truncation error. Showing that—independent of
the area of interest K—the relative truncation error over K can be made arbitrarily small
for all band-limited functions in B , with respect to their B-norm and uniformly over all
considered B-norms, if only samples from some “smeared” version of K are used. The
amount of smearing expressed by a compact set W can again be chosen independently
from the individual function of the Banach space B ∈ Bw . In [17], one can found explicit
estimates for the one-dimensional L2-case.
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and for any U -dense family X = (xi)i∈I , we have∥∥∥∥
[
f −
∑
xi∈K+W
f (xi)ei
]
1K
∥∥∥∥
B
 ε‖f ‖B, ∀f ∈BΩ.
Proof. Let K be any compact subset in G. We write
φK,W =
∑
xi /∈K+W
f (xi)ψi .
Then by Lemma 3.2(a) we see that
‖φK,W ‖B  ‖f #‖B  C(Ω0)‖f ‖B <∞ (13)
holds true for all K and W . Thus, for the global truncation error, we have
ET f =
∑
xi /∈K+W
f (xi)ei =
∑
xi /∈K+W
f (xi)D1(ψi ∗ h)
=D1
( ∑
xi /∈K+W
f (xi)ψi ∗ h
)
=D1(φK,W ∗ h).
Now we have to determine W so that the local truncation error on K , i.e., ET f · 1K , is
small and independent of K . By assumption on X, the geometric series
D1 =
∞∑
n=0
(Ch −A1)n
is absolutely convergent; thus for any given ε > 0 there exists s  1 such that the finite sum
Ds1 =
s∑
n=0
(Ch −A1)n
satisfies the condition∣∣∣∣∣∣D1 −Ds1∣∣∣∣∣∣BΩ0 < ε3C(Ω0)‖h‖1,w .
Then, the local truncation error on K is given by
ET f 1K =D1(φK,W ∗ h) · 1K
= [(D1 −Ds1)(φK,W ∗ h)]1K︸ ︷︷ ︸
I1
+Ds1
(
φK,W ∗ (h− k)
)
1K︸ ︷︷ ︸
I2
+Ds1(φK,W ∗ k)1K︸ ︷︷ ︸
I3
.
We consider I1 for the given s and use estimate (13) in order to compute
‖I1‖B =
∥∥(D1 −Ds1)(φK,W ∗ h)1K∥∥B  ∣∣∣∣∣∣D1 −Ds1∣∣∣∣∣∣B · ‖φK,W ∗ h‖B
 ε
[
3C(Ω0)‖h‖1,w
]−1
C(Ω0)‖h‖1,w‖f ‖B = ‖f ‖B · ε/3.
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∥∥Ds1f ∥∥B =
∥∥∥∥∥
s∑
n=0
(Ch −A1)nf
∥∥∥∥∥
B
.
Since f and f # both belong to B , we obtain
(Chf −A1f )#(x)= (f ∗ h− SpΨ f ∗ h)#(x)

(
2f # ∗ |h|)#(x) (2f # ∗ h#)(x), ∀x ∈G,
which ensures that∥∥(Chf −A1f )#∥∥B  2‖f #‖B‖h#‖1,w.
Repeating this process s times, we obtain∥∥Ds1∥∥B  2s‖f #‖B‖h#‖s1,w = Cs‖f #‖B. (14)
Combining (13) and (14), we have
‖I2‖B =
∥∥Ds1[φK,W ∗ (h− k)]1K∥∥B  C(Ω0)‖f ‖B∥∥(h− k)∥∥1,w  ‖f ‖B · ε/3
for all f ∈ BΩ and (h− k) sufficiently small, and independent of K and W .
Finally, we discuss I3. We write
T (f )=
[
f −
∑
i∈I
f (xi)ψi
]
∗ k,
where k ∈ L1w(G). We have
T (f )#(x)
(
2f # ∗ |k|)#(x) (2f # ∗ k#)(x);
hence
‖Tf ‖B  2‖k‖1,w · ‖f #‖B
which implies that∥∥(T jf )#∥∥
B
 2j‖k‖j1,w‖f #‖B = Cj1 ‖f #‖B
for all f and f # in B. Furthermore,
(Chf −A1f − Tf )# =
[(
f −
∑
i∈I
f (xi)ψi
)
∗ (h− k)
]#
 (OscW f )# ∗ |h− k|.
As in the Lemma 3.2(b), we get∥∥(Chf −A1f − Tf )#∥∥B  ∥∥(OscW f )#∥∥B∥∥(h− k)∥∥1,w  η‖f ‖B∥∥(h− k)∥∥1,w
for all f ∈ BΩ .
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(Ch −A1)m − T m = (Ch −A1 − T )
[
(Ch −A1)m−1T 0 + · · · + (Ch −A1)0T m
]
=
m−1∑
j=0
T j (Ch −A1 − T )(Ch −A1)m−j−1
holds and the above estimates provide
∥∥(Ch −A1)mφ − T mφ∥∥B =
∥∥∥∥∥
m−1∑
j=0
T j (Ch −A1 − T )(Ch −A1)m−j−1
∥∥∥∥∥
B

m−1∑
j=0
C
j
1
∥∥(Ch −A1 − T )(Ch −A1)m−j−1φ#∥∥B
 C(Ω0)
∥∥(h− k)∥∥1,w
m−1∑
j=0
C
j
1
∥∥(Ch −A1)m−j−1φ∥∥B
 C(Ω0)
m−1∑
j=0
C
j
1C
m−j−1
1
∥∥(h− k)∥∥1,w · ‖φ#‖B.
Setting Ts =∑sj=0 T j , we have
∥∥Ds1φ − Tsφ∥∥B =
∥∥∥∥∥
s∑
j=0
(Ch −A1)j φ − T jφ
∥∥∥∥∥
B
C
∥∥(h− k)∥∥1,w · ‖φ#‖B,
where C is a general constant, covering all constants of the previous calculations.
Combining these estimates we see that∥∥Ds1(φK,W ∗ k) · 1K∥∥B  ∥∥(Ds1 − Ts)(φK,W ∗ k)∥∥B + ∥∥Ts(φK,U ∗ k)1K∥∥B
 C
∥∥(h− k)∥∥1,w · ‖φK,W ∗ k‖B + ∥∥Ts(φK,U ∗ k)1K∥∥B
 C
∥∥(h− k)∥∥1,wd(W,Ω0)‖f ‖B‖k#‖1,w + ∥∥[Ts(φK,U ∗ k)]1K∥∥B.
Now, choosing k as the restriction of h to a compact set in G such that∥∥(h− k)∥∥1,w  ε3C‖k#‖1,wC(Ω0)
we obtain
‖I3‖ ε‖f ‖B/3 +
∥∥[Ts(φK,W ∗ k)]1K∥∥B.
With supp(k)⊆W , it can be seen that
Ts[φK,W ∗ k]1K = 0.
This completes the proof. ✷
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‖ET f ‖p  dh‖f ‖p,w · sup
x /∈K
w−1(x),
where
dh = |||D1|||p,w · ‖h‖1,w.
Proof. Since the support of
∑
i /∈IK f (xi)ψi is contained in
V = {x ∈G: x = xi + u, xi /∈K, u ∈ U},
we obtain by means of Lemma 5.2
‖ET f ‖p =
∥∥∥∥∑
i /∈K
f (xi)ei
∥∥∥∥
p
=
∥∥∥∥∑
i /∈K
f (xi)D1(ψi ∗ h)
∥∥∥∥
p
=
∥∥∥∥D1 ∑
i /∈K
f (xi)(ψi ∗ h)
∥∥∥∥
p
 |||D1|||BΩ0 ‖h‖p,w ·
∥∥∥∥∑
i /∈K
f (xi)ψi
∥∥∥∥
p
 dh
∥∥∥∥∑
i /∈K
f (xi)ψi
∥∥∥∥
p
 dh
∥∥f #1V ∥∥p = dh∥∥f #1V ww−1∥∥p  dh‖f #‖p,w sup
x /∈V
w−1(x),
which completes the proof. ✷
6. Aliasing error
If the reconstruction algorithm is applied to the samples f (xi) of a non-band-limited,
but at least a continuous function f , it generates a band-limited function
fA =
∑
i∈I
f (xi)ei
with spectrum in Ω0. Then the difference EAf = f − fA is called aliasing error. In order
to estimate EA we use again the space CB =W(C0,B) defined earlier. We will further
make use of the following result which is new even for the Euclidean case.
Theorem 6.1. Assume that Gˆ is σ -compact. Then there exists a bounded sequence h(k)
of band-limited functions in L1(G) (with ‖h(k)‖1  2) and a sequence U(k) of neigh-
borhoods of the identity such that for any choice of a U(k)-BUPU Ψ (k), the sequence of
reconstruction operators D(k)A(k) satisfies∥∥f −D(k)A(k)f ∥∥
p′ → 0,
whenever fˆ ∈W(Lp, l1), for some p ∈ [1,2].
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(1) For general dual groups Gˆ which are not σ -compact one has to use a bounded net of
reconstruction operators instead of the sequence (D(k)A(k))k0.
(2) If f ∈ Lpv (Gˆ), for some weight function v with 1/v ∈ Lp′(Gˆ), then fˆ ∈W(Lp, lpv )⊆
W(Lp, &1). In particular, Theorem 6.1 applies for any p ∈ [1,2] if G= Rd , |fˆ (x)|
C(1 + |x|)α, for some α > d .
The proof of Theorem 6.1 depends on the following lemmas.
Lemma 6.2. For any given weight w satisfying the BD-condition, there exists Cw > 0,
such that for any compact set Ω in Gˆ, there exists some band-limited h ∈ L1w(G) satisfying
‖h‖1,w  2Cw and hˆ(ω)= 1 on Ω .
Proof. The proof follows [2], using the following facts:
(1) There exists φ ∈ L1w(G), φˆ(ω) = 1 on Ω, because FL1w is a Wiener algebra in the
sense of Reiter [15].
(2) There exist bounded approximate units (ρβ)β∈J in L1w(G), of band-limited functions,
i.e., supρ ‖ρβ‖1,w  Cw . Since Gˆ is σ -compact one may assume that this is a se-
quence.
Due to these observations, we can find β0 such that ‖ρβ0 ∗φ−φ‖1,w < Cw. Setting ρ = ρβ0
and following [2], we have for
h= ρ + φ − ρ ∗ φ
hˆ(x)= 1 on Ω, since (1 − hˆ)(ω)= (1 − φˆ)(ω)(1− ρˆ)(ω)= 0 on Ω, and
‖h‖1,w  ‖ρ‖1,w + ‖φ − φ ∗ ρ‖1,w < Cw +Cw = 2Cw. ✷
Remark. Clearly one can choose Cw = 2 (even Cw = 1 + > for any > > 0) for the case
w(x)= 1.
Lemma 6.3. If Cc(G) is dense in B and B ⊆ C0(G), then for every f ∈ CB, OscU f ∈ CB
for a sufficient small U ∈ U(e) and ‖OscU f ‖CB → 0 for U →{e}.
Proof. Since |OscU f (x)| 2f #(x) for U ⊆U0, we have (OscU f )#  2f ## ∈B, by the
translation invariance and solidity of B; hence OscU f ∈ CB for f ∈ CB. Since Cc(G) is
dense in B , for a given η > 0 there exists some compact set K ⊆G such that∥∥f ##1Kc∥∥B < η/4,
hence∥∥(Osc#U f )1Kc∥∥ < η/2. (15)B
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such that ‖OscU f ‖∞ < η/(2‖1K‖B) and∥∥(Osc#U f )1K∥∥B  ‖OscU f ‖∞‖1K‖B < η/2. (16)
From (15) and (16), we infer that for any sufficiently small U ⊆U0∥∥Osc#U f ∥∥B  ∥∥(Osc#U f )1Kc∥∥B + ∥∥(Osc#U f )1K∥∥B < η. ✷
Proof of Theorem 6.1. Let Ωk be an increasing sequence of compact subsets in Gˆ with
Gˆ = ⋃Ωk . We choose h(k) according to Lemma 6.2 such that hˆ(k) = 1 on Ωk and
‖h(k)‖1  2. For h(k) we choose U(k) such that for every U(k)-BUPU Ψ (k) we have for
A(k)f = SpΨ (k) f ∗ h(k) (where A= A1 as in [9]) |||Ch(k) − A(k)|||p′ < 1/2. Then D(k) =∑∞
n=0(Ch(k) −A(k))n satisfies |||D(k)|||p′  2 and∥∥D(k)A(k)g∥∥
p′  3‖g‖p′ , ∀g ∈ Lp
′
(G),
because
|||A(k)|||p′  |||Ch(k)|||p′ + |||Ch(k) − a(k)|||p′  ‖h(k)‖1 + 1/2 2 + 1/2 < 3.
For any > > 0 and f with fˆ ∈W(Lp, l1), we may choose some k such that∥∥fˆ − fˆ 1Ωk∥∥W(Lp,l1) < ε/6,
and define fk by fˆk = fˆ 1Ωk . For given samples of f , we get fa =D(k)A(k)f . Using the
assumption B ↪→W(C, lp′ ) (e.g., if fˆ ∈W(Lp, l1) for all f ∈ B), we compute
‖EAf ‖B = ‖f − fa‖B =
∥∥fk + (f − fk)−D(k)A(k)fk −D(k)A(k)(f − fk)∥∥B
 ‖f − fk‖B + |||D(k)||| · |||A||| · ‖f − fk‖B,
because fk =D(k)A(k)fk . Combining these estimates we obtain
‖EAf ‖p′  6‖f − fk‖B < ε. ✷
7. Combined errors
Apparently, in typical applications the errors described in the previous sections may
occur simultaneously. Thus, it will be necessary to deal with the possible combinations
of these errors. In order to avoid multiple, but very similar arguments we describe in this
section the combination of jitter and aliasing errors on a locally compact Abelian group.
We prove the following:
Theorem 7.1. If f ∈ CB is sampled at points x ′i , i ∈ I , instead of xi and the reconstruction
algorithm yields
f˜ (x)=
∑
f
(
x ′i
)
ei,i∈I
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‖f˜ − f ‖B  ‖f − f ∗ h‖B + dh‖f − f ∗ h‖CB +C(U,Ω0)‖f ‖B,
where U , h ∈ L1w(G) and constants are taken from the previous theorems.
Proof. Combining the jitter and aliasing errors for the sample points x ′i , i ∈ I , we get
f˜ − f =
∑
i∈I
[
f
(
x ′i
)− (f ∗ h)(x ′i)]ei︸ ︷︷ ︸
I1
+
∑
i∈I
[
(f ∗ h)(x ′i)− (f ∗ h)(xi)]ei︸ ︷︷ ︸
I2
+
(∑
i∈I
(f ∗ h)xiei
)
− f
︸ ︷︷ ︸
I3
.
We have
‖I1‖B =
∥∥∥∥∑
i∈I
[
f
(
x ′i
)− (f ∗ h)(x ′i)]ei
∥∥∥∥
B
=
∥∥∥∥∑
i∈I
[
f
(
x ′i
)− (f ∗ h)(x ′i)]D1(ψi ∗ h)
∥∥∥∥
B
 dh
∥∥∥∥∑
i∈I
[
f
(
x ′i
)− (f ∗ h)(x ′i)]ψi
∥∥∥∥
B
 dh
∥∥(f − f ∗ h)#∥∥
B
= dh
∥∥(f − f ∗ h)∥∥CB.
We also have
‖I3‖B =
∥∥(f − f ∗ h)∥∥
B
.
Finally, we see that I2 is a jitter error of f ∗ h. Hence, as in the proof of Theorem 4.1, we
have
‖I2‖B =
∥∥EJ (f ∗ h)∥∥B =
∥∥∥∥∑
i∈I
[
(f ∗ h)(x ′i)− (f ∗ h)(xi)]ei
∥∥∥∥
B
=
∥∥∥∥D
(∑
i∈I
[
(f ∗ h)(x ′i)− (f ∗ h)(xi)](ψi ∗ h)
)∥∥∥∥
B
Ch(U,Ω0)‖f ∗ h‖B  Ch(U,Ω0)‖h‖1,w‖f ‖B.
Combining these estimates completes the proof of the theorem. ✷
Remarks.
(1) Even CB-norm estimates for B = Lp′(G) and f as in Theorem 7.1 are possible.
(2) The corresponding error estimates using the operators A2,A3 and A4 can be obtained
by similar arguments as for the theorems involving A1.
H.G. Feichtinger, S.S. Pandey / J. Math. Anal. Appl. 279 (2003) 380–397 397References
[1] A. Aldroubi, K. Gröchenig, Non-uniform sampling and reconstruction in shift-invariant spaces, SIAM
Rev. 43 (2001) 585–620.
[2] G.F. Bachelis, W.A. Parker, K.A. Ross, Local units in L∞(G), Proc. Amer. Math. Soc. 31 (1972) 312–313.
[3] H.G. Feichtinger, Banach convolution algebras of Wiener type, in: Proc. Conf. on Functions, Series,
Operators, Budapest 1980, in: Colloq. Math. Soc. János Bolyai, Vol. 35, North-Holland, Amsterdam, 1983,
pp. 509–524.
[4] H.G. Feichtinger, A characterization of minimal homogeneous Banach space, Proc. Amer. Math. Soc. 81
(1981) 55–61.
[5] H.G. Feichtinger, Generalized amalgams, with applications to Fourier transform, Canad. J. Math. XLII
(1990) 395–409.
[6] H.G. Feichtinger, K. Gröchenig, Banach spaces related to integrable group representations and their atomic
decompositions I, J. Funct. Anal. 86 (1989) 307–340.
[7] H.G. Feichtinger, K. Gröchenig, Irregular sampling theorems and series expansions of band-limited
functions, J. Math. Anal. Appl. 167 (1992) 530–556.
[8] H.G. Feichtinger, K. Gröchenig, Error analysis in regular and irregular sampling theory, Appl. Anal. 50
(1993) 167–189.
[9] H.G. Feichtinger, S.S. Pandey, Recovery of band-limited functions on a locally compact Abelian groups
from irregular samples, submitted; see http://www.mat.univie.ac.at/~nuhag/papers.
[10] H.G. Feichtinger, T. Werther, Robustness of minimal norm interpolation in Sobolev algebras, in: J.J. Ben-
edetto, A. Zayed (Eds.), Sampling, Wavelets and Tomography, Birkhäuser, 2002, ANHA-Series.
[11] G.B. Folland, A Course in Abstract Harmonic Analysis, CRC Press, Boca Raton, 1994.
[12] C. Heil, Wiener amalgam spaces in generalized harmonic analysis and wavelet theory, Ph.D. thesis,
University of Maryland (1990).
[13] C. Heil, An introduction to weighted Wiener amalgam spaces, in: Proc. Conf. Madras, January 2002, to
appear.
[14] I. Kluvanek, Sampling theorem in abstract harmonic analysis, Mat. Casopis Slov. Akad. Vied 15 (1969)
43–48.
[15] H. Reiter, I. Stegeman, Classical Harmonic Analysis and Locally Compact Groups, 2nd ed., Oxford
University Press, 2000.
[16] W. Rudin, Fourier Analysis on Groups, Wiley, New York, 1967.
[17] T. Werther, Reconstruction from irregular samples with improved locality, Master thesis, University of
Vienna (1999).
