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Abstract
In this paper, we characterize rank-1 preserving linear maps between nest algebras acting
on real or complex Banach spaces. As applications, we show that every weakly continuous
and surjective local automorphism (or, anti-automorphism) on a nest algebra with an addition-
al property is either an automorphism or an anti-automorphism; furthermore, every weakly
continuous and surjective local inner automorphism on such nest algebras is in fact an inner
automorphism.
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1. Introduction
Linear preserver problems represent one of the most active and fertile research
topics in the matrix theory during the past one hundred years (see the survey paper
[10]). In the last decade considerable attention has been also paid to similar questions
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for infinite dimensional spaces, that is, to linear preserver problems on operator al-
gebras (see the survey paper [1]). The linear preserver problems are to characterize
those linear maps on operator algebras in question which leave invariant some given
subsets, or relations, or functions. Often, the characterizations of such linear preserv-
ers reveal the algebraic structures, in many cases, they are in fact isomorphisms or
anti-isomorphisms.
Let X and Y be two Banach spaces over field F (F is real field R or complex field
C). DenoteB(X, Y ) (B(X), if X = Y ) the Banach space of all bounded linear oper-
ators from X into Y andF(X, Y ) (F(X), if X = Y ) the subspace of all finite rank
linear operators in B(X, Y ) (B(X), if X = Y ). For a linear subspace A ⊆ B(X),
a linear map  :A→ B(Y ) is called rank preserving if rank (A) = rank A for
every A inA, where the rank of an operator A is the dimension of its range.
One of the most important preserver problems concerns the rank. This is be-
cause many preserver problems may be reduced to the problem of rank preservers.
Therefore it is not surprising that there is a vast literature on linear maps preserving
rank (see, for example [1–3,6,8,10–12,15] as well as the references therein). But
for nest algebra case, very few preserver problems have been discussed by now. We
believe that the characterization of the rank-1 linear preservers is of basic impor-
tance for the discussion of preserver problems on nest algebras. The key role of
rank-1 preservativity can be seen in [13], where Ringrose proved that isomorphisms
between nest algebras acting on Hilbert spaces are rank-1 preserving, which is an
important step in his proof of the fact that every isomorphism between nest algebras
is spatial. Gilfeather and Moore [5] generalized this result to CSL algebras whose
subspace lattices are completely distributive (i.e., CDC algebras), they showed that,
for an isomorphism between CDC algebras, it is quasi-spatial if and only if it is
rank preserving. It is natural to ask how to describe the linear maps preserving
rank-oneness on nest algebras. Recently, Wei and Hou [15] discussed such linear
maps on nest algebras acting on Banach spaces under the assumption that the nests
are not continuous at two ends. The purpose of this paper is to give a further dis-
cussion of rank-1 preserving linear maps between nest algebras acting on Banach
spaces. We improve the results in [15] to general nests and give more concrete
characterizations of such linear maps. As applications of our results, we discuss
the local automorphisms (or, anti-automorphisms) and local inner automorphisms
on nest algebras acting on Banach spaces. We also correct several mistakes appeared
in [15].
A nest on X is a chain N of closed (under norm topology) subspaces of X
containing {0} and X, which is closed under the formation of arbitrary closed linear
span (denoted by ∨) and intersection (denoted by ∧). AlgN denotes the associated
nest algebra, which is the set of all operators T inB(X) such that TN ⊆ N for every
element N ∈N. When N /= {0, X}, we say that N is nontrivial. It is clear that if
N = {0, X}, then AlgN = B(X). We denote AlgFN = AlgN ∩F(X), the set
of all finite rank operators in AlgN. Relation “A ⊂ B” means that A is a proper
subset of B. For N ∈N, define N− = ∨{M ∈N | M ⊂ N} and N+ = ∧{M ∈
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N | N ⊂ M} and define 0− = 0 and X+ = X. For a closed linear subspace N in
X, write N⊥ = {f ∈ X∗ | 〈x, f 〉 = 0 for every x ∈ N}, where 〈x, f 〉 is the value of
functional f at x. Denote the sets D1(N) = ∪{N ∈N | N− /= X} and D2(N) =
∪{N⊥− | N ∈N, N /= 0}, here N⊥− = (N−)⊥. Note that, N⊥ = {N⊥ | N ∈N} is
a nest on X∗ if N is a nest on X. Let GL(AlgN) stand for the group of invertible
elements of AlgN. Two nestsN andM on X and Y , respectively, are called to be
similar if there exists an invertible operator S ∈ B(X, Y ) such that S(N) = {S(N) |
N ∈N} =M, i.e., the map θS defined by θS(N) = S(N) is a dimension preserving
order isomorphism from N onto M. Let x ∈ X and f ∈ X∗, the rank-1 operator
defined by y → 〈y, f 〉x will be denoted by x ⊗ f and x ⊗ f ∈ AlgN if and only
if there exists N ∈N such that x ∈ N and f ∈ N⊥− . Throughout this paper X and
Y will denote Banach spaces over F (= R or C) of dimension greater than 1;N and
M nests on X and Y , respectively.
This paper is organized as follows. Section 2 is devoted to a rather complete
discussion of rank-1 preserving linear maps between nest algebras acting on Banach
spaces. The main results are Theorems 2.5–2.7. Section 3 applies the results in Sec-
tion 2 to characterize local automorphisms and anti-automorphisms between nest
algebras. Let N be a nest on Banach space X. Under an additional condition that
0+ /= 0 or X is reflexive, we prove that every weakly continuous and surjective local
automorphism (or, anti-automorphism) on AlgN is either an automorphism or an
anti-automorphism (Theorem 3.1); furthermore, every weakly continuous and sur-
jective local inner automorphism on such a nest algebra is an inner automorphism
(Corollary 3.3). When N is an atomic nest on a Hilbert space, we show that every
weakly continuous and surjective local automorphism on AlgN is an automorphism
(Theorem 3.7).
2. Rank-1 preserving linear maps
In this section, we give a complete description of rank-1 preserving linear maps
between nest algebras acting on Banach spaces. Firstly we give a basic result which
extends a result of [15] to the general nest algebras.
Lemma 2.1. Let  : AlgFN→ B(Y ) be a linear map. Then  is rank-1 preserv-
ing if and only if one of the following holds:
(1) There exist injective linear transformationsA : D1(N) → Y andC : D2(N) →
Y ∗ such that (x ⊗ f ) = Ax ⊗ Cf for every x ⊗ f ∈ AlgFN.
(2) There exist injective linear transformationsA : D2(N) → Y andC : D1(N) →
Y ∗ such that (x ⊗ f ) = Af ⊗ Cx for every x ⊗ f ∈ AlgFN.
(3) There exists a linear map λ(·) from AlgFN into Y ∗ which is nonzero at every
rank-1 operator and a vector y0 ∈ Y such that (T ) = y0 ⊗ λ(T ) for every T ∈
AlgFN.
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(4) There exists a linear map δ(·) from AlgFN into Y which is nonzero at every
rank-1 operator and a functional g0 ∈ Y ∗ such that(T ) = δ(T ) ⊗ g0 for every
T ∈ AlgFN.
Proof. It is easily checked from [15, Lemma 2.2]. 
For rank preserving linear maps we have
Corollary 2.2. Let : AlgFN→ B(Y ) be a linear map. Then the following state-
ments are equivalent:
(1)  is rank preserving.
(2)  is rank-1 preserving and its image contains an operator of rank greater
than 1.
(3) Either (1) or (2) in Lemma 2.1 holds.
Proof. (1) ⇒ (2) ⇒ (3) is obvious. As to (3) ⇒ (1), assume that (1) of Lemma
2.1 occurs. For any rank-k operator F ∈ AlgFN, by [14], there exist two linear-
ly independent sets {xi | 1  i  k} ⊂ X and {fi | 1  i  k} ⊂ X∗ such that F =∑k
i=1 xi ⊗ fi and xi ⊗ fi ∈ AlgFN for 1  i  k. Since A and C are injective,
{Axi}ki=1 and {Cfi}ki=1 are linearly independent, too. So (F ) =
∑k
i=1 Axi ⊗ Cfi
is of rank-k. Hence  is rank preserving. If case (2) occurs in Lemma 2.1, similarly,
 may be easily checked to be rank preserving. 
Theorem 2.3. Let  : AlgFN→ B(Y ) be a bounded linear map preserving rank-
oneness. Then one of the following holds:
(1) There exist injective linear transformationsA : D1(N) → Y andC : D2(N) →
Y ∗ satisfying that A|N and C|M⊥− are bounded for every N,M ∈N with N− /=
X and M /= 0, respectively, and sup{‖A|N‖ · ‖C|N⊥− ‖ | N ∈N, N /= 0 and
N− /= X} < ∞, such that
(x ⊗ f ) = Ax ⊗ Cf for all x ⊗ f ∈ AlgFN.
(2) There exist injective linear transformationsA : D2(N) → Y andC : D1(N) →
Y ∗ satisfying that A|N⊥− and C|M are bounded for every N,M ∈N with N /=
0 and M− /= X, respectively, and sup{‖A|N⊥− ‖ · ‖C|N‖ | N ∈N, N /= 0 and
N− /= X} < ∞, such that
(x ⊗ f ) = Af ⊗ Cx for all x ⊗ f ∈ AlgFN.
(3) There exists a bounded linear map λ(·) from AlgFN into Y ∗ which is nonzero
at every rank-1 operator and a vector y0 ∈ Y such that (T ) = y0 ⊗ λ(T ) for
every T ∈ AlgFN.
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(4) There exists a bounded linear map δ(·) from AlgFN into Y which is nonzero
at every rank-1 operator and a functional g0 ∈ Y ∗ such that (T ) = δ(T ) ⊗ g0
for every T ∈ AlgFN.
Proof. By Lemma 2.1, we need only to prove that, in the case (1) (or, (2)), A|N
and C|M⊥− (or, C|N and A|M⊥− ) are bounded for every N,M ∈N with N− /= X and
M /= 0, respectively. Say that  has the form (1) of Lemma 2.1. Take a nonzero vec-
tor f ∈ N⊥− , then for any x ∈ N we have x ⊗ f ∈ AlgN and (x ⊗ f ) = A|Nx ⊗
C|N⊥− f . Assume that {xn}∞n=1 ⊂ N such that xn → x and A|Nxn → y as n → ∞. It
follows from the boundedness of that A|Nxn ⊗ C|N⊥− f → A|Nx ⊗ C|N⊥− f, hence
A|Nx = y, i.e., A|N is closed. So A|N is bounded by the closed graph theorem.
Similarly, one can prove that C|M⊥− is bounded, too. 
Remark 2.4. Notice that if 0+ /= 0, then D2(N) = X∗ and if X− /= X, then
D1(N) = X. So, if 0+ /= 0, then C in (1) (or, A in (2)) of Theorem 2.3 is bounded;
if X− /= X, then A in (1) (or, C in (2)) of Theorem 2.3 is bounded.
For N ∈N, x ∈ N and f ∈ N⊥− , we define:
LNx = {x ⊗ g | g ∈ N⊥− } and RNf = {y ⊗ f | y ∈ N}.
Now we characterize the linear maps preserving rank-oneness between nest alge-
bras.
Theorem 2.5. Let N and M be two nests on X and Y, respectively, and let  :
AlgFN→ AlgFM be a linear map. Then  is rank-1 preserving if and only if one
of the followings holds:
(1) There exists an order homomorphism θ :N→M and there exist injective lin-
ear transformations A : D1(N) → D1(M) and C : D2(N) → D2(M) satis-
fying A(N) ⊆ θ(N), C(N⊥− ) ⊆ θ(N)⊥− for every N ∈N with N− /= X and
N /= 0, such that (x ⊗ f ) = Ax ⊗ Cf for all x ⊗ f ∈ AlgFN.
(2) There exists an order homomorphism θ :N⊥ →M and there exist injective
linear transformations A : D2(N) → D1(M) and C : D1(N) → D2(M) sat-
isfying A(N⊥− ) ⊆ θ(N⊥− ) and C(N) ⊆ θ(N⊥− )⊥− for every N ∈N with N /= 0
and N− /= X, such that (x ⊗ f ) = Af ⊗ Cx for all x ⊗ f ∈ AlgFN.
(3) There exist M ∈M, y0 ∈ M and a linear transformation λ(·) from AlgFN
into M⊥− which is nonzero at every rank-1 operator, such that (x ⊗ f ) = y0 ⊗
λ(x ⊗ f ) for every x ⊗ f ∈ AlgFN.
(4) There exist M ∈M, g0 ∈ M⊥− and a linear transformation δ(·) from AlgFN
into M which is nonzero at every rank-1 operator, such that (x ⊗ f ) = δ(x ⊗
f ) ⊗ g0 for every x ⊗ f ∈ AlgFN.
Proof. The sufficiency is easily checked, we only prove the necessity. Assume that
 is rank-1 preserving, then one of the cases (1)–(4) of Lemma 2.1 holds.
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Suppose that the case (1) of Lemma 2.1 occurs. For any N ∈N with N− /=
X and N /= 0, and for any x ∈ N, let Mx = ∧{L ∈M | Ax ∈ L}, then (LNx ) =
{Ax ⊗ Cf | f ∈ N⊥− } ⊆ LMxAx . So C(N⊥− ) ⊆ (Mx)⊥− for every x ∈ N . Thus
C(N⊥− ) ⊆ ∧{(Mx)⊥− | x ∈ N} ∈M⊥. Hence there exists M ∈M such that M⊥− =
∧{(Mx)⊥− | x ∈ N} and for any x ∈ N , we have Ax ∈ M . This implies that A(N) ⊆
M. If there exists M ′ ∈M such that A(N) ⊆ M ′, then for any x ∈ N, Ax ∈ M ′ and
hence Mx ⊆ M ′ as Mx is the smallest subspace containing Ax inM. So (M ′−)⊥ ⊆
(Mx)
⊥− and therefore, (M ′−)⊥ ⊆ ∧{(Mx)⊥− | x ∈ N} = M⊥− , which implies M ⊆ M ′.
Thus we have proved that M is the smallest subspace containing A(N) in M. Set
θ(N) = M, then A(N) ⊆ M = θ(N) and C(N⊥− ) ⊆ M⊥− = θ(N)⊥−. Define θ(N) =
0 if N = 0 and θ(N) = Y if N− = X. We claim that θ :N→M is an order ho-
momorphism, that is, θ(N1) ⊆ θ(N2) whenever N1 ⊂ N2. Indeed, this follows from
A(N1) ⊂ A(N2) ⊆ θ(N2) and the fact that θ(N1) is the smallest one in M which
contains A(N1).
Suppose that the case (2) of Lemma 2.1 occurs. For any N ∈N with N− /= X
and N /= 0, and for any f ∈ N⊥− , let Mf = ∧{L ∈M | Af ∈ L}, then (RNf ) =
{Af ⊗ Cx | x ∈ N} ⊆ LMfAf . So C(N) ⊆ (Mf )⊥− for every f ∈ N⊥− and C(N) ⊆
∧{(Mf )⊥− | f ∈ N⊥− } ∈M⊥. Hence there exists M ∈M such that M⊥− = ∧{(Mf )⊥− |
f ∈ N⊥− } and for any f ∈ N⊥− , we have Af ∈ M . This implies that A(N⊥− ) ⊆ M.
If there exists M ′ ∈M such that A(N⊥− ) ⊆ M ′, then for any f ∈ N⊥− , Af ∈ M ′
and hence M ′ ⊇ Mf by virtue of the minimality of Mf . So (M ′)⊥− ⊆ ∧{(Mf )⊥− |
f ∈ N⊥− } = M⊥− , which implies that M ′ ⊇ M. Thus we have proved that M is the
smallest subspace containing A(N⊥− ) inM. Put θ(N⊥− ) = M, then A(N⊥− ) ⊆ M =
θ(N⊥− ) and C(N) ⊆ M⊥− = θ(N⊥− )⊥−. Define θ(N⊥− ) = Y if N = 0 and θ(N⊥− ) = 0
if N− = X. We assert that θ is an order homomorphism from N⊥ into M. Since
every nontrivial element inN⊥ can be written in the form N⊥− for some N ∈N, θ is
defined on the whole ofN⊥. Let N1, N2 ∈Nwith N1 ⊂ N2. Then (N2)⊥− ⊆ (N1)⊥−
and A((N2)⊥−) ⊆ A((N1)⊥−) ⊆ θ((N1)⊥−), this implies θ((N2)⊥−) ⊆ θ((N1)⊥−). Hence
θ is an order homomorphism.
The case (3) and (4) are obvious from (3) and (4) of Lemma 2.1, respectively. 
The following theorem is one of the main results in this section, which gives a
characterization of surjective linear maps preserving rank-oneness between AlgFN
and AlgFM.
Theorem 2.6. Let  : AlgFN→ AlgFM be a surjective linear map. Then  is
rank-1 preserving if and only if one of the followings holds:
(1) There exists a dimension preserving order isomorphism θ :N→M and
there exist bijective linear transformations A : D1(N) → D1(M) and C :
D2(N) → D2(M) satisfying A(N) = θ(N), C(N⊥− ) = θ(N)⊥− for every
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N ∈N with N− /= X and N /= 0, such that (x ⊗ f ) = Ax ⊗ Cf for all x ⊗
f ∈ AlgFN.
(2) There exists a dimension preserving order isomorphism θ :N⊥ →M and there
exist bijective linear transformationsA : D2(N) → D1(M) andC : D1(N) →
D2(M) satisfying A(N⊥− ) = θ(N⊥− ), C(N) = θ(N⊥)⊥ for every N ∈N with
N /= 0 and N− /= X, such that (x ⊗ f ) = Af ⊗ Cx for all x ⊗ f ∈ AlgFN.
Proof. It is easy to check that the conditions (1) and (2) are sufficient. We prove that
the conditions are also necessary.
Assume that  is surjective and rank-1 preserving, then  has one of the forms
(1) and (2) in Theorem 2.5.
It is clear that  preserves rank-1 operators in both directions. That is, (T ) is
of rank-1 if and only if T is. To see this, say  has the form (x ⊗ f ) = Ax ⊗ Cf
for all x ⊗ f ∈ AlgFN. Since is surjective, for any y ⊗ g ∈ AlgFM, there exists
T ∈ AlgFN such that (T ) = y ⊗ g. If rank(T ) = n > 1, then by [14], there exist
xi ⊗ fi ∈ AlgFN (i = 1, . . . , n) such that T =
∑n
i=1 xi ⊗ fi , where {xi}ni=1 and{fi}ni=1 are two linearly independent sets. Since A and C are injective, {Axi}ni=1 and{Cfi}ni=1 are linearly independent, too. Thus (T ) =
∑n
i=1 Axi ⊗ Cfi is of rank
n > 1, a contradiction. So rank(T ) = 1.
Since  is surjective and rank-1 preserving in both directions, it is clear that A
maps D1(N) (or, D2(N)) onto D1(M) in (1) (or, in (2)) and C also maps D2(N)
(or, D1(N)) onto D2(M) in (1) (or, in (2)).
Now, suppose  has the form (1) of Theorem 2.5, then there exists an order
homomorphism θ :N→M such that A(N) ⊆ θ(N) and C(N⊥− ) ⊆ θ(N)⊥− for
every N ∈N with N− /= X and N /= 0. For any given N ∈N with N− /= X and
N /= 0, take f0 ∈ N⊥− \ ∪{L⊥− | L ∈N and L⊥− ⊂ N⊥− }, then Cf0 ∈ θ(N)⊥−. Let
y ∈ θ(N), we have y ⊗ Cf0 ∈ AlgFM. Since  is surjective and rank-1 preserving
in both directions, there exists x ⊗ h ∈ AlgFN such that Ax ⊗ Ch = (x ⊗ h) =
y ⊗ Cf0. We get from the injectivity of C that h = αf0 ∈ N⊥− for some nonzero
α ∈ F. Now it follows from the property of f0 and the fact x ⊗ f0 ∈ AlgFN that x ∈
N . Hence y = αAx ∈ A(N). Thus we have proved that A(N) = θ(N) for every N ∈
N with N− /= X. Similarly, one can prove that C(N⊥− ) = θ(N)⊥− for every N ∈N
with N /= 0. Define θ(X) = Y. We will show that θ is a dimension preserving order
isomorphism.
For any N1, N2 ∈N \ {X}, if N1 ⊂ N2, then θ(N1) = A(N1) ⊂ A(N2) = θ(N2)
since A is injective. Hence θ is one to one. Next we prove θ maps N onto M. For
any M ∈M with M− /= Y , let f0 ∈ M⊥− \ ∪{L⊥− | L ∈M and L⊥− ⊂ M⊥−}. Then
there exists g0 ∈ D2(N) such that Cg0 = f0 by the surjectivity of C. Put N =
∨{L ∈N | g0 ∈ L⊥−}, then we must have (RNg0) = RMCg0 . Otherwise, there exists
y ∈ M \ A(N) such that y ⊗ Cg0 ∈ AlgFM. Since  is surjective and rank-1 pre-
serving in both directions, there exists x ⊗ h ∈ AlgFN such thatAx ⊗ Ch = (x ⊗
h) = y ⊗ Cg0. It follows from the injectivity of C that there exists α ∈ F such
that h = αg0. Hence h ∈ N⊥− and y = A(αx) ∈ A(N), a contradiction. Therefore,
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M = A(N) = θ(N). That is, θ is an order isomorphism between N and M. The
injectivity of A implies that dim θ(N) = dim A(N) = dimN , so θ is also dimension
preserving. This shows that case (1) of the theorem is true.
Suppose  has the form (2) of Theorem 2.5, then there exists an order homomor-
phism θ :N⊥ →M such that A(N⊥− ) ⊆ θ(N⊥− ) and C(N) ⊆ θ(N⊥− )⊥− for
every N ∈N with N /= 0 and N− /= X. For any fixed such an N , take f0 ∈ N⊥− \
∪{L⊥− | L ∈N and L⊥− ⊂ N⊥− }, then Af0 ∈ θ(N⊥− ). Let g ∈ θ(N⊥− )⊥−, then Af0 ⊗
g ∈ AlgFM. Since  is surjective and rank-1 preserving in both directions, there
exists x ⊗ h ∈ AlgFN such that Ah ⊗ Cx = (x ⊗ h) = Af0 ⊗ g. By the injectiv-
ity of A we get h = αf0 ∈ N⊥− for some nonzero α ∈ F. So we must have x ∈ N by
virtue of x ⊗ f0 ∈ AlgFN. Hence g = αCx ∈ C(N). It is clear now that C(N) =
θ(N⊥− )⊥− for every N ∈Nwith N− /= X. Similarly, one can prove A(N⊥− ) = θ(N⊥− )
for every N ∈N with N /= 0. Define θ(X) = Y . We claim that θ is a dimension
preserving order isomorphism.
Since A is injective, similar to the proof of case (1), we need only to prove
that θ is onto. For any M ∈M with M /= 0, let g0 ∈ M⊥− \ ∪{L⊥− | L ∈M and
L⊥− ⊂ M⊥−}. Then there exists x0 ∈ D1(N) such that Cx0 = g0 by the surjectivity
of C. Let N = ∧{L ∈N | x0 ∈ L}, then a similar argument as above shows that
(LNx0) = RMCx0 and M = A(N⊥− ) = θ(N⊥− ). So θ is a dimension preserving order
isomorphism, and C(N) = θ(N⊥− )⊥− = θ(N⊥)⊥ for every N ∈N with N− /= X,
completing the proof. 
Now we are in a position to characterize the bounded and surjective linear maps
preserving rank-oneness between AlgFN and AlgFM.
Theorem 2.7. Let  : AlgFN→ AlgFM be a surjective linear map. Then  is
bounded and rank-1 preserving if and only if one of the followings holds:
(1) There exists a dimension preserving order isomorphism θ :N→M and there
exist injective and densely ranged operators A ∈ B(X, Y ) and C ∈ B(X∗, Y ∗)
satisfying A(N) = θ(N), C(N⊥− ) = θ(N)⊥− for every N ∈N with N− /= X and
N /= 0, such that (F ) = AFC∗|Y for all F ∈ AlgFN.
(2) There exists a dimension preserving order isomorphism θ :N⊥ →M and there
exist injective and densely ranged operators A ∈ B(X∗, Y ) and C ∈ B(X, Y ∗)
satisfying A(N⊥− ) = θ(N⊥− ), C(N) = θ(N⊥)⊥ for every N ∈N with N /= 0
and N− /= X, such that (F ) = AF ∗C∗|Y for all F ∈ AlgFN.
Proof. Obviously, we need only to check the necessity. Assume that  is surjective,
bounded and rank-1 preserving. Then (1) or (2) in Theorem 2.6 holds. Assume that
takes the form (1) of Theorem 2.6. For any N ∈N with N− /= X, by Theorem 2.3,
A|N is bounded, so it has a bounded inverse (A|N)−1 on θ(N) since A(N) = θ(N).
Fix N0 ∈N, then there is a positive number α0 such that ‖Ax‖  α0‖x‖ for all
x ∈ N0. So for any nonzero N ⊂ N0 and any x ∈ N, f ∈ N⊥− , we have
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‖‖ · ‖x‖ · ‖f ‖ ‖(x ⊗ f )‖ = ‖Ax ⊗ Cf ‖ = ‖Ax‖ · ‖Cf ‖
 α0‖x‖ · ‖Cf ‖,
which implies that
‖C|N⊥− ‖  α
−1
0 ‖‖
holds for all N ⊂ N0. Note that ∪{N⊥− | N ∈N, N /= 0 and N ⊂ N0} = D2(N),
we conclude that C is bounded and ‖C‖  α−10 ‖‖. Hence C can be extended to a
bounded operator, still denoted by C, from X∗ into Y ∗. By the boundedness of  and
C, it is clear that A can also be extended to a bounded operator, still denoted by A,
from X into Y. Thus (F ) = AFC∗|Y for every F ∈ AlgFN since any finite rank
operator in AlgFN is a sum of rank-1 operators in AlgFN and  is linear.
If  takes the form (2) of Theorem 2.6, by applying Theorem 2.3 and a similar
argument as above, one can prove that A ∈ B(X∗, Y ) and C ∈ B(X, Y ∗). Therefore,
(2) in the theorem holds. 
If both X and Y are reflexive Banach spaces, then the operator C∗|Y = C∗ in (1)
of Theorem 2.7 is in fact an operator from Y into X, so we have
Corollary 2.8. Let X and Y be reflexive Banach spaces and : AlgFN→ AlgFM
be a surjective linear map. Then  is bounded and rank-1 preserving if and only if
one of the followings holds:
(1) There exists a dimension preserving order isomorphism θ :N→M and there
exist injective and densely ranged operators A ∈ B(X, Y ) and B ∈ B(Y,X) sat-
isfying A(N) = θ(N), B∗(N⊥− ) = θ(N)⊥− for every N ∈N with N− /= X and
N /= 0, such that (F ) = AFB for all F ∈ AlgFN.
(2) There exists a dimension preserving order isomorphism θ :N⊥ →M and there
exist injective and densely ranged operators A ∈ B(X∗, Y ) and B ∈ B(Y,X∗)
satisfying A(N⊥− ) = θ(N⊥− ), B∗(N) = θ(N⊥)⊥ for every N ∈N with N /= 0
and N− /= X, such that (F ) = AF ∗B for all F ∈ AlgFN.
The following results generalize some results in [15] and also correct some mis-
takes there ([15, Theorems 3.3 and 3.4]).
Corollary 2.9. LetN be a nest on X with 0+ /= 0 and let  : AlgN→ AlgN be
a linear map with AlgFN ⊆ (AlgFN). Then  is weakly continuous and rank-1
preserving if and only if one of the followings holds:
(1) There exists a dimension preserving order isomorphism θ :N→N and there
exist injective and densely ranged operator A ∈ B(X) and invertible operator
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B ∈ B(X) satisfying A(N) = θ(N), B∗(N⊥− ) = θ(N)⊥− for every N ∈N with
N− /= X, such that (T ) = ATB for every T ∈ AlgN.
(2) There exists a dimension preserving order isomorphism θ :N⊥ →N and there
exist invertible operators A ∈B(X∗, X) and B ∈B(X,X∗) satisfying A(N⊥− ) =
θ(N⊥− ) and B(N) = θ(N⊥)⊥ for every N ∈N, such that (T ) = AT ∗B for
every T ∈ AlgN. In this case, X is reflexive.
Proof. We need only to prove the necessity. Assume that  : AlgN→ AlgN
is a weakly continuous linear map preserving rank-oneness. Since AlgFN ⊆
(AlgFN), we have that  : AlgFN→ AlgFN is surjective. The weak conti-
nuity of  implies that  is bounded. So  : AlgFN→ AlgFN is a bounded and
surjective linear map preserving rank-oneness, and hence  has the form (1) or (2)
in Theorem 2.7. Since 0+ /= 0, by the remark 2.4, C in (1) (or, A in (2)) of Theorem
2.7 is invertible.
Assume that  has the form (1) in Theorem 2.7. Let fλ and f ∈ X∗ such that
fλ
wk∗→ f. That is, for any y ∈ X, 〈y, fλ〉 → 〈y, f 〉. Since 0+ /= 0, for any x ∈ 0+,
we have x ⊗ fλ and x ⊗ f ∈ AlgFN. So 〈(x ⊗ fλ)y, g〉 → 〈(x ⊗ f )y, g〉 holds
for every y ∈ X and g ∈ X∗, that is, x ⊗ fλ wk→ x ⊗ f and hence, (x ⊗ fλ) wk→
(x ⊗ f ) as  is weakly continuous. Thus 〈fλ, C∗y〉Ax = (x ⊗ fλ)y wk→(x ⊗
f )y = 〈f,C∗y〉Ax, which means that C∗y is weak∗ continuous, and conse-
quently C∗y ∈ X. Let B = C∗|X, then B ∈ B(X) and B∗ = C. So B is in-
vertible.
If  has the form (2) in Theorem 2.7, thenN andN⊥ are order isomorphic. This
implies that X− /= X and hence both A and C in Theorem 2.7 are invertible by the
Remark 2.4. Now it is easy to see that the case (2) in Corollary 2.9 holds. The proof
of the reflexivity of X is similar to that of [8, Theorem 1.4]. 
Corollary 2.10. Let N be a nest on X with 0+ /= 0 and X− /= X. Assume that
 : AlgN→ AlgN is a linear map with AlgFN ⊂ R() (the range of ). Then
 is weakly continuous and rank-1 preserving if and only if one of the followings
holds:
(1) There exist invertible operators A,B ∈ B(X) satisfying A(N) =N,
B∗(N⊥) =N⊥ and A(N)⊥ = B∗(N⊥) for every N ∈N, such that (T ) =
ATB for every T ∈ AlgN;
(2) There exist invertible operators A ∈ B(X∗, X), B ∈ B(X,X∗) satisfying
A(N⊥) =N, B∗(N) =N⊥ and A(N⊥)⊥ = B∗(N) for every N ∈N, such
that (T ) = AT ∗B for every T ∈ AlgN. In this case, X is reflexive.
Proof. It is clear that we need only to prove the necessity. Suppose that  is weakly
continuous and rank-1 preserving. It is obvious that is bounded. So : AlgFN→
AlgFN is a rank-1 preserving bounded linear map. Due to 0+ /= 0 and X− /=
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X, Theorem 2.3, together with the weak continuity of  and the weak density of
AlgFN in AlgN, implies that  has one of the following forms:
(i) There exist injective operators A ∈ B(X) and C ∈ B(X∗) with C∗|X ∈ B(X)
such that (T ) = ATC∗|X for all T ∈ AlgN.
(ii) There exist injective operators A ∈ B(X∗, X) and C ∈ B(X,X∗) such that
(T ) = AT ∗C∗|X for all T ∈ AlgN.
For any y ∈ X, take a nonzero functional g ∈ X⊥− , then y ⊗ g ∈ AlgFN. It fol-
lows from the condition AlgFN⊂R() that there is T0 ∈ AlgN such that AT0C∗|X
(or, AT ∗0 C∗|X) = (T0) = y ⊗ g, so A is surjective. Similarly, C is also surjective
since 0+ /= 0. Hence A and C are invertible, and consequently,  : AlgFN→
AlgFN is onto. Thus we can apply Corollary 2.9 to complete the proof. 
We remark that the weak continuity in above results can be replaced by any of the
σ -weak continuity and strong∗ continuity. This is also true for other results in this
paper that the weak continuity is assumed.
3. Applications
In this section, we apply the results in Section 2 to the characterization of local
automorphisms (or, local anti-automorphism) between nest algebras.
By [7], every isomorphism between nest algebras is spacial. Using Theorem 2.7,
it is easily checked that every anti-isomorphism between nest algebras is also spacial.
Note that ifN andM are nests on X and Y , respectively, and if π : AlgN→ AlgM
is an anti-automorphism, then X and Y must be reflexive. In fact, there exists an
invertible operator A ∈ B(X∗, Y ) such that π(T ) = AT ∗A−1 for all T ∈ AlgN.
It is clear that π extends to an anti-automorphism from B(X) onto B(Y ) and this
implies that X and Y are reflexive (see [8, Theorem 1.4]).
The following theorem corrects a wrong result [15, Theorem 4.1] which asserts
that every weakly continuous and surjective local automorphism on nest algebras is
an inner automorphism.
Theorem 3.1. Suppose thatN is a nontrivial nest on Banach space X. If 0+ /= 0 or
if X is reflexive, then every weakly continuous and surjective local automorphism (or,
anti-automorphism) on AlgN is either an automorphism or an anti-automorphism.
Proof. Assume that  is a weakly continuous and surjective local automorphism
on AlgN. Then for every T ∈ AlgN, there is an element AT ∈ GL(B(X)) such
that (T ) = AT T (AT )−1. It is easily checked that the restriction of  to AlgFN
is surjective, bounded and rank-1 preserving, so we can apply Theorem 2.7. Assume
that  has the form (1) in Theorem 2.7. Then there exist A ∈ B(X) and C ∈ B(X∗)
274 J. Hou, J. Cui / Linear Algebra and its Applications 369 (2003) 263–277
such that (F ) = AFC∗|X for every F ∈ AlgFN. If 0+ /= 0, just as the discussion
in Corollary 2.9, we have C∗|X ∈ B(X); if X is reflexive, obviously, C∗|X ∈ B(X).
So (T ) = ATC∗|X for every T ∈ AlgN by the weak continuity of  and weak
density of AlgFN in AlgN. Since (I ) = I, AC∗|X = I . It follows from the in-
jectivity of A that A is invertible and A−1 = C∗|X. Thus (T ) = ATA−1 for every
T ∈ AlgN, that is,  is an automorphism. Now assume that  has the form (2) in
Theorem 2.7, then, similar to the discussion of case (1), we have (T ) = AT ∗A−1
for every T ∈ AlgN. That is,  is an anti-automorphism.
If  is a weakly continuous and surjective local anti-automorphism on AlgN,
then, similarly, one can prove that  is either an automorphism or an anti-automor-
phism. 
Corollary 3.2. LetN be a nontrivial nest on Banach space X. If X is not reflexive
or if X is not isomorphic to X∗, then every weakly continuous and surjective local
automorphism on AlgN withN satisfying 0+ /= 0 is an automorphism.
Proof. It is immediate from Theorem 3.1 and the remark previous to Theorem 3.1.

Corollary 3.3. Suppose that N is a nontrivial nest on Banach space X. If 0+ /= 0
or if X is reflexive, then every weakly continuous and surjective local inner automor-
phism on AlgN is an inner automorphism.
Proof. Assume that  is a weakly continuous and surjective local inner automor-
phism on AlgN. Then for every T ∈ AlgN, there is an element AT ∈ GL(AlgN)
such that (T ) = AT T (AT )−1. It is easily checked that the restriction of  to
AlgFN is surjective and bounded rank-1 preserving, so we can apply Theorem 2.7.
Assume that  has the form (2) in Theorem 2.7. Then for any N ∈N and x ∈
N , f ∈ N⊥− , there exists Ax,f ∈ GL(AlgN) such that Ax,f x ⊗ ((Ax,f )∗)−1f =
(x ⊗ f ) = Af ⊗ Cx. Note that Ax,f x ∈ N and ((Ax,f )∗)−1f ∈ N⊥− , hence we
have, from the surjectivity of , that
{Af ⊗ Cx | x ∈ N, f ∈ N⊥− } = {y ⊗ g | y ∈ N, g ∈ N⊥− }.
This implies that A(N⊥− ) = N and C(N) = N⊥− . Since N is nontrivial, there are
nonzero elements N,M ∈N such that N ⊂ M . Thus we have N = A(N⊥− ) ⊇
A(M⊥− ) = M . This contradiction shows that can take only the form (1) in Theorem
2.7. Now, by the proof of Theorem 3.1, C∗|X = A−1 and for any N ∈N, we have
A(N) = N and (A−1)∗(N⊥− ) = N⊥− by a similar argument as above. This implies
A ∈ GL(AlgN). Therefore,  is an inner automorphism. 
Remark 3.4. It was shown in [3, Corollary 2.6] that every weakly continuous and
surjective local automorphism of an upper triangular operator matrix algebra is an
automorphism. Note that an upper triangular operator matrix algebra is a nest algebra
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associated with a finite nest on a Hilbert space. Here, a nest is finite means that it
contains finite many elements. We proved in [3, Theorem 2.5] that every automor-
phism of an upper triangular operator matrix algebra is inner, so Corollary 3.3 is a
generalization of [3, Corollary 2.6].
Remark 3.5. If there is a local automorphism of AlgN which is an anti-automor-
phism, then for any T ∈ AlgN, T and T ∗ are similar (in Hilbert space case, T and
T ∗ are conjugate similar, or equivalently, T and T tr are similar, where T tr is the
transpose of T with respect to an arbitrarily fixed orthonormal base). So, if there
exists T ∈ AlgN such that T and T ∗ (in Hilbert space case, T and T tr) are not
similar, then every weakly continuous and surjective local automorphism of AlgN
is an automorphism. We conjecture that this is true, that is, we have
Conjecture 3.6. Suppose thatN is a nontrivial nest on Banach space X, then every
weakly continuous and surjective local automorphism on AlgN must be an auto-
morphism.
We cannot answer this conjecture for general cases. However, when N is an
atomic nest on Hilbert space, we prove that this conjecture is true. LetN be a nest
on Hilbert space H . Recall that, if N ∈N satisfies N /= N−, then the subspace
N  N− = N ∩ N⊥− is called an atom of N; if H is spanned by all atoms of N,
thenN is called an atomic nest.
Theorem 3.7. Assume thatN is a nontrivial atomic nest on a Hilbert space H, and
AlgN is the associated nest algebra. Then every weakly continuous and surjective
local automorphism on AlgN is an automorphism.
Proof. Suppose thatN is an atomic nest on H . By Remark 3.4 we may assume that
N has infinite many elements.
If N has an infinite dimensional atom, say N  N−, then there is a separable
infinite dimensional subspace H0 ⊂ N  N−. Let N′ =N ∪ {N− ⊕ H0}. Clear-
ly AlgN′ ⊂ AlgN. Set T0 ∈ B(H0) be a backward unilateral shift with respect to
an orthonormal base {un | n ∈ N} of H0, i.e., T0un = un−1 if n > 1 and T0u1 = 0.
Notice that, T tr = T ∗ with respect to this base. By Fuglede–Putnam theorem for
subnormal operators, for any linear operator W ∈ B(N  N−), T ∗0 W = WT0 will
imply W = 0 since T ∗0 is subnormal and completely nonnormal. Let
T =

0 0 00 T0 0
0 0 0


with respect to the space decomposition H = N− ⊕ H0 ⊕ (N− ⊕ H0)⊥ and take
any orthonormal base of H consisting of a base of N−, a base of (N− ⊕ H0)⊥ and
{un | n ∈ N}. Then
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T tr =

0 0 00 T ∗0 0
0 0 0

 .
It is easy to check that T ∈ AlgN′ and T is not similar to T tr. Indeed, if there exists
an invertible operator A such that AT = T trA, write A = (Aij )3×3, then we get
0 A12T0 00 A22T0 0
0 A32T0 0

 =

 0 0 0T ∗0 A21 T ∗0 A22 T ∗0 A23
0 0 0

 ,
which implies that A12 = 0, A32 = 0, A21 = 0 and A23 = 0 as T0 is surjective, and
A22 = 0 as T ∗0 A22 = A22T0. So A cannot be invertible, a contradiction. Hence, in
this case, by Remark 3.5, the theorem holds.
Now assume that all atoms of N are finite dimensional. Let N˜ be a maximal
nest containing N, then N˜ is an atomic nest with every atom being one dimen-
sional, AlgN˜ ⊂ AlgN and N˜ is order isomorphic to some order sum of totally
ordered sets with order type ω + n or m + ω∗, where ω and ω∗ denote the order
type of N (natural number set) and −N, respectively. Since N˜ contains infinite
many elements, it contains an interval [N1, N2] = {N ∈N | N1 ⊆ N ⊆ N2} which
has the order type ω + 1 or 1 + ω∗. Let H2 = N2  N1 and let H3 = (N2)⊥, then
H = N1 ⊕ H2 ⊕ H3. Note thatM = {N ∩ H2 | N ∈ N˜} is a maximal atomic nest
with the same order type as [N1, N2] has.
IfM has order type ω + 1, then there is an orthonormal base {un | n ∈ N} of H2
such that M = {0, H2,Mn = ∨{uk | k  n}, n ∈ N}. So the backward unilateral
shift S associated to this base is an element in AlgM. Similarly, one sees that ifM
has order type 1 + ω∗, then there is a forward unilateral shift S ∈ AlgM. Let
T =

0 0 00 S 0
0 0 0


with respect to the space decomposition H = N1 ⊕ H2 ⊕ H3. Then T ∈ AlgN and
just as the above argument, T is not similar to T tr relative to a base consisting of a
base of N1, a base of H3 and {un | n ∈ N}. The proof is finished. 
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