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1 Introduction
There are at least three approaches to prove the existence of global attractor for the prob-
lems without uniqueness of solutions: method of multivalued semigroups or multivalued
semiflows developed in the ground-breaking paper od Babin and Vishik [3] (see also [30]),
method of generalized semiflows (see [5]), and method of trajectory attractors (see [9],
[10], [29], [42]). Method of trajectory attractors that was related to the other two ones in
[21] relies on the study of shift operators on the sets of time dependent trajectories while
the other two approaches, which are discussed in relation to each other in [7], consist in
the direct study of the sets of states obtainable from the given initial conditions after
some period of time. This mapping, known as multivalued semigroup or multivalued
semiflow (m-semiflow) is denoted as R+ × H ∋ (t, x) → G(t, x) ⊂ 2H , where H is the
suitable Banach (or metric) space of the problem states. In order to show the existence
of a compact global attractor, i.e. the compact set in H that is invariant (or sometimes
only negatively semiinvariant) and attracts all bounded sets in H three properties are
required: existence of a set that is bounded in H and absorbs all trajectories of G after
some finite time, some compactness type property of G and some continuity or closed-
ness type property of m-semiflow x→ G(t, x). Clasically, this last property is the upper
semicontinuity (in the sense of multifunctions) whith respect to the strong topology in
the argument space and strong topology in the value space (see [5], [30]). In the work
of Zhong, Yang and Sun [50] the approach to show existence of a global attractor for
problems governed by semiflows (i.e. problems with the uniqueness of solutions) which
are only strong-weak continuous is presented. This approach was futher developed in
[45] where some results for nonautonomous strict m-semiflows are shown.
The present paper is on one hand the extension of the results of [5] and [30] since the
condition of semiflow upper semicontinuity is relaxed to the condition called (NW ) in
the sequel and on the other hand the extension of works [50] and [45] to a more general,
multivalued case. The motivation for the introduction of this condition is twofold: firstly,
as it is shown in Lemmata 3.7 and 3.11 below, it is natural to verify for the problems with
2
multifunctions having the form of Clarke subdifferential since it follows from basic a priori
estimates and passing to the limit argument; secondly it can replace the strong - strong
upper semicontinuity and graph closedness in the abstract theorems on the attractor
existence even if an m-semiflow is only point dissipative and nonstrict (see Corollary 2.2
and Theorem 2.4 below).
Note that in [45] the extension of the approach of [50] to the case of m-semiflows
that are strict (i.e. such that G(t + s, x) = G(t, G(s, x)) for all x ∈ H and s, t ∈ R+) is
proposed, while in the present study we consider the case where only the inclusion G(t+
s, x) ⊂ G(t, G(s, x)) is assumed to hold. Moreover we propose another generalization of
strong-weak continuity than [45], namely for xn → x strongly in H and ξn ∈ G(t, xn) we
assume that ξn must have a weakly convergent subsequence while in [45] it is assumed
that the whole sequence ξn must converge.
Attractors for partial differential equations and inclusions without uniqueness were
studied in the recent articles of Kasyanov [22], [23] where the approaches by m-semiflows
and trajectory attractors were used for first order autonomous evolution equations and
inclusions with general nonlinear pseudomonotone operators. The results were adapted
to second order evolution inclusions and hemivariational inequalities in [24], [48]. Note,
that in [22], [23], [24], [48] the strong-strong uppersemicontinuity of m-semiflow is always
used and the compactness is proved by the analysis of the energy function monotonicity.
Another interesting recent article on existence of global attractors for m-semiflows is
the paper of Coti Zelati [14], where only the strict case is considered and the semiflow
closedness is assumed to hold only at some time instant t∗ > 0 and not for all t ≥ 0.
Examples presented in the present study show that the condition (NW ), that states
that the multivalued semiflow has weakly compact values and is strong-weak upper semi-
continuous, is natural to check for the problems governed by differential inclusions where
the multivalued term has the form of Clarke subdifferential.
For an exhaustive review of recent results on the theory of asymptotic behavior for
problems without uniqueness of solutions see [4]. The difficulty in the analysis of these
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problems lies in the fact that it remains unknown if every solution can be obtained as the
limit of the solutions of approximative problems (for example Galerkin problems) and, in
consequence, the estimates that hold for the approximate solutions do not have to hold
for all solutions of the original problem (see Section 4.3.1 in [4]). It must be remarked
here that while most authors consider only the existence of attractors for the multivalued
semiflows, there are almost no results on the attractor properties, like their dimension,
the attraction speed or the attractor structure. The notable exceptions are the article
of Arrieta et. al. [1] where for one dimensional nonlinear reaction-diffusion problem it
is shown that attractor consists of heteroclinic connections between a countable number
of fixed points, the article of Kapustyan et. al. [26] where the characterization of an
attractor for the problem governed by the nonlinear reaction-diffusion equation by means
of stable and unstable manifolds of the rest points is given and the article of Kasyanov
et al. [25] where the regularity of all weak solutions and their attractors for reaction-
diffusion type evolution inclusions were studied.
The plan of this article is the following: in Section 2 we present abstract results on
the attractor existence while in Section 3 we present examples of the problems for which
we show the attractor existence by means of proposed abstract framework.
2 Abstract theory of global attractors for multivalued
semiflows with a weak continuity property
Let H be a Banach space, and P (H) be the family of all nonempty subsets of H . Some
definitions and results of this section remain valid for more general setup of metric spaces
and in such cases it will be explicitly noted that H is only a metric space. By B(x, r) we
will denote the closed ball centered in x ∈ H with the radius r ∈ R+. Note that here,
and in the sequel of this paper we denote R+ = [0,∞).
If H is a metric space equipped with the metric ρ(·, ·), then for x ∈ H and B ⊂ H ,
we set distH(x,B) = infy∈B ρ(x, y). Moreover if A,B ⊂ H then we define the Haussdorff
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semidistance from A to B by distH(A,B) = supx∈A distH(x,B). Same definitions are
valid for normed spaces with ρ(x, y) replaced by ‖x− y‖.
Definition 2.1. The map G : R+ × H → P (H) is called a multivalued semiflow (m-
semiflow) if:
(1) G(0, z) = z for all z ∈ H.
(2) G(t+ s, z) ⊂ G(t, G(s, z)) for all z ∈ H and all t, s ≥ 0.
Definition 2.2. An m-semiflow is strict if G(t+ s, z) = G(t, G(s, z)) for all z ∈ H and
all t, s ≥ 0.
2.1 Measure of noncompactness and its properties
We recall the definition and some properties of the Kuratowski measure of noncompact-
ness, cf. [15].
Definition 2.3. Let H be a complete metric space and A be a bounded subset of H. The
Kuratowski measure of noncompactness κ(A) of A is defined by
κ(A) = inf{δ > 0 : A has a finite open cover of sets of diameter < δ}.
If A is a nonempty, unbounded set in H, then we define κ(A) =∞.
Lemma 2.1. The Kuratowski measure of noncompactness κ(A) on a complete metric
space H satisfies the following properties:
(1) κ(A) = 0 if and only if A¯ is compact, where A¯ is the closure of A;
(2) If A1 ⊂ A2, then κ(A1) ≤ κ(A2);
(3) κ(A1 ∪A2) ≤ max{κ(A1), κ(A2)};
(4) κ(A¯) = κ(A);
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(5) If At is a family of nonempty, closed, bounded sets defined for t > r, where r ∈ R
+,
that satisfy At ⊂ As, whenever s ≤ t, and κ(At) → 0, as t → ∞, then
⋂
t>r At is
a nonempty, compact set in H.
If, in addition, H is a Banach space, then the following are valid:
(6) κ(A1 +A2) ≤ κ(A1) + κ(A2);
(7) κ(co(A)) = κ(A), where co(A) is the closed convex hull of A;
(8) Let H have the decomposition H = H1 + H2, with dim H1 < ∞, P : H → H1,
Q : H → H2 be the canonical projectors, and A ⊂ H be bounded. If the diameter
of Q(A) is less then ǫ, then κ(A) < ǫ.
Definition 2.4. Let A be a subset of Banach space H. The weak sequential closure A¯ws
of A is defined by
A¯ws = {x ∈ H : there exists the sequence {xn} ⊂ A, such that xn → x weakly in H}.
Note that in general topological space, A¯ws is different from A¯ or the weak closure A¯w
of A. But if A is a convex subset of a Banach space, then we know that A¯ = A¯w = A¯ws.
Lemma 2.2. (see Lemma 2.4 in [50]) Let H be a Banach space and κ be the Kuratowski
measure of noncompactness. Then for any subset A of H, we have κ(A) = κ(A¯ws).
2.2 Compactness of multivalued semiflows
We define three compactness type properties of multivalued semiflows and investigate in
which spaces these properties coincide.
Definition 2.5. Let H be a complete metric space. The multivalued semiflow G : R+ ×
H → P (H) is ω-limit compact if for every bounded set B ⊂ H we have
κ

⋃
t≥τ
G(t, B)

→ 0, τ →∞.
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Definition 2.6. Let H be a complete metric space. The multivalued semiflow G : R+ ×
H → P (H) is asymptotically compact if for every bounded set B ⊂ H, and for all
sequences tn →∞ and ξn ∈ G(tn, B), there exists a subsequence {ξnk} such that ξnk → ξ
strongly in H for some ξ ∈ H.
Definition 2.7. Let H be a Banach space. The multivalued semiflow G : R+ × H →
P (H) satisfies the flattening condition if for every bounded set B ⊂ H and ǫ > 0 there
exists t0(B, ǫ) and a finite dimensional subspace E of H such that for a bounded projector
P : H → E, the set P
(⋃
t≥t0
G(t, B)
)
is bounded in H and
(I − P )

⋃
t≥t0
G(t, B)

 ⊂ B(0, ǫ).
The notion of ω-limit compactness is used to study attractors for single valued semi-
flows for example in [50], and was generalized to strict multivaled semiflows in [45]. The
notion of asymptotic compactness for m-semiflows is used in [30]. Note, however, that
in [30] the term ”asymptotic compactness” is not used directly, it is assumed that m-
semiflow should be asymptotically upper semicompact and eventually bounded but the
conjunction of these two notions is equivalent to asymptotic compactness (see [7] for the
discussion of the relation between these notions). Next two lemmata show that in com-
plete metric spaces, for m-semiflows which are not necessarily strict, ω-limit compactness
is equivalent to asymptotic compactness.
Lemma 2.3. If the m-semiflow G on the complete metric space H is ω-limit compact
then it is asymptotically compact.
Proof. Let B be a bounded set in H and let τn be such that
κ

 ⋃
t≥τn
G(t, B)

 ≤ 1
n
, τn →∞. (2.1)
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Let ti →∞, ξi ∈ G(ti, B). We shall prove that κ({ξi}
∞
i=1) = 0. For every k ∈ N we have
κ({ξi}
∞
i=1) = κ({ξi}
k
i=1 ∪ {ξi}
∞
i=k+1) ≤ κ({ξi}
∞
i=k+1).
For every n ∈ N and k such that tk+1 ≥ τn we have κ({ξi}
∞
i=k+1) ≤
1
n
, whence
κ({ξi}
∞
i=1) = 0. This proves, in turn, the precompactness of {ξi}
∞
i=1, and, in conse-
quence, the asymptotic compactness of G.
The proof of next lemma uses the idea from the proof of Theorem 1 in [30].
Lemma 2.4. If the m-semiflow G on the complete metric space H is asymptotically
compact then it is ω-limit compact.
Proof. Let G be asymptotically compact on H . We shall prove first that for every
bounded set B in H the set
ω(B) =
⋂
t≥0
⋃
s≥t
G(s,B) (2.2)
is nonempty.
Indeed, let tn → ∞, ξn ∈ G(tn, B) and let, for a subsequence, still denoted by n,
ξn → ξ. For every τ ≥ 0 and every index n such that tn ≥ τ , we have ξn ∈
⋃
t≥τ G(t, B).
Since ξn → ξ, then for every τ ≥ 0, ξ ∈
⋃
t≥τ G(t, B). Thus ξ ∈ ω(B).
Now we prove that for every bounded set B ⊂ H we have distH(G(t, B), ω(B)) → 0
as t → ∞. Assume, to the contrary, that there exists the bounded set B0 ∈ H and
the sequences tn → ∞ and ξn ∈ G(tn, B0) such that distH(ξn, ω(B0)) ≥ ǫ > 0. By the
asymptotic compactness property, for a subsequence, still denoted by n, we have ξn → ξ
in H . But ξ ∈ ω(B), which gives a contradiction.
Let B ⊂ H be bounded and let xn be a sequence in ω(B). We prove that this
sequence has a subsequence that converges to some element in ω(B) and thus the set
ω(B) is compact. As
xn ∈
⋃
t≥s
G(t, B) for every s ≥ 0,
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then, for any sequence tn → ∞ there exists ξkn ∈ G(tkn , B) such that ρ(xn, ξkn) ≤
1
n
.
But, by asymptotic compactness, there exists a subsequence ξν of ξkn converging to some
ξ ∈ ω(B). Thus, also xν → ξ.
Now let us fix ǫ > 0. We need to show that there exists t0 > 0 such that the set⋃
t≥t0
G(t, B) can be covered by finite number of sets with diameter ǫ. From compactness
of ω(B) it follows that there exists finite number of points {xi}
n
i=1 such that ω(B) ⊂⋃n
i=1 B(xi,
ǫ
2 ). Now choose t0 > 0 such that distH(G(t, B), ω(B)) <
ε
2 whenever t ≥ t0. It
follows that for all t ≥ t0 we have G(t, B) ⊂
⋃n
i=1B(xi, ǫ) and the proof is complete.
Note that in the course of the proof of Lemma 2.4 we have shown the following
corollary
Corollary 2.1. Let H be a complete metric space space and let the multivalued semiflow
G on H be ω-limit compact. Then for every bounded set B in H its ω-limit set ω(B)
defined by (2.2) is a nonempty and compact set such that distH(G(t, B), ω(B)) → 0 as
t→∞.
Next two lemmata relate the flattening condition with ω-limit compactness. Note
that they generalize Theorem 3.10 in [28] to the case of m-semiflows. The analogous
results for the multivalued, strict and nonautonomous case are established in Theorem
4.10 in [45].
Lemma 2.5. If the m-semiflow G on the Banach space H satisfies the flattening condi-
tion then G is ω-limit compact.
Proof. The proof follows the lines of the proof of assertion (1) in Theorem 3.10 in [28].
Let us choose B ⊂ H bounded and ǫ > 0. Using the flattening condition and assertions
(6) and (8) of Lemma 2.1 we can find t0(B, ǫ) > 0 such that
κ
(⋃
t≥t0
G(t, B)
)
≤ κ
(
P
(⋃
t≥t0
G(t, B)
))
+ κ
(
(I − P )
(⋃
t≥t0
G(t, B)
))
≤
≤ κ(B(0, ǫ)) = 2ǫ.
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Whence, G is ω-limit compact.
Lemma 2.6. Let G be a multivalued semiflow on a uniformly convex Banach space H.
If G is ω-limit compact then it satisfies the flattening condition.
Proof. The proof does not touch any continuity properties of G and we follow strictly
the lines of the proof of assertion (2) in Theorem 3.10 in [28]. Let B be a bounded set
in H . By the ω-limit compactness property, for every ǫ > 0 there exists t(B, ǫ) > 0 such
that ⋃
t≥t(B,ǫ)
G(t, B) ⊂
n⋃
i=1
Ai
for some sets Ai of diameter less then ǫ. Let xi ∈ Ai. Then
⋃
t≥t(B,ǫ)
G(t, B) ⊂
n⋃
i=1
B(xi, ǫ).
Denote H1 = span{x1, ..., xn}. Since H is uniformly convex, there exists a projection
P : H → H1 such that for every x ∈ H , ‖x− Px‖ = dist(x,H1). Hence,
(I − P )
⋃
t≥t(B,ǫ)
G(t, B) ⊂ B(0, ǫ),
which proves the flattening condition.
Summarizing the results of this subsection, we have
in complete metric spaces (asymptotic compactness)⇐⇒ (ω-limit compactness)
in Banach spaces (flattening condition) =⇒ (ω-limit compactness)
in uniformly convex Banach spaces (flattening condition)⇐⇒ (ω-limit compactness)
2.3 Continuity and closedness of multivalued semiflows
Definition 2.8. Let H be a normed space and X be a topological space. The multifunc-
tion G : H → 2X is upper semicontinuous if for every sequence xn → x in H and for
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every open set V ⊂ X such that G(x) ⊂ V there exists n0 ∈ N such that G(xn) ⊂ V for
all n ≥ n0.
Definition 2.9. The multivalued semiflow G : R+ × H → P (H) on the Banach space
H is closed if for all t ≥ 0 the graph of the multivalued mapping x→ G(t, x) is closed in
strong-strong topology.
Definition 2.10. The multivalued semiflow G : R+ ×H → P (H) on the Banach space
H is demiclosed if for all t ≥ 0 the graph of the multivalued mapping x → G(t, x) is
closed in strong-weak topology.
Note that, obviously, every demiclosed m-semiflow is closed.
We introduce the condition (NW ), ”norm-to-weak”, that generalizes to the multival-
ued case the norm-to-weak continuity assumed in [50] for semigroups (see Definition 3.4
in [50]).
Definition 2.11. The multivalued semiflow G : R+ ×H → P (H) on the Banach space
H satisfies the condition (NW ) if for every t ≥ 0 from xn → x in H and ξn ∈ G(t, xn)
it follows that there exists a subsequence {ξkn}, such that ξkn → ξ weakly in H with
ξ ∈ G(t, x).
Note that the similar condition is assumed for the nonautonomous multivalued case
in [45] (see condition (3) in Definition 2.6 in [45]), where the strict semiflow is considered
and, instead of a subsequence, whole sequence is assumed to converge weakly. Next
lemma provides the characterization of the condition (NW ) in Banach spaces.
Lemma 2.7. Let H be a Banach space. The multivalued semiflow G : R+×H → P (H)
satisfies the condition (NW ) if and only if for all (t, x) ∈ R+×H the set G(t, x) is weakly
compact and for all t ∈ R+ the multifunction G(t, ·) is strong-weak upper semicontinuous.
Proof. The proof follows the lines of the proof of Proposition 4.1.11 in [16]. First assume
that G satisfies the condition (NW ). Let us choose (t, x) ∈ R+ × H and the sequence
ξn ∈ G(t, x). For a subsequence, ξν → ξ weakly in H with ξ ∈ G(t, x) and hence
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G(t, x) is weakly compact. We pass to the proof of upper semicontinuity. Let xn → x
strongly in H and V ⊂ H be a weakly open set such that G(t, x) ⊂ V . We continue the
proof by contradiction. Assume that there exists the subsequence xν and the sequence
ξν ∈ G(t, xν) such that ξν 6∈ V for all indices ν. From the condition (NW ) we can choose
another subsequence, still denoted by ν such that ξν → ξ weakly in H and ξ ∈ G(t, x)
and moreover ξ ∈ V . However, since H\V is weakly closed and ξν ∈ H\V then ξ ∈ H\V
and we have the contradiction.
Now we assume that G(t, ·) is strong-weak upper semicontinuous and weakly compact
valued. We need to show that the condition (NW ) holds. We take xn → x strongly in H
and ξn ∈ G(t, xn). We continue by contradiction. Assume that for every η ∈ G(t, x) we
can find the index n0 and weak neighbourhood V (η) such that ξn 6∈ V (η) for all n ≥ n0.
The family {V (η)}η∈G(t,x) is a weakly open cover of a weakly compact set G(t, x). Hence
we have
G(t, x) ⊂
n⋃
i=1
V (ηi) ≡ V.
We are able to find the index N0 such that for all n ≥ N0 we have ξn 6∈ V . Since V is
weakly open, from upper semicontinuity it follows that there exists m0 ∈ N such that
G(t, xn) ⊂ V for all n ≥ m0. Hence for n ≥ max{N0,m0} we have
V 6∋ ξn ∈ G(t, xn) ⊂ V,
a contradiction.
Lemma 2.8. If G : R+ ×H → P (H) on a Banach space H is a multivalued semiflow
satisfying condition (NW ) then it is also demiclosed.
Proof. An elementary proof follows directly from the definitions.
Summarizing the results of this subsection, we have, for anm-semiflow G on a Banach
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space
(G(t, x) is weakly compact and G(t, ·) is strong-weak upper semicontinous)⇔ (NW )
⇓
(G is demiclosed) =⇒ (G is closed)
2.4 Abstract results on global attractor existence
Definition 2.12. The set A ⊂ H is called a global attractor for G if:
(1) A is compact in H.
(2) A ⊂ G(t, A) for all t ≥ 0 (A is negatively semi-invariant).
(3) For every bounded B ⊂ H, A attracts B (distH(G(t, B), A)→ 0, t→∞).
Now we formulate the theorem on attractor existence. The necessity is a known
result, it is proved in Lemma 3 in [31] (see also [30], [49]). We provide the proof here
since it is different than in [31]: it relies on the weak topology arguments rather than
strong topology ones. The argumentation relying on weak topology is related to condition
(NW ) and the method we apply in the examples. Moreover we provide also the sufficient
condition.
Note that in the single valued case this theorem gives equivalent conditions for global
attractor existence for the continuous semigroup (see Theorem 3.9 in [28]).
Theorem 2.1. Let H be a Banach space and let the multivalued semiflow G : R+×H →
P (H) be closed. Then there exists a global attractor for G if and only if
(i) G has a bounded absorbing set B0 in H (i.e. there exists a bounded set B0 ∈ H such
that for any bounded set B ⊂ H there exists t0 > 0 such that
⋃
t≥t0
G(t, B) ⊂ B0);
(ii) G is ω-limit compact.
Proof. The argument below generalizes that in [50] applied to norm-to-weak continuous
semigroups. The proof that the existence of the global attractor implies (i) and (ii) is
the same as that provided in [50].
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We shall prove the sufficiency of (i) and (ii) for existence a global attractor for closed
multivalued semigroups.
Step 1. We define the candidate set for a global attractor by
A =
⋂
t≥0
⋃
s≥t
G(s,B0)
ws
(2.3)
where B0 is a bounded absorbing set for G. We first prove that
ξ ∈ A⇐⇒ there exist tn →∞ and ξn ∈ G(tn, B0) such that ξn → ξ weakly in H. (2.4)
(⇐) For every τ ≥ 0 and every tn ≥ τ we have ξn ∈ G(tn, B0), and moreover ξn ∈⋃
t≥τ G(t, B0). From the weak convergence ξn → ξ it follows that for every τ ≥ 0,
ξ ∈
⋃
t≥τ G(t, B0)
ws
. Thus ξ ∈ A.
(⇒) For ξ ∈ A we have ξ ∈
⋃
t≥nG(t, B0)
ws
for every n ∈ N. From the definition of
weak sequential closedness it follows that for every n ∈ N there exist sequences {tkn}k∈N
such that tkn ≥ n and ξ
k
n ∈ G(t
k
n, B0) with ξ
k
n → ξ weakly in H as k → ∞. Consider
the set K = {ξkn : k, n = 1, 2, 3, ...}. Since G is ω-limit compact, the set K¯
ws is weakly
compact in H . Observe that U = spanK is a separable and closed subspace of H and
K¯ws is weakly compact in U . Hence, from Theorem 3.6.24 in [16] it follows that K¯ws
is metrizable with a metric d(·, ·) generating the weak topology in K¯ws. Therefore, for
every n ∈ N there exists ξknn such that d(ξ
kn
n , ξ) <
1
n
. Hence we have ξknn → ξ weakly in
H as n→∞ with ξknn ∈ G(t
kn
n , B0) and t
kn
n →∞ as n→∞, which ends the proof.
Step 2. A is nonempty and compact. We have, by ω-limit compactness of G and by
Lemma 2.2,
κ

⋃
t≥τ
G(t, B0)
ws

 = κ

⋃
t≥τ
G(t, B0)

→ 0, τ →∞. (2.5)
Since the sets
⋃
t≥τ G(t, B0)
ws
are nonempty, bounded and closed in H , we can apply
Lemma 2.1 (5) to get the claims.
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Step 3. Attraction property. Since every bounded set in H is absorbed by B0 after
some time, it suffices to prove that distH(G(t, B0), A) → 0, t → ∞. Assume, to the
contrary, that there exist tn → ∞ and ξn ∈ G(tn, B0) such that distH(ξn, A) ≥ ǫ > 0.
By the ω-limit compactness property, there exists a convergent subsequence, ξµ → ξ
strongly in H . As moreover ξµ → ξ weakly in H , from (2.4) we get ξ ∈ A, which gives a
contradiction.
Step 4. We prove that A ⊂ G(t, A) for all t ≥ 0. Let x ∈ A and t > 0. We shall prove
that x ∈ G(t, p) for some p ∈ A. In view of (2.4), there exist tn →∞ and ξn ∈ G(tn, B0)
such that ξn → x weakly in H . By the ω-limit compactness property, there exists a
subsequence such that ξµ → ξ strongly in H and ξ = x. We have,
ξµ ∈ G(tµ, B0) = G(t+ (tµ − t), B0) ⊂ G(t, G(tµ − t, B0)),
whence there exist zµ ∈ B0 such that ξµ ∈ G(t, G(tµ− t, zµ)), and pµ ∈ G(tµ− t, zµ) such
that ξµ ∈ G(t, pµ). By the ω-limit compactness it follows that for a subsequence of {pµ}
denoted by the same symbol we have pµ → p in H . From (2.4) it follows that and that
p ∈ A. Since ξµ → ξ and pµ → p strongly in H with ξµ ∈ G(t, pµ) from the fact that G
is closed it follows that ξ ∈ G(t, p). Thus x ∈ G(t, A), whence A ⊂ G(t, A).
Remark 2.1. Under the assumptions of Theorem 2.1 if we define
A˜ =
⋂
t≥0
⋃
s≥t
G(s,B0), (2.6)
then A˜ = A. Indeed, from Definition 2.4, for any set B we have, B¯ ⊂ B¯ws. Hence
A˜ ⊂ A. Assume that there exists ξ ∈ A \ A˜. By (2.4) there exists a sequence tn → ∞
and ξn ∈ G(tn, B0) such that ξn → ξ weakly in H. From ω-limit compactness it follows
that there exists a subsequence ξµ of the sequence ξn such that ξµ → ξ strongly in H, and
this means that ξ ∈ A˜, which gives a contradiction. Thus, A = A˜. Moreover, the global
attractor is the minimal closed set attracting every bounded set in H, cf. [30].
15
In Section 3 we will present two examples for which it is most convenient to obtain the
global attractor existence for the problems governed by subdifferential inclusions through
the following corollary of Theorem 2.1.
Corollary 2.2. If the multivalued semiflow G on a uniformly convex Banach space H
has a bounded absorbing set, satisfies the flattening condition and condition (NW ) then
there exists a global attractor for G.
Now we present some additional consequences of Theorem 2.1. The following argu-
ment shows, that Theorem 4 from [30] can be obtained as a corollary of Theorem 2.1.
Theorem 2.2. If G is a closed multivalued semiflow on a Banach space H, and there
exists a compact set K attracting all bounded sets then G has a global attractor. It is a
minimal closed set attracting bounded sets in H.
Proof. As K attracts all bounded sets B in H , its ǫ-neighbourhood Oǫ(K) is a bounded
absorbing set. Let G(t, B) ⊂ Oǫ(K) for t ≥ t(B). Then
κ

 ⋃
t≥t(B)
G(t, B)

 ≤ κ(Oǫ(K)) ≤ 2ǫ. (2.7)
Thus, G is closed, G has a bounded absorbing set and is ω-limit compact. From Theo-
rem 2.1 it follows that G has a global attractor. The minimality property is then well
known, cf. [30].
Definition 2.13. The m-semiflow G is point dissipative if there exists a bounded set
B0 ⊂ H such that for every x ∈ H we have distH(G(t, x), B0) → 0 as t → ∞, i.e. B0
attracts every point of H.
The necessity in the following theorem valid for strict closed m-semiflows follows from
Lemma 2 in [31].
Theorem 2.3. Let G be a strict closed multivalued semiflow on a Banach space H.
Then there exists a global attractor for G if and only if
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(i) G is point dissipative.
(ii) G is ω-limit compact.
The attractor is minimal among all closed sets attracting all bounded sets of H.
Proof. From Theorem 2.1 it follows that if G has a global attractor then G is ω-limit
compact and there exists a bounded absorbing set. This last property implies that G
is point dissipative. The existence of global attractor follows from Lemma 2 in [31] (see
also Lemma 1.4 in [49]).
As a simple consequence of Theorems 2.1 and 2.3 we formulate the following corollary
Corollary 2.3. Let G be a strict closed multivalued semiflow on a Banach space H, that
is moreover ω-limit compact. Then G is point dissipative if and only if it has a bounded
absorbing set.
Results of Melnik and Valero ([30], [31], [49]) show that if we assume that m-semiflow
is point dissipative without assuming the existence of bounded absorbing set, then the
compact attractor exists either if the semiflow is strict (see above Theorem 2.3) or if it is
upper semicontinuous with respect to the strong-strong topology (see Theorem 1 in [31]).
The following theorem shows that another situation where we do not have to assume the
existence of a bounded absorbing set is when an m-semiflow satisfies the condition (NW )
or (in reflexive case) it is demiclosed.
Theorem 2.4. Let G be a multivalued semiflow on a Banach space H such that the
following conditions hold
(i) G satisfies the flattening condition;
(ii) G is point dissipative;
(iii) at least one of the following two conditions holds:
(A) G satisfies the condition (NW );
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(B) H is reflexive and G is demiclosed.
Then G has a bounded absorbing set, and, in consequence, G has a compact global at-
tractor.
Proof. Let B0 be a bounded set that attracts every point in H . Fix ε > 0. We define
B1 = Oε(B0) and B2 = Oε(ω(B1)). Obviously B2 is bounded. We will show that B2 is
absorbing. Assume, for the sake of contradiction, that there exists a bounded set B and
sequences tn → ∞ and xn ∈ G(tn, B) such that xn 6∈ B2 for all n ∈ N. Hence, we can
find a sequence {yn} ⊂ B such that xn ∈ G(tn, yn). Moreover xn ∈ G
(
tn
2 , G
(
tn
2 , yn
))
and hence there exists a sequence {ξn} such that
ξn ∈ G
(
tn
2
, yn
)
(2.8)
and
xn ∈ G
(
tn
2
, ξn
)
. (2.9)
Since by Lemmata 2.3 and 2.5 G is asymptotically compact, from (2.8) it follows that,
for a subsequence still denoted by n, we have ξn → ξ strongly in H . We denote S =
{ξn}
∞
n=1 ∪ {ξ}. Obviously the set S is bounded in H , hence, from a flattening condition
there exists t1 > 0, R > 0 and a finite dimensional subspace E ⊂ H as well as bounded
projector PE : H → E such that we have PE
(⋃
t≥t1
G(t, S)
)
⊂ B(0, R) and
(I − PE)
⋃
t≥t1
G(t, S) ⊂ B
(
0,
ε
4
)
. (2.10)
From point dissipativity of G it follows that we can choose t2 > 0 such that
⋃
t≥t2
G(t, ξ) ⊂ O ε
4
(B0). (2.11)
Now let T = max{t1, t2}. From (2.9) it follows that, for a sufficiently large n we have
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xn ∈ G
(
tn
2 − T,G(T, ξn)
)
and hence there exists a sequence zn ∈ G(T, ξn) such that
xn ∈ G
(
tn
2
− T, zn
)
. (2.12)
We can decompose zn = PEzn+(I −PE)zn. Since {PEzn} is a bounded sequence in the
finite dimensional space E, then, for a subsequence, PEzn → z
1 strongly in H . Now we
proceed separately for cases (iii)(A) and (iii)(B).
If (iii)(A) holds, then, from the condition (NW ) it follows that, for a subsequence we
have zn → z weakly in H with z ∈ G(T, ξ). Moreover (I − PE)zn → z − z
1 weakly in H
and, from (2.10), by weak lower semicontinuity of the norm it follows that ‖z− z1‖ ≤ ε4 .
If in turn (iii)(B) holds, then from (2.10) it follows that ‖(I − PE)zn‖ ≤
ε
4 , and by
reflexivity of H , for a subsequence we have (I − PE)zn → z
2 weakly in H . From weak
lower semicontinuity of the norm it follows that ‖z2‖ ≤ ε4 . Moreover, we have zn → z
weakly in H , where z = z1 + z2. From demiclosedness of G it follows that z ∈ G(T, ξ).
We continue the proof for both cases. We have, for sufficiently large n
‖zn − z‖ ≤ ‖(I − PE)zn‖+ ‖PEzn − z
1‖+ ‖z − z1‖ ≤
3ε
4
.
From (2.11) it follows that, for sufficiently large n we have zn ∈ B1. Hence, by (2.12)
and asymptotic compactness of G we get that, for a subsequence, xn → x strongly where
x ∈ ω(B1). Therefore, for sufficiently large n we have xn ∈ B2, a contradiction.
As a simple consequence of above theorem we formulate the following Corollary
Corollary 2.4. Let G : R+ × H → P (H) be a demiclosed multivalued semiflow on a
uniformly convex Banach space H. The semiflow G has a global attractor if and only if
the following two conditions hold
(i) G satisfies the flattening condition,
(ii) G is pointwise dissipative.
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3 Applications
The examples presented in this section contain multivalued terms in the form of a Clarke
subdifferentials. The notion of a Clarke subdifferential can be defined for a locally Lips-
chitz functional j : H → R, where H is a Banach space [13]. The Clarke subdifferential
∂j at the point x ∈ H is defined as
∂j(x) = {ξ ∈ H∗ | 〈ξ, x〉H∗×H ≤ j
0(x; v)},
where j0(x; v) is a generalized Clarke directional derivative given by
j0(x; v) = lim sup
λ→0+,y→x
j(y + λv)− j(y)
λ
.
If H is finite dimensional, then ∂j has a relatively simple characterization, namely
∂j(x) = conv{ lim
i→∞
∇j(xi) | xi → x, xi /∈ S},
where S is the set of measure zero on which j fails to be differentiable [13]. Differential in-
clusions in which the multivalued terms have a form of Clarke subdifferentials are known
as hemivariational inequalities and they are used to model the multivalued semiperme-
ability laws [32] or multivalued friction and normal compliance laws in mechanics [34].
For an overview of the theory of hemivariational inequalities see the monoghraphs [38],
[8], [33].
We also recall in this place the Translated Gronwall Lemma proved in [27].
Lemma 3.1. If for some λ > 0 and h > 0 and functions h : R+ → R+ and y : R+ → R+
we have
y′(s) + λy(s) ≤ h(s) for a.e. s ≥ 0,
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where y, y′, h are locally integrable functions, then
y(t+ 2) ≤ e−λ
∫ t+1
t
y(s) ds+ e−λ(t+2)
∫ t+2
t
eλsh(s) ds,
for all t ≥ 0. If, in particular, h is a constant function, then
y(t+ 2) ≤ e−λ
∫ t+1
t
y(s) ds+
h
λ
,
for all t ≥ 0.
We would like to note that the problems considered in this section satisfy the ’strong
continuity properties’ (the m-semiflows are strong-strong uppersemicontinuous in L2(Ω)),
and thus could be treated by the method used in [22], [23]. However, our alternative
approach by condition (NW ) has this advantage that it does not require additional
arguments than the standard a priori estimates and passing to the limit (see for example
Lemma 3.7 below). Moreover, our approach allows to show the attractor existence in
L2(Ω) and Lp(Ω) for the problem in which the elliptic operator is coercive with the
exponent 2 and the multivalued term satisfies the growth condition with the exponent p
(see Section 3.2 below) which is a certain generalization of the corresponding results from
the mentioned papers. The approach to compactness by flattening condition considered
here is an alternative to the one by monotonicity of energy function.
3.1 Attractor in L2(Ω) for heat equation with multivalued bound-
ary conditions
The example of this subsection is motivated by the temperature control problem consid-
ered for example in [46], where the heat flow through some section of domain boundary
is associated with the temperature by a multivalued feedback control law.
Note that the existence of global attractor for the problem considered in this section
follows (after the technical generalization from f ∈ H to f ∈ V ∗) from the results of [22]
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and [23] where the approach by strong-strong upper semicontinuity and monotonicity of
auxiliary energy function was used for the problems governed by more general class of
pseudomonotone operators.
Let Ω ⊂ Rn be an open and bounded set with sufficiently smooth boundary. The
boundary ∂Ω is divided into two parts ΓD and ΓM , where m(ΓD) > 0. Let V = {u ∈
H1(Ω) | u = 0 on ΓD} and H = L
2(Ω). We define an operator A : V → V ∗ as
〈Au, v〉 =
∫
Ω∇u(x) · ∇v(x) dx, where 〈·, ·〉 is duality in V × V
∗. The norm in V is
denoted as ‖v‖2 = 〈Av, v〉. Norms in other spaces then V will be denoted by appropri-
ate subscripts. The linear and continuous trace mapping leading from V to L2(ΓM ) is
denoted by γ, we will use the same symbol to denote the Nemytskii trace operator on
the spaces of time dependent functions. The norm of trace operator will be denoted by
‖γ‖ ≡ ‖γ‖L(V ;L2(ΓM )). If u ∈ L
2(ΓM ) we will denote by S
2
∂j(u) the set of all L
2 selections
of ∂j(u) i.e. all functions ξ ∈ L2(ΓM ) such that ξ(x) ∈ ∂j(u(x)) for a.e. x ∈ ΓM .
The problem under consideration is the following
Problem (P1). Find v ∈ L
2
loc(R
+;V ) with v′ ∈ L2loc(R
+;V ⋆), v(0) = v0 such that
〈v′(t) +Av(t), z〉+ (ξ(t), γz)L2(ΓM ) = 〈F, z〉, (3.1)
ξ(t) ∈ S2∂j(γv(t)),
for a.e. t ∈ R+ and for all z ∈ V .
The above problem is in fact a weak form of the following initial and boundary value
problem
v′(x, t)−∆v(x, t) = F (x) in Ω× R+, (3.2)
v(x, 0) = v0(x) in Ω, (3.3)
v(x, t) = 0 on ΓD × R
+, (3.4)
−
∂v(x, t)
∂ν
∈ ∂j(v(x, t)) on ΓM × R
+. (3.5)
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The assumptions on problem data are the following
H0: v0 ∈ H,F ∈ V
∗,
H(j): j : R→ R is a locally Lipschitz function such that
(i) ∂j satisfies the growth condition |ξ| ≤ a+ b|s| for all s ∈ R and ξ ∈ ∂j(s) with
a, b > 0,
(ii) ∂j satisfies the dissipativity condition ξs ≥ c−d|s|2 for all s ∈ R and ξ ∈ ∂j(s)
with c ∈ R and d ∈
(
0, 1‖γ‖2
)
,
Note that assuming H(j)(i) for u ∈ L2(ΓM ) the set S
2
∂j(u) is in fact the set of all
measurable selections of ∂j(u).
Existence of solutions to Problem (P1) follows from the results of [35]. Note that the
assumption H(j)(ii) is more general than the corresponding assumption of [35] (namely
H(j)(iv)), however, the careful examination of the proof in [35] reveals that H(j)(ii) is
sufficient for the existence of solutions. See also [19] for the existence analysis under the
hypothesis H(j)(ii) in the general setup.
Theorem 3.1. Problem (P1) has a solution.
We associate with Problem (P1) the multifunction G : R
+ × H → P (H), which
assigns to the time t and initial condition v0 the set of states attainable from v0 after
time t. Observe that G constitutes an m-semiflow.
Lemma 3.2. If v ∈ L2loc(R
+;V ) with v′ ∈ L2loc(R
+;V ⋆) solves Problem (P1), then
d
dt
‖v(t)‖2H + C1‖v(t)‖
2 ≤ C2 for a.e. t ∈ R
+, (3.6)
‖v′(t)‖V ∗ ≤ C3 + C4‖v(t)‖ for a.e. t ∈ R
+, (3.7)
with C1, C2, C3, C4 > 0.
Proof. We take z = v(t) in (3.1) and obtain
1
2
d
dt
‖v(t)‖2H + ‖v(t)‖
2 + (ξ(t), γv(t))L2(ΓM ) ≤ 〈F, v(t)〉,
23
where ξ(t) ∈ S2
∂j(γv(t)) for a.e. t ∈ R
+. From H(j)(ii) we obtain with arbitrary ε > 0
1
2
d
dt
‖v(t)‖2H + ‖v(t)‖
2 ≤
ε
2
‖v(t)‖2 +
1
2ε
‖F‖2V ∗ + d‖γv(t)‖
2
L2(ΓM )
− cm(Γm).
Taking ε = 1− d‖γ‖2 we obtain with a constant C > 0
1
2
d
dt
‖v(t)‖2H +
1− d‖γ‖2
2
‖v(t)‖2 ≤ C,
which proves (3.6).
To show (3.7) let us observe that for z ∈ V and a.e. t ∈ R+ we have with ξ(t) ∈
S2
∂j(γv(t))
〈v′(t), z〉 ≤ ‖A‖L(V ;V ∗)‖v(t)‖‖z‖+ ‖F‖V ∗‖z‖+ ‖ξ(t)‖L2(ΓM )‖γ‖‖z‖.
Now (3.7) follows directly from the growth condition H(j)(i) and trace inequality.
Lemma 3.3. There exists R0 > 0 such that for all bounded sets B ⊂ H there exists a
time t0 > 0 such that if v0 ∈ B then ‖v(t)‖H ≤ R0 for all t ≥ t0 and in consequence the
ball B(0, R0) is absorbing in H.
Proof. From (3.6) we obtain
1
2
d
dt
‖v(t)‖2H + C1λ1‖v(t)‖
2
H ≤ C2,
where λ1 is the first eigenvalue of A in V . From Gronwall Lemma we get for all t ∈ R
+
‖v(t)‖2H ≤ ‖v0‖
2
He
−C1λ1t +
C2
C1λ1
. (3.8)
The assertion holds with R0 =
C2
C1λ1
+ 1.
Lemma 3.4. If v ∈ L2loc(R
+;V ) with v′ ∈ L2loc(R
+;V ⋆) solves Problem (P1), then for
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all bounded sets B ⊂ H there exists t0 = t0(B) such that if v0 ∈ B, then
sup
t≥t0
∫ t+1
t
‖v(t)‖2 dt ≤ C5, (3.9)
sup
t≥t0
∫ t+1
t
‖v′(t)‖2V ∗ dt ≤ C6. (3.10)
with C5, C6 > 0.
Proof. Estimate (3.9) follows directly from the integration of (3.6) and application of
(3.8). Estimate (3.10) is a direct consequence of (3.9) and (3.7).
Before we pass to the proof of the fact that the m-semiflow associated with the prob-
lem (P1) satisfies the flattening condition we recall a lemma which is a simple consequence
of Proposition 1.10 from [41].
Lemma 3.5. Let H be a separable Banach space and T > 0. If the set U ⊂ L2(0, T ;H)
is relatively compact then it is 2-uniformly integrable, i.e.
∀ λ > 0 ∃ δ > 0 : ∀J ⊂ (0, 1) m(J) ≤ δ ⇒ sup
u∈U
∫
J
‖u(s)‖2H ds ≤ λ. (3.11)
Lemma 3.6. For every bounded set B ⊂ H and every ε > 0 there exists t0 and finite
dimensional subspace Hm ⊂ H such that, denoting the projection onto Hm by Pm, for
every w ∈
⋃
t≥t0
G(t, B) we have
‖(I − Pm)w‖H ≤ ε,
and in consequence the semiflow G satisfies the flattening condition.
Proof. Let 0 < λ1 ≤ λ2 ≤ . . . ≤ λm ≤ . . . be the eigenvalues of A and {um}
∞
m=1 be the
corresponding sequence of eigenfunctions which are orthogonal in V and orthonormal
in H . We have λm → ∞ as m → ∞. By Pm we denote the projector onto the space
Hm spanned by the first m eigenfunctions. Since w ∈
⋃
t≥t0
G(t, B) then there exists a
function v, a solution to (P1) such that v(0) ∈ B and v(t) = w, where t ≥ t0 and t0 will
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be determined later. We denote v(t) = v1(t) + v2(t), where v1(t) ∈ Hm and v2(t) ∈ H
⊥
m.
We take the duality in (3.1) with v2(t) and we obtain for a.e. t ∈ R
+
1
2
d
dt
‖v2(t)‖
2
H + ‖v2(t)‖
2 ≤ ‖F‖V ∗‖v2(t)‖ + ‖ξ(t)‖L2(ΓM )‖γ‖‖v2(t)‖.
Using Cauchy inequality with ε gives, for any ε > 0 and a.e. t ∈ R+
1
2
d
dt
‖v2(t)‖
2
H + ‖v2(t)‖
2 ≤
1
2ε
‖F‖2V ∗ + ε‖v2(t)‖
2 +
1
2ε
‖ξ(t)‖2L2(ΓM )‖γ‖
2.
We take ε = 12 and we have
1
2
d
dt
‖v2(t)‖
2
H +
1
2
‖v2(t)‖
2 ≤ ‖F‖2V ∗ + ‖ξ(t)‖
2
L2(ΓM )
‖γ‖2,
for a.e. t ∈ R+. Note that for u ∈ H⊥m we have the Courant-Fischer formula ‖u‖
2 ≥
λm+1‖u‖
2
H. From the growth condition H(j)(i) we obtain
d
dt
‖v2(t)‖
2
H + λm+1‖v2(t)‖
2
H ≤ D1 +D2‖γv(t)‖
2
L2(ΓM )
,
where D1, D2 > 0 are positive constants independent on t and initial condition. From
the Translated Gronwall Lemma 3.1 we get, for all t ∈ R+,
‖v2(t+ 2)‖
2
H ≤ (3.12)
≤ e−λm+1
∫ t+1
t
‖v2(s)‖
2
H ds+
D1
λm+1
+D2e
−λm+1(t+2)
∫ t+2
t
eλm+1s‖γv(s)‖2L2(ΓM ) ds.
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Now for any δ ∈ (0, 2) we have
∫ t+2
t
eλm+1s‖γv(s)‖2L2(ΓM ) ds =
=
∫ t+2−δ
t
eλm+1s‖γv(s)‖2L2(ΓM ) ds+
∫ t+2
t+2−δ
eλm+1s‖γv(s)‖2L2(ΓM ) ds ≤
≤ eλm+1(t+2−δ)‖γ‖2
∫ t+2
t
‖v(s)‖2 ds+ eλm+1(t+2)
∫ t+2
t+2−δ
‖γv(s)‖2L2(ΓM ) ds.
Substituting this last inequality into (3.12) we obtain from Lemmata 3.3 and 3.4 for
t ≥ t0(B)
‖v2(t+ 2)‖
2
H ≤ e
−λm+1R20 +
D1
λm+1
+ 2D2e
−δλm+1‖γ‖2C5 +D2
∫ t+2
t+2−δ
‖γv(s)‖2L2(ΓM ) ds,
(3.13)
where R0 is given by Lemma 3.3. We denote W(0, 2) = {u ∈ L
2(0, 2;V ) | u′ ∈
L2(0, 2;V ∗)}. By Lemma 3.4 the set
U = {v(· − t)|[0,2] | v solves (3.1) and t ≥ t0}
is bounded in W(0, 2) and hence (from Proposition 2.143 in [8]) the set γU is relatively
compact in L2(0, 2;L2(ΓM )). From Lemma 3.5 it follows that this set is 2-uniformly
integrable. We take λ = ε2D2 . From (3.11) and (3.13) it follows that there exists δ > 0
such that for all t ≥ t0
‖v2(t+ 2)‖
2
H ≤ e
−λm+1R20 +
D1
λm+1
+ 2D2e
−δλm+1‖γ‖2C5 +
ε
2
. (3.14)
Now it suffices to choose m large enough such that the sum of first three terms on the
right-hand side of (3.14) is less than ε2 and the proof is complete.
Lemma 3.7. If {vn}
∞
n=1 solve Problem (P1) with the initial conditions {v
0
n} such that
v0n → v0 strongly in H then for any t > 0 for a subsequence we have vn(t)→ v(t) weakly
in H, where v is a solution with the initial condition v0, and, in consequence the semiflow
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G satisfies the condition (NW ).
Proof. The proof is standard since the a priori estimates of Lemma 3.2 provide enough
convergence to pass to the limit. Indeed, the sequence vn is bounded in L
2(0, t;V ) with
v′n bounded in L
2(0, t;V ∗). Hence, for a subsequence vn → v weakly in L
2(0, t;V ) with
v′n → v
′ weakly in L2(0, t;V ∗). In consequence for all s ∈ [0, t] we have vn(s) → v(s)
weakly in H , which means that v(0) = v0 and vn(t) → v(t) weakly in H . We must
show that v solves Problem (P1) on (0, t). We only discuss passing to the limit in
multivalued term since for other terms it is standard. Let ξn ∈ L
2(0, t;L2(ΓM )) be such
that ξn(t) ∈ S
2
∂j(γvn(t))
and (3.1) holds. From the growth conditionH(j)(i) it follows that
ξn is bounded in L
2(0, t;L2(ΓM )) and thus, for a subsequence we have ξn → ξ weakly in
L2(0, t;L2(ΓM )). To conclude the proof we need to show that ξ(s) ∈ S
2
∂j(γv(s)) for a.e.
s ∈ (0, t). From the compactness of the Nemytskii trace operator (see [8]) it follows that
γvn → γv strongly in L
2(0, t;L2(ΓM )) and, in consequence, for a subsequence, γvn(t)→
γv(t) strongly in L2(ΓM ) for a.e. t ∈ (0, T ). Now let us observe that the multivalued
mapping L2(ΓM ) ∋ u→ S
2
∂j(u) ∈ P (L
2(ΓM )) is strong - weak upper semicontinuous (see
[37], [20]). The assertion follows from the convergence theorem of Aubin and Cellina (see
Theorem 1.4.1 in [2]) and the proof is complete.
From Lemmata 3.3, 3.6 and 3.7 it follows that all assumptions of Corollary 2.2 hold
and hence we have shown the following Theorem
Theorem 3.2. The m-semiflow G associated with Problem (P1) has a global attractor.
3.2 Attractor in L2(Ω) and Lp(Ω) for reaction-diffusion problem
with multivalued semilinear source term.
The example of this subsection is a generalization of semilinear reaction-diffusion problem
considered for example in Section 11 of [40] to the case where the source term is given
by a multifunction.
28
Note that the existence of attractor in L2(Ω) for the problem considered in this section
can be shown using the method of strong-strong upper semicontinuity of m-semiflow and
the monotonicity of auxiliary energy function after technical modification of the proofs in
[22], [23]. The proof of the attractor existence in Lp(Ω) is based on the argument from [27]
where the Lp pullback attractor existence for the process associated with nonautonomous
reaction-diffusion equation is shown.
Let Ω ⊂ Rm be an open and bounded set with Lipschitz boundary and let p > 2. The
letter q will denote the conjugate exponent given by 1
p
+ 1
q
= 1. We use the notation
V = H10 (Ω) and H = L
2(Ω). The spaces V ⊂ H ⊂ V ∗ constitute an evolution triple with
continuous, dense and compact embeddings, by 〈·, ·〉 we denote the duality in V ×V ∗. We
define an operator A : V → V ∗ as 〈Au, v〉 =
∫
Ω
∇u(x) · ∇v(x) dx, the same symbol A is
used to denote the Nemytskii operator leading from L2(S;V ) to L2(S;V ∗), where S ⊂ R+
is a bounded and open time interval. We use the norm in V given as ‖v‖2 = 〈Av, v〉.
By λ1 > 0 we denote the constant in Poincare inequality λ1‖v‖
2
H ≤ ‖v‖
2 valid for
v ∈ V . Let moreover V(S) = L2(S;V ) ∩ Lp(S;Lp(Ω)). This space, equipped with
the norm ‖u‖V(S) = ‖u‖L2(S;V ) + ‖u‖Lp(S;Lp(Ω)) is in duality with the space V
∗(S) =
L2(S;V ∗) + Lq(S;Lq(Ω)), where the norm in the latter space given by
‖u‖V∗(S) = inf
w∈L2(S;V ∗),
z∈Lq(S;Lq(Ω)),
w+z=u
max{‖w‖L2(S;V ∗), ‖z‖Lq(S;Lq(Ω))}.
Moreover, the space W(S) = {u ∈ V(S) | u′ ∈ V∗(S)} is embedded continuously in
C(S¯;H) and compactly in L2(S;H) (see [40]). We will use the notation Wloc(R
+)
(respectively Vloc(R
+), V∗loc(R
+)) for the space of functions which belong to W(0, T )
(respectively V(0, T ), V∗(0, T )) for all T > 0.
We formulate the following problem
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Problem (P2). Find v ∈ Wloc(R
+) with v(0) = v0 such that
v′ +Av + ξ = F in V∗loc(R
+), (3.15)
ξ(t) ∈ Sq
∂j(v(t)) a.e. t ∈ R
+.
The assumptions on problem data are the following
H0: v0 ∈ H,F ∈ H ,
H(j): j : R→ R is a locally Lipschitz function such that
(i) ∂j satisfies the growth condition |ξ| ≤ a+ b|s|p−1 for all s ∈ R and ξ ∈ ∂j(s)
with a, b > 0,
(ii) ∂j satisfies the dissipativity condition ξs ≥ c+d|s|p for all s ∈ R and ξ ∈ ∂j(s)
with c ≤ 0 and d > 0.
Problem (P2) is in fact the weak formulation of the following initial and boundary
value problem
v′(x, t)−∆v(x, t) + ξ(x, t) = F (x) in Ω× R+, (3.16)
v(x, 0) = v0(x) in Ω, (3.17)
v(x, t) = 0 on ∂Ω× R+, (3.18)
ξ(x, t) ∈ ∂j(v(x, t)) on Ω× R+. (3.19)
Existence result for Problem (P2) uses the standard approximation technique (see [32],
[36], [18]), however we briefly outline the proof since this is a new result of independent
interest in the theory of hemivariational inequalities.
Theorem 3.3. Problem (P2) has at least one solution.
Proof. Let ̺ ∈ C∞0 (R) be a standard mollifier kernel such that supp(̺) ⊂ (−1, 1),∫ 1
−1 ̺(s) ds = 1 and ρ(s) ≥ 0 for all s ∈ (−1, 1). We define ̺n(s) = n̺(ns) for s ∈ R and
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n ∈ N. We consider jn : R→ R defined by a convolution
jn(r) =
∫
R
̺n(s)j(r − s) ds.
Note that jn ∈ C
∞(R). Moreover by calculations analogous to the proofs of Lemmata
5 and 9 in [18] it follows that jn satisfy H(j) (where the classical derivative j
′
n is taken
in place of ∂j) with the constants a, b, d > 0 and c ∈ R different then those for j but
independent on n. Next, we define a family of auxiliary problems parameterized by n
Problem (Pn2 ). Find vn ∈ Wloc(R
+) with vn(0) = v0 such that
v′n +Avn + j
′
n(vn) = F in V
∗
loc(R
+). (3.20)
It is known (see [40], [50], [27]) that above problems have, possibly nonunique, so-
lutions: we denote the sequence of corresponding solutions by {vn}
∞
n=1. Taking the
duality in (3.20) with vn and using H(j)(ii) we obtain, after calculations, that {vn} is
bounded in V(0, T ) and in L∞(0, T ;H), where the bound can possibly tend to infinity as
T →∞. Moreover a standard calculation that uses H(j)(i) shows that {v′n} is bounded
in V∗(0, T ). Hence, for a subsequence constructed by the diagonal argument, we have
vn → v weakly in Wloc(R
+) (3.21)
vn → v weakly-* in L
∞
loc(R
+). (3.22)
From the fact that the Nemytskii operator A : L2(0, T ;V ) → L2(0, T ;V ∗) is weakly
continuous for all t ≥ 0 we obtain Avn → Av weakly in V
∗
loc(R
+). Application of the
growth condition H(j)(i) gives that j′n(vn) is bounded in L
q
loc(R
+;Lq(Ω)) and hence, for
a subsequence
j′n(vn)→ ξ weakly in L
q
loc(R
+;Lq(Ω)). (3.23)
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We can pass to the limit in (3.20) and obtain that
v′ +A(v) + ξ = F in V∗loc(R
+).
In a standard way it follows that v(0) = v0. It remains to show that ξ(t) ∈ ∂j(v(t))
for a.e. t ∈ R+. The proof of this fact follows the lines of the proof of Step III of
Theorem 1 in [32]. Let us fix T > 0 and denote ΩT = (0, T )×Ω. Since W(0, T ) embeds
in L2(0, T ;H) compactly it follows that, for a subsequence, vn(t, x) → v(t, x) for a.e.
(t, x) ∈ ΩT . By Egoroff’s Theorem for each δ > 0 we can find the Lebesgue measurable
set Nδ such that m(Nδ) < δ and vn → v uniformly on ΩT \Nδ. Hence for each ε > 0 we
can find n0 ∈ N such that for all (t, x) ∈ ΩT \Nδ and n ≥ n0 we have
|vn(x, t)| ≤ |v(x, t)| + ε ∈ L
p(ΩT \Nδ). (3.24)
Morover from (3.23) it follows that j′n(vn) → ξ weakly in L
1(ΩT \ Nδ). Now take
w ∈ L∞(ΩT \Nδ). We have
∫
ΩT \Nδ
ξ(t, x)w(t, x) dx dt = lim
n→∞
∫
ΩT \Nδ
j′n(vn(t, x))w(t, x) dx dt.
From H(j)(i), which is valid for all n with the same a, b and from the bound (3.24) we
can invoke the Fatou Lemma and obtain
∫
ΩT \Nδ
ξ(t, x)w(t, x) dx dt ≤
∫
ΩT \Nδ
lim sup
n→∞
λ→0+
jn(vn(t, x) + λw(t, x)) − jn(vn(t, x))
λ
dx dt.
(3.25)
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We can estimate the last integrand for a.e. (t, x) ∈ ΩT \Nδ as follows
lim sup
n→∞
λ→0+
jn(vn(t, x) + λw(t, x)) − jn(vn(t, x))
λ
=
= lim sup
n→∞
λ→0+
∫
R
̺n(τ)
j(vn(t, x)− τ + λw(t, x)) − j(vn(t, x) − τ)
λ
dτ ≤
≤ lim sup
n→∞
λ→0+
τ→0
j(vn(t, x) − τ + λw(t, x)) − j(vn(t, x) − τ)
λ
=
= lim sup
n→∞
λ→0+
τ→0
j(v(t, x) + vn(t, x)− v(t, x) − τ + λw(t, x)) − j(v(t, x) + vn(t, x)− v(t, x) − τ)
λ
=
= j0(v(t, x);w(t, x)).
Hence ∫
ΩT \Nδ
ξ(t, x)w(t, x) dx dt ≤
∫
ΩT \Nδ
j0(v(t, x);w(t, x)) dx dt (3.26)
Since the choice of w is arbitrary, from the definition of the generalized gradient we get
ξ(t, x) ∈ ∂j(v(t, x)) a.e. (t, x) ∈ ΩT \Nδ,
but, since δ > 0 can be arbitrarily small and m(Nδ) < 0 the last inclusion must hold for
a.e. x ∈ ΩT and the proof is complete.
Note, that by taking the test function u = wθ(t), where θ|[0,T ] ∈ C
1([0, T ]) with
θ(t) = 0 for t ≥ T and w ∈ V ∩Lp(Ω), analogously to the argument in Section 23 of [47]
or Section 8 of [40], it follows, that if v ∈ Wloc(R
+) solves (3.15), then for a.e. t ∈ R+
we have
v′(t) +Av(t) + ξ(t) = F, (3.27)
where the equality is understood in V ∗ + Lq(Ω).
We prove some estimates that are satisfied by the solutions to Problem (P2).
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Lemma 3.8. If v ∈ W(R+) solves Problem (P2), then, for a.e. t ≥ 0 we have
d
dt
‖v(t)‖2H + ‖v(t)‖
2
V + 2d‖v(t)‖
p
Lp(Ω) ≤
‖F‖2H
λ1
− 2cm(Ω), (3.28)
d
dt
‖(|v(t)| −M)+‖
p
Lp(Ω) +
dp
8
‖(|v(t)| −M)+‖
2p−2
L2p−2(Ω) +
+
dp
4
Mp−2‖(|v(t)| −M)+‖
p
Lp(Ω) ≤
p
d
‖F‖2H , (3.29)
where (3.29) holds with any M ≥
(
− 2c
d
) 1
p .
Proof. Proof of (3.28) is straightforward. This inequality follows by taking the duality
in (3.27) with v(t) ∈ V ∩ Lp(Ω) for a.e. t ∈ R+.
In order to show (3.29) we start from a formal estimation and then we show a tech-
nique to prove it rigorously. We proceed analogously to the proof of Lemma 3.1 in [27].
Taking the duality in (3.27) with (v(t)−M)p−1+ , where (v(t)−M)+ is a positive part of
v(t)−M , and M > 0, we obtain for a.e. t ∈ R+
1
p
d
dt
‖(v(t)−M)+‖
p
Lp(Ω) + (p− 1)
∫
Ω
|∇(v(t) −M)+|
2|(v(t) −M)+|
p−2 dx+
+
∫
Ω
ξ(t)(v(t) −M)p−1+ dx =
∫
Ω
F (v(t)−M)p−1+ dx. (3.30)
We observe that from H(j)(ii) it follows, that for s ≥
(
− 2c
d
) 1
p we have ξ ≥ d2s
p−1 for all
ξ ∈ ∂j(s) and hence if we assume that M ≥
(
− 2c
d
) 1
p we have for a.e. (x, t) ∈ Ω× R+
ξ(x, t)(v(x, t) −M)p−1+ ≥
d
2
|v(x, t)|p−1(v(x, t) −M)p−1+ ≥
≥
d
4
Mp−2(v(x, t) −M)p+ +
d
4
(v(x, t)−M)2p−2+ . (3.31)
Moreover we have for a.e. t ∈ R+ and a.e. x ∈ Ω
F (x)(v(x, t) −M)p−1+ ≤
d
8
(v(x, t) −M)2p−2+ +
2
d
F (x)2. (3.32)
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Applying (3.31) and (3.32) to (3.30) we obtain
d
dt
‖(v(t)−M)+‖
p
Lp(Ω)+
dp
8
‖(v(t)−M)+‖
2p−2
L2p−2(Ω)+
dp
4
Mp−2‖(v(t)−M)+‖
p
Lp(Ω) ≤
2p
d
‖F‖2H .
(3.33)
Taking (v(t) +M)p−1− as the test function in (3.27), where (v(t) +M)− is the negative
part of v(t) +M exactly as above we get
d
dt
‖(v(t)+M)−‖
p
Lp(Ω)+
dp
8
‖(v(t)+M)−‖
2p−2
L2p−2(Ω)+
dp
4
Mp−2‖(v(t)+M)−‖
p
Lp(Ω) ≤
2p
d
‖F‖2H .
(3.34)
Combining (3.33) and (3.34) we obtain (3.29).
In order for the derivation of (3.29) to be rigorous we need that (v(t)+M)p−1− , (v(t)−
M)p−1+ ∈ V ∩ L
p(Ω). If this is not the case, we proceed analogously to the argument
of Section III.6.2 in [44]. First we define θN ∈ C
∞([0,∞)) by θN (s) = s for s ∈ [0, N ],
θN (s) = 2N for s ≥ 2N and θN strictly increasing and smooth. We take θN ((v(t) −
M)p−1+ ) as a test function in (3.27) and obtain inequality similar to (3.33). Then we let
N → ∞ in this inequality and obtain precisely (3.33). Same argument can be used for
(3.34).
Note that (3.29) is similar to the inequality (3.4) in Lemma 3.1 in [27]. The difference
is, that in (3.29) there is an additional term with L2p−2 norm. This term will be needed
for ω-limit compactness of the associated multivalued semigroup, since due to lack of
regularity we cannot take −∆v(t) as a test function and obtain estimate on ‖v(t)‖V
analogous to (3.3) in [27].
We can associate with Problem (P2) the multifunction G : R
+ × H → P (H) that
assigns to the time t and initial condition v0 the set of states attainable from v0 after
time t. Obviously, G is an m-semiflow.
Lemma 3.9. Let t ≥ 0 and v0 ∈ B ⊂ H, where ‖w‖H ≤ R for w ∈ B. Let moreover
v ∈ G(t, v0). Then
‖v‖2H ≤ e
−λ1tR2 +
‖F‖2H − 2cm(Ω)λ1
λ21
. (3.35)
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In consequence G : R+ ×H → P (H) has a bounded absorbing set.
Proof. The proof is straightforward. Multiplying (3.28) by the integrating factor eλ1t,
we get for a.e. t ≥ 0
d
dt
(eλ1t‖v(t)‖2H) ≤
(
‖F‖2H − 2cm(Ω)
λ1
)
eλ1t.
Hence, after integration from 0 to t we get (3.35).
Lemma 3.10. If v0 ∈ L
p(Ω) then G(t, v0) ⊂ L
p(Ω) and hence G is an m-semiflow on
Lp(Ω). Moreover G : R+ × Lp(Ω)→ P (Lp(Ω)) has a bounded absorbing set in Lp(Ω).
Proof. We omit the term with L2p−2 norm in left-hand side of (3.29) and multiply it by
e
dp
4
Mp−2t. We obtain for a.e. s ∈ R+
d
ds
(‖(|v(s)| −M)+‖
p
Lp(Ω)e
dp
4
Mp−2s) ≤
p
d
‖F‖2He
dp
4
Mp−2s.
After integration from 0 to t this gives us
‖(|v(t)| −M)+‖
p
Lp(Ω) ≤ e
− dp
4
Mp−2t‖(|v0| −M)+‖
p
Lp(Ω) +
4
Mp−2d2
‖F‖2H ≤
≤ e−
dp
4
Mp−2t‖v0‖
p
Lp(Ω) +
4
Mp−2d2
‖F‖2H . (3.36)
Now assume that v ∈ G(t, v0) for any t ≥ 0 and v0 ∈ L
p(Ω). We have
‖v‖p
Lp(Ω) =
∫
{|v|≤M}
|v(x)|p dx+
∫
{|v|>M}
|v(x)|p dx ≤
≤Mpm(Ω) +
∫
{|v|>M}
(|v(x)| −M +M)p dx ≤
≤Mpm(Ω) + 2p−1Mpm(Ω) + 2p−1
∫
Ω
(|v(x)| −M)p+ dx.
Using (3.36) we obtain
‖v‖p
Lp(Ω) ≤M
pm(Ω)(1 + 2p−1) +
2p+1
Mp−2d2
‖F‖2H + 2
p−1e−
dp
4
Mp−2t‖v0‖
p
Lp(Ω). (3.37)
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The assertion follows directly from (3.37).
Lemma 3.11. The multivalued semiflow G : R+ × H → P (H) satisfies the condition
(NW ).
Proof. Assume that {vn}
∞
n=1 solve Problem (P2) with the initial conditions v
0
n where
v0n → v0 strongly in H . Fix t > 0. From (3.28) it follows that vn is bounded in V(0, t).
Moreover, analogously to the argument in the proof of Theorem 3.3 from growth condition
H(j)(i) and the bound on vn in V(0, t) it follows that v
′
n is bounded in V
∗(0, t). Hence,
by reflexivity of these spaces we can extract a subsequence, denoted by the same index
n, such that vn → v weakly in W(0, t) for some v ∈ W(0, t). Using the same argument
as in the proof of Theorem 3.3 we can pass to the limit in (3.15) written for vn and find
that v solves Problem (P2) with the initial condition v0. Moreover, sinceW(0, t) embeds
continuously in C([0, t];H), we have that vn → v weakly in C([0, t];H) and moreover
vn(t)→ v(t) weakly in H .
Lemma 3.12. The multivalued semiflow G : R+ × Lp(Ω) → P (Lp(Ω)) satisfies the
condition (NW ).
Proof. Let t ≥ 0. Assume that v0n → v0 strongly in L
p(Ω) and vn solve Problem (P2)
with initial conditions v0n. Since, by Lemma 3.11, G satisfies the condition (NW ) in H ,
we have, for a subsequence vn(t)→ v(t) weakly in H , where v solves (P2) with the initial
condition v0. Since, by (3.37), vn(t) is bounded in L
p(Ω), then, for another subsequence,
it follows that vn(t) → w weakly in L
p(Ω) for some w ∈ Lp(Ω). Hence it must be that
vn(t) → w weakly in H , and, from the uniqueness of the limit we have that w = v(t),
which completes the proof.
The following lemma is an analogue of Lemma 3.3 in [27].
Lemma 3.13. If v solves Problem (P2) with v0 ∈ B, where B ⊂ L
2(Ω) is bounded, then
for every ε > 0 there exists the large enough constant M dependent on ε, B and the
37
problem data such that for all t ≥ 2 we have
‖(|v(t)| −M)+‖
p
Lp(Ω) ≤ ε.
Proof. From (3.29) it follows by Lemma 3.1 that for all t ≥ 0 we have
‖(|v(t+ 2)| −M)+‖
p
Lp(Ω) ≤ e
− dp
4
Mp−2
∫ t+1
t
‖(|v(s)| −M)+‖
p
Lp(Ω) ds+
4‖F‖2H
d2Mp−2
. (3.38)
To estimate the integral in the right-hand side of (3.38) observe that for a.e. x ∈ Ω and
a.e. s ∈ R+ we have (|v(x, s)| −M)p+ ≤ |v(x, s)|
p and hence
∫ t+1
t
‖(|v(s)| −M)+‖
p
Lp(Ω) ds ≤
∫ t+1
t
‖v(s)‖p
Lp(Ω) ds. (3.39)
Integrating (3.28) from t to t+ 1 we obtain for all t ≥ 0
2d
∫ t+1
t
‖v(s)‖p
Lp(Ω) ds ≤ ‖v(t)‖
2
H − 2cm(Ω) +
‖F‖2H
λ1
. (3.40)
Using Lemma 3.9 we get
2d
∫ t+1
t
‖v(s)‖p
Lp(Ω) ds ≤ e
−λ1tR2 +
(‖F‖2H − 2cm(Ω)λ1)(1 + λ1)
λ21
.
Hence, and from (3.38) and (3.39) we obtain for all t ≥ 0
‖(|v(t+2)| −M)+‖
p
Lp(Ω) ≤ e
− dp
4
Mp−2
(
R2
2d
+
(‖F‖2H − 2cm(Ω)λ1)(1 + λ1)
2dλ21
)
+
4‖F‖2H
d2Mp−2
.
(3.41)
The proof is finished. Note that M depends on ε, d, c, p, R,m(Ω), ‖F‖H, λ1.
Lemma 3.14. The multivalued semiflow G : R × H → P (H) satisfies the flattening
condition in H.
Proof. The proof follows the lines of the proof of Lemma 3.6. We consider the sequence
of eigenvalues of A denoted by 0 < λ1 ≤ λ2 ≤ . . . and denote by Hn the space spanned
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by first n eigenfunctions and by Pn : H → Hn the projection operator. Then, if v solves
Problem (P2), we use the notation v1(t) = Pnv(t) and v2(t) = v(t)− v1(t). Assume that
v0 ∈ B, where B is such that ‖w‖H ≤ R for w ∈ B and t ≥ t0 ≥ 2. We take duality in
(3.27) with v2(t) and obtain
1
2
d
dt
‖v2(t)‖
2
H + ‖v2(t)‖
2
V ≤ ‖F‖H‖v2(t)‖H + ‖ξ(t)‖H‖v2(t)‖H .
From Cauchy inequality and Poisson inequality we get
d
dt
‖v2(t)‖
2
H + ‖v2(t)‖
2
V ≤
1
λ1
(‖F‖2H + ‖ξ(t)‖
2
H).
Applying the Courant-Fischer formula we get
d
dt
‖v2(t)‖
2
H + λn+1‖v2(t)‖
2
H ≤
1
λ1
(‖F‖2H + ‖ξ(t)‖
2
H).
From the Translated Gronwall Lemma 3.1 we get, for all t ≥ 0,
‖v2(t+2)‖
2
H ≤ e
−λn+1
∫ t+1
t
‖v2(s)‖
2
H ds+
‖F‖2H
λ1λn+1
+
e−λn+1(t+2)
λ1
∫ t+2
t
eλn+1s‖ξ(s)‖2H ds.
(3.42)
In order to estimate the last integral in right-hand side of above inequality we use the
growth condition H(j)(i). We have
‖ξ(s)‖2H ≤
∫
Ω
(a+ b|v(x, s)|p−1)2 dx ≤ 2a2m(Ω) + 2b2
∫
Ω
|v(x, s)|2p−2 dx.
Now observe that |v(x, s)|2p−2 ≤ 22p−3(M2p−2 + (|v(x, s)| −M)2p−2+ ) and therefore we
have
‖ξ(s)‖2H ≤ 2a
2m(Ω) + b222p−2
∫
Ω
M2p−2 + (|v(x, s)| −M)2p−2+ dx.
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Applying this last inequality in (3.42) gives
‖v2(t+ 2)‖
2
H ≤ e
−λn+1
∫ t+1
t
‖v2(s)‖
2
H ds+
‖F‖2H +m(Ω)(2a
2 + b222p−2M2p−2)
λ1λn+1
+
+
b222p−2
λ1
e−λn+1(t+2)
∫ t+2
t
eλn+1s‖(|v(x, s)| −M)+‖
2p−2
L2p−2(Ω) ds. (3.43)
In order to estimate the last integral in (3.43) we multiply (3.29) by eλn+1t and integrate
from t to t+ 2. We get
∫ t+2
t
eλn+1s
d
ds
‖(|v(s)| −M)+‖
p
Lp(Ω) ds+
dp
8
∫ t+2
t
eλn+1s‖(|v(s)| −M)+‖
2p−2
L2p−2(Ω) ds ≤
≤
p
d
‖F‖2H
eλn+1(t+2)
λn+1
.
After integration by parts we get
dp
8
∫ t+2
t
eλn+1s‖(|v(s)| −M)+‖
2p−2
L2p−2(Ω) ds ≤
p
d
‖F‖2H
eλn+1(t+2)
λn+1
+
+ eλn+1t‖(|v(t)| −M)+‖
p
Lp(Ω) + λn+1
∫ t+2
t
eλn+1s‖(|v(s)| −M)+‖
p
Lp(Ω) ds.
By Lemma 3.13, for any small δ < 0 we are able to choose large enough M = M(δ, R)
such that for all t ≥ t0 we have ‖(|v(t)| −M)+‖
p
Lp(Ω) ≤ δ. We have after straightforward
calculation
dp
8
∫ t+2
t
eλn+1s‖(|v(s)| −M)+‖
2p−2
L2p−2(Ω) ds ≤
p
d
‖F‖2H
eλn+1(t+2)
λn+1
+ 2eλn+1(t+2)δ.
Using this inequality in (3.43) we find
‖v2(t+ 2)‖
2
H ≤ e
−λn+1
∫ t+1
t
‖v2(s)‖
2
H ds+
‖F‖2H +m(Ω)(2a
2 + b222p−2M2p−2)
λ1λn+1
+
+
b222p−2
λ1
(
8‖F‖2H
d2λn+1
+
16δ
dp
)
. (3.44)
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By Lemma 3.9 we obtain for all t ≥ 0
∫ t+1
t
‖v2(s)‖
2
H ds ≤
∫ t+1
t
‖v(s)‖2H ds ≤ e
−λ1tR2 +
‖F‖2H − 2cm(Ω)λ1
λ21
.
Using this inequality in (3.44) gives
‖v2(t+ 2)‖
2
H ≤ e
−λn+1e−λ1tR2 + e−λn+1
‖F‖2H − 2cm(Ω)λ1
λ21
+
‖F‖2H + 2a
2m(Ω)
λ1λn+1
+
+
b222p−2M2p−2m(Ω)
λ1λn+1
+
b222p+1‖F‖2H
d2λ1λn+1
+
b222p+2δ
dpλ1
:= I1 + I2 + I3 + I4 + I5 + I6.
We choose δ such that I6 ≤
ε
6 . This fixes (possibly large) M . Next we choose n such
that λn+1 is large enough and hence Ii ≤
ε
6 for i = 2, 3, 4, 5. Finally we choose t0 large
enough so that I1 ≤
ε
6 for all t ≥ t0 and the proof is complete.
Theorem 3.4. The multivalued semiflow G : R+ ×H → P (H) has a global attractor in
H.
Proof. The theorem follows from Lemmata 3.9, 3.11, 3.14 and Corollary 2.2.
We formulate the following lemma which is a corollary of Lemma 5.3 in [50] (compare
Corollary 5.4 in [50] and Lemma 2.1 in [27]).
Lemma 3.15. Let G be a multivalued semiflow in H and Lp(Ω) (p ≥ 2) such that
(i) G : R+ ×H → P (H) is ω-limit compact in H,
(ii) for any ε > 0 and any bounded subset B ⊂ Lp(Ω) there exists a positive constant
M¯ = M¯(ε,B) and T = T (ε,B) such that for all v0 ∈ B, t ≥ T and for all
v ∈ G(t, v0) we have ∫
{|v|≥M}
|v(x)|p dx ≤ ε.
Then G : R+ × Lp(Ω)→ P (Lp(Ω)) is ω-limit compact in Lp(Ω).
Theorem 3.5. The multivalued semiflow G : R+ × Lp(Ω) → P (Lp(Ω)) has a global
attractor in Lp(Ω).
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Proof. From Lemmata 3.10 and 3.12 it follows G satisfies condition (NW ) and has a
bounded absorbing set in Lp(Ω). From Lemma 3.14 it follows that G satisfies the flat-
tening condition in H and, by Lemma 2.5, we deduce that G is ω-limit compact in H .
To obtain ω-limit compactness in Lp(Ω) we will use Lemma 3.15. To this end let t ≥ 2
and v0 ∈ B, where B is bounded in L
p(Ω). We take ε and M as in Lemma 3.13. We
have for v ∈ G(t, v0)
∫
{|v|≥2M}
|v(x)|p dx ≤
∫
{|v|≥2M}
(|v(x)| −M +M)p dx ≤
≤ 2p−1
(∫
{|v|≥2M}
(|v(x)| −M)p dx+
∫
{|v|≥2M}
Mp dx
)
≤
≤ 2p−12
∫
{|v|≥M}
(|v(x)| −M)p+ dx ≤ 2
pε,
as M ≤ |v| −M for |v| ≥ 2M . This proves that (ii) of Lemma 3.15 holds. Hence G is
ω-limit compact in Lp(Ω) and from Theorem 2.1 it follows that G has an attractor in
Lp(Ω).
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