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Abstract
This paper deals with the backward Euler method applied to semilinear parabolic stochastic partial
differential equations (SPDEs) driven by additive noise. The SPDE is discretized in space by the
finite element method and in time by the backward Euler. We consider a larger class of nonlinear
drift functions, which are of Nemytskii type and polynomial of any odd degree with negative
leading term, instead of only dealing with the special case of stochastic Allen-Chan equation as
in the up to date literature. Moreover our linear operator is of second order and not necessarily
self-adjoint, therefore makes estimates more challenging than in the case of self-adjoint operator.
We prove the strong convergence of our fully discrete schemes toward the mild solution and results
indicate how the convergence rates depend on the regularities of the initial data and the noise.
In particular, for trace class noise, we achieve convergence order O(h2 + ∆t1−ǫ), where ǫ > 0 is
positive number, small enough. We also provide numerical experiments to illustrate our theoretical
results.
Keywords: Stochastic parabolic partial differential equations, Backward Euler method, Finite
∗Corresponding author
Email addresses: jean.d.mukam@aims-senegal.org (Jean Daniel Mukam), antonio@aims.ac.za (Antoine
Tambue)
Preprint submitted to Elsevier January 1, 2020
element method, Errors estimate, One-sided Lipschitz & Polynomial growth conditions.
1. Introduction
We consider numerical approximations of SPDE defined in Λ ⊂ Rd, d = 1, 2, 3, with initial value
and boundary conditions of the following type
dX(t) + AX(t)dt = F (X(t))dt+ dW (t), X(0) = X0, t ∈ (0, T ] (1)
on the Hilbert space L2(Λ), where T > 0 is the final time, A is an unbounded linear operator,
not necessarily self-adjoint. The noise W (t) =W (x, t) is a Q−Wiener process defined in a filtered
probability space (Ω,F ,P, {Ft}t≥0) and Q : H −→ H is a positive linear self-adjoint operator.
The filtration is assumed to fulfill the usual conditions (see e.g., [28, Definition 2.1.11]). Note that
the noise can be represented as follows, see e.g., [27, 28]
W (x, t) =
∞∑
i=0
√
qiei(x)βi(t), t ∈ [0, T ], x ∈ H, (2)
where qi, ei, i ∈ Nd are respectively the eigenvalues and the eigenfunctions of the covariance op-
erator Q, and βi are independent and identically distributed standard Brownian motions. Precise
assumptions on F , B, X0 and A will be given in the next section to ensure the existence of the
unique mild solution X of (1), which has the following representation, see e.g., [27, 28]
X(t) = S(t)X0 +
∫ t
0
S(t− s)F (X(s))ds+
∫ t
0
S(t− s)dW (s), t ∈ [0, T ]. (3)
Equations of type (1) are used to model different real world phenomena in different fields such as
biology, chemistry, physics, see e.g., [29, 7, 30]. In many cases, explicit solutions of SPDEs are
unknown, therefore numerical methods are the only good tools to provide realistic approximations.
Numerical approximation of SPDE (1) is therefore an active research area and have attracted a
lot of attentions since two decades, see e.g., [21, 37, 35, 17, 11, 12, 38] and references therein. The
convergence analysis of many numerical schemes in the literature are based on the global Lipschitz
condition of the drift function F . However, for many physical problems, the nonlinear function
F does not satisfy the global Lipschitz condition. For instance for the stochastic Allen-Cahn
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equation, the nonlinear drift function is of type F (u) = u−u3, which is not globally Lipschitz, see
e.g., [3, 16]. It is well known that the standard Euler-Maruyama method for stochastic differential
equations (SDEs) with non-global Lipschitz drift diverges [10]. For SDEs with non-global Lipschitz
condition, implicit schemes were proved to converge strongly to the exact solution [24]. Recently,
explicit taming methods were proved to be efficient for such SDEs, see e.g., [9, 33]. This taming
strategy is being extended to the case of SPDEs with non-global Lipschitz drift function, see e.g.,
[1, 36]. In fact, numerical approximations of SPDEs with non-global Lipschitz drift is currently a
hot topic in numerical analysis. Campbell and Lord [4] proposed an adaptive time-stepping scheme
for such problems. Bre´hier et al. [3]; Bre´hier and Goudene`ge [2] analyze the converge of some
explicit splitting approximations for stochastic Allen-Chan equation. All the above mentioned
schemes are explicit and are of Euler-type. Since backward Euler method is more stable than the
explicit Euler schemes, they have been considered in the literature. Kova´cs et al. [22, 23] analyze
the backward Euler and a fully implicit split-step schemes for stochastic Allen-Cahn equation.
However, to the best of our knowledge in the above mentioned works, the linear operator is
assumed to be the Laplace operator, which is self-adjoint and therefore makes the estimations
more easier than they would be in more general non-self adjoint case.
In this paper, we consider the full discretization of a general semilinear second order SPDE where
the linear operator is non-necessarily self-adjoint and therefore makes estimates more challenging.
We discretise in space the SPDE by the finite element method and in time by the backward Euler
method. Note that in many of the above cited references, the convergence results are done only for
the particular case of stochastic Allen-Cahn equation. In fact, one key argument in such situation
is the Sobolev embedding H10 (Λ) ⊂ L6(Λ), which is due to the fact the drift function is polynomial
of degree 3 and the spatial dimension is d ≤ 3, see e.g. [23, 22]. For more general cases, the strong
convergence rates of numerical schemes are far from being understood and it was still an open
problem to derive general strong convergence rates of numerical schemes for SPDEs with non-
global Lipschitz coefficients. Recently Campbell and Lord [4] proposed an adaptive time-stepping
method to solve such problems. However, the assumptions on the nonlinear drift function made in
[4] do not include the case of stochastic Allen-Cahn equation investigated in [23, 22, 2, 3], therefore
these assumptions are still restrictive. In fact, as the solution process is sough in the Hilbert L2(Λ),
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the function F (u) = u − u3, u ∈ L2(Λ) does not satisfy the polynomial growth condition stated
in [4] (see e.g. [4, Assumption 2.4]). In this work, we derive general strong convergence rates
for SPDEs with nonlinear drift of Nemytskii type, which include the case of stochastic Allen-
Cahn equation. More, precisely, we consider F (u)(x) = ϕ(u(x)), u ∈ L2(Λ) and x ∈ Λ, where
ϕ : R −→ R is polynomial of any odd order with negative leading coefficient. Hence our setting is
more general than the ones in the current scientific literature and generalize the case of stochastic
Allen-Chan equation. In almost all the above mentioned references, the optimal convergence order
is 1
2
. For instance the optimal convergence order in [2, 3] is 1
2
, providing that ‖A 12Q 12‖L2(H) < ∞
(which corresponds to Assumption 2.4 with β = 2). In this paper, we prove that our numerical
schemes achieve rather higher convergence orders of the form O
(
hβ +∆t
β
2
−ǫ
)
, where ǫ > 0 is an
arbitrarily number small enough. So for β = 2, we achieve an optimal convergence rate 1 − ǫ in
time.
The rest of this paper is organized as follows. Section 2 deals with the well-posedness problem, the
numerical scheme together with the main result. In Section 3, we provide the proof of the main
result. We end the paper in Section 4 with a numerical experiment illustrating our theoretical
result.
2. Mathematical setting and numerical method
2.1. Main assumptions and well-defined problem
Let us define functional spaces, norms and notations that will be used in the rest of the paper.
Let C := C(Λ,R) be the set of continuous functions equipped with the norm ‖u‖C = sup
x∈Λ
|u(x)|,
u ∈ C Let (H, 〈., .〉, ‖.‖) be a separable Hilbert space and (U, ‖.‖U) a Banach space. We denote
by Lp(Ω, U), p ≥ 2 the Banach space of all equivalence classes of p-integrable U -valued random
variables. The norms in the Sobolev spaces Hm(Λ), m > 0 will be denoted by ‖.‖m. By L(U,H),
we denote the space of bounded linear mappings from U to H endowed with the usual operator
norm ‖.‖L(U,H), by L2(U,H) := HS(U,H) we denote the space of Hilbert-Schmidt operators from
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U to H . We equip L2(U,H) with the norm
‖l‖2L2(U,H) :=
∞∑
i=1
‖lψi‖2, l ∈ L2(U,H), (4)
where (ψi)
∞
i=1 is an orthonormal basis of U . Note that (4) is independent of the orthonormal basis
of U . For simplicity, we use the notations L(U, U) =: L(U), L2(U, U) =: L2(U) and in the case
U = Q
1
2 (H) we use the notation L02 := L2
(
Q
1
2 (H), H
)
. It is well known that for all l ∈ L(U,H)
and l1 ∈ L2(U), it holds that ll1 ∈ L2(U,H) and
‖ll1‖L2(U,H) ≤ ‖l‖L(U,H)‖l1‖L2(U). (5)
Let p ∈ [2,∞) and t ∈ [0, T ]. For any L02-valued predictable process φ(s), 0 ≤ τ1 ≤ s ≤ τ2 ≤ T ,
the following estimate called Burkho¨lder-Davis-Gundy inequality holds∥∥∥∥∫ τ2
τ1
φ(s)dW (s)
∥∥∥∥
Lp(Ω,H)
≤ C(p)
(∫ τ2
τ1
‖φ(s)‖2
Lp(Ω,L02)
ds
)1/2
= C(p)
(∫ τ2
τ1
‖φ(s)Q 12‖2Lp(Ω,L2)ds
)1/2
, (6)
see e.g., [18, Proposition 2.6] or [27, Theorem 4.36].
Throughout this paper, we assume that Λ is bounded and has smooth boundary or is a convex
polygon of Rd, d = 1, 2, 3. From now we consider the linear operator A to be given by
Au = −
d∑
i,j=1
∂
∂xi
(
Dij(x)
∂u
∂xj
)
+
d∑
i=1
qi(x)
∂u
∂xi
, D = (Di,j)1≤i,j≤d , q = (qi)1≤i≤d , (7)
where Dij ∈ L∞(Λ), qi ∈ L∞(Λ). We assume that there exists a constant c1 > 0 such that
d∑
i,j=1
Dij(x)ξiξj ≥ c1|ξ|2, ξ ∈ Rd, x ∈ Λ. (8)
As in [21, 6] we introduce two spaces H and V , such that H ⊂ V ; the two spaces depend on the
boundary conditions and the domain of the operator A. For Dirichlet (or first-type) boundary
conditions we take
V = H = H10 (Λ) = C
∞
c (Λ)
H1(Λ)
= {v ∈ H1(Λ) : v = 0 on ∂Λ}.
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For Robin (third-type) boundary condition and Neumann (second-type) boundary condition,
which is a special case of Robin boundary condition, we take V = H1(Λ)
H = {v ∈ H2(Λ) : ∂v/∂vA + α0v = 0, on ∂Λ}, α0 ∈ R,
where ∂v/∂vA is the normal derivative of v and vA is the exterior pointing normal n = (ni) to the
boundary of A, given by
∂v/∂vA =
d∑
i,j=1
ni(x)Dij(x)
∂v
∂xj
, x ∈ ∂Λ.
Using the Green’s formula and the boundary conditions, we obtain the following corresponding
bilinear form associated to A
a(u, v) =
∫
Λ
(
d∑
i,j=1
Dij
∂u
∂xi
∂v
∂xj
+
d∑
i=1
qi
∂u
∂xi
v
)
dx, u, v ∈ V,
for Dirichlet and Neumann boundary conditions, and
a(u, v) =
∫
Λ
(
d∑
i,j=1
Dij
∂u
∂xi
∂v
∂xj
+
d∑
i=1
qi
∂u
∂xi
v
)
dx+
∫
∂Λ
α0uvdx, u, v ∈ V,
for Robin boundary conditions. Using G˚arding’s inequality (see e.g., [30]), it holds that there exist
two positive constants c0 and λ0 such that
a(v, v) ≥ λ0‖v‖21 − c0‖v‖2, v ∈ V. (9)
By adding and substracting c0Xdt in both sides of (1), we obtain a new linear operator still
denoted by A, and the corresponding bilinear form is also still denoted by a. Therefore, the
following coercivity property holds
a(v, v) ≥ λ0‖v‖21, v ∈ V. (10)
Note that the expression of the nonlinear term F has changed as we included the term c0X in
a new nonlinear term that we still denote by F . The coercivity property (10) implies that A is
sectorial in L2(Λ), i.e. there exist C1, θ ∈ (12π, π) such that
‖(λI −A)−1‖L(L2(Λ)) ≤ C1|λ| , λ ∈ Sθ,
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where Sθ :=
{
λ ∈ C : λ = ρeiφ, ρ > 0, 0 ≤ |φ| ≤ θ} (see [8]). Then −A is the infinitesimal gener-
ator of a bounded analytic semigroup S(t) =: e−tA on L2(Λ) such that
S(t) = e−tA =
1
2πi
∫
γA
etλ(λI −A)−1dλ, t > 0,
where γA denotes a path that surrounds the spectrum of −A. The coercivity property (10) also
implies that A is a positive operator and its fractional powers are well defined for any α > 0,
by 
A−α = 1
Γ(α)
∫ ∞
0
tα−1e−tAdt,
Aα = (A−α)−1,
(11)
where Γ(α) is the Gamma function (see e.g., [8]). Following [20, 21, 6], we characterize the domain
of the operator Ar/2 denoted by D(Ar/2), r ∈ {1, 2} with the following equivalence of norms
D(Ar/2) = H ∩Hr(Λ), (for Dirichlet boundary conditions),
D(A) = H, D(A1/2) = H1(Λ), (for Robin boundary conditions).
Endowed with the norm ‖Ar/2.‖, D (Ar/2) is a Banach space, see e.g., [8]. The following equivalence
of norms holds ‖v‖H1(Λ) ≡ ‖Ar/2v‖ =: ‖v‖r for any v ∈ D(Ar/2). For γ ≥ 0, the following Sobolev
embedding holds
D (Aγ/2) →֒ C = C(Λ,R), γ > d
2
, d ∈ {1, 2, 3}. (12)
Using the embedding (12) and the fact that the Sobolev constant is independent of the function,
the following Sobolev embedding holds
L2p
(
Ω,D (Aγ/2)) →֒ L2p (Ω, C(Λ,R)) , γ > d
2
, p ≥ 1, d ∈ {1, 2, 3}. (13)
In order to ensure the existence and the uniqueness solution of (1) and for the purpose of the
convergence analysis, we make the following assumptions.
Assumption 2.1. [Initial data] The initial data X0 ∈ L2p
(
Ω,D (Aβ/2))∩L2p (Ω, C(Λ,R)), for
β ∈ (d
2
, 2
]
and for any p ∈ [1,∞).
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Assumption 2.2. [One-sided Lipschitz condition] There exists a positive constant L0 such
that the nonlinear function F : H −→ H satisfies the following estimate
〈u− v, F (u)− F (v)〉 ≤ L0‖u− v‖2, u, v ∈ H. (14)
Assumption 2.3. There exists ϕ : R −→ R, polynomial of odd degree and negative leading
coefficient such that the nonlinear operator F is defined as the Nemytskii operator
F (u) (x) = ϕ (u(x)) , u ∈ H, x ∈ Λ.
Assumption 2.4. [Covariance operator] The covariance operator Q : H −→ H is satisfies
the following estimate ∥∥∥Aβ−12 Q 12∥∥∥
L2(H)
<∞,
where β is defined in Assumption 2.1.
Lemma 2.1. [Polynomial growth] Under Assumption 2.3, there exist two constants and L1, c1 ∈
[0,∞) such that the nonlinear function F satisfies the following
‖F (u)‖ ≤ L1 + L1‖u‖ (1 + ‖u‖c1C ) , ‖F (u)‖C ≤ L1 + L1‖u‖c2C u ∈ H ∩ C(Λ,R), (15)
‖F (u)− F (v)‖ ≤ L1‖u− v‖ (1 + ‖u‖c1C + ‖v‖c1C ) , u, v ∈ H ∩ C(Λ,R). (16)
Moreover, F is differentiable with polynomial growth derivative, i.e. there exist two constants
L2, c2 ∈ [0,∞) such that
‖F ′(u)v‖L(H) ≤ L2‖v‖ (1 + ‖u‖c2C ) , u, v ∈ H ∩ C(Λ,R). (17)
Proof. Let us assume without loss of generality that ϕ is polynomial of degree l > 1, that is
ϕ(x) =
l∑
i=0
aix
i, x ∈ R. (18)
Note that the proofs in the cases l = 0, 1 are obvious. For any u ∈ H ∩ C(Λ,R), using traingle
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inequality and the fact
(
l∑
i=0
ci
)2
≤ (l + 1)
l∑
i=0
c2i , ci ≥ 0, we obtain
‖F (u)‖2 =
∫
Λ
|F (u)(x)|2dx =
∫
Λ
|ϕ(u(x))|2 ≤ (l + 1)
l∑
i=0
|ai|2
∫
Λ
|u(x)|2idx
≤ (l + 1)|a0|2 + (l + 1)|a1|
∫
Λ
|u(x)|2dx
+ (l + 1) max
2≤i≤l
sup
x∈Λ
|u(x)|2i−2
l∑
i=2
|ai|2
∫
Λ
|u(x)|2dx
≤ (l + 1)|a0|2 + (l + 1)|a1|2‖u‖2 + (l + 1) max
2≤i≤2
‖u‖2i−2C
(
max
2≤i≤l
|ai|2
)
‖u‖2
≤ (l + 1)|a0|2 + (l + 1)|a1|2‖u‖2 + (l + 1) max
2≤i≤2
(‖u‖C + 1)2i−2
(
max
2≤i≤l
|ai|2
)
‖u‖2
≤ (l + 1)|a0|2 + (l + 1)|a1|2‖u‖2 + (l + 1)22l−3
(‖u‖2l−2C + 1)(max
2≤i≤l
|ai|2
)
‖u‖2
≤ L1 + L1‖u‖2
(
1 + ‖u‖2l−2C
)
.
This completes the proof of the first estimate of (15). The proof of the second estimate of (15)
is similar to the first one. The proof of (16) is similar to that of (15) by using the following well
known fact
an − bn = (a− b)
n−1∑
i=0
aibn−1−i, a, b ∈ R, n ≥ 1.
The proof of (17) is similar to that of (15) by noticing that F ′(u)(v)(x) = ϕ′(u(x)).v(x), for any
u, v ∈ H ∩ C(Λ,R) and x ∈ Λ.
Proposition 2.1. Let Assumptions 2.2, 2.3 and 2.4 be satisfied. If X0 is an F0-measurable
H-valued random variable, then there exists a unique mild solution X giving by (3). More-
over the solution belongs to C ([0,+∞), C(Λ,R) and for any p ≥ 1, there exists a constant
C = C(p, T,X0) > 0 such that
sup
t∈[0,T ]
E
[
‖X(t)‖2p
C(Λ,R)
]
≤ C. (19)
Proof. The proof can be found in [27, Theorem 7.7] by taking E = C = C(Λ,R) and H = L2(Λ).
In fact, let E∗ be the topological dual of E and 〈., .〉E∗ the duality pairing between E∗ and E.
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From [27, Section Appendix A, Section A.5.2] it holds that −A generates a bounded analytic
semigroup S(t) on E. Therefore from the Hille-Yosida theorem [27, Theorem A.9 (i)] it follows
that ‖e−tAn‖L(E) ≤ 1, t ≥ 0, where An, n ∈ N are the Yosida approximations of A and e−tAn is
the semigroup generated by −An. Since −An, n ∈ N generates a contraction C0-semigroup, it
follows from [27, Example D.8] that 〈−Anu, u∗〉E∗ ≤ 0 for all u ∈ E and u∗ ∈ ∂‖u‖C, where ∂‖u‖C
is the subdifferential of ‖u‖C, defined in [27, Appendix D]. Hence to prove that [27, Assumption
7.4 (ii)] is fulfilled, it is enough to prove that 〈F (u + v), u∗〉E∗ ≤ a(‖v‖C) (1 + ‖u‖C), for any
u, v ∈ E and u∗ ∈ ∂‖u‖C. Note that to prove the later estimate it is enough to use the well-known
characterization of the subdifferential of the norm in E, as in [27, Example 7.8] or [27, Examples
D.7 and D.3] and only prove that
ϕ(ξ + η) ≤ sgn(ξ)a(|η|) (1 + |ξ|) , ξ, η ∈ R. (20)
where sign(η) = 1 if η ≥ 0 and sign(η) = −1 if η > 0. Note that one can easily check that
ϕ(ξ + η) ≤ sup
α>0
(α + η), ξ > 0, η ∈ R and − ϕ(ξ + η) ≤ sup
α<0
(α+ η), ξ < 0, η ∈ R,
which prove that (20) holds and hence [27, Assumption 7.4 (ii)] holds. Note that from Remark 2.1
[27, Assumption 7.4 (i)] holds and obviously [27, Assumption 7.3 (ii)] holds. Finally applying [27,
Theorem 7.7 (ii)] completes the proof of Proposition 2.1.
2.2. Fully discrete scheme and main result
Let us first perform the space approximation of problem (1). We start by discretizing our domain
Λ in finite triangulation. Let Th be a triangulation with maximal length h. Let Vh ⊂ V denote
the space of continuous functions that are piecewise linear over the triangulation Th. We consider
the projection Ph and the discrete operator Ah defined respectively from L
2(Λ) to Vh and from Vh
to Vh by
〈Phu, χ〉 = 〈u, χ〉, χ ∈ Vh, u ∈ H, and 〈Ahφ, χ〉 = a(φ, χ), φ, χ ∈ Vh. (21)
The discrete operator −Ah is also a generator of an analytic semigroup Sh(t) := e−tAh . The
semi-discrete version in space of problem (1) consists of finding Xh(t) ∈ Vh such that
dXh(t) + AhX
h(t)dt = PhF (X
h(t))dt+ PhdW (t), X
h(0) = PhX0, t ∈ (0, T ]. (22)
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Note that Sh(t) and PhF satisfy the same assumptions as S(t) and F respectively, therefore as in
Proposition 2.1, (22) has a unique mild solution Xh, which belongs to C ((0,+∞), C(Λ,R) and for
any p ≥ 1, there exists a constant C = C(p, T,X0) > 0 such that
sup
t∈[0,T ]
E
[
‖Xh(t)‖2p
C(Λ,R)
]
≤ C, h > 0. (23)
The mild form of Xh(t) is given as follows
Xh(t) = Sh(t)X
h(0) +
∫ t
0
Sh(t− s)PhF (Xh(s))ds+
∫ t
0
Sh(t− s)PhdW (s), t ∈ [0, T ]. (24)
Let tm = m∆t ∈ [0, T ], where ∆t = T/M and M ∈ N. Applying the backward Euler method to
(22) yields the following scheme Xh0 = PhX0,Xhm+1 = Sh,∆tXhm +∆tSh,∆tPhF (Xhm+1) + Sh,∆tPh∆Wm, m = 0, 1, · · · ,M − 1, (25)
where ∆Wm and Sh,∆t are given respectively by
∆Wm :=W (tm+1)−W (tm) and Sh,∆t := (I+∆tAh)−1.
With the numerical method in hand, we can state our strong convergence result.
Throughout this paper, C is a positive constant independent of h, m, M and ∆t; that may change
from one place to another.
Theorem 2.1. [Main Result] Let X be the mild solution of problem (1) and Xhm be the numer-
ical approximation defined in (25). Let Assumptions 2.1, 2.2, 2.3 and 2.4 be fulfilled. Then for
any p ≥ 1 the following error estimate holds
‖X(tm)− ξhm‖L2p(Ω,H) ≤ C
(
hβ +∆t
β
2
−ǫ
)
, m = 0, 1, · · · ,M.
where ǫ is a positive number and β is defined in Assumption 2.1.
3. Proof of the main result
The proof of the main result need some preparatory results.
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3.1. Preparatory results
The following lemma will be useful for the space error estimate.
Lemma 3.1. (i) For any r ∈ [0, 2], it holds that
‖ (S(t)− Sh(t)Ph) v‖ ≤ Chrt−(r−α)/2‖v‖α, α ≤ r, v ∈ D
(
A
α
2
)
, t > 0. (26)
(ii) For any 0 ≤ γ ≤ 2, it holds that(∫ t
0
‖ (S(t)− Sh(t)Ph) v‖2ds
)1/2
≤ Chγ‖v‖γ−1, v ∈ D
(
A
γ−1
2
)
, t > 0.
(iii) Let 0 ≤ ρ ≤ 1. Then it holds that∥∥∥∥∫ t
0
(S(t)− Sh(t)Ph) vds
∥∥∥∥ ≤ Ch2−ρ‖v‖−ρ, v ∈ D (A−ρ) , t > 0.
Proof. The proof of (i)-(ii) can be found in [34, Lemma 6.1]. The proof of (iii) can be found in
[32, Lemma 3.2 (iv)].
The following lemma provides a version of [19, Lemma 3.2 (iii)] for not necessary self-adjoint
operator. Lemma 3.2 is key to achieve optimal regularity results of the mild solution (3). This
result will be useful to achieve optimal error estimate in space.
Lemma 3.2. [26, Lemma 2.1] For any 0 ≤ ρ ≤ 1 and 0 ≤ γ ≤ 2, there exists a constant C such
that ∫ t2
t1
∥∥Aρ/2S(t2 − r)∥∥2L(H) dr ≤ C(t2 − t1)1−ρ, 0 ≤ t1 ≤ t2 ≤ T, (27)∫ t2
t1
∥∥Aγ/2S(t2 − r)∥∥L(H) dr ≤ C(t2 − t1)1−γ/2, 0 ≤ t1 ≤ t2 ≤ T. (28)
Note that (27) and (28) also hold when A and S(t) are replaced by their discrete approximations
Ah and Sh(t) respectively.
Lemma 3.3. (i) For any γ ∈ [0, 2], the following norm are equivalent
‖Aγ/2vh‖ ≈ ‖Aγ/2h vh‖, vh ∈ D
(
A
γ
2
)
∩ Vh. (29)
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(ii) Under Assumptions 2.3 and 2.4, the following a priori estimates hold
‖Aβ/2h WAh(t)‖L2p(Ω,H) ≤ C, ‖WAh(t)‖L2p(Ω,C) ≤ C, ‖F (WAh(t))‖L2p(Ω,H) ≤ C, t ∈ [0, T ],
where the stochastic convolution WAh(t) is given by
WAh(t) :=
∫ t
0
Sh(t− s)PhdW (s). (30)
(iii) Under Assumptions 2.3 and 2.4, the following a priori estimates hold
‖Aβ/2WA(t)‖L2p(Ω,H) ≤ C, ‖WA(t)‖L2p(Ω,C) ≤ C, ‖F (WA(t))‖Lp(Ω,H) ≤ C, t ∈ [0, T ],
where the stochastic convolution WA(t) is given by
WA(t) :=
∫ t
0
S(t− s)dW (s). (31)
Proof. Let us start with the proof of (i). Note that (29) obviously holds for γ = 0. Using the
equivalence of norms (see e.g., [20])
‖Av‖ ≈ ‖v‖2, v ∈ V ∩H2(Λ), (32)
and noticing that for vh ∈ D(A)∩Vh, we have A−1h vh ∈ D(Ah)∩Vh ⊂ V ∩H2(Λ), we obtain∥∥AA−1h vh∥∥ ≤ C‖A−1h vh‖2, vh ∈ D(A) ∩ Vh ⊂ V ∩H2(Λ). (33)
Using the definition of Ah (21) and the Cauchy Schwartz’s inequality, it follows that
‖Ahvh‖2 =
〈
Ahv
h, Ahv
h
〉
=
〈
Avh, Ahv
h
〉 ≤ ‖Avh‖‖Ahvh‖. (34)
It follows from (34) and (32) that
‖Ahvh‖ ≤ ‖Avh‖ ≤ C‖vh‖2, vh ∈ Vh ∩ D(A). (35)
On the order hand, using the coercivity property (10), the definition of Ah (21) and Cauchy
Schwartz’s inequality, for vh ∈ Vh, it holds that
‖vh‖21 ≤
1
λ0
a(vh, vh) =
1
λ0
〈
Ahv
h, vh
〉
=
1
λ0
〈
A
1/2
h v
h, (A∗h)
1/2vh
〉
≤ 1
λ0
∥∥∥A1/2h vh∥∥∥ ∥∥(A∗h)1/2vh∥∥
≤ 1
λ0
∥∥∥A1/2h vh∥∥∥ ∥∥∥(A∗h)1/2A−1/2h ∥∥∥
L(H)
∥∥∥A1/2h vh∥∥∥ ≤ C ∥∥∥A1/2h vh∥∥∥2 , (36)
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where at the last step we employed [34, Lemma 3.1]. Thus from (36) we obtain
‖vh‖1 ≤ C
∥∥∥A1/2h vh∥∥∥ , vh ∈ Vh. (37)
Using the definition of the H2(Λ) norm and (37), for any vh ∈ Vh ∩ D(A) ⊂ H2(Λ), it holds
that
‖vh‖22 = ‖vh‖2 +
∥∥∇vh∥∥2
1
≤ ∥∥vh∥∥2 + C ∥∥∥A1/2h ∇vh∥∥∥2 = ‖vh‖2 + C ∥∥∥∇(A1/2h vh)∥∥∥2 , (38)
where at the last step we have used the fact that A
1/2
h is a linear operator and thus commutes
with weak derivatives, see e.g., [25, (26)]. Using again (37) yields
‖vh‖22 ≤ ‖vh‖2 +
∥∥∥A1/2h vh∥∥∥2
1
≤ ‖vh‖2 + C
∥∥∥A1/2h A1/2h vh∥∥∥2
≤ ‖vh‖2 + C ∥∥Ahvh∥∥2 ≤ C ′ ∥∥Ahvh∥∥2 . (39)
Combining (39) and (35) yields
‖vh‖2 ≈ ‖Ahvh‖, vh ∈ Vh ∩ D(A). (40)
Combining (40) and (32) yields
‖Avh‖ ≈ ‖Ahvh‖, v ∈ D (A) ∩ Vh. (41)
Hence (41) proved (29) for γ = 2. The intermediate cases of (29) are completed by interpolation
theory. Let us now move to the proof of (ii). Using the Burkholder-Davis-Gundy inequality (6),
[25, Lemma 11], and Lemma 3.2, it holds that∥∥∥Aβ/2h WAh(t)∥∥∥
L2p(Ω,H)
≤ C(p)
(∫ t
0
∥∥∥Aβ/2h Sh(t− s)PhQ 12∥∥∥2
L2p(Ω,L2(H))
ds
)1/2
≤ C
(∫ t
0
∥∥∥Sh(t− s)A 12h∥∥∥2
L(H)
∥∥∥∥Aβ−12h PhQ 12∥∥∥∥2
L2(H)
ds
)1/2
≤ C
(∫ t
0
∥∥∥Sh(t− s)A 12h∥∥∥2
L(H)
ds
)1/2
≤ C. (42)
Using the boundedness of A
−β/2
h and (42), it holds that
‖WAh(t)‖L2p(Ω,H) ≤ ‖A−β/2h ‖L(H)‖Aβ/2h WAh(t)‖L2p(Ω,H) ≤ C. (43)
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Using the Sobolev embbeding (13), (29) and (42), it follows that WAh(t) ∈ L2p(Ω, C) and
E
[‖WAh(t)‖2pC ] ≤ CE [‖Aβ/2WAh(t)‖2p] ≤ CE [‖Aβ/2h WAh(t)‖2p] ≤ C, t ∈ [0, T ]. (44)
Using Assumption 2.3, Cauchy-Schwartz’s inequality, (43) and (44) yields
‖F (WAh(t)) ‖L2p(Ω,H) ≤ ‖WAh(t)‖L4p(Ω,H)
(
1 + E
[‖WAh(t)‖4pc1C ])1/2 ≤ C, t ∈ [0, T ].
This completes the proof of (ii). The proof of (iii) is similar to that of (ii).
Theorem 3.1. Let Assumptions 2.1, 2.2, 2.3 and 2.4 be fulfilled. Then for any p ≥ 1, the
following space regularity holds for the semi-discrete solution Xh(t)
‖Aβ/2h Xh(t)‖L2p(Ω,H) ≤ C, ‖Xh(t)‖L2p(Ω,C) ≤ C, ‖F (Xh(t))‖L2p(Ω,H) ≤ C, t ∈ [0, T ], (45)
where β comes from Assumption 2.1. The following time regularity also holds
‖Xh(t)−Xh(s)‖L2p(Ω,H) ≤ C(t− s)min(
1
2
,β
2 ), 0 ≤ s ≤ t ≤ T. (46)
Note that the above space and time regularities still holds when Xh(t) is replaced by X(t).
Proof. We start by proving that
‖Xh(t)‖Lp(Ω,H) ≤ C, t ∈ [0, T ].
Let us introduce the following auxiliary process
Y h(t) := Xh(t)−WAh(t) = Sh(t)PhX0 +
∫ t
0
Sh(t− s)PhF (Xh(s))ds, t ∈ [0, T ].
Then it follows that Y h(t) is differentiable with respect to the time and is the solution of the
following deterministic problem
d
dt
Y h(t) + AhY
h(t) = PhF
(
Y h(t) +WAh(t)
)
, Y h(0) = PhX0, t ∈ (0, T ]. (47)
Taking the inner product in both sides of (47), using Assumption 2.2 and Cauchy-Schwartz’s
inequality yields
1
2
d
ds
∥∥Y h(s)∥∥2 + 〈AhY h(s), Y h(s)〉 = 〈F (Y h(s) +WAh(s))− F (WAh), Y h(s)〉
+
〈
F (WAh(s)), Y
h(s)
〉
≤ C ∥∥Y h(s)∥∥2 + 1
2
∥∥Y h(s)∥∥2 + 1
2
‖F (WAh(s))‖2 . (48)
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Using the coercivity estimate (10), the fact that Y h(s) ∈ Vh and (48) yields
λ0
∥∥Y h(s)∥∥2
1
≤ a (Y h(s), Y h(s))
= −1
2
d
ds
∥∥Y h(s)∥∥2 + 1
2
d
ds
∥∥Y h(s)∥∥2 + 〈AhY h(s), Y h(s)〉
≤ −1
2
d
ds
∥∥Y h(s)∥∥2 + C ∥∥Y h(s)∥∥2 + 1
2
‖F (WAh(s))‖2 . (49)
Since Y h(s) ∈ Vh, using Cauchy-Schwartz’s inequality, the equivalence of norms [20, (2.12)], [34,
Lemma 3.1] and (49), it holds that
∣∣〈AhY h(s), Y h(s)〉∣∣ = ∣∣∣〈A1/2h Y h(s), (A∗h)1/2Y h(s)〉∣∣∣ ≤ 12 ∥∥∥A1/2h Y h(s)∥∥∥2 + 12 ∥∥(A∗h)1/2Y h(s)∥∥2
≤ C
2
∥∥Y h(s)∥∥2
1
+
1
2
∥∥∥(A∗h)1/2A−1/2h ∥∥∥2
L(H)
∥∥∥A1/2h Y h(s)∥∥∥2
≤ C
2
∥∥Y h(s)∥∥2
1
+
C
2
∥∥∥A1/2h Y h(s)∥∥∥2 ≤ C ∥∥Y h(s)∥∥21 = Cλ0 .λ0 ∥∥Y h(s)∥∥21
≤ − C
2λ0
d
ds
∥∥Y h(s)∥∥2 + C ∥∥Y h(s)∥∥2 + C ‖F (WAh(s))‖2 . (50)
Note that from (47) we have
1
2
d
ds
‖Y h(s)‖2 ≤ C‖Y h(s)‖2 + 1
2
‖F (WAh(s))‖2 −
〈
AhY
h(s), Y h(s)
〉
≤ C‖Y h(s)‖2 + 1
2
‖F (WAh(s))‖2 +
∣∣〈AhY h(s), Y h(s)〉∣∣ . (51)
Substituting (50) in (51) yields(
1
2
+
C
2λ0
)
d
ds
‖Y h(s)‖2 ≤ C‖Y h(s)‖2 + C‖F (WAh(s))‖2. (52)
Integrating both sides of (52) over [0, t] and using Lemma 3.3 (ii) yields
‖Y h(t)‖2L2p(Ω,H) ≤ C
∫ t
0
‖Y h(s)‖2L2p(Ω,H)ds+ C
∫ t
0
‖F (WAh(s))‖2L2p(Ω,H)ds
≤ C
∫ t
0
‖Y h(s)‖2L2p(Ω,H)ds+ C. (53)
Applying the Gronwall’s lemma to (53) yields ‖Y h(t)‖2L2p(Ω,H) ≤ C. Using triangle inequality and
Lemma 3.3 (ii), it follows that
‖Xh(t)‖L2p(Ω,H) ≤ ‖Y h(t)‖L2p(Ω,H) + ‖WAh(t)‖L2p(Ω,H) ≤ C, t ∈ [0, T ]. (54)
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Employing Remark 2.1, Cauchy-Schwartz’s inequality, (23) and (54), it follows that
‖F (Xh(t))‖L2p(Ω,H) ≤ C‖Xh(t)‖L4p(Ω,H)
(
1 + sup
t∈[0,T ]
E
[
‖Xh(t)‖4pc1
C(Λ,R)
])1/4p
≤ C. (55)
Let us now move to the estimate of (45). From the mild solution (24), and using triangle inequality
it follows that∥∥∥Aβ/2h X(t)∥∥∥
L2p(Ω,H)
≤
∥∥∥Sh(t)Aβ/2h X0∥∥∥
L2p(Ω,H)
+
∥∥∥∥∫ t
0
Sh(t− s)Aβ/2h PhF (Xh(s))ds
∥∥∥∥
L2p(Ω,H)
+
∥∥∥∥∫ t
0
Sh(t− s)Aβ/2h PhdW (s)
∥∥∥∥
L2p(Ω,H)
=: I1 + I2 + I3. (56)
Employing [25, Lemma 1] and Assumption 2.1, it holds that
I1 ≤ ‖Sh(t)‖L(H)
∥∥Aβ/2X0∥∥L2p(Ω,H) ≤ C. (57)
Using Proposition 2.1, (45) and Lemma 3.2, it holds that
I2 ≤ C
∫ t
0
∥∥∥Sh(t− s)Aβ/2h ∥∥∥
L(H)
‖F (Xh(s))‖L2p(Ω,H)ds ≤ C. (58)
Using the Burkho¨lder-Davis-Gundy’s inequality (6) and Lemma 3.2, it holds that
I3 ≤
(∫ t
0
∥∥∥Sh(t− s)AhPhQ 12∥∥∥2
L2p(Ω,L2(H))
ds
)1/2
≤
(∫ t
0
∥∥∥∥Sh(t− s)Aβ−12h ∥∥∥∥2
L(H)
∥∥∥∥Aβ−12h PhQ 12∥∥∥∥2
L2(H)
ds
)1/2
≤ C
(∫ t
0
∥∥∥∥Sh(t− s)Aβ−12h ∥∥∥∥2
L(H)
ds
)1/2
≤ C. (59)
Substituting (59), (58) and (57) in (56) completes the proof of (45). We are left with the proof of
(46). Using the mild representation of the solution of (22), it holds that
Xh(t)−Xh(s) = (Sh(t− s)− I)Xh(s) +
∫ t
s
Sh(t− r)PhF (Xh(σ))dσ +
∫ t
s
Sh(t− σ)PhdW (σ).(60)
Using triangle inequality, it follows from (60) that
‖Xh(t)−Xh(s)‖L2p(Ω,H) =
∥∥(Sh(t− s)− I)Xh(s)∥∥L2p(Ω,H)
+
∥∥∥∥∫ t
s
Sh(t− σ)PhF (Xh(σ))dσ
∥∥∥∥
L2p(Ω,H)
+
∥∥∥∥∫ t
s
Sh(t− σ)PhdW (σ)
∥∥∥∥
L2p(Ω,H)
=: II1 + II2 + II3. (61)
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Using the smoothing properties of the semigroup and (45), it holds that
II1 ≤
∥∥∥(Sh(t− s)− I)A−β/2h ∥∥∥
L(H)
∥∥∥Aβ/2h Xh(s)∥∥∥
L2p(Ω,H)
≤ C(t− s)β/2. (62)
Using the smoothing properties of the semigroup and (45), it holds that
II2 ≤
∫ t
s
‖Sh(t− σ)PhF (Xh(σ))‖L2p(Ω,H)dσ ≤ C(t− s). (63)
Using the Burkholder-Davis-Gundy inequality (6) and Lemma 3.2, it holds that
II3 ≤
(∫ t
s
∥∥∥Sh(t− σ)Q 12∥∥∥2
L2p(Ω,L2(H))
dσ
)1/2
≤
(∫ t
s
∥∥∥∥Sh(t− r)A 1−β2h ∥∥∥∥2
L(H)
∥∥∥∥Aβ−12h Q 12∥∥∥∥2
L2(H)
dσ
)1/2
≤ C(t− s)min( 12 ,β2 ). (64)
Substituting (64), (63) and (61) in (61) completes the proof of (46).
Theorem 3.2. [Space error] Let X(t) and Xh(t) be solution of (1) and (22) respectively. Let
Assumptions 2.1, 2.2, 2.3 and 2.4 be fulfilled. Then for any p ≥ 1 the following holds
‖X(t)−Xh(t)‖L2p(Ω,H) ≤ Chβ , t ∈ [0, T ]. (65)
Proof. Let us introduce the following auxiliary process
X˜h(t) := Sh(t)PhX0 +
∫ t
0
Sh(t− s)PhF (X(s))ds+WAh(t). (66)
Using triangle inequality, it holds that
‖X(t)−Xh(t)‖L2p(Ω,H) ≤ ‖X(t)− X˜h(t)‖L2p(Ω,H) + ‖X˜h(t)−Xh(t)‖L2p(Ω,H). (67)
Using Theorem 3.1, (19) and Assumption 2.2, one can easily check that
‖X˜h(t)‖L2p(Ω,H) < C, sup
t∈[0,T ]
E
[
‖X˜h(t)‖2p
C(Λ,R)
]
≤ C, ‖F (X˜h(t))‖L2p(Ω,H) ≤ C, t ∈ [0, T ]. (68)
Let us start by estimating the first term in (67). From (66) and (3) and using triangle inequality,
it holds that
‖X(t)− X˜h(t)‖L2p(Ω,H) ≤ ‖(S(t)− Sh(t)Ph)X0‖L2p(Ω,H)
+
∥∥∥∥∫ t
0
(S(t− s)− Sh(t− s)Ph)F (X(s))ds
∥∥∥∥
L2p(Ω,H)
=: III1 + III2. (69)
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Using Lemma 3.1 (i) with r = α = β and Assumption 2.1 for the estimate of III1 and Lemma 3.1
(iii) with ρ = 0 for the estimate of III2 yields
III1 ≤ Chβ‖Aβ/2X0‖L2p(Ω,H) ≤ Chβ, III2 ≤ Ch2. (70)
Substituting (70) in (69) yields
‖X(t)− X˜h(t)‖L2p(Ω,H) ≤ Chβ, t ∈ [0, T ]. (71)
Let us introduce the following error representation e˜h(t) := X˜h(t)−Xh(t). It is immediate to see
that e˜h(t) is differentiable with repect to the time and satisfies
d
dt
e˜h(t) + Ahe˜
h(t) = Ph
(
F (X(t))− F (Xh(t))) , t ∈ (0, T ], e˜h(0) = 0. (72)
Taking the inner product in both sides of (72), using Assumption 2.2 and Cauchy-Schwartz’s
inequality yields
1
2
d
ds
‖e˜h(s)‖2 + 〈Ahe˜h(s), e˜h(s)〉 = 〈F (X˜h(s))− F (Xh(s)), e˜h(s)〉
+
〈
F (X(s))− F (X˜h(s)), e˜h(s)
〉
≤ ‖e˜h(s)‖2 + 1
2
‖F (X(s))− F (X˜h(s))‖2 + 1
2
‖e˜h(s)‖2. (73)
Using the coercivity estimate (10), the fact that e˜h(s) ∈ Vh and (73) yields
λ0‖e˜h(s)‖21 ≤ a
(
e˜h(s), e˜h(s)
)
= −1
2
d
ds
‖e˜h(s)‖2 + 1
2
d
ds
‖e˜h(s)‖2 + 〈Ahe˜h(s), e˜h(s)〉
≤ −1
2
d
ds
‖e˜h(s)‖2 + 3
2
‖e˜h(s)‖2 + 1
2
‖F (X(s))− F (X˜h(s))‖2. (74)
Using again (73), it holds that
1
2
d
ds
‖e˜h(s)‖2 ≤ 3
2
‖e˜h(s)‖2 + 1
2
‖F (X(s))− F (X˜h(s))‖2 − 〈Ahe˜h(s), e˜h(s)〉
≤ 3
2
‖e˜h(s)‖2 + 1
2
‖F (X(s))− F (X˜h(s))‖2 + ∣∣〈Ahe˜h(s), e˜h(s)〉∣∣ . (75)
Since e˜h(s) ∈ Vh, using Cauchy-Schwartz’s inequality, the equivalence of norms [20, (2.12)] and
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[34, Lemma 3.1], it holds that∣∣〈Ahe˜h(s), e˜h(s)〉∣∣ = ∣∣∣〈A1/2h e˜h(s), (A∗h)1/2e˜h(s)〉∣∣∣ ≤ 12‖A1/2h e˜h(s)‖2 + 12‖(A∗h)1/2e˜h(s)‖2
≤ C
2
‖e˜h(s)‖21 +
1
2
‖(A∗h)1/2A−1/2h ‖2L(H)‖A1/2h e˜h(s)‖2
≤ C
2
‖e˜h(s)‖21 +
C
2
‖A1/2h e˜h(s)‖2 ≤ C‖e˜h(s)‖21. (76)
Substituting (76) in (75) and employing (74) yields
1
2
d
ds
‖e˜h(s)‖2 ≤ 3
2
‖e˜h(s)‖2 + 1
2
‖F (X(s))− F (X˜h(s))‖2 + C
λ0
.λ0‖e˜h(s)‖21
≤ C‖e˜h(s)‖2 + C‖F (X(s))− F (X˜h(s))‖2 − C
2λ0
d
ds
‖e˜h(s)‖2. (77)
Therefore, from (77) we have(
1
2
+
C
2λ0
)
d
ds
‖e˜h(s)‖2 ≤ C‖e˜h(s)‖2 + C‖F (X(s))− F (X˜h(s))‖2. (78)
Integrating both sides of (78) over [0, t] yields
‖e˜h(t)‖2 ≤ C
∫ t
0
‖e˜h(s)‖2ds+ C
∫ t
0
‖F (X(s))− F (X˜h(s))‖2ds. (79)
Using the Cauchy-Schwartz’s inequality, Assumption 2.3, Proposition 2.1, (68) and (71) yields
‖e˜h(t)‖2L2p(Ω,H) ≤ C
∫ t
0
‖e˜h(s)‖2L2p(Ω,H)ds+ C
∫ t
0
‖F (X(s))− F (X˜h(s))‖2L2p(Ω,H)ds
≤ C
∫ t
0
‖e˜h(s)‖2L2p(Ω,H)ds
+ C
∫ t
0
‖X(s)− X˜h(s)‖2L4p(Ω,H)
×
(
1 + E
[
sup
s∈[0,T ]
‖X(s)‖4pc1
C(Λ,R)
]
+ E
[
sup
s∈[0,T ]
‖X˜h(s)‖4pc1
C(Λ,R)
])1/2p
ds
≤ C
∫ t
0
‖e˜h(s)‖2L2p(Ω,H)ds+ Ch2β . (80)
Applying the Gronwall’s lemma to (80) yields
‖e˜h(t)‖L2p(Ω,H) ≤ Chβ, t ∈ [0, T ]. (81)
This completes the proof of the theorem.
Let us recall the following useful result from [32, Lemma 3.3].
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Lemma 3.4. (i) For any m, h and ∆t the following estimate holds
‖(I+∆tAh)−m‖L(H) ≤ 1.
(ii) Let 0 ≤ q ≤ 1. Then for all u ∈ H, the following estimate holds
‖(Sh(tm)− Smh,∆t)Phu‖ ≤ C∆tqt−qm ‖u‖, m = 1, · · · ,M.
(iii) For all u ∈ D(Aγ−1), 0 ≤ γ ≤ 2, the following estimate holds
‖(Smh,∆t − Sh(tm))Phu‖ ≤ Ct−1/2m ∆tγ/2‖u‖γ−1.
(iv) If u ∈ D(Aµ/2), 0 ≤ µ ≤ 2. Then the following error estimate holds
‖(Sh(tm)− Smh,∆t)Phu‖ ≤ C∆tµ/2‖u‖µ, m = 0, · · · ,M.
(v) For u ∈ D(A−σ), 0 ≤ σ ≤ 1, the following estimate holds
‖(Smh,∆t − Sh(tm))Phu‖ ≤ Ct−1m ∆t(2−σ)/2‖u‖−σ.
Let us introduce the following process
WmAh :=
m−1∑
j=0
Sm−jh,∆tPh∆Wm, m ∈ {0, · · · ,M}, M ∈ N. (82)
Lemma 3.5. Let Assumptions 2.2, 2.3 and 2.4 be fulfilled. Then the following estimates hold
‖Aβ/2h WmAh‖L2p(Ω,H) ≤ C and ‖F (WmAh)‖L2p(Ω,H) ≤ C, m = 0, 1, · · ·M, M ∈ N. (83)
Proof. Let us introduce Sh,∆t(t) := S
m
h,∆t for any t ∈ [tm−1, tm) and let χB be the characteristic
function of B ⊂ R. Then WmAh can be written as follows
WmAh =
∫ T
0
χ[0,tm)(s)Sh,∆t(tm − s)PhdW (s). (84)
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Using the Burkho¨lder-Davis-Gundy’s inequality (6), [25, Lemma 11] and [32, Lemma 3.5 (ii)], it
follows that
‖A
β
2
hW
m
Ah
‖L2p(Ω,H) ≤ C
(∫ T
0
∥∥∥∥χ[0,tm)(s)Aβ2h Sh,∆t(tm − s)PhQ 12∥∥∥∥2
L2p(Ω,L2(H))
ds
)1/2
≤ C
(
m−1∑
j=0
∫ tj+1
tj
‖A
β
2
h S
m−j
h,∆tPhQ
1
2‖2L2(H)ds
)1/2
≤ C
(
m−1∑
j=0
∫ tj+1
tj
‖ (Sm−jh,∆t − Sh(s))Aβ2h PhQ 12‖2L2(H)ds
)1/2
+ C
(
m−1∑
j=0
∫ tj+1
tj
∥∥∥∥Sh(s)Aβ2h PhQ 12∥∥∥∥2
L2(H)
ds
)1/2
≤ C∆t 12−ǫ
∥∥∥Aβ−12 Q 12∥∥∥
L2(H)
+ C
(∫ tm
0
∥∥∥Sh(s)A 12h∥∥∥2
L(H)
∥∥∥∥Aβ−12h PhQ 12∥∥∥∥2
L2(H)
ds
)1/2
≤ C∆t 12−ǫ + C
(∫ T
0
∥∥∥Sh(s)A 12h∥∥∥2
L(H)
ds
)1/2
≤ C. (85)
Since β > d
2
and the estimate (85) is independent of m, using the Sobolev embedding (13), it holds
that
sup
M∈N
sup
m∈{0,··· ,M}
E
[
‖WmAh‖2pC(Λ,R)
]
≤ C. (86)
Employing Remark 2.1, Cauchy-Schwartz’s inequality, (86) and (85) it holds that
‖F (WmAh)‖L2p(Ω,H) ≤ C‖WmAh‖L4p(Ω,H)
(
1 + E‖WmAh‖4pc1C(Λ,R)
)
≤ C, m ∈ {0, · · · ,M}, M ∈ N. (87)
This completes the proof of Lemma 3.5.
Lemma 3.6. Under Assumptions 2.1, 2.2, 2.3 and 2.4, the numerical scheme Xhm given in (25)
satisfies the following estimate
sup
M∈N
sup
m∈{1,2,··· ,M}
(‖ξhm‖L2p(Ω,H) <∞.
Proof. We only give the proof for the backward Euler method, since the proof in the case of the
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semi-implicit method is similar. We start by introducing the following process
Y hm := X
h
m −WmAh = Smh,∆tY h0 +∆t
m−1∑
j=0
Sm−jh,∆tPhF
(
Y hj+1 +W
j+1
Ah
)
, m ∈ {1, 2, · · · ,M}. (88)
One can easily check that Y hm satisfies the following
Y hm − Y hm−1
∆t
+ AhY
h
m = PhF
(
Y hm +W
h
Ah
)
, Y h0 = PhX0. (89)
Taking the inner product in both sides of (89), using Assumption 2.2 and Cauchy-Schwartz’s
inequality yields
〈
Y hm − Y hm−1, Y hm
〉
+∆t〈AhY hm, Y hm〉 = ∆t
〈
F
(
Y hm +W
m
Ah
)
, Y hm
〉
= ∆t
〈
F
(
Y hm +W
m
Ah
)− F (WmAh), Y hm〉+∆t 〈F (WmAh), Y hm〉
≤ L1∆t‖Y hm‖2 +
∆t
2
‖F (WmAh)‖2 +
∆t
2
‖Y hm‖2. (90)
Using the fact that
1
2
(‖Y hm‖2 − ‖Y hm−1‖2) ≤ 〈Y hm − Y hm−1, Y hm〉 (91)
it follows from (90) that
1
2
(‖Y hm‖2 − ‖Y hm−1‖2)+∆t 〈AhY hm, Y hm〉 ≤ L1∆t‖Y hm‖2 + ∆t2 ‖F (WmAh)‖2 + ∆t2 ‖Y hm‖2. (92)
From the coercivity estimate (10), (92) and Cauchy-Schwartz’s inequality, it holds that
λ0∆t‖Y hm‖21 ≤ ∆ta
(
Y hm, Y
h
m
)
≤ ∆t〈AhY hm, Y hm〉+
1
2
(‖Y hm‖2 − ‖Y hm−1‖2)− 12 (‖Y hm‖2 − ‖Y hm−1‖2)
≤
(
L1 +
1
2
)
∆t‖Y hm‖2 +
∆t
2
‖F (WAh)‖2 −
1
2
(‖Y hm‖2 − ‖Y hm−1‖2) . (93)
The equivalence of norms [20, (2.12)] and [34, Lemma 3.1] implies the existence of two positive
constants E0 and E1 such that
‖(Ah)1/2A−1/2h ‖L(H) ≤ E0 and ‖A1/2h u‖ ≤ E1‖u‖1, u ∈ Vh. (94)
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Since Y hm ∈ Vh, using Cauchy-Schwartz’s inequality, (94) and (93), it holds that∣∣〈AhY hm, Y hm〉∣∣ = ∣∣∣〈A1/2h Y hm, (A∗h)1/2Y hm〉∣∣∣ ≤ 12‖A1/2h Y hm‖2 + 12‖(A∗h)1/2Y hm‖2
≤ E
2
1
2
‖Y hm‖21 +
1
2
‖(A∗h)1/2A−1/2h ‖2L(H)‖A1/2h Y hm‖2
≤ E
2
1
2
‖Y hm‖21 +
E20
2
‖A1/2h Y hm‖2 ≤ (E21 + E21E20)‖Y hm‖21 (95)
≤ (E
2
1 + E
2
1E
2
0)
λ0∆t
[(
L1 +
1
2
)
∆t‖Y hm‖2 +
∆t
2
‖F (WmAh)‖2 −
1
2
(‖Y hm‖2 − ‖Y hm−1‖2)] .
Substituting (95) in (92) yields
1
2
(‖Y hm‖2 − ‖Y hm−1‖2) ≤ L1∆t‖Y hm‖2 + ∆t2 ‖F (WAh‖2 + ∆t2 ‖Y hm‖2 −∆t 〈AhY hm, Y hm〉
≤
(
L1 +
1
2
)
∆t‖Y hm‖2 +
∆t
2
‖F (WAh‖2 +
∣∣∆t 〈AhY hm, Y hm〉∣∣
≤
(
E21 + E
2
1E
2
0
λ0
+ 1
)[(
L1 +
1
2
)
∆t‖Y hm‖2 +
∆t
2
‖F (WmAh)‖2
]
−
(
E21 + E
2
1E
2
0
2λ0
)(‖Y hm‖2 − ‖Y hm−1‖2) . (96)
It follows therefore from (96) and using (83) that
1
2
(
1 +
E21 + E
2
1E
2
0
λ0
)(‖Y hm‖2 − ‖Y hm−1‖2)
≤
(
E21 + E
2
1E
2
0
λ0
+ 1
)[(
L1 +
1
2
)
∆t‖Y hm‖2 + C
]
. (97)
Summing up (97) over m yields
‖Y hm‖2 ≤ ‖Y h0 ‖2 + 2∆t
(
L1 +
1
2
)(
λ0
E21 + E
2
1E
2
0 + λ0
) m∑
j=1
‖Y hj ‖2 + C. (98)
Applying the discrete Gronwall’s lemma [5, Lemma 7.1] to (98) yields
‖Y hm‖2 ≤ C
(‖Xh0 ‖2 + 1) . (99)
Taking the L2p(Ω, H) norm in (99) and using Assumption 2.1 yields
‖Y hm‖L2p(Ω,H) ≤ C + ‖X0‖L2p(Ω,H) ≤ C.
The proof of the lemma is completed by using (83).
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3.2. Main proof
Using triangle inequality we recast the fully discrete error as follows
‖X(tm)−Xhm‖L2p(Ω,H) ≤ ‖X(tm)−Xh(tm)‖L2p(Ω,H) + ‖Xh(tm)−Xhm‖L2p(Ω,H). (100)
Note that the space error ‖X(tm) − Xh(tm)‖L2p(Ω,H) is estimated in Theorem 3.2. It remains to
estimate the time error ‖Xh(tm)−Xhm‖L2p(Ω,H). Let us introduce the auxiliary process X˜hm, which
satisfies
X˜hm − X˜hm−1 +∆tAhX˜hm = ∆tPhF
(
Xh(tm)
)
+ Ph∆Wm, X˜
h
0 = PhX0. (101)
Note that the process X˜hm can be written as follows
X˜hm = S
m
h,∆tPhX0 +∆t
m−1∑
j=0
Sm−jh,∆tPhF
(
Xh(tj+1)
)
+WmAh . (102)
Again using triangle inequality, we recast the time error as follows
‖Xh(tm)−Xhm‖L2p(Ω,H) ≤ ‖Xh(tm)− X˜hm‖L2p(Ω,H) + ‖X˜hm −Xhm‖L2p(Ω,H). (103)
Iterating the numerical scheme (25) yields
Xhm = S
m
h,∆tPhX0 +∆t
m−1∑
j=0
Sm−jh,∆tPhF (X
h
j+1) +W
m
Ah
. (104)
We start with the estimate of the first term in (103). Using triangle inequality, it holds that
‖Xh(tm)− X˜hm‖L2p(Ω,H) ≤
∥∥(Sh(tm)− Smh,∆t)PhX0∥∥L2p(Ω,H)
+
∥∥∥∥∥∥
m−1∑
j=0
∫ tj+1
tj
[
Sh(tm − s)PhF (Xh(s))− Sm−jh,∆tPhF (Xh(tj+1))
]
ds
∥∥∥∥∥∥
L2p(Ω,H)
+
∥∥∥∥∥∥
m−1∑
j=0
∫ tj+1
tj
(
Sh(tm − tj)− Sm−jh,∆t
)
PhdW (s)
∥∥∥∥∥∥
L2p(Ω,H)
=: J1 + J2 + J3. (105)
Using Lemma 3.4 (iv) and Assumption 2.1 yields
J1 ≤ C∆tβ/2. (106)
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In order to estimate J2, we decompose it in three terms as follows:
J2 ≤
∥∥∥∥∥
m−1∑
j=0
∫ tj+1
tj
Sh(tm − s)Ph
[
F (Xh(s))− F (Xh(tj+1))
]
ds
∥∥∥∥∥
L2p(Ω,H)
+
∥∥∥∥∥
m−1∑
j=0
∫ tj+1
tj
(Sh(tm − s)− Sh(tm − tj))PhF (Xh(tj+1))ds
∥∥∥∥∥
L2p(Ω,H)
+
∥∥∥∥∥
m−1∑
j=0
∫ tj+1
tj
(
Sh(tm−j)− Sm−jh,∆t
)
PhF (X
h(tj+1))ds
∥∥∥∥∥
L2p(Ω,H)
:= J21 + J22 + J23. (107)
We start by estimating J22 and J23 since they are easier than that of J21. Using triangle inequality,
the smoothing properties of the semigroup, Lemma 3.2 and Proposition 2.1 yields
J22 ≤
m−1∑
j=0
∫ tj+1
tj
∥∥(Sh(tm − s)− Sh(tm − tj))PhF (Xh(tj+1))∥∥L2p(Ω,H) ds
≤
m−1∑
j=0
∫ tj+1
tj
∥∥∥Sh(tm − s)Aβ/2h ∥∥∥
L(H)
∥∥∥A−β/2h (I− Sh(s− tj))∥∥∥
L(H)
‖F (Xh(tj+1))‖L2p(Ω,H)ds
≤ C
m−1∑
j=0
∫ tj+1
tj
∥∥∥Sh(tm − s)Aβ/2h ∥∥∥
L(H)
(s− tj)β/2ds
= C∆tβ/2
m−1∑
j=0
∫ tj+1
tj
∥∥∥Sh(tm − s)Aβ/2h ∥∥∥
L(H)
ds ≤ C∆tβ/2
∫ tm
0
∥∥∥Sh(tm − s)Aβ/2h ∥∥∥
L(H)
ds
≤ C∆tβ/2. (108)
Using triangle inequality, Lemma 3.4 (v) and Proposition 2.1 yields
J23 ≤
m−1∑
j=0
∫ tj+1
tj
∥∥(Sh(tm−j)− Sm−jh,∆t )PhF (Xh(tj+1))∥∥L2p(Ω,H) ds
≤ C∆t1−ǫ
m−1∑
j=0
∫ tj+1
tj
t−1+ǫm−j ‖PhF (Xh(tj+1))‖L2p(Ω,H)ds
≤ C∆t1−ǫ
m−1∑
j=0
∆tt−1+ǫm−j ≤ C∆t1−ǫ, (109)
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where at the last step we used the well-known estimate ∆t
m∑
j=1
t−1+αj < C, for any α > 0. Before
proceeding to the estimate of J21, we use Taylor’s formula in Banach space to obtain
F (Xh(s))− F (Xh(tj+1))
=
(∫ 1
0
F ′
(
Xh(tj+1) + λ
(
Xh(s)−Xh(tj+1)
))
dλ
)(
Xh(s)−Xh(tj+1)
)
. (110)
Note that the mild solution Xh(s) can be written as follows
Xh(tj+1) = Sh(tj+1 − s)Xh(s) +
∫ tj+1
s
Sh(tj+1 − σ)PhF (Xh(σ))dσ
+
∫ tj+1
s
Sh(tj+1 − σ)PhdW (σ), s ∈ [tj , tj+1]. (111)
Substituting (111) in (110) yields
F (Xh(s))− F (Xh(tj+1)) = −Ihj+1,s (Sh(tj+1 − s)− I)Xh(s)
− Ihj+1,s
∫ tj+1
s
Sh(tj+1 − σ)PhF (Xh(σ))dσ
− Ihj+1,s
∫ tj+1
s
Sh(tj+1 − σ)PhdW (σ), (112)
where
Ihk,s :=
∫ 1
0
F ′
(
Xh(tk) + λ
(
Xh(s)−Xh(tk)
))
dλ, k ∈ {0, 1, · · · ,M − 1}. (113)
Note that using Remark 2.1, Theorem 3.1 and (23) one can easily check that for any p ≥ 1
‖Ihk,s‖L2p(Ω,H) ≤ C, k ∈ {0, · · · ,M − 1}, s ∈ [tk, tk+1] (114)
Substituting (112) in the expression of J21 from (107) and using triangle inequality yields
J21 ≤
∥∥∥∥∥
m−1∑
j=0
∫ tj+1
tj
Sh(tm − s)Ihj+1,s (Sh(tj+1 − s)− I)Xh(s)
∥∥∥∥∥
L2p(Ω,H)
+
∥∥∥∥∥
m−1∑
j=0
∫ tj+1
tj
Sh(tm − s)Ihj+1,s
∫ tj+1
s
Sh(tj+1 − σ)PhF (Xh(σ))dσds
∥∥∥∥∥
L2p(Ω,H)
+
∥∥∥∥∥
m−1∑
j=0
∫ tj+1
tj
Sh(tm − s)Ihj+1,s
∫ tj+1
s
Sh(tj+1 − σ)PhdW (σ)ds
∥∥∥∥∥
L2p(Ω,H)
=: J
(1)
21 + J
(2)
21 + J
(3)
21 . (115)
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Using the smoothing properties of the semigroup, (114) and Theorem 3.1 yields
J
(1)
21 ≤
m−1∑
j=0
∫ tj+1
tj
‖Sh(tm − s)Ihj+1,s‖L(H)
∥∥∥(Sh(tj+1 − s)− I)A−β/2h Aβ/2h Xh(s)∥∥∥
L2p(Ω,H)
ds
≤ C
m−1∑
j=0
∫ tj+1
tj
∥∥∥(Sh(tj+1 − s)− I)A−β/2h ∥∥∥
L(H)
∥∥∥Aβ/2h Xh(s)∥∥∥
L2p(Ω,H)
ds
≤ C
m−1∑
j=0
∫ tj+1
tj
(tj+1 − s)β/2ds ≤ C∆tβ/2. (116)
Using triangle inequality, the smoothing properties of the semi-group, (114) and Theorem 3.1
yields
J
(2)
21 ≤
m−1∑
j=0
∫ tj+1
tj
∫ tj+1
s
∥∥Sh(tm − s)Ihj+1,sSh(tj+1 − σ)PhF (Xh(σ))∥∥L2p(Ω,H) dσds
≤ C
m−1∑
j=0
∫ tj+1
tj
(tj+1 − s)ds ≤ C∆t. (117)
Using the stochastic Fubini’s Theorem [27, 28] and the Burkho¨lder-Davis-Gundy’s inequality
yields
J
(3)
21 =
∥∥∥∥∥
m−1∑
j=0
∫ tj+1
tj
∫ tj+1
tj
χ[s,tj)(σ)Sh(tm − s)Ihj+1,sSh(tj+1 − σ)PhdW (σ)ds
∥∥∥∥∥
L2p(Ω,H)
(118)
=
∥∥∥∥∥
m−1∑
j=0
∫ tj+1
tj
∫ tj+1
tj
χ[s,tj)(σ)Sh(tm − s)Ihj+1,sSh(tj+1 − σ)PhdsdW (σ)
∥∥∥∥∥
L2p(Ω,H)
≤ C
m−1∑
j=0
∫ tj+1
tj
∥∥∥∥∥
∫ tj+1
tj
χ[s,tj)(σ)Sh(tm − s)Ihj+1,sSh(tj+1 − σ)PhQ
1
2ds
∥∥∥∥∥
2
L2p(Ω,L2(H))
dσ

1
2
.
Using Cauchy-Schwartz’s inequality, [25, Lemma 11], (114) and the smoothing properties of the
semigroup yields
J
(3)
21 ≤ C∆t1/2
m−1∑
j=0
∫ tj+1
tj
∫ tj+1
tj
∥∥∥χ[s,tj)(σ)Sh(tm − s)Ihj+1,sSh(tj+1 − σ)PhQ 12∥∥∥2
L2p(Ω,L2(H))
dsdσ

1
2
≤ C∆t1/2
m−1∑
j=0
∫ tj+1
tj
∫ tj+1
tj
∥∥∥∥Sh(tj+1 − σ)A 1−β2h ∥∥∥∥2
L(H)
∥∥∥∥Aβ−12h PhQ 12∥∥∥∥2
L2(H)
dsdσ
1/2
≤ C∆t1/2
m−1∑
j=0
∫ tj+1
tj
∫ tj+1
tj
(tj+1 − σ)min(0,β−1)dσds

1
2
≤ C∆tmin(1, 1+β2 ). (119)
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Substituting (119), (117) and (116) in (115) yields
J21 ≤ C∆tβ/2−ǫ. (120)
Substituting (120), (109) and (108) in (107) yields
J2 ≤ C∆tβ/2−ǫ. (121)
Using the Burkho¨lder-Davis-Gundy’s inequality (6), (114), [25, Lemma 11] and Lemma 3.4 (iii)
yields
J3 ≤
(
m−1∑
j=0
∫ tj+1
tj
∥∥∥(Sh(tm−j)− Sm−jh,∆t )PhQ 12∥∥∥2
L2p(Ω,L2(H))
ds
)1/2
≤ C
(
m−1∑
j=0
∫ tj+1
tj
∆tβt−1m−j
∥∥∥∥Aβ−12h PhQ 12∥∥∥∥2
L2(H)
ds
)1/2
≤ C∆tβ/2−ǫ
(
m−1∑
j=0
∫ tj+1
tj
t−1+ǫm−j ds
)1/2
≤ C∆tβ/2−ǫ. (122)
Substituting (122), (121) and (106) in (105) yields
‖X(tm)− X˜h(tm)‖L2p(Ω,H) ≤ C∆tβ/2−ǫ. (123)
It remains to estimate ‖X˜h(tm)−Xhm‖L2p(Ω,H). To do so, we introduce e˜hm := X˜h(tm)−Xhm. It is
easy to see that e˜hm satisfies the following equation
e˜hm − e˜hm−1 +∆tAhe˜hm = ∆tPh
(
F (Xh(tm))− F (Xhm)
)
, e˜h0 = 0. (124)
Taking the inner product in both sides of (124) with e˜hm yields
〈e˜hm − e˜hm−1, e˜hm〉+∆t〈Ahe˜hm, e˜hm〉 = ∆t
〈(
F (Xh(tm))− F (Xhm)
)
, e˜hm
〉
. (125)
Using (91) and Assumption 2.2, it follows that
1
2
(‖e˜hm‖2 − ‖e˜hm−1‖2)+∆t〈Ahe˜hm, e˜hm〉
≤ ∆t 〈(F (Xh(tm))− F (Xhm)) , e˜hm〉
= ∆t
〈(
F (Xh(tm))− F (X˜h(tm))
)
, e˜hm
〉
+∆t
〈(
F (X˜h(tm))− F (Xhm)
)
, e˜hm
〉
≤ ∆t
〈(
F (Xh(tm))− F (X˜h(tm))
)
, e˜hm
〉
+ C∆t‖e˜hm‖2. (126)
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From the coercivity estimate (10), (126) and Cauchy-Schwartz inequality, it holds that
λ0∆t‖e˜hm‖21 ≤ ∆ta
(
e˜hm, e˜
h
m
)
≤ ∆t〈Ahe˜hm, e˜hm〉+
1
2
(‖e˜hm‖2 − ‖e˜hm−1‖2)− 12 (‖e˜hm‖2 − ‖e˜hm−1‖2)
≤ ∆t
〈(
F (Xh(tm))− F (X˜h(tm))
)
, e˜hm
〉
+ C∆t‖e˜hm‖2 −
1
2
(‖e˜hm‖2 − ‖e˜hm−1‖2)
≤ ∆t
2
‖F (Xh(tm))− F (X˜h(tm))‖2 + ∆t
2
‖e˜hm‖2 −
1
2
(‖e˜hm‖2 − ‖e˜hm−1‖2) . (127)
Using (126), Cauchy-Schwartz’s inequality and (127) yields
1
2
(‖e˜hm‖2 − ‖e˜hm−1‖2) ≤ ∆t〈(F (Xh(tm))− F (X˜h(tm))) , e˜hm〉+ C∆t‖e˜hm‖2 −∆t〈Ahe˜hm, e˜hm〉
≤ ∆t
2
‖F (Xh(tm))− F (X˜h(tm))‖2 + ∆t
2
‖e˜hm‖2 + C∆t‖e˜hm‖2
+ ∆t
∣∣〈Ahe˜hm, e˜hm〉∣∣ . (128)
Since e˜hm ∈ Vh, using Cauchy-Schwartz’s inequality, the equivalence of norms [20, (2.12)] and [34,
Lemma 3.1], it holds that∣∣〈Ahe˜hm, e˜hm〉∣∣ = ∣∣∣〈A1/2h e˜hm, (A∗h)1/2e˜hm〉∣∣∣ ≤ 12‖A1/2h e˜hm‖2 + 12‖(A∗h)1/2e˜hm‖2
≤ C
2
‖e˜hm‖21 +
1
2
‖(A∗h)1/2A−1/2h ‖2L(H)‖A1/2h e˜hm‖2
≤ C
2
‖e˜hm‖21 +
C
2
‖A1/2h e˜hm‖2 ≤ C‖e˜hm‖21. (129)
Substituting (129) in (128) and using (127) yields
1
2
(‖e˜hm‖2 − ‖e˜hm−1‖2) ≤ ∆t2 ‖F (Xh(tm))− F (X˜h(tm))‖2 + ∆t2 ‖e˜hm‖2 + C∆t‖e˜hm‖2
+
C
λ0
.λ0∆t‖e˜hm‖21
≤ C∆t‖F (Xh(tm))− F (X˜h(tm))‖2 + C∆t‖e˜hm‖2 −
C
2λ0
(‖e˜hm‖2 − ‖e˜hm−1‖2) .
It follows from the above inequality that(
1
2
+
C
2λ0
)(‖e˜hm‖2 − ‖e˜hm−1‖2) ≤ C∆t‖F (Xh(tm))− F (X˜h(tm))‖2 + C∆t‖e˜hm‖2. (130)
We can rewrite (130) as follows
‖e˜hm‖2 − ‖e˜hm−1‖2 ≤ C∆t‖F (Xh(tm))− F (X˜h(tm))‖2 + C∆t‖e˜hm‖2. (131)
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Summing over m in both sides of (131) yields
‖e˜hm‖2 ≤ C
m∑
j=0
‖e˜hj ‖2 + C∆t
m∑
j=0
‖F (Xh(tj))− F (X˜h(tj))‖2. (132)
Taking the Lp norm in (132), using Assumption 2.3, Theorem 3.1, (123) and (68) yields
‖e˜hm‖L2p(Ω,H)
≤ C
m∑
j=0
‖e˜hj ‖L2p(Ω,H) + C∆t
m∑
j=0
‖F (Xh(tj))− F (X˜h(tj))‖L2p(Ω,H)
≤ C
m∑
j=0
‖e˜hj ‖L2p(Ω,H)
+ C∆t
m∑
j=0
‖Xh(tj)− X˜h(tj)‖L4p(Ω,H)
(
1 + ‖Xh(tj)‖2c1L4pc1 (Ω,C(Λ,R)) + ‖X˜h(tj)‖2c1L4pc1 (Ω,C(Λ,R))
)
≤ C
m∑
j=0
‖e˜hj ‖L2p(Ω,H) + C∆t
m∑
j=0
∆tβ/2−ǫ = C∆tβ/2−ǫ + C
m∑
j=0
‖e˜hj ‖L2p(Ω,H). (133)
Employing Lemma 3.6 and (68) it holds that ‖e˜hm‖L2p(Ω,H) ≤ C for any m ∈ {0, · · · ,M} and
M ∈ N. Therefore, applying the discrete Gronwall’s lemma [5, Lemma 7.1] to (133) yields
‖e˜hm‖L2p(Ω,H) ≤ C∆tβ/2−ǫ. (134)
Substituting (134) and (123) in (103) completes the proof of Theorem 2.1.
4. Numerical simulations
We consider the following two dimensional stochastic reactive dominated advection diffusion re-
action with constant diagonal diffusion coefficient
dX =
[
D∆X −∇ · (qX)− (X5 −X)] dt+ dW, (135)
with mixed Neumann-Dirichlet boundary conditions on Λ = [0, L1]× [0, L2]. The Dirichlet bound-
ary condition is X = 1 at Γ = {(x, y) : x = 0} and we use the homogeneous Neumann boundary
conditions elsewhere. Note q is the Darcy velocity obtained as in [21]. Our noise has the eigenfunc-
tions {e(1)i e(2)j }i,j≥0 as the operator −∆ with homogeneous Neumann boundary conditions given
31
by
e
(l)
0 =
√
1
Ll
, λ
(l)
0 = 0, e
(l)
i =
√
2
Ll
cos(λ
(l)
i x), λ
(l)
i =
i π
Ll
, (136)
where l ∈ {1, 2} and i = {1, 2, 3, · · · }. In the noise representation (2), we have used
qi,j =
(
i2 + j2
)−(β+δ)
, β > 0, (137)
Here the noise and the linear operator are supposed to have the same eigenfunctions. We obviously
have ∑
(i,j)∈N2
λβ−1i,j qi,j < π
2
∑
(i,j)∈N2
(
i2 + j2
)−(1+δ)
<∞, (138)
thus Assumption 2.4 is fulfilled. Note that Assumption 2.3 is fulfilled with ϕ(x) = −x5 + x. It
remains to prove that Assumption 2.2 is fulfilled. One can easily check that
〈u− v, F (u)− F (v)〉 = ‖u− v‖2 − 〈u− v, u5 − v5〉
= ‖u− v‖2 −
∫
Λ
(u(x)− v(x)) (u5(x)− v5(x)) dx, u, v ∈ H. (139)
Let us recall the following simple identity
a5 − b5 = (a− b)(a4 + a3b+ a2b2 + ab3 + b4), a, b ∈ R. (140)
We claim also that the following estimate holds
ψ(a, b) := a4 + a3b+ a2b2 + ab3 + b4 ≥ 0, a, b ∈ R. (141)
In fact, we distinguish two situations:
• If a ≥ b, then it follows that
ψ(a, b) = a4 + a3b+ a2b2︸ ︷︷ ︸
a2b(a+b)
+ ab3 + b4︸ ︷︷ ︸
b3(a+b)
≥ a4 + 2a2b2 + 2b4 ≥ 0.
• If a ≤ b, then it follows that
ψ(a, b) = a4 + a3b︸ ︷︷ ︸
a3(a+b)
+ a2b2 + ab3︸ ︷︷ ︸
ab2(a+b)
+b4 ≥ 2a4 + 2a2b2 + b4 ≥ 0.
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This prove the claim. Using the identity (140) and the estimate (141), it holds that
−
∫
Λ
(u(x)− v(x)) (u5(x)− v5(x)) dx
= −
∫
Λ
(u(x)− v(x))2 (u4(x) + u3(x)v(x) + u2(x)v2(x) + u(x)v3(x) + v4(x)) dx ≤ 0.(142)
Substituting (142) in (139) yields
〈u− v, F (u)− F (v)〉 ≤ ‖u− v‖2.
Hence Assumption 2.2 is fulfilled.
In our simulations, we take β = 2 and δ = 0.001.
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Figure 1: Convergence of the implicit and semi implicit schemes with β = 2 and δ = 0.001 in (137) at the final time
T = 1. The order of convergence in time is 0.92 and 0.93 respectively. The total number of samples used is 50.
Note that the ”reference solution” for each sample is the numerical solution with the smaller time step ∆t = 1/2018
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