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OpenStreetMap (OSM) is a community-based, freely available,
editable map service that was created as an alternative to
authoritative ones. Given that it is edited mainly by volunteers
with different mapping skills, the completeness and quality of
its annotations are heterogeneous across different geographical
locations. Despite that, OSM has been widely used in several ap-
plications in Geosciences, Earth Observation and environmental
sciences. In this work, we present a review of recent methods
based on machine learning to improve and use OSM data. Such
methods aim either 1) at improving the coverage and quality of
OSM layers, typically using GIS and remote sensing technologies,
or 2) at using the existing OSM layers to train models based
on image data to serve applications like navigation or land use
classification. We believe that OSM (as well as other sources
of open land maps) can change the way we interpret remote
sensing data and that the synergy with machine learning can
scale participatory map making and its quality to the level needed
to serve global and up-to-date land mapping. A preliminary
version of this manuscript has been presented in the first authors
dissertation [1].
Index Terms—OpenStreetMap; machine learning; remote sens-
ing, volunteered geographic information; deep learning.
I. INTRODUCTION
MAPPING systems need to be reliable and frequentlyupdated, which makes them costly to be maintained.
Due to limited budget, authoritative maps are usually not
fully updated at regular time intervals, and present temporal,
spatial, and completeness inaccuracies. Recently, Volunteered
Geographic Information (VGI) [2] has appeared as an alter-
native to authoritative map services. VGI collects mapping
information from individuals, usually volunteers, and stores
the information in a database which is often freely available.
OpenStreetMap (OSM) is one of the most successful VGI
projects. It started in 2004 and currently counts more than
5 million users 1 from different parts of the world. This gives
OSM the potential to provide updated mapping data at global
scale.
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OSM information is represented by four types of data:
nodes, ways, relations, and tags, which are constantly edited
by volunteers.
- A node is a location on the earth’s surface, as determined
by latitude and longitude coordinates. Points of Interests
(POIs) such as bus stations can be represented by nodes.
- A way is a list of nodes forming polylines, that can
represent road networks or areal objects (closed ways)
like buildings.
- A relation represents the relationship among objects —
e.g., a group of road segments can represent a bus route.
- A tag is a key-value pair that contains information of an
object — e.g., a restaurant can be represented by a way
with a tag “amenity=restaurant”.
Although the OSM data is constantly under improvement,
the completeness and quality of the annotations in different
regions are affected by the number and mapping skills of
the volunteers [3]. As reported in [4], the spatial coverage
of OSM is heterogeneous in different geographical regions
— i.e., urban areas are more regularly updated than rural
areas. In road networks, missing roads are reported in [5]
and inaccurate road tags are reported in [6]. The positional
accuracy of building footprints in OSM sometimes requires
corrections [7]. Several works in the literature have studied
methods to assess the quality of OSM data by quantifying:
data completeness [8], positional accuracy [9], semantic tag
acccuracy [10], and topological consistency [11]. Some works
focus on meta analysis of OSM, like the analysis of the
contributors’ activities [12], [13] and the quality assessment
of the OSM data [14], [15].
Despite its completeness and quality issues, OSM has been
widely used for several applications: e.g., validation of land
cover maps [16]; land cover/land use classification [17], [18],
[19]; navigation and routing applications like traffic estima-
tion [20] and pedestrian, bicycle, and wheelchair routing [21],
[22]; detection of buildings and roads in aerial imagery [23],
[24]; 3D city modelling [25]; indoor mapping [26]; and
location-based map services [27].
In the recent years, the automation of tasks involving
OSM data has received increasing attention: on one hand,
research aiming at the improvement of the OSM layers has
turned to Earth observation and machine learning algorithms
as automatic ways to complete footprints in missing areas
and verify specific annotations, mostly to ease and decrease
the workload of volunteers. On the other hand, the rise
of deep learning [28] has found in OSM a very valuable
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source of label information to train large models for image
recognition from Earth Observation data, but also brought
issues related to the quality, standardization, and completeness
of the data used for training the models. In both cases, and in
countless applications, the alliance of machine learning, Earth
Observation, and OSM layers is proving to be an enabling
factor for tackling global challenges in new ways.
To present the potential and opportunities of OSM for
geoscience and remote sensing research, in this paper we
present a review of methods based on machine learning to
improve and use OSM for applications in different domains.
Note that, we do not intend to cover an exhaustive list of OSM
applications, but we focus on the ones that involve machine
learning techniques only.
In Section II, we review methods based on machine learning
to improve the completeness and quality of the OSM objects,
such as building footprints, street networks, and points of
interest. Section III reviews the works based on machine
learning for applications like land cover/land use classification,
navigation, and fine-scale population estimation. Section IV
summarizes the discussion and draws promising future re-
search areas at the interface of ML and VGI. Section V states
the conclusion about this paper.
II. IMPROVING OSM DATA WITH MACHINE LEARNING
The next sections describe methods based on machine
learning to improve different types of OSM annotations:
building footprints, street networks, semantic tags, and points
of interest.
A. Building footprints
Detecting geometric mismatches
Buildings are one of the most widely annotated objects
in OSM. Although the geometrical features and tags of the
buildings in OSM are usually correct (especially in urban
areas), there are cases where the building footprints are not
accurately mapped by volunteers. Figure 1
presents examples of incomplete OSM building annotations
in the cities of Sa˜o Paulo and Amsterdam. An autoencoder
neural network method is proposed in [7] to measure the
accuracy of OSM building annotations with respect to official
governmental data in the city of Toronto. The authors extract
geometrical mismatch features to train an autoencoder neural
network. Then, the reconstruction error predicted with the
trained model is interpreted as a score that represents the
quality of the annotation for a particular region. This method
could be useful to import building footprints from other
sources to OSM, since the proposed score could be used to
identify where are the most mismatched regions that need to
be carefully analyzed by annotators.
Detecting vandalism behavior
a) b)
Fig. 1. Examples of OSM building annotations (regions highlighted in
blue) with completeness errors superimposed over Bing aerial imagery: a)
incomplete annotation of buildings in the city of Sa˜o Paulo, b) incomplete
annotation of buildings in the city of Amsterdam.
Some building annotations in OSM are intentionally edited
with wrong geometries, such cases are known as digital van-
dalism. In order to identify vandalism in OSM data, the authors
in [29] propose a rule-based system that analyzes temporal
data of user annotations. For the case of buildings, in particular
the authors in [30] propose a clustering-based method to
detect vandalism of building annotations. This method extracts
geometrical features from the OSM vectorial building data
(e.g., perimeter, elongation, convexity, and compacity) and
then finds groups in the feaure space to detect outliers, which
are assumed to be possible vandalized building footprints.
Correct and create new annotations
In addition to the geometrical features of OSM building
annotations, other works in the literature use aerial imagery
to correct building annotations [23], [31]. In [23], the authors
propose a methodology to correct rural building annotations in
OSM. The paper points out three common problems in OSM
building annotations in rural areas: they are geometrically
misaligned (see Fig. 2a), some annotations do not correspond
to buildings in the updated aerial imagery (Fig. 2b), and some
OSM annotations are missing for buildings that are present
in the updated aerial imagery (Fig. 2c). The authors propose
solutions for the three issues by using Markov Random
Fields (MRF) to align annotations and remove annotations
using a building probability map obtained by a Convolutional
Neural Network (CNN). The last step of the method is the
prediction of new building annotations that are missing by
using a CNN model that predicts building footprint with
predefined shape priors. The method in [31] aims at correcting
OSM building annotations by using contour information from
image segmentation of oblique images, acquired by Unmanned
Aerial Vehicles (UAV). The paper uses contour information
of multiple-view images and 3D building models to correct
OSM building annotations. Some companies have also made
great efforts to improve the geometrical completeness of OSM.
Microsoft has used deep learning models to compute new
building footprints by processing satellite imagery in the
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a) b) c)
Fig. 2. Examples of rural building annotations errors found in OSM
superimposed over Bing aerial imagery (polygons in blue represent building
annotations): a) misalignment annotation errors, b) annotations that do not
match with any building, c) missing building annotations.
United States of America 2.
B. Street Network
The quality of street network information in OSM is crucial
for several applications. The quality of street type tags and the
completeness of the road network data are critical for route
planning, while the street names are important to perform
queries on the OSM map. As reported in [11], [32], road
networks in OSM present heterogeneous quality and some
completeness errors even in urban areas.
Correcting topology
In [5] the authors propose a method to improve the com-
pleteness of road networks. Specifically, they present a method
based on machine learning to identify missing roads between
candidate locations (two nodes of the OSM road network). The
method extracts several features from each pair of candidates
from OSM data such as connectivity, street type, and node
degree in the OSM road network. The work shows empirically
some evidence that the shortest path distance between two
nodes in an OSM road network is correlated with the straight
line distance. The extracted features are then used to train a
Logistic Regression classifier to predict missing roads. The
last step involves the pruning of some predictions to increase
their precision.
Extracting roads from aerial images
The automatic extraction of road networks has also been
attempted by analyzing remote sensing imagery. The work
proposed in [33] performs per pixel classification using a
CNN-based method and later obtains the centerline of the
roads. The authors of [34] also use CNNs and centerline
computation, but additionally they correct some gaps in the
extracted road network by generating several possible missing
road candidates and selecting some of them with the help
of another CNN. Recently, more accurate results have been
obtained by some methods [35], [36] that iteratively construct
the road network graph, by adding new edges to the graph. The
authors in [37] propose a method that is as accurate as [35]
2https://blogs.bing.com/maps/2018-06/microsoft-releases-125-million-
building-footprints-in-the-us-as-open-data
Fig. 3. Three different street types (secondary, tertiary and residential colored
in red, blue, and cyan, respectively) over the OSM map in the city of
Wageningen, the Netherlands.
but much more efficient. This CNN-based method output road
directions for each pixel to create a road network.
The authors of [38] propose a CNN-based method that uses
aerial imagery as well as ground-based pictures, in the city of
Karlsruhe, Germany, to extract road networks and other objects
such as parking spots and sidewalks that could be integrated
into the OSM database. Facebook has also implemented deep
learning methods to analyze satellite imagery but for the
detection of new road networks in developing countries in the
OSM map 3
Assigning attributes: road types
Topological and geometrical features extracted from road
networks can be very useful to predict street types. Figure 3
depicts three types of streets (i.e., secondary, tertiary, and
residential streets) over the OSM map. It can be observed
that residential street segments are small in length (distinctive
geometrical feature) and that tertiary roads are connected with
several residential streets (distinctive topological feature). A
solution to fix incorrect street type tags in OSM is then
presented in [39]. The authors extract topological features from
OSM road network data to train a neural network classifier
that predicts if a street is of type residential or pedestrian.
This classifier can be useful to find inconsistent street type
tags in OSM.
A multi-granular graph representation of street networks is
proposed in [40]. This structure combines the primal (where
nodes are road intersections) and dual representations (where
nodes are fragments of roads) of road networks. This multi-
granular representation is used in [6] to extract features and
train a Random Forest classifier that is able to classify streets
to 21 different street categories in OSM. The method uses Bag
of Words computed over geometrical and topological features
of the analyzed streets and their neighbors. The method in [41]
uses graphical models with geometrical and spatial features,
such that the parameters of the model are learned by Struc-
tured Support Vector Machines (SSVM) [42]. More recently,
the authors in [43] propose a multi-layer CRF (Conditional
Random Field) model to perform hierarchical classification of
street types into coarse and fine-grained classes. In [44] the
3https://wiki.openstreetmap.org/wiki/AI-Assisted Road Tracing
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authors propose a graph convolutional network based method
for driving speed estimation of road segments. The output of
this method could be used as an additional feature for models
that classify road types.
Assigning attributes: structural
Detecting multilane roads is important to model traffic
in urban areas. However, the tag ’lanes’ that is used to
specify how many traffic lanes a road has is usually empty
in OSM. Therefore, some works [45], [46] have developed
methods to detect multilane roads in OSM data by analyzing
the polygons formed by the road network. This is possible
because frequently multilane roads are digitized as multiple
parallel roads with terminals in road crossings. In [45] the
authors propose to extract geometrical features (e.g., area,
perimeter, and compactness) from polygons obtained from the
road network and train SVM classifier to predict if a road has
multiple lanes. After that a postprocessing step is performed,
by using a region growing algorithm, to analyze if roads
connected to the predicted multilane roads are also multilane
roads. The method proposed in [46] also uses geometrical
features to train a classifier, a Random Forest in this case,
but the predictions are used to train a second Random Forest
classifier that uses geometrical and topological features, such
as the percentage of neighboring roads that are classified as
a multilane road by the first classifier. In [47] the authors use
an MRF and data extracted from remote sensing images (e.g.,
edge information, cars detected, and contextual information) to
correct OSM road centerline locations and estimate the width
of OSM roads.
Extracting road data from GPS locations
Sequences of GPS positions (also called tracking data) of
users can be used to enrich OSM data. This information can be
obtained by GPS locations of cars or applications installed in
the volunteers’ mobile devices. In [48], the authors propose to
find errors in OSM data by analyzing patterns extracted from
GPS positions and OSM mapping information. For instance,
indoor corridors wrongly labeled as tunnels in OSM can be
detected by verifying if the trajectory data comes from a
pedestrian or a car.
In [49], the authors propose to use GPS positions and
machine learning models for recomending the addition of new
objects to OSM. For instance, GPS positions can help us
predict a missing street in OSM by observing a linear shaped
agglomeration of points at some location, where there is not
a street in OSM but it is close to the road network. Analyzing
the spatiotemporal GPS positions one can also identify, for
example, that a road in OSM is a motorway because of the
high velocity of objects derived from the GPS information
data. The authors in [49] extract several features from GPS
information, such as the density of nodes in the trajectory
and speed of movement. Two types of classifiers are trained:
one to predict the geometry and the other to predict object
attributes, such as motorway, bicycle lanes, one or two-way
street. For geometry classification, the K-Nearest Neighbours
(KNN) classifier performed better than other algorithms like
Logistic Regression and Random Forest. It is observed that
the KNN model obtains poor results when detecting polygonal
geometries, because of the lack of data along the boundaries
of polygonal objects. For the classification of geographical
object attributes, the Random Forest classifier outperforms the
compared traditional machine learning methods.
In [50], the authors utilize GPS information for the re-
construction of road network geometries. The extracted road
networks from updated GPS locations can be useful to improve
the OSM map. One issue is obtain accurate road geometries
since the GPS locations present errors in the range of 5-20
meters. This shortcoming can be mitigated by using multiple
trajectories obtained from the same road segment. The authors
observe that the accuracy of geometries increase with the
number of GPS samples for each road segment.
C. Semantic tags
The annotation of a geographical object in OSM consists in
the digitization of the object geometry (e.g., polygons, lines, or
points) and also the attribution of a tags to it. OSM does not
provide a rigorous classification system of the geographical
objects. It just gives some recommendations and a set of
predefined tags that can be used to annotate objects. Thus,
the final label attributed to the OSM objects is defined by the
volunteers based on their knowledge about the objects under
annotation. This can lead to incorrect tag annotations since
sometimes it is difficult for inexperienced users to differentiate
between similar classes. The decision if a water body is a lake
or a pond will depend on the knowledge of the volunteer and
on his/her analysis of the aerial imagery or in-situ information.
Recommendation systems
OSM also allows the assignment of tag values that are not
in the set of recommended OSM tag values, which detriments
standardization of OSM data. The authors in [51] propose a
method to identify recommended OSM tags that are equiva-
lent to new tags created by annotators. The paper proposes
an unsupervised method that uses tag usage statistics and
geometry type information to compute a similarity measure
between a given tag value and a set of common tag values
recommended by OSM. This approach just uses OSM data, in
contrast with the method proposed in [52], which uses external
data, such as information from the OSM wiki website. Other
works [53], [54] have implemented tag recommendation tools
as plugins of JOSM 4, a widely used editor of OSM data.
In [53], the authors proposed the tool called OSMRec that
uses geometrical and textual features to train a Support Vector
Machine classifier that is used to recommend a set of tags for
new objects that are being digitized by annotators. The tool
OSMantic is proposed in [54] and uses semantic similarity and
tag frequency to recommend tags.
4https://josm.openstreetmap.de/
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c)
Fig. 4. Three strategies used with a classifier to improve OSM data, according
to [55]. a) contribution checking, b) manual checking and c) automatic
checking
Tags verification
As shown in the previous section, several methods propose
machine learning models based on properties of OSM objects.
Then, the trained classifiers can be applied to another set of
OSM objects to find possible annotation errors. In [55], the
authors present three strategies of how such learned classifiers
can be applied (see an illustration of them in Fig. 4).
1) Consistency checking, where the classifier is applied
while the user is editing and assigning tags to OSM
objects. In this case, the editing tool can, for example,
inform the volunteer that the assigned tag value is
inconsistent with what the classifier predicted. Then,
the annotator can modify the annotation if required, by
taking into consideration the classifier’s recommendation
2) Manual checking, in which the classifier is applied over a
selected set of objects already registered in OSM. Then,
the objects whose tags present inconsistencies with the
predictions of the classifier are manually validated by
the users
3) Automatic checking, in which a classifier is used to au-
tomatically correct annotations based on its predictions
without human verification.
The method proposed in [55] aims to find errors in tags
used for annotating green area objects (i.e., meadow, garden,
grass and park). The authors observed that these four types
of green area objects are some times mislabeled by OSM
annotators. Figures 5a-b illustrate a case where a grassland
area in the center of a roundabout was wrongly labeled
as a park. Figures 5c-d depict a case where a grassland
a) b)
c) d)
Fig. 5. Misannotated green area objects in the OSM map alongside with
the Bing imagery of the corresponding location: a-b) A grassland area at the
center of a roundabout mislabeled as a park in the city of Campinas, Brazil,
c-d) A grassland area with some trees (located at the bottom right of the
image) is mislabeled as a forest in the city of Sa˜o Gonc¸alo, Brazil.
area with some trees is wrongly labeled as a forest. The
technique proposed in [55] extracts geometrical, topological,
and contextual properties (e.g., object area and features based
on the 9-Intersection model [56]) and trains a KNN classifier
to analyze the labels of the four types of green area objects in
OSM. The authors in [55] perform an experiment that consists
in asking users to manually verify/correct objects with possible
erroneous labels. These objects are detected by a classifier,
and the experiment shows the effectiveness of the approach
to detect mislabeled green areas. Another approach proposed
in [57] tries solving this problem (disambiguation of green
areas with the same four classes) by extracting rules from
the OSM dataset using the algorithm proposed in [58]. These
rules are extracted based on topological relations between
geographical objects.
D. Points of Interest
Points of Interest (POIs) are key elements in OSM. They
indicate the location of geographical objects that are com-
monly used in the city, such as bus stations, cafes, restaurants,
ATMs, etc. Thus, the quality control of new added POIs to
the OSM database is very important. Some OSM editors, like
JOSM implement basic rules to avoid errors (e.g., duplicate
elements) while editing objects in OSM. However, this type
of topology quality control verifications does not take into
account the spatial relationship between a new POI and
neighboring geographical objects in OSM.
Plausibility of new additions
In [59], the authors propose a recommendation tool that
evaluates the positional plausibility of a new registered POI
with a certain category label. That work proposes to use
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spatial co-existence patterns for computing a plausibility score.
Confidence scores are computed based on the frequency of
occurrence of each pair of POI categories (i.e., {ATM, Bar}
or {Bank, supermarket}). Then, the similarity score of two
POIs is defined based on the confidence values of their POI
categories. Finally, the plausibility score of a new POI is
computed as the sum of the similarity score of the new POI
and its neighbors. In order to compute the confidence values
of pairs of POI categories, the authors recommend using POIs
of the same city where the tool has to be validated. This is
because different cities may have different patterns.
In [59], a case study is shown by evaluating the plausibility
of a new ATM being added to four locations in Paris (besides
a river and bridge, Paris downtown, middle of a park, and
outside the city). The plausibility values obtained are coherent
with what is expected – e.g., the plausibility score of a new
ATM located in Paris downtown is much larger than the other
alternatives.
Tags prediction
In [60] the authors propose a method that can predict tags
of Points of Interest (POIs) based on their names. This method
can be useful to extract tag information for POIs that lack of
tagging information. For instance, a POI with name “Chicken
Palace” probably should have the tag “amenity=restaurant”.
This work used the number of occurences of k-grams, sub-
strings of a given size, extracted from the POI names to create
feature vectors. Then, a Random Forest classifier was trained
with OSM reference data to food, shop and tourism related
POIs in OSM obtaining accurate prediction for some food
related classes.
III. USING OSM DATA WITH MACHINE LEARNING
ALGORITHMS
This section presents methods based on machine learning to
use OSM in other applications, namely land use/ land cover
classification, building detection and segmentation, navigation,
traffic estimation, and fine-scale population estimation.
A. Land use and land cover
Land cover/land use mapping has been attempted by gov-
ernmental organizations (e.g., Urban Atlas 5), commercial
services (e.g., Google maps) and crowdsourced projects (e.g.,
OpenStreetMap). Several governmental surveys are freely
available. However, the quality of the land use maps depends
on the city and country and also this data is of few use when is
not updated frequently. Commercial services like Google maps
are more frequently updated but great part of the geographical
information in such services are not openly available. In
contrast, crowdsourced projects, like OSM provide access
to all the collected geographical information and they are
regularly updated in several cities.
The data quality of some land use types in OSM is compa-
rable to governmental surveys. In [61], the authors compare
5https://land.copernicus.eu/local/urban-atlas
the accuracy of OSM data for land use mapping in seven
large European metropolitan regions. The thematic accuracy
and degree of completeness of OSM data are compared to
the available Global Monitoring for Environment and Security
Urban Atlas (GMESUA) datasets. Evaluation of several land
use types suggests that some OSM classes have good quality,
such as forest, water bodies, and agricultural areas, and could
be used for land use planning.
Several works have proposed methods to predict land
cover/land use labels by using remote sensing imagery and
OSM land use labels as reference data to train a classifier.
The authors in [62] use time-series Landsat imagery and
OSM annotations (i.e., object boundary delineations and land
use labels) to train and evaluate several supervised methods
for land cover classification, considering six classes (e.g.,
impervious, farm, forest, grass, orchard, and water). The
authors in [63] use aerial imagery and a large amount of
building and road annotations from OSM as training data
for supervised classification. The collected annotations are
selected without any quality verification and thus the authors
observe several cases of low-quality annotations. The authors
show that Convolutional Neural Network (CNN) methods
trained with this type of data can achieve high accuracies as
compared with methods that use a relatively small amount of
good quality data. The authors in [18] propose a CNN based
method that combines aerial imagery and rasterized OSM
data to predict per-pixel land use labels. In [64], The authors
propose a method for land use mapping at large scale (approx.
34000 km2 in the region of NorthRhine-Westfalia, Germany).
Each spatial unit is a 200m x 200m cell characterized by
multimodal features: remote sensing data (RapidEye bands and
texture features, see Fig. 6a-b), 3D models (see Fig. 6c) and
OSM data (locations of Point of interests and road networks
(see Fig. 6d), both encoded as street densities at the cell level
(see Fig. 6e)).
Other works use OSM data and ground-based pictures of
a set of OSM objects, to teach a model how to predict the
land use (e.g., museums, parks, educational institutions, sports
centers, and hotels) of other OSM objects [65], [17], [19].
The method proposed in [65] use pictures, obtained from
Google Street View (GSV), which capture multiple viewpoints
of OSM objects (see the last three columns in Fig. 7) and use
a pre-trained CNN model to extract features and perform label
prediction of 13 land use types. The method proposed in [17]
presents an extension of [65] and considerably improves the
prediction accuracy, by training a CNN with multiple ground-
based pictures, extracting and combining features to identify
the proper land use class (among 16 land use categories) of
an OSM object.
More recently, the authors in [19] propose a CNN-based
method that combines aerial imagery and ground-based pic-
tures information to perform land use prediction, using OSM
as reference data. That method greatly improves the accuracy
obtained by the method in [17] which uses only ground-based
pictures. Additionally, that work also proposes a strategy to
deal with the cases when ground-based pictures are missing
for an OSM object. Figure 7 illustrates aerial and ground-
based images corresponding to two OSM objects in the city
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d)	 e)	 f)	
Fig. 6. Data sources and local climate zones prediction map in the region of North Rhine Westfalia [64]. All the subfigures correspond to the region in the
blue square in the right most map.
Fig. 7. Aerial imagery, from Google maps, and ground-based pictures, from
Google Street View, for two different OSM objects in the city of Paris. The
pictures in the first row correspond to a church. The pictures in the second
row correspond to sport facility.
of Paris. The first row shows the images of a church. If we
just observe the aerial imagery, it is difficult to be confident
in predicting the object as a church. Ground-based pictures
can give additional visual features to predict the correct land
use label. The second row shows images of a sport facility in
OSM. Because of the fences around the building, sometimes
it is difficult to recognize a sport facility. In this case, aerial
imagery is usually more valuable to predict the correct land
use label.
B. Building detection and segmentation
Building annotations are widely available in OSM and they
are usually of considerable quality in several urban areas.
Thus, OSM building annotations have been used as reference
data to train CNN-based building segmentation methods [66],
[24], [67]. In [68] the authors use a Recurrent Neural Network
(RNN) based method that improves the building classification
map in several iterations. The building segmentation maps
produced by these methods are not directly usable for Ge-
ographical Information Systems (GIS) because they are raster
images. However, some methods [69], [70] have been recently
proposed to output vectorial building polygons suitable for GIS
software. The method proposes in [69] uses Active Contour
Models with its parameters learned by a CNN to output
vectorial footprints. The authors of [71] and [70] propose
to convert binary building classification maps into vectorial
outputs by using a mesh-based approximation method.
In contrast to urban buildings, rural buildings are sparsely
located in large geographical areas and their annotations in
OSM are less frequent and of lower quality as compared to
buildings in urban areas. Some techniques have proposed to
improve the detection of locations of rural buildings in aerial
imagery [72], [73]. In [72], the authors propose a CNN-based
method to detect buildings in aerial imagery using an iterative
process, in which new samples are selected for annotation by
an active learning method and the model is retrained. In [73]
the authors use multiple sources of crowdsourced geographical
data (namely OSM, MapSwipe 6, and OsmAnd 7) and an active
learning strategy to train a CNN model that detects image
patches with buildings. Furthermore, the authors perform an
experiment in MapSwipe (smartphone-based application for
humanitarian mapping) asking the volunteers to just verify the
tiles that are selected by a trained classifier, saving consider-
ably the user effort and obtaining an accurate classifier.
C. Navigation
In several urban areas, building and road network data in
OSM have similar quality as commercial map services. Thus,
OSM has been used for navigation/routing applications [74],
[75], [76]. In [74], the authors show that routing services based
on OSM data can attain real-time shortest path computation
in large areas for web-based applications as well as in hand-
held devices. In [75], the authors show that OSM data can
be used for pedestrian routing. The paper proposes a solution
to efficient routing in open spaces (e.g., squares, parks, and
plazas). A more recent and extensive analysis of different
strategies to deal with routing that consider open spaces is
presented in [76].
In [77], the authors propose a method for accurate global
vehicle localization. That work uses visual odometry and OSM
6https://mapswipe.org/
7https://osmand.net/
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data obtaining better localization results than methods that just
rely on visual odometry approaches. A probabilistic model
for autonomous robot navigation is proposed in [78]. It uses
a Markov-Chain Monte-Carlo method to combine semantic
terrain information extracted from 3D-LiDAR data and OSM
information.
D. Traffic estimation
Traffic prediction is a challenging task that can be very
useful for congestion management and car navigation. The
authors in [79] propose a method to predict four classes of
traffic (i.e., good, slow, congested, and extremely congested)
in four cities in China. That work uses data obtained from
POIs of Baidu maps and geographical objects from OSM
(the number of POIs in OSM is limited in China). This
geographical data together with other features, like weather,
temperature, and house pricing are used to train a machine
learning model for traffic prediction. The authors use traffic
data from Baidu maps as reference data to train a Support
Vector Machine (SVM) classifier. In that work, the authors
observe that traffic congestion data is very unbalanced, because
most of the time the traffic is good considering all the time
intervals in one day (with exception of the rush hours 9h and
17h). Thus, the authors assign higher weights to the classes
with less number of samples. The results show that even
using class weighting, the accuracy of the model is high for
the class good and poor for the other classes. Additionally,
that method is compared to the traffic prediction system of
Baidu maps outperforming it in some time intervals of the day
and obtaining reasonably good performances when the model
trained in one city is used for prediction in another city.
In [20], the authors deal with a similar problem, predicting
traffic speed using a regression method. A public dataset
named UIUC New York City Traffic Estimates 8 is used for
their experiments. This dataset contains hourly average traffic
speed measurements in the New York City road network,
obtained from car trips. Several geographical features are
obtained from OSM, such as road length, number of roads
connected to the analyzed road, number of neighbor nodes
and roads in the area, and also temporal features (e.g., time
and whether it is a workday). In order to predict traffic speed
in the target areas, the authors of that work propose the
method Cluster-based Transfer Model for Prediction (CTMP),
which first clusters the road features of the source and target
areas. Then, the traffic speed of the target area is computed
based on the nearest neighbor roads data of the source area,
which contains traffic speed information. CTMP shows better
results than other baseline methods, such as Neural Networks
and Support Vector Regression. More recently in [80], the
authors propose a deep learning method that models the road
network topology to predict traffic flow in the city of Chengdu,
China. The authors use neural networks to model road network
topology and residual learning [81] to model spatio-temporal
dependencies. One limitation of that work is that it requires
traffic flow historic reference data of the target location to be
able to predict the traffic flow in a different time interval.
8https://lab-work.github.io/data/
E. Fine-scale population estimation
Population distribution at the building level is important for
several tasks, like urban planning and business development.
Population estimation at the building level scale can be ob-
tained by areal interpolation. Although this technique usually
requires 3D building models, obtained by LiDAR data, the
authors in [82] propose to use building footprints and POIs
from OSM to predict population distribution by using areal
interpolation. The authors in [83] use a Random Forest model
to predict population at the grid level (i.e., the area of study
is divided into grid cells) by using Baidu POIs, mobile user
density data, and road networks from OSM. Then, the grid
level estimations are transformed to building level estimations.
In [84], the authors propose a CNN-based method to per-
form population density estimation at the grid level. First,
the area of study is divided into grid cells of size 200 ×
200 meters. Then, for each cell, they compute several urban
features, such as building area, number of buildings, and
number of POIs. Finally, the authors use a fully convolutional
neural network, applied over the urban features of the grid
cells, to obtain the population estimation of the corresponding
grid cells. The experimental results show that by training the
model with data from 14 French cities, the model attains low
error rates in the validation data extracted from the city of
Lyon.
IV. DISCUSSION AND FUTURE WORKS
In this section, we discuss potential promising research
avenues at the interface of OSM and machine learning.
Applications with multimodal data
Although the use of several sources of data (multimodal
approaches) have proven to be beneficial for solving several
problems it has been only applied in relatively few works
described in this manuscript, such as in [19]. We believe that
the performance of supervised methods used to improve OSM
data can be greatly improved with the use of several data
sources, such as images, tracking data, and social media data.
This has been also pointed out in [85] for the particular case
of POIs, where the authors recommend the use of several data
sources, like OSM geographical data, ground-based pictures,
and historical data to create more accurate models for POI
label prediction. Among these external data sources, ground-
based pictures obtained from Google Street View (GSV)
have found to be particularly useful to enrich OSM data,
for example, for land use prediction [17] and crosswalk lo-
calization [86]. Recently, crowdsourced ground-based images
collected by the TeleNav’s project, called OpenStreetCam9,
has also been used to improve OSM. For instance, pictures
obtained from OpenStreetCam have been used to detect traffic
signs10. Similarly, Mapillary has released a dataset of ground-
based pictures11 for traffic sign detection [87]. Although
9https://openstreetcam.org
10https://blog.improveosm.org/en/2018/02/detecting-traffic-signs-in-
openstreetcam/
11https://www.mapillary.com/dataset/trafficsign
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nowadays the coverage of crowdsourced ground-based pictures
platforms is not as complete as GSV, they have the potential
to obtain more updated data and to be available for everyone
at no cost. This data can then be used to obtain up-to-date
OSM data of objects like traffic lights and road signs, which
can greatly benefit navigation applications.
Very recent works [88], [89] have explored the use of OSM
data combined with social media textual information, obtained
from Twitter, to perform land use classification. These works
use natural language processing techniques (e.g, fastText [90])
together with neural networks to process geolocalized tweets.
The authors in [91] use Long short-term memory (LSTM)
for feature extraction of Twitter data for the classification
of OSM urban-objects into three categories: residential, non-
residential and mixed-use. In contrast to works that use image
data for finegrained land use classification [19], these works
present results with datasets that contain only a few land use
classes, but have the advantage of the massive amounts of data
that can be retrieved from social media. Also, working with
Twitter, it creates the need of specialized workflows, typically
aiming at denoising data, retrieve useful Tweets, or avoiding
spourious geolocation due to re-Tweets. We found these issues
very exciting and believe that textual data should be used in a
multimodal fashion: as suggested in [88], textual information
and remote sensing data could be used together to perform
more precise land use classification and this is, in our opinion,
one of the avenues that future research could focus on in the
next years.
Multimodal techniques
In [19], the authors use a CNN that extracts features from
ground-based pictures and remote sensing images to perform
land use classification of OSM urban objects. The features ex-
tracted from these two different image modalities are stacked
and a fully connected layer is used to predict the land use
category. The authors in [19] also propose a solution to the
case when the data of one of the modalities is missing. This
is done by using Cannonical Correlation Analysis (CCA) to
create a latent space and projection matrices that allow, starting
from a satellite patch, to retrieve a plausible feature vector for
the ground-based missing images. Another example of feature
stacking, but using governmental data, is proposed in [92]. In
that work, the authors propose a method for per-pixel land use
classification. The proposed method stacks features extracted
from remote sensing data and ground-based pictures, but keep
the spatial information. Finally, a Multilayer Perceptron (MLP)
is used to perform per-pixel classification. In [93], the authors
perform local climate zones classifications by fusing multi-
temporal and multispectral satellite images that have different
spatial resolutions. The authors propose a method for weighted
voting of the output of the classifiers trained with the different
data modalities and show more accurate results than feature
stacking. The methods that we have commented in this review
perform the fusion of data of two modalities. We believe that a
challenging topic of future research is the creation of methods
that handle the fusion of more than two modalities, dealing
well with the problem of missing modality.
Supporting users via interaction and skills estimation
Mapping information obtained by machine learning models
applied with Earth Observation data (e.g., building footprints,
and road networks) could contain some errors. Thus, an
alternative to performing automatic updates in OSM is to use
a human-computer interactive approach. In this strategy, the
machine learning model is used to minimize the effort of the
users during the annotation process. This strategy has been
already applied in [37] to improve road network completeness.
In that work, an automatic method is used to extract major
roads (in places with a few road annotations) and missing
roads (in places where major roads are already annotated) and
the user is asked to verify or correct if needed the extracted
roads. This work shows experimentally that such an interactive
approach is more efficient than traditional manual annotation.
A related and also effective approach that involves the user in
the process is active learning [94], [95]. Active learning is an
iterative process that consists of intelligently selecting a small
number of samples for user annotation that allow training an
effective classifier. We think that these approaches that involve
the interaction between a machine learning model and the
annotator could be applied to improve other aspects of OSM
data with fewer annotators’ effort, especially if user’s skills
are involved in the process, as shown in concurrent research
in crowdsourcing [96], [97]. Although active learning methods
have been applied to OSM data of rural areas [72], [73], they
can be also applied to OSM data of urban areas (e.g., cities
in developing countries).
Between January and May of 2019, the number of active
contributors per month in OSM was less than 1% of the total
registered OSM users. However, a few efforts have been made
to encourage volunteers to frequently edit data. Gamification
strategies could be applied to solve the problem, by assigning
annotation tasks to volunteers with a game-like interface and
scoring systems. Some gamification projects have been listed
in the OSM wiki 12 but they are not of widespread use.
Contributor analysis in OSM have been studied in several
works [98]. It has been observed that volunteers’ experience
and familiarity with the area edited in the map are good proxies
to estimate the quality of their annotations in OSM. The
authors in [99] propose a measure for estimating annotation
trust, by using annotation statistics obtained from volunteers’
activities, object geometries, and temporal data. A trust index
could be also learned with machine learning methods using
OSM data statistics with some reference data. Such trust index
could be used to improve methods that are created to verify
the correctness of labels of objects registered in OSM [55],
[57].
New ways of searching and interacting with OSM
Search tools are important features of mapping services.
However, the search tool provided by the OSM website has
12https://wiki.openstreetmap.org/wiki/Gamification
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Fig. 8. NLmaps search results for the query: “Which museums are there in
Heildelberg?”.
limited capabilities, basically just trying to find the location
of a given place name or address. In [100], the authors
propose NLmaps 13, a natural language interface to query
data in OSM. This service can answer textual questions about
geographical facts in OSM. The response is a text and a
map with geographical objects of interest highlighted. For
instance, NLmaps can answer the following question: “What
is the closest supermarket from the Royal Bank of Scotland in
Edinburgh?”. Figure 8 illustrates the search results in NLmaps
for the question: “Which museums are there in Heidelberg?”.
First, the names of the museums found are shown and then
their locations are shown with markers in the OSM map of
the city of Heidelberg.
This work uses a semantic parser for the OSM data,
proposed in [101] and extended in [102], to transform nat-
ural language text to a Machine Readable Language formula
(MRL) [103]. This representation is used to create a structured
query and retrieve OSM information using an extension of the
Overpass API, called Overpass MLmaps 14. Although NLmaps
can handle several common questions, it is not able to answer
complex questions like “Where are 4 star hotels in Berlin?”.
The authors of [102] also propose to improve NLmaps perfor-
mance by using user feedback. A simple example of feedback
is to ask the user if the result of the query is helpful or not.
More complex feedback can be obtained from expert users,
with knowledge of OSM and the Overpass API. For instance,
one can ask the expert user if the intermediate results of the
query processing pipeline are correct or not. We believe that
the implementation of a more intelligent tool for answering
natural language queries in the OSM website could potentially
attract more users.
Recently, the authors of [104] use OSM data for the Visual
Question Answering (VQA) problem, a task that consists in
providing a natural language answer for a given image and a
natural language question about the image. The authors create
13https://www.cl.uni-heidelberg.de/statnlpgroup/nlmaps/
14https://github.com/carhaas/overpass-nlmaps
a dataset using OSM data and Sentinel-2 satellite imagery for
training a VQA model. VQA is a challenging problem and its
application for remote sensing imagery is still in its infancy.
VQA can enable to perform some queries in places where there
is incomplete mapping data, but aerial imagery is available.
OSM-enabled augmented reality
Recent applications of OSM data can be further improved
by using machine learning methods. For instance, augmented
reality (AR) has great potential to improve the way we
experience the cities, especially for tourism. In [105], an
augmented reality tool is presented to recommend Points Of
Interest (POIs) in the city by taking into account the profile of
the users. The authors propose a mobile application that shows
POIs registered in OSM in real time with the mobile camera
view as background. A case study in the city of Trani, Italy,
shows how a tourist interested in local architectural work can
visualize in the mobile application the POIs, within a distance
radius, marked as colored circles with labels superimposed
over the mobile camera view. In [105], a hand engineered
rule is proposed to define which POIs to show to the user. For
this type of AR applications, reference data could be used by
asking users’ feedback (e.g., asking to the user to add POIs
visited in a favorites list). Thus, obtaining reference data can
enable the use of more effective supervised learning methods
to predict adequate POIs for new users.
V. CONCLUSION
In this paper, we reviewed synergetic efforts involving
OpenStreetMap and machine learning. In the first part, we
review works that use machine learning to improve OSM data.
These methods deal with the three main object geometric types
in OSM: points (e.g., ATMs), lines (e.g., roads) and polygons
(e.g., buildings). The reviewed works use frequently traditional
machine learning methods (e.g., Support Vector Machines and
Random Forest), but also several of them have used state-
of-the-art methods, such as deep learning based techniques,
especially when dealing with remote sensing image data. Al-
though several methods could be integrated into OSM editors
(e.g., iD editor 15 and JOSM) just a few works [53], [54] have
implemented their methods in such tools.
The second part of the manuscript reviewed works that have
used machine learning based techniques to use OSM data for
applications in other domains. We identified two groups of
works. The first group uses OSM data as reference data to
train machine learning models, for examples several works
that perform land use classification [17], [19] and building
segmentation [66], [24]. The second group uses OSM data to
extract features for training the machine learning model (e.g.,
fine-scale population estimation [84]).
We believe that a mixture of automatic and human-
interactive approaches could lead to obtaining accurate data
for OSM with efficient use of the annotators’ labor. The strong
links with machine learning and the ever increasing availability
15http://ideditor.com/
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of up-to-date remote sensing data open countless opportunities
for research in this exciting interface among disciplines.
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