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We prove that, for every n and over every field, there exist nmatrices
such that the linear span of the words of length 2 in those matrices
is all ofMn. There are a number of related questions that remain
open.
© 2011 Elsevier Inc. All rights reserved.
LetMn denote the algebra of n by n matrices over an arbitrary field. If S is a subset ofMn that
generatesMn as an algebra, then every element ofMn is a linear combination of words in S . That is,
words in S contain a basis forMn.
If the words in S do spanMn, then the length of S is defined to be the smallest integer k such that
Mn is spanned by words in S of length at most k. Beginning with the work of Paz [4], there have been
a number of papers studying lengths in this sense (see, for example, [1–3]).
We approach the problem of generatingMn from what could be seen to be the opposite direction.
Instead of starting with a collection S and asking how many factors from S are required in order to
get a spanning set, we start with the number of factors m and try to determine the smallest number
of matrices such that words of lengthm in those matrices span the setMn. In this paper we solve the
casem = 2.
The dimension ofMn as a vector space is n2. Thus for the casem = 2 we obviously require at least
nmatrices. We prove that nmatrices suffice by explicitly constructing suitable matrices.
We use the terminology single-entry matrix to refer to a matrix that has one entry equal to 1 and all
other entries equal to 0.
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Theorem 1. For every n, there exists a set of n matrices such thatMn is spanned by linear combinations
of words of length two in the set.
Proof. It is easiest to separate the cases when n is odd and when n is even.
(a) The case where n is odd.
For k ranging from − n−1
2
to −1 and from 1 to n−1
2
, we define Jk to be the matrix with entries 1
at the positions ( n+1
2
− k, n+1
2
) and ( n+1
2
, n+1
2
+ k) and entries 0 everywhere else. (Note that the
adjoint of Jk is J−k .) The final matrix, J0, is the single-entry matrix with an entry 1 at ( n+12 ,
n+1
2
). We
have defined nmatrices Jk, with k ranging from− n−12 to n−12 (including 0). For each i, one of the above
matrices has an entry 1 at (i, n+1
2
) and, for each j, one of the above matrices has an entry 1 at ( n+1
2
, j).
We prove the result by showing that every single-entry matrix is in the span of these products.
Whenever s = −t, the product JsJt will be a single-entrymatrix with an entry 1 at ( n+12 − s, n+12 + t).
When s = −t and s = 0, theproductwill have twonon-zeroentries,withentries1at ( n+1
2
−s, n+1
2
+t)
and ( n+1
2
, n+1
2
). If s and t both equal 0, we get J20 , which is J0.
To get a single-entry matrix with an entry 1 in any position (i, j) where i = j, take Js such that
s = n+1
2
− i and Jt such that t = j − n+12 and use the product JsJt . When i = j and i = n+12 , the
formula gives s = −t, so, as indicated in the above paragraph, the product has two non-zero entries.
To get the single-entry matrix with a 1 in position (i, j), simply subtract J20 from the product. Finally,
the single-entry matrix with a 1 at ( n+1
2
, n+1
2
) is J20 . Thus every single-entry matrix is in the span.
The following matrix shows the pattern of the solution for the case n = 7, where each entry is the
product (and, in some cases, linear combination) that produces a single-entry matrix with a 1 in that
position.
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
J3J−3 − J20 J3J−2 J3J−1 J3J0 J3J1 J3J2 J23
J2J−3 J2J−2 − J20 J2J−1 J2J0 J2J1 J22 J2J3
J1J−3 J1J−2 J1J−1 − J20 J1J0 J21 J1J2 J1J3
J0J−3 J0J−2 J0J−1 J20 J0J1 J0J2 J0J3
J−1J−3 J−1J−2 J2−1 J−1J0 J−1J1 − J20 J−1J2 J−1J3
J−2J−3 J2−2 J−2J−1 J−2J0 J−2J1 J−2J2 − J20 J−2J3
J2−3 J−3J−2 J−3J−1 J−3J0 J−3J1 J−3J2 J−3J3 − J20
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(b) The case where n is even.
For k ranging from − n
2
+ 1 to -1 and 2 to n
2
, we define Jk to be the matrix with entries 1 at
( n
2
− (k − 1), n
2
) and ( n
2
, n
2
+ k) and entries 0 elsewhere. (Note that the adjoint of Jk is J−k+1.) The
matrix J1 is defined to have entries 1 at (
n
2
+ 1, n
2
) and ( n
2
, n
2
+ 1) and 0’s everywhere else. The last
matrix is J0, a single-entry matrix with an entry 1 at (
n
2
, n
2
). Those are the n matrices, with k ranging
from − n
2
+ 1 to n
2
.
Whenever s = −t + 1 and s = 0 or 1, JsJt will be a single-entry matrix with a 1 in position
( n
2
− (s − 1), n
2
+ t). When s = −t + 1 and s = 0 or 1, the product has two 1’s, at positions
( n
2
− (s − 1), n
2
+ t) and ( n
2
, n
2
). For s = 0, JsJt is a single-entry matrix with an entry 1 at ( n2 , n2 + t).
If s = 1 and t = 1, JsJt is a single-entry matrix with an entry 1 at ( n2 + 1, n2 + t). Finally, for s and t
both 1, JsJt has two non-zero entries, 1’s at (
n
2
+ 1, n
2
+ 1) and ( n
2
, n
2
).
To get a single-entrymatrixwith an entry 1 in the position (i, j), first consider the casewhere i = j.
When i = n
2
+ 1 or n
2
, let s = n
2
+ 1 − i. For i = n
2
, let s = 0. If i = n
2
+ 1, let s = 1. Then let
t = j− n
2
. If i = j, then JsJt is a single-entry matrix with an entry 1 at (i, j). In the case when i = j and
i = n
2
, determine s and t as above. Then the product JsJt has 1’s in positions (i, j) and (
n
2
, n
2
). To get
a single-entry matrix with 1 in position (i, j), simply subtract J20 from that matrix. The last remaining
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case is position ( n
2
, n
2
), which is attained by J20 . Thus the span of the products includes all single-entry
matrices, and thus isMn. 
Most, butnot all, of theproducts in theaboveproofdirectly yield single-entrymatrices. Thequestion
arises whether it is possible to find n matrices such that all of the products produce single-entry
matrices and those single-entry matrices spanMn. As Peter Rosenthal has pointed out, it is not hard
to show that this cannot be done in the case n = 2.
If words of length m in k matrices spanMn, then km  n2. The following general question does
not seem easy to answer: for fixedm and n, for which k satisfying km  n2 is there a set of kmatrices
such that words of length m in those matrices spanMn? The theorem above shows that, for m = 2
and any n, there is such a set for k = n, the smallest k satisfying km  n2.
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