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Chapitre 2
Formalismes de description des modèles agent
2.1. Introduction
Ce chapitre a pour but de présenter les bonnes pratiques et l’apport de la formalisa-
tion dans le domaine de la modélisation de systèmes multi-agents (SMA). Pour cela,
les auteurs rappellent dans un premier temps l’intérêt de modéliser des systèmes en
mettant en perspective les paradigmes associés à la démarche multi-agents. Il est alors
argumenté que l’utilisation des langages de modélisation graphique permettent un
meilleur échange entre les partenaires intervenant dans la conception d’un SMA. Deux
types de modèles graphiques reposant sur un même socle sémantique sont ensuite
présentés : UML (Unified Modeling Language) et AML (Agent Modeling Language).
Le premier a une vocation généraliste et permet de faire une analyse de l’ontologie et
des dynamiques du système modélisé. Le second mobilise les paradigmes particuliers
aux agents et permet de faire une conception plus proche du SMA qui sera produit.
Après avoir discuté de l’intérêt de chacune de ces modélisations graphiques et présenté
quelques extensions possibles, le chapitre aborde l’intérêt et la façon de documenter
un modèle multi-agents. Pour ce faire, le protocole ODD (Overview, Design con-
cepts, Details) qui guide le modélisateur dans la rédaction d’une documentation des
objectifs, des constituants et des propriétés spécifiques du modèle, est présenté.
Nous illustrons chacun des concepts présentés (UML, AML et ODD) au travers de
leur application à un exemple qui servira de fil rouge dans le reste de cet ouvrage.
Chapitre rédigé par F. BOUQUET, D. SHEEREN, N. BECU, B. GAUDOU, C. LANG, N. MARIL-
LEAU et C. MONTEIL.
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2.2. Exemple fil rouge
Pléthore de cas d’application mettent en évidence l’intérêt de l’approche agent
pour modéliser des phénomènes complexes. Ils concernent de nombreux domaines
comme par exemple l’écologie, les sciences sociales ou l’épidémiologie. Nous avons
choisi d’aborder le domaine de l’épidémiologie car d’une part ce thème embrasse
plusieurs autres domaines notamment l’écologie et les sciences sociales, et d’autre
part, une grande variété des concepts multi-agents peut être abordée pour modéliser
de tels phénomènes complexes.
Ainsi, ce chapitre et les suivants seront illustrés par un même exemple fil rouge
de modélisation d’un phénomène épidémiologique. Il s’intéresse à la dispersion géo-
graphique d’une épidémie transmise par le moustique à l’homme. L’enjeu est de com-
prendre et mesurer l’impact des mobilités pendulaires des hommes (mobilité domicile
↔ travail) sur le développement et la propagation d’une maladie contagieuse.
Nous avons choisi de nous intéresser au paludisme, maladie présente dans nombre
des pays d’Afrique notamment au Cameroun et dans la sous-région du Maroua (voir
figure 2.1).
Figure 2.1. Carte de la sous région du Maroua (Cameroun)
Le paludisme est transmis à l’homme uniquement par des piqûres de moustiques
Anophèles qui ont été auparavant infectés. Un moustique sain devient à son tour
infecté lorsqu’il pique un homme infecté. Il n’y a pas de contamination homme-
homme ou moustique-moustique. Par ses propres moyens, le moustique a un rayon de
déplacement très faible de l’ordre de 50m par jour mais demeure présent sur la totalité
du territoire. Néanmoins le véritable vecteur de dispersion de l’épidémie semble être
l’homme dans la mesure où il doit se déplacer sur de grandes distances pour accomplir
ses activités quotidiennes.
La majorité des habitants de la sous-région du Maroua réside dans les zones ur-
banisées (en noir dans la figure 2.1). Les cultivateurs de la région réalisent quotidien-
nement une mobilité pendulaire entre leur domicile (en ville) et leur zone de culture,
à l’extérieur de la ville (zones blanches et bleues dans la figure 2.1). Les zones bleues
correspondent aux zones humides dans lesquelles les moustiques peuvent pondre leurs
œufs.
Dans la suite, ce système sera modélisé en utilisant le langage UML (section 2.3.1),
puis le langage AML (section 2.3.2) et documenté à l’aide du protocole ODD (sec-
tion 2.4). Le lecteur pourra ainsi découvrir par l’exemple les différentes formes de
description de modèle.
2.3. Formalisation de modèles agents
Dans cette partie, nous précisons d’abord les finalités de la formalisation de sys-
tèmes multi-agents, puis présentons deux outils destinés à faciliter cette formalisation
– les langages UML et AML – qui sont illustrés sur l’exemple fil rouge.
La formalisation est une démarche qui a trois finalités. La première concerne
l’analyse du système à étudier. Il faut effectivement un outil apte à aider à la com-
préhension du système visé. La seconde concerne l’abstraction qui nous permet de
ne pas être contraint par des considérations techniques liées aux éléments de simu-
lation. La troisième est la génération de code, facilitant ainsi le passage du modèle
à l’implémentation. Par ailleurs les formalisations graphiques comme UML et AML
permettent également de fluidifier la communication entre plusieurs personnes à pro-
pos du contenu d’un modèle. Elles ont l’avantage de pouvoir représenter de manière
synthétique par un ou plusieurs diagrammes, des structures et des mécanismes com-
plexes. L’aspect graphique des diagrammes est un élément simplificateur pour leur
compréhension par des non-programmeurs.
Nous choisissons, dans cet ouvrage, de nous concentrer sur UML et AML, ce
dernier constituant une extension du premier plus spécialement dédiée au paradigme
agent en formalisant la description des comportements d’agents et de leurs interac-
tions.
Les différents diagrammes hérités d’UML peuvent être aussi naturellement util-
isés dans le cadre du développement des modèles. Sa généricité pose toutefois cer-
tains problèmes quand il s’agit de l’utiliser dans un contexte particulier. Ainsi, dans
le cas des simulations spatialisées, il faudra associer un langage apte à représenter
l’espace et ses contraintes, comme les représentations sous-jacentes des SIG (Sys-
tèmes d’Information Géographiques) [CHI 13].
2.3.1. Le langage UML (Unified Modeling Language)
Dans les années 1970 et 1980 planait un désaccord entre les personnes qui croy-
aient en la modélisation de données et ceux qui croyaient en la modélisation fonc-
tionnelle. Á cette époque, les utilisations de diagramme de flux et de diagramme
relationnel étaient généralement considérées comme mutuellement exclusives.
Ces deux camps se sont réconciliés vers la fin des années 1980 et ont pris con-
science que la plupart des projets pouvaient bénéficier des deux types de modèles.
Cette réconciliation a été suivie de l’apparition de nombreuses méthodes d’analyse et
de modélisation orientées objet. Toutefois chaque méthode possédait sa propre no-
tation et ses définitions de termes comme objet, type et classe. Il n’y avait aucun
standard. Le nombre de langages de modélisation a augmenté de moins de dix à plus
de cinquante entre 1989 et 1994.
Dans la fin de l’année 1994, Grady Booch et Jim Rumbaugh ont annoncé leur
collaboration dans l’élaboration d’une Méthode unifiée. Ils ont été rejoints un peu
plus tard par Ivar Jacobson. Finalement, après quelques années d’expérimentation
avec les différentes notations et différents concepts, le groupe s’est basé sur quelques-
uns d’entre eux pour débuter l’établissement de sémantiques pour les concepts orientés
objet et se mettre d’accord sur une notation commune.
Pendant l’année 1996, l’Unified Method a évolué en Unified Modeling Language
(UML). Ce nouveau nom était destiné à souligner le fait qu’UML était un langage de
modélisation et non une méthode. Son but était de fournir une notation expressive, de
définir une sémantique pour les concepts impliqués et de laisser le choix du processus
de développement. Finalement, né de la fusion des trois méthodes de modélisation
objet OMT, Booch et OOSE, UML est devenu en quelques années un standard incon-
tournable. Créé à l’origine pour permettre au développeur de représenter, spécifier,
analyser et visualiser la structure d’un projet en programmation orientée objet, UML
est aujourd’hui utilisé dans un grand nombre de domaines.
L’évolution d’UML est analogue à l’évolution des logiciels : il y a des versions
majeures ainsi que des améliorations et des extensions. La version actuelle d’UML
est la version 2.0 [UML05] qui est décomposée en quatre parties :
– UML 2.0 Superstructure : les diagrammes utilisés pour la modélisation ;
– UML 2.0 Infrastructure : fondations partagées avec MOF 2.0 ;
– UML 2.0 OCL : le langage de contraintes ;
– UML 2.0 Diagram Interchange : permet l’échange de diagrammes (y compris
l’aspect graphique) entre outils.
UML Superstructure contient différents types de diagrammes :
– 6 diagrammes de structure : classes, objets, structure composite, composants,
déploiement, package ;
– 3 diagrammes de comportement : activités, cas d’utilisation, machines d’états
;
– 4 diagrammes d’interaction : séquence, communication, vue d’ensemble des
interactions, timing.
2.3.1.1. Formalisation de la structure des modèles (diagrammes statiques)
Cette partie présente l’aspect descriptif de la modélisation UML. Elle est aussi
appelée partie statique ou de structure. Nous ne présenterons ici que deux des six
diagrammes de structure : le diagramme de classes et le diagramme d’objets. Ils
correspondent aux diagrammes les plus utilisés lors de la modélisation UML. C’est
aussi le diagramme de classes qui est utilisé pour les aspects de méta-modèles (modèle
de modèles) encore appelés ontologie.
2.3.1.1.1. Diagramme de classes
Le diagramme de classes UML permet de modéliser la structure, la partie statique
d’un système. Les classes sont essentielles car elles définissent un type abstrait qui
permettra plus tard d’instancier des objets dans le diagramme d’objets. La figure 2.2
présente le diagramme de classes complet de notre exemple fil rouge. On peut voir la
classe Entité. Cette classe possède un attribut est-infecté de type booléen et une
fonction infecter() qui permet d’infecter une autre Entité. Par ailleurs, il s’agit
d’une entité située ; elle possède donc un attribut positionActuelle qui est le lieu
sur lequel elle se trouve, et la méthode déplacer. Les classes ne sont pas isolées dans
ce diagramme. Elles peuvent avoir des liens entre elles appelés relation. On peut avoir
des relations entre des classes pour différentes raisons :
– l’héritage permet à une classe d’hériter de l’ensemble des attributs et méthodes
de la classe mère dont elle hérite. Cette relation est représentée par une flèche pleine.
Ainsi les classes Moustique et Homme héritent notamment de l’attribut est-infecté
de la classe Entité. Outre les attributs et méthodes hérités, la classe Moustique
possède également l’attribut patient0. Celui-ci représente les moustiques qui sont
contaminés à l’initialisation de la simulation appelé patient zéro. Il est représenté par
un booléen qui est vrai dans ce cas et faux sinon.
– l’association permet de donner un lien entre deux classes. Elle peut être nom-
mée et contenir des informations de multiplicité (cardinalité) et de navigation (sens de
la relation). Dans l’exemple, nous avons représenté l’association A contaminée dont
la connexion est particulière puisqu’elle relie la classe Entité et elle-même (associ-
ation réflexive) pour indiquer la chaine de contamination indiquant qui contamine et
l’entité infectée. La cardinalité "*" indique qu’une entité peut être le contamineur
de 0 ou plusieurs entité et la cardinalité "0..1" à l’autre bout de l’association indique
qu’une entité a été infectée par zéro ou un seul contamineur. Il existe deux cas
particuliers d’association qui sont l’agrégation et la composition représentées respec-
tivement par un losange évidé ou plein du côté de l’agrégat. Dans notre exemple, une
relation de composition relie les lieux (la classe Lieu) au Territoire (agrégat).
2.3.1.1.2. Représentation de l’exemple fil rouge avec UML
Figure 2.2. Représentation du diagramme de classes de l’exemple fil rouge
Dans le modèle UML, nous avons regroupé les éléments communs des entités
mobiles que sont les moustiques et les humains dans une classe Entité. Nous
représentons la notion de contamination entre les entités par une association dotée
d’attributs nommée «Infection». L’information n’apparaît pas dans le diagramme (car
nous n’avons pas fait apparaitre les contraintes) mais une entité ne peut être infectée
que par une entité d’un sous-type différent. Pour cela, on garde l’information concer-
nant la source à travers l’association mais aussi la date et la génération à travers les
attributs de l’association.
Le Territoire est composé d’éléments de la classe Lieu qui correspondent aux
différentes zones d’occupation du sol possibles, précisées grâce à l’attribut «nature»
dans la classe Lieu. Il s’agit d’un attribut de type énuméré dont les différentes modal-
ités sont précisées dans la classe Zone. Par ailleurs, dans notre représentation, le
Territoire joue également le rôle d’environnement du système et il contient la
représentation du temps (pas-temps) dans la simulation et toute la partie gestion
du système. Nous retrouvons les éléments de gestion de la simulation pour démar-
rer cette dernière après avoir initialisé les différents composants et chargé la carte. Á
noter qu’un Lieu est représenté par ses coordonnées représentant le centre de la zone.
Initialement, il faut pouvoir créer des moustiques infectés. Cela est représenté par la
méthode créer-moustique.
2.3.1.1.3. Diagramme d’objets
Le diagramme d’objets permet d’instancier les classes définies dans le diagramme
de classes en objets réels. Ce diagramme est utile pour donner une image de l’état
du système à un instant t. Pour modéliser l’état initial d’un système par exemple, un
diagramme d’objets est utilisé. Dans la figure 2.3, nous avons représenté 3 entités
dont 2 moustiques (un patient zéro et un non contaminé) et un humain. À l’instant
t la chaîne de contamination se limite au patient zéro. Il est à noter la possibilité de
donner pour tout ou partie des attributs des valeurs pour l’objet. Dans l’exemple, nous
n’avons pas représenté l’ensemble des objets et relations. Par exemple, les agents sont
situés et ils devraient être en relation avec des instances de la classe Lieu et nous n’en
avons représenté qu’une seule Lieu3-7.
Figure 2.3. Diagramme d’objets UML
2.3.1.1.4. Méta-modèle
Un méta-modèle est un langage de modélisation qui permet de décrire un autre
langage comme une grammaire pour une langue. En UML, le diagramme de classes
représente l’ensemble des éléments permettant de décrire un modèle UML. Ceci per-
met au langage de se représenter ou de se définir lui-même et ainsi de définir un
nouveau canevas de modélisation. Celui-ci permet d’étendre ou de spécialisé UML
comme il a été proposé par les auteurs d’AML. Nous verrons cela dans la partie suiv-
ante.
2.3.1.2. Formalisation du fonctionnement des modèles (diagrammes dynamiques)
Cette partie présente les diagrammes analytiques ou encore appelés diagrammes
dynamiques puisque permettant de décrire l’aspect dynamique du système. Elle re-
groupe l’ensemble des diagrammes de comportement et des diagrammes d’interaction.
Sur les sept diagrammes possibles, nous présenterons ici seulement trois diagrammes
: le diagramme d’activités, le diagramme d’état-transitions et le diagramme de
séquences. Nous finirons en parlant des aspects vérification de cohérence. Ceci peut
être réalisé sur la base des éléments de méta-modélisation et entre l’ensemble des
informations portées par les différents diagrammes.
2.3.1.2.1. Diagramme d’activités
Le diagramme d’activités UML fait partie des diagrammes qui permettent de
représenter le comportement d’un objet à l’aide de nœuds (d’activité, d’action, de
contrôle ou d’objets) et de transitions. Les diagrammes d’activités sont adaptés pour
spécifier des traitements séquentiels ou concurrentiels et permettent d’offrir une vi-
sion des flots de contrôle d’une activité à l’autre. Dans la figure 2.4, nous présentons
l’activité liée au déplacement d’un moustique. Elle pourrait être vue comme l’activité
associée à la méthode go-moustique. Ainsi, le moustique se déplace et, s’il y a un
humain dans sa zone, il le pique.
Figure 2.4. Diagramme d’activité UML
2.3.1.2.2. Diagramme d’états-transitions
Le diagramme d’états-transitions sert à représenter des automates à états finis
(c’est à dire des entités caractérisées par un ensemble d’états et qui à chaque instant
sont dans un état particulier), sous forme d’un ensemble de transitions étiquetées ou
non. Un état est caractérisé par la valeur des attributs d’un système à un instant t. Une
transition représente le passage instantané d’un état vers un autre et elle est générale-
ment déclenchée par un événement. Elle peut être automatique, lorsque l’événement
qui la déclenche n’est pas spécifié. De plus, il est possible de conditionner le dé-
clenchement d’une transition à l’aide de gardes : il s’agit d’expressions booléennes,
exprimées en langage naturel ou en OCL (Object Constraint Language) par exemple.
Dans la figure2.5, nous présentons le cycle de vie d’un moustique. Il commence sa
vie en déplacement jusqu’à ce qu’il meure ou qu’il soit écrasé par un homme. Sinon
il se pose pour piquer un individu et pendant l’échange de fluide peut avoir lieu la
contamination de l’une ou l’autre des entités. Il est à noter que le moustique ne se
repose jamais et dès qu’il est dans le même lieu qu’un humain il le pique.
Figure 2.5. Diagramme d’états-transitions UML
2.3.1.2.3. Diagramme de séquences
Le diagramme de séquences permet de représenter les interactions entre des entités
du système modélisé (acteurs ou objets). Il permet de voir les échanges (synchronisés
ou pas) entre les entités. Il existe un langage de composition permettant d’exprimer
les traitements parallèles à l’aide de cadres d’interactions qui peuvent contenir des
algorithmes. Dans la figure 2.6, nous avons un échange entre les trois entités du
diagramme d’objets qui montre un cycle de contamination.
2.3.1.2.4. Vérification de cohérence
Comme pour toute représentation, il est important de vérifier la cohérence du mod-
èle. Aujourd’hui, il existe des outils permettant de faire cette vérification, tel que
ATL. ATL1 est un langage de transformation de modèle, au niveau des méta-modèles,
1. ATL pour ATLAS Transformation Language
Figure 2.6. Diagramme de séquences UML
développé depuis 2003 au sein de l’Université de Nantes. Il a pour vocation de per-
mettre l’expression de règles de transformation de modèle et de pouvoir les exécuter.
Depuis Janvier 2007, ATL fait partie de la section M2M (Model-To-Model) d’Eclipse
et est donc recommandé en tant qu’outil de transformation de modèle à modèle. De
plus, il existe un outillage intégré comme plugin à la plateforme de conception Eclipse.
Pour ce faire, il faut définir un méta-modèle qui permet de représenter un problème
comme le montre la figure 2.7.
Figure 2.7. Méta-modèle de problèmes
Ce méta-modèle contient une méta-classe Problem et une méta-énumération
Severity. Ce méta-modèle nous permet alors d’instancier des problèmes dont on
peut connaître la source (attribut location), la description et la sévérité. La sévérité
nous permet de savoir si l’erreur est critique pour la génération de code. Dans ce
cas aucun code n’est généré. En revanche, s’il existe des avertissements warnings
n’introduisant pas d’erreurs dans le code généré alors la génération de code a bien
lieu.
Si une telle modélisation peut être réalisée à l’aide d’UML standard, elle sera
difficilement compréhensible au premier abord et ne pourra servir d’outil de commu-
nication.
C’est la raison pour laquelle la partie qui suit s’intéresse à l’extension AML qui a été
apportée à UML.
2.3.2. Le langage AML (Agent Modeling Language)
Le langage UML étant très généraliste et orienté vers la programmation objet, de
nombreux travaux ont été menés pour proposer un formalisme graphique adapté, voire
dédié au paradigme agent.
Le développement, à partir du milieu des années 1990, de méthodes de conception
des systèmes multi-agents (e.g. Gaia [ZAM 03], TROPOS [BRE 04] ou Prometheus
[PAD 02]) s’est naturellement accompagné de celui de différents langages de modéli-
sation graphiques dédiés (e.g. AUML [BAU 01b], AML [CER 07b]) plus ou moins
basés sur le langage UML, avec pour but d’augmenter UML de concepts spécifiques
au domaine des SMA. Parmi ces langages, nous allons nous intéresser plus partic-
ulièrement au langage AML (Agent Modeling Language) [TRE 05, CER 07b]. AML
est un langage semi-formel de modélisation et de documentation d’applications à base
de Systèmes Multi-Agents (SMA). Il a été développé comme une extension à UML 2.0
[OMG 03]. Les objectifs principaux des concepteurs de ce langage ont été d’inclure
et de réunir les concepts des différentes architectures d’agents (notamment BDI –
Beliefs Desires Intentions), langages et méthodes de modélisation existants. AML
se veut donc adapté à tout type d’application à base d’agents et indépendant de la
méthodologie et de la plateforme de développement utilisée ou du cas d’application.
2.3.2.1. Formalisation de la structure des modèles (Agent-Groupe-Rôle)
2.3.2.1.1. Les Agents
Cette partie met l’accent sur la description de la structure du modèle, ce qui se fait
en UML principalement à l’aide de diagrammes de classes. Contrairement à l’UML
qui ne permet de définir que des classes, AML affine et permet de représenter dif-
férents types d’entités intervenant dans les systèmes multi-agents et les simulations à
base d’agents. La figure 2.8 est un fragment du méta-modèle complet d’AML. Elle
présente la hiérarchie des entités d’AML à un niveau très général. On ne présente
pas ici sa description plus détaillée. De la même manière les concepts et formalismes
utilisés dans le modèle de structure sont des concepts de bas niveau. Par exemple,
nous utiliserons directement la notion d’agent sans rappeler qu’il s’agit d’une spécial-
isation de AutonomousEntityType qui hérite des entités BehavioredSemiEntityType,
MentalSemiEntityType, etc.
Type
(from UML)
EntityType BehavioredSemiEntityType
(from Basic Behaviors)
SocializedSemiEntityType
(from Social Aspects)
MentalSemiEntityType
(from Mental States)
BehavioralEntityType
AutonomousEntityType
Figure 2.8. Hiérarchie des entités dans AML
Les entités principales sont les agents (entités autonomes capables de percevoir,
d’interagir et d’avoir un comportement dans son environnement ; ils sont également
dotés d’attitudes mentales et de capacités sociales), les ressources (entités sans com-
portements propres, mais qui sont utilisés par les agents ; leur disponibilité est donc
une caractéristique importante) et les environnements (les entités dans lesquels évolu-
ent les autres entités). En lien avec les capacités sociales des agents, AML permet
aussi de définir des entités rôle et organisation. Ces deux notions sont proches
de celles présentes dans le modèle AGR (Agent, Groupe, Rôle [FER 04]). Une or-
ganisation permet aussi de représenter un ensemble d’agents considérés à un niveau
supérieur comme un agent unique.
Graphiquement chaque entité est représentée par une classe UML avec un stéréo-
type spécifique à l’entité et/ou une icône, qui spécifie à quel type appartient cette
entité. Elle est caractérisée par une liste d’attributs, une liste d’opérations, les élé-
ments qui le composent (le champ part en UML 2) et des comportements, comme
illustré en figure 2.9. Les parts sont particulièrement utiles pour préciser les agents
composant une organisation. Les comportements sont des actions complexes consti-
tuées d’opérations voire d’autres comportements. La déclinaison pour les différents
types d’entités est donnée en figure 2.10.
<<stéréotype>>+
Nom+
Liste+d’a3ributs+
Liste+d’opéra6ons+
Parts+
Comportements+
Icône+
Figure 2.9. Description d’une entité en AML
Type%d’en)té% Stéréotype% Icône%
Agent& <<agent>>& &&
Environnement& <<environment>>& &&
Ressource& <<resource>>& &&
Organisa5on& <<organiza5on&unit>>& &&
Rôle& <<en5ty&role>>& &&
Figure 2.10. Stéréotype et icône pour chaque type d’entités
Enfin, le formalisme AML est très ouvert et il est possible de décrire de plusieurs
manières différentes un même élément du système à modéliser. Aussi dans la de-
scription des éléments du formalisme qui suit, nous allons préciser les choix que nous
avons fait dans notre méthodologie. Nous allons présenter la modélisation AML sur
la base de l’approche AGR.
L’agent est l’élément central de la modélisation. Au niveau le plus bas, on le décrit
comme dans la figure 2.9. À des niveaux plus élevés, on peut faire référence à un
agent déjà décrit simplement à l’aide de son nom et de l’icône agent.
Un agent est identifié par un nom et pour un agent donné il pourra y avoir plusieurs
instances donc plusieurs agents du même type. Il faut donc bien faire la distinction
entre le type d’agent (proche du concept de classes UML) et l’agent lui-même qui sera
présent dans le système (instance).
Comme le montre la figure 2.9, on trouve ensuite la liste des attributs d’un agent
et la liste de ses opérations (les actions qu’il peut effectuer). La partie parts de l’agent
restera toujours vide dans le cadre de cet ouvrage. En effet on considère qu’un agent
ne peut être composé d’autres agents (comme c’est le cas dans une implémentation en
Netlogo)2. La dernière partie behaviors contient les fragment behavior. Ils permettent
de décrire des opérations complexes que peut accomplir l’agent en les décomposant en
plusieurs actions plus simples. On peut également utiliser des fragment behavior pour
décrire des actions réutilisables par d’autres agents. Comme décrit dans la section
2.3.2.2.2, cette partie de l’agent ne sera remplie que si ce dernier est capable d’actions
complexes. Cette notion sera décrite plus en détail dans le modèle d’interactions.
2.3.2.1.2. Les groupes
La notion de groupe n’existe pas en tant que telle en AML. On y trouve à la
place des organization unit. On les utilise en AML pour décrire des structures or-
ganisationnelles, des environnements spécifiant des arrangements sociaux entre des
entités en terme d’interaction, de rôles, de contraintes, etc. Cette approche est rel-
ativement proche de la notion de groupe telle qu’elle est introduite dans le modèle
Agent/Groupe/Rôle. Aussi nous avons décidé d’utiliser l’OrganizationUnitType pour
décrire les groupes de notre système multi-agents. De la même manière que pour les
agents, il faut faire la différence entre le groupe en tant que structure et le groupe en
tant qu’instance.
Dans l’approche AGR, le groupe est une notion abstraite, permettant de réunir
des agents partageant des caractéristiques ou des ressources communes. En l’état, le
formalisme AML, présenté dans la figure 2.9, est beaucoup trop riche. En effet, un
groupe tel qu’il est défini dans le modèle AGR ne possède ni attribut ni méthode. Ce
formalisme va toutefois nous permettre de modéliser la notion de groupe agentifié.
Notre modèle doit en effet pouvoir décrire le fait qu’un ensemble d’agents peut
être considéré comme une entité unique à un niveau d’abstraction supérieur. Nous le
représentons en AML à l’aide des OrganizationUnitType et d’un rôle spécifique de
leader pour chaque groupe. Ce rôle aura toujours le nom de meneur suivi du nom du
groupe auquel il se rapporte.
Dans un modèle, un groupe aura ses parties attribute list, operation list et behavior
vides. Seule la partie parts sera remplie : elle permet de décrire la structure du groupe,
c’est-à-dire de quoi il est composé. Un groupe peut être composé d’agents, d’autres
groupes, voire des deux. On trouve également dans cette partie les différents rôles qui
peuvent être joués par les agents du groupe, avec le rôle spécifique de Leader qui est
présent dans chaque groupe.
2. Contrairement à Netlogo, d’autres plateformes de modélisation et simulation à base d’agents
(comme GAMA [GRI 13b] ou Cormas [PAG 12] par exemple) permettent de définir des agents
comme étant composés d’autres agents.
2.3.2.1.3. Les rôles
D’après le modèle AGR, un rôle appartient à un groupe. Dans notre modèle de
structure, on le représente en plaçant tous les rôles d’un groupe dans la partie parts du
groupe.
En AML, un rôle est décrit comme le présente la figure 2.9. La notion de rôle est
telle que définie par Ferber [FER 98] pour le modèle Agent/Groupe/Rôle. Un rôle ne
peut donc pas être composé d’autres rôles, pour cette raison, la partie parts sera donc
toujours vide. Les trois autres parties peuvent être vides ou non, selon que le rôle
donne accès à des attributs, des méthodes simples ou des méthodes complexes.
On notera l’existence systématique d’un rôle particulier de Leader pour chaque
groupe agentifié. Pour ce rôle, la partie attribute list (respectivement operation list)
permet de décrire la liste des attributs (respectivement méthodes) du groupe agentifié,
c’est-à-dire de l’agent jouant le rôle de leader du groupe. La partie behaviors permet
de décrire les actions complexes qu’est capable de réaliser le groupe agentifié (et donc
l’agent qui joue le rôle de Leader). Comme pour un rôle classique, ces parties peuvent
être vides.
D’après la définition d’un rôle dans le modèle AGR, il nous faut encore modéliser
deux choses : le fait qu’un rôle puisse nécessiter des prérequis pour être joué et le
fait que certains rôles puissent permettre de diriger d’autres agents. AML étant basé
sur UML 2 et compatible avec celui-ci, les prérequis peuvent être décrits à l’aide de
contraintes OCL sur la relation de "jouer un rôle" dont la représentation graphique est
présentée dans la figure 2.12. Pour ce qui est de la hiérarchie entre les rôles, elle est
exprimée à l’aide des liens entre les rôles comme le présente la figure 2.11.
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Figure 2.11. Les types de lien entre les rôles en AML
Il existe deux types de relations entre les entités : les relations "pair-à-pair" et
les relations "maître/esclave". Pour représenter ces types de relations, il existe trois
types de lien entre deux rôles. Les liens de "pair-à-pair" (a) sont représentés par des
triangles blancs et noirs. Les relations "pair-à-pair" sont des relations entre des entités
de même statut social et d’autorité égale.
Les relations de type "maître/esclave" sont représentées par les liens (b) et (c). Le
lien (b), un triangle noir, représente le dirigeant (ou superOrdored selon AML). Un
dirigeant peut contraindre le comportement des agents qu’il commande. De l’autre
côté de la relation on trouvera un lien (c) formé d’un triangle blanc, représentant le
subordonné. Un lien de type (a) est toujours associé avec un autre lien (a) et un lien
de type (b) est toujours associé avec un lien de type (c).
Maintenant que nous pouvons relier des rôles entre eux, voyons comment relier
des rôles à des agents.
Figure 2.12. Jouer un rôle en AML
La figure 2.12 représente l’association entre un rôle et un agent qui signifie que
l’agent joue le rôle en question. Le demi-cercle est orienté du côté du rôle. On peut
également préciser la multiplicité du rôle, c’est-à-dire le nombre maximum d’agents
pouvant jouer ce rôle dans ce groupe au même moment.
Nous avons donc présenté les trois composantes essentielles du modèle AGR, à savoir
les agents, les groupes et les rôles. Il existe toutefois encore deux entités utilisées dans
le modèle de structure : il s’agit de l’environnement et des ressources.
2.3.2.1.4. L’environnement et les ressources
L’environnement est l’entité logique et physique qui entoure toutes les entités du
système. Sa représentation AML est présentée dans la figure 2.9. Il ne peut y avoir
au maximum qu’un seul et unique environnement dans le modèle de structure. Il est
également possible que l’environnement ne soit pas présent s’il n’apporte rien à la
modélisation.
L’environnement étant l’entité globale de notre système, nous avons considéré que
les ressources lui étaient rattachées. Ainsi, la partie Parts, renommée Resource List
contient la ou les ressources du système. Les trois autres parties de l’environnement
peuvent être utilisées. On ne considère de l’environnement que les variables globales
du système (comme par exemple la température) et les opérations qui permettent de
les modifier.
Les ressources sont des entités physiques (par exemple des matières premières
dans un système de production) ou des entités informationnelles (par exemple une
base de données). On considère dans notre modèle de structure des ressources simples
c’est-à-dire non composées d’autres éléments. Pour cette raison, une ressource n’aura
jamais de Parts dans sa représentation (voir la figure 2.9). Une ressource pourra pos-
séder un ou plusieurs attributs (comme sa capacité par exemple). Enfin, dans le cas
d’une ressource informationnelle, on considère qu’elle peut contenir des opérations
simples ou complexes. Dans le cas d’une base de connaissances par exemple, ces
opérations pourront être utilisées par des agents y ayant accès.
2.3.2.1.5. Représentation de l’exemple fil rouge avec AML
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Figure 2.13. Représentation AGR avec AML de l’exemple fil rouge
Dans la représentation AML de l’exemple fil rouge, nous avons volontairement
pris le contre-pied de la représentation UML pour formaliser le lien des infections. En
effet, puisque AML nous permet d’adopter l’approche Agent-Groupe-Rôle nous avons
décidé de l’utiliser pour représenter l’infection. Ici, nous avons deux rôles. Le pre-
mier rôle concerne le contaminateur. Rôle particulier dans un groupe, il permet de
connaître la source qui a contaminé l’ensemble des entités du groupe Infection. Le
second rôle concerne l’infecté. Il indique, lorsqu’une entité est infectée, la date de
son infection et la génération. Il permet aussi d’acquérir la capacité d’infecter (opéra-
tion infecter()) et de devenir à son tour un contaminateur d’un groupe Infection.
Le second groupe patient0 permet de gérer les moustiques infectés à l’état initial du
système. Pour le reste, on retrouve les mêmes éléments que pour le modèle UML.
Une petite variation concerne la mise en exergue (à l’aide de la flèche circulaire) des
comportements complexes qui sont basés sur d’autres opérations ou comportement
du systèmes comme par exemple aller-travail qui utilise déplacer pour aller de
Lieu spécifique qui sont la maison au travail.
Ceci termine la partie descriptive, intéressons-nous maintenant à la partie analy-
tique. Elle contient les interactions et les actions.
2.3.2.2. Formalisation du fonctionnement des modèles (interactions et actions)
Dans cette partie, nous allons présenter les éléments de modélisation permettant
de décrire la partie dynamique des modèles. Ceci concerne plus particulièrement les
interactions et les actions.
2.3.2.2.1. Modèle d’interactions
On distingue deux types d’interaction : les interactions d’un agent avec un ou
plusieurs autres agents, et les interactions entre un agent et l’environnement, support
des agents et des ressources. Ici, nous considérons plusieurs interactions qui peuvent
être regroupées en cinq grands types :
– la communication : on peut citer trois types de communication, l’envoi de mes-
sages, le tableau noir et la communication par marques (par exemple, les phéromones).
Un message peut avoir plusieurs conséquences sur un agent : changer son état, lui faire
envoyer une réponse, lui faire effectuer une action particulière ;
– la réaction : on distingue les actions des agents et les effets que ces actions
produisent. Une action effectuée peut avoir des conséquences sur un ou plusieurs
autres agents, ainsi que sur l’environnement ;
– les actions coopératives et/ou complexes : certaines actions ne peuvent être
effectuées par un seul agent et demandent une coopération entre plusieurs d’entre
eux. D’un autre côté, certaines actions complexes peuvent être divisées en plusieurs
actions plus simples. C’est particulièrement le cas avec les actions dites de haut niveau
d’abstraction dont nous parlerons plus en détail plus tard ;
– l’ordonnancement : grâce au modèle d’actions nous fournissant les dates de
début et de fin de chacune des actions effectuées, nous pouvons vérifier si un ordon-
nancement est possible ou non. De plus, nous pouvons produire un ordonnancement
naïf le cas échéant. Ainsi il est possible de vérifier qu’un agent n’accomplit pas une
action avant qu’une précédente ne soit terminée (par lui ou par un autre agent) ;
– la connaissance et l’apprentissage : les agents sont capables de mémoriser,
d’apprendre et de modifier leur base de connaissances pendant l’évolution du sys-
tème. Cette partie étant à elle seule un sujet très important, ces deux notions sont
très restreintes dans notre modèle et leur approfondissement fait partie des évolutions
possibles.
2.3.2.2.2. Les actions
Le formalisme AML étant ouvert quant aux choix de modélisation, un même mod-
èle, même très simple, peut être décrit de plusieurs manières différentes avec ce for-
malisme. Nous allons donc préciser et spécifier certains choix de modélisation.
Il est possible de décrire les actions et capacités des agents à différents niveaux.
On fait donc le choix de modélisation suivant le type d’action. L’élément discriminant
est le fait de n’avoir ni précondition ni postcondition spéciales. Nous considérons une
condition comme étant spéciale si elle ne porte pas seulement sur la capacité et les
connaissances de l’agent quant à l’accomplissement de l’action.
Ainsi une action simple est sans précondition ni postcondition spéciales. Elle sera
décrite directement dans la partie organisationnelle de l’agent.
2.3.2.2.3. Les actions complexes
Les actions coopératives et les actions complexes sont décrites dans le modèle
de structure à l’aide du concept d’AML fragmentBehaviour.
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Figure 2.14. Description d’un comportement en AML
La figure 2.14 présente ce qu’en AML on traduit par fragment de comportement.
Ils sont utilisés dans deux cas: décrire des comportements qui pourront être réutil-
isés ou décomposer un comportement complexe en plusieurs plus simples. Dans le
premier cas, cela signifie qu’on fait correspondre à un fragment de comportement
plusieurs opérations. Ainsi tout agent possédant ce fragment de comportement pos-
sède ces opérations. Nous ne les utilisons pas de la sorte, mais pour décrire des ac-
tions dites complexes. Aussi, les parties attribute list et parts restent toujours vides.
Si l’action complexe se divise en plusieurs actions simples, celles-ci apparaîtront dans
la partie operation list. Si l’action complexe se divise en plusieurs actions elles aussi
complexes, elles apparaîtront dans la partie behaviors.
2.3.3. UML versus AML
UML est très largement répandu. Son expressivité en fait un outil de modélisation
et de communication adapté à nos besoins. On peut l’utiliser en complément d’autres
langages et/ou formalismes, voire lui apporter des extensions. Le langage OCL permet
également d’exprimer des propriétés du système.
L’approche UML dans une mise en œuvre de système multi-agent peut engen-
drer une complexité supplémentaire. Notamment, lorsque le modèle doit intégrer des
paradigmes SMA qu’il ne permet pas de proposer nativement (comme par exemple
l’AGR). Il est alors nécessaire de les redéfinir ou d’ajouter des informations pour faire
le lien avec les implémentations. Le risque engendré est la perte des aspects illustratifs
et intuitifs. Ainsi, la complexité ne serait pas due au système étudié mais aux éléments
de modélisation.
Par exemple, comment exprimer les différents niveaux d’abstraction qui com-
posent un système ? Comme modéliser l’autonomie des entités à chacun de ces
niveaux, avec une perception, des connaissances, des capacités et des accès aux
ressources différents ?
Il est clair que le formalisme AML qui a été défini pour cela propose ces concepts.
Ses détracteurs diront qu’il est hélas peu répandu. Ceci vient en partie du fait qu’il
n’existe que peu d’outils supportant ce langage.
Il est important de noter que le langage AML est extrêmement puissant et modu-
laire ce qu’il doit en partie à son héritage d’UML. En contrepartie, il n’est pas aisé à
saisir dans son ensemble. De plus toute sa complexité n’est pas forcément utile dans
le cadre de la simulation à base d’agents. Dans cet ouvrage, nous n’avons pas présenté
la liste exhaustive des concepts existants dans AML, nous nous sommes limités à ceux
qui nous paraissent pertinents pour le domaine de la simulation à base d’agents et qui
ont été utilisés dans l’exemple. Pour avoir une vue complète, le lecteur peut se référer
à l’ouvrage de référence sur AML [CER 07a].
Dans le cadre de cet ouvrage, nous nous intéressons au lien entre les modèles en
particulier UML et l’outil Netlogo.
2.3.4. Autres variations d’UML
S’il existe des solutions de modélisation pour les systèmes multi-agents, elles sont
pour la plupart dédiées à un domaine particulier et ne peuvent être utilisées dans le cas
général. On pourra toutefois noter plusieurs travaux proposant un langage de mod-
élisation et de spécification : FIPA ACL [INT 97], KQML [FIN 94], TAO [SIL 03],
OPM/MAS [STU 03], AUML [ODE 00, BAU 01a] et [ODE 99]...
Le plus abouti est l’approche AUML. Agent UML [ODE 00, BAU 01a] pro-
pose des mécanismes pour la modélisation de protocoles d’interaction dans les sys-
tèmes multi-agents. Pour ce faire, ils introduisent une nouvelle classe de diagramme
dans UML : les diagrammes de protocole. Ils étendent les diagrammes d’état et de
séquences d’UML de plusieurs manières. Ces extensions particulières introduisent les
rôles des agents, leurs séquences d’exécutions simultanées, étendent la sémantique
des messages et modélisent les protocoles d’interaction.
Agent UML a été proposé et accepté pour son inclusion dans la norme FIPA’99.
Toutefois, AUML ne propose pas de solution graphique au problème des groupes
agentifiés.
2.3.5. Formaliser des changements de comportement en UML
Le concept de rôle que nous avons vu dans l’approche AGR est également utile
pour spécifier un comportement qui va changer dans le temps au niveau d’une même
entité. Si ce concept est directement disponible dans AML, ce n’est pas le cas
lorsque le modélisateur prend le parti d’utiliser une formalisation UML. Dans cette
section nous allons montrer comment le modélisateur peut structurer son modèle pour
représenter des changements de comportement, et ce en se servant d’un patron de
conception (Design Pattern) comme l’Acteur-Rôle [COA 97].
Le patron de conception Acteur-Rôle consiste à représenter les attributs et les ac-
tions liés à un comportement dans une classe spécifique (la classe rôle) associée à la
classe Agent. Comme l’explique Bommel, « lorsque l’on s’intéresse à la représen-
tation d’humains ou d’animaux qui peuvent évoluer, se transformer et changer de
comportement au cours de leur vie, il est utile [..] d’associer un comportement spé-
cifique à l’agent jouant ce rôle, [..] pour lui permettre de changer de rôle (et donc
de comportement) au cours du temps » [BOM 09]. Ainsi, lorsqu’une entité change
de comportement, il n’y a pas de modification en profondeur à faire au niveau de
cette entité, il suffit de lui associer un nouveau comportement. Appliqué à des en-
tités spatiales, nous parlerons plus volontiers d’état plutôt que de rôle. L’application
de ce patron consiste alors à spécifier dans une classe distincte de l’entité spatiale,
les actions et les attributs liés à un certain état. Cette structure va s’avérer partic-
ulièrement pertinente pour modéliser des occupations de l’espace dont les états sont
porteurs de dynamiques propres. Elle permet également d’organiser de manière claire
ces dynamiques et donc de mieux communiquer sur le contenu du modèle.
Nous proposons d’étendre l’exemple Fil rouge pour présenter l’application du pa-
tron Acteur-Rôle à des dynamiques d’entités spatiales. Nous illustrerons donc son
utilisation à partir d’un cas bien connu dans l’étude des changements d’occupation du
sol.
Dans l’exemple de la figure 2.15, nous retrouvons le patron Agent-Rôle au niveau
de l’association entre la parcelle et son occupation du sol. Dans ce modèle une in-
stance de parcelle ne change pas au cours du temps, sa surface demeure constante. Par
contre, son occupation du sol est susceptible de changer. Plusieurs types d’occupation
du sol sont possibles, ayant chacune leur propre dynamique. Une occupation du sol
de type culture (spécialisation) peut calculer sa production une fois que son âge a at-
teint le nombre de jours avant récolte. De son coté, une forêt a comme action dans
ce modèle de stocker du carbone. Grâce à cette structure, l’opération d’un agent tiers
qui consisterait à mettre en culture une parcelle préalablement en forêt, revient à rem-
placer l’association de la parcelle à une instance de la classe forêt par une association
à une instance de la classe Colza par exemple.
Figure 2.15. Un diagramme de classes pour modéliser des changements d’occupation du sol
(figure adaptée de [LEP 05])
Si cette architecture a le grand avantage de sa clarté, son implémentation dans
NetLogo peut s’avérer difficile du fait qu’un seul niveau d’héritage est possible dans
la plateforme et qu’il est réservé à la classe turtle. Dans les faits, on se retrouvera
bien souvent amené à spécifier les attributs et à coder les opérations de tous les types
d’occupation (ou rôles) dans une même classe, et il faudra alors ajouter des condi-
tions pour s’assurer que l’entité ne puisse pas exécuter des méthodes correspondant
à un autre type que celui possédé à l’instant courant. De même, il faudra veiller à
réinitialiser correctement les attributs d’un type à chaque changement d’occupation
du sol.
Tout cela permet d’illustrer la différence entre un modèle, aussi bien conçu soit-
il, permettant de prendre en compte l’ensemble des paradigmes et la réalité de
l’implémentation. En effet, celle-ci devra être faite dans un environnement ou avec des
langages qui nécessitent au mieux une certaine vigilance dans la réalisation voire des
adaptations profondes des concepts comme par exemple l’absence de notion d’objets.
2.4. Description et documentation des modèles agents
Cette partie aborde la question de la description et de la documentation d’un mod-
èle multi-agent. La première partie est consacrée au rappel des rôles de la documenta-
tion d’un modèle et de sa standardisation : aide à la compréhension et à l’explicitation
de la structure et du fonctionnement du modèle, à la diffusion et à la communication, à
la comparaison, à la réplication, à l’appropriation et à la réutilisation, à la complétude,
etc. La seconde partie présente en détail un protocole devenu un standard de facto
pour la description de modèles multi-agents : le protocole ODD [GRI 06, GRI 10]).
Un bref rappel de l’historique de ce protocole est donné en guise d’introduction en
précisant les objectifs de sa création. Les différents éléments qui définissent le proto-
cole ODD (version révisée) sont ensuite abordés : (1) objectif du modèle, (2) entités,
variables d’état et échelles, (3) fonctionnement général du modèle et ordonnancement
des processus, (4) concepts qui sous-tendent la conception, (5) initialisation, (6) don-
nées d’entrée, (7) sous-modèles. La troisième partie illustre à travers différents exem-
ples la mise en œuvre d’ODD en pointant des erreurs d’utilisation ou d’interprétation
fréquemment commises. Cette section montre également le lien existant entre les di-
agrammes élaborés durant la phase de conception du modèle et les composants du
protocole.
2.4.1. Décrire et documenter : pourquoi ?
Les définitions que donnent Jean-Louis Le Moigne [LEM 90] des modèles et de la
modélisation mettent en exergue l’intelligibilité comme une des propriétés capitales
d’un modèle :
– un modèle est une représentation intelligible, artificielle, symbolique, de situa-
tions dans lesquelles nous intervenons,
– la modélisation est l’action d’élaboration et de construction intentionnelle
de modèles susceptibles de rendre intelligible un phénomène perçu complexe, et
d’amplifier le raisonnement de l’acteur projetant une intervention délibérée au sein
du phénomène, ce raisonnement visant notamment à anticiper les conséquences de
ses projets d’actions possibles.
Un modèle constitue ainsi un ensemble organisé de connaissances représentant un
système complexe sur lequel on se pose des questions, dont on souhaite comprendre
son fonctionnement actuel et, le cas échéant, son évolution passée, mais aussi imaginer
son évolution potentielle selon divers scénarios, et souvent agir dessus pour orienter
son évolution vers des situations souhaitées.
La documentation d’un modèle constitue ainsi un enjeu fondamental pour la mo-
bilisation, la compréhension, et le partage de la connaissance portée par celui-ci, et son
utilisation de la manière la plus efficiente possible. Elle doit permettre de le décrire de
manière pédagogique, explicite, non ambiguë, et pertinente pour un large public.
2.4.1.1. Décrire de manière pédagogique la connaissance portée par le modèle
Le caractère pédagogique d’une documentation est de permettre d’aborder de
manière progressive les différents niveaux de description du modèle, du plus global au
plus détaillé, car on ne peut rentrer directement dans le détail ou le code d’un modèle
complexe : il est indispensable d’avoir d’abord une vue d’ensemble, d’en comprendre
le contexte et les objectifs, de comprendre ce que fait le modèle avant de compren-
dre comment il est fait, puis de se focaliser peu à peu sur ses composants globaux,
leurs interactions, et d’aboutir progressivement au détail des données manipulées et
des processus modélisés. C’est précisément dans cet objectif qu’a été développé le
protocole ODD (Overview, Design concepts, Details) qui va être décrit dans la section
suivante.
2.4.1.2. Expliciter sans ambiguïté la structure et le fonctionnement du modèle
Aucun des aspects d’un modèle considéré comme stabilisé ne doit demeurer im-
plicite ou flou, au point de manquer une brique de savoir pour comprendre le modèle
ou le rendre opérationnel. C’est une difficulté qui apparaît souvent lorsqu’on affine un
modèle conceptuel pour le transformer en un modèle informatique opérationnel. Cette
étape fait généralement apparaître des manques, des ambiguïtés ou des incohérences
qui nécessitent de revenir sur le modèle conceptuel pour en préciser ou redéfinir cer-
tains aspects. Il y a une sorte de dialectique entre modèle conceptuel et modèle infor-
matique qui nécessite plusieurs cycles pour éliciter progressivement la connaissance
portée par les modèles. La plus grande difficulté réside sans doute dans la manière
dont la documentation du modèle rend compte de l’organisation du système mod-
élisé, des interactions entre ses composants, et des propriétés émergentes d’un niveau
d’organisation par rapport au(x) niveau(x) sous-jacent(s), tout en gérant un historique
et un justificatif des décisions prises pour aboutir à une version stabilisée du modèle.
Dans ce processus de modélisation, la notion d’ambiguïté revêt un caractère par-
ticulier : en début de conception d’un modèle, accepter une part d’ambiguïté peut se
révéler utile pour ne pas focaliser ou bloquer la réflexion sur un point susceptible de
poser problème entre partenaires participant à la modélisation ; mais il importera de la
lever plus tard dans l’affinage de la conception, en précisant les conditions conduisant
à l’accepter ou la refuser. Une ambiguïté temporaire peut ainsi apporter une soup-
lesse utile au processus de modélisation, notamment lorsqu’il est mené de manière
collective.
2.4.1.3. Prendre en compte la multiplicité des usagers du modèle
La documentation d’un modèle se doit d’être pertinente vis-à-vis de ses multiples
usagers aux différents stades de son élaboration et de sa mise en œuvre. Ainsi, elle doit
lui permettre d’être compris par les différentes parties prenantes au processus de mod-
élisation, avec des personnes ayant leurs propres savoirs (scientifique, institutionnel,
technique, empirique) et centres d’intérêt disciplinaires (thématiques, informatique).
Un modèle doit être compris par les différents types d’usagers qui ont contribué à son
développement, mais aussi par d’autres personnes que les parties prenantes initiales,
que ce soit pour l’utiliser ou pour le faire évoluer. Cela implique plusieurs niveaux,
non forcément hiérarchiques, de documentation. L’utilisation de formes de documen-
tation diverses (écrit, graphique, diagramme, vidéo...) peut également aider à ce qu’un
modèle soit compris et compréhensible par différents types de public. De même que
la construction du modèle d’un système complexe nécessite la prise en compte de
plusieurs points de vue [LEG 97], de même la documentation d’un modèle doit per-
mettre d’appréhender et de comprendre ces divers points de vue.
2.4.1.4. Inclure la méta-connaissance mobilisée pour construire le modèle
La documentation doit également permettre de justifier pourquoi tel aspect a été
retenu dans le modèle, et tel autre a été rejeté. V. Grimm [GRI 99] notait que l’un
des avantages des modèles individu-centrés était de pouvoir intégrer des savoirs em-
piriques, avec toute la difficulté de définir les critères permettant de décider si une
information empirique doit ou non alimenter le modèle. Une documentation perti-
nente se doit de préciser ces critères.
Ainsi, documenter un modèle, c’est non seulement décrire la connaissance qu’il
contient, mais aussi décrire la méta-connaissance qui a permis d’éliciter cette connais-
sance (i.e. les hypothèses d’un modèle).
2.4.1.5. Permettre la réplication du modèle
La documentation associée à un modèle devrait permettre sa réplication. À partir
de l’analyse de quelques exemples de réplication, P. Bommel [BOM 09] a mis en exer-
gue l’insuffisance des descriptions de nombreux modèles, avec plus particulièrement
des faiblesses sur les spécifications relatives à la gestion du temps et des interactions. Il
considère nécessaire cette étape de réplication, à faire exécuter autant que possible par
d’autres modélisateurs que les concepteurs initiaux, pour renforcer la fiabilité des sim-
ulateurs et permettre une véritable réfutation des modèles. La littérature ne s’est saisie
que très récemment de cette question à propos des modèles multi-agents [GRI 06], no-
tamment parce que l’usage s’est considérablement développé dans de multiples disci-
plines traitant de systèmes complexes. En proposant un protocole comme ODD, cela a
permis une première étape pour rendre l’écriture et la lecture de modèles multi-agents
plus faciles et plus efficaces, et aboutir à une description suffisamment complète de
tels systèmes pour permettre leur réplication. Une première révision de ce protocole
a été publiée en 2010 [GRI 10] sur la base des retours de nombreux chercheurs ayant
commencé à l’utiliser.
2.4.1.6. Accompagner le cycle de développement du modèle
La notion d’écriture et de lecture d’un modèle renvoie sur deux aspects de son cy-
cle de vie : d’une part, comment faciliter la création d’un modèle (écriture efficace),
d’autre part, comment en faciliter l’utilisation et son intégration à d’autres modèles
(lecture efficace), ces 2 aspects n’étant pas séparés dans le temps mais intimement liés.
En effet, la phase d’écriture suppose l’intervention d’un certain nombre de personnes
qui doivent pouvoir partager l’état d’avancement du modèle au fur et à mesure de son
développement et donc être capable de le lire de la manière la plus efficace possible.
Symétriquement, une fois un modèle considéré dans un certain stade d’achèvement,
pouvoir le lire conditionne l’écriture de nouvelles évolutions de celui-ci, ou son inté-
gration dans des modèles plus englobants.
Les modèles complexes sont bien souvent décomposables en un ensemble de sous-
modèles en interaction mutuelle, chacun d’entre eux constituant un modèle à part
entière, de nature éventuellement différente des autres. L’intégration de plusieurs
modèles nécessite donc une bonne description de chacun d’eux, avec notamment la
définition d’interfaces de communication d’informations entre eux les plus efficaces
possibles.
2.4.1.7. Développer des formes pertinentes de visualisation d’un modèle
Comment développer des formes de visualisation les plus pertinentes possibles
pour expliciter les processus constitutifs du modèle, et pour présenter, analyser et
interpréter les sorties des simulations de celui-ci ? La visualisation n’intervient
pas uniquement pour rendre opérationnel un modèle conceptuel, elle permet aussi
d’éliciter les connaissances pour construire le modèle conceptuel [BEC 03]. Ainsi,
développer une visualisation graphique d’une loi mathématique associée à un sous-
modèle permet d’expliciter et visualiser les effets de cette loi sous diverses hypothèses
et, partant, de mieux la calibrer, voire en changer la structure. Ainsi on peut donner à
comprendre en permettant de justifier les résultats, de remonter la chaîne des causal-
ités et interactions ayant permis de les obtenir, d’appréhender leur raison d’être, et
donc de mieux comprendre le système étudié. Les interfaces graphiques favorisent
la communication entre partenaires, et la médiation éventuelle en cas de difficulté
d’obtention d’une vision partagée. Elles concourent à la transparence des modèles,
c’est-à-dire la possibilité d’être compris assez facilement par un large éventail de per-
sonnes [WAL 77].
L’analyse et la compréhension du comportement des modèles est un des facteurs-
clés de leur validation, le mot validation étant pris ici au sens de «être utilisables dans
un but donné selon des critères spécifiés» [RYK 96] et "être bien fondés et justifiables"
[SIN 00].
Visualiser un modèle, c’est visualiser la connaissance qu’il contient, en particulier
celle sur sa dynamique et son organisation pour lesquelles la documentation statique
ne suffit pas. En d’autres termes, la visualisation d’un modèle peut être considérée
comme une forme dynamique de documentation. UML et AML que nous avons
précédemment abordés en sont de très bons exemples.
2.4.2. Décrire et documenter : comment ?
Face à la difficulté récurrente d’obtenir une documentation complète et homogène
des modèles multi-agents, un protocole a récemment été proposé pour décrire ces
modèles de manière plus formelle. Il s’agit du protocole ODD (Overview, Design
concepts, and Details) proposé par Grimm et al. [GRI 06]. Ce protocole propose une
structure prédéfinie de documentation permettant de préciser l’objectif du modèle, ses
constituants, et la manière dont les propriétés spécifiques aux systèmes multi-agents
sont prises en compte (émergence, adaptation, etc.). La première version du protocole
ODD a été publiée en 2006 [GRI 06]. Après une mise à l’épreuve au sein de la com-
munauté scientifique, une révision a été proposée en 2010 [GRI 10, POL 10, RAI 11]).
Aujourd’hui, ODD est devenu un standard de facto pour décrire et communiquer
un modèle agent. Il a déjà été adopté par de nombreux modélisateurs (par exemple
[POL 08, NAI 10, CAI 13]).
2.4.2.1. Les composants du protocole ODD
ODD propose de décrire un modèle multi-agent en distinguant trois grandes parties
(tableau 2.1) : les éléments qui fournissent une vue générale du modèle (Overview),
les éléments de conception du modèle (Design concepts), et les éléments qui détaillent
le fonctionnement du modèle (Details). Nous présentons chacun de ces éléments ci-
dessous dans l’ordre préconisé par le protocole.
2.4.2.2. Vue d’ensemble (Overview)
La première partie d’ODD a pour but de fournir une vision synoptique du système
modélisé, tant du point de vue de sa structure que de sa dynamique. Elle est composée
de trois éléments principaux.
2.4.2.2.1. Objectif (Purpose).
Il s’agit d’indiquer de manière concise mais précise l’objectif du modèle. À quoi
sert-il ? Quelle est la question de modélisation abordée ? Ce composant du protocole
définit le « Quoi ? ».
2.4.2.2.2. Entités, variables d’états, échelle (Entities, state variables, and scale).
Une fois l’intérêt du modèle annoncé, on précise ses différents constituants.
Quelles sont les entités représentées ? Quels sont les attributs qui les caractérisent
? Quelles sont les échelles spatiales et temporelles retenues ? En d’autres termes, «
De quoi » est fait le modèle ?
Les entités concernent toutes les catégories du modèle (agents et groupes d’agents,
entités spatiales, environnement global). Elles sont décrites par des propriétés, qual-
ifiées de variables d’états dans ODD, dont les valeurs évoluent ou non au cours de
la simulation (exemples : nom d’un agent, stratégie de comportement d’un groupe
d’agents, modalité d’occupation du sol d’un patch, taux global de prélèvement d’une
ressource). Les valeurs initiales sont fournies à l’initialisation du modèle. Ces vari-
ables d’états (quantitatives, qualitatives nominales ou ordinales) ne doivent pas inclure
les variables dérivées ou agrégées, dont les valeurs résultent d’une combinaison ou
d’un calcul effectué à partir d’autres variables (exemples : quantité totale de nourri-
ture consommée au cours de la simulation, densité moyenne d’animaux à l’hectare,
distance au plus proche voisin).
Concernant le choix des échelles spatiales et temporelles, il s’agit d’une part de
préciser la résolution spatiale des patches ou la superficie que couvre le patch dans
la réalité et d’autre part, la résolution temporelle ou la durée réelle que représente un
pas de temps dans le modèle. L’horizon temporel est également spécifié (durée ou
longueur prévue de la simulation).
ODD (Version originale) ODD (Traduction française)
Overview 1. Purpose Vue d’ensemble 1. Objectif
2. Entities, state variables,
and scale
2. Entités, variables d’état,
échelle
3. Process overview and
scheduling
3. Processus et ordon-
nancement
Design concepts 4. Design concepts
- Basic principles
- Emergence
- Adaptation
- Objectives
- Learning
- Prediction
- Sensing
- Interaction
- Stochasticity
- Collectives
- Observation
Conception 4. Eléments de conception
- Principes
- Émergence
- Adaptation
- Objectifs
- Apprentissage
- Prédiction
- Perception
- Interaction
- Stochasticité
- Coopération / Agré-
gation
- Observation
Détails 5. Initialization Détails 5. Initialisation
6. Input data 6. Données d’entrée
Sub-models 7. Sous-modèles
Tableau 2.1. Les composants du protocole ODD groupés en trois catégories (d’après Grimm
et al. [GRI 06, GRI 10])
2.4.2.2.3. Processus et ordonnancement (Process overview and scheduling)
Après la structure, c’est la dynamique du modèle qui est décrite. Comment se
comportent les entités à chaque pas de temps ? Comment évolue l’environnement ?
Dans quel ordre est organisé la simulation ? L’ensemble des processus et la manière
dont ceux-ci sont enchaînés est ainsi mentionné.
Les processus sont désignés par des verbes (exemples : se déplacer, fuir, mettre
à jour la quantité d’herbe consommée) et font référence aux sous-modèles détaillés
en troisième partie du protocole. Le fonctionnement proprement dit des processus
n’est donc pas renseigné à ce niveau. Seuls la liste des actions effectuées et leur ordre
d’exécution sont fournis. Les actions concernent celles réalisées par les entités du
modèle (les agents, les patches) mais aussi celles exécutées par les entités de plus haut
niveau comme le modèle lui-même ou l’observer (pour la mise à jour d’indicateurs
globaux et des graphiques associés).
Le protocole ODD n’impose pas un formalisme particulier pour présenter ces dif-
férentes informations. Toutefois, il est suggéré d’utiliser un diagramme de classes
UML pour décrire la structure du modèle (voir section 2.3.1.1). Il est également pos-
sible de décrire l’ordonnancement des processus à l’aide d’un diagramme d’activités
UML (voir section 2.3.1.2).
2.4.2.3. Éléments de conception (Design concepts)
Informer sur les propriétés émergentes du modèle, les hypothèses émises et les
capacités dont certains agents sont dotés (adaptation, apprentissage) constituent des
éléments de documentation importants pour l’interprétation des résultats et ces élé-
ments sont souvent peu formalisés. Dans cette partie, ODD propose une liste de onze
items qui renseignent non pas sur le fonctionnement du modèle mais sur la manière
dont les concepts qui font la particularité de la modélisation agent ont été pris en
compte. L’ensemble de ces concepts peut être explicité en répondant aux différentes
questions énoncées par le protocole sous forme de checklist [GRI 10].
Le protocole ODD permet de ne pas renseigner l’ensemble des concepts proposés
dans cette partie car selon le modèle développé, certains de ces concepts peuvent être
inappropriés. Par ailleurs, il est envisageable de rajouter certains concepts qui sont
propres à l’utilisateur mais dans ce cas, il convient de préciser explicitement qu’il ne
s’agit pas d’éléments prévus par le standard.
2.4.2.4. Détails (Details)
Après avoir dressé l’esquisse du modèle avec ses principales dynamiques, cette
troisième partie aborde les détails techniques qui doivent permettre de ré-implémenter
le modèle dans son ensemble. ODD propose de renseigner à ce niveau trois éléments
: l’initialisation, les données d’entrée et les sous-modèles.
2.4.2.4.1. Initialisation (Initalization)
La documentation doit spécifier toutes les conditions initiales de la simulation.
Combien y a-t-il d’agents ? Comment sont-il distribués dans l’espace ? Quelles sont
les valeurs initiales des variables et paramètres ? Quel est l’état de l’environnement
Figure 2.16. Les questions-clés auxquelles ODD invite à répondre afin de spécifier les
éléments de conception du modèle agent (d’après [GRI 06, GRI 10])
? Est-ce que les conditions d’initialisation sont constantes et fondées sur des données
de référence ou fixées de manière stochastique ? Il s’agit ici de fournir toutes les
informations permettant de reproduire les résultats d’une simulation.
2.4.2.4.2. Données d’entrée (Input data)
Les dynamiques représentées dans le modèle peuvent s’appuyer sur des données
auxiliaires (par exemple : un environnement spatial prédéfini importé), être modulées
par des facteurs de forçage (exemples : le relief, la température de surface, la quan-
tité de précipitations) ou intégrer un modèle existant (exemple : courbe de croissance
d’une espèce végétale). Si c’est le cas, c’est à ce niveau qu’il convient de le men-
tionner. Dans le cas contraire, le protocole préconise d’indiquer explicitement que le
modèle ne fait pas appel à des données d’entrée particulières. À noter que cet élément
de documentation ne concerne pas les valeurs des paramètres ou des variables d’états
pouvant elles aussi provenir de fichiers externes.
2.4.2.4.3. Sous-modèles (Submodels)
Les processus composant le modèle et leur ordre d’exécution ont été spécifiés dans
la première partie d’ODD. Ici, il convient de détailler précisément le fonctionnement
de chacun d’entre eux, d’indiquer les raisons pour lesquelles certaines hypothèses
ont été adoptées, et comment ces sous-modèles ont été calibrés, avec leurs lim-
ites éventuelles d’utilisation. Les sous-modèles peuvent être constitués d’équations,
d’algorithmes ou de règles spécifiques pour lesquels tous les paramètres doivent être
explicités et justifiés. Si les sous-modèles s’appuient sur des théories ou méthodes
déjà publiées, il s’agit également d’y faire référence.
2.4.3. Documentation ODD de l’exemple fil rouge
Afin d’illustrer l’usage du protocole ODD, nous présentons ci-dessous le modèle
« fil rouge » documenté en adoptant ce standard.
2.4.3.1. Vue d’ensemble (Overview)
2.4.3.1.1. Objectif (Purpose)
L’objectif du modèle de l’exemple fil rouge est d’explorer les conditions de prop-
agation du paludisme dans la sous-région du Maroua (Cameroun) en fonction des
mobilités pendulaires des cultivateurs qui réalisent quotidiennement un déplacement
entre leur domicile (en ville) et leurs parcelles de culture (à l’extérieur de la ville). Il
s’agit de comprendre et de mesurer l’impact de ces mobilités sur la dispersion de la
maladie.
2.4.3.1.2. Entités, variables d’états, échelle (Entities, state variables, and scale)
Le modèle est composé de deux catégories d’agents : les humains (cultivateurs)
et les moustiques. Ces deux types d’entités sont caractérisés par un état infectieux
(est-infecte?) et un attribut permettant d’indiquer si l’agent est source ou non
de l’épidémie (est-infection-exterieur?). Chaque agent est également localisé
dans l’espace (attributs xcor et ycor). Les agents humains connaissent par ailleurs
le lieu de leur travail et de leur habitation (attributs maison et travail) en plus de
l’heure de début et fin de travail (attributs début-travail et fin-travail).
L’environnement dans lequel sont situés les agents est composé d’un ensemble de
lieux (unités spatiales) caractérisés par une occupation du sol (attribut nature de la
classe Lieu) associée à une couleur (attribut pcolor). Il est précisé pour chaque lieu
s’il s’agit d’un lieu d’habitation ou non (attribut lieu-habitation?). Il correspond
à une cellule de 50m x 50m formant une grille rectangulaire représentant le territoire
(dimension : 523 x 424 cellules). Ces dimensions sont imposées par la carte prise en
entrée (cf. partie Initialisation de la description ODD).
Concernant la résolution temporelle, le pas de temps de la simulation est fixé à
10 minutes (soit 240 pas de simulation pour une journée). Le modèle est prévu pour
effectuer des simulations jusqu’à 30 jours.
Plusieurs variables sont également définies comme paramètres du modèle : le
nombre de moustiques présents dans l’environnement ((nombre-moustiques), le
nombre de cultivateurs (nombre-humains), la distance à partir de laquelle un mous-
tique peut atteindre un cultivateur pour le piquer (distance-contamination), et
la distance domicile-travail de chaque cultivateur (distance-travail-maison).
Le modèle prévoit par ailleurs d’activer ou non la reproduction des moustiques
(reproduction-moustiques?) ainsi que la contagion possible entre cultivateurs
et moustiques durant le trajet domicile-travail (contagion-transport?).
La structure du modèle est présentée de manière simplifiée dans le diagramme de
classes UML (figure 2.2). L’ensemble des variables d’états est repris dans le tableau
2.2.
Entité Nom variable Valeurs possibles
Humain & Moustique xcor [0,523]
ycor [0,424]
est-infecte? {vrai,faux}
est-infection-exterieur? {vrai,faux}
Humain maison un patch
travail un patch
debut-travail [0,240]
fin-travail [debut-travail,240]
patch pcolor [0,240]
lieu-habitation? {vrai,faux}
global pas-temps [0,2400]
Paramètres nombre-moustiques [0,1000]
nombre-humains [0,2000]
distance-contamination [0,10]
distance-travail-maison [1,500]
patch contagion-transport? {vrai, faux}
reproduction-moustiques? {vrai,faux}
Tableau 2.2. Résumé des différentes variables d’états et paramètres
2.4.3.1.3. Processus et ordonnancement (Process and scheduling)
À chaque pas de temps, les processus sont exécutés dans l’ordre suivant : 1) les
agents moustiques agissent en se déplaçant aléatoirement dans l’espace et en piquant
un humain présent dans le rayon de contamination (procédure go-moustiques), 2)
en fonction de l’heure de la journée, les humains se rendent au travail (procédure
aller-travail), y restent, et rentrent ensuite à leur domicile en fin de journée
(procédure aller-domicile). Ces actions des cultivateurs sont intégrées dans la
procédure go-humains. Au sein de chaque ensemble d’agents, la plateforme de sim-
ulation choisit l’ordre dans lequel les agents exécutent leurs tâches. A la fin de chaque
pas de temps, le simulateur met à jour les différents indicateurs de sortie : nombre de
moustiques et de cultivateurs infectés en fonction du temps.
La dynamique des patches se limite à la création de nouveaux moustiques
(go-patches).
2.4.3.2. Eléments de conception (Design concepts)
2.4.3.2.1. Principe
On fait l’hypothèse que les agents humains ont une mobilité pendulaire : au cours
d’une journée, ils commencent à se rendre à leur lieu de travail, restent immobiles
sur place pour travailler puis, rentrent à leur lieu d’habitation. De plus, différentes
études ont montré que les moustiques sont présents partout sur le territoire et que leur
déplacement restait très local. C’est pourquoi l’hypothèse de considérer qu’ils ont un
déplacement aléatoire dans un rayon limité est réaliste.
2.4.3.2.2. Émergence
On observe un phénomène de propagation spatiale de la maladie qui suit les dé-
placements des agents humains.
2.4.3.2.3. Perception
Les moustiques ont la capacité de percevoir les cultivateurs à proximité
(c’est-à-dire, ceux présents dans un rayon de voisinage inférieur au paramètre
distance-contamination). Les cultivateurs ont quant à eux conscience du temps,
ce qui leur permet de décider s’il est l’heure de se rendre au travail, d’y rester, ou de
rentrer à la maison. En revanche, ils ne peuvent pas percevoir les autres cultivateurs
ni les moustiques.
Les cellules savent si des moustiques sont localisés sur elles (afin de déterminer
s’ils produisent ou non un nouvel agent moustique).
2.4.3.2.4. Interaction
Les seules interactions présentes dans le modèle sont les interactions entre un agent
humain et un agent moustique. Quand un moustique perçoit un cultivateur dans sa
zone de contamination, il va le piquer. Si l’un des deux agents est porteur du palud-
isme, l’autre sera infecté. Si les deux agents sont dans le même état épidémiologique,
la piqûre n’aura aucun effet.
2.4.3.2.5. Stochasticité
Le modèle contient une part de stochasticité à la fois dans l’initialisation et dans
la dynamique. En particulier, la position des moustiques dans l’espace (resp. des
humains) est aléatoire sur une des cellules (resp. sur un des lieux d’habitation). La
position du lieu de travail des humains est également aléatoire parmi les cellules qui ne
sont pas des zones d’habitations. Le premier moustique infecté est également choisi
aléatoirement. Au cours de la simulation, deux dynamiques intègrent une part d’aléa.
Lors de la création d’un nouveau moustique, il est placé sur une des cellules voisines
(choisie aléatoirement) de la cellule humide qui « produit » le moustique. De plus,
le déplacement d’un moustique contient une part d’aléatoire : il se déplace d’une
distance constante mais dans une direction tirée aléatoirement.
2.4.3.2.6. Observation
L’affichage principal du simulateur est une carte affichant les types d’occupation
de terrains (cellules noires pour les lieux d’habitations, bleues pour les zones humides
et blanches pour les zones de culture), ainsi que les moustiques et les humains. Cet
affichage est mis à jour à chaque pas de temps, permettant de visualiser la dynamique
des déplacements. De plus, le graphe des interactions passées homme-moustique (des
piqures) est également affiché et mis à jour à chaque pas de temps.
Au cours de la simulation, on observe l’évolution du nombre de moustiques et
d’humains infectés à l’aide d’une courbe représentant ces valeurs en fonction du
temps.
Le simulateur peut calculer et afficher également (lorsque l’utilisateur le demande)
le nombre moyen d’interactions homme-moustique (c’est-à-dire le nombre de piqûres
de moustiques) qui ont eu lieu avant qu’un humain soit infecté.
2.4.3.3. Détails (Details)
2.4.3.3.1. Initialisation (Initialization)
La première étape de l’initialisation de la simulation est le chargement de la carte,
ce qui fixe la couleur (et donc le type d’utilisation du sol) des différentes cellules. En-
suite des moustiques sont créés aléatoirement dans tout l’espace avec un statut infec-
tieux sain (est-infecte? et est-infection-exterieur? sont initialisés à faux).
Les agents humains sont ensuite créés aléatoirement sur les zones d’habitation, avec
un lieu de travail choisi aléatoirement dans les zones de non-habitation et un état in-
fectieux sain. Finalement, une épidémie est créée : un des moustiques est choisi aléa-
toirement et devient infecté. Il est également noté comme étant la source de l’épidémie
(est-infection-exterieur? est fixé à vrai).
2.4.3.3.2. Données d’entrée (Input data)
Le modèle prend en entrée une carte d’utilisation du sol de la sous-région de
Maroua, sous la forme d’une image raster. On n’a représenté sur cette carte que trois
types d’utilisation du sol : lieu d’habitation (en noir), zone humide (en bleu) et zone
de culture (en blanc).
2.4.3.3.3. Sous-modèles (Submodels)
Nous pouvons distinguer dans le modèle trois sous-modèles correspondants aux
trois dynamiques principales du modèles.
Mobilité pendulaire. Le comportement des agents humains est limité à leur mo-
bilité pendulaire : chaque jour, ils se rendent de leur maison à leur travail le matin,
travaillent (donc restent immobiles) toute la journée puis rentrent à leur domicile le
soir. Le choix est fait en fonction du pas de simulation courant de la journée (c’est-à-
dire, en fonction du pas de simulation). Nous avons raffiné ce modèle pour permettre
une infection durant le déplacement (paramètre contagion-transport?) : lorsque
contagion-transport? est faux, pour éviter tout contact moustique-humain au
cours du déplacement, nous considérons que le déplacement des humains est instan-
tané (alors qu’il prend plusieurs pas de simulation lorsque contagion-transport?
est vrai).
Démographie des moustiques. Nous avons introduit une dynamique très simple de
reproduction des moustiques fondée sur le fait que les moustiques pondent des œufs
dans l’eau et vivent le début de leur vie (œuf, larve, nymphe) en milieu aquatique : à
chaque jour (donc tous les 240 pas de simulation), les cellules humides (celles dont
la couleur est bleue) vont créer un agent moustique si un autre agent moustique est
présent sur cette cellule.
Infection. A chaque pas de simulation, tous les agents humains se trouvant dans
le rayon de contamination d’un moustique sont piqués. Pour chaque interaction
moustique-humain, si l’état infectieux de l’un des deux est infecté et l’autre sain,
l’agent sain devient infecté. Dans le cas où ils sont tous les deux sains ou infectés,
leur état infectieux reste inchangé.
2.5. Discussion sur la documentation
Le modélisateur dispose aujourd’hui de nombreux langages pour formaliser et
documenter son système multi-agent.
Pour ce qui concerne la description de la structure et du comportement du modèle,
le langage UML est bien approprié. Il reste le plus répandu et offre une sémantique
suffisamment riche pour décrire de nombreux systèmes multi-agents. Dans le cas
de modèles intégrant des organisations ou des actions plus complexes, l’utilisation
d’AML qui enrichit la notation UML peut s’avérer particulièrement bénéfique. Dans
tous les cas, un SMA devrait être décrit à minima par un diagramme de classes,
décrivant sa structure, et par des diagrammes d’activités ou d’états-transitions, mod-
élisant le comportement des entités.
Pour ce qui concerne la documentation, le protocole ODD devient de plus en plus
utilisé par les modélisateurs, en particulier pour présenter des modèles multi-agents
dans la littérature scientifique. Il devient progressivement un standard reconnu, au
même titre qu’UML. On peut également noter que les descriptions ODD incluent de
plus en plus des diagrammes de classes UML pour expliciter de manière graphique
et synthétique la structure des modèles présentés, ce qui montre la complémentarité
des outils. ODD offre la structure de documentation prédéfinie (le contenant) tandis
qu’UML permet de produire une partie du contenu sous forme de diagrammes.
Cet effort de formalisation et de documentation du modèle de la part du concepteur
est essentiel dans le cycle de vie du SMA. Il permet d’utiliser le modèle de manière
plus fiable et éclairée, afin de mieux comprendre les questions auxquelles il tente
d’apporter des éléments de réponse et de préciser la structure et le fonctionnement des
représentations utilisées pour parvenir à ces fins. Il reste cependant beaucoup à faire
dans le domaine, non plus de la conception, mais de l’utilisation des modèles, d’une
part pour en fiabiliser l’utilisation, d’autre part pour en faciliter une utilisation éclairée
:
– fiabiliser l’utilisation des modèles : il s’agit de passer d’une documentation
d’un modèle en tant que résultat d’un processus de modélisation, à une documen-
tation du processus de modélisation lui-même, incluant les justifications des choix
opérés et les méthodologies de test utilisées pour assurer autant que faire se peut que
l’implémentation informatique du modèle soit fidèle au modèle conceptuel développé;
cet aspect inclut également une bonne documentation des conditions d’utilisation d’un
modèle afin qu’il soit utilisé à bon escient dans le cadre de la question ciblée pour
laquelle il a été développé et éviter les risques d’usage abusif pour résoudre des prob-
lèmes pour lesquels il n’a pas été conçu ;
– faciliter l’utilisation des modèles : il devient également important de faciliter la
prise en main et l’analyse des résultats issus d’un modèle, par exemple par la définition
de différents scénarios d’utilisation et l’analyse détaillée des résultats obtenus.
Des travaux récents montrent que cette question commence à être abordée, par
exemple avec le développement de l’outil TRACE (TRAnsparent and Comprehensive
Ecological modelling documentation) [GRI 14] proposant une standardisation de la
documentation associée aux objectifs des modèles, à leur conception et à leur mise en
œuvre.
Il est plus que jamais important de favoriser le rapprochement entre les concepteurs
et les utilisateurs de modèles dans une démarche d’accompagnement mutuel.
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