During the second phase of the EFEDA experiment (ECHIVAL Field Experiment in a 3 Desertification Threatened Area), the spatial variability of the soil water retention and hydraulic 4 conductivity characteristics of layers 2-12 and 17-27 cm depth was characterized. A simplified 5 method, based on particle size distribution and simple infiltration tests was used. It provided these 6 characteristics at the nodes of a 1 km grid over 10x10 km 2 around the town of Tomelloso La Mancha, Spain).
During the second phase of the EFEDA experiment (ECHIVAL Field Experiment in a 3 Desertification Threatened Area), the spatial variability of the soil water retention and hydraulic 4 conductivity characteristics of layers 2-12 and 17-27 cm depth was characterized. A simplified 5 method, based on particle size distribution and simple infiltration tests was used. It provided these 6 characteristics at the nodes of a 1 km grid over 10x10 km 2 around the town of Tomelloso (Castilla-7 La Mancha, Spain). 8 A total number of 78 sample points were used to address the problem of soil surface 9 properties variability and its consequences on the monthly and annual water balance. The SiSPAT
10
(Simple Soil Plant Atmosphere Transfer model) 1-D Soil-Vegetation-Atmosphere Transfer (SVAT) 11 model was run with a one-year climatic forcing for the 78 soil profiles until equilibrium was 12 reached. As no runoff was generated, the spatial variability of the water budget components only 13 concerned soil evaporation, transpiration and deep drainage. It was found that i) the choice of the 14 type of boundary condition at the bottom of the soil profile was greatly influencing the final 15 variability, ii) the variability of transpiration was the largest in situations of water stress for the 16 vegetation, iii) soil evaporation was the most sensitive component when plants were well supplied 17 with water. 18 Various aggregation methods of soil surface parameters (use of the arithmetic mean, median 19 of the parameters or parameters associated to the average soil texture of the Clapp and Hornberger 20 (1978) classification) were assessed. The use of median parameters in a single 1-D simulation was 21 found to provide the best agreement with the average of the 78 simulations performed for each grid 22 cell using locally measured soil properties. The use of average soil texture parameters led to a 23 significant bias, especially in the case of water stress. Haverkamp et al. 1996) . The practice of assuming homogeneous 7 properties can lead to errors in the calculation of surface fluxes. As these fluxes constitute the lower 8 boundary condition of most large scale atmospheric and/or climatic models the prediction reliability 9 of these models is strongly reduced (Shao and Henderson-Sellers 1996; Henderson-Sellers 1996). 10 The introduction of some of the variability aspects into General Circulation Models (GCMs) using 11 statistical dynamic approaches has been shown to improve significantly their performance (e.g. large effort was also dedicated to the definition of ″effective″ or ″aggregated″ parameters (e.g. 14 Raupach and Finnigan 1995), supposed to provide the same mean flux as that obtained by resolving 15 explicitly the spatial variability. When soil moisture was fairly homogeneous, Noilhan and 16 Lacarrère (1995) obtained a reasonable agreement between average evaporation fluxes derived 17 from a 3D atmospheric model and the equivalent 1D simulation. When variability of soil hydraulic 18 properties was large some discrepancies could be observed between average fluxes and those 19 derived using average soil parameters (e.g. Braud et al. 1995b; Kim and Stricker 1996; Kabat et al. 20 1997; Braud 1998; Boulet et al. 1999). Milly and Eagleson (1987) and Kim et al. (1997) showed 21 that the effect of soil parameter variability was largest in the case of runoff generation and that, in 22 general, effective parameters could be more easily defined for total evaporation. 23 24 In this paper the regional scale (10x10 km 2 ) relevant for atmospheric models is considered. 25 First, a data set collected in central Spain in Castilla-La Mancha is presented. Water retention and 1 hydraulic conductivity parameters were measured at the nodes of a 1-km grid over 100 km 2 . For the 2 estimation of soil hydraulic properties, existing methods can be categorized as being either 3 predictive or based on direct experimental measurement techniques. Observations can be made on 4 samples in the laboratory or in-situ at the location of interest. Methods based on direct observations 5 are often difficult to implement and time consuming. Predictive methods employ information on 6 textural and structural properties such as particle size distributions, organic matter and/or dry bulk 7 density in order to estimate the hydraulic properties (e.g. Clapp and Hornberger 1978) . The data set 8 presented here uses a simplified in-situ method, aiming at minimizing time and human resources 9 needed to estimate soil hydraulic properties when the number of samples is large. In the following, 10 the soil water retention and the hydraulic conductivity curves are represented by the Brooks and parameter for the pressure h bc (m), all three strongly related to the soil structural properties 20 (Haverkamp et al. 1998a ). The residual water content is assumed to be zero. The data set was used to study at regional scale the variability of the components of the 1 annual and monthly water budget of a vineyard representing the typical vegetation of the area. 2 Several choices for the lower boundary condition of the soil profiles were considered in the Soil- 
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2.
Materials and methods. 8 9 a. The study area. of these experiment, EFEDA (ECHIVAL Field Experiment in a Desertification Threatened Area), 16 focused on the semiarid environment (Bolle et al 1993) . The study area was situated near 17 Tomelloso, in the Castilla-La Mancha region located in central Spain (Fig. 1 ). bottom right corner) was selected. The area represented a typical grid element within a GCM. 20 Determination of aggregation/ disaggregation rules for surface parameters and fluxes was the main 21 focus of the experimental and modeling work. The soil of the study area was fairly uniform. 22 However, a field campaign was conducted in June 1994 in order to document the spatial variability 23 of soil hydraulic properties over the whole area. The latter was covered with a 1 km sampling grid 24 mesh ( Fig. 1) characterized using an internal drainage method at site TOM 6 (E4, Fig. 1 ). Details are given by 9 Haverkamp et al. (1996) . A significant proportion of stones and limestone porous crust fragments 10 were encountered in the arable top layer. On the average 35% of the soil surface was covered by 11 stones and rock fragments of 5-10 cm in diameter. The particle size distribution can be modeled using the following function (Haverkamp et al. 16 1998a) :
18 where d (m) is the particle-size diameter, d g (m) is the particle-size scale parameter and M (-) the 19 particle-size shape parameter.
20
M can be directly identified from particle size distribution data when such data are available. 21 If only the soil texture is available (i.e. clay, silt and sand content), Zammit (1999) proposed a 22 "cartography" of this parameter within the soil texture triangle based on the analysis of a 750 soil 23 database called GRIZZLY (Haverkamp et al. 1998c ) . and was used in the present study for the estimation of parameter λ. 2) SATURATED VOLUMETRIC WATER CONTENT θ s .: 8 The soil porosity ε (−) can be determined from the soil dry bulk density ρ d (g cm -3 ) and soil 9 particle density ρ s (ρ s = 2.65 g cm -3 ) through:
The saturated soil volumetric water content θ s (m 3 m -3 ) can be related to the porosity using The derivation of the shape parameter for the hydraulic conductivity curve η can be 6 performed by introducing a tortuosity factor p, given by:
8 and related to η by (Haverkamp et al., 1998a ):
Like the scale parameter h bc , models based on texture fail to predict the structure related scale 12 parameter K s (Zammit 1999). The most reliable way to get an estimation of this parameter was thus 13 to perform in-situ experiments. One of the simple ways, which do not require too much time, 14 consists of artificially wetting the soil under a constant positive pressure head. Then the Green and 15 Ampt (1911) approach can be used to characterize the infiltration process (Hillel 1980 
where h f (m) is the wetting front suction, h surf (m) is the constant head at the soil surface. The 21 saturated hydraulic conductivity can be estimated from this expression. The suction at the wetting 22 front can be calculated by (10 human and time investment is relatively low.
5
The collected soil samples were also used for particle size distribution analysis, combining 6 sieving and sedimentation techniques for the determination of the following particle-size fractions: coarse soil fraction (> 2000 μm) was determined before the particle-size analyses.
11
It has been mentioned that a large proportion of stones and crust fragments were present in 12 the soil samples. Furthermore, it was observed that the crust fragments were also holding water.
13
Therefore the dry bulk density derived from θ TDR /W ap was only an apparent value and was different 14 from the fine soil bulk density ρ d ., needed in Eq. (5) used to derive the porosity. This bias was 15 obvious given the substantial number of sites having large values of apparent dry bulk density 16 (higher than 2 g cm -3 in some cases). A simple correction (Haverkamp, unpublished work) was thus 17 developed to obtain firstly the fine soil volumetric water content θ, obviously lower than θ TDR , and 18 secondly the fine soil dry bulk density ρ d . Data discussed below will be the corrected values. 19 Parameters of Eq. (3) were fitted on the experimental fine soil particle size distribution 20 functions. Then the shape parameter λ was deduced from Eq. (4) and introduced in Eq. (6) to 21 determine the saturated water content θ s . Once λ and θ s were known for each layer, the scale 22 parameter h bc was calculated by introducing the only data pair (h , θ) available in Eq. (1). It was not 23 possible to use the two layers to optimize the scale parameter, because the saturated water content 24 of both layers were found to be statistically significantly different (Haverkamp et al. 1996 ) and each 1 layer had to be treated separately, which of course, reduces the robustness of the procedure. 2 For the hydraulic conductivity curve at each location, the shape parameter η was evaluated 3 using Eqs. (7) and (8) . The saturated hydraulic conductivity was derived from (9) infiltration, whereas the 1D value must be used in (9) . The following correction was applied 11 (Haverkamp et al. 1994 ):
where γ=0.7 and r d is the radius of the infiltrometer. This leads to the following equation, solved 14 iteratively to obtain K s , once h f had been estimated using (10).
The experimental protocol used during the EFEDA experiment and reported in this paper was a first 17 attempt to develop such a large scale strategy for soil hydraulic properties derivation. Since this 18 early work, the method has been refined and theoretically justified. An update of the procedure, 19 known as the Beerkan method, is provided in Braud et al. (2002) and could be used in practice. 20 Fig . 2 shows the retention curves and hydraulic conductivity curves drawn using (1) and (2) and the 21 values as calculated from the method described above for all the measurement points. A large scatter can be observed showing the variability of those curves at this scale. Table 1 coefficients of variation (8-10% for porosity and 20-30% for hydraulic conductivity) were much 7 smaller than those reported in Table 1 calculated at the regional scale. the leaf h f and the soil h j . The leaf water potential is calculated by assuming steady state at each 10 time step and that total moisture extraction is equal to the transpiration calculated from the 11 atmospheric conditions. The leaf water potential controls the water stress function of the stomatal 12 resistance, which also depends on the incoming radiation and vapor pressure deficit. Iterative 13 procedures are used to solve the various modules of the model. They are described in detail in 14 Braud (2000). 15 16 e. Method used to assess surface fluxes variability and effective parameters soundness, in response 17 to surface soil parameters variability. 18 At the end of the data processing, 78 sample points were available with estimation of both 19 the retention and hydraulic conductivity curves for layers 2-12 and 17-27 cm depth. 22 sample 20 points had to be removed from the analysis because the infiltrated volume was not recorded at the 21 beginning of the field work and the saturated hydraulic conductivity could not be determined for 22 these points. These data were used to investigate the influence of soil surface hydraulic properties 23 spatial variability on surface fluxes, using the SiSPAT SVAT model. The methodology was the Fig. 3 . The rainfall and the other climate forcing variables were assumed to be 6 homogeneous over the whole area, in order to focus the study on soil surface properties influence. (iii) It was assumed that the whole area could be represented by independent soil profiles, 21 with vertical heat and water transfers. This hypothesis was reasonable as the water Sene (1996) in a water balance study performed in the same region. Another trial was also 7 performed with a value of the saturated hydraulic conductivity divided by 10. 8 (iv) For the 78 soil profiles, the same atmospheric forcing was applied during two or three 9 years in order to obtain equilibrium of the solution. In analogy with climate modeling, the word 10 "equilibrium" means that the soil water storage at the beginning of the simulation was equal to the 11 soil water storage at the end of the simulation (i.e. after one year). This ensured that model results 12 did not depend on the initial moisture conditions and that various scenarios could be compared with The assumptions retained in the modeling approach constrained greatly the modeled annual 8 water balance. Due to equilibrium, annual change in water storage was zero. Rainfall was the same 9 for all the soil profiles, because it was chosen to focus the analysis on soil surface properties 10 influence. Calculated runoff was zero in all the cases, because the soil saturated hydraulic 11 conductivity was very high (more than 120 mm/day) as compared to rainfall intensity (less than 20 12 mm/day). Therefore, the variability of the water balance was reduced to a balance between total 13 evaporation and deep drainage. Deep drainage was proportional to the hydraulic conductivity at the 14 bottom of the soil column. Soil characteristics of the lower layer were the same for all the soil 15 profiles. Therefore, the lower boundary condition choice and the value of the saturated hydraulic 16 conductivity of this layer mainly governed deep drainage. Table 2 shows that if a constant matric 17 potential was assumed at the bottom of the soil profile, capillary rises were generated (upwards lower boundary condition defined with a value of the matric potential evolving through the season 10 would be more realistic. Unfortunately, no data were available to define such an annual course.
11
When the gravitational flow was considered, the choice was not very satisfactory because only because of model divergence, associated with a very low water content in the soil profiles. 18 Therefore, another trial was done by dividing the value of the saturated hydraulic conductivity of 19 the lower layer by ten in order to avoid too much drainage. 20 Boundary condition choice was crucial for such a long-term study and results in terms of 21 water balance were very different according to this choice. When matric potential was constant at 22 the bottom of the soil profile, total evaporation was larger than rainfall, due to almost 200 mm of 23 capillary rise. With a gravitational flow, total evaporation was almost equal to rainfall, because 24 deep percolation was very small, once equilibrium was reached. It was also interesting to see that, 25 lower boundary condition choice mainly affected plant transpiration, which was greatly reduced in 1 the gravitational flow case, whereas bare soil evaporation was almost the same. The change in mean 2 water storage implied that less water was available for transpiration in deeper layers, whereas bare 3 soil evaporation was more linked to surface soil moisture, and therefore to rainfall time evolution 4 (see also discussion in 3.b).
5
Finally, it seems that for such a study, the ideal choice for the lower boundary condition 6 would be an imposed value of the matric potential evolving with time, provided that such a time 7 evolution could be defined. This is in fact very difficult in practice, because such an evolution The problem posed by the specification of the soil lower boundary condition is more crucial 14 for models based on the Richards (1931) equation than for reservoir models, not resolving explicitly 15 the diffusion equation within the soil (e.g., the ISBA model of Noilhan and Planton, 1989 Circulation Models, to the lower boundary conditions representation and to the soil discretization. 19 Nevertheless, results obtained using the SiSPAT SVAT model are worth discussing because 20 some common features can be extracted, independently of the lower boundary condition choice. parameters. Two choices were tested. ″aagg″ means arithmetic mean for λ and θ s and geometric 1 mean for h bc and K s , and corresponds to the median of the four parameters, according to their fitted 2 probability density function (see Table 1 ). ″aaaa″ means arithmetic mean for all the four given. Corresponding parameter values are summarized in Table 3 . Table 4 , 5 and 6 provide the 6 statistical analysis of water budget annual components at the end of the second or third year. 7 8 For the first lower boundary condition choice (imposed constant matric potential value), the 9 variability in the water balance components was less than 10% and was maximum for bare soil 10 evaporation and deep drainage. Transpiration was not affected very much because, due to capillary for some soil profiles and transpiration variability was the highest (31 to 37%) whereas bare soil 15 evaporation showed a lower variability than in the first case (7%). Contrasts in variability between 16 Case 1 and 2 or 3 resulted from the steady state being reached. At the end of the first year (when 17 steady state was not reached), the water balance components' variability was similar for the three 18 lower boundary condition choices, except for deep percolation (not shown). Note also that although 19 transpiration and bare soil evaporation variability might be large, total evaporation variability was 20 always very small, due to compensation effects. 21 When looking at the results in terms of aggregated parameters, median values for the four 22 soil parameters ("aagg") led to the closest agreement between the 1-D run with the aggregated 23 parameters and the 78 soil profiles simulations average in the three test cases. The arithmetic mean 24 led to a larger bias in terms of partition between bare soil evaporation and transpiration (average 25 scale parameter h bc and saturated hydraulic conductivity K s were larger than median values used in 1 the previous case because the probability density functions were lognormal). In general, 2 transpiration was underestimated with the aggregated parameters and bare soil evaporation 3 overestimated. Due to compensation effects, the bias on total evapotranspiration was however small 4 (less than 5%, except for run CH in Case2 where it reached 15%). The bias on evaporation and 5 transpiration was small using median values of the parameters (less than 5%), larger using the 6 arithmetic mean (between 5 and 30%) and very large using mean parameters derived from the stress. Note that in Case 3, where the lack of water was larger, the coefficients of variation were 10 also the highest. For total evaporation, the monthly coefficient of variation did not exceed 30 %, 11 showing once again that compensation effects occurred between bare soil evaporation and 4. Discussion and conclusions: 21 22 A methodology to derive soil hydraulic properties on a large area was presented. It was 23 shown that soil water retention and hydraulic conductivity curves at a large number of sample 24 points could be derived using simple measurements and the variability could be characterized at the 25 regional scale. Since the early EFEDA campaign in 1994, the methodology has been improved and 1 is fully described in Braud et al. (2002) . 2 The numerical study conducted using this data set focused on the influence of variability of 3 surface hydraulic properties on the annual and monthly water budget. Rainfall and vegetation cover 4 were the same for all the soil profiles. Results were discussed at equilibrium when the annual 5 change in water storage was zero and no runoff was generated, due to high values of the hydraulic 6 conductivity. Consequently, total evaporation and deep drainage variability was less than 10%, 7 regardless of the lower boundary condition, whereas the choice of the lower boundary condition The study has shown that using median parameter values in a 1-D run was leading to a good 19 agreement with the 78 profiles associated with the measured surface properties average. The use of 20 arithmetic means or worse, of the Clapp and Hornberger classification was leading to a serious bias, 21 especially in case of water stress for the vegetation. Peck et al. (1977) found that for a forest cover, 22 an averaging procedure of soil parameters, based on the scaling theory of Miller and Miller (1956) 23 was providing a good agreement between average fluxes and fluxes calculated for the equivalent 24 medium. However, their period of study was much shorter than in our case (only a few months) and the effect of initial conditions on the results was not considered. in this paper was therefore certainly a lower bound. An intercomparison of SVAT models used by 7 climate modelers and hydrologists showed that the runoff term was responsible for the largest 8 differences between models and that when rainfall variability was taken into account, simulated 9 runoff was considerably modified (Dooge et al. 1994).
10
Given the large soil properties spatial variability, and therefore the large sample needed to 11 obtain a representative value, the experimental effort needed to get the median value is the major also be a promising way of achieving this goal, provided the number of parameters to be estimated 6 remains sufficiently small to obtain robust estimations. Hornberger derived parameters for the average soil texture over the whole area (class 3 for both 16 layer).
17 Table 4 : Case 1: constant matric potential at the bottom of the soil profile for the second year. 18 Statistics of the annual water balance calculated by using measured surface hydraulic properties in 19 the 78 soil profiles. Deep drainage was positive for percolation and negative for capillary rises. 20 Mean values obtained through one 1D run using either the ″aagg″ or ″aaaa″ averaging or the soil 21 surface hydraulic properties derived from the Clapp and Hornberger classification for the average 22 soil texture are also given. classification for the average soil texture are also given.
10 Table 7 : Case 1: constant matric potential at the bottom of the soil profile for the second year.
11
Monthly coefficients of variation (%) of total evaporation (EVT) bare soil evaporation (BSE) and 12 plant transpiration (TR). Table 7 1
13
