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Toric Degenerations of Polynomial Ideals
and Geometric Localization of Fansy
STEPHANE COLLART AND DANIEL MALL
Department of Mathematics, Federal Institute of Technology, 8092 Zurich, Switzerland
Toric degenerations of polynomial ideals occur if one allows certain partial term orders
in the theory of Gro¨bner bases. We prove that the collection of toric degenerations of
an ideal can be monotonically embedded into the complex closure of the Gro¨bner fan.
A process of geometric localization on the Gro¨bner fan of the ideal yields the Gro¨bner
fans of the toric degenerations.
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1. Preliminaries
1.1. introduction
The Gro¨bner fan is a combinatorial object associated with polynomial ideals in ‘ variables
introduced by Mora and Robbiano (cf. Mora and Robbiano, 1988) consisting of a set of
polyhedral cones of dimension ‘ in R‘. They established a bijective correspondence, ,
between the set of these cones and the set of monomial ideals which can occur as initial
ideals of I with respect to so-called admissible term orders. They also described an
algorithm based on the concept of the fan which allows to computationally determine for
a given ideal I all its reduced oriented Gro¨bner bases.
The present article is concerned with an extension of the theory of initial ideals and
Gro¨bner fans. Generalizing the notion of initial ideal by relaxing admissible term orders
to admissible partial term orders, we associate with a polynomial ideal the collection of
its toric degenerations|the toric complex|which contains the initial ideals as a subset.
The toric complex and its relation to the collection of all faces of the Gro¨bner fan|the
Gro¨bner complex|is investigated. A correspondence  between the toric complex and
the Gro¨bner complex is established which extends the correspondence, , of the preceding
paragraph. Then a geometric localization process for fans is described which gives rise
to a geometric interpretation of the toric degenerations.
This topic has been the subject of intermittent discussion in the community for some
y These results were announced at presentations given at the MAGMA conference on computational
algebra, Queen Mary and Westeld College, London, August 23rd to 27th 1993, and at the Rhine
workshop on computational algebra, Karlsruhe, Germany, March 22nd to 24th 1994 (cf. Collart and
Mall (1993a) and Collart and Mall (1994)).
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time. Some work has been published which directly or indirectly involves generalizations
in various situations of the theory of Mora and Robbiano, mainly in the case of homo-
geneous ideals [cf. e.g. Bayer (1982), Bayer and Stillman (1978), Bayer and Morrison
(1988), Herfort and Penz (1991), Kapranov et al., (1992), Assi (1993), Sturmfels (1994),
Collart and Mall (1994, 1996)]. Hence some of these concepts and connections belong to
the ‘folklore’ by now; however, no systematic account has been provided to date.
In this paper, therefore, we pursue two objectives in particular. First, we attempt to
develop a coherent treatment of the topic. In the homogeneous case, two complemen-
tary approaches are possible. One, which one might call the algebraic geometry school
approach, interprets the ideals as points on the Hilbert scheme and studies their defor-
mations under an appropriate torus action [cf. Bayer (1992), Bayer and Morrison (1988)].
The other approach, which might be called the computational school approach, takes as
its starting point the Gro¨bner system, associated with the Gro¨bner fan of the ideal. In
general these approaches are not dual [cf. Mall (1995)]. We follow the second approach
in such a way that the structure of the toric complex arises directly out of a calculus of
partial orders, leading naturally to the Gro¨bner complex as the complex closure of the
Gro¨bner fan.
Our second main objective is to deal with the ane case in some detail, where com-
plications inexistent in the homogeneous case arise on the boundary of the Gro¨bner fan
(which we always consider in its restriction to the positive orthant). These complications
are an essential feature of the theory of Gro¨bner bases of ane ideals due to the interest
in so-called lexicographic bases.
We now describe the content of the paper in greater detail. In paragraph 1.2 of the
present section we assemble what the reader has to know about partial term orders. This
subject is extensively treated in the literature and we refer the reader to the articles
cited. Of interest to us are the admissible partial term orders represented by sequences
of non-negative weight vectors (Denition 1.3). The ordinary notions of homogeneity
and quasi-homogeneity extend naturally with respect to these partial term orders (De-
nition 1.4 and Remark 1.5), and this extension is a proper extension. Instances of toric
degenerations which are homogeneous in this sense, but not quasi-homogeneous, give rise
to interesting behaviour on the boundary of the Gro¨bner fan in Section 4.
In Section 2 we dene the notion of toric degeneration of an ideal. Toric degenera-
tions I(C) are obtained by taking initial segments inCf of the polynomials f in I with
respect to admissible partial orders C (Denition 2.1); when the order is total, the seg-
ments degenerate to monomials, and one has initial ideals. Our rst step is to show
that toric degenerations of toric degenerations (I(C1))(C2) are again toric degenerations
I(C1jC2) with respect to the concatenation (C1 j C2) of the admissible partial term or-
ders (Proposition 2.4). The corresponding property does not hold in general for arbitrary
admissible partial term orders (Example 2.5). The chief thing to note about the reduced
Gro¨bner bases of toric degenerations is that they are initial segments in
(
R(Cj)(I)

of
corresponding Gro¨bner bases R(Cj)(I) of I [Proposition 2.6 (2)]. This implies, amongst
other things, that every ideal has nitely many toric degenerations.
In Section 3 the initiality relation between two ideals|when one is a toric degeneration
of another|is dened (Denition 3.1) and shown to be a partial order (Proposition 3.2).
Further we show that two members I(C1) and I(C2) of the toric complex have a common
degeneration exactly when C1 and C2 commute in degenerating I, i.e. I(C1jC2) = I(C2jC1)
(Proposition 3.4). This ingredient is essential in the proof that the initiality relation
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endows the toric complex (with a bottom element attached) with the structure of a
complete lattice (Theorem 3.5).
In Section 4, rst, the notion of Gro¨bner cone C(I) and Gro¨bner fan F (I) and the
mapping  (see the rst paragraph of this introduction) after Mora and Robbiano are
briefly recalled. Then a mapping , extending , from the toric complex into the Gro¨bner
complex G(I), the set of all faces of the Gro¨bner cones (also always considered in their
restriction to the positive orthant) without the empty set, is dened. Theorem 4.14
proves that  is an order-reversing injection from the toric complex into the Gro¨bner
complex and that any face of a Gro¨bner cone which does not totally lie on the boundary
of the positive orthant lies in the image of . In order to deal with the non-boundary
faces of G(I), several steps are necessary. The crucial observation is that such faces,
containing inner points of R‘+, must correspond to quasi-homogeneous degenerations
of I. For these toric degenerations it is possible to show that the degeneration structure
is entirely determined by the inclusion structure of their respective collections of initial
ideals (Proposition 4.9 and Corollary 4.10), and that their images via  are exactly the
intersection of the Gro¨bner cones of their own initial ideals (Proposition 4.12). That this
good behaviour does not hold without the premise of quasi-homogeneity is illustrated
in Example 4.11. Thus one is led to observe that whereas quasi-homogeneous ideals
uniformly enjoy a simple duality to the non-boundary faces of G(I), for ane ideals in
general the situation is more complicated (Example 4.15 and Remarks 4.16 and 4.17).
The rest of Section 4 introduces a localization process of fans and applies it to the
Gro¨bner fan. It is proved that the initiality relation nds its geometric realization by this
localization process, i.e., it is proved that the Gro¨bner fan of a toric degeneration J of
an ideal I is the localization of the Gro¨bner fan of I with respect to a point in the fan
which represents a partial term order corresponding to J (Theorem 4.21).
All of the objects under discussion here are constructive, and we present some com-
puted examples in the last section.
Remark 1.1. The name toric degeneration comes from a connection to the theory of
transformation groups. An irreducible complex algebraic variety X equipped with an ac-
tion of an algebraic torus (C)l which is embedded in X as an open dense orbit is called
a toric variety [cf. Oda (1985)]. There is a strong connection between fans formed from
strongly convex cones and toric varieties: roughly speaking, to any fan there is a unique
toric variety and vice versa such that there is an inclusion reversing bijection between
the cones of the fan and the set of orbits of the torus action on X, e.g., the apex of the
fan corresponds to the dense open orbit.
Notation 1.2. Let | be a eld and A := |[x1; : : : ; x‘] a polynomial ideal over | in ‘ vari-
ables, and J (A) the set of ideals of A. The set of terms fxn11     xn‘‘ j ni 2 N; i = 1; : : : ; ‘g
is denoted T ‘ and the set of admissible term orders with TO‘ [see for example Robbiano
(1985) and Weispfenning (1987)]. With ‘log’ we denote the usual monoid homomorphism
from |T ‘ to N‘ mapping c xn11     xn‘‘ to (n1; : : : ; n‘). If f 2 A then supp(f) denotes the
set of monomials occuring with non-zero constant coecient in the distributive normal
form of f ; for 2 TO‘, inf denotes the greatest monomial in supp(f) with respect to
. For a set of polynomials G, inG is the set finf j f 2 Gg, and the ideal gener-
ated by G is denoted hGi. The set of all initial ideals of an ideal I [see e.g. Cox et al.,
(1992), Becker and Weispfenning (1993)] is denoted with In(I). The positive orthant of
real vectors f(x1; : : : ; x‘) 2 R‘ j xi  0; i = 1; : : : ; ‘g is denoted R‘+, and the null vector
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0. For any set V  R‘ of vectors, V  is the polar cone fw 2 R‘ j w  v  0 8v 2 V g of
V and V ? is the space

w 2 R‘ j w? v 8v 2 V } orthogonal to V . The relative interior
of V with respect to the ane hull of V in R‘ is denoted riV . By abuse of language we
call riV the interior of V and V n riV its boundary. The ordinary topological closure of
V is cl V. If P is a polyhedron we denote with (P ) the set of all faces of P ; a maximal
proper face, in keeping with usage, is called a facet of P . The symbols ‘sup’ and ‘inf’ are
used to denote the corresponding lattice-theoretic operations.
1.2. partial term orders and polynomials
We begin our exposition by describing the partial term orders of interest to the notion
of toric degeneration. The elementary facts assembled here are generally well known.
By admissible term order one means a well-founded semi-group order on T‘. It is
well-known that for any such order 2 TO‘ there is a nite sequence
Ω = (!1; : : : ; !s) of so-called weight vectors
of non-negative real numbers !i 2 R‘+, i = 1; : : : ; s, (1.1)
such that  can be described in the following way: for all t1; t2 2 T‘:
t1  t2 :() degΩ(log(t1)) < degΩ(log(t2)); (1.2)
where ‘<’ denotes the usual canonic lexicographic order on Rs and degΩ is the linear
map
degΩ : Q‘ −! Rs
v 7−! (!1  v; : : : ; !s  v):
This connection follows from the Hahn embedding theorem (cf. Hahn, 1907) and a
result of Erdo¨s (cf. Erdo¨s, 1956), and was rediscovered a number of times (cf. Robbiano
(1985) and Weispfenning (1987)). There are in general many Ω-sequences which induce
the same given admissible term order. Conversely, any sequence Ω satisfying (1.1) induces
by the prescription (1.2) a partial well-founded semi-group order. By extension, we call
any partial order on T‘ which is a well-founded semi-group order an admissible partial
term order. We note that there are admissible partial term orders that do not admit any
representation as in (1.2); however, in this exposition, we shall only be concerned with
those that do.
Definition 1.3. A sequence Ω as in (1.1) is called a representation of the admissible
partial term order which it induces by (1.2). We designate with gTO‘ the set of all such
representable admissible partial term orders. The concatenation of several orders C1;C2
; : : : 2gTO‘, i.e. the order dened by comparing rst according to C1, then to C2, etc.,
is denoted (C1 j C2 j : : :). When Ω is explicitely given, the induced admissible partial
term order is denoted CΩ, but by abuse of language we shall assimilate Ω with CΩ and
likewise, we shall assimilate ! with Ω when Ω is a singleton sequence Ω = (!).
The concatenation of orders is represented by the concatenation of the representations.
One (partial) order is said to rene another if it does so in the usual set-theoretic sense.
For instance, if C2gTO‘ is a partial order and 2 TO‘ is a total order, then the con-
catenation (C j ) is a total order which renes C. In general, for two partial orders
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C1;C22 gTO‘, (C1 j C2) =C2 if and only if C2 is a renement of C1. If C2 gTO‘ and
(!1; : : : ; !s) is a representation of C then the positive ray f!1 j   0g through !1 is
determined by C and is denoted L(C) in accordance with Mora and Robbiano (1988).
The kernel of degΩ is a vector subspace in Q‘; it depends on the induced order only,
and not on the special Ω-representation of C. We call this space the C-space. Note that
C2gTO‘ is total if and only if the kernel of degΩ equals zero. As a partial order C par-
titions T‘ and thus |T‘ into maximal anti-chains. We call these the C-layers; they are
strictly ordered by C. We call a polynomial f 2 A C-homogeneous if all the monomials
of f fall in the same C-layer. Obviously, any polynomial f is uniquely decomposable into
a sum
f = f1 +   + fl; with non-zero C-homogeneous polynomials f1; : : : ; fl
such that fl C : : : C f1 (1.3)
for some number l.
Definition 1.4. The fi, i = 1; : : : ; l, in (1.3) are called the C-segments of f with
respect to C, and f1, the sum of all monomials maximal in supp(f) with respect to C,
is the initial segment of f with respect to C, denoted inCf . The rest of f , f − inCf , is
denoted restCf . For a set of polynomials G, we write inCG for the set of initial segments
of the elements of G.
For instance, when C is total, inCf is the initial monomial of f with respect to C. By
analogy, a nite set of polynomials is called C-homogeneous if all of its members are,
and a polynomial ideal is called C-homogeneous if, with every element f , it contains all
the C-segments of f . We note that the properties associated with (quasi-) homogeneity
in the usual sense have their analogues here:
Remark 1.5. Let I 2 J (A) be an ideal;
1 I is C-homogeneous if and only if it possesses a basis of C-homogeneous polynomi-
als;
2 I is C-homogeneous if and only if one (and therefore all) of its reduced Gro¨bner
bases is;
3 I is (C1 j C2)-homogeneous if and only if I is both C1-homogeneous and C2-
homogeneous (this follows directly from the fact that the collection of (C1 j C2)-
layers of any polynomial is a common renement of its C1-layers and its C2-layers).
This notion of homogeneity is a proper extension of the usual notions of homogeneity
and quasi-homogeneity. An ideal I 2 J (A) is quasi-homogeneous with respect to a vector
of strictly positive numbers q = (q1; : : : ; q‘), q1; : : : ; q‘ > 0 if and only if I is homogeneous
with respect to the partial order represented by the sequence Ω = (q). On the other hand,
the inhomogeneous ideal I =
〈
x y + x2z + y2z
 2 J (Q [x; y; z]) is homogeneous in our
sense with respect to the partial term order represented by the sequence
(
(1; 1; 0)

. It is
precisely this type of ideal which will give rise to interesting behaviour on the boundary
of the Gro¨bner complex in Section 4.
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2. Toric Degenerations and Gro¨bner Bases
2.1. toric degenerations
Let us now consider an ideal I of A. We recall that for every (total) term order 2 TO‘
there is a unique reduced Gro¨bner basis R(I) of I with respect to  (cf. Buchberger
1976), and an associated initial ideal hinIi of I (cf. Cox et al., 1992 p. 74), for which
we use the notation I().
Definition 2.1. Given an ideal I 2 J (A) and an admissible partial order C2 gTO‘,
the toric degeneration of I with respect to C is the ideal hfinCg j g 2 Igi generated by
the C-initial segments of the elements of I. We denote it with I(C). The collection of all
toric degenerations of I is denoted with I(I) and called in anticipation the toric complex
of I.
For instance, if C is total then I(C) is an initial ideal in the usual sense. If C is the
trivial order, i.e. represented by the sequence (0), then I(C) = I.
Our rst step will be to show that toric degenerations of toric degenerations of I are
themselves toric degenerations of I. For the proof it will be helpful to characterize, in
the following lemma, the toric degeneration I(C) in terms of ‘meager’ sums of C-initial
segments of polynomials of I.
Definition 2.2. A nite set of polynomials G  A is called meager with respect to C
whenever for any two g; g0 2 G with g 6= g0 one has either inCg C inCg 0 or inCg C inCg 0;
in other words, no two C-initial segments of polynomials of G lie in the same C-layer.
Lemma 2.3. For any admissible partial order C2gTO‘, we have
I(C) =
nX
g2G
inCg
G n I ^G is meager with respect to Co:
Proof. We have to show that for any f 2 I(C) there is a meager set G  I with
f =
P
g2G inCg . We may assume that f =
P
g2F hginCg where F  I is nite and
hg 2 A for g 2 F . We rewrite f as a monomial combination
f =
X
i2J
miinCgi ; (2.1)
where J is a nite index set, and mi is a monomial in A and gi 2 G for all i 2 J . Since
miinCgi = inC(mi gi) for all i 2 J there is a partition of J =
ƒ[1jlJj such that for all
i1 2 J1; : : : ; il 2 Jl,
inC(mi1 gi1 ) C    C inC(mil gil ); (2.2)
but for each j, 1  j  l: inC(mi gi) 6 inC(mi0 gi0); for any i; i0 2 Jj. In other words,
we have separated the initial segments of the summands of (2.1) into their respective
C-layers. For 1  j  l we put fj :=
P
i2Jj mi gi if
P
i2Jj inC(mi gi) 6= 0. SinceP
i2Jj inC(mi gi) = inC
(P
i2Jj mi gi

= inCfj and f =
P
fj it follows that the set
ffj j 1  j  lg is the wanted meager set. 2
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Proposition 2.4. Let C;C02gTO‘ be admissible partial orders, and I 2 J (A) an ideal;
then I(CjC0) = (I(C))(C0).
Proof. Since for any polynomial f 2 A we have in(CjC0)f = inC0(inCf ), it is clear that
I(CjC0)  (I(C))(C0). To prove the converse inclusion, it is sucient to show that for any
polynomial f 2 I(C), inC0 f 2 I(CjC0). If f 2 I(C), we know by Lemma 2.3 that there is a
nite meager set G  I of polynomials such that
f =
X
g2G
inCg : (2.3)
Hence, for g; g0 2 G, g 6= g0,
supp(inCg) \ supp(inCg 0) = ?: (2.4)
As in the proof of Lemma 2.3 above there is a partition of G =
ƒ[1jl Gj such that
for any g1 2 G1; : : : ; gl 2 Gl,
in(CjC0)g1 C0    C0 in(CjC0)gl; (2.5)
but for each j, 1  j  l: in(CjC0)g 6 in(CjC0)g 0; for any g ; g 0 2 Gj. In other words, we
have partitioned the summands of (2.3) according to the C0-layers of the (C j C0)-initial
segments of the g 2 G. Because of (2.4), Pg2Gj inCg 6= 0 and Pg2Gj inC0(inCg) 6= 0 for
1  j  l. Therefore
inC0
X
g2Gl
inCg

=
X
g2Gl
inC0(inCg): (2.6)
It is clear from (2.5) and (2.6) that inC0 f =
P
g2Gl inC0(inCg) =
P
g2Gl in(CjC0)g , and
this proves that inC0 f 2 I(CjC0), as required. 2
Example 2.5. It is interesting to note that Proposition 2:4 does not hold for arbitrary
admissible partial term orders. For instance, let I be the ideal h1 + x+ x yi in Q [x; y];
let /1 and /2 be the partial semi-group orders on T‘ induced by 1 /1 y and by 1 /2 x
respectively, i.e. /1 and /2 are the coarsest partial semi-group orders on T‘ containing
these relations. Then letting for f 2 A, analogously to denition 1.4, in/i f be the sum of
monomials in supp(f) maximal with respect to /i, i = 1; 2, and extending denition 2.1
accordingly, one veries that (I(/1))(/2) = h1 + x yi, whereas I(/1j/2) = hx yi.
2.2. properties of toric degenerations
Let us now summarise the following properties of toric degenerations.
Proposition 2.6. Let I 2 J (A) be an ideal, and let C2gTO‘ be an admissible partial
term order; then
1 I(I(C))  I(I) and In(I(C))  In(I), i.e. the toric complex of I(C) is a subset of
the toric complex of I, and in particular the initial ideals of I(C) are initial ideals
of I;
2 for any  in TO‘, R(I(C)) = inCR(Cj)(I), i.e. the reduced Gro¨bner bases of
I(C) are ‘initial segments’ of the reduced Gro¨bner bases of I;
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3 I(I) has nite cardinality;
4 I = I(C) if and only if I is C-homogeneous;
5 there is an ! 2 R‘+ such that I(!) = I(C); note that this ! depends on I as well
as C.
Proof. Claim (1) is an immediate consequence of Proposition 2.4 and of the fact that
in particular, for a term order 2 TO‘, (I(C))() = I(Cj). For Claim (2) we put G :=
R(Cj)(I). Obviously inCG  I(C). Since G is a Gro¨bner basis for I with respect to
(C j ) we have hin(Cj)Gi = I(Cj) and by Proposition 2.4 we have I(Cj) = (I(C))().
This implies that hin(inCG)i = (I(C))(), i.e., inCG is a Gro¨bner basis of I(C) with
respect to . The reducedness of inCG immediately follows from the reducedness of G.
Claim (3) follows immediately from Claim (2). Claim (4) follows from Claim (2) and
Remark 1.5 (2). For Claim (5) it is sucient to show the following: Let J 2 J (A) be
an ideal and !1; !2 2 R‘+ be vectors of non-negative numbers: then there exists a vector
! 2 R‘+ such that J(!) = J(!1;!2). To see this, consider for some arbitrary admissible
term order 2 TO‘ the Gro¨bner basis G := R((!1;!2)j)(J). Since J(!1;!2) = (J(!1))(!2)
and for every one of the nitely many g 2 G one has deg!1(log(m)) > deg!1(log(m0))
for m 2 supp(in!1 g), m0 2 supp(rest!1 g), and deg!2(log(m)) > deg!2(log(m0)) for m 2
supp(in!2 (in!1 g)), m
0 2 supp(rest!2 (in!1 g)), it is clear that there exists an " > 0 such
that in!1+" !2 G = in!1 (in!2 G). This implies by Proposition 2.6 (2) that J(!1+" !2) =
J(!1;!2), as required. Claim (5) then follows. 2
3. Initiality Relation and Lattice Structure
3.1. initiality relation
The initiality relation is dened in terms of toric degeneration:
Definition 3.1. For J; J 0 2 J (A),
J 0  J :() 9 C2gTO‘ : J 0 = J(C):
This relation is called the initiality relation on J (A). As usual when J 0  J and J 0 6= J
we write J 0 < J .
Proposition 3.2. The initiality relation on J (A) is a partial order.
Proof. Obviously, for any I 2 J (A), the toric degeneration I(0) of I with respect to the
null-order is I itself; thus initiality is reflexive. The transitivity is a direct consequence
of Proposition 2.4. To see that initiality is anti-symmetric, we suppose that we are given
ideals I, J which are toric degenerations of one another. Thus, there exist partial admis-
sible orders CI ;CJ2gTO‘ such that I = J(CI), J = I(CJ ). This implies that I = I(CJ jCI),
and thus by Proposition 2.6 (4) and Remark 1.5 (3), I is CJ and CI -homogeneous. Hence
J = I(CJ ) = J(CI) = I. 2
Lemma 3.3. Let I(C1), I(C2), C1;C22gTO‘, be two toric degenerations of I such that
I(C1)  I(C2); then it follows that I(C1) = I(C2jC1).
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Proof. Let C2 gTO‘ be such that I(C1) = (I(C2))(C). There is by Proposition 2.6 (2)
a reduced Gro¨bner basis R(I) of I, 2 TO‘, such that inC1 R(I) = in(C2 jC)R(I) =
inC (inC2 R(I)) : Therefore, for each g 2 R(I), one has inC1 g = inC(inC2 g). Obvi-
ously therefore inC1 g = inC1 (inC2 g) = in(C2 jC1)g , from which we conclude inC1 R(I) =
in(C2 jC1)R(I); and therefore again with Proposition 2.6 (2) that I(C1) = I(C2jC1), as
required. 2
The following proposition gives a necessary and sucient condition for the commuta-
tivity of repeated degeneration; this condition is at the crux of the lattice structure of
the toric complex.
Proposition 3.4. If we are given an ideal I 2 J (A) and two toric degenerations I(C1)
and I(C2) of I with respect to admissible partial orders C1;C22gTO‘, then the following
two statements are equivalent:
1 I(C1jC2) = I(C2jC1);
2 I(C1) and I(C2) have a common toric degeneration.
Proof. It is clear that (1) implies (2). To show the converse implication, suppose there is
a J 2 J (A) with J  I(C1) and J  I(C2). Thus there is a C2gTO‘ with J = I(C), and by
Lemma 3.3 J = I(C1jC) and J = I(C2jC). Taking an admissible order 2 TO‘ which re-
nes C, Proposition 2.6 (2) implies R(J) = inCR(I) and inR(J) = in(inCR(I)).
We deduce further R(J) = inCR(I(C1)) = inCR(I(C2)) = inC (inC1 R(I)) =
inC (inC2 R(I)). This implies that for every g 2 R(J), ing 2 supp(inC1 g) ing 2
supp(inC2 g). From this we deduce that
ing 2 supp(inC2 (inC1 g)) = supp(in(C1 jC2)g) and
ing 2 supp(inC1 (inC2 g)) = supp(in(C2 jC1)g): (3.1)
Now observe that (C1 j C2) and (C2 j C1) decompose any polynomial into the same
collection of segments, implying with (3.1) that in(C1 jC2)g = in(C2 jC1)g . Thus we may
conclude that in(C1 jC2)R(I) = in(C2 jC1)R(I) and hence I(C1jC2) = I(C2jC1), as re-
quired. 2
Theorem 3.5. Let there be an ideal I 2 J (A). Then the toric complex (I(I)[ f?g;)
with a bottom element attached is a complete lattice.
Proof. First, we observe that by Proposition 3.2 initiality is a partial order. Given
an ideal I 2 J (A) and two initial degenarations I(C1) and I(C2) of I with respect to
admissible partial orders C1;C22 gTO‘, then either I(C1jC2) 6= I(C2jC1), and I(C1) and
I(C2) have no common toric degeneration, or else I(C1jC2) = I(C2jC1) (cf. Proposition 3.4),
and then we claim that every common toric degeneration of I(C1) and I(C2) is also a toric
degeneration of I(C1jC2), i.e., I(C1jC2) is the inmum of I(C1) and I(C2). To show the
claim, assume that J = I(C) is a common initial ideal of I(C1) and I(C2). By Lemma 3.3,
one has J = I(C1jC) = I(C2jC). Since J = I(C2jC)  I(C1), Lemma 3.3 again yields
J = I(C1jC2jC); implying that J  I(C1jC2). This shows the claim. Hence the initiality
relation  induces a lower semi-lattice structure on I(I) [ f?g. From the niteness of
I(I) (Proposition 2.6 (3)), we conclude that  induces a complete lattice structure on
I(I) [ f?g. 2
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4. Geometry of the Initiality Relation
4.1. the Gro¨bner fan
In the following paragraphs we shall give an interpretation of the subject in geometric
terms. To this end we briefly summarise the construction of the Gro¨bner fan of an ideal
I 2 J (A) after Mora and Robbiano (1988).
For any admissible term order 2 TO‘, one denes the dierence vectors of the poly-
nomials f 2 A with respect to  as
@(f) := flog(inf )− log(t) j t 2 supp(f )g  Z‘:
Example 4.1. Let A := Q [x; y] and let  be the lexicographic order with y  x. The
dierence vectors of f = 5x3y2 − 3xy4 − 2y3 − y are @(f) := f(2;−2); (3;−1); (3; 1)g 
Z2.
Varying  over all admissible term orders, with each 2 TO‘ rst one associates the
set @(I) of dierence vectors of R(I) with respect to :
@(I) :=
[
g2R(I)
@(g) (4.1)
and then one constructs the restricted polar cone C of @(I):
C(I) := @(I) \ R‘+: (4.2)
Then the set
F (I) := fC(I) j2 TO‘g
is a nite set of rational, polyhedral cones for which the following holds:
Theorem 4.2. (properties of the Gro¨bner fan)
1 dim(C(I)) = ‘ for all 2 TO‘;
2
S
2TO‘ C(I) = R
‘
+;
3 if C(I) 6= C0(I), then C(I) \ C0(I) is a proper face of C(I) and of C0(I);
4 C(I) = C0(I) if and only if R(I) = R0(I) and for all g 2 R(I); ing =
in0g.
For a proof of (1), (2), (4) cf. Mora and Robbiano (1988) Lemma 2.6 and Theorem 2.7;
see also Schwartz (1988). For a proof of (3) cf. Collart and Mall (1996). For each , C(I)
is called the Gro¨bner cone of I with respect to  and F (I) is called here the Gro¨bner
fan of I, in slight divergence from Mora and Robbiano, who call it the restricted Gro¨bner
fan.
Properties (1) to (3) state that the Gro¨bner cones of I form a fan in the sense of the
theory of toric varieties (cf. Oda, 1985) and that this fan decomposes R‘+. Property (4)
establishes a univocal relationship between the Gro¨bner cones of I and its oriented (see
following denition) reduced Gro¨bner bases. Varying  within each cone C(I), i.e. L()
lies in C(I), the reduced Gro¨bner basis R(I) and its orientation induced by  remains
constant. In general, the same set of polynomials may occur as the reduced Gro¨bner
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basis corresponding to several cones; but for each cone there is a unique orientation of
the basis. This observation motivates the following denition.
Definition 4.3. A polynomial is oriented when one of its monomials is designated (ex-
plicitely or implicitely) as its initial monomial. A basis is oriented when all of its members
are. The set of oriented reduced Gro¨bner bases of I is called the Gro¨bner system of I and
is denoted R(I).
Since for a Gro¨bner basis G with respect to an order 2 TO‘ one has hin(G)i = I()
there is a further univocal relationship between the nite set In(I) of the initial ideals
of I and the Gro¨bner cones of I:
 : In(I) −! F (I)
I() 7−! C(I): (4.3)
We add, for reference, the following simple observations.
Remark 4.4.
1 Let I 2 J (A) be an ideal; for every admissible term order 2 TO‘ and for any
! 2 R‘+,
(a) ! 2 C(I) if and only if in(in!g) = ing for all g 2 R(I);
(b) ! 2 riC(I) if and only if in!g = ing for all g 2 R(I).
This follows from the fact that ! 2 C(I), ! 2 riC(I) respectively, if and only if
for any dierence vector v of R(I) we have deg!(v) > 0, deg!(v)  0 respectively.
2 Let I 2 J (A) be a homogeneous ideal with respect to an admissible partial order C2gTO‘; then L(C) lies in all the Gro¨bner cones of I: this follows from Remark 1:5 (2)
and from (4:1), (4:2).
Proposition 4.5. Let I 2 J (A) be an ideal, and let C2 gTO‘ and 2 TO‘. Then
I() 2 In(I(C)) if and only if L(C) 2 C(I).
Proof. By Proposition 2.6 (5) we may assume that I(C) = I(!) for some ! 2 R‘+.
Remark 4.4 (1) implies that L(!) = ! 2 C(I) if and only if in(in!g) = ing for all
g 2 R(I). The last statement is equivalent with R(I) = R(! j)(I). By Proposition 2.6
(2), the latter is equivalent with (I(!))() = I(), i.e., I() 2 In(I(!)). 2
4.2. duality of complexes and boundary behaviour
Definition 4.6. The set of all faces of the Gro¨bner cones of I without the empty set is
called the Gro¨bner complex of I
G(I) :=
[
2TO‘
(C(I)) n?:
This set with the inclusion relation, denoted ‘’, resp. ‘<’, is a polyhedral complex
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(cf. Ziegler, 1995). The aim of this paragraph is to dene the mapping
 : I(I) −! G(I)
J 7−! cl ! 2 R‘+ j I(!) = J} (4.4)
which extends the mapping (4.3)|this follows directly from Remark 4.4 (1)|and to
prove that  is a well-dened, anti-isomorphic injection whose image contains all non-
boundary (with respect to R‘+) faces of G(I). In general, the map  is not surjective
(cf. e.g. Example 4.15 (4.15).) The fact that  is well-dened follows immediately from
the next lemma.
Lemma 4.7. Let J1; J2 be two proper toric degenerations of I with J2 < J1. Then there
is a 2 TO and two subspaces V  W  R‘ such that (J1) = C(I) \ V 2 G(I),
(J2) = C(I) \W 2 G(I) and (J1) < (J2).
Proof. Without loss of generality, we may assume by Proposition 2.6 (5) that J1 = I(!1)
and J2 = J1(!2) for some !1; !2 2 R‘+. The partial order induced by (!1; !2) can be
rened to a total term order 2 TO. By Proposition 2.6 (2) we have hin!1R(I)i =
J1. This implies that @(in!1R(I)) = @(R(I)) \ f!1g?. Putting V := f!0 2 R‘ j
@(R(I)) \ f!0g? = @(R(I)) \ f!1g?g we obtain C(I) \ V  (I(!1)). We show
that
(I(!1))  C(I) \ V: (4.5)
First, assume that !^ 2 (I(!1)) and !^ 62 C(I). This implies that there is a g 2 R(I)
with 2 (g) 6= in(in!^(g)). Hence, by Proposition 2.6 R(I(!1)) = in!1(R(I)) 6=
in!^(R(I)), implying that I(!1) 6= I(!^). Assume that !^ 2 (I(!1)) \ C(I) and !^ 62 V .
We obtain @(in!1R(I)) = @(R(I))\f!1g? 6= @(R(I))\f!^g? = @(in!^R(I)).
Again, this implies that R(I(!1)) 6= R(I(!^)), a contradiction. Further, it follows that
(I(!1)) 2 G(I). Either C(I)\V is a proper face of C(I) or else (I(!1)) = C(I)\V
contains an interior point of C(I) and Remark 4.4 (1) implies that I(!1) is an initial
ideal and (I(!1)) = C(I). The same reasoning applied to J2 yields the space W for
which one nds V  W by observing that R(J2) = in!2R(J1) = in!2(in!1R(I)).
This allows us to deduce that (J1) < (J2), concluding the proof. 2
Consider some J 2 I(I) and let ! 2 R‘+ be such that J = I(!); then it follows from
(4.5) in the proof of Lemma 4.7 that (J)  C(I) for any 2 TO‘ with (! j ) =.
This implies that
(J) 
\
C(I)=C(! j)(I)
C(I): (4.6)
In general, the inclusion is proper; but we shall show that for quasi-homogeneous
toric degenerations equality holds (cf. Proposition 4.12). The following two propositions
and corollary establish that for quasi-homogeneous toric degenerations, the respective
initiality relationships are already determined by the respective sets of initial ideals.
Proposition 4.8. Let I 2 J (A) be quasi-homogeneous with respect to q = (q1; : : : ; q‘),
q1; : : : ; q‘ > 0, and assume that we are given an admissible partial order C2gTO‘ such
that any reduced Gro¨bner basis G := R(I) of I with respect to an admissible term order
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2 TO‘ can be obtained with respect to an order rening C, i.e. G = R(Cj)(I) holds.
Then it follows that I is C-homogeneous.
Proof. First, we note that by Remark 1.5 (2), I being quasi-homogenous, every reduced
Gro¨bner basis G = R(I) of I, 2 TO‘, must be quasi-homogeneous as well. Therefore,
every dierence vector d 2 @(G) must be orthogonal to q. Since q is an inner point of
the positive orthant, this implies by Theorem 4.2 (1){(3) that to every dierence vector
d 2 @(G) for which the hyperplane fdg? contains a facet (maximal proper face) of the
Gro¨bner cone C(I), there exists a reduced Gro¨bner basis G0 = R0(I) such that
− d 2 @0(G0) for some rational  > 0: (4.7)
Now let Ω = (!1; : : : ; !s) be a representation of C. We show that
d?!i; i = 1; : : : ; s: (4.8)
This must be the case because otherwise since there is an f 2 G and an m 2 supp(f)
with d = log(inf ) − log(m), implying m C inf , by the same token (4.7) would imply
the existence of an f 0 2 G0 with an m0 2 supp(f 0) but in0 f 0 C m0, a contradiction to
the hypothesis. Furthermore, since C(I) =
T
d2@(G) fdg
, (4.8) must hold for every
d 2 @(G), implying with Remark 1.5 (2) that I is C-homogeneous. 2
Proposition 4.9. Let J1; J2 2 I(I) be two quasi-homogeneous toric degenerations of
an ideal I 2 J (A). If In(J1) = In(J2) then J1 = J2.
Proof. We put J := sup(In(J1)). Hence, In(J) = In(J1) and the ideal J is quasi-
homogeneous since J < J1. There is a C2 gTO‘ such that J = J1(C). By (4.3) and
Theorem 4.2 (4) there are bijective correspondences between R(J1) and In(J1), R(J)
and In(J) respectively. Proposition 2.6 (2) implies that there is a bijection between R(J)
and G := fR(Cj)(J1)j 2 TO‘g. Since In(J) = In(J1) we obtain that G = R(J1). This
implies by Proposition 4.8 that J1 is C-homogeneous. Hence, J = J1. The same reasoning
applied to J2 gives J = J2 and therefore J1 = J2 as required. 2
Corollary 4.10. Let J1; J2 2 I(I) be two dierent quasi-homogeneous toric degener-
ations of an ideal I 2 J (A). Then J1 < J2 if and only if In(J1) ( In(J2).
Proof. That J1 < J2 implies In(J1) ( In(J2) is obvious. For the converse implica-
tion, by Proposition 4.9 we have In(J1) 6= In(J2) since J1 6= J2. Theorem 3.5 implies
that sup In(J1) and sup In(J2) exist. Obviously sup In(J1)  sup In(J2). It follows from
Proposition 4.9 that Ji = sup In(Ji) for i = 1; 2. Thus we have shown that J1 < J2. 2
The necessity of the hypothesis of quasi-homogeneity in the preceding propositions
and corollary|illustrated in the following examples|indicates the particularity of the
behaviour of those degenerations whose images lie on the boundary of the Gro¨bner com-
plex.
Example 4.11.
1 Let I := h1 + x+ yi 2 J (Q [x; y]). Both initial ideals hxi and hyi of I can be
obtained with renements of the admissible partial order C induced by the singleton
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weight vector (1; 1), yet I is not C-homogenous. This shows the necessity of the
premises of Proposition 4:8.
2 Now consider the ideal I := hx y + x z + y z + x y zi 2 J (Q [x; y; z]), and consider
the ‘toric resolution’ hx y zi < hx y + x y zi < hx y + x z + x y zi < I of I: each ideal
in this chain of toric degenerations of I has the same unique initial ideal hx y zi,
showing the necessity of the premises of Proposition 4:9.
3 Finally let I :=
〈
x+ x y + y2
 2 J (Q [x; y]), and consider the toric degenerations
J1 := hx+ x yi and J2 :=
〈
x y + y2

of I. The only initial ideal of J1 is hx yi,
constituting a proper subset of the initial ideals hx yi and 〈y2 of J2, yet J1 is not a
toric degeneration of J2. This shows the necessity of the premises of Corollary 4:10.
The following proposition permits the description of the image via  of quasi-homo-
geneous toric degenerations in terms of the Gro¨bner cones of their respective initial
ideals.
Proposition 4.12. If J is a quasi-homogeneous toric degeneration of I 2 J (A) then
(J) equals the intersection of the Gro¨bner cones corresponding to the initial ideals of
J , i.e., (J) =
T
~J2In(J) ( ~J).
Proof. Without loss of generality we may assume that J = I(!) for some ! 2 R‘+.
Then, by (4.6), (J)  D := TC(I)=C(! j)(I)C(I). For ~J = I() with 2 TO‘, we have
( ~J) = C(I). By Proposition 4.5 we have I() 2 In(J) if and only if L(!) = ! 2 C(I),
and this is the case if and only if C(I) = C(! j)(I). The last equivalence is a consequence
of Remark 4.4 (1). The above reasoning implies that D =
T
~J2In(J) ( ~J). We have to show
that D = (J). Assume there is an !^ 2 riD but !^ 62 ri (J). Hence, J1 := I(!^) 6= J .
Again, an initial ideal is a toric degeneration of J1 if and only if !^ belongs to the
corresponding cone. Since !^ 2 riD, this implies that In(J) = In(J1). Hence, J = J1 by
Proposition 4:9 since J; J1 are quasi-homogeneous. 2
Example 4.13. The hypothesis of quasi-homogeneity of Proposition 4:12 is sucient,
but not necessary, as one may see from the following example, taking the ideal I :=〈fx y − x y3 − y2 z; x2 y − z2; x2 y − z3g  Q [x; y; z] of paragraph 5:2, one may ascer-
tain that the image of its toric degeneration I6 < I, whose Gro¨bner bases are given
in Tables 2 and 3 on page 457 ., via  is L(!6) where !6 = (1=2; 0; 1=2) (see Fig-
ure 1 on page 457). I6 is not quasi-homogeneous, as one readily veries, yet one has
(I6) =
T
J2In(I6) (J), as can be seen in Figure 1.
Theorem 4.14. The map (4.4) is an order-reversing injection  : I(I) −! G(I): Any
face of G(I) which does not lie in the boundary of the positive orthant R‘+ lies in the
image of .
Proof. The injectivity of the map  follows from its denition. That  is order-reversing
follows immediately from Lemma 4.7. We prove that any face of G(I) which does not lie
in the boundary of the positive orthant R‘+ lies in the image of . Because  extends ,
the statement is correct for faces of maximal dimension. By induction over the dimension
it is enough to prove the following. Letting C1; C2 be two dierent faces of G(I) with
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Groebner Fan of I = <x y - x y  - y  z, x  y - z , x  y - z >
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Figure 1. Gro¨bner fan of I = hxy − xy3 − y2z; x2y − z2; x2y − z3i.
Groebner System of I
================== 1
2 3 2 2
G : {x y, x y , -(x y z) + x z ,
1,1 ==== ==== ====
2 2 2 3
> x y z + y z , z }
===== ==
2 3 2 2 2
G : {x y, x y , x y z + y z ,
1,2 ==== ==== ======
2 2 2 3 2 3
> x z + y z , y z , z }
==== ===== ==
2 3 2 2 2 2
G : {x y, x y , x y z - x z , x z ,
1,3 ==== ==== ====== =====
2 2 2 2 3
> x y z , x z + y z , z }
====== ===== ==
Groebner System of I
================== 2
3 2 3 2
G : {x y - x y z, x y , x y z,
2,1 ==== ==== ======
2 2
> -(x y) + z }
==
2 2 3
G : {x y - z , x y ,
2,2 ==== ====
2 2 2 2 3
> -(x y z) + x z , y z , z }
==== ===== ==
4 3 2 3 2
G : {x y, x y , x y , x y z,
2,3 ==== ===== ==== ======
3 2 2 2
> -(x y) + x y z, -(x y) + z }
====== ==
2 2 3 2 2
G : {x y - z , x y , x y z - x z ,
2,4 ==== ==== ======
2 2 2 2 2 3
> x z , x y z , y z , z }
===== ====== ===== ==
Table 2. Gro¨bner systems of I1 and I2.
C1 > C2, both faces not lying on the boundary of R‘+ and C1 lying in the image of
, then we must show that C2 lies in the image of  too. Set I1 := −1(C1). Observe
rst that C2, not lying on the boundary of the positive orthant, is the intersection of a
uniquely determined set of Gro¨bner cones [cf. Property (3) of Theorem 4.2]. This implies
that for any !2 2 riC2 the quasi-homogeneous toric degeneration I2 := I(!2) of I has the
same set of initial ideals by Proposition 4.5. Hence, I2 is independent of !2 2 riC2 by
Proposition 4.9. On the other hand, Proposition 4.12 tells us that (I2) equals C2. 2
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Groebner System of I
================== 3
2 3 2 2
G : {x y, x y , -(x y z) + x z ,
3,1 ==== ==== ====
2 2 3
> y z , z }
===== ==
2 3 2 2 2 2
G : {x y, x y , x y z - x z , x z ,
3,2 ==== ==== ====== =====
2 2 2 3
> x y z , y z , z }
====== ===== ==
Groebner System of I
================== 4
2 3 2 2 2
G : {x y, x y , x y z, x z ,
4,1 ==== ==== ====== =====
2 2 2 3
> x y z , y z , z }
====== ===== ==
Groebner System of I
================== 5
2 3 2 2 2
G : {x y, x y , x y z, x z ,
5,1 ==== ==== ====== =====
2 2 2 2 3
> -(x y z) + x y z , y z , -z + z }
====== ===== ==
Groebner System of I
================== 6
3 3 2
G : {x y, -(x y) + x y + y z,
6,1 ==== ====
2 2 2
> x y z, -(x y) + z }
====== ==
2 2 3 2
G : {x y - z , -(x y) + x y + y z,
6,2 ==== ====
2 2 2 2 2 3
> x z , x y z - z + y z , z }
==== ===== ==
3 2 2 2 3 2 4
G : {x y, -(x y ) - x y + x y +
6,3 ==== =====
2
> x y z, x y z,
======
3 2 2 2
> -(x y) + x y + y z, -(x y) + z }
==== ==
3 2 2 3 2 4
G : {x y, x y - 2 x y - x y +
6,4 ====
2 5 2 2 2 3 2 4
> x y , -(x y ) - x y + x y +
=====
3 2
> x y z, -(x y) + x y + y z,
===== ====
2 2
> -(x y) + z }
==
2 2 3 2
G : {x y - z , -(x y) + x y + y z,
6,5 ==== ====
2 2 2 3 2 2
> x y z - y z - y z + y z , x z ,
===== ====
2 2 2 3 2 4 2 3
> z - 2 y z - y z + y z , z }
===== ==
2 2 3 2
G : {x y - z , -(x y) + x y + y z,
6,6 ==== ====
2 2 2 2 2
> x y z - z + y z , x z ,
====== ====
2 2 2 3 2 3
> x y z - y z - y z + y z , z }
===== ==
Table 3. Gro¨bner systems of I3, I4, I5 and I6.
Example 4.15.
1 Let I be the ideal generated by fx y − x y3 − y2 z; x2 y − z2; x2 y − z3g  Q [x; y; z]
(cf. Section 5). This ideal has 17 dierent oriented reduced Gro¨bner bases and the
map  between I(I) and G(I) is an anti-isomorphism, i.e., there is a duality between
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Figure 2. Gro¨bner fans of I1, I2, I3, I4, I5 and I6.
I(I) and G(I). The image of the ideal I itself is the apex of the cones, the origin.
In some sense the behaviour of this example represents the generic case.
2 Let I3 be the ideal generated by fx2 y; x y3; x y2 z−x z2; x2 z2; x y z2; y2 z2; z3g. The
cardinality of I(I3) is three (the ideal I3 and two initial ideals) and the cardinality
of G(I3) is 10. Hence I(I3) and G(I3) are certainly not dual. The image of the
ideal I3 itself is a two dimensional face in G(I3). The image of the initial ideals are
the two cones of maximal dimension (cf. I3 in Section 5). Note that I3 is a toric
degeneration of the ideal I.
3 Let J be the ideal generated by fx4 + y4 + z4 + x y zg  Q [x; y; z]. J is not
homogeneous but has a toric degeneration generated by fx4 + y4 + z4g with the
same Gro¨bner complex and the same initial ideals as J .
Remark 4.16. For a quasi-homogeneous ideal I the behaviour of  is simple and uni-
form.  has no images on the boundary of the positive orthant, since all dierence vectors
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of I must be orthogonal to a vector q in the interior of the positive orthant. The toric com-
plex I(I) is dual to the set of non-boundary faces of the Gro¨bner complex G(I). Moreover,
Proposition 4:9 and Corollary 4:10 imply that replacing each toric degeneration J of I by
its set of initial ideals In(J), one obtains a set-theoretic sublattice of (In(I);) which is
isomorphic to (I(I);). For ane ideals all of these connections break down. There may
be dierent toric degenerations of I with the same set of initial ideals. The image of 
may contain faces on the boundary of the Gro¨bner fan in a variety of constellations. For
a point ! of the relative interior of a face f of G(I) lying in the boundary of the positive
orthant there is a unique smallest face F in im  containing !, and I(!) = −1(F ).
Remark 4.17. So-called lexicographic Gro¨bner bases R(I) occur with respect to 2
TO‘ represented by sequences Ω of weight vectors in f(1; 0; : : :); : : : ; (: : : ; 0; 1)g. Sub-
sequences of Ω dene toric degenerations whose images via  lie in the boundary of
the positive orthant.
4.3. toric degeneration and geometric localization
We now elucidate the connection between the Gro¨bner fan of a given ideal and the
Gro¨bner fans of its toric degenerations. In this paragraph, we achieve this by translating
the (algebraic) degeneration of an ideal into a (geometric) localization of its Gro¨bner fan.
Definition 4.18. We denote the set of rational fans which decompose R‘+ by Frat.
Let F 2 Frat, p 2 R‘+ and U(p) be a neighbourhood of p in R‘+. We put
PosU(p) := fx j   0 ^ x 2 U(p)g;
the cone in R‘+ generated by elements of U(p). The set PosU(p) is decomposed by cones
or restrictions of cones of F . We call F \ PosU(p) a local fan on PosU(p) at the point
p. The local fan on PosU(p) is said to be induced by the fan F at p, and it is denoted
with FU(p). The restrictions of the faces of F to PosU(p) are called the faces of FU(p).
Two local fans F1 and F2 are said to be equivalent at a point p 2 R‘+ if there is a
neighbourhood V of p 2 R‘+ with V  F1 \ F2 such that the restrictions of the local
fans to the neighbourhood V coincide. We denote the equivalence class of the local fan
induced by a fan F at a point p with [F ]p and call it the germ of the fan F at p.
A neighbourhood U of a point p 2 R‘+ is said to be small with respect to F and p if
every face of F which intersects U contains the point p itself. Since there is only a nite
number of faces of F small neighbourhoods certainly exist. Obviously, if U1; U2 are two
small neighbourhoods with respect to F and p then FU1 and FU2 are intersected by the
same faces of F . Hence we can speak about faces or restrictions of faces of F contained
in the germ of the fan F at p.
Proposition 4.19. Let there be given a fan F 2 F rat and a point p 2 R‘+. Then there is
a unique coarsest|in the sense that it has a minimal number of cones|fan Loc (F )p 2
Frat, the localization of the fan F at p, satisfying [F ]p = [Loc (F )p]p.
Proof. The construction of Loc (F )p is as follows. First we take a small neighbourhood
U of p. Since U is small, every face of FU , except possibly a one-dimensional face Pos fpg
through p, is a proper restriction of a face of F . Second we extend the restrictions of the
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faces of F in U linearly at their open boundaries to the whole R‘+. It is clear that this
gives a fan which decomposes R‘+, that this fan is an element of Frat and that it satises
[F ]p = [Loc (F )p]p. It is the coarsest fan with this property. 2
Lemma 4.20. Let there be F a fan of Frat , C a face of the associated facial complex of
F and p1; p2 2 riC two inner points of C. Then Loc (F )p1 = Loc (F )p2 :
Proof. Since the faces of F are convex there is a neighbourhood of p1; p2 which is
small with respect to p1 and to p2. The localization with respect to this neighbourhood
coincides with Loc (F )p1 and with Loc (F )p2 : 2
Let an ideal I be given. We dene two mappings
 alg : I(I) −! Frat
J 7−! F (J)
and
 geo : G(I) −! Frat
C 7−! Loc (F (I))p with p 2 riC:
Theorem 4.21. Let I 2 J (A) be an ideal. Then the following diagram is commutative.
I(I) −! G(I)
& alg . geo
Frat
Proof. Let J 2 I(I). By Remark 2.6 (5) there exists an ! 2 R‘+ such that J = I(!)
and by Remark 4.4 (2) L(!) is contained in all Gro¨bner cones of I(!). We must show
that F (J) = Loc (F (I))!. Now note that by Proposition 2.6 (2) for any 2 TO‘ we have
@(I(!)) = @(! j)(I) \ f!g?. On the other hand, if f is a face of G(I) meeting L(!),
then f is a face of some Gro¨bner cone C(I), 2 TO‘, f equal to fv1; : : : ; vsg? \ C(I)
for some vectors v1; : : : ; vs 2 @(I) with v1; : : : ; vs?!. Since ! 2 C(I) we may deduce
by Proposition 4.5 that I() 2 In(I(!)) and therefore with Proposition 2.6 (2) that
R(I(!)) = in!R(I). Thus v1; : : : ; vs 2 @(I(!)) and therefore f is (the restriction of)
a face of G(I(!)). This shows that F (I(!)) = Loc (F (I))!, as required. 2
5. Algorithmic Issues and Examples
5.1. construction
We turn our attention to the eective construction of the toric complex I(I) of an ideal
I given by an arbitrary set G of generators. For the purpose of our exposition, we restrict
ourselves to a very basic construction. The basis of our procedure is formed by an algo-
rithm permitting the computation of the Gro¨bner system of I, such as the ‘orientation’
algorithm given by Mora and Robbiano (cf. Mora and Robbiano, 1988 p. 206), which we
have implemented along with the rest of our algorithms in Mathematica (cf. Collart and
Mall, 1993b), or the authors’ direct enumeration method, the ‘Gro¨bner lling’ algorithm
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Groebner Bases of I in Figure 1
===============================
3 2 2 2 3 2 2 2 2 2
G : {x y - x y - x y z, -(x y) + x y + y z, -(x y) + x y z, -(x y) + z }
1 ==== ==== ====== ==
2 2 3 2 2 2 2 2 2 2 2
G : {x y - z , -(x y) + x y + y z, -(x y z) + x z - y z , x y z - z + y z ,
2 ==== ==== ==== =====
2 3
> -z + z }
==
2 3 2 2 2 3 2 2 2 3 2 4 2 2
G : {-(x y) + x y - x y + x y , -(x y ) - x y + x y + x y z, -(x y) + x y z,
3 ==== ===== ======
3 2 2 2
> -(x y) + x y + y z, -(x y) + z }
==== ==
2 3 2 2 2 3 2 2 3 2 4 2 5
G : {-(x y) + x y - x y + x y , x y - 2 x y - x y + x y ,
4 ==== =====
2 2 2 3 2 4 3 2 2 2
> -(x y ) - x y + x y + x y z, -(x y) + x y + y z, -(x y) + z }
===== ==== ==
2 2 3 2 2 2 2 3 2
G : {x y - z , -(x y) + x y + y z, x y z - y z - y z + y z ,
5 ==== ==== =====
2 2 2 2 2 2 2 2 3 2 4 2 2 3
> -z + x z - y z + y z , z - 2 y z - y z + y z , -z + z }
==== ===== ==
2 2 3 2 2 2 2 2 2 2 2 2 2
G : {x y - z , -(x y) + x y + y z, x y z - z + y z , -z + x z - y z + y z ,
6 ==== ==== ====== ====
2 2 2 3 2 2 3
> x y z - y z - y z + y z , -z + z }
===== ==
4 2 2 3 2 3 2 2 2
G : {x y - x y - x y z, x y - x y z, -(x y) + x y + y z, -(x y) + x y z,
7 ==== ===== ==== ======
3 2 2 2 2 2
> -(x y) + x y + x y z, -(x y) + z }
====== ==
2 2 3 2 2 2 2 2 2 2
G : {x y - z , -(x y) + x y + y z, x y z - x z + y z , -(x y z) + x z - y z ,
8 ==== ==== ====== =====
2 2 2 2 2 2 2 3
> -(x y z) + x y z , -z + x z - y z + y z , -z + z }
====== ===== ==
Table 1. Gro¨bner bases of I in Figure 1.
(cf. Collart and Mall, 1996), which inherently also computes the Gro¨bner fan. For an ac-
count of these algorithms, the reader is referred to Collart and Mall (1993a) and Collart
and Mall (1996). I constitutes its own degeneration by the null-order: then one retrieves
the Gro¨bner systems of the toric degenerations of I from the Gro¨bner complex and the
Gro¨bner system of I itself.
Input: G, an arbitrary nite set of generators of I.
Output: I(I) in its representation as R(I) := fR(I 0) j I 0 2 I(I)g;
G(I), the Gro¨bner complex of I;
, the order-reversing injection from I(I) into G(I).
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Variables: !: a point of R‘+;
C: a face in G(I);
R: a subset of the Gro¨bner system of I.
Algorithm:
(1) Compute, using a suitable procedure, the Gro¨bner system R(I);
(2) Compute (if necessary) from R(I) the Gro¨bner complex G(I);
(3) Initialise R(I) := fR(I)g and for each R 2 R(I) put (R) := the Gro¨bner cone of
R in F (I);
(4) For each face C 2 G(I),
(i) let ! 2 riC be a point of the interior of C;
(ii) let R(C) := fR 2 R(I) j C is a face of (R) in G(I)g
(iii) add to R(I) the set R((I)!) = fin!R j R 2 R(C)g; dene ((I)!) := C.
Observation 5.1. The complete determination of the Gro¨bner complex G(I) is a com-
putationally onerous problem of linear convex geometry (see for instance Dyer (1983) or
Swart (1985)).
5.2. an example
The purpose of the following example is to illustrate the correspondance between I(I)
and G(I) developed in paragraph 4.2 and the phenomenon of geometric localization of
paragraph 4.3. The diagrams and tables are taken from the output of our algorithm. The
representation of the Gro¨bner fans in the gures is obtained by taking the section of the
fan through the ane plane dened by the equation x+ y + z = 1.
Let I be the ideal generated by fx y − x y3 − y2 z; x2 y − z2; x2 y − z3g  Q [x; y; z].
One may computationally verify that I has 17 distinct oriented reduced Gro¨bner bases;
this is reflected in the 17 Gro¨bner cones of I (cf. Figure 1). For brevity, we reproduce
here (in Table 1) only a list G1; : : : ; G8 of eight of the oriented bases of I in the Gro¨bner
system of I, corresponding to eight contiguous cones in the Gro¨bner fan of I. The initial
monomial of each polynomial appears underscored in the table, and the name of each
basis appears in its cone in Figure 1. For each of the points !1; : : : ; !6 we dene the
corresponding initial degeneration Ii := (I)!i , i = 1; : : : ; 6. Tables 2 and 3 give the
Gro¨bner systems R(Ii) = fGi;1; Gi;2; : : :g of these initial degenerations, and Figure 2
their Gro¨bner fans. The reader will observe that, for instance, I4 < I3 < I1; I2 while
(I1);(I2) < (I3) < (I4). One may verify, for instance, that (I1) = Pos f!1g and
that (I3) = Pos f!1 + (1 − )!2 j 0    1g 3 !3. One also sees that R(I4) =
fG4;1g = fin!4 G3;2g = fin!4 G1;3g = fin!4 G5;1g, as an illustration of Proposition 2.6
(2). Finally, one may verify from the diagrams that each of the Gro¨bner fans F (Ii) is the
localization Loc (F )!i . These remarks conclude our discussion.
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