Multi-attribute group decision making (MAGDM) is one of the most important research hotspots in the field of decision sciences. Many practical problems are often characterized by MAGDM. The aim of this paper is to develop a new approach for MAGDM problems, in which the attribute values take the form of picture fuzzy information, and the information about the weights of attributes and decision makers is unknown. Firstly, some picture fuzzy interaction operators are presented, such as the picture fuzzy weighted interaction averaging (PFWIA) operator, picture fuzzy ordered weighted interaction averaging (PFOWIA) operator and picture fuzzy hybrid ordered weighted interaction averaging (PFHOWIA) operator. In the meantime, some desirable properties of these operators are discussed in detail. Secondly, to get reasonable decision result, we propose a method to determine the weights of decision makers under picture fuzzy setting based on the idea of the Dice similarity measure. Thirdly, for the situations where the information about the attribute weights is partly known, we establish an optimization model to determine the attribute weights on the basis of the maximizing deviation method. Fourthly, we propose a new method to solve MAGDM problems by extending the traditional Evaluation based on Distance from Average Solution (EDAS) method. Finally, an illustrative example is given to demonstrate the calculation process of the proposed method, and the method is verified by comparing the evaluation result with that of two existing methods.
developed two novel hybrid forecast methods based on picture fuzzy clustering method. Thong and Son [23] proposed automatic picture fuzzy clustering method for determining the most suitable number of clusters through combining Particle Swarm Optimization (PSO) algorithm and fuzzy C-means under picture fuzzy environment. Wei [24] defined the cross entropy of picture fuzzy sets and utilized the picture fuzzy weighted cross entropy between the feasible alternatives and the ideal alternative to select the most desirable alternative(s). Wei et al. [25] established the projection model with picture fuzzy information to measure the similarity degrees between the feasible alternatives and the ideal one. Son [26] defined a generalized picture distance measure and integrated it to a novel hierarchical picture fuzzy clustering method. Wei [27] developed some picture fuzzy aggregation operators and applied these operators to solve multi-attribute decision making problems. Thong and Son [28] presented an effective hybrid model between picture fuzzy clustering and intuitionistic fuzzy recommender systems and applied this model to deal with medical diagnosis problem. Nie et al. [29] advanced a shareholder voting method for proxy advisory firm selection based on 2-tuple linguistic picture preference relation. Wang et al. [30] introduced some new operational rules for picture fuzzy numbers (PFNs) and proposed geometric aggregation operators based on the operational laws and applied these operators to deal with MAGDM problems. Ashraf et al. [31] proposed some aggregation operators for PFNs and applied these operators to solve MAGDM problem.
Information aggregation operators have attracted wide attention of researchers and have become an important research topic in the research fields of MAGDM problem. Over the past few years, to aggregate the individual preference information into a collective one or obtain the overall evaluation value of each alternative on all attributes, various aggregation operators have been proposed, such as ordered weighted averaging (OWA) operator [32] , generalized OWA aggregation operators [33] , generalized hybrid aggregation operators [34] , and so on. For picture fuzzy information, some aggregation operators have been proposed by some researchers, such as fuzzy logic operators [35] , picture fuzzy aggregation operators and picture 2-tuple linguistic aggregation operators [27] , [36] . However, there is still short of appropriate aggregation operators to integrate picture fuzzy information. Therefore, an important objective of this paper is to develop some new aggregation operators to integrate picture fuzzy information and then to provide an effective tool to deal with MAGDM problem.
For the traditional multi-attribute decision making (MADM) methods, such as TOPSIS and VIKOR [37] , the best alternative is got by computing the distance from ideal and nadir solutions. The desirable alternative has lower distance from ideal solution and higher distance from nadir solution in these MADM methods. Evaluation based on Distance from Average Solution (EDAS), originally proposed by Ghorabaee et al. [38] , is a novel MADM method. It is very useful for us to deal with MAGDM problem with conflict parameters. Ghorabaee et al. [39] extended the EDAS method to supplier selection. Peng and Liu [40] proposed an algorithm to solve single-valued neutrosophic soft decision making problem by EDAS. Ecer [41] used fuzzy AHP to calculate the priority weights of each criteria and employed the EDAS to achieve the final ranking of third-party logistics providers. As far as we know, however, the study of the MAGDM problem based on EDAS method have not been applied under picture fuzzy environment in the existing academic literature. Hence, it is an interesting research topic to extend the traditional EDAS method to solve MAGDM problem under picture fuzzy environment.
Motivated by the advantages of EADS method and picture fuzzy set, this paper extends the traditional EDAS method to solve MAGDM problem with unknown weights of attributes and decision makers under picture fuzzy environment. First, we develop some operators to aggregate picture fuzzy information. Then, a method is proposed to determine the weights of decision makers and an optimization model is established to determine the weights of attributes. Finally, a novel approach is developed to solve MAGDM problem under picture fuzzy environment based on the idea of the EADS method. To do so, the remainder of the paper is organized as follows. Section II briefly reviews some related basic concepts. Section III proposes some aggregation operators, including picture fuzzy weighted interaction averaging (PFWIA) operator, picture fuzzy ordered weighted interaction averaging (PFOWIA) operator and picture fuzzy hybrid ordered weighted interaction averaging (PFHOWIA) operator. In Section IV, a new method is given to determine the weights of decision makers based on the idea of the Dice similarity measure, an optimization model is established to determine the weights of attributes on the basis of the maximizing deviation method, and further the EDAS method is extended to rank alternatives. Section V provides a numerical example and comparison analysis between the proposed method in this paper and other existing methods. The paper is concluded in Section VI.
II. PRELIMINARIES

A. PICTURE FUZZY SETS
Cuong and Kreinovich [20] introduced the concept of picture fuzzy set, which is a generalization of the intuitionistic fuzzy set.
Definition 1 [20] : A picture fuzzy set (PFS) A on the universe X is an object of the form
where µ A (x) ∈ [0, 1] is the degree of positive membership of A, η A (x) ∈ [0, 1] is the degree of neutral membership of A, v A (x) ∈ [0, 1] is the degree of negative membership of A, and µ A (x), η A (x), v A (x) satisfy the following condition: [20] : Suppose that A and B be two PFSs on universe X , the inclusion, union, intersection and complement operations are defined as follows:
Definition 3 [20] : Let a =< u a , η a , v a > be a picture fuzzy number, and then the score function S(a) and accuracy function H (a) of the PFN are defined as follows:
The larger the score value of S(a), the greater the PFN a. And the larger the score value of H (a), the greater the PFN a.
Definition 4 [20] :
. . , n) are two picture fuzzy sets, then the distance between the two picture fuzzy sets a and b is defined as follows:
In this paper, we take p = 2 to calculate the distance between picture fuzzy sets.
B. THE EDAS METHOD
Evaluation based on Distance from Average Solution (EDAS) is a novel MADM method, which is suitable for solving MADM problem with conflicting parameters. Let A = {A 1 , A 2 , . . . , A m }(m ≥ 2) be a finite set of alternatives, C = {C 1 , C 2 , . . . , C n }(n ≥ 2) be a finite set of attributes, and w = (w 1 , w 2 , . . . , w n ) T be the weight vector of the attributes, where w j > 0 and n j=1 w j = 1. The detailed steps of the traditional EDAS method are given as follows [38] :
Step 1: Select suitable attributes that describe alternatives.
Step 2: Construct the decision making matrix X, shown as follows:
where x ij is the evaluation information of the alternative A i with respect the attribute C j .
Step 3: Determine the average solution with respect to each attribute, which is shown as follows:
Step 4: Construct the positive distance matrix PDA = (PDA ij ) m×n from the average solution and the negative distance matrix NDA = (NDA ij ) m×n from the average solution according to the type of attribute. If the jth attribute is beneficial,
and if the jth attribute is cost,
where PDA ij and NDA ij denote the positive and negative distance of the ith alternative from average solution in terms of the jth attribute, respectively.
Step 5: Determine the weight sum of PDA and NDA for all alternatives, which is shown as follows:
where w j is the weight of the jth attribute.
Step 6: Normalize the values of SP i and SN i for all alternatives.
Step 7: Calculate the appraisal score for all alternatives.
Step 8: Rank all the alternatives according to the decreasing values of appraisal score, and select the most desirable alternative(s).
III. THE INTERACTION OPERATIONAL LAWS AND PICTURE FUZZY INTERACTION AGGREGATION OPERATORS A. THE INTERACTION OPERATIONAL LAWS OF PICTURE FUZZY NUMBERS
In this section, we use some novel operational laws on picture fuzzy numbers to develop aggregation operators. The existing operational laws of picture fuzzy information and aggregation operators in [27] suffer from serious drawbacks. The aggregation results usually conflicts with the constraint that the sum of the three degree must not exceed 1. At the same time, it is found that the operational laws and geometric aggregation operators on picture fuzzy sets in [27] are not suitable to be used in the special circumstances. For example, if a i =< µ i , η i , ν i >, (i = 1, 2, . . . , n) are a collection of picture fuzzy numbers, where a k =< µ k , η k , ν k > is one the element of a i (i = 1, 2, . . . , n) with µ k = 0. Then we have u PFGA (a 1 , a 2 , . . . , a n ) = 0 by using the operation laws in [27] . It is obvious that the elements a i (i = k) have no effects on the aggregation result.
Inspired by the interaction operational laws in [42] , [43] and the view of probability, we adopt the operational laws of picture fuzzy numbers in [44] , [45] . The feature of the operational laws in [44] , [45] is that the interactions are taken into consideration among positive membership, neutral membership, negative membership and refusal membership values of picture fuzzy numbers.
Definition 5 [44] , [45] :
Example 1: Let a =< 0.3, 0.2, 0.4 > and b =< 0.4, 0.2, 0.3 > be two PFNs and λ = 0.5. Now we calculate the picture numbers by using the operational laws in Definition 5, then we obtain as follows:
Proof: According to Definition 5, we can easily get (1), so the proof of (1) is omitted here. In what follows, we just give the proofs of (2), (3) and (4).
(2) According to the operational laws in Definition 5, we obtain
Similarly, we have
(3) According to the operational laws in Definition 5, we obtain
Further, we have the following expression:
Therefore, the expression λ 1 a ⊕ λ 2 a = (λ 1 + λ 2 )a holds.
(4) According to the operational laws in Definition 5, we obtain we obtain
Further, we can get the following aggregation result according the operational laws in Definition 5:
be a collection of PFNs, and w = (w 1 , w 2 , . . . , w n ) T be the weight vector of them with w i ∈ [0, 1] and n i=1 w i = 1, then the picture fuzzy weighted interaction averaging (PFWIA) operator is defined as:
According to the operational laws of PFNs described in Definition 5, we can derive the following theorem:
Then the aggregated result by using PFWIA operator is shown as follows:
Proof: In what follows, we prove that Equation (7) holds by using mathematical induction on n.
When n = 1, we have
Thus, Equation (7) holds for n = 1. If Equation (7) holds for n = k. Then, when n = k + 1, by inductive assumption and the operational laws of PFNs in Definition 5, we have
Then, Equation (7) holds for n = k + 1. Therefore, by using mathematical induction on n, Equation (7) holds for all positive natural numbers n. Theorem 3: Let a i =< µ a i , η a i , ν a i > (i = 1, 2, . . . , n) be a collection of PFNs, then the aggregated result by using PFWIA operator is also a picture fuzzy number, that is PFWIA(a 1 , a 2 , . . . , a n ) is also a PFN.
Proof: Since a i =< µ a i , η a i , ν a i >∈ PFNs, we have 0 ≤ µ a i , η a i , ν a i ≤ 1 and 0 ≤ µ a i + η a i + ν a i ≤ 1, then by Definition 5, we know that the following expressions hold:
Thus, we know that the aggregated result PFWIA(a 1 , a 2 , . . . , a n ) of the PFWIA operator is also a PFN.
Especially, if w = (1/n, 1/n, . . . , 1/n) T , then the PFWIA operator reduces to the picture fuzzy interaction arithmetic averaging (PFIAA) operator:
PFIAA(a 1 , a 2 , . . . , a n )
Based on above analysis, we can further discuss some important properties of the PFWIA operator.
Theorem 4 (Idempotency):
Proof: Since a i = a 0 =< µ a 0 , η a 0 , ν a 0 > for all i = 1, 2, . . . , n, w i ≥ 0 and n i=1 w i = 1, according to Theorem 2, we have PFWIA(a 1 , a 2 , . . . , a n )
Theorem 5 (Boundary): Let a i = (µ a i , η a i , ν a i )(i = 1, 2, . . . , n) be a set of picture fuzzy numbers, if
Then we have
Proof: According to the given condition, we can get the following two inequalities:
Similarly, we can get the following two inequalities:
Further, we know that the following two inequalities hold:
According to Theorem 3, we know that the aggregated result of the PFWIA operator is also PFN. Thus, we know the following expressions hold:
Therefore, we can get:
According to Definition 3, we can prove the conclusion: a − ≤ PFWIA(a 1 , a 2 , . . . , a n ) ≤ a + .
. . , n, then we have PFWIA(a 1 , a 2 , . . . , a n ) ≤ PFWIA(b 1 , b 2 , . . . , b n ) (11) Proof: Since µ a i ≤ µ b i , we have the following inequal-
Similarly, since µ a i ≤ µ b i and µ a i +η a i ≤ µ b i +η b i , we can get the following inequality:
Therefore, according to Definition 3, we know that the following inequality holds.
PFWIA(a 1 , a 2 , . . . , a n ) ≤ PFWIA(b 1 , b 2 , . . . , b n ).
C. A PICTURE FUZZY ORDERED WEIGHTED INTERACTION AVERAGING OPERATOR
Definition 7: Let a i =< µ a i , η a i , ν a i > (i = 1, 2, . . . , n) be a collection of picture fuzzy numbers, a σ (i) be the ith largest of them, and ω = (ω 1 , ω 2 , . . . , ω n ) T be the aggregation-associated vector with ω i ∈ [0, 1] and n i=1 ω i = 1, then the picture fuzzy ordered weighted interaction averaging (PFOWIA) operator is defined as:
Theorem 7: Let a i (i = 1, 2, . . . , n) be a collection of picture fuzzy numbers, a σ (i) be the ith largest of them, and ω = (ω 1 , ω 2 , . . . , ω n ) T be the aggregation-associated vector with ω i ∈ [0, 1] and n i=1 ω i = 1, then the aggregated result by using PFOWIA operator is shown as follows:
PFOWIA(a 1 , a 2 , . . . , a n )
The proof of this theorem is similar to Theorem 2. Theorem 8: Let a i =< µ a i , η a i , ν a i > (i = 1, 2, . . . , n) be a collection of picture fuzzy numbers, a σ (i) be the ith largest of them, and ω = (ω 1 , ω 2 , . . . , ω n ) T be the aggregationassociated vector with ω i ∈ [0, 1] and n i=1 ω i = 1, then the aggregated result by using PFOWIA operator is also a picture fuzzy number.
The proof of this theorem is similar to Theorem 3. Theorem 9 (Idempotency): Let a i =< µ a i , η a i , ν a i > (i = 1, 2, . . . , n) be a collection of picture fuzzy numbers, if all a i (i = 1, 2, . . . , n) are equal and a i = (µ a 0 , η a 0 , ν a 0 ) = a 0 for all i = 1, 2, . . . , n, then PFOWIA(a 1 , a 2 , . . . , a n ) = a 0
The proof of this theorem is similar to that of Theorem 4. Then, we have a + ≤ PFOIWA(a 1 , a 2 , . . . , a n ) ≤ a −
The proof of this theorem is similar to that of Theorem 5.
D. PICTURE FUZZY HYBRID ORDERED WEIGHTED INTERACTION AVERAGING OPERATOR
Definition 8: Let a i =< µ a i , η a i , ν a i > (i = 1, 2, . . . , n) be a collection of picture fuzzy numbers, and w = (w 1 , w 2 , . . . , w n ) T be the weight vector of them with w i ∈ [0, 1], i = 1, 2, . . . , n and n i=1 w i = 1, and n be the balancing coefficient which plays a role of balance, then based on the aggregation-associated vector ω = (ω 1 , ω 2 , . . . , ω n ) T such that ω i ∈ [0, 1], i = 1, 2, . . . , n and n i=1 ω i = 1, the picture fuzzy hybrid ordered weighted interaction averaging (PFHOWIA) operator is defined as follows:
where b σ (i) is the ith largest of the picture fuzzy weighted arguments b i = nw i a i (i = 1, 2, . . . , n). Theorem 11: Let a i =< µ a i , η a i , ν a i > (i = 1, 2, . . . , n) be a collection of picture fuzzy numbers, w = (w 1 , w 2 , . . . , w n ) T be the weight vector of them with w i ∈ [0, 1], i = 1, 2, . . . , n and n i=1 w i = 1, n be the balancing coefficient which plays a role of balance and ω = (ω 1 , ω 2 , . . . , ω n ) T be the aggregation-associated vector such that ω i ∈ [0, 1], i = 1, 2, . . . , n and n i=1 ω i = 1, then the aggregated result by using PFHOWIA operator is shown as follows:
PFHOWIA(a 1 , a 2 , . . . , a n )
is the ith largest of the picture fuzzy weighted arguments b i = nw i a i (i = 1, 2, . . . , n).
The proof is similar to that of Theorem 2. Theorem 12: Let a i =< µ a i , η a i , ν a i > (i = 1, 2, . . . , n) be a collection of picture fuzzy numbers, w = (w 1 , w 2 , . . . , w n ) T be the weight vector of them with w i ∈ [0, 1], i = 1, 2, . . . , n and n i=1 w i = 1, n be the balancing coefficient which plays a role of balance and ω = (ω 1 , ω 2 , . . . , ω n ) T be the aggregation-associated vector such that ω i ∈ [0, 1], i = 1, 2, . . . , n and n i=1 ω i = 1, then the aggregated result PFHOWIA(a 1 , a 2 , . . . , a n ) by using the PFHOWIA operator is also a picture fuzzy number. The proof of this theorem is similar to Theorem 3.
IV. AN EXTENDED EDAS METHOD FOR MAGDM PROMLEM UNDER PICTURE FUZZY ENVIRONMENT A. DESCRIPTION OF THE MAGDM PROMLEM UNDER PICTURE FUZZY ENVIRONMENT
For MAGDM problem, let A = {A 1 , A 2 , . . . , A m }(m ≥ 2) be a finite set of feasible alternatives among which experts have to select, C = {C 1 , C 2 , . . . , C n }(n ≥ 2) be a finite set of attributes with which alternative performance is assessed, and DM = {DM 1 , DM 2 , . . . , DM t }(t ≥ 2) be a set of decision makers. Suppose that R k = (r k ij ) m×n is a picture fuzzy decision matrix provided by the kth decision maker, in which r k ij is the assessment on alternative A i ∈ A with respect to the attribute C i ∈ C determined by the kth decision maker. Subsequently, we will develop a new method for solving the MAGDM problem with picture fuzzy information, in which the information about decision makers' weight vector λ = (λ 1 , λ 2 , . . . , λ t ) T is completely unknown and the information about attribute weight vector w = (w 1 , w 2 , . . . , w n ) T is incompletely known.
B. DETERMINE THE WEIGHTS OF DECISION MAKERS
In real life, decision maker often come from different departments, and each decision maker has his unique characteristics with regard to knowledge, skills and experience. The process of determining decision makers' weight plays an important role in obtaining the reasonable result for the MAGDM problem [14] . In the following, we develop a new method to determine the objective weights of decision makers under picture fuzzy environment based on the idea of Dice similarity measure. Dice similarity measure, initially proposed by Dice [46] , is a similarity measure between two vectors. The basic principle of Dice similarity measure is that the more similar their geometrical shape is, the larger the Dice similarity measure of the comparing data is. Since its appearance, it has attracted more and more attention from researchers. Based on the basic principle of Dice similarity measure in [46] , Wei and Gao [47] proposed the following concept of generalized Dice similarity measures for picture fuzzy sets. Definition 9 [47] : Let a j =< µ a j , η a j , ν a j > and b j =< µ b j , η b j , ν b j > be two PFNs. then the Dice similarity measure between a j and b j is defined as:
j=1 (µ a j µ bj +η a j η bj +ν a j ν bj +π a j π bj ) n j=1 (µ 2 aj +η 2 aj +ν 2 aj +π 2 aj )+ n j=1 (µ 2 bj +η 2 bj +ν 2 bj +π 2 bj )
In the following, we adopt the generalized Dice similarity measures for picture fuzzy sets to determine the weights of decision makers:
Step 1: Obtain the individual picture fuzzy decision matrix R k = (r k ij ) m×n .
Step 2: Compute the relative Dice similarity measure matrices E kl = (e kl ij ) m×n , (k = 1, 2, . . . , t, l =  1, 2, . . . , t, k = l) , where e kl ij = D PFS (r k ij , r l ij ) can be calculated by Equation (17) .
Step 3 : Determine the comprehensive similarity measure matrix of the decision makers:
Step 4 : Calculate the weight of decision makers
Obviously, 0 ≤ λ k ≤ 1 and t k=1 λ k = 1.
C. DETERMINE THE WEIGHTS OF ATTRIBUTES
For the situations where the information about the attribute weights is partly known, we establish a linear programming model to determine the attribute weights according to the maximizing deviation method. Let w j be the weight of the attribute C j ∈ C, which satisfies the normalization conditions w j ∈ [0, 1], (j = 1, 2, . . . , n) and n j=1 w j = 1. Let 0 denote the set of all the weight vectors, and 0 = (w 1 , w 2 , . . . w n ) w j ≥ 0, j = 1, 2, . . . , n, n j=1 w j = 1 .
(19)
The incomplete information on the attribute weights provided by the decision-maker can usually be constructed using several basic ranking forms. For a decision making problem that contains incomplete weight information, we consider the five basic ranking forms for the incomplete information on the attribute weights [48] .
• A weak ranking:
where r 1 and 1 are two disjoint subsets of the subscript index set N = {1, 2, . . . , n} for all attributes.
• A strict ranking:
for all j 1 ∈ r 2 and j 2 ∈ 2 } . (21) where δ j1j2 is a constant that satisfies the condition δ j1j2 > 0, r 2 and 2 are two disjoint subsets of the subscript index set N = {1, 2, . . . , n} for all attributes.
• A ranking of difference:
where r 3 , 3 and 3 are three disjoint subsets of the subscript index set N = {1, 2, . . . , n} for all attributes.
• A interval bound:
where δ j1 ≥ 0 and ε j1 ≥ 0 are constants that satisfy the condition 0 ≤ δ j1 ≤ δ j1 + ε j1 ≤ 1, and r 4 is the subset of the subscript index set N = {1, 2, . . . , n}.
• A ratio bound
for all j 1 ∈ r 5 and j 2 ∈ 5 } . (23) where δ j2 is a constant that satisfies the condition 0 ≤ δ l j2 ≤ 1, and r 5 and 5 are two disjoint subsets of the subscript index set N = {1, 2, . . . , n} for all attributes.
Let denote a set of the known information on the attribute weights, and
The maximizing deviation method, initially proposed by Wang [49] , is a useful tool to determine the objective weights of attributes in solving MADM problems. The basic principle of this method is given as follows: if the assessment values of each alternative have little differences under a given attribute, it shows that the attribute plays a small important role in the priority procedure, so it should be assigned a small weight; Otherwise, if an attribute makes the assessment values among all the alternatives have obvious differences, then the attribute should be assigned a big weight [49] . Based on the above analysis, a linear programming model to determine the objective weights of attributes is constructed as follows.
For the given attribute C j ∈ C, the deviation of alternative A i to all the other alternatives can be defined as:
where d(r ij , r kj ) can be calculated by Equation (4).
Since each alternative is non-inferior and there exists no preference relation on all alternatives, then we construct the following expression:
where G j (w) represents the deviation value of all alternatives to other alternatives with regard to the given attribute C j ∈ C. VOLUME 7, 2019 Further, based on the idea of the maximizing deviation method, we construct the following linear programming model (M-1) to calculate the weight vector of the attributes:
Solving the linear programming model (M -1), we can obtain the optimal solution w = (w 1 , w 2 , . . . , w n ) T , which can be used as the objective weight vector of attributes.
D. PROPOSED METHOD FOR MAGDM PROBLEM BASED ON THE IDEA OF EDAS
In the following, a new method is proposed to solve multiattribute group decision making problems in which the weights of decision makers and attributes are unknown based the traditional idea of EDAS method. The procedure of the extended EDAS method for MAGDM problem is described as follows.
Step 1 : Obtain the picture fuzzy decision matrix R k = (r k ij ) m×n , (k = 1, 2, . . . , t) given by the decision makers, r k ij is the evaluation information of the ith alternative with respect to the jth attribute given by kth decision maker.
Step 2 : Determine the weight vector λ = (λ 1 , λ 2 , . . . , λ t ) T of decision makers by Equation (18) .
Step 3 : Calculate the overall picture fuzzy decision matrix R = (r ij ) m×n by the PFIWA operator in Equation (7), where
(λ k r k ij ), i = 1, 2, . . . , m, j = 1, 2, . . . , n (28)
Step 4: Determine the weight vector w = (w 1 , w 2 , . . . , w n ) T of attributes by solving the programming M − 1 based on the overall picture fuzzy decision matrix R = (r ij ) m×n .
Step 5: According to the traditional EDAS method, the average picture fuzzy evaluationã j =< µã j , ηã j , νã j > of jth attribute can be determined by the PFIAA operator in Equation (8), which is shown as follows:
Step 6 : Construct the positive distance matrix PDA = (PDA ij ) m×n and the negative distance matrix NDA = (NDA ij ) m×n . To simplify the calculation process, in what follows, we adopt Equations (30) and (31) to determine the positive distance PDA ij from average solution and the negative distance NDA ij from average solution.
. . , m, j = 1, 2, . . . , n 0, if r ij <r j , i = 1, 2, . . . , m, j = 1, 2, . . . , n
, if r ij <r j , i = 1, 2, . . . , m, j = 1, 2, . . . , n 0, if r ij ≥r j , i = 1, 2, . . . , m, j = 1, 2, . . . , n (31) where s(r ij ) and s(r j ) can be calculated by Equation (2).
Step 7 : Obtain weighted summation of the positive and negative distances from average matrix
Step 8 : Calculate the normalized values of SP i and SN i for all alternatives.
Step 9 : Determine the appraisal scores of all feasible alternatives, which are shown as follows:
Obviously, we have 0 ≤ AS i ≤ 1.
Step 10: Rank all feasible alternatives according to the decreasing values of appraisal score AS i and select the most desirable alternative(s) with the highest AS i .
V. NUMERICAL EXAMPLE AND COMPARISON ANALYSIS A. NUMERICAL EXAMPLE
This example is adopted from reference [14] . It is described as follows: an emergency management center (EMC) wants to select an optimal emergency alternative from four feasible emergency alternatives A i (i = 1, 2, , 3, 4). A committee of three experts, DM k (k = 1, 2, 3), are invited to evaluate the four feasible alternatives and select the most suitable emergency alternative. The weights of the three experts are completely unknown. The attributes for the evaluation of emergency alternative are as follows: (1) C 1 is the emergency forecasting capability; (2) C 2 is the emergency process capability; (3) C 3 is the emergency support capability; (4) C 4 is the after-disaster process capability. The weights of the attribute are partially known, which are described as follows:
In the following, we utilize the proposed approach in Section IV to solve the emergency alternative selection problem.
Step 1: Obtain the picture fuzzy decision matrix R k = (r k ij ) 4×4 (k = 1, 2, 3) given by the decision makers, r k ij is the evaluation information of ith alternative with respect to the jth attribute given by kth decision maker. The picture fuzzy decision matrices are shown in Tables 1-3 . Step 2: Determine the optimal weight vector λ = (λ 1 , λ 2 , λ 3 ) T of decision makers by Equation (18) . λ = (0.34, 0.33, 0.33) T .
Step 3: Calculate the collective picture fuzzy decision matrix R = (r ij ) 4×4 by the PFWIA operator in Equation (7), which is shown in Table 4 .
Step 4: Determine the weights of attributes. For the collective picture fuzzy decision matrix R = (r ij ) 4×4 in Table 4 , we utilize the model (M-1) in Section IV to establish the following single objective linear programming model: Solving this model using software Lingo 9.0, we obtain the weight vector of attributes:
Step 5 : Calculate the average picture fuzzy evaluatioñ r j =< µr j , ηr j , νr j > of jth attribute according to the PFIAA operator in Equation (8) , which is shown as follows: Step 6 : Calculate the positive distance from average and the negative distance from average matrices by Equations (30) and (31) . (32) and (33) . SP 1 = 0.0069, SP 2 = 0.0125, SP 3 = 0.0291, SP 4 = 0;
Step 8 : Calculate the normalized values of SP i and SN i for all alternatives. NSP 1 = 0.2361, NSP 2 = 0.4283, NSP 3 = 1, NSP 4 = 0;
Step 9: Calculated the appraisal scores of all feasible alternatives, which are shown as follows:
AS 1 = 0.2678, AS 2 = 0.5767, AS 3 = 1, AS 4 = 0.
Step 10: Rank all feasible alternatives according to the decreasing values of appraisal score:A 3 A 2 A 1 A 4 . Then, A 3 is the best alternative.
B. COMPARISON ANALYSIS
In this section, to illustrate the practicality and effectiveness of the proposed method, we compare the proposed extended EDAS method with the projection method in [25] and picture fuzzy aggregation operators in [50] for the collective picture fuzzy data in Table 4 . Wei et al. [25] established the projection model of picture fuzzy information to measure the similarity degrees between each alternative and the ideal one in order to select the most desirable one(s). The weighted cosine of the included angle between the feasible alternative and the ideal one is defined as:
Definition 9: Suppose there are m feasible alternative A i = (r i1 , r i2 , . . . , r in )(i = 1, 2, . . . , m) among which experts have to choose. The positive ideal alternative is denoted as A + = (r + 1 , r + 2 , . . . , r + n ), then the projection of each alternative on the positive ideal alternative is defined as follows:
. For the collective the picture fuzzy decision matrix R in Table 4 , we can obtain the positive ideal alternative A + , which is shown as follows: 1, 2, 3, 4 ) on the positive ideal evaluation A + by using Equation (37), the results is shown as follows:
Rank all the feasible alternatives according the values
Then, A 3 is the best alternative. Obviously, the ranks of the four emergency alternatives by the projection method and the proposed method are exactly the same.
To illustrate the validity of the proposed method, we further compare the ranking result of the proposed method in this paper with that of another existing method.
To aggregate picture fuzzy information, Grag [50] proposed some picture aggregation operators, namely picture fuzzy weighted averaging (PFWA) operator, picture fuzzy ordered weighted averaging (PFOWA) operator and picture fuzzy hybrid ordered weighted averaging (PFHOWA) operator. For the collective the picture fuzzy decision matrix R in Table 4 , we can calculate the overall evaluation value of all alternatives by using the following picture fuzzy weighted averaging (PFWA) operator in [50] :
PFWA(a 1 , a 2 , . . . , a n )
The overall results of alternative A i (i = 1, 2, 3, 4) are shown as follows: The score values of alternatives are given as follows: 
Then we have A 3
A 2 A 1 A 4 , and A 3 is the best alternative. The score values S(A i ) of alternatives A i (i = 1, 2, 3, 4) and ranking results are shown in Table 5 .
As we can see from Table 5 , the ranks of the four emergency alternatives by the existing two methods and the proposed method are exactly the same, and the evaluation results show that A 3 is the best emergency alternative, and A 4 is the worst. The comparison results demonstrate the effectiveness and reliability of the proposed approach. Moreover, by considering both the positive distance from the average solution and negative distance from the average solution at the same time under picture fuzzy environment, the method proposed in this paper can accurately reflect the reality.
VI. CONCLUSION
Many practical problems are often characterized by MAGDM. Because of lack of knowledge or data, and the decision makers' limited expertise about the problem domain, the attribute values provided by decision makers often take the form of picture fuzzy information. In this paper, a new method is proposed to solve MAGDM under picture fuzzy environment, in which the information about the weights of attributes is partly known and the weights of decision makers is completely unknown. The proposed method involves four main steps: (1) Some picture fuzzy interaction operators are presented, such as the PFWIA operator, the PFOWIA operator and the PFHOWIA operator. Simultaneously, some desirable properties of these operators are discussed in detail.
(2) Determine the weights of decision makers under picture fuzzy setting based on the idea of the Dice similarity measure.
(3) Establish an optimization model to determine the attribute weights on the basis of the maximizing deviation method. (4) Extend the traditional EDAS method to picture fuzzy environment and rank all alternatives. At the end of this paper, we give an example of practical application of the developed method to select the most desirable emergency alternative, and compare the proposed method with two existing methods. The comparison results demonstrate the effectiveness and practicality of the proposed approach.
The prominent characteristics of the developed method are that it can provide more reasonable and robust ranking results. Above all, it is simpler and more convenient to use in practical applications and it can be performed on computer easily. In future research, we will focus on the applications of the proposed method and extend it to picture fuzzy linguistic environment. 
