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Hohenberg-Mermin-Wagner type theorems for equilibrium models of flocking
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We study a class of two-dimensional models of classical hard-core particles with Vicsek-type
“exchange interaction” that aligns the directions of motion of nearby particles. By extending
the Hohenberg-Mermin-Wagner theorem for the absence of spontaneous magnetization and the
McBryan-Spencer bound for correlation functions, we prove that the models do not spontaneously
break the rotational symmetry in their equilibrium states at any nonzero temperature. This implies
that the origin of the spontaneous symmetry breaking in Vicsek type models must be sought in the
absence of detailed balance condition.
There is a 18.5 minutes video on YouTube in which I discuss the background, motivation, and
main results of the present paper: https://youtu.be/CD0WEkNl9XA
PACS numbers: 05.20.-y, 05.70.Fh, 02.30.-f
Introduction.—Idealized theoretical models of flock-
ing, the formation of clusters of collectively moving self-
propelled elements (such as birds), have recently been
attracting considerable interest from physics community
[1–6]. Such models are important not only because they
shed light on the biological nature of flocking, but also be-
cause they may lead to novel universality classes in statis-
tical physics. A prototypical model, known as the Vicsek
model, in which nearby self-propelled elements tend to
align the directions of motion with each other, was stud-
ied numerically in the pioneering work of Vicsek, Cziro´k,
Ben-Jacob, Cohen, and Shochet [7]. It was soon realized
through intensive studies of the corresponding continuum
dynamical model by Toner, Tu, and Ramaswamy [8–11]
that Vicsek-type models may exhibit spontaneous break-
ing of the rotational symmetry in two or higher dimen-
sions. See Fig. 6b of [5] or Fig. 4a of [6] for a definitive
numerical evidence for the existence of spontaneous sym-
metry breaking in the Vicsek model. The ordered phases
were observed experimentally in biological systems (with
nematic order) [12, 13] and found numerically in granular
systems (with ferromagnetic order) [14–17].
The spontaneous breakdown of the rotational symme-
try in a two-dimensional model is in an apparent con-
tradiction with the well known fact, proved first by Ho-
henberg for quantum particle systems [18] and by Mer-
min and Wagner for quantum spin systems [19], that a
two-dimensional system in thermal equilibrium does not
spontaneously break continuous symmetry. This fact has
been proven in various models of classical and quantum
statistical mechanics. See, e.g., [20–22].
There is of course no true contradiction here since these
theorems do not apply to the steady state of the Vicsek
model, which is not a thermal equilibrium state. Nev-
ertheless it is natural to ask which physical mechanism
is relevant for the violation of the Hohenberg-Mermin-
Wagner type theorems. A common informal explanation
is that the motion of self-propelled elements generates ef-
fectively long-ranged interaction between the directions
of motion of particles, thus violating an essential condi-
tion for Hohenberg-Mermin-Wagner type theorems. In a
more sophisticated discussion one focuses on the coupling
between the fluctuation of the order parameter (i.e., the
direction of the collective motion) and the macroscopic
flow of the elements. See section 3.3 of [4].
Such arguments lead us to ask whether a Vicsek type
model with detailed-balance dynamics can exhibit spon-
taneous breaking of the rotational symmetry in its steady
state, namely, the thermal equilibrium state. In fact
some Hamiltonian models of flocking were studied, and it
was reported that behaviors similar to the Vicsek model
were observed [23–25].
In the present paper we study a class of systems
of hard-core particles in two dimensions with Vicsek-
type “exchange interaction” that aligns the directions
of motion of nearby particles. By proving analogues of
the Hohenberg-Mermin-Wagner theorem [18, 19] and the
McBryan-Spencer bound for correlations [20], we rigor-
ously establish that the models do not break the rota-
tional symmetry of the velocities in their equilibrium
states. We thus conclude that the mobility of particles in
Vicsek type models is not sufficient to explain the emer-
gence of spontaneous symmetry breaking.
It should be clear that the original proof of Mermin and
Wagner [19], which relies on the Fourier transformation
on the regular lattice, cannot be extended to our models.
We here make use of the method of complex translation
introduced by McBryan and Spencer [20], which allows
us to cover a wide range of models. Our theorems readily
extend to Hamiltonian flock models with extra “spins” as
in [23–25] provided that the particle-particle interaction
has a hard-core.
The model and main results .—We study a classical sys-
tem of N identical particles in the square region [0, L]2
with periodic boundary conditions. For r, r′ ∈ [0, L]2,
we denote by |r − r′| the Euclidean distance that takes
into account the boundary conditions. We denote the po-
sitions and velocities of the particles as rj ∈ [0, L]
2 and
2vj ∈ R
2, respectively, where j = 1, . . . , N is the label
for particles. Our model is described by the Hamiltonian
H = Hp+Hv. The Hamiltonian for particles is standard,
and is given by
Hp =
N∑
j=1
ǫ(|vj |) +
N∑
j,k=1
(j<k)
u(rj , rk), (1)
where ǫ(v) is an arbitrary one-particle kinetic energy.
One usually sets ǫ(v) = mv2/2, but can take a function
that has a sharp minimum at certain v0 to mimic the
constant speed setting in the Vicsek model. The two-
body potential u(r, r′) satisfies the hard-core condition,
u(r, r′) =∞ if |r − r′| < a0, and is arbitrary otherwise.
We only consider particle number N such that configura-
tions with
∑
j<k u(rj , rk) <∞ exist. The exotic Hamil-
tonian that depends on the directions of the velocities is
given by
Hv = −
N∑
j,k=1
(j<k)
J(rj , rk)
vj
|vj |
·
vk
|vk|
− h
N∑
j=1
vxj
|vj |
. (2)
The first term represents the Vicsek-type “exchange
interaction”. We assume that |J(r, r′)| ≤ J0, and
J(r, r′) = 0 if |r − r′| > a1. The second term in (2)
is included to test for possible spontaneous symmetry
breaking of the rotational symmetry, and h ≥ 0 is the
symmetry breaking field. One has h = 0 in the standard
setting. The constants J0, a0, and a1 (where we assume
a0 < a1) are fixed throughout the paper.
The equilibrium state of the model at inverse temper-
ature β > 0 is described by the expectation
〈· · · 〉β,h = Z
−1
β,h
∫
dR dV (· · · ) e−βH , (3)
where the partition function Zβ,h is determined from the
normalization condition 〈1〉β,h = 1. We wrote dR =∏N
j=1 d
2
rj and dV =
∏N
j=1 d
2
vj .
Although the original problem (of classical dynamics)
is not rotationally invariant because of the geometry of
the region and possible anisotropy in u and J , the equi-
librium expectation (3) is completely invariant under a
uniform rotation of all the velocities. This is a peculiar
feature of classical equilibrium statistical mechanics. We
are interested in possible spontaneous breaking of this
rotational symmetry.
Our first result is the following extension of the
Hohenberg-Mermin-Wagner theorem.
Theorem 1 .—For any 0 < β <∞ one has
lim
h↓0
lim
L↑∞
1
N
N∑
j=1
〈vxj 〉β,h = 0, (4)
where the particle number N may depend in an arbitrary
manner on the system size L (although it is most natural
to fix N/L2 constant).
Since the symmetry breaking field h > 0 forces 〈vxj 〉β,h
to be positive, (4) establishes that the equilibrium state
does not spontaneously break the rotational symmetry.
Recall that the order of the limits in (4) is essential; one
trivially has limh↓0〈v
x
j 〉β,h = 0 for any finite L by conti-
nuity.
Let us turn to a more standard setting with h = 0, and
define the correlation function for the directions of the
velocities of two particles by the conditional expectation
Cℓ(β) =
〈
vj
|vj |
· vk|vk| χ
ℓ
j,k
〉
β,0
〈χℓj,k〉β,0
, (5)
for any j 6= k, where the characteristic function
χℓj,k =
{
1 if |rj | ≤ a0/2 and |rk − (ℓ, 0)| ≤ a0/2,
0 otherwise.
(6)
selects configurations in which the particles j and k are
near the origin and (ℓ, 0), respectively. Then we prove the
following extension of the McBryan-Spencer inequality.
Theorem 2 .—For any 0 < β < ∞ and a1 ≤ ℓ ≤ L/2,
one has
|Cℓ(β)| ≤
( ℓ
a0
)−η
, (7)
with a positive constant η that depends only on β, J0,
a0, and a1. (See (31) and (32).) There is no restriction
on the particle number N .
Recall that the correlation function Cℓ(β) should de-
cay exponentially in ℓ when β is sufficiently small. (The
exponential decay can be proved by invoking suitable ex-
pansion techniques.) When the system becomes ordered
(as in the two-dimensional Ising model at low tempera-
tures) the correlation function at h = 0 does not decay to
zero, exhibiting long-range order. The bound (7) estab-
lishes that, at any nonzero temperature, the correlation
function Cℓ(β) decays at least by a power law, and hence
never exhibits long-range order. The bound is consis-
tent with the expectation that the model undergoes a
Berezinskii-Kosterlitz-Thouless type phase transition at
a low temperature.
We shall prove (7) by using the complex translation
method of McBryan and Spencer [20], along with its sim-
plification by Picco [26]. The Hohenber-Mermin-Wagner
type result (4) can be proved by using essentially the
same techniques, as was first noted in [22].
Proof of (7).—Let us write vj = vj(cos θj , sin θj) with
vj ∈ [0,∞) and θj ∈ [0, 2π). The velocity-dependent
Hamiltonian (2) is written as
Hv = −
∑
j<k
J(rj , rk) cos(θj − θk)− h
∑
j
cos θj . (8)
3It is also crucial to note that Hp is independent of θj.
Let h = 0. We shall prove (7) by setting j = 1 and
k = 2 without losing generality. Noting that the ex-
pectation value is invariant under θj → −θj for all j,
we see that
〈
v1
|v1|
· v2|v2| χ
ℓ
1,2
〉
β,0
= 〈cos(θ1 − θ2)χ
ℓ
1,2〉β,0 =
〈ei(θ1−θ2) χℓ1,2〉β,0. We then note that
〈ei(θ1−θ2) χℓ1,2〉β,0 = Z
−1
β,0
∫
dR dV e−βHpχℓ1,2 Y1,2(R),
(9)
where dV =
∏N
j=1 dvj vj and R = (r1, . . . , rN ). We have
defined
Y1,2(R) =
∫
dΘ ei(θ1−θ2)+
∑
j<k
J˜j,k cos(θj−θk), (10)
where dΘ =
∏N
j=1 dθj and J˜j,k = βJ(rj , rk). We un-
derstand that Y1,2(R) is defined only for R such that∑
j<k u(rj , rk) <∞ and χ
ℓ
1,2 = 1.
For a fixed configuration R, we choose ϕj ∈ R for
each j and make the substitution θj → θj + iϕj in
the integral (10). The integral is unchanged since con-
tributions from the lateral contours cancel due to the
2π periodicity of the integrand. Recalling the identity
cos(θ + iϕ) = cos θ coshϕ− i sin θ sinhϕ, we see that
Y1,2(R) = e
−ϕ1+ϕ2
∫
dΘ eiA+
∑
j<k
J˜j,k cos(θj−θk) cosh(ϕj−ϕk),
(11)
where A = θ1− θ2−
∑
j<k J˜j,k sin(θj − θk) sinh(ϕj −ϕk)
is a real quantity. We can then bound |Y1,2(R)| as
|Y1,2(R)| ≤ e
−ϕ1+ϕ2
∫
dΘ e
∑
j<k J˜j,k cos(θj−θk) cosh(ϕj−ϕk)
≤ e−ϕ1+ϕ2+
∑
j<k
|J˜j,k| {cosh(ϕj−ϕk)−1} Y0(R)
(12)
with
Y0(R) =
∫
dΘ e
∑
j<k J˜j,k cos(θj−θk). (13)
To get the second inequality in (12), we noted that
cos θ coshϕ = cos θ{coshϕ−1}+cosθ, and used | cos θ| ≤
1.
Following [26], we set ϕj = 2η log{ℓ/(|rj−r1|+a0)} if
|rj − r1| ≤ ℓ− a0 and ϕj = 0 if |rj − r1| ≥ ℓ− a0. Note
that ϕ1 = 2η log(ℓ/a0) > 0 and ϕ2 = 0 since χ
ℓ
1,2 = 1.
We shall show below that the constant η can be chosen
so that the inequality
∑
j<k
|J˜j,k| {cosh(ϕj − ϕk)− 1} ≤ η log
ℓ
a0
(14)
holds. Then (12) implies |Y1,2(R)| ≤ (ℓ/a0)
−η Y0(R).
Noting that
〈χ1,2〉β,0 = Z
−1
β,0
∫
dR dV e−βHpχ1,2 Y0(R), (15)
we see from (5) and (9) that
|Cℓ(β)| =
∣∣∫ dR ∫ dV e−βHpχℓ1,2 Y1,2(R)∣∣∫
dR
∫
dV e−βHpχℓ1,2 Y0(R)
≤
( ℓ
a0
)−η
,
(16)
which is the desired McBryan-Spencer bound (7).
Proof of (4).—As was noted in section 4.4.3 of [22], the
Hohenberg-Mermin-Wagner type theorem (4) can also be
proved by using the complex translation method.
Let h > 0. Again by symmetry one has 〈vx1 〉β,h =
〈vx1 + iv
y
1 〉β,h = 〈v1e
iθ1〉β,h. As in (9), we have
〈vx1 〉β,h = Z
−1
β,h
∫
dR dV v1 e
−βHp X1(R), (17)
with
X1(R) =
∫
dΘ eiθ1+
∑
j<k J˜j,k cos(θj−θk)+βh
∑
j cos θj .
(18)
By using the same complex translation, we can prove
that
|X1(R)| ≤e
−ϕ1+
∑
j<k
|J˜j,k| {cosh(ϕj−ϕk)−1}+βh
∑
j
(coshϕj−1)
×X0(R), (19)
where
X0(R) =
∫
dΘ e
∑
j<k J˜j,k cos(θj−θk)+βh
∑
j
cos θj . (20)
Let us denote by Γη(ℓ) the maximum possible value of
βh
∑
j(coshϕj−1) for the same choice of ϕj as above. We
only need to know that Γη(ℓ) is finite and independent
of the system size L (provided that ℓ < L/2). Then (17)
and (19), with (14), imply
lim
L↑∞
∣∣〈vx1〉β,h∣∣ ≤ e−η log(ℓ/a0)+βhΓℓ(η) lim
L↑∞
〈|v1|〉β,h (21)
for any h > 0 and ℓ. This means that for any h such that
0 < h ≤
1
2
1
βΓη(ℓ)
η log
ℓ
a0
, (22)
one has
lim
L↑∞
∣∣〈vx1〉β,h∣∣ ≤ e−(η/2) log(ℓ/a0) lim
L↑∞
〈|v1|〉β,h. (23)
By letting ℓ ↑ ∞ (which, with (22), forces us to let h ↓ 0),
and recalling that the particles are identical, we get the
desired (4).
Proof of (14).—It remains to prove (14). Our strategy
is to consider the “worst configurations” allowed for hard-
core particles, and over-estimate the sum in (14). We use
the hard-core condition only in this estimate.
Let us set r1 = (0, 0) for simplicity. A rough estimate
of the left-hand side of (14) is obtained by approximating
4cosh(ϕj −ϕk)−1 by (ϕj −ϕk)
2/2, and by evaluating the
sum as∑
j<k
(ϕj − ϕk)
2 ∼
∫
d2r|∇ϕ(r)|2 ∼
∫
|r|≤ℓ
d2r
(|r|+ a0)2
∼ log(ℓ/a0). (24)
Our task is to make this estimate into a rigorous bound.
It is tedious but is only technical.
For any rj , rk with |rj | ≤ ℓ − a0 and |rj − rk| ≤ a1,
we see that
|ϕj − ϕk| ≤ 2η
∣∣∣∣log |rk|+ a0|rj |+ a0
∣∣∣∣ ≤ 2η log |rj |+ a1 + a0|rj |+ a0
= 2η log
(
1 +
a1
|rj |+ a0
)
≤
2η a1
|rj |+ a0
. (25)
It holds that coshx− 1 ≤ (coshx0 − 1)(x/x0)
2 for any x
such that |x| ≤ x0. Since we have |ϕj − ϕk| ≤ 2ηa1/a0
from (25), we find
cosh(ϕj − ϕk)− 1 ≤ ζ0
{ a0
2ηa1
(ϕj − ϕk)
}2
≤ ζ0
( a0
|rj |+ a0
)2
, (26)
where we again used (25) and set ζ0 = cosh(2ηa1/a0)−1.
For a fixed rj such that |rj | ≤ ℓ − a0, we thus have∑
k
|J˜j,k| {cosh(ϕj − ϕk)− 1}
≤
(a1 + 2a0
a0
)2
βJ0ζ0
( a0
|rj |+ a0
)2
, (27)
where we anticipated the worst case where the particle
at rj are closely surrounded by other particles within the
radius a1 and bounded the magnitude of the interaction
by J0. We therefore find that∑
j<k
|J˜j,k| {cosh(ϕj − ϕk)− 1}
≤
(a1 + 2a0
a0
)2
βJ0ζ0
n∑
j=1
( a0
|rj |+ a0
)2
, (28)
where r1 = (0, 0), and other particles are closely packed
in the sphere of radius ℓ−a0. The sum is clearly bounded
by an integral as
n∑
j=1
( a0
|rj |+ a0
)2
≤
C′
(a0)2
∫
|r|≤ℓ
d2r
( a0
|r|+ a0
)2
≤ C log
ℓ
a0
, (29)
where C′ and C are numerical constants. We thus get
from (28) that∑
j<k
|J˜j,k| {cosh(ϕj − ϕk)− 1}
≤ CβJ0
(a1 + 2a0
a0
)2{
cosh
(2ηa1
a0
)
− 1
}
log
ℓ
a0
(30)
By choosing η as a unique positive solution of
η = CβJ0
(a1 + 2a0
a0
)2{
cosh
(2ηa1
a0
)
− 1
}
, (31)
we get the desired (14). Note that the solution always
exists, and behaves as
η ≃
{
2CβJ0
(a1 + 2a0)
2(a1)
2
(a0)4
}−1
, (32)
when β is sufficiently large so that η ≪ a0/a1 and
cosh(2ηa1/a0)− 1 ≃ (2ηa1/a0)
2/2.
Discussion.—We have proved that a class of two-
dimensional particle systems with Vicsek-type “exchange
interaction” never exhibits spontaneous breakdown of the
rotational symmetry. The conclusion is natural if one
notices that, for each fixed particle configuration, the
statistical behavior of the directions of the velocities is
described by an effective XY spin system on a random
network formed by particles. This observation indeed
played a key role in our proof.
Our conclusion implies that the origin of the sponta-
neous symmetry breaking in the Vicsek and related mod-
els must be sought in the absence of the detailed balance
condition. It is an interesting problem to understand
what type of violation of detailed balance in microscopic
dynamics leads to spontaneous symmetry breaking or,
almost equivalently, to continuum dynamics as in [8–11].
Our theorems readily extend to a more general class
of models with hard-core interactions, short-ranged ex-
change interactions, and global rotational symmetry for
the velocities. Rigorously speaking, our theorems do not
cover the Hamiltonian flock models studied in [23–25]
since they do not satisfy the hard-core condition. As
is clear from our proof, however, the same conclusions
should hold provided that particles do not exhibit patho-
logical condensation. It is likely that the apparent mag-
netic order observed numerically in [24, 25] is a mani-
festation of quasi long-range order characteristic in the
Berezinskii-Kosterlitz-Thouless phase. We also note that
the theorems can easily be extended to models in which
the exchange interaction −J(rj , rk)
vj
|vj |
· vk|vk| in (2) is re-
placed by the nematic interaction −J(rj , rk)(
vj
|vj |
· vk|vk| )
2.
(In Theorem 1 we should also replace the magnetic field
term by −h{(vxj )
2− (vyj )
2}/|vj|
2 = −h cos 2θj and exam-
ine the expectation value 〈ei2θj 〉β,h.)
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