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Abstract
The aim of this paper is to employ variational techniques and critical point theory to prove some sufficient
conditions for the existence of multiple positive solutions to a nonlinear second order dynamic equation with
homogeneous Dirichlet boundary conditions.
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1. Introduction
This paper is devoted to prove the existence of multiple positive solutions to the following
second order dynamic equation with homogeneous Dirichlet boundary conditions:
(P )
{−uΔΔ(t) = f (t, uσ (t)); t ∈ J ∩Tκ2,
u(a) = 0 = u(b),
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J :=
{ [a, b) ∩T; if a < σ(a),
(a, b) ∩T; if a = σ(a),
with T ⊂ R an arbitrary bounded time scale such that minT = a and maxT = b and f :J ×
R → R satisfies the following conditions:
(H1) (i) For all p ∈ [0,+∞), f (·, x) ∈ Crd(J ) uniformly at x ∈ [0,p], that is:
If t ∈ J is right-dense, then, for every  > 0, there exists δ > 0 such that∣∣f (t ′, x) − f (t, x)∣∣<  for all t ′ ∈ (t − δ, t + δ) ∩T and x ∈ [0, r];
else if t ∈ J is left-dense, then, there exists lt : [0, r] → R such that for every  > 0,
there exists δ > 0 such that∣∣f (t ′, x) − lt (x)∣∣<  for all t ′ ∈ (t − δ, t) ∩T and x ∈ [0, r].
(ii) For each c, d ∈ J , f (t, ·) ∈ C([0,+∞)) uniformly at t ∈ [c, d] ∩ T, that is, for every
x  0 and  > 0, there exists δ > 0 such that if x′ ∈ (x − δ, x + δ) and x′  0, then,∣∣f (t, x) − f (t, x′)∣∣<  for all t ∈ [c, d] ∩T.
(iii) If J is not compact on T, then, for every p > 0, there exists mp ∈ L1Δ([a, b)∩T) such
that ∣∣f (t, x)∣∣mp(t) for all (t, x) ∈ J × [0,p].
(H2) For every t ∈ J , f (t,0) > 0.
We will say that u :T→ R is a solution to problem (P ) provided that
u ∈ C2rd(J ) =
{
u ∈ C(T): uΔ ∈ C(J ∩Tκ), uΔΔ ∈ Crd(J ∩Tκ2)}
and it satisfies both the equalities on (P ).
Note that if J is compact on T, then, conditions (i) and (ii) in (H1) guarantee that for every
p > 0, f is uniformly bounded on J × [0,p]; moreover, condition (H1) allows that for every
x ∈ [0,+∞), f (·, x) may be singular at the endpoints of T whenever they are dense.
The aim of this paper is to use variational techniques and critical point theory to derive the
existence of multiple positive solutions to (P ); we refer the reader to [5] for a broad introduction
to dynamic equations on time scales and to [8] for variational methods.
For this purpose, we use several properties of Sobolev’s spaces on time scales proved in [1,2]
which will be presented in Section 2. In Section 3 we prove that the positive solutions to (P )
match up to the critical points of a suitable operator. This result allows to prove in Sections 4
and 5 some sufficient conditions for the existence of at least one and two positive solutions to
(P ) respectively. For the particular choices T = [0, T + 1] ∩ N in [3] and T = [0,1] in [4] the
authors proved the existence of multiple positive solutions to (P ) by using similar arguments and
by assuming other conditions.
2. Preliminaries
In this section, we set out some results proved in [1] about Sobolev’s spaces on time scales.
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that for which the Fundamental Theorem of Calculus for Lebesgue Δ-integrable functions holds,
[6, Theorem 4.1].
For every t1, t2 ∈ T such that t1 < t2 and for every f ∈ L1Δ([t1, t2) ∩T) we denote as
t2∫
t1
f (s)Δs =
∫
[t1,t2)∩T
f (s)Δs.
We consider the space
C10,rd
(
T
κ
) := {f :T→ R: f ∈ C1rd(Tκ), f (a) = 0 = f (b)}
where C1rd(T
κ) is the set of all continuous functions on T such that they are Δ-differentiable
on Tκ and their Δ-derivatives are rd-continuous on Tκ and the Sobolev’s spaces
H 1Δ(T) :=
{
v :T→ R: v ∈ AC(T), vΔ ∈ L2Δ
([a, b) ∩T)} (2.1)
and
H := {v :T →R: v ∈ H 1Δ(T), v(a) = 0 = v(b)}; (2.2)
the set H is endowed with the structure of Hilbert space together with the inner product
(·,·)H :H × H →R given for every (v,w) ∈ H × H by
(v,w)H :=
(
vΔ,wΔ
)
L2Δ
:=
b∫
a
vΔ(s) · wΔ(s)Δs; (2.3)
these spaces satisfy the following properties:
Proposition 2.1. [1, Theorem 3.1] Suppose that u,g ∈ L2Δ([a, b)∩T) satisfy the following equal-
ity:
b∫
a
(
u · ϕΔ)(s) Δs = −
b∫
a
(
g · ϕσ )(s)Δs for all ϕ ∈ C10,rd(Tκ).
Then, there exists a unique function x ∈ H 1Δ(T) such that
x = u and xΔ = g Δ-a.e. on [a, b) ∩T.
Moreover, if g ∈ Crd(J ), then, there exists a unique function x ∈ C1rd(J ∩Tκ) such that
x = u Δ-a.e. on [a, b) ∩T and xΔ = g on J ∩Tκ .
Proposition 2.2. [1, Proposition 3.2] The immersion H 1Δ(T) ↪→ C(T) is compact.
Proposition 2.3. [2, Corollary 3.2] If u ∈ H , then, the Wirtinger-type inequality
b∫ (
uσ
)2
(t)Δt  1
λ1
b∫ (
uΔ
)2
(t)Δta a
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u(a) = 0 = u(b).
3. Variational formulation of (P )
In this section we describe a variational framework which we will use in the following sections
to deduce the existence of positive solutions to (P ).
Firstly, we prove that for every λ ∈ (0,1] fixed, a sufficient condition for the existence of a
positive solution to
(Pλ)
{−uΔΔ(t) = λf (t, uσ (t)); t ∈ J ∩Tκ2,
u(a) = 0 = u(b),
is the existence of a solution to(
P+λ
) {−uΔΔ(t) = λf (t, (u+)σ (t)); t ∈ J ∩Tκ2,
u(a) = 0 = u(b),
where v+ := max{v,0}; we denote as (P+) = (P+1 ).
Lemma 3.1. Suppose that (H1) and (H2) hold. Let λ ∈ (0,1] and u :T → R. If u is a solution
to problem (P+λ ), then, u is non-negative on T and u > 0 on (a, b) ∩ T and hence, it is also a
solution to problem (Pλ).
Proof. Let u be a solution to (P+λ ), since u ∈ C2rd(J ), we know that u− := max{−u,0} is an
absolutely continuous function on T and so, the Fundamental Theorem of Calculus ensures the
existence of a set E ⊂ [a, b) ∩ T such that μΔ(([a, b) ∩ T)\E) = 0 and u− is Δ-differentiable
on E.
It is not difficult to see that the inequality[
(u−)Δ + uΔ] · (u−)Δ  0, on E
is valid; thus by integrating it, we obtain
b∫
a
(
(u−)Δ
)2
(s)Δs −
∫
E
(u−)Δ(s) · uΔ(s)Δs  ∥∥(u−)Δ∥∥
L1Δ
· ∥∥uΔ∥∥
C(Tκ )
whence it follows that u− ∈ H and
‖u−‖2H −
b∫
a
(u−)Δ(s) · uΔ(s)Δs = −(u,u−)H . (3.1)
Moreover, because u is a solution to (P+λ ), as a result of the integration by parts formula,
hypothesis (H2) and inequality (3.1), we have
0 =
ρ(b)∫ [
uΔΔ(s) + λf (s, (u+)σ (s))] · (u−)σ (s)Δs
a
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b∫
a
uΔ(s) · (u−)Δ(s)Δs + λ
b∫
a
f (s,0) · (u−)σ (s)Δs
−(u,u−)H  ‖u−‖2H ,
which implies that u 0 on T.
Finally, as a straightforward consequence of (H2), one can derive that u > 0 on (a, b)∩T, and
the proof is therefore complete. 
We define the functional Φ :H →R, with H given in (2.2), as
Φ(v) :=
b∫
a
[
1
2
(
vΔ(s)
)2 − F (s, (v+)σ (s))+ f (s,0) · (v−)σ (s)]Δs, v ∈ H, (3.2)
where the function F :J × [0,+∞) → R is given for every (t, x) ∈ J × [0,+∞) by
F(t, x) :=
x∫
0
f (t, r) dr. (3.3)
One can deduce, from the properties of H , the following regularity properties of Φ which
allow to assert that the solutions to (P+) are precisely the critical points of Φ .
Lemma 3.2. Assume that (H1) is satisfied. Then, the following statements are valid:
(1) Φ is weakly lower semi-continuous, that is, if {vm}m∈N is a sequence in H which converges
weakly in H to v ∈ H , then,
Φ(v) lim inf
m→+∞Φ(vm).
(2) Φ is continuously differentiable in H with
Φ ′(v)(w) =
b∫
a
[
vΔ(s) · wΔ(s) − f (s, (v+)σ (s)) · wσ (s)]Δs, (3.4)
for every v,w ∈ H .
Moreover, the operators J1, J2 : H → H ∗ defined as
J1(v)(w) :=
b∫
a
vΔ(s) · wΔ(s)Δs =: (v,w)H (3.5)
and
J2(v)(w) :=
b∫
a
f
(
s, (v+)σ (s)
) · wσ (s)Δs, (3.6)
for every v,w ∈ H , satisfy that J1 is an isomorphism and J2 is compact.
(3) The solutions to (P+) match up to the critical points of Φ .
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the compactness condition of Cerami which ensures the existence of a critical point of Φ , see [7]:
(C) Every sequence {vm}m∈N ⊂ H such that the following conditions hold:
(i) {Φ(vm)}m∈N is bounded,
(ii) limm→+∞[(1 + ‖vm‖H )‖Φ ′(vm)‖H ∗ ] = 0,
has a subsequence which converges strongly in H .
The following result guarantees that it suffices to show that {vm}m∈N is bounded when verify-
ing both previous conditions.
Lemma 3.3. Suppose (H1). If {vm}m∈N is a bounded sequence in H such that {Φ ′(vm)}m∈N
converges strongly in H ∗ to zero, then {vm}m∈N has a subsequence which converges strongly
in H .
Proof. Let J1 and J2 be the operators defined in (3.5) and (3.6) respectively. By (3.4) we know
that Φ ′(v) = J1(v) − J2(v) for all v ∈ H , as J1 is an isomorphism, it is equivalent to
v = J−11
(
Φ ′(v)
)+ J−11 (J2(v)) for all v ∈ H. (3.7)
Let {vm}m∈N be a bounded sequence in H such that {Φ ′(vm)}m∈N converges strongly in H ∗
to zero; because of J2 is compact, there exists a subsequence {vmk }k∈N such that {J2(vmk )}k∈N
converges strongly in H ∗. Therefore, continuity of J−11 and (3.7) lead to the desired result. 
Next, we prove that by assuming (H2), in order to verify (C), we will only need to check that
{v+m}m∈N is bounded whenever (i) and (ii) are valid.
Lemma 3.4. Assume (H1) and (H2). If {vm}m∈N is a sequence in H such that {Φ ′(vm)}m∈N
converges strongly in H ∗ to zero, then {v−m}m∈N converges strongly in H to zero.
Proof. Let {vm}m∈N be a sequence in H such that {Φ ′(vm)}m∈N converges strongly in H ∗ to
zero; by using the same arguments to prove inequality (3.1) and taking into account (H2) and
(3.4), we achieve for every m ∈N,
∥∥v−m∥∥2H −
b∫
a
vΔm(s) ·
(
v−m
)Δ
(s)Δs
−
b∫
a
[
vΔm(s) ·
(
v−m
)Δ
(s) − f (s, (v+m)σ (s)) · (v−m)σ (s)]Δs
= −Φ ′(vm)
(
v−m
)

∥∥Φ ′(vm)∥∥H ∗ · ∥∥v−m∥∥H ,
which implies that {v−m}m∈N converges strongly in H to zero. 
4. Existence of at least one positive solution
We will prove, by using the variational framework introduced in the previous section, two
results which guarantee the existence of at least one positive solution to problem (P ). In the first
one, we assume the following condition.
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to (Pλ) which is positive on (a, b) ∩T, then, ‖u‖H 
= M .
Theorem 4.1. Assume (H1) to (H3). Then, problem (P ) has at least one positive solution on
(a, b) ∩T.
Proof. We will show that Φ assumes its infimum on B := {v ∈ H : ‖v‖H M} at some point
v0 ∈ ˚B , which is then a local minimizer of Φ and so, by Lemma 3.1 and statement (3) in
Lemma 3.2, it is a solution to (P ) which is positive on (a, b) ∩T.
It follows from (H1) that infΦ(B) > −∞. Let {vm}m∈N be a minimizing sequence; one may
assume, passing to a subsequence, that {vm}m∈N converges weakly in H to some v0 ∈ B . There-
fore, it follows from the fact that Φ is weakly lower semi-continuous that
Φ(v0) lim inf
m→+∞Φ(vm) = limm→+∞Φ(vm) = infv∈B Φ(v)
and so, Φ(v0) = infv∈B Φ(v).
Suppose that v0 ∈ ∂B , thus, it is also a minimizer of Φ|∂B and so, the gradient of Φ at v0
points in the direction of the inward normal to ∂B , that is, Φ ′(v0) = −μv0 for some μ  0.
Consequently, v0 is a solution to (P+λ ) with λ = 11+μ ∈ (0,1] and ‖v0‖H = M , contrary to (H3).
Thus it is that, v0 ∈ ˚B . 
Let λ1 > 0 be given in Proposition 2.3 and let G :J × [0,+∞) → R be defined for every
(t, x) ∈ J × [0,+∞) as
G(t, x) := F(t, x) − 1
2
xf (t, x), (4.1)
the non-quadratic part of function F defined in (3.3).
In our next result, we will see that the following behaviors of f at infinity are sufficient
conditions for the existence of at least one positive solution to (P ).
(H4) Non-resonance below λ1, that is, there are constants C1,K1 > 0 such that
f (t, x)E1x + C1, for every (t, x) ∈ J × [K1,+∞),
for some E1 < λ1.
(H5) Resonance, that is,
lim
x→+∞
f (t, x)
x
= λ1, uniformly at t ∈ J.
(H6) There are constants C2,K2 > 0 such that
G(t, x) C2, for every (t, x) ∈ J × [K2,+∞)
and
lim
x→+∞G(t, x) = −∞, for every t ∈ J,
with G :J × [0,+∞) → R defined in (4.1).
Theorem 4.2. Assume (H1) and (H2). If one of the following conditions are satisfied
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(ii) (H5) and (H6) hold,
then, problem (P ) has at least one positive solution on (a, b) ∩T.
Proof. First suppose that (H4) holds; we know, by (H1) and (H4), that for every t ∈ J , it is true
that
F(t, x)
{
K1mK1(t); 0 x < K1,
E1
x2
2 + C1 x + K1mK1(t); x K1.
(4.2)
Since E1 < λ1, it follows from Wirtinger’s inequality that Φ is bounded from below and
coercive; so that, as Φ is weakly lower semi-continuous, we know that Φ has a global minimum
on H and hence, by Lemma 3.1 and statement (3) in Lemma 3.2, (P ) has a positive solution on
(a, b) ∩T.
Now, suppose that (H5) and (H6) hold; (H5) ensures that
lim
x→+∞
F(t, x)
x2
= λ1
2
, for every t ∈ J, (4.3)
which implies, by
D2
(
F(t, x)
x2
)
= −2G(t, x)
x3
, for every t ∈ J and x > 0, (4.4)
and (H6) that
F(t, x) =
[
λ1
2
+ 2
+∞∫
x
G(t, r)
r3
dr
]
x2  λ1
2
x2 + C2, (4.5)
for every t ∈ J and x K2.
Moreover, we know from (H1) that
F(t, x)K2mK2(t), for every t ∈ J and x < K2. (4.6)
Therefore, it follows from (H2), (4.5) and (4.6) and Wirtinger’s inequality that Φ is bounded
from below.
Let us see that Φ satisfies (C). Let {vm}m∈N ⊂ H satisfy (i) and (ii) in (C). Suppose
limm→+∞ ρm := limm→+∞ ‖vm‖H = +∞ and define Vm := vmρm , m ∈N.
Since ‖Vm‖H = 1 for every m ∈ N and {v−m}m∈N converges to zero strongly in H , Propo-
sition 2.2 ensures that passing to a subsequence {Vm}m∈N converges strongly in C(T) to some
V ∈ H such that V  0 on T. Therefore, by equality (3.4), we have that for every m ∈ N,
b∫
a
V Δm (s)
(
V Δm (s) − V Δ(s)
)
Δs =
b∫
a
gm(s)Δs + Φ
′(vm)(Vm − V )
ρm
, (4.7)
where, for every m ∈ N, gm :J → R is defined for every s ∈ J as
gm(s) := f (s, (v
+
m)
σ
(s)) (
V σm (s) − V σ (s)
)
.ρm
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N ∈ L1Δ(T) and∣∣gm(s)∣∣N(s) · ∣∣V σm (s) − V σ (s)∣∣ for all m ∈N and s ∈ J,
thus it is that, passing to the limit in (4.7) we obtain that ‖V ‖H = 1 and hence, V 
≡ 0.
Furthermore, by (H1) and (H6), we have that for every t ∈ J ,
G(t, x)
{ 3
2K2mK2(t); 0 x < K2,
C2; x K2.
(4.8)
Because Lemma 3.4 ensures that {v−m}m∈N converges to zero strongly in H , by (4.8) and (H6),
we deduce that
lim
m→+∞
∫
V σ>0
G
(
s,
(
v+m
)σ
(s)
)
Δs = −∞
and
lim
m→+∞
∫
V σ=0
G
(
s,
(
v+m
)σ
(s)
)
Δs  K˜,
for some K˜ > 0; thus, condition (ii) in (C) leads to
lim
m→+∞Φ(vm)
= lim
m→+∞
{
1
2
[
Φ ′(vm)(vm) +
b∫
a
f (s,0) · (v−m)σ (s)Δs
]
−
b∫
a
G
(
s,
(
v+m
)σ
(s)
)
Δs
}
= +∞,
contrary to (i) in (C). Therefore, the real number c = infy∈H Φ(y) is a critical value of Φ and
so, Lemma 3.1 and statement (3) in Lemma 3.2 allow to assert that there exists a solution to (P )
which is positive on (a, b) ∩T. 
5. Existence of at least two positive solutions
Bearing in mind Theorem 4.1 which guarantees the existence of a critical point of Φ and
by assuming additional conditions, we will apply the Mountain Pass Lemma in order to obtain
another critical point of Φ . The new assumptions which we will employ are the following.
(H7) There are constants C3,K3 > 0 such that
G(t, x)−C3, for every (t, x) ∈ J × [K3,+∞)
and
lim
x→+∞G(t, x) = +∞, for every t ∈ J,
with G :J × [0,+∞) →R defined in (4.1).
(H8) There are constants C4,K4 > 0 such that∣∣f (t, x)∣∣ C4x, for every (t, x) ∈ J × [K4,+∞).
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f (t, x)E2x − C5, for every (t, x) ∈ J × [K5,+∞),
for some E2 > λ1.
(H10) There are constants K6 > 0 and θ > 2 such that
0 < θF(t, x) x f (t, x), for every (t, x) ∈ J × [K6,+∞).
Theorem 5.1. Assume (H1)–(H3). If one of the following conditions are satisfied
(i) (H5) and (H7) hold,
(ii) (H8) and (H9) hold,
(iii) (H10) holds,
then, problem (P ) has at least two positive solutions on (a, b) ∩T.
Proof. As we have shown in the proof of Theorem 4.1, the functional Φ has a local minimizer
v0 ∈ ˚B and Φ(v0) infv∈∂B Φ(v).
We will show that in all cases, if L > M is large enough, where M is given in (H3) and
ϕ1 is the normalized eigenfunction associated with λ1 such that ϕ1 > 0 on (a, b) ∩ T, then,
Φ(Lϕ1)  infv∈∂B Φ(v); furthermore, we will verify (C) and so, the Mountain Pass Lemma
guarantees the existence of a second critical point at the level c := infγ∈Γ maxv∈γ ([0,1)) Φ(v),
where Γ is the class of all continuous paths joining v0 to Lϕ1 and so, the conclusion follows
from Lemma 3.1 and statement (3) in Lemma 3.2.
First, suppose that (H5) and (H7) hold. Fixed t ∈ J , equalities (4.3) and (4.4) imply that
λ1
2
x2 − F(t, x) = −2x2
+∞∫
x
G(t, r)
r3
dr, x > 0,
so that, (H7) establishes that
λ1
2
x2 − F(t, x) C3, x K3, (5.9)
and
lim
x→+∞
[
λ1
2
x2 − F(t, x)
]
= −∞; (5.10)
moreover, condition (H1) guarantees that
λ1
2
x2 − F(t, x) < K3
(
λ1
2
K3 + mK3(t)
)
, x < K3. (5.11)
Therefore, it follows from the integration by parts formula and relations (5.9)–(5.11) that
lim
L→+∞Φ(Lϕ1) = limL→+∞
{ b∫
a
[
λ1
2
(
Lϕσ1 (s)
)2 − F (s,Lϕσ1 (s))
]
Δs
}
= −∞.
The verification of (C) is similar to that in the proof of (ii) in Theorem 4.2 and hence, the
conclusion is proved whenever (i) is verified.
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of a constant A > 0 such that the following inequality
λ1
2
x2 − F(t, x)
{
K5(
λ1
2 K5 + mK5(t)), 0 x < K5,
(λ1−E2)
2 x
2 + C5x + A + K5mK5(t), x K5,
(5.12)
holds for every t ∈ J ; as a consequence, because of E2 > λ1, from the integration by parts
formula, we deduce that
lim
L→+∞Φ(Lϕ1) = limL→+∞
{ b∫
a
[
λ1
2
(
Lϕσ1 (s)
)2 − F (s,Lϕσ1 (s))
]
Δs
}
= −∞.
With regard to show that (C) is true, suppose that {vm}m∈N ⊂ H satisfies (i) and (ii) in (C)
and limm→+∞ ρm := limm→+∞ ‖vm‖H = +∞.
Define Vm := vmρm , m ∈ N; hypotheses (H1), (H2) and (H8) allow to deduce, by reasoning as in
the proof of the second part of Theorem 4.2, that, passing to a subsequence, {Vm}m∈N converges
strongly in C(T) to some nontrivial V ∈ H such that V  0 on T. Denote as  := E2 − λ1, by
the integration by parts formula, (H1) and (H9), we achieve for every m ∈ N,

b∫
a
(Vmϕ1)
σ (s)Δs
= 1
ρm
{ b∫
a
[
E2
(
v+m
)σ
(s) − f (s, (v+m)σ (s))]ϕσ1 (s)Δs
− Φ ′(vm)(ϕ1) − E2
b∫
a
(
v−mϕ1
)σ
(s)Δs
}
 1
ρm
{ ∫
(v+m)σ<K5
[
E2K5 + mK5(s)
]
ϕσ1 (s)Δs +
∫
(v+m)
σK5
C5ϕ
σ
1 (s)Δs +
∥∥Φ ′(vm)∥∥H ∗
}
,
thus, passing to the limit, we have that 
∫ b
a
(V ϕ1)
σ (s)Δs  0, which completes the proof of (ii).
Finally, suppose that (H10) holds. One can deduce, by (H1) and (H10), that for every t ∈ J it
is valid that
F(t, x)
{−K6mK6(t), 0 x < K6,
( x
K6
)θF (t,K6), x K6. (5.13)
Thus, by similar arguments to that in the proof of (ii) and bearing in mind that θ > 2, we conclude
that limL→+∞ Φ(Lϕ1) = −∞.
In order to verify (C), let {vm}m∈N ⊂ H be such that (i) and (ii) in (C) are true; conditions
(H1) and (H10) guarantee that the following inequality(
θ
2
− 1
)
‖vm‖2H
=
b∫ [
θF
(
s,
(
v+m
)σ
(s)
)− f (s, (v+m)σ (s)) · (v+m)σ (s)]Δs
a
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b∫
a
(
v−m
)σ
(s) · f (s,0)Δs

[
K6(θ + 1) + (1 − θ)
∥∥v−m∥∥C(T)] · ‖mK6‖L1Δ + θΦ(vm) + ∥∥Φ ′(vm)∥∥H ∗‖vm‖H
holds for every m ∈ N; thereby, since Lemma 3.4 and Proposition 2.2 guarantee that {v−m}m∈N
converges strongly in C(T) to zero, it turns out that {vm}m∈N is bounded. 
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