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Abstract
Identifying subgroups within a population can provide important insights to decision
makers. When concerned with health data, identifying profiles of individuals who
share similar characteristics may inform targeted treatment or education. Categorical
data are often prevalent in large population studies. Therefore statistical profiling
methods capable of handling these data are required. In this dissertation, TwoStep
cluster analysis (TSCA) and latent class analysis (LCA), were used to identify
cross-sectional profiles, while latent transition analysis (LTA) was used to identify
profiles longitudinally. Data from two Irish longitudinal studies; Growing Up in
Ireland (GUI) and The Irish Longitudinal Study on Ageing (TILDA), and one
European study of Rheumatology health professionals (HPs), were examined.
TSCA was used to examine activity behaviours in 9-year-old Irish children from
GUI. Cohesive activity profiles, associated with weight status, were found for boys
but not for girls. LCA identified three classes of rheumatology HPs; ‘Traditional’,
‘Reluctant’ and ‘Early Adopters’, based on their methods of measuring physical
activity in their patients. Next, a LCA model of risk behaviours in older adults,
was developed from a theoretical model of biopsychosocial behaviours, using TILDA
data. The analysis identified four classes; ‘Low Risk’, ‘Physical Health Risk’, ‘Mental
Health Risk’, and ‘High Risk’, and examined associations with pain development.
A traditional classify-analyse approach and a model-based distal outcome approach,
were compared. The LTA methodologies were extended by developing a bootstrap
approach to calculate 95% confidence intervals for the odds ratios generated by the
LTA with covariates model, multiple random seeds were generated to identify the
maximum likelihood, and sample weights were incorporated into the analysis. LTA
examined changes in pain class over time, using in TILDA data, and investigated how
transitions between classes where related to biopsychosocial variables and healthcare
utilisation.
These results add new findings to the literature and extend the latent class method-
ologies applied to population data. These findings have important implications for
the identification, and potential moderation, of a range of risk factors, as well as
potential to inform targeted treatment or education programmes.
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Chapter 1
Introduction
1.1 Population Survey Data
Population studies are critical to having a better understanding of the health and
well-being of individuals. Growing Up in Ireland (GUI) and The Irish Longitudinal
Study on Ageing (TILDA) are two nationally representative studies that offer a
wealth of data and information on the people living in the Republic of Ireland.
Through sample weights these studies present a nationally representative outlook
on aspects of life such as demographic information, social circumstance, health and
well-being.
Fortunately, both GUI and TILDA are comparable to a number of other population
studies. For example, the Millennium Cohort Study (MCS, https://cls.ucl.
ac.uk/); Growing Up in Australia (LSCA, https://growingupinaustralia.gov.
au/); National Longitudinal Survey of Children and Youth (NLSCY, https://
nces.ed.gov/ecls/index.asp); Early Childhood Longitudinal Study (ECLS, https:
//nces.ed.gov/ecls/); and the Avon Longitudinal Study of Parents and Children
(ALSPAC, http://www.bristol.ac.uk/alspac/) are all population studies of young
children. Whereas, the English Longitudinal Study of Ageing (ELSA, https://www.
1
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elsa-project.ac.uk/); the Survey of Health, Ageing and Retirement in Europe
(SHARE, http://www.share-project.org/); and the Health and Retirement Survey
(HRS, http://hrsonline.isr.umich.edu/) are population studies of older adults.
A key advantage of having access to numerous worldwide studies, is the ability to
provide information on a national level, as well as the ability to make comparisons
between countries.
However, while these population studies offer a means of collecting and measuring
nationally representative data, they also bring unique statistical challenges. Population
studies often contain vast amounts of data, much of which is categorical. Therefore
careful consideration toward the analyses and presentation of the data within these
studies is necessary. Often when analysing large quantities of data it is useful to
group data or individuals who share similar characteristics. Unfortunately, the
traditional approaches to identifying groups within population studies are more
appropriate for continuous data, for example, approaches such as k-means clustering,
factor analysis, or principle component analysis are not appropriate for categorical
data. Therefore alternative approaches are required. With this in mind, the following
sections will discuss why profiling is important and statistical profiling methods that
can be used to analyse categorical data.
1.2 Profiling Survey Data
Often as a researcher it is necessary to assess patterns of behaviour that cannot be
measured by a single questionnaire item or observed measure. Profiling or classifying
data into homogeneous groups is a fundamental concept used to better understand
the relationships between multiple lifestyle behaviours (Dodd et al., 2010; Landsberg
et al., 2010). Earliest discussions of classification can be found in the area of biology,
from the philosophers Aristotle and Theophrastos, who investigated the classification
2
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of animal and plant species. In recent times, their approaches have been considered
more of an art than scientific approach, with Sokal and Sneath crediting Adanson for
the development of less subjective, numerical methods of classification, between the
years 1727 and 1806 (Sneath and Sokal, 1963). Adanson introduced classification
based on many characteristics, rather than a single behaviour classification approach
(Everitt et al., 2001). Yet, it was the publication from Sneath and Sokal (1963)
that motivated world-wide research into clustering in the 1960’s and 1970’s, with
publications of Lerman (1970); Bock (1970); Jardine and Sibson (1971); Anderberg
(1973); Bijnen et al. (1973); Sodeur (1974); Vogel (1975); Späth (1975); and Hartigan
(1975), among many more.
In general, the grouping of data was developed from the idea that lifestyle behaviours
are influenced by a number of multivariate factors (Leech et al., 2014). Thus, the
benefit of using a profiling method over a traditional single behaviour approaches
is the ability to capture a multiple dimensional view and investigate how combined
behaviours collectively affect outcomes of interest. Commonly used statistical methods
like regression analysis take a variable-centered approach, focusing on the relationships
among variables. However, with higher demand for the use of person-centred treatments
(Epstein et al., 2010; Cloninger and Cloninger, 2011; Ekman et al., 2011; Entwistle
and Watt, 2013) there is a need for alternative statistical approaches. Statistical
methods such as cluster analysis and latent modelling take a person-centered approach,
focusing on identifying groups of individuals with similar patterns of behaviour,
rather than focusing on the relationship between observed variables. Advances in
computing power have allowed these clustering approaches to become an increasingly
popular means of identifying profiles of individuals who share similar characteristics,
within population studies (Jain, 2010). Applying profiling methods could aid in the
identification and interpretation of unexamined profiles of individuals and facilitate
targeted treatments.
3
Chapter 1. Introduction
As previously mentioned, large survey data often contains large amounts of categorical
data rather than continuous. Unfortunately traditional profiling methods are often
unsuited to categorical data. Therefore there is a need to better understand which
statistical methods are appropriate to identify groups within population studies,
which contain high amounts of categorical data. The remainder of this chapter
will examine the advantages and disadvantages of profiling methods such as cluster
analysis and latent modelling, as well as discussing profiling methods available for
longitudinal data.
1.3 Cluster Analysis
Cluster analysis has been developed historically by a wide interdisciplinary field
of researchers, which includes statisticians, mathematicians, psychologists, social
scientists, computer scientists, among others. It can be defined as a set of multivariate
techniques used to identify groups or profiles based on observed characteristics
(Grimm and Yarnold, 2000). Traditionally, clustering methods can be divided
into two types; hierarchical and partitional (Jain, 2010). A hierarchical clustering
method moves through a number of cluster group stages and is either agglomerative
(starts by merging the two most similar records at each stage) or divisive (starts with
one cluster and proceeds by separating the single cluster into smaller ones). The
second type, partitional clustering (e.g., k-means), divides the objects into a specified
number of mutually exclusive and exhaustive clusters (Lattin et al., 2003). Both
partitional and hierarchical clustering have been previously used to profile behaviour
patterns in population studies. For example, Te Velde et al. (2007) successfully
applied K-means clustering to the physical activity and sedentary behaviour patterns
of 9- to 14-year-old boys and girls. It is also common to use hierarchical and k-means
clustering in conjunction, to further test the validity of the initial hierarchical cluster
4
1.3. Cluster Analysis
solution (Marshall et al., 2002; Bel-Serrat et al., 2013).
More recently, Chiu and colleagues developed an alternative clustering method;
SPSS TwoStep cluster analysis (Chiu et al., 2001). Although hierarchical and
partitional clustering methods are more commonly used, there are a number of
advantages to using the TwoStep method in their place. For instance, issues arise
in partitional clustering when datasets contain mixed type attributes and more
specifically, reports have shown k-means clustering works successfully on numeric
values, but is excluded from data containing categorical values (Huang, 1998). An
advantage of the TwoStep method, over partitional techniques, is that it can handle
forming clusters on both continuous and categorical data.
One crucial limitation to traditional hierarchical and partitional clustering is choosing
the number of clusters, with few methods allowing for the automatic selection of
cluster size. The hierarchical methods’ use of the dendrogram can be considered
quite subjective, while methods like k-means require the number of clusters to be
pre-specified. The TwoStep cluster anlaysis approach has addressed this issue by
providing the option to automatically determine the optimal number of clusters, by
comparing model-selection criterion, the Akiake Information Criterion (AIC) and
the Bayes Information Criterion (BIC), across different clustering solutions.
Recent publications have also considered the TwoStep method as a more appropriate
clustering approach for larger data sets (Bacher et al., 2004). Such benefits have
led to the successful application of the TwoStep method. For example, a recent
publication on the Growing Up in Ireland study, infant cohort, used this method
to identify sleep phenotypes and examine the associations between infant sleep
profiles and the mothers’ health and well-being (Hughes et al., 2015). Elsewhere
the TwoStep approach was used to identify profiles of bank customers (Schiopu,
5
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2010).
While there have been successful applications of the TwoStep approach, it was also
of interest for this thesis to examine latent modelling as an approach to identifying
profiles, within population data. The following sections introduce the topic of latent
modelling.
1.4 Latent Class Modelling
Latent class methodologies were introduced as early as the 1950’s (Anderson, 1959;
Gibson, 1959), but it wasn’t until the publication of Lazarsfeld and Henry (1968),
that a comprehensive and detailed discussion of the topic and mathematics were
presented. At this time, Lazarsfeld and Henry demonstrated the use of latent
class analysis (LCA) within the context of social and behavioural sciences, through
their work on the attitudes of American soldiers. Unfortunately, the methodology
still lacked the ability to produced reliable parameter estimates, preventing the
widespread implementation of these ideas. Fortunately, in the 1970’s, Goodman
developed a method to obtain maximum likelihood estimates for the latent class
model (Goodman, 1974a,b). Goodman’s approach to estimation was later shown
to be similar to the expectation-maximisation (Dempster et al., 1977), which is
often used in LCA software today. Methodological advances for LCA continued,
by placing the latent class models in the log-linear framework (Haberman, 1974,
1979; Formann, 1982, 1985; Hagenaars, 1998), as well as the inclusion of covariates
(Dayton and Macready, 1988).
Lanza and Collins have described LCA as a methodology to measure the construct
of an unobserved behaviour, by assessing multiple indicators and dimensions of this
behaviour (Collins and Lanza, 2010). LCA has been termed “a person-oriented
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approach” (Collins and Lanza, 2010) and thus is appropriate when considering how
to profile individuals within survey data. Traditionally, LCA provides a model-based
approach to identifying underlying subgroups in a population using categorical data.
While classification is not necessary to generate the classes, individuals can be
divided into distinct homogeneous groups based on their underlying characteristics.
Past comparisons of cluster analysis and latent modelling (Magidson and Vermunt,
2002; Bacher et al., 2004; Haughton et al., 2009; Kent et al., 2014) have identified
numerous advantages to latent modelling. A key point highlighted by Magidson and
Vermunt was that LCA uses probability-based classification, which result in lower
misclassification rates (Magidson and Vermunt, 2002). LCA also provides various
statistics, such as AIC, BIC, aBIC and cAIC, to aid in the model selection process.
Such benefits of LCA have allowed for the application of this methodology in many
research areas such as depression (Mezuk and Kendler, 2012), social and behavioural
sciences (Collins and Lanza, 2010), sexual risk behaviour (Lanza and Collins, 2008),
weight management (Lanza and Bray, 2010), multidimensional alcohol and drug
use (Sacco et al., 2009; Lanza and Bray, 2010) and physical, sedentary and dietary
behaviours and obesity risk (Heitzler et al., 2011).
Additionally, a key advantage of LCA over cluster analysis, is the availability of
useful extensions; multiple-groups LCA and LCA with covariates. In multiple-group
LCA both class membership and item-response probabilities can vary across groups
and invariance across groups can be tested. LCA with covariates extends the
model to include predictors of class membership. For example, Lanza et al. (2007)
implemented these extensions to examine underlying types of drinking behaviour.
Multiple-groups LCA was utilised to identify gender differences in the latent model,
while LCA with covariates was utilised to determine if skipping class was a predictor
of class membership (Lanza et al., 2007). These model capabilities are not possible
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with cluster analysis alone.
1.5 Longitudinal Profiling
Profiling of longitudinal data is often under-researched in Irish population studies.
For example, cross-sectional profiling has been used to identify sleep profiles of infant
children to examine maternal well-being (Hughes et al., 2015). Elsewhere, pain
profiles in older Irish adults have been identified (O’Sullivan et al., 2016; Kennedy
et al., 2016). However, little research has examined how these profile patterns change
over time. Fortunately there are a number of valuable methodologies which can be
used to address the questions surrounding how best to monitor profile patterns over
time. For example, some longitudinal profiling methods include; repeated measures
LCA (RMLCA; also known as latent growth curve analysis and latent class growth
analysis), growth mixture models (GMM) and the longitudinal version of LCA,
latent transition analysis (LTA).
RMLCA involves modelling a LCA model from a single indicator variable, measured
over a number of time points. The identified latent classes correspond to different
growth curve shapes, for each subgroups of individuals. For example, Dunn and
colleagues used RMLCA to identify trajectories of pain sites in adolescents over a
three year period (Dunn et al., 2010). Elsewhere RMLCA was used to identify classes
of marijuana use, from the age of 18 to 50, allowing for demographic differences in
use/non-use to be established (Terry-McElrath et al., 2017).
GMM combines features of growth curve modelling and RMLCA. Similar to RMLCA,
GMM identifies subgroups of individuals based on some latent or unobserved variable,
i.e., separating individuals into classes who undergo similar growth rates over time.
The features of growth curve modelling are incorporated through GMM’s estimation
8
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of mean growth curves and the individual variation around these growth curves, for
each class. GMM has been applied to identify distinct trajectories of perinatal
depressive symptoms, with demographic differences identified between subgroups
(Mora et al., 2008).
While GMM and RMLCA are similar in their approach to profiling change over
time, their differences have been widely discussed (Muthén and Muthén, 2000; Jung
and Wickrama, 2008; Collins and Lanza, 2010). It has been noted that while a
GMM is fit to express change as a function of time, this is not the case for RMLCA,
where the variation in the growth factors within each class is assumed to be zero.
Instead change over time is modelled in the natural form of each latent class. By
fixing the variance of the growth trajectories to zero, RMLCA has the assumption
that the individual growth trajectories in each class are homogeneous.
For this thesis, however, it is of interest to use multiple categorical indicators at
each time point to define the latent classes and determine the probability of moving
from one class to another class, over time. LTA is the most appropriate longitudinal
profiling method to choose to answer these questions as, unlike RMLCA and GMM,
it does not use a single indicator to define the latent classes.
Primarily, LTA is used to describe the sequential development process and predict
initial class membership and transitions over time in longitudinal datasets. This
provides key insights into how profile patterns change over time, which would not be
observed through clustering or LCA alone. LTA has been applied in many research
areas such as smoking (Bray et al., 2016), alcohol (Lanza and Bray, 2010), sexual risk
behaviour (Cleveland et al., 2012), health-related quality of life (Kenzik et al., 2015),
emotional and behaviour problems (Connell et al., 2008) and eating related problems
(Cain et al., 2010). Interestingly, despite the advantages and appeal of LCA and
9
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LTA, to the knowledge of the author, little or no applications of these methodologies
have been presented on the Irish population studies; GUI and TILDA.
1.6 Thesis Structure
While profiling methods have already been successfully applied to many research
areas, there are still several unanswered questions. Therefore this thesis aims to
utilise profiling methods in the areas of activity behaviours, biopsychosocial risk
factors and pain impact, providing insights into previously unknown profiles and
extending the methodologies by examining the following research questions:
1. Can groups of individuals, who share similar characteristics and behaviours,
be identified in population studies (Growing Up in Ireland; a European study
on Rheumatology health professionals; and The Irish Longitudinal Study on
Ageing)?
2. Can a LCA model be developed based on a theoretical model of biopsychosocial
behaviours in older adults?
3. How do these profiles relate to socio-demographics, health behaviours and
outcomes of interest?
4. How do the identified profiles and their associations with socio-demographics
change over time?
5. Can existing LTA methodologies be extended to use a bootstrap approach to
calculate 95% confidence intervals for the odds ratios generated by the LTA
with covariates model, to generate multiple random seeds to identify the global
maximum likelihood and to incorporate sample weights.
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Chapter 2 begins by describing the TwoStep cluster analysis methodology in more
detail. Chapter 2 continues by presenting results from the application of the TwoStep
cluster analysis to data from The Growing Up in Ireland study. These results were
published in Pediatric Exercise Science and examined patterns of physical activity
and sedentary behaviour in boys aged 9 and were related to weight status at 9 years
and 13 years. The strengths and limitations of using the TwoStep cluster analysis
on population data are discussed.
Chapter 3 begins by describing the LCA model. Chapter 3 continues by presenting
results from a collaborative project, published in BMJ Open. This project was
funded by the European League Against Rheumatism Health Professionals Research
Grant 2015. The publication presents the application of LCA to data of rheumatology
health professionals from four European countries and their opinions on measures of
physical activity in their patients. The aim of this research was to identify groups
of health professionals and tailor educational programs, relating to physical activity
measures for people with arthritis, accordingly.
Chapter 4 focuses on identifying biopsychosocial risk factor classes in older adults
and examining associations with future pain development, using data from The Irish
Longitudinal Study on Ageing (TILDA). A LCA model was developed based on a
theoretical biopsychosocial framework, using LCA methods introduced in Chapter
3. A classify-analyse approach was used to examine the associations between the
identified risk classes and the development of pain in later life. The results presented
in this chapter were published in PAIN R©.
Chapter 5 expands on the LCA methodologies used in Chapter 3 and Chapter 4, by
introducing LCA with a distal outcome. This chapter uses the LCA model identified
in Chapter 4, advancing these results by comparing a traditional classify-analyse
11
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approach to investigating associations between latent class membership and covariate
variables, to the model-based approach, LCA with a distal outcome.
Chapter 6 begins by describing the LTA model. This chapter continues by addressing
some of the methodological shortcomings of the LTA software. A bootstrap approach
is used to calculate 95% confidence intervals for the odds ratios generated by the
LTA with covariates model, multiple random seeds are generated to identify the
global maximum likelihood and sample weights are incorporated into the analysis.
The aim of this chapter was to investigated pain impact over two time points using
data from TILDA. These impact classes were then related to health and lifestyle
variables over time.
Chapter 7 begins by extending the results presented in Chapter 6, by incorporating
the third wave of TILDA data into the LTA model. The effect of health outcomes,
such as disability, comorbidity, poly-pharmacy and healthcare utilisation, on the
LTA model were investigated to further examine pain development in older adults.
Chapter 8 provides an overall thesis summary and outlines some possible future
research, in the area of profiling longitudinal, population data.
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Activity Profiles in 9-Year-Old
Irish Children: A Cluster Analysis
2.1 Introduction
The aim of this study was to determine clusters of nine-year-old children, using
self- and parental-reported physical activity and sedentary behaviour variables and
relate these clusters to obesity at nine and thirteen years of age. Data from the
Growing Up in Ireland (GUI) study was examined. GUI is a longitudinal, nationally
representative study, on children living in the Republic of Ireland. The first cohort
sample was collected in 2007/08 and represents 8,500 (14%) of all nine-year-old
children in Ireland. Follow-up interviews were collected four years later (2011/12)
when the children were aged thirteen, with 7,423 children followed-up.
In principle, GUI is a study which aims to determine the factors which contribute
to, or hinder, the wellbeing of Irish children. GUI incorporates interviews from the
9-year-old children, as well as their family and teachers, and includes information on
the child’s emotional wellbeing, educational achievements and physical health. More
specifically for this thesis, the GUI survey provides numerous variables relating to
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the activities of children, therefore providing valuable information needed to better
understand activity clusters.
Lately research has discussed the rising levels of childhood obesity (Wang and Lim,
2012) and noted the key role physical activity plays in weight management (Strong
et al., 2005). Therefore it is vital to develop effective strategies that positively
impact children’s participation in physical activity, while simulateously reducing
their engagement in sedentary behaviours. Profiling methods allow for a better
understanding of how physical activity and sedentary behaviours interact to impact
weight status in children.
While the traditional cluster analysis methods discussed in Chapter 1 have many
advantages, one of the major drawback is that these methods are not useful when
examining mixed data. It is common for activity behaviours to be of different types,
as is the case in GUI, and therefore the SPSS TwoStep approach was appropriate
for this analysis.
With this in mind, the following sections will introduce the TwoStep methodology
in more detail (section 2.2), with the final section presenting the application of this
approach to the GUI data (section 2.3). The analysis identify distinct profiles for
boys, but not girls, based on physical activity and sedentary behaviour variables in
young children. These profiles would otherwise not be apparent and this approach
allows for a better understanding of the sample data.
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2.2 TwoStep Model
2.2.1 Underlying Assumptions
There are two underlying assumption to the TwoStep cluster analysis method:
1. The likelihood distance measure assumes that variables are independent within
the cluster model.
2. Categorical variables are assumed to have a multinomial distribution, while
continuous variables are assumed to be normally distributed.
2.2.2 TwoStep Procedure
As mentioned in Chapter 1, traditional clustering methods are effective and accurate
on small datasets, but usually don’t scale up to large datasets (SPSS, 2001). The
TwoStep clustering method is effective at handling larger datasets by consisting
of two main steps; pre-clustering the cases and then using traditional methods to
cluster the pre-cluster cases.
Step 1: The pre-clusters step applies a quick cluster method to the large dataset, to
compress the data and form sub-clusters. This is a sequential clustering approach.
The algorithm scans each data record one by one and decides whether the current
record can be added to one of the previously formed clusters or whether it will start
a new cluster, based on the distance criterion. The procedure is implemented by
constructing a cluster feature (CF) tree (Zhang et al., 1996). SPSS uses a modified
CF which allows for categorical variables.
The CF tree contains levels of nodes, where each node contains a number of leaf
entries. A leaf entry represents a sub-cluster. By default, SPSS uses a CF trees
that contains three levels of nodes, each having a maximum of eight leaf entries per
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node. This results in 512 possible leaf entries, or sub-clusters, that can be formed
in this first step. Figure 2.1 displays the three level CF tree, with eight leaf entries
per leaf node.
Note: 8 entries per node will continue across level 3
Leaf node
Leaf entry
Figure 2.1: SPSS Cluster Feature Tree
To form these leaf entries or sub-clusters, records start at the root node and are
recursively guided down through the CF tree by choosing the closest leaf node
based on a distance criterion (either Euclidean or log-likelihood). When the record
reaches the final leaf node, the next step is to find the closest leaf entry (sub-cluster).
Each leaf entry is characterised by its number of records, mean and variance for
the continuous variables and counts for each category of the categorical variables. If
a record is within a threshold distance of the closest leaf entry, the record is added
into that leaf entry and the CF tree updates. Otherwise this record starts its own
leaf entry, within that leaf node.
If, however, there is not enough space to create a new leaf entry within that node,
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based on the CF trees original specifications (eight entries per node), then the node
splits in two. The pair of entries farthest from one another are used as seeds and
the remaining entries in that leaf node are redistributed between the two new nodes,
based on the closest criterion distance measure.
If a CF tree grows beyond the original specifications, the CF tree is rebuilt by
increasing the threshold distance criterion. The algorithm initially sets the threshold
distance criterion to a value of 0. When the CF tree is to be rebuilt, the threshold
distance is automatically changed to the smallest distance among CF records. An
increase in the distance criterion results in fewer pre-clusters.
Step 2: The clustering of the cases in step two takes the sub-clusters from step one
and groups them into either the specified or automatically determined number of
clusters. As the number of sub-clusters is much smaller than the number of original
objects, traditional hierarchical clustering methods can be used. Agglomerative
hierarchical clustering recursively merges the two sub-clusters that are most similar
and the process is repeated until all objects are finally combined into a single cluster.
To calculate the distance between two sub-clusters the Euclidian distance or the
log-likelihood distance measures are available.
Missing data are not handled within the TwoStep procedure and cases with missing
values are deleted on a listwise basis.
2.2.3 Distance Measures
The two distance or similarity measures available for this clustering approach are the
log-likelihood distance and the euclidean distance. The euclidean measure is used
when all variables are continuous and measures the ‘straight line’ distance between
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two clusters. The log-likelihood measure was used in this study as it can handle
mixed type attributes. A probability distribution is placed on the variables by the
likelihood measure. The distance between two clusters relates to the decrease in
log-likelihood as these two clusters are combined into one.
The log-likelihood distance between two clusters, i and j, is defined in the following
equation (Bacher et al., 2004),
d(i, j) = ξi + ξj − ξ<i,j>, (2.1)
where,
ξz = −Nz
( a∑
k=1
1
2
log(σ̂2zk + σ̂
2
k)−
b∑
k=1
Lk∑
l=1
π̂zkllog(π̂zkl)
)
, (2.2)
and,
π̂zkl =
Nzkl
Nz
, (2.3)
with the following notations:
d(i, j) is the distance between clusters i and j; the < i, j > index represents the
cluster formed by combining clusters i and j; ξz can be interpreted as the dispersion
or variance within cluster z, where z = i, j, < i, j >; a is the total number of
continuous variables; b is the total number of categorical variables; Lk is the number
of categories for the bth categorical variable; Nz is the total number of data records
in cluster z; Nzkl is the number of records in cluster z whose categorical variable
k takes the lth response category; σ̂2zk is the estimated variance of the continuous
variable k for cluster z; σ̂2k is the estimated variance of the continuous variable k for
the entire dataset.
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2.2.4 Model Selection
Information Criterion and Relative Distance Measure
The TwoStep procedure can either determine the number of clusters automatically,
using selection criterion, or alternatively the user can specify a fixed number of
clusters for the solution. For this study the number of clusters was determined
automatically using a two phase estimator proposed by Chiu et al. (2001). Chiu
and colleagues suggested that the combined use of the AIC or BIC and the ratio of
distance measured was a more accurate means of determining the optimal solution
than using a single criterion selection.
The first phase involves computing the Bayesian Information Criterion (BIC) (Schwarz,
1978) or the Akaike Information Criterion (AIC) (Akaike, 1987). For the TwoStep
the information criteria are calculated as follows:
BICz = −2
Z∑
z=1
ξz + Plog(N), (2.4)
AICz = −2
Z∑
z=1
ξz + 2P, (2.5)
where z is the number of clusters and P is the number of independent parameters.
The second phase involves calculating the ratio of change in distance for z clusters
and is defined as:
R(z) =
dz−1
dz
, (2.6)
where dz−1 is the distance when z clusters are merged to z−1 clusters. The optimal
number of clusters is chosen where a large jump occurs in the ratio of change values.
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The ratio of change is defined as:
R(z1)
R(z2)
, (2.7)
for the two largest values of R(z), (z = 1, 2, ..., zmax). If the ratio of change is larger
than a specific threshold value of 1.15 (the authors of SPSS TwoStep Clustering
based this value on simulation studies) (Bacher et al., 2004), the number of clusters
is set as z1, otherwise the model with the larger number of clusters is chosen as the
optimal modal (model corresponding to Rz2).
Silhouette Coefficient
An additional coefficient used in the TwoStep procedure to offer an overall goodness-
of-fit measure for the solution is the silhouette coefficient. The silhouette coefficient
takes into account cluster cohesion and cluster separation and is measured on a scale
from -1 to +1. The average silhouette coefficient is defined as:
1
N
N∑
i=1
X − Y
max(X, Y )
, (2.8)
where X is the average distance from the cases to the center of the cluster to which
it belongs and Y is the minimum distance from the cases to the center of the closest
cluster to which it doesn’t belong. A silhouette coefficient of 1 indicates that each
case is located at their cluster centers, -1 indicates that each case is located on
the cluster centers of some other cluster and a value of 0 indicates that cases are
distributed equally between their own cluster center and the next cluster closest to
them. In general a silhouette coefficient of less than 0.2 indicates a poor solution,
0.2 to 0.5 indicates a fair solution and above 0.5 indicates a good solution (Kaufman
and Rousseeuw, 1990).
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Variable Importance
A variable importance statistic is computed to measure the relative contribution
of each variable to generate the clusters. For categorical variables the importance
measure has a χ2 distribution with Lk degrees of freedom and is defined as:
χ2 =
Lk∑
l=1
(
Nzkl
Nkl
− 1)2. (2.9)
For continuous variables the importance measure has a Student t distribution, with
Nk − 1 degrees of freedom and is defined as:
t =
µ̂k − µ̂zk
σ̂zk
√
Nk, (2.10)
where µ̂k is the mean estimate for k continuous variables, µ̂zk is the mean estimate
for k continuous variables in cluster z and Nk is the total number of continuous
variables k.
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2.3 A TwoStep Cluster Analysis of Activity Data
The following publication, from Pediatric Exercise Science, presents the application
of TwoStep cluster analysis to the GUI data. Profiles were identified using physical
activity and sedentary behaviour variables for children aged 9, for boys and girls
separately.
2.3.1 Abstract
Purpose: Profiling activity behaviours in young children is important to understand
changes in weight status over time. The purpose of this study is to identify activity
profiles from self- and parental-reported physical activity (PA) and sedentary behaviour
(SB) variables by gender, and determine if the identified profiles are predictive of
weight change from age 9 to 13 years.
Methods: Cluster analysis was used to generate activity profiles for the National
Longitudinal Study of 8,570 nine-year-old children (Growing Up in Ireland).
Results: 5.4% of boys were found to be obese. Four cohesive activity profiles
were identified for boys, with 7.3% of boys in the least active group identified as
obese compared with 4.1% in the most active group. The odds of a normal weight
9-year-old boy in the least active profile becoming overweight or obese at age 13
were over twice those in most active profile (OR = 2.5, 95% CI = 1.9, 3.5). No
coherent activity profiles were identified for girls.
Conclusions: This study suggests that self- and parental-reported data can identify
meaningful activity profiles for boys, which are predictive of weight changes over
time. Future research should consider potential gender differences in self- and
parental-reported PA and SB variables.
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2.3.2 Introduction
Levels of childhood overweight and obesity are at epidemic proportions, with 43
million children estimated to be overweight or obese globally (Wang and Lim, 2012).
The World Health Organization (WHO) has identified obesity as one of the most
serious public health challenges of the 21st century (World Health Organisation,
2012). Overweight and obese children are at a significantly increased risk of becoming
overweight and obese adults (Telama, 2009) and therefore, of developing a range of
health consequences in adulthood, including diabetes, cardiovascular disease and
site specific cancers (Freedman et al., 2007).
Physical activity plays a critical role in physical and mental health, as well as weight
management in children and adolescent populations (Strong et al., 2005), with
current WHO guidelines recommending children and adolescents participate daily in
at least 60 minutes of moderate-to-vigorous intensity physical activity (World Health
Organisation, 2012). However, studies indicate that the majority of children do not
achieve the recommended amount of physical activity (Owen et al., 2009; Trilk
et al., 2012), with increased participation in sedentary behaviours having a large
negative impact on the weight profiles of children throughout the developed world
(Tremblay et al., 2011). To develop efficient and effective strategies to positively
impact children’s participation in physical activity and sedentary behaviours, it is
necessary for us to develop a better understanding of these behaviours.
Cluster analysis is a multivariate exploratory analysis tool which aims to group
individuals into clusters or profiles, based on similarities found in the observed
data (Kaufman and Rousseeuw, 1990). An advantage of using cluster analysis
when analysing the associations between activity patterns and weight status is that
a combined view of both physical activity and sedentary behaviour variables is
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established compared with using single activity variables only. Leech et al. (2014)
recently reviewed the profiling of diet, physical activity and sedentary behaviour in
children and adolescents, using cluster analysis. Leech identified eight studies which
focused specifically on the profiling of physical activity and sedentary behaviour,
with five studies generating profiles for boys and girls separately. All but one study
found either a difference in proportion of activity levels for boys and girls, or different
activity profiles, with boys generally having higher levels of physical activity. Three
of these eight studies investigated the associations between activity profiles and
weight status (Marshall et al., 2002; Te Velde et al., 2007; Heitzler et al., 2011);
however no study investigated these associations longitudinally. It is evident from
this review that although previous research has used cluster analysis to examine
activity profiles, few studies have considered activity profiles and the associations
with body mass index (BMI) for preadolescent children, with even fewer studies
using longitudinal data to establish the relationship between activity profiles and
weight status over time. Furthermore, Leech recommends that future research use
longitudinal data of younger children to track how profiles and their associations to
overweight and obesity develop over time (Leech et al., 2014).
Previous studies have shown evidence of gender disparities in organized sports
participation, with girls having lower levels of participation than boys (Sallis et al.,
2000; Vilhjalmsson and Kristjansdottir, 2003). Similarly it has been suggested
that gender influences sedentary behaviours, with boys more likely than girls to
accumulate excessive screen time (TV viewing and computer use) (Marshall et al.,
2002). A recent review by Ferrar et al. (2013) of adolescent time-use clusters and
associated correlates identified six studies which examined gender-specific clustering
to analyse how adolescents spend their time. Two of these six studies focused more
specifically on clustering physical activity and sedentary behaviours of adolescents,
with different cluster patterns identified for boys and girls (Gorely et al., 2007; Te
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Velde et al., 2007). Te Velde’s gender-specific clusters identified different levels of
activity for boys and girls (Te Velde et al., 2007), while Gorely et al., found that boys
were more likely to have higher computer use and girls were more likely to spend
time in paid work or doing chores (Gorely et al., 2007). It is therefore appropriate to
investigate physical activity and sedentary behaviours for boys and girls separately.
The aims of this study are to
1. Examine activity profiles using cluster analysis in a nationally representative
sample of 9-year-old children based on self- and parental-reported physical
activity and sedentary behaviours, for both boys and girls;
2. Examine whether weight status at 9-years-old and 13-years-old differs across
the activity profiles identified at age 9, controlling for socio-demographic variables
and parental weight status; and
3. Examine if the activity profiles are predictive of weight change from normal
weight at age 9 to overweight or obese at age 13.
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2.3.3 Methods
Study Population
The Growing Up in Ireland (GUI) study is a nationally representative study which
aims to track the development of children in the Republic of Ireland. The children
were selected for this study through a two-stage sampling method within the primary
school system. In the first stage, 910 randomly selected primary schools were
successfully recruited to take part in the survey. In the second stage, a random
sample of children was selected from within each school. At school level, a response
rate of 82% was achieved, with 57% of the families agreeing to participate in the
study (Williams et al., 2011). In the first wave of GUI, data for 8,570 nine-year-old
children were collected from the study child, their family and their teachers. This
sample represents approximately 14% of all nine-year old children in the Republic
of Ireland. The second wave of the study was carried out in 2011/12 when the
children were aged 13 with an 87% follow up (n=7,423). Computer assisted personal
interviews were administered to the study child and primary caregiver by a trained
researcher.
Measures
Height, Weight and Body Mass Index: The interviewers were responsible
for measuring the height and weight of both the child and the parent during the
household interview. Height was recorded to the nearest millimeter using a Leicester
portable height stick and weight was recorded using a SECA 761 flat mechanic scales
(Seca Ltd., Birmingham, United Kingdom) to the nearest 0.5 kg (Keane et al., 2012).
BMI was calculated using the standard calculation (weight in kilograms/(height
in meters)2). The International Obesity Task Force (IOTF) guidelines were used
to categorize BMI in the children at age 9 and 13 years (Cole et al., 2000). The
IOTF defined study participants as normal weight, overweight or obese based on the
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IOTF age and gender specific BMI cut-points. Parental weight status was classified
according to the World Health Organization classifications as normal weight (<25
kg/m2), overweight (≥25 and <30 kg/m2) or obese (≥30 kg/m2) (World Health
Organization, 1995).
Self- and Parental-Reported Physical Activity and Sedentary Behaviour:
The questions relating to physical activity and sedentary behaviours asked of the
child and primary caregiver are outlined in Table 2.1.
The study child’s self-reported favourite hobby variable has previously been used
as an indicator of physical activity levels (Cadogan et al., 2014) and was recoded
as active or inactive for the purpose of this study. For example, if the study child
reported that their favourite hobby was basketball or swimming, then these activities
were grouped into the active category, whereas if the child answered reading or
painting, then these activities were categorized as inactive. How the study child
usually travels to and from school was recoded as ‘active’ for walk or bike and
‘inactive’ for public transport, school bus or car. Travel to school has previously
been identified as an important source of information on physical activity (Lubans
et al., 2011) and was included in the GUI study to investigate its relationship with
current and future health (Murray et al., 2011).
Screen and reading time have previously been used as surrogate measures of sitting
time or sedentary behaviours (Marshall et al., 2002; Jago et al., 2010). The questions
asked in the GUI study were based on items from the Millennium Cohort Study from
the UK (Studies, 2012) and The National Survey of Children’s Health from the USA
(Blumberg et al., 2005). For this study total sedentary time was recoded for each
child by summing the responses to the four variables; ‘watching TV’, ‘using the
computer’, ‘time spent playing video games’ and ‘reading time’, where the midpoint
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of a time interval was used to represent each response to these three variables (see
Table 2.1).
Socio-Demographics: The study child was asked if they had siblings (yes, no).
Household class was created using the occupations of the caregivers; professional
workers, managerial and technical, nonmanual, skilled manual, semi- and unskilled,
and unclassified class, where the higher social class was assigned to a family where
two parents were both economically active but in different classes (Keane et al.,
2012). Equivalised household annual income was self-reported by the primary caregiver
and reported in quintiles. Family type was classified as two parent or single parent
households. The primary caregiver’s age was recoded and categorized as <30, 30-39,
40-49 or 50+. The primary caregiver’s level of education was classified as tertiary
level education, secondary education or primary education or less.
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Table 2.1: Activity Questions Asked to the Study Child and Primary Caregiver
Self-reported Question Response
Variables Categories
Favourite hobby What is your favourite hobby or activity? Open question
How often Study
Child plays sport
How often do you play sport? Never
1-2 times a week
3-4 times a week
Almost every day
How often Study
Child takes
exercise
How often do you take exercise (i.e. running, cycling, swim) for 20
minutes or more?
Never
1-2 times a week
3-4 times a week
Almost every day
Physically active Physical activity is any activity that increases your heart rate and
makes you get out of breath some of the time. Physical activity
can be done in sports, school activities, playing with friends or
walking to school. Some examples of physical activity are running,
brisk walking, rollerblading, biking, dancing, skate-boarding,
swimming, soccer, basketball, football and surfing. For this next
section add up all the time you spent in physical activity each
day. Over the past 7 days on how many days were you physically
active for a total of at least 60 minutes per day?
No days
1 day
2 days
3 days
4 days
5 days
6 days
7 days
Parental-reported variables
Travels to or
from school
How does the Study Child usually (a) go to school and (b) come
home from school?
He/she walks
Public transport
School bus/coach
By car
Rides a bicycle
Other
Last 14 days no.
times hard
exercise
How many times in the past 14 days has the Study Child done at
least 20 minutes of exercise hard enough to make him/her breathe
heavily and make his/her heart beat faster? (Hard exercise
includes, for example, playing football, jogging, or fast cycling).
Include time in physical education class.
None
1-2 days
3-5 days
6-8 days
9 or more days
Last 14 days no.
times light
exercise
How many times in the past 14 days has the Study Child done at
least 20 minutes of light exercise that was not hard enough to
make him / her breathe heavily and make his / her heart beat
fast? (Light exercise includes, walking or slow cycling).
Include time in physical education class.
None
1-2 days
3-5 days
6-8 days
9 or more days
Total sedentary
time
On a normal weekday during term time, how many hours does the
Study Child spend watching television, videos or DVDs? Please
remember to include time before school as well as time after
school?
None
Less than an hour
1 to less than 3 hrs
3 to less than 5 hrs
On a normal weekday, during term-time, about how much time
does the Study Child spend using the computer? Please include
time before school as well as time after school. DO NOT include
time spent using computers in school.
5 to less than 7 hrs
7 or more hrs
On a normal weekday, during term-time, about how much time
does the Study Child spend playing video games such as,
Playstation, X-box, Nintendo etc? Please include time before
school as well as time after school. DO NOT include time spent
using computers in school.
On a normal weekday during term time, about how many hours
does the Study Child spend reading for pleasure [NOT during
school hours]? Include time when the child reads to themselves or
is read to by someone else. Do not include time spent listening to
books on audio tapes, records, cds or a computer.
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Statistical Analysis
All frequencies and percentages reported in this study are based on statistically
reweighted data. The data were statistically adjusted using 2006 census information
to be more representative of the whole population. Characteristics such as family
structure, social class, economic and disadvantaged status were accounted for in the
weights (Williams et al., 2011).
A Two Step Cluster Analysis (TSCA) was performed using the log-likelihood distance
measure. TSCA was considered an appropriate clustering method as it can handle
both continuous and categorical variables and is computationally efficient in large
datasets. TSCA also provides the option to specify the desired number of clusters
before carrying out the analysis. TSCA consists of two steps; preclustering the cases
and using hierarchical clustering to cluster the precluster cases.
TSCA was applied to the self- and parental-reported physical activity and sedentary
variables, for both boys and girls separately. Multiple iterations of the cluster
analysis were carried out with the optimal cluster solution chosen based on the
Akaike information criterion (AIC), the Bayesian information criterion (BIC) and
the ratio of distance measured values. Chiu and colleagues proposed that the
combined use of the AIC or BIC and the ratio of distance measured was a more
accurate means of determining the optimal solution than using a single criterion
selection and stated that a large jump in the ratio distance suggested the merger
of two clusters which should not be combined (Chiu et al., 2001). The silhouette
coefficient was also used to test the strength of the cluster solution, where the
silhouette coefficient measures the cohesion and separation of the clusters and a
clustering solution which produces a silhouette coefficient of 0.5 or above is considered
to be a strong cluster solution (Kaufman and Rousseeuw, 1990). Thus the optimal
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cluster solution was chosen based on the largest resultant ratio of distance measured
and largest silhouette coefficient. An issue with cluster analysis is the problem of
pattern stability when clustering is applied to real world applications (Ben-Hur
et al., 2001). The stability of the cluster solution was tested by randomly splitting
the sample in half and performing separate cluster analyses on each. Evidence of
the reliability of the cluster solution was provided through descriptive comparisons
of the resultant solutions.
The cluster membership variable was used to examine the association between
activity levels and BMI categories. Pearson’s Chi-square test was used to test for
significant associations between categorical variables. A 5% level of significance
was used for all statistical tests. The Cramer’s V coefficient was used to measure
the strength of the association between nominal categorical variables, where >0.1,
>0.3 and >0.5 represent a low, moderate or high association respectively. Kendall’s
Tau b was used to measure the strength of the association between the ordinal
categorical variables, with a range from -1 (perfect negative relationship) to +1
(perfect positive relationship). The Cohen’s D coefficient was used to measure
the strength of the association for continuous variables. Binary logistic regression
was used to model the study child being overweight or obese versus normal weight
at 9-years-old and 13-years-old, using activity profiles as a predictor variable and
controlling for socio-demographic and parental weight status. All statistical analysis
was undertaken using IBM SPSS Statistics V21.
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2.3.4 Results
Descriptive Statisitcs and Preliminary Analysis
The body mass index (BMI) of 8,090 nine-year-old children was recorded; 4,150
(51.3%) were boys and 3,940 (48.7%) were girls. Results found 3,236 boys had a
normal BMI (78.0%), 690 were overweight (16.6%) and 224 were obese (5.4%). In
comparison 2,758 girls were classified as having a normal BMI (70.0%), 875 were
overweight (22.2%) and 307 girls were obese (7.8%). Of the boys followed up at age
13 who provided BMI information, 2,835 were found to have a normal BMI (77.0%),
679 overweight (18.5%) and 168 obese (4.6%). 2,403 girls aged 13 had a normal
BMI (69.4%), 810 were overweight (23.4%) and 251 were obese (7.2%).
Descriptive statistics for physical activity and sedentary variables are presented, by
gender, in Table 2.2. The results suggest gender differences for sports participation.
The most common response to how often sport is played for boys was “almost every
day” (55.5%), whereas the most common response for girls was “1-2 times a week”
(40.0%). The largest effect size for the physical activity and sedentary behaviour
variables, by gender, was found for this variable (Table 2.2). Gender differences
were less evident when looking at variables relating to exercise. For the self-reported
exercise variable, the majority of boys (60.6%) and girls (52.0%) exercised “almost
every day”.
A descriptive analysis of the association between the physical activity and sedentary
behaviour variables and weight status at 9- and 13-years-old was undertaken to
examine if individual variables were predictive of weight status, by gender (Appendices
1 and 2). Differences in weight status were evident for some variables, for example;
at 9-years-old 57.3% of males with a normal weight status played sport almost every
day compared with 50.9% of males who were overweight or obese. However, some
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activity variables were less predictive of weight status, for example; at 9-years-old
30.6% of males with a normal weight status actively travelled to school compared
with 32.3% of males who were overweight or obese. Thus, cluster analysis was
applied to determine if a combined view of physical activity and sedentary behaviour
was predictive of weight status.
Table 2.2: Descriptive Statistics for Physical and Sedentary Variables by Gender
Males Female P-value
Self-reported Variables: (n=4318) (n=4187) (Effect Size)
Child’s favourite
hobby
Inactive 989 (23.0) 1058 (25.9) 0.002
Active 3312 (77.0) 3027 (74.1) (0.03)
How often
Study Child
plays sport
Never 89 (2.0) 133 (3.2) <0.001
1-2 times a week 932 (21.4) 1659 (40.0) (-0.23)
3-4 times a week 914 (21.0) 1003 (24.1)
Almost every day 2416 (55.5) 1357 (32.7)
How often
Study Child
takes exercise
Never 38 (0.9) 43 (1.0) <0.001
1-2 times a week 715 (16.4) 915 (22.0) (-0.09)
3-4 times a week 963 (22.1) 1037 (25.0)
Almost every days 2636 (60.0) 2157 (52.0)
Past week no.
days physically
active for at
least 60min
p/day?
No days 184 (4.2) 186 (4.5) <0.001
1 day 218 (5.0) 370 (8.9) (-0.11)
2 days 424 (9.8) 557 (13.4)
3 days 601 (13.8) 681 (16.4)
4 days 628 (14.4) 597 (14.4)
5 days 556 (12.8) 546 (13.2)
6 days 462 (10.6) 330 (8.0)
7 days 1274 (29.3) 881 (21.2)
Parental-reported Variables:
Travels to or
from school
Inactive 3025 (69.0) 2822 (67.5) 0.12
Active 1356 (31.0) 1359 (32.5) (0.02)
Last 14 days no.
times hard
exercise
None 75 (1.7) 135 (3.2) <0.001
1-2 days 204 (4.7) 293 (7.0) (0.14)
3-5 days 681 (15.5) 862 (20.6)
6-8 days 757 (17.3) 901 (21.5)
9 days or more 2663 (60.8) 1994 (47.6)
Last 14 days no.
times light
exercise
None 74 (1.7) 41 (1.0) <0.001
1-2 days 10 (3.7) 204 (4.9) (0.07)
3-5 days 490 (11.2) 534 (12.8)
6-8 days 504 (11.5) 620 (14.8)
9 or more days 3152 (72.0) 2787 (66.6)
Mean (SD) Mean (SD)
Total sedentary time (hours) 4.2 (2.5) 4.1 (2.3) 0.057
(0.004)
Count (%) presented. Cramer’s V, Kendall’s Tau-b and eta2 effect size presented where appropriate.
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Physical Activity Clusters by Gender
Based on the AIC, BIC and ratio of distance measured values (Appendix 3), a
four cluster solution was identified for activity profiles in boys, with an average
silhouette value of 0.7, representing good cohesion and separation between clusters.
The following physical activity and sedentary variables were included in the final
cluster solution for boys (1); favourite hobby (active or inactive) (2), travel to and
from school (active or inactive) (3), plays sport (0-2 days a week or 3-7 days a week)
and (4) total sedentary time. The categorical variables were of equal importance
in predicting the cluster solution, with a variable importance value of 1.0. Table
2.3 displays the descriptive data for the four activity profiles for boys. The profiles
are ordered by level of activity, with 43.9% of 9-year-old boys assigned to profile 1,
18.4% to profile 2, 13.2% to profile 3 and 22.6% to profile 4.
Profile 1 has high physical activity levels (100% report having an active hobby
and playing sport 3-7 days a week) and lowest levels of sedentary behaviour (mean
sedentary time of 4.03 hr). Profile 2 can be characterized as having high levels of
physical activity (100% report having an active hobby, active travel to school and
playing sport 3-7 days a week), but increased sedentary behaviour compared with
profile 1 (mean sedentary time of 4.24 hr). Profile 3 shows low levels of physical
activity (100% playing sport 0-2 days a week) and high levels of sedentary behaviour
(mean sedentary time of 4.57 hr), however reports having an active hobby. Profile 4
has low levels of physical activity (43.2% reported playing sport 0-2 times a week and
100% reported their preferred hobby was inactive), and the high levels of sedentary
behaviour (mean sedentary time of 4.39 hr).
No coherent profiles could be found using the physical activity and sedentary behaviour
variables for girls at age 9. Consequently, no further analysis was conducted on the
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girls at age 9 years and the remaining results focus on examining the relationship
between the boys’ activity profiles and weight status at age 9 and age 13.
Table 2.3: Comparison of Activity Level Clusters in 9-Year-Old Boys (n = 4298)*
Profile 1 Profile 2 Profile 3 Profile 4
Activity (n=1924, 43.9%) (n=807, 18.4%) (n=578, 13.2%) (n=989, 22.6%)
Favourite hobby Active: Active: Active: Inactive:
1924 (100%) 807 (100%) 578 (100%) 989 (100%)
Travel to school Inactive: Active: Active: Active:
1924 (100%) 807 (100%) 180 (31.1%) 337 (34.1%)
Inactive: Inactive:
398 (68.9%) 652 (65.9%)
No. days plays
sport in a week
3-7 days: 3-7 days: 0-2 days: 0-2 days:)
1924 (100%) 807 (100%) 578 (100%) 427 (43.2%)
3-7 days:
561 (56.8%)
Mean sedentary
time (hours)
4.03 4.24 4.57 4.39
* 83 cases were excluded due to missing data on one or more of the above variables
Associations Between Activity Profiles and Weight Status for Boys
Activity profiles were predictive of weight status in boys at age 9 and age 13. Highest
levels (80.6%) of normal BMI at age 9 were observed in profile 1, the most active
group, while the lowest levels of normal BMI (73.7%) were found in profile 4, the
least active group. High levels of obesity at age 9 were identified in profile 4 (7.3%),
compared with 4.1% in the most active group. Similarly, patterns emerged between
the activity profiles and weight status at age 13. Profile 1 showed the highest rates of
normal BMI (81.3% compared with 70.1% in profile 4) and the low levels of obesity
in 13-year-old boys (3.6% compared with 6.8% in profile 4) (Table 2.4).
The relationship between the activity profiles and overweight or obese status at age
9 and 13, controlling for socio-demographic variables and parental weight status,
was investigated for boys (Appendix 4). The odds of being overweight or obese for
boys in profile 4 were significantly higher than those in profile 1 at age 9 (OR = 1.4,
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95% CI = 1.2, 1.8) and age 13 (OR = 1.9, 95% CI = 1.6, 2.4), when controlling for
socio-demographics and parental weight.
Table 2.4: Prevalence of Activity Clusters by BMI at Age 9 and 13 for Boys
Profile 1 Profile 2 Profile 3 Profile 4)
(n = 1924) (n = 807) (n = 578) (n = 989)
BMI at 9
Normal 1489 (80.6) 602 (78.2) 417 (75.2) 685 (73.7)
Overweight 283 (15.3) 130 (17.1) 91 (16.5) 177 (19.0)
Obese 76 (4.1) 36 (4.7) 42 (7.6) 68 (7.3)
BMI at 13
Normal 1363 (81.3) 497 (76.8) 358 (73.1) 570 (70.1)
Overweight 254 (15.1) 131 (20.2) 99 (20.2) 188 (23.1)
Obese 60 (3.6) 19 (2.9) 33 (6.7) 55 (6.8)
Counts (%) presented.
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Associations Between Activity Profiles and Change in Weight Status from
9-years to 13-years for Boys
An association was found between cluster membership and weight change in boys
belonging to the normal BMI category at age 9. In the least active profile, 16.0% of
boys with a normal BMI status at 9-years-old were found to be overweight or obese
at age 13, compared with 6.9% in the most active group (Table 2.5). The odds of
boys in profile 4 changing from normal weight at 9 years to overweight or obese at
13 years were over twice the odds of those in profile 1 (unadjusted OR = 2.5, 95%
CI = 1.9, 3.5).
Table 2.5: Prevalence of Activity Clusters by Normal Weight Status Change From
Age 9 to 13 for Boys
Boys’ Normal BMI
Change from 9 to 13
Profile 1 Profile 2 Profile 3 Profile 4)
(n = 1295) (n = 488) (n = 356) (n = 583)
Normal at 9 and 13 1205 (93.1) 435 (89.1) 319 (89.6) 490 (84.0)
Normal at 9, overweight/obese at 13 90 (6.9) 53 (17.1) 37 (10.4) 93 (16.0)
Counts (%) presented.
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2.3.5 Discussion
To our knowledge this is the first study to examine how profiles of physical activity
and sedentary behaviour relate to weight status in preadolescent children and how
these associations track over time. Cluster analysis was used to identify activity
profiles from self- and parental-reported physical activity and sedentary behaviour
variables provided in GUI. Leech and colleagues noted that clustering is developed
from the idea that lifestyle behaviours are influenced by a number of multivariate
factors (Leech et al., 2014). Thus, a benefit of using cluster analysis over traditional
single behaviour approaches is the ability to capture the multiple activity and
sedentary behaviours which preadolescents participate in. For this study, the use of
cluster analysis allows for the associations between weight status and the combined
view of physical activity and sedentary behaviour to be investigated. Cohesive
physical activity and sedentary behaviour profiles for boys were identified at age 9,
with evidence of a clear relationship to weight status. Profile 1, the most active
group, had the lowest levels of overweight or obesity at both age 9 and at age 13;
whereas profile 4, the least active group, had a greater risk of being overweight or
obese at age 9 and at age 13.
The self- and parental-reported physical activity and sedentary behaviour variables
used to generate the activity profiles in this study relate to similar variables previously
examined in adolescent youths using cluster analysis (Nelson et al., 2005; Liu et al.,
2010; Marshall et al., 2002). However, no cohesive clusters could be found for
girls using these variables. Similar to the analysis presented here, Gorely et al.
(2007) applied cluster analysis to the activity and sedentary patterns of adolescents
aged 13-17 for girls and boys separately. Profiles were generated for both boys
and girls; however the variable selection differed, with the boys profiles including
a variable describing the amount of time spent using the computer and the girls
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profiles included a variable describing the amount of time spent working (paid work
and chores). This suggests that using the same self-reported physical activity and
sedentary behaviour variables when clustering girls and boys may not be appropriate,
as differences in free-living activity behaviours due to gender (i.e., typical behaviours,
hobbies, etc.) are likely to be evident. The review by Ferrar et al. (2013) highlights
that combinations of behaviours, such as physical activities, sedentary behaviours,
sleep and cognitive activity, have an effect on adolescent health. The review highlights
studies which incorporate a wider range of daily activities into their analysis of
time-use clusters, thus resolving some issues which emerge from clustering selective
physical activity and sedentary behaviour variables. Similarly the study conducted
by Hunt et al., used latent class analysis to group late adolescents into gender-specific
time-use profiles and investigated the associations with health related quality of life
(Hunt et al., 2015).
In addition to gender differences in free-living activities, previous research has also
suggested that the differences between male and female participation in organized
sports may be responsible for some gender disparities in physical activity levels
(Trost et al., 1996; Bowker et al., 2003; Wang and Lim, 2012). Our findings may
suggest that the questions presented to the girls in this study do not measure
their physical activity behaviours adequately. Table 2.2 highlights these gender
differences in participation in sport. Over half (55.5%) of the boys play sport every
day compared with 32.7% of the girls, yet the differences in exercising every day
are much smaller (60.6% of boys compared with 52% of girls). As highlighted by
both Ferrar et al. (2013) and Hunt et al. (2015), using a larger selection of time-use
variables may account for gender differences in physical activity behaviours and
optimally measure activity levels over a 24 hr day.
This study relies solely on self- and proxy-reported data for physical activity and
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sedentary behaviours, despite increasing evidence that objectively measured physical
activity is considerably more valid than self- or proxy-reported data alone (Trost
et al., 1996; Welk et al., 2000; Rowlands and Eston, 2007; Warren et al., 2010).
Dhurandhar et al. (2014) suggest that physical activity includes multiple activities
such as exercise; sports; and occupational, leisure-time and household activities;
which collectively make it difficult to recall and self-report these behaviours. It
was recommended that the reliance on self-reported physical activity behaviours be
reduced and that more accurate and objective measures of physical activity (i.e.,
accelerometry, heart rate monitoring) be used instead (Dhurandhar et al., 2014).
Past reviews have also questioned the use of self-reported measurement of physical
activity (Shephard, 2003; Shephard and Aoyagi, 2012), stating that physical activity
questionnaires offer limited reliability and validity. Shephard and Aoyagi (2012)
noted that many questionnaires fail to take into account low intensity activities,
again leading to a distorted view of the activity levels of the sample. These reviews
also highlighted that physical activity questions that offer interval responses may
prompt higher frequencies than open ended questions. This may be the case in our
study as, for example, the sport and exercise variables offered the response options:
never, 1-2 days, 3-5 days, 6-8 days or more than 9 days.
Similar issues may arise with interval response sedentary behaviour variables. For
example, TV viewing, computer, and video game use offer the response options:
none, less than an hour, 1 to less than 3 hours, 3 to less than 5 hours, 5 to less than
7 hours, and 7 hours or more. It is now widely accepted that children should not
exceed more than 2 hours of total screen time per day (of Pediatrics, 2001), however
the response categories to these sedentary behaviour variables are broad, and made it
impossible to take into account the current screen time guidelines of less than 2 hours
for children. If future studies intend to use self-reported measures of sedentary time,
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response options could be broken down into smaller intervals, for example 30 min
intervals. This would allow items to be analysed within the recommended guidelines,
as well as potentially providing the opportunity for researchers to combine these
scores for a total sedentary score.
Strengths and Limitations
Limitations of this study include the use of self- and proxy-reported physical activity
and sedentary behaviours which may be less valid and reliable than alternative
objective measures. Secondly, the questions used in this study may have limited
the amount of information on alternative physical activity behaviours (i.e., light
intensity physical activities) that could be collected from the study children and
their primary caregivers. This may have impacted on the ability to identify cohesive
activity profiles for girls at age 9, and relate to current or future weight status.
A known advantage of the clustering method used (TSCA) is its ability to handle
both categorical and continuous variables; however the categorical variables often
show higher variable importance statistics, strongly influencing the cluster patterns
produced, which can influence cluster pattern stability. The stability of the cluster
solution was tested by applying the cluster analyses to 50% randomly split sample.
However, it was not possible to examine the temporal stability of the clusters, that
is, whether the children remain in clusters for a meaningful amount of time, as
the data were collected only once at 9 years and again at 13 years. Besides these
limitations, a strength of this study is the use of a multivariate approach to identify
activity profiles in a large cohort (n = 8,570) of preadolescent children at age 9,
which represents 14% of all 9-year-old children nationally over the study period. In
addition the availability of longitudinal data, allows for the boys’ activity profiles at
age 9 to predict current weight status, while also enabling us to track how 9-year-old
activity profiles predict future weight status.
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2.3.6 Conclusion
In summary, this present study provides important insights into profiling physical
activity and sedentary behaviours of preadolescent boys. It also allows for a better
understanding of how these activity profiles in 9-year old boys relate to current
weight status; as well predict future weight status. This study has also highlighted
gender differences in the physical activity and sedentary behaviours which are used
to characterize activity levels. Future research should look to include a wider
range of questions examining activity behaviours common in both young boys and
girls, which would allow for a better insight into activities relating to daily living.
Furthermore, methods, such as accelerometers, should be exploited to objectively
quantify physical activity and sedentary behaviours in young children.
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Appendix 1
Appendix 1 presents the descriptive statistics for the physical activity and sedentary
behaviour variables, by weight status, at 9-years-old.
Male (n=4381) Female (n=4187)
Normal Overweight Normal Overweight
Self-reported Variables \Obese \Obese
Child’s favourite
hobby
Inactive 685 (21.4) 244 (27.0) 693 (25.7) 308 (26.4)
Active 2511 (78.6) 660 (73.0) 2003 (74.3) 859 (73.6)
How often
Study Child
plays sport
Never 56 (1.7) 28 (3.1) 97 (3.5) 27 (2.3)
1-2 days 661 (20.5) 219 (24.0) 1047 (38.1) 500 (42.5)
3-4 days 662 (20.5) 201 (22.0) 669 (25.5) 248 (21.1)
Almost every day 1849 (57.3) 465 (50.9) 902 (32.9) 401 (34.1)
How often
Study Child
takes exercise
Never 24 (0.7) 12 (1.3) 20 (0.7) 19 (1.6)
1-2 days 506 (15.7) 175 (19.2) 588 (21.4) 260 (22.1)
3-4 days 699 (21.6) 203 (22.3) 670 (24.4) 314 (26.7)
Almost every day 2001 (62.0) 521 (57.2) 1467 (53.4) 582 (49.5)
Past week no.
days physically
active for at
least 60mins
p/day
No day 130 (4.0) 50 (5.5) 126 (4.6) 52 (4.4)
1 day 161 (5.0) 46 (5.0) 229 (8.3) 119 (10.2)
2 days 308 (9.6) 95 (10.5) 369 (13.4) 152 (13.0)
3 days 437 (13.6) 141 (15.4) 459 (16.7) 197 (16.8)
4 days 447 (13.9) 140 (15.3) 380 (13.8) 179 (15.3)
5 days 404 (12.5) 122 (13.3) 344 (12.5) 164 (14.0)
6 days 355 (11.0) 79 (8.6) 235 (8.6) 72 (6.1)
7 days 981 (30.4) 240 (26.3) 602 (21.9) 237 (20.2)
Parental-reported Variables
Travel to or
from school
Inactive 2246 (69.4) 619 (67.7) 1903 (69.1) 771 (65.4)
Active 990 (30.6) 295 (32.3) 852 (30.9) 408 (34.6)
Last 14 days no.
times hard
exercise
None 41 (1.3) 21 (2.3) 74 (2.7) 32 (4.4)
1-2 days 145 (4.5) 50 (5.5) 171 (6.2) 96 (8.1)
3-5 days 470 (14.5) 164 (17.9) 498 (18.1) 313 (26.5)
6-8 days 556 (17.2) 157 (17.2) 611 (22.1) 245 (20.7)
9 or more days 2023 (62.5) 522 (57.1) 1405 (50.9) 476 (40.3)
Last 14 days no.
times light
exercise
None 46 (1.4) 13 (1.4) 20 (0.7) 17 (1.4)
1-2 days 109 (3.4) 42 (4.6) 96 (3.5) 93 (7.9)
3-5 days 334 (10.3) 118 (12.9) 305 (11.1) 190 (16.1)
6-8 days 364 (11.3) 107 (11.7) 403 (14.6) 173 (14.6)
9 or more days 2386 (73.6) 635 (69.4) 1933 (70.1) 709 (60.0)
Total sedentary time (hours) 4.14 (2.48) 4.54 (2.61) 4.07 (2.32) 4.28 (2.40)
Counts (%) presented, except total sedentary time where mean (SD) are presented.
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Appendix 2
Appendix 2 presents the descriptive statistics for the physical activity and sedentary
behaviour variables, by weight status, at 13-years-old.
Male (n=3682) Female (n=3464)
Normal Overweight Normal Overweight
Self-reported Variables \Obese \Obese
Child’s favourite
hobby
Inactive 570 (20.4) 242 (28.9) 617 (26.3) 288 (27.5)
Active 2220 (79.6) 595 (71.1) 1725 (73.7) 760 (72.5)
How often
Study Child
plays sport
Never 46 (1.6) 33 (3.9) 80 (3.4) 31 (2.9)
1-2 days 562 (19.9) 219 (26.0) 930 (39.0) 447 (42.4)
3-4 days 601 (21.2) 166 (19.7) 603 (25.3) 230 (21.8)
Almost every day 1616 (57.2) 425 (50.4) 774 (32.4) 347 (32.9)
How often
Study Child
takes exercise
Never 22 (0.8) 10 (1.2) 15 (0.6) 11 (1.0)
1-2 days 448 (15.9) 147 (17.4) 536 (22.4) 227 (21.5)
3-4 days 628 (22.2) 188 (22.3) 576 (24.1) 263 (25.0)
Almost every day 1727 (61.1) 495 (59.1) 1261 (52.8) 553 (52.5)
Past week no.
days physically
active for at
least 60mins
p/day
No day 90 (3.2) 48 (5.7) 95 (4.0) 49 (4.7)
1 day 143 (5.1) 51 (6.1) 182 (8.6) 131 (12.4)
2 days 283 (10.0) 73 (8.7) 323 (13.5) 140 (13.3)
3 days 395 (14.0) 140 (16.6) 386 (16.2) 157 (14.9)
4 days 416 (14.7) 120 (14.3) 349 (14.6) 161 (15.3)
5 days 352 (12.5) 97 (11.5) 321 (13.5) 130 (12.3)
6 days 316 (11.1) 93 (11.0) 210 (8.8) 71 (6.7)
7 days 829 (29.4) 220 (26.1) 520 (21.8) 214 (20.3)
Parental-reported Variables
Travel to or
from school
Inactive 2007 (70.8) 572 (67.5) 1682 (70.1) 676 (63.7)
Active 828 (29.2) 275 (32.5) 718 (29.9) 385 (36.3)
Last 14 days no.
times hard
exercise
None 31 (1.1) 20 (2.4) 59 (2.5) 42 (4.0)
1-2 days 115 (4.1) 53 (6.3) 152 (6.3) 82 (7.7)
3-5 days 423 (14.9) 149 (17.6) 430 (17.9) 271 (25.5)
6-8 days 474 (16.7) 152 (17.9) 556 (23.1) 219 (20.6)
9 or more days 1790 (63.2) 473 (55.8) 1206 (50.2) 447 (42.1)
Last 14 days no.
times light
exercise
None 40 (1.4) 21 (2.5) 15 (0.6) 15 (1.4)
1-2 days 97 (3.4) 40 (4.7) 106 (4.4) 61 (5.7)
3-5 days 294 (10.4) 111 (13.1) 267 (11.1) 162 (15.3)
6-8 days 322 (11.4) 103 (12.1) 371 (15.4) 158 (14.9)
9 or more days 2083 (73.4) 573 (67.6) 1644 (68.4) 665 (62.7)
Total sedentary time (hours) 4.18 (2.47) 4.46 (2.41) 4.01 (2.24) 4.27 (2.39)
Counts (%) presented, except total sedentary time where mean (SD) are presented.
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Appendix 3
Appendix 3 presents the TwoStep model fit criterion. The AIC, BIC and ratio of
distance measures were used to identify the optimal cluster solution for boys. The
values produced for these statistics have been presented below for one to ten cluster
solutions.
Number of Cluster Groups AIC BIC Ratio of Distance Measures
1 16657.1 16688.7
2 11911.3 11974.4 1.6
3 8936.0 9030.7 1.1
4 6344.8 6471.1 2.2
5 5162.4 5320.3 1.4
6 4332.1 4521.6 1.0
7 3507.5 3728.6 1.2
8 2849.3 3101.9 1.6
9 2430.4 2714.6 1.1
10 2031.9 2347.7 1.8
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Appendix 4
The relationship between the activity profiles and overweight or obese status at age
9 and 13, controlling for socio-demographic variables and parental weight status, for
boys, was investigated using binary logistic regression in Appendix 4.
Boys age 9 Boys age 13
OR (95% CI) p OR (95% CI) p
Activity Profile 1 1 0.003 1 <0.001
Cluster Profile 2 1.2 (0.9-1.4) 0.18 1.3 (1.0-1.6) 0.03
Profile 3 1.2 (1.0-1.6) 0.09 1.6 (1.2-2.0) <0.001
Profile 4 1.4 (1.2-1.8) <0.001 1.9 (1.6-2.4) <0.001
Family Type Two parents 1 1
Single parent 1.2 (0.8-1.7) 0.36 1.1 (0.8-1.6) 0.51
Siblings Yes 1 0.04 1 0.002
No 1.4 (1.1-1.8) 0.02 1.5 (1.1-2.0) 0.006
Missing 1.2 (0.7-2.0) 0.44 1.8 (1.1-2.9) 0.01
Primary 50+ 1 0.22 1 0.11
Caregivers’ Age 40-49 1.1 (0.7-1.8) 0.70 0.7 (0.5-1.2) 0.21
30-39 1.1 (0.7-1.8) 0.64 0.7 (0.5-1.2) 0.19
<30 1.5 (0.9-2.7) 0.12 1.1 (0.6-1.9) 0.82
Household Professional workers 1 0.002 1 <0.001
Class Managerial & technical 1.1 (0.8-1.5) 0.52 1.3 (0.9-1.8) 0.12
Non-manual 1.1 (0.8-1.5) 0.72 1.6 (1.1-2.3) 0.01
Skilled manual 1.3 (0.9-1.8) 0.14 1.9 (1.1-2.3) 0.001
Semi- & unskilled 1.6 (1.1-2.3) 0.02 1.8 (1.2-2.7) 0.004
Unclassified 0.7 (0.5-1.1) 0.16 0.9 (0.6-1.5) 0.71
Household Highest 1 0.07 1 0.39
Annual 4th 0.8 (0.7-1.1) 0.20 0.9 (0.7-1.2) 0.64
Income 3rd 0.9 (0.7-1.2) 0.52 0.8 (0.6-1.1) 0.15
(in quantiles) 2nd 0.7 (0.6-1.0) 0.30 0.9 (0.7-1.3) 0.70
Lowest 0.7 (0.5-0.9) 0.007 0.8 (0.6-1.1) 0.27
Missing 1.0 (0.7-1.4) 0.82 1.2 (0.8-1.7) 0.40
Primary Tertiary 1 0.13 1 0.01
Caregivers’ Secondary 1.2 (1.0-1.5) 0.03 1.3 (1.1-1.6) 0.004
Education Primary (or less) 0.8 (0.6-1.2) 0.27 1.0 (0.7-1.6) 0.85
Mothers’ BMI Normal 1 <0.001 1 <0.001
Overweight 2.2 (1.8-2.6) <0.001 1.7 (1.4-2.1) <0.001
Obese 3.5 (2.8-4.3) <0.001 2.5 (2.0-3.1) <0.001
Missing 2.3 (1.6-3.2) <0.001 1.9 (1.4-2.6) <0.001
Fathers’ BMI Normal 1 <0.001 1 <0.001
Overweight 1.1 (0.8-1.3) 0.69 1.5 (1.1-1.9) 0.009
Obese 2.0 (1.6-2.6) <0.001 2.8 (2.1-3.8) <0.001
Missing 1.3 (1.0-1.9) 0.11 2.0 (1.4-2.9) <0.001
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2.4 Methodology Considerations
While Chapter 1 discussed many advantages of choosing the TwoStep approach,
some limitations do arise. Chiu and colleagues investigated the accuracy of the
automatic model-selection using generated data sets and reported that the SPSS
TwoStep cluster analysis identified the correct number of clusters 98% of the time
(Chiu et al., 2001). However Bacher and colleagues presented much poorer results,
with the TwoStep algorithm identifying the correct structure only 25% of the time
(Bacher et al., 2004). These differences may be related to the issue of pattern
stability and cluster validation which may arise when clustering is applied to real
world applications (Ben-Hur et al., 2001). Cluster validity is an issue for both
traditional cluster analysis methods and the TwoStep approach and refers to the
evaluation of the cluster pattern solution, whereas cluster stability is the amount
of variation in the clustering solution over different subsamples (Jain, 2010). The
issue with pattern stability is that clustering tends to find groups within the data,
irrespective of whether natural groupings exist or not, and thus cluster solutions
should be tested to insure optimal groupings have been found.
Another limitation of the TwoStep approach includes the issue with using mixed
attributes, as categorical variables are more heavily weighted than continuous variables
(Bacher et al., 2004). Ordering of cases may also affect the cluster feature tree
and final solution (Bacher et al., 2004) and it is recommended that the cases are
randomly ordered to minimise this order effect. As with other classification methods,
it is possible for the introduction of bias, when individuals are classified to a group.
Due to the potential limitations of cluster analysis, the use of latent class analysis as
a profiling method is increasing in popularity. A number of researchers have reviewed
differences between clustering methods and latent modelling approaches (Magidson
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and Vermunt, 2002; Bacher et al., 2004; Haughton et al., 2009; Kent et al., 2014),
with the majority suggesting latent modelling as an equal, if not superior profiling
method to the clustering approaches they investigated. Therefore, for this thesis, it
is also of interest to examine a latent modelling approach.
2.5 Chapter Summary
The TwoStep cluster analysis approach identified corherent and distinct profiles,
using physical activity and sedentary behaviour variable in boys, but not in girls.
These profiles were associated with overweight and obesity at both 9- and 13-years
of age. TwoStep cluster analysis allows mixed data, unlike many other clustering
methods. The use of TwoStep cluster analysis in this chapter allowed for groups
to be identified from both categorical and continuous data of physical activity
and sedentary behaviour. Additionally the TwoStep approach allowed for a more
robust approach to identifying the optimal number of clusters by using information
criterion measures. However, there are limitations to the TwoStep cluster analysis
approach. This methodology favours categorical variables when both continuous
and categorical indicators are used. There are also shortcomings of a profiling
method that utilises classification to form the groupings, due to the bias introduced
when assigning individuals to a cluster. By assigning each person to one and only
one cluster may lead to the introduction of error if clusters are not completely
distinct. Latent class models use probability-based classification, which minimises
classification error when compared to clustering methods (Magidson and Vermunt,
2002; Kent et al., 2014). With this in mind the following chapters will utilise a
model-based approach, latent modelling (LCA and LTA) to further examine profiling
methods when applied to large survey data.
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Chapter 3
Rheumatology Health
Professionals’ Awareness of
Physical Activity Measures: A
Latent Class Analysis
3.1 Introduction
The work in this chapter is the result of a collaborative European study and was
funded by the European League Against Rheumatism Health Professionals Research
Grant 2015 (EULAR). It presents a latent class analysis (LCA) of data provided
by rheumatology health professionals from four countries; Ireland, Sweden, Belgium
and Denmark. The data for this study were collected in 2015 and represents over
300 rheumatology health professionals.
The aim of the EULAR study was to ascertain health professionals’ awareness and
confidence in using physical activity measures in people suffering from inflammatory
joint diseases (IJDs). It was of interest to identify subclasses within the sample based
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on their use of physical activity measures. Research has shown the association
between regular physical activity and health-related outcomes, such as quality of
life, pain and stiffness (Plasqui, 2008; Hurkmans et al., 2009; Metsios et al., 2010),
for people suffering from IJDs. The identification of these subgroups may facilitate
the development of tailored education programs to train health professionals in the
available measures, as well as to encourage and communicate the benefits of engaging
in more regular physical activity, to their patients.
The following sections detail the LCA methodology (section 3.2) and presents the
application of this approach to the EULAR study data (section 3.3), which was
published in BMJ Open. These results demonstrate how LCA can be used to identify
classes of rheumatology health professionals based on their use of physical activity
measurements.
3.2 Latent Class Analysis
LCA provides a model-based approach to identifying underlying subgroups in a
population and classifying individuals into distinct homogeneous groups based on
some underlying characteristics. Although the latent variable of interest is not
directly measured, it is a construct of a number of measured categorical variables.
Figure 3.1 displays a latent model, where X1, X2 and X3 represents the observed
categorical indicator variables and e1, e2 and e3 represent the error associated with
the Xs. The arrows represent the direction of the causal flow, which is from the
latent variable to the X indicator variables. These causal flow arrows indicate that
the observed categorical indicator variables measure the unobserved latent variables.
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Figure 3.1: Latent variable with three categorical indicator variables
As the latent class variable is unobserved it is measured by estimating two sets of
parameters;
1. Latent class membership probabilities (γ)
2. Item-response probabilities, conditional on class membership (ρ)
The class membership probabilities represent the prevalence of each class in the
population, while the item-response probabilities are the probabilities of giving a
particular response to a certain observed indicator variable, conditional on belonging
to a certain latent class. The expectation-maximisation (EM) algorithm (Dempster
et al., 1977) is often used in LCA software to estimate the parameters. The following
subsections detail LCA framework, assumptions, parameter estimation and model
selection methods.
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3.2.1 Latent Class Model
The initial starting point of an LCA algorithm is generating a contingency table.
This is formed by cross-tabulating the observed indicator variables. Consider a set
of m = 1, ...,M observed categorical items, where the variable M has rm = 1, ..., Rm
response options. The contingency table has j = 1, ..., J cells, where J =
∏M
m=1 Rm.
For each J cell in the contingency table there is a corresponding response pattern,
where Y represent an array of response patterns. A probability P (Y = y) is
associated with each response pattern and subsequently
∑
P (Y = y) = 1. The
contingency table allows for model fit to be investigated later on. This is done by
checking the observed cell proportions from the contingency table match closely to
the expected cell proportions estimated by the latent class model.
Let C represents the latent variable with c = 1, ..., C latent classes. The prevalence
of latent class c, γc, is the probability of belonging to latent class c, of the latent
categorical variable C. Each latent classes is mutually exclusive and exhaustive of
one another and so each individual, i, is a member of one and only one latent class.
Therefore the sum of class membership probabilities is equal to 1 as shown in the
following equation:
C∑
c=1
γc = 1. (3.1)
The second set of probabilities, estimated by the model, are the item-response
probabilities, ρm,rm,|c. These ρ parameters represent the probability of giving response
rm for observed variable m, conditional on class membership in latent class c. As
each individual i provides one and only one response option to variable m the sum
of item-response probabilities for that particular variable, conditional on latent class
membership, always sums to 1.
52
3.2. Latent Class Analysis
Rm∑
rm=1
ρm,rm|c = 1. (3.2)
Following from equations 3.1 and 3.2 is the fundamental equation of the latent
class model. An indicator function is required to determine a response given to
a particular indicator variable, where ym represents the element m of a response
pattern y. The indicator function I(yi = rm) equals 1 when the response to variable
m = rm, and is equal to 0 otherwise. Equation 3.3 expresses P (Y = y), a function
of the latent class membership probabilities and the probabilities of observing each
response conditional on latent class membership:
P (Y = y) =
C∑
c=1
γc
M∏
m=1
Rm∏
rm=1
ρ
I(ym=rm)
m,rm|c . (3.3)
3.2.2 Local Independence Assumption
There are few assumptions required of LCA. For example, distributional assumptions,
such as multivariate normality are not necessary, as the indicator variables are
categorical and thus their joint distribution is multinomial. The single fundamental
assumption made by latent class models is relating to local independence. The idea
of local independence is that the observed variables are independent, conditional on
the latent variable. It is defined ‘local independence’, as independence is assumed
to hold only within each latent class.
Figure 3.1 represents a latent variable model, where local independence holds.
Arrows connect the three observed indicator variables to the latent variable. No
additional arrows connect any components of the observed variables to each other,
signifying that the observed variables relate only through the latent variable. Whereas,
Figure 3.2 illustrates a latent class model where local independence fails. It can be
noted that X2 and X3 are related to each other through both the latent variable,
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as well as through their error terms. As e2 and e3 are related, if the latent variable
were conditioned on, X2 and X3 would still be related to each other.
Figure 3.2: Latent variable with three categorical indicator variables, where local
independence fails
If the assumption of local independence was not taken into account issues would
arise with Equation 3.3. It can be seen from the ρ parameters that the probability
of a response to each variable is conditional on latent class membership. Therefore
the joint probability of all the elements of the y vector, for latent class c, can be
found by multiplying the individual ρ parameters corresponding to that particular
latent class. If this assumption was removed, Equation 3.3 would be much more
complicated as the responses would have to be conditioned on both the latent class
membership, as well as on each other.
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3.2.3 Covariates to Predict Latent Class Membership
For this project it is also of interest to investigate the association between covariate
variables and latent class membership. The effect of covariates on the latent classes
can be investigated via two approaches. The standard, classify-analyse approach,
assigns individuals to a latent class based on their maximum posterior probabilities
and subsequent analysis, such as logistic regressions, are carried out hereafter. This
approach is referred to as the classify-analyse approach and was used in this study,
allowing for the association between characteristics and class membership to be
examined. Alternatively, an internal variables approach can be used, which extends
the LCA model to incorporates covariate variables, LCA with covariates, which will
be discussed in Chapter 5.
Classify-Analyse Approach
The traditional classify-analyse approach, in the simplest terms, involves three main
steps; identifying the optimal latent class solution, assigning individuals to classes
and then carrying out subsequent analysis to determine the association between the
latent classes and covariates.
Individuals can be assigned to a class based on their maximum probability of
membership of each latent class, known as their posterior probabilities. These
posterior probabilities are calculated using Bayes’ theorem and are expressed as,
P (C = c|Y = y) = P (C = c)P (Y = y|C = c)
P (Y = y)
, (3.4)
where C represents the latent class variable with c = 1, ..., C latent classes, and Y
represents an individual’s vector of responses, y, to a set of observed variables. Once
posterior probabilities have been calculated individuals are assigned to the latent
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class which corresponds to their maximum probability. Any relations of interest
between the latent variables and covariates can then be investigated using standard
statistical methods, such as the Chi-square test or logistic regression.
3.2.4 Parameter Estimation
PROC LCA (Lanza et al., 2007) and PROC LTA (Lanza and Collins, 2008) (which
will be applied in Chapter 6) from SAS version 9.4 are used to estimate the latent
models. This software utilised the expectation maximisation (EM) iterative estimation
approach (Dempster et al., 1977) to estimate the parameters. Alternatively the
Newton-Raphson algorithm (Agresti and Kateri, 2011) can be used.
EM Algorithm
The latent class model is estimated by maximising the log-likelihood function (`),
through the EM algorithm. The EM algorithm is an iterative algorithm, which
alternates between two main steps, iteratively updating parameter estimates, until
the algorithm has converged and the log-likelihood (`) has maximised.
• E-step: involves calculating the expected value of ` under the current estimates
of the model.
• M-step: involves updating the model parameters by maximising the expected
value of `.
The log-likelihood is given as,
` =
∑
y,c
f+y,clog(γc
M∏
m=1
ρm,rm|c). (3.5)
where f+y,c is the unobserved frequency of response pattern y in class c, γc is the
probability of class membership for class c, and ρm,rm|c is the probability of giving
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response rm, for categorical variable m, given class c.
The EM algorithm treats the estimation of the latent class model parameters as
an estimation problem of missing data, where the γ and ρ are the missing data to
be estimated.
The EM algorithm begins by randomly generating γ and ρ parameter estimates
based on a specified seed value, which will be used to recalculate the estimates for
the first iteration. Alternatively the user can specify a SAS data file containing
starting values of γ and ρ estimates, which are used to calculate the first iteration
parameter estimates. Starting values are usually used when the user has knowledge
of the final parameter estimates, which results in fewer iterations and therefore
quicker convergence. These starting values, generated by either the random seed or
the starting values are then used to recalculate the estimates for the first iteration.
Mooijaart and Van der Heijden (1992) detail the EM algorithm when used to
estimate LCA estimates. The updated γ estimates are given as follows,
γ+c =
∑
y f
+
y,c
N
(3.6)
where γ+c is the updated class membership probability for class c and N is the sample
size. Equation 3.6 is expanded to,
γ+c =
∑
y fy
γcπy|c∑C
c=1 γcπy|c
N
(3.7)
where fy is the observed frequency of response pattern y, calculated from the
contingency table, πy|c is the probability of response pattern y given class c.
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The ρ estimates are similarly updated at each iteration and are given as follows,
ρ+m,rm|c =
f+m,rm,c∑Rm
rm=1
f+m,rm,c
(3.8)
where ρ+m,rm|c is the updated probability of giving response rm to categorical variable
m, given class c. f+m,rm,c is the unobserved frequency of response rm of categorical
variable m in class c. Equation 3.8 is expanded to,
ρ+m,rm|c =
fm,rm
γcρm,rm|c∑C
c=1 γcρm,rm|c∑Rm
rm=1
fm,rm
γcρm,rm|c∑C
c=1 γcρm,rm|c
(3.9)
where fm,rm is the observed frequency of response rm for categorical variable m.
At each iteration, once the parameters estimates have been recalculated, the EM
algorithm attempts to maximise the log-likelihood function (`). The EM algorithm
requires a criterion to stop the procedure to avoid the algorithm continuing indefinitely.
The process stops after one of two conditions have been met. The first condition
specifies the maximum number of iterations. By default PROC LCA sets this to
5000, but this can be user specified.
The second is a stopping rule used to determine when the set of parameter estimates
maximise, or nearly maximise the likelihood function. This convergence criterion
can be described as when the difference between two successive iterations of the
estimation procedure has become small enough to be considered trivial, and thus
the estimation procedure is close to the ML solution and the procedure can stop
iterating.
The maximum absolute deviation (MAD) is a common convergence index used
in LCA. The MAD is the convergence index between parameter estimates in two
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successive iterations. The MAD is calculated by computing the absolute value of
the difference between each estimate for the current iteration and the corresponding
estimate for the iteration immediately preceding that one. The largest number in
this array is the value assigned to the MAD for that current iteration. The benefit
of a convergence index is that as the procedure gets closer to the ML value the
difference in the estimates will become smaller between each iteration. In PROC
LCA the default MAD is set as ≤ 0.000001 to stop the iteration process. If neither
stopping criterion are met after the first iteration, the EM algorithm returns to
the first step, recalculates the γ and ρ estimates and attempts to minimise the
log-likelihood.
3.2.5 Multiple Starting Values
The estimation process requires an initial starting values to begin the search for the
ML estimation. It is recommended that for each model multiple sets of starting
values are used to identify the optimal latent class solution. One hundred sets of
random starting values were generated to assess the percentage of solutions that
converged to the maximum likelihood value for the LCA models used in this thesis.
There are no recommendations for the appropriate percentage of models which
converge to the same solutions, however, past research has suggested 10% as an
acceptable threshold (Collins and Lanza, 2010; Lanza and Bray, 2010).
3.2.6 Model Selection
To identify the optimal number of latent classes, models with 1, ..., C latent classes
are compared, based on m categorical indicator variables. Several model-fit indices,
which included the Akaikes information criterion (AIC) (Akaike, 1987), the Bayesian
information criterion (BIC) (Schwarz, 1978), the likelihood-ratio statistic (G2) and
the corresponding degrees of freedom (df), were then compared to determine the
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optimal number of classes.
The G2 likelihood-ratio statistic is used to assess model fit and indicates how well
the model fits the observed data. G2 is given as,
G2 = 2
J∑
j=1
fjlog
fj
f̂j
, (3.10)
where fj is the observed frequency of cell j and f̂j is the expected frequency of cell j.
The corresponding degrees of freedom (df) associated with the G2 are given as,
df = J − P − 1, (3.11)
where P is the number of parameters estimated in the model. This included the
number of latent class prevalences and the number of item-response probabilities
estimated. When C is the number of latent classes in the model, the number of latent
class prevalences estimated is C−1, as
∑C
c=1 γc = 1. Similarly as
∑Rm
rm=1
ρm,rm|c = 1
for a particular observed variable m in latent class c, then by subtraction one
item-response probability per variable for each latent class can always be obtained.
Therefore the number of item-response probabilities estimated is C
∑M
m=1(Rm− 1).
Several information criterion are available to compare models with differing numbers
of latent classes. For example, the Akaike Information Criterion (AIC; Akaike
(1987)) and the Bayesian Information Criterion (BIC; Schwarz (1978)) are common
criterion measures used to compare the fit of different latent class models. These
criterion are based on theG2 statistic with a penalisation for the number of parameters
estimated, P , and the sample size, N . The optimal model chosen would be the model
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with the smallest AIC or BIC, where,
AIC = G2 + 2P, (3.12)
and
BIC = G2 + log(N)P. (3.13)
Other Model Selection Techniques
In addition to model selection criterion, concepts such as parsimony, homogeneity,
model interpretation, and latent class separation were also taken into account when
determining the correct number of classes.
Parsimony is a concept that when all else is equal, simpler models should be favoured
over more complicated models. A simpler models being one that estimates fewer
parameters. Model interpretation considers whether a particular model provides
useful insight into the specific area of science. This draws heavily on the investigator’s
knowledge and expertise in the area to determine the most appropriate model choice.
Homogeneity and latent class separation are two key concepts used to evaluate
and interpret a latent class solution. Homogeneity refers to the degree to which
a particular response pattern is characteristic of one particular latent class and
all individuals in that class are highly likely to give such a response pattern. A
highly homogeneous latent class occurs when particular response pattern is highly
characteristic of latent class c, meaning, individuals from latent class c are likely
to provide the same observed response patter. Maximum homogeneity is when
each individual in class c provides the same response pattern to each categorical
indicator variable. This would occur when all ρm,rm|c = 0 or 1 for all m variables
and all response options rm.
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Latent class separation refers to simple structure within the latent model. Good
latent class separation occurs when there is a clear distinction between the pattern
of item-response probabilities for each indicator variable among the latent classes.
So a response pattern that has a high probability of being observed conditional on a
particular latent class will have a smaller probability of occurring conditional on any
of the other latent classes. These concepts are valuable when choosing the number
of latent classes for this thesis project.
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3.3 A LCA of European Physical Activity Data
The following publication, from BMJ Open, presents the application of LCA to the
physical activity measures used by European health professionals. A classify-analyse
approach was used to investigate the association between covariates and latent class
membership. The author of this thesis was responsible for the latent modelling,
interpretion and presentation of the results in this study.
3.3.1 Abstract
Objectives: The objectives of this study were to determine rheumatology health
professionals’ (HPs) awareness of and confidence in using physical activity (PA)
measures in people with inflammatory joint diseases (IJDs), their own self-reported
PA levels and to identify HP-related educational needs.
Methods: Rheumatology HPs in Denmark, Sweden, Ireland and Belgium took
part in an on-line survey. Descriptive statistics and latent class analysis (LCA) were
undertaken SPSS (v21) and SAS (v9.4) to describe data aggregates and range, and
to identify subclasses of groups with respect to use of PA measures.
Results: 322 (n=243, 75.5% women) HPs responded from Denmark (n=50, 15.5%),
Sweden (n=66, 20.5%), Ireland (n=28, 8.7%) and Belgium (n=178, 55.3%) and the
majority of respondents (n=286, 91.7%) reported it was important to measure PA
in people with IJDs. Only 28.2% of HPs used simple body worn sensors to measure
PA levels in their patients. The majority were interested in on-line education on
measuring PA (82.9%). LCA, used to generate classes of PA measures employed
by HPs, revealed three distinct classes reflecting differences in self-reported PA
levels, awareness of PA measures, further education requirements and professional
background.
Conclusions: The majority of respondents reported that they considered measuring
PA as important in people with IJDs; however, the majority lacked confidence in
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how to measure it. There was strong interest in further education around measuring
PA. Three distinct respondent classes were identified to inform targeted education
on how to measure PA.
3.3.2 Introduction
Regular physical activity (PA) is associated with improvements in health-related
outcomes, such as quality of life, aerobic fitness and disease-related characteristics,
including pain and stiffness in people with inflammatory joint diseases (IJDs) (Plasqui,
2008; Hurkmans et al., 2009; Metsios et al., 2010; Stavropoulos-Kalinoglou et al.,
2013). However, research has shown lower levels of PA in the arthritis population
(Hootman et al., 2003; Sokka et al., 2008; Haglund et al., 2012; Tierney et al.,
2012; Swinnen et al., 2014), thus better promotion of PA among people with IJDs
is necessary (Austin et al., 2013). Health professionals (HPs) are ideally placed to
promote PA and its health benefits with their patients (Larkin et al., 2017).
Previous studies have investigated attitudes and educational needs relating to health-
enhancing PA among HPs in the Netherlands (Hurkmans et al., 2011) and Ireland
(McKenna et al., 2014). However, these studies focused on whether HPs valued PA
for people with arthritis and did not focus on how to measure PA in this population.
In order to promote PA and to determine if people with IJDs are engaging in PA,
HPs need to be aware of how to measure PA. Accurate measurement of PA is
important for clinical decision making and monitoring of changes in outcomes. The
range and complexity of devices available to measure PA have increased in recent
times (Semanik et al., 2010; Tierney et al., 2013; Sylvia et al., 2014). These devices,
while presenting an opportunity to measure PA more comprehensively, may be a
barrier to PA measurement in practice due to their perceived complexity of use,
cost and availability in clinical practice. Yet, these devices are increasingly used
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by patients, necessitating that HPs are confidently able to discuss PA measurement
using them (Trost and O’Neil, 2014; Ainsworth and Buchholz, 2017). To inform
education aimed at enhancing HPs’ knowledge of using PA measures in practice, it
is first necessary to survey their current awareness of measuring PA.
Tailored interventions are preferable in changing HPs’ practices (Baker et al., 2015)
and advanced analysis of HPs’ characteristics can assist with identifying subgroups
for tailored education. Latent class analysis (LCA) is a statistical approach that
allows for such identification of subclasses based on response patterns from the
overall sample in a survey (Kongsted and Nielsen, 2017).
Thus, the aim of this study was to determine rheumatology HPs’ awareness of
and confidence in using PA measures in people with IJDs. A second aim was to
identify subclasses within this population to help tailor further education on use of
PA measures for people with IJD.
3.3.3 Methods
A survey reporting guideline (Kelley et al., 2003) was used to guide reporting of this
survey (Research checklist).
Design
A cross-sectional on-line survey design was used to allow a broad geographic distribution,
convenience to respondents and guaranteed respondent confidentiality (Russel et al.,
2005).
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Sample
Rheumatology HPs in Denmark, Sweden, Ireland and Belgium in Europe were
invited to participate in an on-line survey. Participants were recruited to participate
through their national rheumatology HP association/group. The Denmark HPs were
recruited through the ‘Danish Interdisciplinary Rheumatology Forum’, ‘Occupational
Therapists in Rheumatology/Arthritis and Back Disorders’ (Facebook group) and
through the hospitals’ rheumatology departments across the country. The Swedish
HPs were recruited through the Swedish Association of Physiotherapists Rheumatology
Interest group and the Swedish Rheuma Forum groups for occupational therapists
and nurses. In Ireland, recruitment was through the Irish Rheumatology Health
Professionals Society and the Irish Society for Rheumatology in Ireland and in
Belgium, recruitment was through the Belgian Health Professionals in Rheumatology
and Belgian Royal Society for Rheumatology in Belgium. HPs in this study included
all HPs working in rheumatology, including medical, nursing and allied HPs. Separate
ethical approval was granted by each participating countrys research ethics committees.
Survey
The study steering group developed an on-line survey following review of previously
used questionnaires to measure PA among HPs (Hurkmans et al., 2011; McKenna
et al., 2014). The questionnaire (Appendix 1) was divided into sections: demographic
profile; PA measurement; aerobic capacity testing and educational needs. As previous
studies have noted that some HPs’ own PA levels may have an influence on how they
advise their patients about being physically active (Iversen et al., 2004; Hurkmans
et al., 2011), a measure of HPs’ own PA was included. The Short Questionnaire
to Assess Health Enhancing Physical Activity (SQUASH) (Wendel-Vos et al., 2003)
was chosen based on its previous use with rheumatology HPs (Hurkmans et al., 2011)
and its short completion time. The SQUASH contains 11 questions on PA related
66
3.3. A LCA of European Physical Activity Data
to commuting activities, leisure time and sports activities, household activities and
activity at work and school and is reported to have acceptable reliability (overall
reproducibility: r=0.58) and validity (correlation with an activity monitor for the
total activity score was r=0.45) (Wendel-Vos et al., 2003).
In this study, the total score used was the total minutes of activity per week as
it incorporates frequency and duration of all included activities.
To ascertain face validity of the questionnaire used in this study, discussions were
organised in each country by the country representative and up to four other HPs,
to cover the different professional groups. These debriefings were held in order to
examine whether the constructs surveyed within each questionnaire reflected the
aims under study (ie, to identify missing or problematic questions/constructs) and
were understandable in each language. No issues relating to conceptualisation in any
language following translation were identified. The questionnaire was translated into
each country’s main language(s). Data were then back-translated where necessary
and the final results were presented in English.
Data Collection
The questionnaire was conducted online through Survey-Monkey, KI Survey or
SurveyXact. In each country, the chairperson for each relevant HP association was
contacted requesting permission for their group’s members to participate. When
this permission was granted, the chairperson acted as gatekeeper by sending the
email containing the study information, survey link and researcher details to their
group’s members. The first page of the survey contained detailed information on
the study and consent was implied if the respondent continued past this page to
complete the survey. Reminders were sent to members, via the chairperson, at 1
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month post the initial email, 3 weeks apart.
Data Analysis
Descriptive statistics of the demographic profile were conducted. Categorical data
were described as counts and percentages. Continuous data that approximated a
Gaussian distribution were described as means and SDs, otherwise the continuous
data were described as medians and IQRs. Differences between the demographic
variables were tested using χ2 tests and analysis of variance test where appropriate.
LCA (Kongsted and Nielsen, 2017), a probability-based model, was used to generate
classes of use of measures of PA. A number of latent class models, with one class
up to four classes, were compared and two model fit indexes, Akaike information
criterion (AIC) (Akaike, 1987) and Bayesian information criterion (BIC) (Schwarz,
1978), were used to identify the optimal number of latent classes. The model with
the smallest AIC and BIC indicates the best fitting model. Data analysis was carried
out using the SPSS (v21, IBM USA) and SAS (v9.4, SAS Institute, USA).
3.3.4 Results
A total of 322 HPs responded to the survey, with country and socio-demographic
profiles provided in Table 3.1. The overall response rate for the survey could not be
calculated, as exact membership numbers were not available in each country. On
an individual country basis, the response rates were available for Ireland (65%) and
Sweden (25%) only.
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Table 3.1: Demographic profile of respondents (n=322)
Variable Response Count (%)1
Sex Female 243 (75.5)
Male 79 (24.5)
Age 18-34 61 (18.9)
35-44 81 (25.2)
45-54 89 (27.6)
55+ 91 (28.3)
Country Denmark 50 (15.5)
Sweden 66 (20.5)
Ireland 28 (8.7)
Belgium 178 (55.3)
Profession Occupational therapist 30 (9.3)
Physiotherapist 242 (75.2)
Registered nurse 42 (13.0)
Other2 8 (2.5)
Place of work Hospital part-time 60 (18.6)
Hospital full-time 94 (29.2)
Private part-time 18 (5.6)
Private full-time 104 (32.3)
Mixed place of work 26 (8.1)
Other 20 (6.2)
Patients treated with arthritis (%) <5% 97 (30.1)
6-10% 63 (19.6)
11-25% 33 (10.2)
26-50% 25 (7.8)
51-75% 26 (8.1)
76-100% 76 (23.6)
Other 2 (0.6)
Important to measure PA Yes 286 (91.7)
No 26 (8.3)
Want further PA education Yes 226 (87.6)
No 32 (12.4)
Want on-line further education on PA Yes 214 (82.9)
No 44 (17.1)
SQUASH - (total minutes per week) 3874 (2,231.0)
1 Except SQUASH were mean (SD) are presented.
2 Other includes podiatrists, rheumatologists, social worker and pharmacists.
PA: physical activity; SQUASH: Short Questionnaire to Assess
Health Enhancing Physical Activity
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Measuring PA
When asked about the importance or not of measuring PA in people with IJDs,
the majority (n=286, 91.7%) stated it was important, while 26 HPs (8.3%) said
measuring PA was not important (Table 3.1). Of those stating it was not important
to measure PA (n=26), the majority (n=24, 92%) were physiotherapists (10% of
overall physiotherapy sample), from Belgium (n=21, 80.8%), were mostly older aged
(55+) (n=12, 46%) with only country differences statistically significantly different
(p=0.006) (Table 3.2).
Table 3.2: Demographic profile of respondents views on importance of measuring
physical activity1
Variable Response Important to Measure P-value
No (n=26) Yes (n=286) (effect size)
Sex Female 16 (61.5) 222 (77.6) 0.065
Male 10 (38.5) 64 (22.4) (0.105)
Age 18-34 4 (15.4) 53 (18.5) 0.19
35-44 4 (15.4) 75 (2.2) (0.12)
45-54 6 (23.1) 82 (28.7)
55+ 12 (46.2) 76 (26.6)
Country Denmark 5 (19.2) 45 (15.7) 0.006*
Sweden 0 (0.0) 66 (23.1) (0.199)
Ireland 0 (0.0) 27 (9.4)
Belgium 21 (80.8) 148 (51.7)
1 Total n=312 as 10 respondents did not answer this question.
*Statistically significant p-value. Cramer’s V effect size.
The majority of HPs (n=226, 87.6%) wanted further education on PA measurement
(Table 3.1). There was strong interest in on-line education with the majority
of respondents who answered yes to wanting further education (n=214, 82.9%)
interested in this on-line format.
Respondents were most confident using, educating about and interpreting data
from simple body worn sensors (pedometers, simple accelerometers and smartphone
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apps) and paper questionnaires/diaries and least confident using, educating about
and interpreting complex body worn sensors (sensors that collect multiple data
on one device) and digital diaries and questionnaires (PA surveys on phones, for
example) (Table 3.3). Physiotherapists were likely to use all sensors compared with
occupational therapists and nurses, whereas occupational therapists and nurses were
most likely to use paper/digital questionnaires (Table 3.4).
Table 3.3: Descriptives of confidence in using, educating and interpreting physical
activity Measures*
Confidence Confidence Confidence
in Using in Educating in Interpreting
Simple body worn sensor 7.0 (7.0) 5.0 (9.0) 6.0 (9.0)
Complex body worn sensor 4.0 (8.0) 2.0 (7.0) 3.0 (7.0)
Paper questionnaire 7.0 (7.0) 8.0 (7.5) 7.0 (7.0)
Paper diary 8.0 (6.0) 6.0 (9.0) 6.0 (8.0)
Digital questionnaire 3.5 (7.0) 2.0 (7.0) 4.0 (8.0)
Digital diary 3.0 (6.0) 2.0 (7.0) 3.0 (7.0)
*Confidence scores legend: range 0-10, 0=not confident, 10=very confident.
Median (IQR) presented.
Physiotherapists reported greater confidence in using, educating about and interpreting
simple and complex body worn devices, with a statistically significant association
between profession and confidence in using simple devices (p=0.005), educating
patients about simple devices (p=0.003) and interpreting simple devices only (p=0.023)
(Table 3.4).
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Table 3.4: Health professionals confidence in using, educating about and interpreting
physical activity (PA) measures by profession1 (n=322)
Occupational Physiotherapist Registered Other2
Therapist (n=30) (n=242) Nurse (n=42) (n=8)
Confidence in using PA measures by profession
Simple 5.0 (3.5) 7.0 (7.0) 5.0 (9.0) 5.5 (6.25)
Complex 3.5 (6.0) 5.0 (8.0) 2.0 (5.0) 1.0 (8.5)
Paper Q. 8.0 (3.0) 7.0 (7.0) 8.0 (8.0) 6.5 (7.25)
Paper D. 8.0 (4.25) 6.0 (8.0) 6.0 (8.0) 5.0 (7.25)
Digital Q. 5.0 (4.25) 3.0 (6.0) 5.0 (7.5) 5.0 (5.5)
Digital D. 5.0 (4.0) 2.0 (6.0) 3.0 (7.0) 5.0 (5.0)
Confidence in educating patients to use PA measures by profession
Simple 5.0 (6.5) 6.0 (9.0) 1.0 (5.0) 2.0 (2.0)
Complex 4.0 (5.5) 4.0 (8.0) 5.0 (10.0) 6.5 (6.0)
Paper Q. 8.0 (2.5) 8.0 (8.0) 5.0 (10.0) 5.5 (5.25)
Paper D. 8.0 (4.5) 6.0 (9.0) 5.0 (10.0) 5.5 (5.25)
Digital Q. 6.0 (5.0) 2.0 (7.0) 2.0 (9.0) 5.0 (4.75)
Digital D. 5.0 (5.5) 2.0 (7.0) 2.0 (8.0) 5.0 (4.75)
Confidence interpreting results from PA measures by profession
Simple 6.0 (5.0) 7.0 (9.0) 2.0 (6.0) 1.0 (2.25)
Complex 4.0 (6.0) 4.0 (8.0) 0.0 (2.5) 0.0 (0.5)
Paper Q. 9.0 (3.0) 7.0 (7.0) 7.0 (10.0) 4.0 (7.0)
Paper D. 8.0 (4.0) 5.0 (8.25) 6.0 (9.0) 4.0 (7.0)
Digital Q. 6.0 (4.0) 3.0 (8.0) 3.0 (7.5) 2.0 (5.25)
Digital D. 5.0 (4.0) 2.0 (7.0) 2.0 (7.0) 2.0 (5.25)
1Confidence scores legend: range 0-10, 0=not confident, 10=very confident.
2Other include podiatrists, rheumatologists, social worker and pharmacist.
Simple: simple body worn sensor; Complex: complex body worn sensor;
Digital D.: digital diary; Digital Q.: digital questionnaire;
Paper D.: paper diary; Paper Q.: paper questionnaire.
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Physical Activity Levels
The SQUASH questionnaire was used to measure HPs’ own PA levels (Table 3.5).
The mean total minutes of activity per week for the whole sample was 3874.2 (SD
= 2231.0) minutes.
Table 3.5: Respondents own physical activity levels (SQUASH1) demographics2
Variable Response SQUASH P-values
(effect size)
Sex Females (n=183) 3859.1 (2205.6) 0.84
Male (n=49) 3931.1 (2345.7) (<0.001)
Age 18-34 (n=39) 4837.8 (2142.5) 0.03
35-44 (n=64) 3576.3 (2348.1) (0.04)
45-54 (n=67) 3720.9 (207.7)
55+ (n=62) 3741.5 (2213.0)
Country Denmark (n=41) 3781.5 (1478.5) <0.001
Sweden (n=46) 2881.3 (1385.8) (0.25)
Ireland (n=27) 1662.9 (914.6)
Belgium (n=118) 4808.7 (2390.6)
Profession Occupational therapist (n=16) 3118.1 (2029.6) 0.36
Physiotherapist (n=180) 3986.6 (2219.2) (0.01)
Registered nurse (n=31) 3759.7 (2388.7)
Other3 (n=5) 2959.0 (2193.1)
Mean (SD) presented. η2 effect size.
1Total minutes of activity per week.
2Total n=232 as not all respondents completed SQUASH data.
3Other includes podiatrists, rheumatologists, social worker and pharmacist.
SQUASH: Short Questionnaire to Assess Health Enhancing Physical Activity.
Latent Class Analysis
LCA was used to generate classes of use of measures of PA. Models with one through
four latent classes were compared in order to select a model of activity levels. The
BIC suggests that the two-class solution was superior (BIC=99.03), while the AIC
suggests the three-class solution (AIC=46.04). An examination of both the two-class
and three-class models suggested that the three-class model had greater parsimony
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(Appendix 2). The membership probabilities and the item response probabilities
for the three-class LCA solution are presented in Appendix 2, while the associations
between the classes and the socio-demographics are shown in Table 3.6.
• Class 1 - traditional group - class membership probability for this class was
34.7% of individuals. People in this class had a high probability of using
paper/digital means to measure PA, were mainly from Belgium, Sweden and
Ireland, tended to be older and had fewer years working in rheumatology than
Class 3 and greater years’ experience in rheumatology than Class 2. They also
had the lowest total minutes of activity per week.
• Class 2 - reluctant group - resulted in the highest class membership probability,
49.6%. People in this group tended not to use any method of measurement,
were older, had the shortest experience working in rheumatology, but the
longest years working overall, were mainly nurses and from Belgium and
Denmark and were more likely to not want further education about PA. This
group’s PA levels were higher than Class 1 but lower than Class 3.
• Class 3 - early adopters - class membership probability for this class was 15.7%
of the sample and can be categorised as those who use all methods to measure
PA. This groups members were mainly physiotherapists from Belgium and
Sweden who were working in rheumatology longer than Class 1 and 2 members
and were in agreement as to the importance of measuring PA and want more
education relating to PA. Members of this group also had the highest total
minutes of activity per week.
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Table 3.6: Association between latent classes and socio-demographics
Class 1 Class 2 Class 3 P-value
(Traditional) (Reluctant) (Early (effect
Adopters) size1)
Sex Female 71 (78.0) 126 (80.3) 30 (71.4) 0.47
Male 20 (22.0) 31 (19.8) 12 (28.6) (0.07)
Age 18-34 15 (16.5) 29 (18.5) 8 (19.1) 0.72
35-44 26 (28.6) 36 (22.9) 14 (33.3) (0.08)
45-54 25 (27.5) 52 (33.1) 9 (21.4)
55+ 25 (27.5) 40 (25.5) 11 (26.2)
Country Denmark 9 (9.9) 40 (25.5) 1 (2.4) <0.001*
Sweden 32 (35.2) 17 (10.8) 17 (40.5) (0.28)
Ireland 12 (13.2) 14 (8.9) 0 (0.0)
Belgium 38 (41.8) 86 (54.8) 24 (57.1)
Profession OT 14 (15.4) 12 (7.6) 1 (2.4) 0.001*
Physiotherapist 63 (69.2) 112 (71.3) 41 (97.2) (0.20)
Registered Nurse 14 (15.4) 27 (17.2) 0 (0.0)
Other 0 (0.0) 6 (3.8) 0 (0.0)
Place of Work Hospital part-time 22 (24.2) 25 (15.9) 11 (26.2) 0.69
Hospital full-time 26 (28.6) 51 (32.5) 11 (26.2) (0.11)
Private part-time 2 (2.2) 11 (7.0) 2 (4.8)
Private full-time 25 (27.5) 49 (31.2) 13 (31.0)
Mixed Practice 9 (9.9) 11 (7.0) 3 (7.1)
Other 7 (7.7) 10 (6.4) 2 (4.8)
Important to No 2 (2.2) 20 (12.7) 0 (0.0) 0.001*
Measure Yes 89 (97.8) 137 (87.3) 42 (100.0) (0.21)
PA Education No 5 (5.6) 25 (18.9) 2 (5.4) 0.005*
Yes 84 (94.4) 107 (87.3) 35 (94.6) (0.20)
ACT Education No 8 (9.0) 31 (23.0) 3 (8.) 0.009*
Yes 81 (91.0) 104 (77.0) 32 (91.4) (0.19)
Years Qualifies2 20 (17) 24 (18) 20.5 (17)
0.99
(<0.001)
Years Rheumatology2 12 (13) 9 (20) 16 (21)
0.01*
(0.03)
SQUASH2, 3
3626.7
(2440.0)
3950.0
(2129.0)
4274.4
(1995.5)
0.33
(0.01)
*Statistically significant p-value.
1Cramer’s V effect size is used for categorical variables, otherwise η2 is used.
2Median (IQR) presented, except SQUASH where mean (SD) are presented, otherwise count (%).
3Total minutes of activity per week.
OT, occupational therapist; ACT, aerobic capacity testing; PA, physical activity;
SQUASH, Short QUestionnaire to ASsess Health Enhancing Physical Activity.
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3.3.5 Discussion
This study is the first to investigate HPs’ awareness of and confidence in using
measures of PA for people with IJDs across four European countries. PA is an
important part of the optimal management of people with IJDs (Van Zanten et al.,
2015; Withall et al., 2016; Agca et al., 2017). In addition to promoting PA among
people with IJDs, HPs also need to be able to adequately measure PA as an outcome
measure (Trost and O’Neil, 2014).
Our study highlights that the majority of HPs working with people with IJDs in four
countries see the importance of measuring PA. However, confidence in using more
objective measures of PA was low overall in this survey, with just a small group of
physiotherapists, predominantly from Belgium and Sweden, who were experienced
in the field of rheumatology most likely to use any body worn sensor to PA measure
in their patients. Lack of confidence in measuring PA is not uncommon among HPs.
A survey of primary care physicians in Sydney found that less than 30% of primary
care encounters involve PA assessment (Winzenberg et al., 2009) with physicians
indicating differing preferences for what instrument to use in practice to measure
PA (Dutton et al., 2016).
Previous research has examined the self-report PA levels of rheumatology HPs
(Hurkmans et al., 2011) and reported lower PA levels using the same score (total
minutes of activity per week) compared with this study. Physiotherapists’ and
nurses’ total minutes of activity per week were 863 and almost 1000 min higher,
respectively, than in the Hurkmans et al. study. The SQUASH PA levels reported in
this study are very high but reflective of the totality of activity that the respondents
reported, including light daily activities during work, getting to and from work and
not just structured exercise, which are often not captured. The differences between
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our SQUASH results and that of the previous Dutch study (Hurkmans et al., 2011)
may be explained by greater awareness among HPs of the importance of regular PA
for their own health in the intervening time between the two studies, the inclusion
of different countries in this study and the use of different aggregate values in both
studies.
The majority of respondents wanted further education on PA measurement and
the majority would like this in an on-line format. Development of more tailored
education programmes are preferable for changing HPs’ practices (Baker et al.,
2010). To help identify if differences existed between countries, professions, place
of work and rheumatology experience, we used a statistical approach to determine
if different groupings existed regarding use of PA measures. The three groups,
modelled using LCA, showed that while a majority were aware of measures of PA,
respondents in the reluctant group are a priority for education as they had the lowest
awareness of PA measures.
The value of using LCA to generate classes of use of measures of PA in this study is in
aiding the tailoring of further PA education, which may in turn enhance participant’s
confidence in measuring PA. Generic approaches to delivery of education can result
in reduced uptake of the education with resultant lack of change in practice. Based
on the results of this study, people in the reluctant group should be targeted first
as they do not report measuring PA as important and did not report an interest in
further education on measuring PA. Members in the reluctant group were from all
four countries (majority from Belgium and Denmark), all three professions (highest
physiotherapy) and were the longest qualified group, but working the least years in
rheumatology. Their reluctance may be part formed by an assumption of expertise
in this area based on length of experience and/or a view that not all HPs need
to be educated in measuring PA. An education programme for this group around
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measurement of PA would need to take a graded approach starting with a basic
introduction to the value of PA measurement and the various methods of doing so
in a clinical setting. This learning could then be contextualised to rheumatology
incorporating case studies to allow for application of learning. Members of the
traditional group were most likely to already use a basic form of PA measurement,
thus an intermediate level module focusing on the range of PA measures and how
to interpret data from them would form the basis for their learning. Finally, the
minority of respondents belonging to the early adopters group were most likely to
be already using all methods of PA measurement for this group, a more advanced
educational module could be developed incorporating theories of PA behavioural
change and advanced PA measurement.
These educational modules may also need to consider differing professional scopes
of practice around PA measurement and management. The use of a statistical
approach to develop groups to help target educational interventions has been used
in other areas of practice, including antibiotic use and resistance in Sweden (Vallin
et al., 2016) and nurses beliefs about caring for patients traumatic brain injury
(Oyesanya et al., 2016). In this study, the use of LCA to generate classes of use of
measures of PA was valuable in helping to identify subgroups with similar scores
who have different scores from the other subgroups (Kongsted and Nielsen, 2017).
Further research using qualitative methods would build on these findings to examine
educational needs among respondents within each subgroup.
Implications for Practice
While measuring PA was reported as important by HPs in these four European
countries, there is not a concomitant high number of HPs measuring PA in practice.
Measuring PA is important, as engagement in PA is important for patients and
has numerous health benefits. Thus, it can become a routine outcome measure in
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practice. Encouraging practitioners to use some of the range of measures available to
measure PA is important given the importance of PA in managing IJDs. To improve
the use of PA outcome measures in practice, it is necessary for HPs to improve their
awareness of and confidence in using objective measures of PA.
Limitations
As with any survey, respondents may have misinterpreted the questions with resultant
inaccuracy in responses. The original survey was designed in English and translated
into Swedish, Danish, French and Flemish with results being reported into English.
Hence, some understanding or interpretation may have been lost in translation and
back-translation. We identified no changes in interpretability following translation;
however, future studies should undertake a more rigorous process with regard to
translation and back-translation and should undertake large-scale cross-cultural
validity work prior to undertaking the final survey. Some information on the benefits
of PA measurement provided in the introduction to the questionnaire and some
questions may have had a leading effect on respondents.
Also, respondents were largely physiotherapists, occupational therapists and nurses,
thus the results cannot be considered to be reflective of the views of other rheumatology
HPs, including rheumatologists. Rheumatologists are an important group to consider
when examining how to promote PA (Iversen et al., 2004), thus further research is
needed to determine their awareness of PA measures in people with IJDs. Finally,
response rates were estimates only for two countries as exact membership numbers
for those countries were not available.
The SQUASH questionnaire has mixed evidence for its reliability and validity in
patients with ankylosing spondylitis (Arends et al., 2013) and total knee arthroplasty
(Wagenmakers et al., 2008) and in non-clinical populations (Chinapaw et al., 2009;
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Wendel-Vos et al., 2003), with a recent study identifying its considerable variation in
test-retest reliability and validity among a multiethnic population in The Netherlands
(Nicolaou et al., 2016). We would not recommend the use of this measure of
self-report PA based on what we identified, but were unable to verify, in the absence
of an observational study, if over-reporting of PA levels occurred. Respondents were
not asked to detail if their work and home were urban or rural locations, which
limited the interpretation of the SQUASH data.
3.3.6 Conclusion
The majority of the rheumatology HPs reported that it was important to measure
PA; however, levels of awareness and confidence were moderate to low about how to
use, interpret and educate patients about more complex measures such as body worn
devices. There was strong interest in further education around measuring PA. Three
distinct subgroups were identified allowing for targeted education and training for
HPs to be developed in future to improve knowledge and confidence in using PA
measures.
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Appendix 1
Appendix 1 details the questionnaire distributed to the health professionals and is
available online at: https://bmjopen.bmj.com/content/8/5/e020809#DC1.
Appendix 2
Model selection for LCA of physical activity measurements.
Number of Classes G2 df AIC BIC Solution %
1 201.60 26 211.60 229.95 100.0
2 36.66 20 58.66 99.03 100.0
3 12.04 14 46.04 108.43 100.0
4 6.37 8 52.37 136.78 27.0
G2, likelihood ratio; df, degrees of freedom;
AIC, Akaikes information criterion; BIC, Bayesian information criterion;
Solution %, the percentage of times the solution was selected out of
100 random sets of starting values for LCA models
Response probabilities for the 5 physical activity measurements for each latent class.
Class 1 Class 2 Class 3
Traditional Reluctant Early Adopters
Class Membership Probabilities 0.347 0.496 0.157
Item-response Probabilities
Use simple sensors (yes) 0.408 0.044 0.752
Use complex sensors (yes) 0.137 0.010 0.780
Use paper / digital questionnaires (yes) 0.936 0.294 0.674
Use paper / digital diaries (yes) 0.574 0.095 0.675
Use ACT (yes) 0.321 0.065 1.000
ACT, aerobic capacity testing
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3.4 Chapter Summary
This chapter presented the successful application of LCA to data from a European
study on rheumatology health professionals and their use of physical activity measures
for people with IJDs. Three classes were identified, ‘the traditional class’, ‘the
reluctant class’ and ‘the early adopters’, each representing health professionals with
different usage levels of physical activity measurement. The value of using LCA
to identifying these classes is in aiding the tailoring of further physical activity
education programmes for health professionals. This may in turn lead to increased
engagement in physical activity for people suffering with IJDs.
Chapter 4 will examine LCA methodologies further, developing a LCA model of
biopsychosocial risk factors from a theoretical framework, using data from The Irish
Longitudinal Study on Ageing. Chapter 4 will investigate the relationships between
the latent class membership and covariates, using a classify-analyse approach.
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Chapter 4
Development of Pain in Older
Adults: A Latent Class Analysis
4.1 Introduction
This chapter presents profiles of biopsychosocial risk and examines how these risk
profiles are associated with pain development in older adults, using data from The
Irish Longitudinal Study on Ageing (TILDA). TILDA is a nationally representative
study of adults, who are aged 50 and over, and their partners, who are living in the
Republic of Ireland. The first cohort sample accounts for 8,175 adults aged 50 and
over and an additional 329 younger partners. The second wave of data was collected
two years later in 2012, with an 86% follow-up rate (Nolan et al., 2014).
The advantage of a study like TILDA is that it contains large quantities of data,
both categorical and continuous, which relate to many aspects of an older adults life,
such as health, wellbeing, lifestyle, family and financial circumstance. This allows
for a better understanding the health and social circumstances of the older Irish
population and examine how these factors interact to influence the ageing process.
Pain is a health factor which significantly restricts the quality of life and well-being
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of older adults. It is a leading cause of disability worldwide (Smith et al., 2010;
Jaremka et al., 2014; Palazzo et al., 2014; Rice et al., 2016) and it’s predicted that
the societal costs and economic burden associated with pain will increase further
as the global population ages (Briggs et al., 2016). Pain was found to be affected
by several factors across the biopsychosocial spectrum (Engel, 1977; Abdulla et al.,
2013; Gatchel et al., 2007), therefore it was important to examine whether differing
classes of biopsychosocial risk factors could predict the development of pain in older
adults.
LCA, which was introduced in Chapter 3, is the methodology used to identify
these biopsychosocial risk classes, and is an appropriate profiling method due to the
large quantities of categorical data in TILDA. In this chapter, section 4.2 presents
results of a latent model of biopsychosocial risk, which were published in PAIN R©.
This publication utilised a classify-analyse approach (detailed in section 3.2.3) to
examine the associations between the biopsychosocial risk classes and future pain
development.
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4.2 A LCA of Biopsychosocial Risk Factors
4.2.1 Abstract
Pain significantly restricts the quality of life and well-being of older adults. With our
increasingly ageing population, it is important to examine whether differing classes
of biopsychosocial risk factors can predict the development of pain in older adults.
Latent class analysis provides a model-based approach to identifying underlying
subgroups in a population, based on some measured characteristics. In this study,
latent class analysis was used to identify biopsychosocial risk classes in people aged
50 years and older, from The Irish Longitudinal Study on Ageing, who reported not
often being troubled by pain at Wave 1 and completed the 2-year follow-up at Wave
2 (n=4,458). Four classes were identified based on 11 potential risk factors at Wave
1. These classes were characterised as ‘Low Risk’, ‘Physical Health Risk’, ‘Mental
Health Risk’, and ‘High Risk’. The Low-Risk class accounted for over half the sample
(51.2%), whereas the High-Risk class represented 7.8% of the sample. At follow-up
(Wave 2), 797 (17.9%) participants reported being troubled by pain. Associations
between the biopsychosocial risk classes and developing pain were examined using
logistic regression, adjusting for socio-demographic variables. The High-Risk class
was more likely to develop pain compared with the Low-Risk class (adjusted OR =
3.16, 95% CI = 2.40, 4.16). These results add to existing data in other populations
supporting the role of a range of biopsychosocial risk factors that increase the risk of
developing pain. These findings have important implications for the identification,
and potential moderation, of these risk factors.
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4.2.2 Introduction
Pain is the leading cause of disability worldwide, (Hoy et al., 2014; Palazzo et al.,
2014; Smith et al., 2014; Rice et al., 2016) and the associated societal costs and
economic burden are predicted to further increase as the global population ages
(Briggs et al., 2016). This presents a huge challenge to the future sustainability of
health services, the economy, and the healthy ageing of people.
Pain is influenced by several factors across the biopsychosocial spectrum (Engel,
1977; Gatchel et al., 2007; Abdulla et al., 2013). For example, mental health
(e.g., depression, anxiety, and stress) (Covinsky et al., 2009; Burns et al., 2015),
general physical health (e.g., self-reported health and comorbid health complaints)
(Mäntyselkä et al., 2003; Palmer et al., 2008), lifestyle factors (e.g., physical activity
levels, smoking, and sleep) (Lúıs Blay et al., 2007; Covinsky et al., 2009), and
physiological factors (e.g., body mass index [BMI] and obesity) (McCarthy et al.,
2009; Shiri et al., 2009; Nilsen et al., 2011) have all been linked to greater risk of
pain developing or persisting.
Older adults who suffer from multi-site pain, or pain which affects daily activities,
often require more health care resources (Kennedy et al., 2016; O’Sullivan et al.,
2016), have a heightened risk of disability (Leveille et al., 2001; Weiner et al., 2003),
and have reduced functional ability (Covinsky et al., 2009), compared with pain-free
older adults. Identifying older adults at risk of other unwanted health outcomes (e.g.,
falls and fracture) (Searle et al., 2008; Wilkie et al., 2013) ideally involves profiling
across multiple domains. Currently, it is not established in older adults if, and
how, physical health and mental health risk factors interact to increase the risk of
developing pain. There may also be value in evaluating whether multidimensional
profiling of older adults could better identify those at highest risk of developing pain,
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to develop strategies to promote active healthy ageing. In the event that distinct
classes of risk emerge from such data, this could facilitate tailored interventions for
pain according to the risk factors relevant to each class.
Past research has used grouping methods such as latent class analysis (LCA) (Dunn
et al., 2006; Hartvigsen et al., 2013; Jussila et al., 2014) to develop groups of
individuals to determine how their profiles relate to various health and lifestyle
factors. For example, past research used LCA to generate pain profiles, which
categorised people as having mild, recovering, severe, and fluctuating pain (Dunn
et al., 2006). Interestingly, these profiles significantly differed in regard to mental
health, with those suffering from severe pain more likely to experience anxious or
depressive symptoms. Similarly, Jussila et al. (2014) identified differences between
the pain profiles of adolescents based on health factors such as sedentary activity,
sleep, and emotional behaviours. However, this research may not be as useful in
predicting pain in later life. Jussila et al. (2014) recommended that future work
considers how combinations of biopsychosocial characteristics predict pain in future
life. Latent class analysis has the advantage that it allows for multidimensional
latent variables to be represented, when the variable cannot be simply explained by
a single quantitative measurement.
To our knowledge, no past research has investigated the association between bio-
psychosocial risk factor classes and pain development in older adults. With this
in mind, the main aims of this study were to (1) identify biopsychosocial risk
classes of older adults who share similar biopsychosocial characteristics, using LCA;
(2) investigate the association between socio-demographic variables and these risk
classes, and (3) investigate the association between these classes and the development
of pain.
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4.2.3 Methods
Study Population
The Irish Longitudinal Study on Ageing (TILDA) is a nationally representative
cohort study of adults, aged 50 years and older, and their partners, living in the
Republic of Ireland. Individuals were selected for this study using a 3-stage selection
process, with the Irish Geodirectory used as a sampling frame. The Geodirectory is
a list of all residential addresses in the Republic of Ireland, where a cluster sample
of addresses was chosen and household residents aged 50 years and older and their
partners were eligible to participate in the study. The initial stage of sampling
consisted of subdividing electoral district divisions by age, socio-economic status,
and geographical area, serving as the initial sampling units. The second stage
involved choosing a sample of 40 randomly selected addresses from within each
initial sampling unit. This resulted in a sample of 25,600 addresses. The final
stage of sampling involved the recruitment of all household members aged 50 years
and older (Whelan and Savva, 2013). A response rate of 62.0% was achieved at
household level for the first wave of data (Barrett et al., 2011). In the first wave
of TILDA, data from 8,175 adults aged 50 years and older and an additional 329
younger partners were collected. The second wave of the study was performed
two years later in 2012, with an 86% follow-up rate (Nolan et al., 2014). The
survey consisted of three components; a computer-assisted personal interview, a
self-completion questionnaire, and a separate health assessment.
Sample and Measures
For this analysis, it was of interest to analyse individuals aged 50 years and older
and who were not often troubled by pain at Wave 1 (n=5,279, 62.08% of full cohort).
Two years later, 4,458 (84%) of these individuals completed follow-up interviews.
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For this study, only those interviewed at both waves were analysed.
Biopsychosocial Indicator Variables
Eleven biopsychosocial risk variables were used to generate the health classes (Figure
4.1), based on both the biopsychosocial model of pain and factors known to be
associated with healthy ageing (Engel, 1977; Gatchel et al., 2007; Searle et al., 2008;
Wilkie et al., 2013). The recoding of these variables into categories is detailed in
later sections.
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Figure 4.1: Latent class model based on 11 biopsychosocial risk factors.
Mental Health Variables
Depressive symptoms were assessed using the eight-item version of the Centre for
Epidemiological Studies Depression Scale (CES-D), where a score greater than 7
indicates depressive symptoms (Barrett et al., 2011). Anxiety was measured using
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the Hospital Anxiety and Depression Scale - Anxiety subscale (HADS-A), where a
score of 11 or more indicated anxiety (Barrett et al., 2011). Loneliness was assessed
using the self-reported single question “Would you say this statement describes the
way you felt during the past week” - “I felt lonely”, with the responses “rarely or none
of the time (less than 1 day)”, “some or a little of the time (1-2 days)”, “occasionally
or moderate amount of time (3-4 days)”, and “all the time (5-7 days)”. Loneliness
was recoded as showing symptoms of loneliness, yes or no, where no represented
those who answered “rarely or none of the time” and yes represented those who
answered any of the other three response options.
Physical Health Variables
Participants were asked how best they would describe their physical health, with
the following categorical response options: “excellent”, “very good”, “good”, “fair”,
and “poor”. These responses were recoded as “excellent/very good”, “good”, and
“fair/poor”. Self-reported chronic conditions were assessed in eight areas: diabetes,
hypertension, heart disease, cancer, lung disease, osteoporosis, stroke, and arthritis.
The number of chronic conditions (range 0-8) was calculated and recoded as none,
1 chronic condition, or 2 or more chronic conditions (multimorbidity). Physical
disability was recoded as having a problem with any one of the following five
activities: walking 100 m; sitting for two hours; getting up from a chair; climbing
one flight of stairs without resting; and stooping, kneeling, or crouching.
Lifestyle Behaviours
Individuals were asked two questions relating to sleep behaviour: “How often do
you have trouble falling asleep?” and “How often do you have trouble with waking
up too early and not being able to fall back asleep?” The response options for these
questions were “most of the time”, “some of the time”, and “rarely/never”. Similar
to past research (Simpson et al., 2014; Chen-Edinboro et al., 2015), these categorical
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responses were then binary coded, where “most of the time” and “sometimes” for
either question were taken to suggest problems with sleep and “rarely or never” for
both questions to indicate no problem.
The physical activity of participants was measured using the International Physical
Activity Questionnaire (IPAQ) (Booth et al., 2003). The IPAQ is an 8-item questionn-
aire used to estimate time spent in physical activity and sedentary behaviours
and classifies individuals as having “low”, “moderate”, or “high” levels of physical
activity. Symptoms of alcoholism were measured using the CAGE scale (Ewing,
1984). The CAGE scale is a four-item questionnaire, with a score of two or more
suggesting symptoms of alcoholism. Smoking behaviour was coded as never, past,
or current smoker.
Physiological Variables
Body mass index was classified using the WHO classification system: underweight
(BMI < 18.5 kg/m2), normal (BMI 18.5 - 24.99 kg/m2), overweight (BMI 25 - 29.99
kg/m2), or obese (BMI ≥30 kg/m2) (World Health Organization, 1995).
Covariate Variables
Socio-demographics
Socio-demographic variables included sex (male and female), age (50-59, 60-69,
70-79, or 80+), highest level of education (primary, secondary, or tertiary), and
health care cover. Health care cover was measured by asking participants whether
they were eligible for means-tested free government-funded medical care (GMS
eligible) or free visits to their general practitioner (doctor visit card), and participants
were also asked whether they had private health insurance (yes, no).
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Outcome Variables
Development of Pain
At Wave 2, individuals were asked “Are you often troubled with pain?” (yes or
no). Pain was further categorised to take account of the type of pain developed
(Kennedy et al., 2016; O’Sullivan et al., 2016) resulting in three categories for pain
(no pain; single-site pain that does not affect daily activities; and pain [multi-site
or single-site] that affects daily activities).
Statistical Analysis
The data were weighted using the 2010 Quarterly National Household Survey to
ensure that analysis was representative of the population. Weighted frequencies and
percentages are reported.
Latent class analysis was used to identify the health risk groups. Latent class analysis
provides a model-based approach to identify underlying latent classes in a population
using observed variables. This is performed by estimating two sets of parameters:
class membership probabilities and item-response probabilities, conditional on class
membership. The class membership probabilities represent the prevalence of each
class in the population, whereas the item-response probability is the probability
of a particular response to a given measured characteristic, conditional on class
membership in a certain latent class. Latent class analysis follows one key assumption
of local independence, which states that the observed variables are independent,
conditional on the latent variable. The advantage of using a latent class approach
over other grouping methods is that the classification of individuals to groups is not
required, and so, the measurement error is reduced. However, if required, individuals
can be assigned to groups using their posterior probabilities that are calculated using
Bayes theorem (Lanza et al., 2007).
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To identify the optimal number of biopsychosocial risk classes, models with one
through six latent classes were compared, based on the 11 indicator variables.
Several model-fit indices, which included the Akaike’s information criterion (AIC)
(Akaike, 1987), the Bayesian information criterion (BIC) (Schwarz, 1978), the
likelihood- ratio statistic (G2), and the corresponding degrees of freedom, were then
compared to determine the optimal number of classes. The G2 is a commonly used
measure of absolute model fit for categorical models and is used to test the null
hypothesis that the LCA model adequately fits the data (Agresti, 2010). The G2
statistic has an asymptotic χ2 distribution with the degrees of freedom given by
the LCA model and a P value <0.05 indicating model fit. Using the information
criterion, an optimal model would be one with the smallest AIC and BIC. For each
model, 100 sets of random starting values were generated to assess the percentage
of solutions that converged to the maximum likelihood value and measure model
stability. In addition to these model selection tools, parsimony and model interpret-
ability were also taken into account when choosing the optimal model through
discussion with the multidisciplinary team involved in the research on the usefulness
of different model solutions for distinguishing between groups in practice. Missing
data were assumed to be missing at random by the LCA software used. Responder
and non-responder characteristics at baseline were examined to assess potential
attrition bias.
The association between the latent classes and pain development, while controlling
for socio-demographics, was examined using a standard classify-analyse approach
(Bray et al., 2015). In the classify step, individuals were assigned to a latent class
based on their maximum posterior probability of class membership. In the analyse
step, associations between socio-demographics and the assigned latent class variable
were examined using Pearson χ2 test with the size of the effect measured using
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Cramer’s V. Hierarchical logistic regression models analysed associations between
the assigned latent class variable and the development of pain, controlling for socio-
demographic variables.
A 5% level of significance was used for all statistical tests. For the Cramer’s V
coefficient, ≥0.1, ≥0.3, and ≥0.5 represent a low, moderate, and high effect size,
respectively. All statistical analysis was undertaken using SAS V9.4 and SPSS V21.
4.2.4 Results
Descriptive Statistics
Of the 4,458 individuals who reported not being troubled by pain at Wave 1 and
were followed up at Wave 2, 797 (17.9%) of individuals reported the development of
pain at Wave 2. Responder and non-responder baseline characteristic information is
presented in Appendix 1. Some differences were observed, suggesting that responders
may be younger and healthier when compared with non-responders.
Table 4.1 describes the 11 biopsychosocial risk variables used to generate the risk
classes and also the socio-demographic variables for participants. The majority
reported having good mental health, with a minority reporting depressive symptoms
(20.6%), being lonely (14.3%), or having anxiety (6.3%). Half (50.8%) of the sample
reported having sleep problems and 37.0% reported high physical activity levels.
Only 12.4% of individuals showed symptoms of alcoholism and 17.0% were current
smokers. The majority (53.8%) self-reported excellent/very good physical health
and no physical disability (76.0%) with 41.5% having no chronic illnesses. The
majority (77.0%) were overweight or obese.
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Table 4.1: Biopsychosocial indicator variables and socio-demographics at wave 1
Indicators Response No Pain (n=4458)
Despression CES-D ≤7 3500 (79.45)
CES-D >7 905 (20.55)
Anxiety HADS-A <11 3527 (93.70)
HADS-A ≥11 237 (6.30)
Loneliness No 3813 (85.68)
Yes 637 (14.32)
Sleep problems No 2190 (49.20
Yes 2261 (50.80)
Activity level High level 1630 (37.01)
Moderate 1550 (35.21)
Low 1224 (27.79)
Symptoms of alcoholism No symptoms 3360 (87.60)
Symptoms 475 (12.40)
Smoking Never 2037 (45.75)
Past 1660 (37.29)
Current 755 (16.96)
Self-reported health Excellent/very good 2397 (53.83)
Good 1436 (32.26)
Fair/poor 619 (13.91)
Multimorbidity 0 1848 (41.51)
1 1544 (34.68)
≥2 1060 (23.81)
Disability No 3386 (76.03)
Yes 1067 (23.97)
BMI Not overweight 764 (22.97)
Overweight 1490 (44.79)
Obese 1072 (32.24)
Socio-demographics
Sex Male 2317 (52.02)
Female 2136 (47.98)
Age 50-59 1897 (42.63)
60-69 1409 (31.67)
70-79 829 (18.66)
80+ 313 (7.05)
Education Primary 1450 (32.60)
Secondary 2039 (45.85)
Tertiary 958 (21.55)
GMS or DVC eligible No 2431 (54.65)
Yes 2018 (45.35)
Private health insurance No 1846 (41.49)
Yes 2603 (58.51)
Count (%) presented. CES-D, Center for Epidemiological Studies Depression Scale;
HADS-A, Hospital Anxiety and Depression Scale - Anxiety subscale;
BMI, body mass index; GMS, government-funded medical care; DVC, doctor visit card.
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Model Selection
Table 4.2 shows each of the G2 test statistic, degrees of freedom, percentage of
solutions converging to the maximum likelihood, and relevant information criteria
for the 1 to 6 latent class solutions. The BIC suggests that the 4-class solution
was the superior model (BIC=6048.54), whereas the AIC continued to decrease as
the number of classes increased. An examination of both the 4- and 5-class models
suggested that the 4-class model had greater parsimony and model interpretability.
As the degrees of freedom are large, P-values were not reported for the G2 test
of model fit. Hence, more emphasis was put on the information criterion (AIC
and BIC) when deciding on the final solution; however, the data from the G2 are
presented in Table 4.2 to highlight the decrease in the G2 statistic values as the
number of classes increased. The assumption of local independence held for the
4-class solution.
Table 4.2: Model selection for LCA
Number of Classes G2* df AIC BIC Solution %
1 8255.92 15,535 8287.92 8390.36 100.0
2 6549.27 15,518 6615.27 6826.55 100.0
3 5686.03 15,501 5786.03 6106.15 100.0
4 5483.58 15,484 5617.58 6048.54 79.0
5 5361.67 15,467 5529.67 6067.47 60.0
6 5249.59 15,450 5451.59 6098.23 68.0
* P-values relating to the G2 test are not reported as the df are too large.
AIC, Akaikes information criterion; BIC, Bayesian information criterion;
df, degrees of freedom; G2, likelihood ratio;
Solution %, the percentage of times the solution was
selected out of 100 random sets of starting values for LCA models.
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Latent Classes
Table 4.3 displays the prevalence of each biopsychosocial risk class and the risk
factor probabilities for the 4 classes.
Class 1 (51% of participants) is characterised by good mental and physical health.
Members of this class had very low levels of depression (4%), anxiety (2%), loneliness
(5%), multimorbidity (5%), and disability (11%). They were more likely to report
moderate/high physical activity (79%), had lower rates of obesity (25%), and were
the most likely to report “excellent/very good” general health (75%) compared with
the other classes. This class was labelled as ‘Low Risk’.
Class 2 (28% of participants) is characterised by good mental health but poor
physical health. Members of this class had very low levels of depression (5%), anxiety
(2%), and loneliness (4%). However, they were more likely to report multimorbidity
(54%), disability (38%), and obesity (45%), and less likely to report “excellent/very
good” general health (29%), compared with class 1. This class was labelled as
‘Physical Health Risk’.
Class 3 (13% of participants) is characterised by good physical health but poor
mental health. Members of this class were much more likely to report depressive
symptoms (84%), anxiety (29%), loneliness (53%), and sleep problems (78%) compared
with class 1. However, they had lower levels of multimorbidity (9%), disability
(19%), and obesity (22%) and were more likely to report moderate/high levels of
physical activity (72%). This class is labelled as ‘Mental Health Risk’.
Class 4 (8% of participants) is characterised by poor mental and physical health.
Members of this class were much more likely to report depression (80%), loneliness
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(54%), and sleep problems (73%) compared with class 1. General physical health
was also poor with higher levels of multimorbidity (64%), disability (71%), obesity
(48%), and lower probability of moderate/high physical activity (45%). This class
is labelled as ‘High Risk’. Appendix 2 presents the odds and corresponding 95%
confidence intervals of pain development for the individual risk factors.
Table 4.3: Response probabilities for the 11 biopsychosocial risk factors for each
latent class.
Class 1 Class 2 Class 3 Class 4
Low Risk Physical Mental High Risk
Health Risk Health Risk
Class Membership Probabilities 0.51 0.28 0.13 0.08
Item Response Probabilities
Response 1
Despression (CES-D ≤7) 0.96 0.95 0.16 0.20
Anxiety (HADS-A <11) 0.98 0.98 0.71 0.81
Loneliness (no) 0.95 0.96 0.47 0.46
Sleep problems (no) 0.59 0.49 0.22 0.27
Activity level (high) 0.44 0.27 0.42 0.14
Symptoms of alcoholism (no) 0.88 0.92 0.75 0.88
Smoking (never) 0.50 0.43 0.37 0.39
Self-reported health (excellent/very good) 0.75 0.29 0.49 0.12
Multimorbidity (no chronic condition) 0.64 0.06 0.53 0.06
Disability (no) 0.89 0.62 0.81 0.29
BMI (not overweight) 0.25 0.16 0.33 0.21
Response 2
Despression (CES-D >7) 0.05 0.05 0.84 0.80
Anxiety (HADS-A ≥11) 0.02 0.02 0.29 0.19
Loneliness (yes) 0.05 0.04 0.53 0.54
Sleep problems (yes) 0.41 0.51 0.78 0.73
Activity level (moderate) 0.35 0.40 0.30 0.31
Symptoms of alcoholism (yes) 0.12 0.08 0.25 0.12
Smoking (past) 0.34 0.45 0.36 0.35
Self-reported health (good) 0.23 0.46 0.37 0.35
Multimorbidity (one chronic condition) 0.32 0.40 0.39 0.30
Disability (yes) 0.11 0.38 0.19 0.71
BMI (overweight) 0.50 0.39 0.45 0.31
Response 3
Activity level (low) 0.21 0.33 0.28 0.55
Smoking (current) 0.16 0.11 0.27 0.26
Self-reported health (fair/poor) 0.02 0.25 0.14 0.54
Multimorbidity (2 or more chronic conditions) 0.05 0.54 0.09 0.64
BMI (obese) 0.25 0.45 0.22 0.48
BMI, body mass index; CES-D, Center for Epidemiological Studies Depression Scale;
HADS-A, Hospital Anxiety and Depression Scale - Anxiety subscale.
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Association between Socio-demographics and Biopsychosocial
Risk Classes
Individuals were assigned to a class based on their maximum posterior probability
of class membership. The average posterior probabilities of belonging to the bio-
psychosocial classes are 0.78, 0.77, 0.86, and 0.76, for class 1 to 4, respectively, which
are above the threshold of 0.7, recommended in (Roeder et al., 1999; Nagin, 2005;
Bray et al., 2015). The associations between socio-demographic variables and the
assigned biopsychosocial risk classes are presented in Table 4.4. Interestingly, those
assigned to the High-Risk class were more likely to be female (62.6% female), aged
80 years and older (17.1%), and were the least likely to have third-level education
(12.1%). The Mental Health-Risk class had the youngest age profile of the 4 classes
(58.7% aged between 50 and 59 years) and had a similar education profile to the
Low-Risk class. Those assigned to the Low-Risk class were the most likely to have
private health insurance (65.0%) and least likely to have government-funded health
care or doctor visit cards (33.5%).
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Table 4.4: Association between socio-demographics and biopsychosocial risk classes
Low Risk Physical Mental High Risk P-value
Health Risk Health Risk (effect size*)
Sex
Male 1297 (54.78) 654 (53.89) 253 (44.92) 117 (37.42) <0.001
Female 1070 (45.22) 560 (46.11) 311 (55.08) 196 (62.58) (0.10)
Age
50-59 1197 (50.64) 294 (24.24) 330 (58.5) 76 (24.46) <0.001
60-69 738 (31.21) 440 (36.31) 139 (24.63) 92 (29.57) (0.18)
70-79 327 (13.82) 349 (28.76) 66 (11.74) 90 (28.82)
80+ 102 (4.33) 129 (10.69) 28 (4.99) 54 (17.14)
Education
Primary 625 (26.41) 519 (42.83) 156 (27.79) 152 (48.83) <0.001
Secondary 1156 (48.85) 480 (39.56) 283 (50.43) 127 (39.03) (0.13)
Teritary 585 (24.74) 213 (17.61) 122 (21.78) 38 (12.14)
GMS or DVC eligible
No 1572 (66.46) 473 (38.97) 314 (55.73) 74 (23.70) <0.001
Yes 793 (33.54) 740 (61.03) 249 (44.27) 238 (76.30) (0.29)
Private Health Insurance
No 829 (35.05) 541 (44.63) 287 (50.91) 193 (61.8) <0.001
Yes 1536 (64.95) 671 (55.37) 277 (49.09) 120 (38.32) (0.16)
Counts (%) presented. * Cramers V effect size.
GMS, government-funded medical care; DVC, doctor visit card.
Development of Pain at Wave 2
At Wave 2, the High-Risk class were more likely to develop pain (34.6%) compared
with the other classes, with those in the Low-Risk class having the lowest rate of
pain development (12.7%) (Table 4.5). The LCA risk classes were more strongly
associated to the development of pain than individual biopsychosocial variables
(Appendix 2).
Table 4.5: Association between biopsychosocial risk classes and pain type
Low Risk Physical Mental High Risk P-value
Health Risk Health Risk (effect size*)
No Pain 2066 (87.28) 940 (77.40) 451 (79.93) 205 (65.42) <0.001 (0.17)
New Pain 301 (12.72) 274 (22.60) 113 (20.07) 108 (34.58)
* Cramers V effect size. Counts (%) presented.
100
4.2. A LCA of Biopsychosocial Risk Factors
Table 4.6 presents the logistic regression models used to investigate the relationship
between the assigned biopsychosocial risk classes and the development of pain,
controlling for socio-demographic variables. Adjusting for socio-demographics accounted
for some of the risk estimated by Models 1 and 2, but the odds of developing pain for
those assigned to the High-Risk class remained over three times that of the Low-Risk
class (adjusted OR = 3.16, 95% CI = 2.40, 4.16) (model 3, Table 4.6).
Table 4.6: Logistic regression to predict developing pain, controlling for
socio-demographics, and health care cover (n=4,458)
Model 1 Model 2 Model 3
OR (95% CI) P-value OR (95% CI) P-value OR (95% CI) P-value
Biopsychosocial Risk Class
Low Risk 1 <0.001 1 <0.001 1 <0.001
Physical Health Risk 2.00 (1.67-2.41) 1.94 (1.60-2.33) 1.90 (1.57-2.30)
Mental Health Risk 1.72 (1.35-2.19) 1.66 (1.30-2.11) 1.63 (1.27-2.08)
High Risk 3.63 (2.79-4.72) 3.35 (2.56-4.40) 3.16 (2.40-4.16)
Sex
Male 1 0.007 1 0.008
Female 1.24 (1.06-1.45) 1.24 (1.06-1.45)
Age
50-59 1 0.84 1 0.89
60-69 0.98 (0.81-1.19) 0.97 (0.80-1.18)
70-79 1.07 (0.86-1.34) 0.99 (0.77-1.28)
80+ 0.97 (0.70-1.30) 0.88 (0.63-1.24)
Education
Primary 1 0.10 1 0.44
Secondary 0.89 (0.74-1.07) 0.92 (0.76-1.28)
Tertiary 0.97 (0.70-1.30) 0.85 (0.66-1.09)
GMS or DVC Eligible
No 1 0.12
Yes 1.18 (0.96-1.46)
Private Health Insurance
No 1 0.44
Yes 0.93 (0.77-1.12)
Model 2 controlling for sex, age, and education.
Model 3 controlling for sex, age, education, GMS or DVC, and private health insurance.
GMS, government-funded medical care; DVC, doctor visit card.
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Associations between Biopsychosocial Risk Classes and Type
of Pain Developed at Wave 2
Older persons with multi-site pain, or whose pain affects daily activities, or who
take medication were previously identified to use more health resources (Kennedy
et al., 2016; O’Sullivan et al., 2016). Table 4.7 presents the type of pain developed
at Wave 2 across the assigned biopsychosocial risk classes and estimates that 22.9%
of those assigned to the High-Risk class develop multi-site pain or single-site pain
that affects usual activities, compared with 5.6% of those assigned to the Low-Risk
class.
Table 4.7: Association between the biopsychosocial risk classes and pain type
Low Risk Physical Mental High Risk P-value
Health Risk Health Risk (effect size*)
No Pain 2066 (87.28) 940 (77.40) 451 (79.97) 205 (65.61) <0.001
Single-site pain,
not affecting
daily activities
168 (7.11) 119 (9.78) 52 (9.23) 36 (11.46) (0.13)
Pain (multi-site
or single-site), that
affects daily activities
134 (5.61) 156 (12.82) 61 (10.84) 72 (22.93)
*Cramer’s V effect size. Counts (%) presented.
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4.2.5 Discussion
In this prospective study of 4,458 older adults without frequent, troubling pain at
Wave 1, 17.9% reported being often troubled by pain at 2-year follow-up. Latent
class analysis, based on 11 potential biopsychosocial risk factors at Wave 1, identified
four distinct risk classes: ‘Low Risk’, ‘High Risk’, as well as intermediate ‘Physical
Health Risk’ and ‘Mental Health Risk’ classes. Although the High Risk class was
relatively small (7.8%), they were over three times more likely to develop pain than
the Low Risk class. Furthermore, the High Risk class had a higher probability of
developing the type of pain that had an impact on daily activities. These findings
provide further evidence for the role of a range of biopsychosocial risk factors in the
development of pain and the potential for LCA to identify meaningful profiles of
people with different probabilities of developing pain.
There is abundant literature, which shows that the risk of developing pain, or
for pain to persist or deteriorate, is increased with a wide range of factors across
socio-demographic, physical, and mental health domains (Thomas et al., 1999;
Davies et al., 2008; Macfarlane et al., 2009; Thielke et al., 2012; Wilkie et al., 2013;
Mundal et al., 2014b; Patel et al., 2016). The distribution of these risk factors across
the 4 risk classes identified in this study reflects both this biopsychosocial nature of
pain and also acknowledges that these risk factors might differ between individuals.
For example, all variables that were highest in the High Risk class have previously
been linked to the development of, or deterioration in, pain (Eriksen et al., 2004;
Gupta et al., 2006; Kamaleri et al., 2009; Smith et al., 2010; Haukka et al., 2012;
Jaremka et al., 2014; Mundal et al., 2014b). A novel aspect to the current data is the
identification of distinct classes who present with similar overall risk of developing
pain, but because of different reasons. For example, the overall probability of classes
2 and 3 developing future pain was relatively similar (23% compared to 20%).
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However, while in class 2, their risk was mostly related to poor physical health; in
class 3, it was mostly poor mental health that was linked to future pain. Although
both poor overall physical and mental health are widely acknowledged as risk factors
for future pain (Croft et al., 1999; Bener et al., 2013; Heuch et al., 2013; Pinto et al.,
2013; Shiri et al., 2013; Fitzcharles et al., 2014; Mundal et al., 2014b; Paulis et al.,
2014; Phyomaung et al., 2014; Shiri et al., 2014; Simpson et al., 2014; Burns et al.,
2015; Silverwood et al., 2015; Pinheiro et al., 2016; Ranger et al., 2016), there have
been limited data on whether these factors are separate risks, or indeed whether
they interact to further increase the probability of developing pain. Our study
provides evidence that having physical and mental health issues increases the risk
of developing pain significantly, with the greatest risk of pain in this group (High
Risk class). This is consistent with the fact that the latent classes have a stronger
association with pain development than individual risk factors and supports findings
in the literature, e.g., the combination of physical and psychosocial factors has
previously been shown to substantially increase the risk of new onset low back pain,
compared with a physical or psychosocial factor in isolation (Steffens et al., 2015).
This highlights the potential cumulative relationship between factors from different
domains. Although the role of addressing mental health “yellow flags” and physical
activity are widely recognised in pain management guidelines (Toward Optimized
Practice (TOP) Low Back Pain Working Group, 2015; National Institute for Health
and Care Excellence, 2016; Henschke et al., 2017), it seems that other physical health
measures such as multimorbidity and poor sleep often receive less attention.
Implications for Targeted Prevention and Management of Pain
Although the biopsychosocial model of pain is well established, there remains a
considerable emphasis in health care systems on treatments aiming to address local
structural “pathologies”, rather than the vulnerability of the person as a whole.
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For example, guidelines for regional pain conditions (e.g., low back pain, knee pain,
and shoulder pain) continue to place considerable emphasis on treatments, which
are targeted to that specific region, be it local exercise, injections, manual therapy,
and surgery (Hochberg et al., 2012; Brosseau et al., 2017; Qaseem et al., 2017).
However, the range of variables associated in this study with pain development
reinforces the hypothesis that pain in older adults is associated with overall frailty,
or unhealthy ageing (Thomas et al., 1999; Davies et al., 2008; Macfarlane et al., 2009;
Thielke et al., 2012; Wilkie et al., 2013; Mundal et al., 2014b; Patel et al., 2016).
For example, considering that factors as diverse as socio-economic status, mental
health, multimorbidity, and sleep quality are linked to the development of pain, it
is hardly surprising that approaches based on diagnosing and treating specific local
structural “pathologies” have been relatively unsuccessful in managing persistent
pain (Staal et al., 2009). These data also reinforces the role for widely recognised
social determinants of health in pain development (Fitzcharles et al., 2014; Lallukka
et al., 2014; Feldman et al., 2015). Although many of these factors might not
be modifiable in older adults, they are important considerations in determining
who might be at most risk of developing pain, with a view to providing adequate
support and resources. Critically, these same socio-demographic factors have also
been shown to be linked to greater impact of pain, and poorer treatment response
(Koleck et al., 2006; Underwood et al., 2007; Grotle et al., 2010; Henschke et al.,
2017). Rather than treating pain as a stand-alone clinical symptom, there may
be better value for health care systems, and better outcomes for patients, if an
older person’s overall health and overall life before the development of pain is more
comprehensively considered.
Ideally, their treatment would also then match their specific needs. For example,
the data from our study demonstrate that those in the Physical Health Risk class
had a 5% probability of depression, whereas this was 84% for the Mental Health
105
Chapter 4. Development of Pain in Older Adults: A Latent Class Analysis
Risk class. Considering the acknowledged role for depression to moderate treatment
response (Mallen et al., 2007; Nicholas et al., 2011), tailoring the treatment of
people in the Mental Health Risk class to take into account the treatment of their
comorbid depression seems reasonable. Similar principles could be applied for several
other risk factors that seem to differ between the classes, including physical activity
and sleep. There is preliminary evidence that more personalised, multidimensional
treatment for low back pain is more effective than usual treatment based on physical
rehabilitation (Vibe Fersum et al., 2013). Multidisciplinary care for pain also has
the potential to address these diverse needs, although the higher costs associated
with it mean that it may only be feasible for those at most risk (Kamper et al.,
2014; O’Keeffe et al., 2016). Critically, developing and implementing personalised,
multidimensional health care requires not only greater emphasis on health promotion
and frailty prevention, but perhaps also greater flexibility in professional roles, as
the breadth of factors to consider is likely to be broader than the expertise of any
one health care profession. This may include greater consideration of the social
determinants of health and greater integration of diverse multidisciplinary health
care teams.
Although identifying risk classes is important, this information needs to be used
sensitively so that those at risk of pain because of poor mental health are not
stigmatised, nor have their pain delegitimised. Our findings should help to better
identify risk and target appropriate management, and not be used as a mean to refuse
support or, where otherwise indicated, compensation. Thereafter, interindividual
differences in pain (Fillingim, 2017), where different drivers of pain are targeted in
a patient-centred manner, can be better acknowledged.
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Strengths and Limitations
Information regarding the duration and types of pain reported was not available,
whereas the measure of disability used was not condition specific. Use of the question
“are you often troubled by pain” means some individuals could have had some
infrequent pain at baseline and still answer “no” to this question. There is a potential
for respondent bias, notwithstanding the use of sampling weights and for unmeasured
confounders to explain some of the significant relationships observed. Differences
in responder and non-responder characteristics suggest younger, more affluent, and
healthier individuals were more likely to respond at Wave 2, and thus, the rate of pain
development in the population may be underestimated. Although specific cut-off
values used for the categorical variables were either referenced or standardized,
choosing different cut-off values may affect the solution. The classify-analyse approach
does not account for uncertainty relating to latent class membership; however, the
average posterior probabilities were high, suggesting classification bias is small.
Care should be taken when considering targeted treatments based on these classes
because the classes were identified using risk factors measured before pain onset.
Development of risk factors within the 2-year follow-up period is possible and could
influence the specific factors involved in an individual’s pain experience. Further
research on the next waves of data in this cohort study is necessary to better
understand these patterns and to investigate how the relationship between bio-
psychosocial factors and pain evolves over time.
Strengths of the study are that it is a large population representative sample with a
prospective cohort design and the use of a broad range of standardized instruments.
A further strength is the use of the LCA approach over more traditional single
behaviour techniques. Latent class analysis has the advantage of identifying and
describing complex relationships of older adults, based on their biopsychosocial
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behaviours. These patterns highlight differences in pain development and may allow
for more targeted programs to be developed.
4.2.6 Conclusion
This prospective study confirms that the development of pain in older adults is
linked to a range of biopsychosocial risk factors, allowing for discrete classes of
risk to be identified. The range of variables associated with the development of
pain reinforces the hypothesis that pain in older adults is associated with frailty, or
unhealthy ageing. Therefore, merely treating pain as a standalone clinical symptom
may be of limited value if an older persons systemic health, social circumstances,
and overall life are not considered comprehensively.
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Appendix 1
Differences in baseline variables between follow up (n=4,458) and non-follow up (n=884)
individuals. Counts (%) presented in the following table.
Biopsychosocial Indicators Follow Up Non-follow Up
Depression CES-D ≤7 3500 (80) 672 (78)
CES-D >7 905 (21) 194 (22)
Anxiety HADS-A <11 3527 (94) 458 (91)
HADS-A ≥11 237 (6) 48 (9)
Loneliness No 3813 (86) 737 (83)
Yes 637 (14) 147 (17)
Sleep problems No 2190 (49) 413 (47)
Yes 2261 (51) 470 (53)
Activity level High 1630 (37) 267 (30)
Moderate 1550 (35) 304 (35)
Low 1224 (28) 304 (35)
Symptoms of alcoholism No symptoms 3360 (88) 484 (90)
Symptoms 475 (12) 52 (10)
Smoking Never 2037 (46) 362 (41)
Past 1660 (37) 305 (34)
Current 755 (17) 217 (25)
Self-reported health Excellent / very good 2397 (54) 373 (42)
Good 1436 (32) 328 (37)
Fair / poor 619 (14) 184 (21)
Mulit-morbidity 0 1848 (42) 362 (41)
1 1544 (35) 272 (31)
≥2 1060 (24) 250 (28)
Disability No 3386 (76) 620 (70)
Yes 1067 (24) 264 (30)
BMI Not overweight 764 (23) 84 (26)
Overweight 1490 (45) 118 (36)
Obese 1072 (52) 127 (38)
Socio-demographics
Sex Male 2317 (52) 435 (49)
Female 2136 (48) 449 (51)
Age 50-59 1897 (43) 282 (32)
60-9 1409 (32) 245 (28)
70-79 829 (19) 215 (24)
80+ 313 (7) 142 (16)
Education Primary 1450 (33) 434 (49)
Secondary 2039 (46) 325 (37)
Tertiary 958 (22) 119 (14)
GMS or DVC Eligible No 2431 (55) 337 (38)
Yes 2018 (45) 337 (38)
Private health insurance No 184 (42) 516 (58)
Yes 2603 (59) 366 (42)
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Appendix 2
Bivariate associations between the biopsychosocial indicators and the development
of pain at Wave 2.
No Pain Pain
Indicators Count (%) Count (%) OR (95% CI)
Depression CES-D ≤7 2934 (84) 568 (16) 1
CES-D >7 688 (76) 218 (24) 1.63 (1.37, 1.95)
Anxiety HADS-A <11 2944 (83) 585 (17) 1
HADS-A ≥11 171 (72) 67 (28) 1.97 (1.46, 2.66)
Loneliness No 3177 (83) 638 (17) 1
Yes 481 (75) 157 (25) 1.63 (1.34, 2.00)
Sleep problems No 1842 (84) 349 (16) 1
Yes 1818 (80) 444 (20) 1.29 (1.10, 1.51)
Activity level High 1355 (83) 275 (17) 1
Moderate 1273 (82) 278 (18) 1.08 (0.89, 1.29)
Low 987 (81) 237 (19) 1.18 (0.97, 1.43)
Symptoms of alcoholism No symptoms 2768 (82) 594 (18) 1
Symptoms 396 (83) 80 (17) 0.94 (0.73, 1.22)
Smoking Never 1704 (84) 335 (16) 1
Past 1344 (81) 316 (19) 1.20 (1.02, 1.42)
Current 612 (81) 144 (19) 1.20 (0.96, 1.49)
Self-reported health Excellent / very good 2070 (86) 326 (14) 1
Good 1156 (80) 282 (20) 1.55 (2.21, 3.36)
Fair / poor 433 (70) 186 (30) 2.73 (2.21, 3.36)
Mulit-morbidity 0 1598 (86) 250 (14) 1
1 1271 (82) 276 (18) 1.39 (1.15, 1.68)
≥2 791 (75) 270 (25) 2.19 (1.80, 2.65)
Disability No 2876 (85) 509 (15) 1
Yes 784 (73) 286 (27) 2.06 (1.75, 2.44)
BMI Not overweight 650 (85) 251 (17) 1
Overweight 1239 (83) 251 (17) 1.16 (0.91, 1.49)
Obese 856 (80) 218 (20) 1.47 (1.14, 1.89)
Calculated odds ratio and corresponding 95% CIs from logistic regression
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4.3 Chapter Summary
This chapter presented the successful application of LCA to the TILDA dataset
using biopsychosocial risk indicators to examine differing classes of older Irish adults.
Four risk classes were identified, ‘Low Risk’, ‘Physical Health Risk’, ‘Mental Health
Risk’ and ‘High Risk’. These classes were related to future pain development using
a traditional classify-analyse approach and results found that individuals in the
High Risk class were at a considerably increased risk of developing future pain than
those in the Low Risk class. Individuals in the Physical Health Risk class and the
Mental Health Risk class were also at an increased risk of developing pain. These
results confirm the range of variables associated to pain developing and highlight
that treating pain as a stand-alone clinical symptom may be of limited value if the
older person’s health and overall lifestyle are not considered more comprehensively.
Chapter 5 will continue to examine this latent model of biopsychosocial risk and the
association with pain development. Chapter 5 will compare the results found here
using the traditional classify-analyse approach, to (1) an internal classify-analyse
approach where future pain is incorporated into the LCA model as a means of
reducing classification bias (Bray et al., 2015) and (2) the BCH model based approach,
where future pain is treated as a distal outcome (Dziak et al., 2017).
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Chapter 5
LCA with a Distal Outcome
5.1 Introduction
The results presented in Chapter 4 utilised a traditional classify-analyse approach
to examine the associations between the biopsychosocial risk classes and future
pain development. While this is a commonly used and relatively straight forward
approach to investigate these relationships, there are a number of shortcomings that
have been previously discussed (Lanza et al., 2013; Bray et al., 2012, 2015; Vermunt,
2010; Bolck et al., 2004). Firstly the maximum-probability assignment method does
not take into account uncertainty relating to class membership. Secondly, the effect
of the latent variable on the outcome of interest may be underestimated, as the
classify-analyse approach imputes the latent variable under a model that is not
sufficiently general, i.e. the imputation model does not match the analytic model.
Missing data literature has shown the association between the latent variable, C,
and covariate, V, to be underestimated if the association is not taken into account
in the imputation model, but later included in the analytic model (Schafer, 1997;
Collins et al., 2001).
Fortunately, there is a second approach which can be used to examine the relationships
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between latent membership and an outcome of interest. This second approach is a
model-based approach; the BCH approach to LCA with a distal outcome. Section
5.3 of this chapter presents the methodologies and results of using the BCH approach
to investigate the relationship between the biopsychosocial latent model identified
in Chapter 4 and future pain development.
Unfortunately, the software used to carry out the BCH approach (Dziak et al.,
2017) does not have the ability to control for additional covariates, and thus section
(5.4) discusses an internal classify-analyse approach, which was used to overcome
this limitation of the BCH approach. Finally, comparisons between the traditional
classify-analyse approach and the two approaches introduced in this chapter are
discussed in section (5.5) and recommendations are made for the appropriate use of
each method.
5.2 LCA with Covariates
The alternative to the classify-analyse approach, which was presented in Chapters 3
and 4 to examine the associations between covariates and latent class membership,
is the BCH approach to LCA with a distal outcome. Before introducing the BCH
approach to LCA with a distal outcome, it is useful to first briefly discuss the
LCA with covariates model. This is a simple model extension, which involves
incorporating a covariate into the LCA model, to predict latent class membership,
represented by Figure 5.1.
When including covariates into the LCA model, an additional parameter is estimated,
the β parameter. These β parameters are logistic regression coefficients for covariates,
predicting class membership. Thus when introducing a covariate, V , which is either
continuous or dichotomous, to predict latent class membership, the latent class
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Figure 5.1: LCA with a covariate, with X1, X2 and X3 categorical indicators and
covariate V , predicting latent class membership.
model can be extended as follows (with the last class set as the reference class),
P (Y = y|V = v) =
C∑
c=1
γc(v)
M∏
m=1
Rm∏
rm=1
ρ
I(ym=rm)
m,rm|c . (5.1)
With γc(v) = P (C = c|V = v), a standard multinomial logistic model, expressed as,
γc(v) = P (C = c|V = v) =
exp(β0c + vβ1c)
1 +
∑C−1
c′=1 exp(β0c′ + vβ1c′)
, (5.2)
where β parameters are the coefficients in logistic regression, using the covariate V
to model the class membership parameters, γ, and c′ = 1, ..., C − 1, with reference
class C.
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5.3 BCH Approach to LCA with a Distal Outcome
Although using covariates to predict class membership is done by simply extending
the LCA model to include a covariate, issues can arise when interest lies in the
opposite direction; predicting a covariate, using latent class membership. A covariate
that is predicted by latent class membership will be referred to as a distal outcome.
Figure 5.2 represents a LCA model predicting a distal outcome, Z. The difference
between Figure 5.1 and Figure 5.2 is the change in the arrow direction, signifying
whether the covariate is predicting class membership, or if class membership is
predicting the distal outcome.
Figure 5.2: LCA with a covariate model, with X1, X2 and X3 categorical indicators
and distal outcome Z, being predicted by latent class membership.
The LCA with a distal outcome approach used in this chapter (Dziak et al., 2017),
was first proposed by Bolck, Croon and Hagenaar Bolck et al. (2004) and later
adapted by Vermunt (2010) and Vermunt and Magidson (2015). The BCH approach
to LCA with a distal outcome involves three main steps:
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Step 1: The LCA model is fit, without the distal outcome, as described in chapter
3. This will provide the posterior probabilities of class membership, ωic, for each
individual i = 1, ..., N and each latent class c = 1, ..., C.
Step 2: The posterior probabilities of class membership are used to calculate a
weighting variable. A BCH-adjusted modal assignment was used here to generate
the weights that will be used in step 3 to calculate the weighted averages. This
step involves calculating the misclassification matrix D. A cell entry in row a and
column b of matrix D represents the estimated probability that an individual who
belongs to class a would be labelled as belonging to class b. Dab is given as,
N∑
i=1
ωiaw
unadj
ib
Nγa
, (5.3)
where N is the number of individuals, wunadjib is the unadjusted modal weight for
individual i in class b, and γa is the estimated class membership probability. The
vector of BCH weights are calculated using linear algebra as wBCH = wunadjD−1,
where wunadj is the NxC matrix of unadjusted modal weights w.
Step 3: The weighting variables is used to calculate a weighted average of Z for
each class. The expected value of the distal outcome, within each class, is estimated
by taking a weight average for the observed values for all participants, weighted by
wBCH . Other weighting options are available and are discussed in detail in (Dziak
et al., 2017).
The software used in this chapter to carry out the BCH approach has the advantage
of providing standard errors and confidence intervals for the estimates of the distal
outcome. Additionally it provides the Wald tests and p-values for comparing the
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expected value of the distal outcome between each pair of latent classes.
5.3.1 LCA with a Distal Outcome Results
The results from the BCH approach to LCA with a distal outcome are presented
in Table 5.1. The odds of developing pain at Wave 2 in the High Risk class were
estimated to be five times higher than the Low Risk class (OR = 5.09; 95% CI =
3.57, 7.28). The absolute risk of developing pain at Wave 2 for those in the Low
Risk class was estimated to be 0.11 (95% CI = 0.09, 0.13), significantly lower than
the risk in all other classes.
Table 5.1: Bivariate associations between the biopsychosocial indicator variables
and the development of pain at Wave 2
Latent Class Probability (95% CI) Odds Ratio (95% CI)*
Low Risk 0.11 (0.09, 0.13) 1
Physical Health Risk 0.24 (0.21, 0.27) 2.57 (1.91, 3.44)
Mental Health Risk 0.19 (0.14, 0.24) 1.91 (1.30, 2.80)
High Risk 0.39 (0.31, 0.46) 5.09 (3.57, 7.28)
*Calculated using estimates from the Wald Chi-squared test
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5.4 Inclusive Classify-Analyse
Unfortunately, unlike the traditional classify-analyse approach, the BCH approach
does not permit controlling for additional covariates (Dziak et al., 2017; Bray et al.,
2015). While past research has discussed how classify-analyse approaches lead to
attenuated estimates (Bray et al., 2015; Bakk and Vermunt, 2016; Lanza et al.,
2013), suggestions have been made to use an inclusive classify-analyse approach to
calculating the posterior probabilities, as an means of minimising classification error
introduced through assignment (Bray et al., 2015). This inclusive classify-analyse
approach involves including the distal outcome as a covariate in the LCA model,
calculating the posterior probabilities based on this model and subsequently classifying
individuals based on this inclusive LCA model. This ensures that the classification
model is as general as the analysis model and minimises the bias introduced through
assignment. Further analysis, using methods such as logistic regression, is straight
forward once individuals are assigned to a latent class.
5.4.1 Inclusive Classify-Analyse Results
The inclusive LCA was examined by including future pain (pain at Wave 2) as a
covariate in the LCA model from Chapter 4 and then reclassifying individuals to
each class, based on their maximum probability of membership for each class. From
here logistic regression models can investigate the relationship between the assigned
biopsychosocial risk classes and the development of pain, controlling for additional
covariates (Table 5.2). Adjusting for socio-demographics accounted for some of the
risk estimated by models 1 and 2, but the odds of developing pain for those assigned
to the High-Risk class remained over 5 times that of the Low-Risk class (adjusted
OR = 5.76, 95% CI = 4.37, 7.58) (model 3, Table 5.2).
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Table 5.2: Logistic regression to predict developing pain, controlling for
socio-demographics, and health care cover (n=4,458)
Model 1 Model 2 Model 3
OR (95% CI) P OR (95% CI) P OR (95% CI) P
Biopsychosocial Risk Classes
Low risk 1 <0.001 1 <0.001 1 <0.001
Physical health risk 2.97 (2.48, 3.57) 2.99 (2.48, 3.62) 2.96 (2.45, 3.59)
Mental health risk 1.82 (1.42, 2.34) 1.74 (1.35, 2.24) 1.72 (1.33, 2.21)
High risk 6.19 (4.73, 8.01) 5.99 (4.57, 7.86) 5.76 (4.37, 7.58)
Sex
Male 1 0.009 1 0.009
Female 1.24 (1.06, 1.45) 1.24 (1.05, 1.45)
Age
50-59 1 0.65 1 0.53
60-69 0.91 (0.75, 1.11) 0.91 (0.75, 1.12)
70-79 0.94 (0.75, 1.18) 0.90 (0.70, 1.16)
80+ 0.83 (0.56, 1.14) 0.78 (0.55, 1.10)
Education
Primary 1 0.23 1 0.55
Secondary 0.92 (0.76, 1.11) 0.94 (0.78, 1.15)
Tertiary 0.81 (0.64, 1.03) 0.87 (0.67, 1.12)
GMS or DVC
No 1 0.36
Yes 1.11 (0.89, 1.37)
Private Health Insurance
No 1 0.49
Yes 0.94 (0.78, 1.13)
Model 2 controlling for sex, age, and education.
Model 3 controlling for sex, age, education, GMS or DVC, and private health insurance.
DVC, doctor visit card; GMS, government-funded medical care.
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5.5 Comparision of the Traditional and Inclusive
Classify-Analyse Approaches and a BCH Distal
Outcome Approach, using TILDA data
Primarily, a key strength of LCA, over other profiling methods, is that it is a
probability-based model. This means it does not require classification of individuals,
which provides a way to account for measurement error in responses to indicators
(Bray et al., 2015). Nonetheless, there is often a need to assign individuals to
examine the relationships between latent class membership and outcome variables.
Often a traditional classify-analyse approach is used to examine these relations, as
was done in Chapters 3 and 4. Yet, once classification is introduced to allow for
additional analysis, considerations towards classification error must be made.
Numerous methods of measuring misclassification have been discussed in the literature.
For example, Vermunt and Magidson Vermunt and Magidson (2002) have suggested
several methods to measuring the classification error. These include estimating the
total number of misclassification based on clinical classifications, or using criteria
like the Goodman-Kruskal lambda, Goodman-Kruskal tau and entropy measures to
assess assignment, model fit and classification errors. Elsewhere Goodman discussed
two criteria which could be used to assess incorrect assignment (Goodman, 2007).
In this thesis, the average posterior probability of membership method was used
to assess classification error. While it is preferable that the average posterior
probabilities are as close to 1 as possible, to reflect perfect class separation, it has
been suggested that an average posterior probability of above 0.7 is an acceptable
threshold for assignment (Bray et al., 2015; Nagin, 2005; Roeder et al., 1999). In
Chapter 4, the average posterior probabilities of membership, produced by the
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traditional classify-analyse approach, ranged from 0.76 to 0.86. Bray et al. (2012,
2015) discussed the internal classify-analyse approach as a means of minimising
classification error and avoid the underestimation of the effect of the latent variable
on the distal outcome. In this chapter, the internal classify-analyse approach produced
very similar average posterior probability values, which ranged from 0.76 to 0.85.
In both cases the classification rates can be considered acceptable, based on their
average posterior probabilities of membership, however there are clear differences in
the odds ratios estimated by these two approaches (Table 5.3).
The unadjusted odds ratios of pain developing for the High Risk class was over three
times that of the Low Risk class (unadjusted OR = 3.63, 95% CI = 2.79, 4.72), for
the traditional classify analyse approach, compared to an unadjusted odds ratio of
6.19 (95% CI = 4.73, 8.01) for the internal classify analyse approach (Table 5.3). It
has been discussed previously that a traditional classify-analyse approach can lead to
attenuated estimates (Bray et al., 2015; Lanza et al., 2013; Vermunt and Magidson,
2015) and researchers should therefore consider their estimates as conservative. Bray
et al. (2012, 2015) have recommended that a inclusive classify-analyse approach be
taken to avoid underestimation of the effect of a latent variable on a distal outcome.
The results presented in this chapter would appear to mirror these theories, with the
odds ratios from the traditional classify-analyse approach being smaller than those
found using the inclusive classify-analyse approach.
Alternatively, a model-based approach has also been introduced in the place of
a classify-analyse approach to examine these associations. This approach was first
introduced by Bolck et al. (2004) and extended by Vermunt (2010) and Vermunt
and Magidson (2015). The BCH distal outcome approach has been found to produce
robust and consistent results and when compared to other distal outcome model-based
approaches. Bakk and Vermunt (2016) found that the BCH outperformed a classify-
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and a BCH Distal Outcome Approach, using TILDA data
analyse method in relation to heteroskedasticity and bimodality. In this chapter, the
BCH distal outcome approach was also used to investigate the associations between
latent class membership and the distal outcome variable and again differences in
estimates were found (Table 5.3). The unadjusted odds ratio of pain developing for
the High Risk class was over fives times that of the Low Risk class, when using the
BCH distal outcome approach (unadjusted OR = 5.09, 95% CI = 3.57, 7.28).
Table 5.3: Comparison of the BCH distal outcome approach, traditional
classify-analyse and inclusive classify-analyse approaches
Traditional Inclusive BCH
Latent Class Classify-Analyse Classify-Analyse Distal Outcome
Low Risk 1 1 1
Physical Health Risk 2.00 (1.67, 2.41) 2.97 (2.48, 3.57) 2.57 (1.91, 3.44)
Mental Health Risk 1.72 (1.35, 2.19) 1.82 (1.42, 2.34) 1.91 (1.30, 2.80)
High Risk 3.63 (2.79, 4.72) 6.19 (4.73, 8.01) 5.09 (3.57, 7.28)
Unadjusted odds ratio (95% CI) presented.
Interestingly, the result presented in this chapter found that the internal classify-
analyse approach produced the largest effect of latent class membership on the distal
outcome. These results are consistent with those found in a recent study (Lythgoe
et al., 2018). Lythgoe et al. (2018) utilised a Monte Carlo simulation approach to
investigate the effect of a latent class variable on a time-to-event distal outcome.
A one-step model-based approach, comparable to the one-step BCH distal outcome
approach used here, and both traditional and inclusive classify-analyse approaches
were considered. Figure 5.3 presents findings from this study. The figure shows how
the one-step estimates are closest to the true effects. The standard classify-analyse
estimates (MA) underestimate the effects, and while the inclusive classify-analyse
(Incl-MA) approach accounts for some of the bias introduced through classification,
the effect is over-estimated when compared to the true values. These results from
Lythgoe et al. (2018) seem to mirror the results presented in this chapter. These
results would therefore suggest the BCH distal outcome approach as the superior
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method to investigate the effect of latent class membership on a distal outcome.
Figure 5.3: Lythgoe et al. (2018) comparison of a distal outcome approach (1step),
a traditional classify-analyse approach (MA) and an inclusive classify-analyse
approach (Incl-MA), to simulated results where the class estimates are known.
While the BCH distal outcome approach has been shown to produce low levels of
estimation bias (Vermunt, 2010; Bakk and Vermunt, 2016), there are still shortcomings
of this method. Currently, the software used in this thesis to conduct the BCH
approach to LCA with a distal outcome, permits only one additional variable to be
included in the model (Dziak et al., 2017) and therefore it is impossible to control
for other covariates. Thus an approach like the classify-analyse approach still has
its merits and requirements. With this in mind, researchers taking this approach
should consider the potential for the traditional classify-analyse to underestimate
and the inclusive classify-analyse to potentially overestimate the effect of interest.
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5.6 Chapter Summary
This chapter presented the methodologies of two additional approaches, used to
investigate the effect of latent class membership on a distal outcome. The BCH distal
outcome approach is an approach which has been widely praised in the literature as a
robust and consistent approach to examining these associations. Unfortunately the
SAS software used to conduct the BCH approach does not accommodate controlling
for additional covariates within the software used in this thesis. Therefore the
internal classify-analyse approach was also examined. This method was developed
as a means of minimising bias when assigning individuals to a class.
A comparison of the traditional classify-analyse approach and the two approaches
introduced here, show similar stepwise patterns between the biopsychosocial risk
classes and future pain development, i.e. as the risk behaviour in the class becomes
more severe the likelihood of developing pain increases. While the traditional
classify-analyse approach is widely used, it can lead to attenuated estimates as
individuals are assigned to a latent class based on maximum posterior probabilities
(Bray et al., 2015). It is clear that these results were conservative, when compared
to the two approaches introduced in this chapter. Results presented here, as well as
those from the recent study of Lythgoe et al. (2018) suggest that while the inclusive
classify-analyse approach can account for bias introduced through classification,
there is potential for this approach to overestimate the effect of the latent variable
on the distal outcome. In general, evidence from this chapter suggests there is a
need for both the model-based approach and the classify-analyse approach, when
examining the complex relationships between latent class membership and a distal
outcome. Future work should consider extending the work of Lythgoe et al. (2018) to
include the BCH distal outcome approach and investigate a binary distal outcome.
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Chapter 6
Change of Pain Classes Over
Time: A Latent Transition
Analysis
6.1 Introduction
The work in this chapter presents profiles of pain impact in older adults and examines
how these profiles evolve over time, using data from The Irish Longitudinal Study
on Ageing. While previous studies have examined pain profiles in older adults
using cross-sectional data (Hartvigsen et al., 2013; Macedo et al., 2014; O’Sullivan
et al., 2016; Kennedy et al., 2016), longitudinal profiling of pain is still somewhat
under researched. A previous study utilised a repeated-measures LCA approach
(Dunn et al., 2006, 2013), which allows for profiles to be identified based on a
single indicator, measured over a number of time points. However, while this is a
useful statistical approach to investigating longitudinal profiles, it does not allow the
classes to be generated using a number of risk behaviour indicators. As discussed
in Chapter 4, pain is influenced by several factors and therefore to provide effective
care for older adults it is necessary to better understand how factors interact to
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affect pain over time. The current research has limited focus on older populations
(Dunn et al., 2006, 2010, 2013) and therefore it is difficult to draw insights into how
such pain profiles would evolve over time in the context of older adults.
Thus, the aim of this chapter is to examine longitudinal classes of pain impact, based
on four indicators (pain that is troubling, requires medication due to pain, pain that
affects daily activities, and multi-site pain), using latent transition analysis (LTA).
Section 6.2 introduces the LTA methodologies used to identify the pain impact
classes and some of the methodological shortcomings of the LTA software are be
addressed. A bootstrap approach is used to calculate 95% confidence intervals for
the odds ratios generated by the LTA with covariates model, multiple random seeds
are generated to identify the global maximum likelihood and sample weights are
incorporated into the analysis. Section 6.4 presents the results of the application of
LTA to pain impact data.
6.2 Latent Transition Analysis
LTA is the longitudinal version of LCA and is used to investigate how individuals
move between classes over time. In addition to estimating the latent class membership
probabilities and the item-response probabilities, LTA also estimates a matrix of
transition probabilities. These transition probabilities refer to the probability of
moving between classes from Time 1 to Time 2, Time 2 to Time 3 and so on. Unlike
the static latent variables seen in LCA, here in LTA the latent variable is dynamic,
where latent variable C1 is at Time 1, C2 is at Time 2, and so on. For example,
Figure 6.1 represents a LTA model, with three categorical indicator variables, across
two time points.
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Latent
Variable
at Wave 1
X1 X2 X3
Latent
Variable
at Wave 2
X1 X2 X3
Indicator Variables at Wave 1 Indicator Variables at Wave 2
Figure 6.1: LTA model with X1, X2 and X3 categorical indicator variables, across
two time points.
6.2.1 Latent Transition Model
LTA involves estimating the following three parameter estimates.
1. Latent class membership probabilities, at each time point (γ)
2. Item-response probabilities (ρ)
3. Transition probabilities (τ)
Again, consider m = 1, ...,M observed indicator variables measured at Time t =
1, ..., T . Each observed indicator variable m has rm,t = 1, ..., Rm,t response options.
It is assumed that across all time points the number of response option is the same,
for all m observed variables, with Rm,1 = Rm,2 = ... = Rm,T = Rm.
The contingency table generated from the LCA model is updated for LTA to incorporate
time. Here, the contingency table is formulated by cross-tabulating the M observed
variables at T times and has J =
∏T
t=1
∏M
m=1Rm cells. The response pattern y has
probability P (Y = y) and
∑
P (Y = y) = 1.
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Then letting C represents the overall categorical latent variable, with C latent
classes. C1 is the latent variable at Time 1, where c1 = 1, ..., C, C2 is the latent
variable at Time 2, where c2 = 1, ..., C, continuing up to CT ; the latent variable
at Time T. For LTA it is assumed that the number of latent classes over time is
constant; C1 = C2 = ... = CT = C.
The γ probabilities represent the prevalence of latent class c at Time t. As in
LCA framework, here each individual is a member of one and only one latent class
at time T, ie. latent classes are mutually exclusive and exhaustive at each time and,
C∑
ct=1
γct = 1. (6.1)
The item-response probabilities are updated to incorporate time. ρm,rm,t|ct is the
probability at Time t of giving response rm,t to variablem, conditional on membership
in class ct. As each individual gives only one answer to variable m at Time t ,
Rm∑
rm,t=1
ρm,rm,t|ct = 1. (6.2)
The final parameters estimated for LTA are the transition probabilities. The probability
of a transition to latent class c at Time t + 1, conditional on membership in latent
class c at Time t is given by τct+1|ct . The transition probabilities are arranged in a
C × C matrix form as follows,

τ1t+1|1t τ2t+1|1t · · · τCt+1|1t
τ1t+1|2t τ2t+1|2t · · · τCt+1|2t
· · · · · · · · · · · ·
τ1t+1|Ct τ2t+1|Ct · · · τCt+1|Ct

(6.3)
130
6.2. Latent Transition Analysis
At each Time t individuals belong to one and only on latent class and thus,
C∑
ct+1=1
τCt+1|Ct = 1. (6.4)
Taking into account the previous equations from this section, the LTA model can
then be given as follows,
P (Y = y) =
C∑
c1=1
...
C∑
cT =1
γc1τc2|c1 ...τcT |cT−1
T∏
t=1
M∏
m=1
Rm∏
rm,t=1
ρ
I(ym,t=rm,t)
m,rm,t|ct . (6.5)
As this chapter investigates two time points, equation 6.5 reduces to,
P (Y = y) =
C∑
c1=1
C∑
c2=1
γc1τc2|c1
2∏
t=1
M∏
m=1
Rm∏
rm,t=1
ρ
I(ym,t=rm,t)
m,rm,t|ct . (6.6)
Similarly to LCA, here the EM algorithm is utilised to estimate the parameters for
the latent transition model, using the PROC LTA software for SAS (Lanza et al.,
2011).
6.2.2 Latent Transition Analysis with a Covariate
As was discussed in Chapter 5, a covariate can be incorporated into the LCA model
to investigate the effect of the covariate on latent class membership. This is also
possible with an LTA model to predict both baseline class membership, as well as
the τ transition probabilities. Figure 6.2 represents a LTA with covariates model.
The solid arrow from baseline covariate V to the latent variable at Wave 1 represents
the model predicting latent class membership, while the dashed arrow represents the
baseline covariate V predicting the transition probabilities from Time 1 to Time 2.
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Latent
Variable
at Wave 1
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Latent
Variable
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Indicator Variables at Wave 1 Indicator Variables at Wave 2
Figure 6.2: LTA with covariates model with X1, X2 and X3 categorical indicator
variables and V covariate predicting latent membership and transition probabilities.
When a covariate, V , is added to the LTA model it can be expressed as follows,
P (Y = y|V = v) =
C∑
c1=1
...
C∑
cT =1
γc1(v)τc2|c1(v)...τcT |cT−1(v)
T∏
t=1
M∏
m=1
Rm∏
rm,t=1
ρ
I(ym,t=rm,t)
m,rm,t|ct .
(6.7)
When investigating two time points the LTA with covariates model can then be
simplified to the following,
P (Y = y|V = v) =
C∑
c1=1
C∑
c2=1
γc1(v)τc2|c1(v)
2∏
t=1
M∏
m=1
Rm∏
rm,t=1
ρ
I(ym,t=rm,t)
m,rm,t|ct . (6.8)
where γc1(v) = P (C1 = c1|V = v) and τc2|c1(v) = P (C2 = c2|C1) are baseline-category
multinomial logistic models.
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Predicting Latent Class Membership
The benefit of fitting an LTA with covariates model is that latent class membership
can be predicted using covariates. Additional β parameters are estimated when
covariates are added into the LTA model. Latent class membership is predicted
using a covariate, V , as follows,
γc1(v) = P (C1 = c1|V = v) =
eβ0c1+β1c1v
1 +
∑C−1
c′1=1
eβ0c1+β1c1v
. (6.9)
Predicting Transitions between Latent Classes
As well as predicting latent class membership, the LTA model with covariates model
also allows for transition probabilities to be predicted. When a covariate is used
to predict the transitions between classes there is a separate regression equation
for each row of the transition probability matrix (Equation 6.3). Therefore each
row of the probability matrix has its own reference category. Regression equations
allow the investigator to assess the effect of a single covariate, V , on the transition
probabilities, for each subset of individuals, ie. the individuals in each class at Time
1. In general, each row of the transition probability matrix, τct|ct−1(v), with a single
covariate, V , is given as follows,
τct|ct−1(v) = P (Ct = ct|Ct−1 = ct−1, V = v) =
eβ0ct|ct−1+β1c1|ct−1v
1 +
∑C−1
c′t=1
eβ0ct|ct−1+β1ct|ct−1v
, (6.10)
where the reference category is latent class C. Then, for example, if predicting the
first row of the transition probability matrix, τct|1t−1(v), equation 6.10 would be
given as,
τct|1t−1(v) = P (Ct = ct|Ct−1 = 1, V = v) =
eβ0ct|1t−1+β1c1|1t−1v
1 +
∑C−1
c′t=1
eβ0ct|1t−1+β1ct|1t−1v
. (6.11)
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6.2.3 Multiple Starting Values
Multiple starting values were previously discussed in Chapter 3. As LTA models
are often more complex than a LCA model 500 starting values were used to assess
whether the maximum likelihood had been found. The percentage of solutions that
converge to the maximum likelihood is automatically included in the output from
the LCA results. Unfortunately this is not the case in the software available for LTA.
For this thesis it was of interest to automatically run the multiple LTA models for
random seed values. The percentage of models converging to the ML solution was
then determined. The SAS code developed to run the multiple models is presented
in Appendix A.1.
6.2.4 Incorporating Sample Weights into LTA
Unlike the PROC LCA software, PROC LTA does not easily allow for sample
weights to be incorporated into the model. In PROC LCA, the ‘FREQ’ command is
typically used to analyse data that are aggregated into response patterns, while the
‘WEIGHT’ command is used to incorporate a sample weight variable (Lanza et al.,
2011). However, as the ‘WEIGHT’ command is not available in PROC LTA, the
‘FREQ’ command was used in its place. Comparisons of these two approaches were
explored to determine their equivalence and to determine the use of the ‘FREQ’
command as a means of incorporating sample weights. These results are presented
in Appendix A.2.
6.2.5 Model Selection in LTA
The model selection techniques used to identify the LCA models in previous chapters
(ie. information criterion, model parsimony, model homogeneity, etc.) can also
be implemented here to choose the appropriate number of latent classes for LTA.
As discussed in Chapter 3, to calculate the information criterion values used in
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the model selection process it is necessary to calculate the number of parameters
estimated. For LTA, the number of latent class prevalences estimated is calculated
as Pλ = C − 1. The number of item-response probabilities estimated is Pρ =
CT
∑M
m=1(Rm−1). Finally the number of transition probability parameters estimated
is Pτ = (T −1)C(C−1). Section 3.2.6 details the model selection techniques in full.
6.2.6 Measurement Invariance
Measurement invariance was used to formally test whether the latent class structure
held over time for the LTA model. This determines if the latent structure is the
same over the different time points or whether the structure changes. Measurement
invariance uses the likelihood-ratio difference to compare two models, A and B, when
they are nested. This tests whether the null hypothesis of the less restrictive model,
Model A, and the more restricted model, Model B, fit equally well. In terms of
the LTA model, the less restrictive model, Model A, is the model that allows latent
classes to vary over time, while the more restrictive model, Model B, ensures that
the latent classes are interpreted in the same manner at both time points. The test
statistic for the likelihood-ratio difference is given as follows,
G2∆ = G
2
B −G2A, (6.12)
where a chi-square distribution is assumed with df = dfB − dfA.
6.2.7 Parameter Restrictions
In standard LCA and LTA models, the parameter estimates take any value between
zero and one. It is also possible to set restrictions to individual parameters. Parameter
restrictions are set for a number of reasons. Firstly, parameter restrictions can be
applied to express and test hypotheses. For example, it may be of interest to test
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previous hypotheses by fitting replicate models. Secondly, parameter restrictions can
be used to test hypotheses relating to equivalence of parameters. For example, in an
LTA model, by setting latent classes equal across multiple time points you can test
equivalence of the class structure over time. Thirdly, parameter restrictions are used
to simplify the model being fit. Estimation issues can arise if the sample size is small,
or if, when incorporating a covariate into the model, the latent class membership
or the transition probabilities are zero or very close to zero. If a parameter is fixed,
the value is not estimated and the model is simplified; aiding the identification and
estimation process.
For this chapter parameter restrictions are used for two reasons. Firstly to set the
latent structure equal over the two time points, where the equivalence was tested
using the measurement invariance test. Secondly to impose parameter restrictions on
the LTA with covariates model, to avoid problems with estimation. The parameter
restriction dataset is presented in Appendix A.3. If, however, issues with parameter
estimation are not prevented by parameter restrictions, a beta prior can be used
to stabilise estimation Clogg et al. (1991). The idea of this approach is that the
prior softens the effect of covariates in the observed data very slightly to allow for
parameters to be estimated.
6.3 Bootstrapping Standard Errors for LTA
6.3.1 Introduction
A drawback to the current LTA software is that standard errors are not calculated
(Lanza and Collins, 2008; Lanza et al., 2011). As a result confidence intervals can
not be calculated for the odds ratios generated from the LTA with covariates model.
The lack of standard errors for LTA is largely due to the complex nature in which
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they are calculated. In LCA, standard errors are calculated by taking the square
root of the covariance matrix (inverse Hessian matrix) (Collins and Lanza, 2010).
This Hessian matrix becomes considerably more complex for LTA and thus has not
yet been incorporated into the software used in this thesis.
6.3.2 Bootstrap Approach
In statistics, a bootstrap approach can be used to calculate standard errors or
confidence intervals when traditional means are not possible (Efron and Tibshirani,
1986). Here, a bootstrap approach was used to estimate standard errors and subsequently
estimates the 95% confidence intervals for the odds ratios for the class membership
probabilities and the transition probabilities, generated from the LTA with covariates
model. One thousand bootstrap replicates, with replacement, were computed.
The LTA models with covariates were run for each 1000 replicate datasets, allowing
the approximate bootstrap distribution to be estimated. A SAS data file containing
starting values for the γ, ρ and τ parameters, are specified as the initial starting
point for the EM algorithm. This ensures the order of the classes remains the same,
and is necessary to avoid issues with label switching.
Label switching is a phenomenon that occurs when two sets of different starting
values result in two identical solutions, but the order of the classes differs. The two
sets of analysis are identical in terms of their class membership probabilities and
their item-response probabilities, resulting in the same G2 and `, but the ordering
of the classes differs. In most cases label switching is not a problem, however here
bootstrapping requires analysis and comparisons of each solution, based on different
starting values. Therefore it is necessary that the order of the classes stays the same
to accurately calculate the standard errors.
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As a result of running the LTA with covariates model for each of the 1000 bootstrap
datasets, a bootstrap distribution for each parameter (γ, ρ, τ and β) can be approximated.
It is then possible for the standard errors and corresponding 95% confidence intervals
to be calculated from this approximate bootstrap distribution, using the following
SAS procedures: PROC MEANS and PROC UNIVARIATE.
The starting values are presented in Appendix A.4 and the SAS code for the
bootstrap approach to estimate standard errors and 95% confidence intervals is
presented as follows:
/∗ Create 1000 bootstrap samples ∗/
data bootsamp;
do sampnum = 1 to 1000;
do i = 1 to nobs;
5 x = round (ranuni(0)*nobs);
set Pain_data
nobs=nobs
point = x;
output;
10 end;
end;
stop;
run;
15 %macro DoLoop;
%DO i = 1 %to 1000;
data LTA&i;
set bootsamp;
if sampnum = &i;
20 run;
%END;
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%MEND DoLoop;
%DoLoop;
25 /∗ Wave 1 sex as a categorical predictor of pain impact class ∗/
%macro CovLoop;
%DO j = 1 %TO 1000 ;
title "Model &j";
proc lta data=LTA&j start=LTAstart outparam=out&j;
30 ntimes 2;
nstatus 3;
ITEMS W1pain W1_impact W1_medication W1_multisite
W2pain W2_impact W2_medication W2_multisite;
CATEGORIES 2 2 2 2;
35 freq sample_weight;
covariates1 W1sex;
reference1 1 ;
run;
%END;
40 %MEND CovLoop;
%CovLoop;
/∗ Then to calculate the 95% confidence intervals you must:
1) isolate each estimate from the output dataset,
45 2) merge the 1000 datasets for each estimate and
3) calculate 95% confidence interval for each estimate∗/
6.3.3 Comparison of Bootstrapping and Data Augmentation
for WinLTA
While the calculation of standard errors is not currently available in the SAS software
used in this thesis, alternative software packages do currently provide standard
errors. For example, WinLTA which utilises a Gibbs sampling based procedure
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to data augmentation, to estimate standard errors (Collins et al., 2002). Data
augmentation uses the identified LTA model and the EM maximum likelihood
estimates obtained from a previous WinLTA run, to multiply impute the latent
model, to obtain final parameter estimates and standard errors. The within-imputation
and between-imputation variability are then combined to obtain an overall estimate
of the standard error for each parameter.
WinLTA software was utilised to examine the “Example 2” data, previously published
in (Collins et al., 2002). Table 6.1 presents the γ, τ and ρ estimates and corresponding
95% confidence intervals, using the data augmentation approach, with 1000 imputations,
within the WinLTA software. This is an alternative approach to the bootstrap
approach presented in this thesis, to calculate standard errors.
Table 6.1: Data Augmentation Approach
Class 1 Class 2 Class 3 Class 4 Class 5
Gamma estimates (class membership probabilities):
Time 1 0.44 (0.40, 0.49) 0.18 (0.14, 0.22) 0.15 (0.12, 0.18) 0.15 (0.12, 0.18) 0.09 (0.06, 0.12)
Tau Estimates (transition probabilities)
Class 1 0.87 (0.73, 0.95) 0.09 (0.01, 0.38) 0.02 (0.00, 0.17) 0.02 (0.00, 0.11) 0.00 (0.00, 0.04)
Class 2 0.00 0.66 (0.52, 0.77) 0.16 (0.06, 0.33) 0.14 (0.05, 0.30) 0.05 (0.01, 0.15)
Class 3 0.00 0.00 0.47 (0.36, 0.57) 0.49 (0.37, 0.61) 0.04 (0.00, 0.29)
Class 4 0.00 0.00 0.00 0.74 (0.58, 0.87) 0.26 (0.13, 0.42)
Class 5 0.00 0.00 0.00 0.00 1.00
Rho estimates (response 1)
Addition 0.66 (0.60, 0.71) 0.07 (0.05, 0.08) 0.07 (0.05, 0.08) 0.07 (0.05, 0.08) 0.07 (0.05, 0.08)
Subtraction 0.90 (0.87, 0.92) 0.90 (0.87, 0.92) 0.11 (0.08, 0.13) 0.11 (0.08, 0.13) 0.11 (0.08, 0.13)
Multiplication 0.96 (0.94, 0.97) 0.96 (0.94, 0.97) 0.96 (0.94, 0.97) 0.15 (0.11, 0.19) 0.15 (0.11, 0.19)
Division 0.99 (0.98, 0.99) 0.99 (0.98, 0.99) 0.99 (0.98, 0.99) 0.99 (0.98, 0.99) 0.40 (0.28 0.53)
Rho estimates (response 2)
Addition 0.34 (0.29, 0.40) 0.93 (0.92, 0.95) 0.93 (0.92, 0.95) 0.93 (0.92, 0.95) 0.93 (0.92, 0.95)
Subtraction 0.10 (0.08, 0.13) 0.10 (0.08, 0.13) 0.90 (0.87, 0.92) 0.90 (0.87, 0.92) 0.90 (0.87, 0.92)
Multiplication 0.04 (0.03, 0.06) 0.04 (0.03, 0.06) 0.04 (0.03,0.06) 0.85 (0.81, 0.89) 0.85 (0.81, 0.89)
Division 0.01 (0.01, 0.02) 0.01 (0.01, 0.02) 0.01 (0.01, 0.02) 0.01 (0.01, 0.02) 0.60 (0.47, 0.72)
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While it is possible within the WinLTA software to estimate γ, ρ and τ estimates, it
is not possible to estimate β estimates. For this chapter it is of interest to identify
95% confidence intervals for the odds ratios generated by the LTA with covariates
model. Therefore a bootstrap approach is more appropriate.
The following LTA model was previously identified using PROC LTA, using the
same data from “Example 2” and presented in (Lanza et al., 2011) as “Appendix 6:
LTA With User-Provided Starting Values and Parameter Restrictions”. Table 6.2
presents the γ, τ and ρ estimated by PROC LTA. The corresponding 95% confidence
intervals were estimated using the bootstrap approach, with 1000 bootstrap replicates
with replacement computed.
Table 6.2: Bootstrap Approach
Class 1 Class 2 Class 3 Class 4 Class 5
Gamma estimates (class membership probabilities):
Time 1 0.44 (0.40, 0.49) 0.18 (0.14, 0.22) 0.15 (0.12, 0.18) 0.15 (0.12, 0.18) 0.08 (0.06, 0.11)
Tau Estimates (transition probabilities)
Class 1 0.86 (0.77, 0.94) 0.10 (0.01, 0.18) 0.02 (0.00, 0.06) 0.01 (0.00, 0.04) 0.00 (0.00, 0.01)
Class 2 0.00 0.66 (0.54, 0.77) 0.16 (0.06, 0.26) 0.13 (0.05, 0.23) 0.04 (0.01, 0.10)
Class 3 0.00 0.00 0.47 (0.36, 0.57) 0.49 (0.38, 0.61) 0.05 (0.00, 0.13)
Class 4 0.00 0.00 0.00 0.74 (0.61, 0.87) 0.26 (0.13, 0.39)
Class 5 0.00 0.00 0.00 0.00 1.00
Rho estimates (response 1)
Addition 0.66 (0.61, 0.72) 0.06 (0.04, 0.08) 0.06 (0.04, 0.08) 0.06 (0.04, 0.08) 0.06 (0.04, 0.08)
Subtraction 0.90 (0.87, 0.92) 0.90 (0.87, 0.92) 0.10 (0.07, 0.13) 0.10 (0.07, 0.13) 0.10 (0.07, 0.13)
Multiplication 0.96 (0.94, 0.97) 0.96 (0.94, 0.97) 0.96 (0.94, 0.97) 0.14 (0.09, 0.19) 0.14 (0.09, 0.19)
Division 0.99 (0.99, 0.99) 0.99 (0.99, 0.99) 0.99 (0.99, 0.99) 0.99 (0.99, 0.99) 0.38 (0.26, 0.50)
Rho estimates (response 2)
Addition 0.34 (0.28, 0.39) 0.94 (0.92, 0.96) 0.94 (0.92, 0.96) 0.94 (0.92, 0.96) 0.94 (0.92, 0.96)
Subtraction 0.10 (0.08, 0.13) 0.10 (0.08, 0.13) 0.90 (0.87, 0.93) 0.90 (0.87, 0.93) 0.90 (0.87, 0.93)
Multiplication 0.04 (0.03, 0.06) 0.04 (0.03, 0.06) 0.04 (0.03, 0.06) 0.86 (0.81, 0.91) 0.86 (0.81, 0.91)
Division 0.01 (0.00, 0.01) 0.01 (0.00, 0.01) 0.01 (0.00, 0.01) 0.01 (0.00, 0.01) 0.62 (0.50, 0.74)
When comparing Table 6.1 and Table 6.2, no differences are observed for the γ
estimates, however the bootstrap approach produced narrower confidence intervals
for the τ and ρ estimates. In general, the data augmentation approach provides
faster estimation of the standard errors, when compared to the bootstrap approach.
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However, the WinLTA software does not include covariate variables and as a results,
it is not possible to estimate 95% confidence intervals for odds ratios estimated by
a LTA with covariates model. Therefore, for the purpose of this thesis, a bootstrap
approach is more appropriate.
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6.4 A LTA of Pain Impact
The following paper presents the application of LTA to the TILDA data, investigating
profiles of pain impact in older adults. A LTA with covariates model was used to
examine the associations between the baseline class membership and covariates of
interest, as well as investigating the effect of these covariates on the transition
probabilities. A bootstrap approach was used to calculate the 95% confidence
intervals for the odds ratios.
6.4.1 Abstract
Background: Pain is common in older adults, and associated with increased
morbidity and reduced quality of life. Recent research has highlighted different
classes of older adults with pain, each with differing impacts on their life. It has not
yet been investigated if, and how, such classes change over time and what influences
individuals to prospectively transition to a profile of either improved or worsened
pain impact.
Methods: Latent transition analysis (LTA) is a longitudinal model-based approach
to identifying underlying subgroups in a population. LTA was used to model the
change in pain of people aged 50 and over, from The Irish Longitudinal Study
on Ageing (n=6,917). The LTA model was extended to include biopsychosocial
covariates to predict transition probabilities between classes over time.
Results: Three latent classes were identified based on four pain indicators (pain
presence; pain affects daily life; pain requires medication; multi-site pain) and were
characterised as ‘No Pain’, ‘Low-Moderate Impact Pain’ and ‘High Impact Pain’.
Results indicate that the pain class of many changes over time. However, poor
physical or mental health increased the risk of transitioning to a more severe pain
class from time 1 to time 2.
Conclusions: These findings show the change in pain of older adults over time,
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with both marked improvement and deterioration being observed. Critically, the
predictors of individuals transitioning between classes reflect the breadth of biopsycho-
social factors involved in pain.
6.4.2 Introduction
Globally, it is estimated that one in five adults suffer from pain (Briggs et al., 2017),
with one in three older Irish adults being affected (Briggs et al., 2017). This is a
major concern as pain is one of the major contributors to disability in older adults
(Rice et al., 2016), with links to biopsychosocial factors such as poorer physical
and mental health (Hoogendoorn et al., 2000; Hartvigsen et al., 2018), poorer sleep
(Naylor et al., 2013), and physiological factors such as obesity (Guh et al., 2009).
As pain is not easily characterised by a single question (Herr and Garand, 2001;
Dansie and Turk, 2013), it is important to consider a more person-centred approach
to modelling how older adults experience pain. Profiling methods, such as cluster
analysis or latent modelling, can be used to model responses to multiple questions
used to capture a person’s experience of pain and determine how older adults
group together based on their pain. Past research successfully identified distinct
cross-sectional profiles of pain in older adults, based on four pain questions; troubling
pain, pain affects daily life, pain requires medication, and multisite pain (Kennedy
et al., 2016; O’Sullivan et al., 2016). However, these studies provide minimal insight
on how individuals transition between groups over time, for example, those moving
to a group of heightened or reduced pain. Thus, alternate statistical methods are
needed to examine how pain changes over time.
Latent class analysis (LCA) is a robust approach to identifying classes of individuals
who share similar characteristics (Lanza et al., 2007; Collins and Lanza, 2010). Past
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research utilised latent modelling techniques, such as LCA and repeated measures
LCA, to investigate pain classes for younger samples (Dunn et al., 2006, 2010, 2013).
Recently, LCA was used to identify biopsychosocial risk factors associated with pain
developing in later life, in a sample of pain-free older adults from the same population
examined here (O’Neill et al., 2018). It is of interest to examine how older adults’
pain experience changes over time, for the whole population.
The longitudinal version of LCA, latent transition analysis (LTA), is advantageous
when investigating a construct, such as pain, measured by multiple variables and
modelling how individuals transition between classes over time (Collins and Lanza,
2010; Lanza and Collins, 2008). LTA has been used to examine how hand pain
changes over time in different populations (Green et al., 2016). However, the
influence of covariates, such as biopsychosocial factors, on transition between classes
was not considered. Nevertheless, despite the potential utility of an approach like
LTA for person-centred health care, there is little data on transitions in pain among
older adults. For this research, LTA could permit the identification of distinct classes
of older adults with similar pain experiences, which could facilitate the development
of targeted treatment programmes (O’Neill et al., 2018), taking into account how
pain changes over time for each class.
To our knowledge no research has modelled the change in pain classes of older
adults over time. Thus, this study aims to (1) utilise LTA to model change in pain of
older adults over time; (2) investigate how baseline demographic and biopsychosocial
factors are associated with baseline class membership; and (3) investigate how
biopsychosocial factors are associated with transitioning between classes over time.
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6.4.3 Methods
Study Population
The study population used for this research was The Irish Longitudinal Study on
Ageing (TILDA). TILDA is a nationally representative cohort study on adults living
in the Republic of Ireland, aged 50 years and older, and their partners (TILDA, 2016,
2018). A three-stage selection process was used to select older adults for this cohort
study. The Geodirectory was used as a sampling frame. The Geodirectory is a list
of all residential addresses in the Republic of Ireland, where a cluster sample of
addresses was chosen and household residents aged over 50 years and their partners
were eligible to participate in the study. For the initial sampling units, electoral
districts divisions were subdivided by age, socio-economic status and geographical
area. The second stage involved randomly selecting a sample of 40 addresses from
within each initial sampling unit; resulting in a sample of 25,600 addresses. The final
stage of sampling involved the recruitment of all household members aged 50 and
over (Whelan and Savva, 2013). A response rate of 62.0% was achieved at household
level for the first wave of data (Barrett et al., 2011). In the first wave of TILDA,
data from 8,175 adults aged 50 and over, and an additional 329 younger partners was
collected. Two years later, in 2012, the second wave of the TILDA study was carried
out, with an 86% follow up rate (Nolan et al., 2014). The survey consisted of three
components; a computer-assisted personal interview, a self-completion questionnaire
and a separate health assessment.
Sample and Measures
For this analysis it was of interest to analyse older adults who were aged 50 and
over at Wave 1 and who also participated at both Wave 1 and Wave 2 (n=6,917).
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Pain Indicator Variables
Four categorical pain indicator variables, previously used to measure pain (Kennedy
et al., 2016; O’Sullivan et al., 2016), were included in the LTA model of pain between
Wave 1 and Wave 2. Older adults were asked if they “are often troubled by pain?”
(yes/no). Individuals were asked “does the pain make it difficult for you to do your
usual activities?” (yes/no). Individuals were asked “are you taking any medication
to control the pain?” (yes/no). The final indicator variable asked if the pain was
single-site or multi-site. Multi-site pain was recoded by summing up the number of
pain sites the older adults reported from a list including back pain, hips, knees, feet,
or all over pain. Older adults reporting pain all over, or more than one single pain
site, were classified as having multi-site pain (yes/no) (O’Neill et al., 2018).
Covariates
The relationships between socio-demographics, biopsychosocial factors (mental health,
physical health, lifestyle factors and physiological factors) and latent class membership
at Wave 1 were investigated. The effect of these variables on transitioning between
classes, from Wave 1 to Wave 2, was also of interest.
Socio-demographics: included sex (male, female), age (50-59, 60-69, 70-79, 80+),
education (primary, secondary, tertiary) and marital status (married, never married,
separated/divorced, widowed).
Mental Health: Depressive symptoms were assessed using the eight-item version of
the Centre for Epidemiological Studies Depression Scale (Devins, 1985), where a
score greater than 7 indicated depressive symptoms (Barrett et al., 2011). Anxiety
was measured using the Hospital Anxiety and Depression Scale Anxiety subscale
(HADS-A) (Zigmond and Snaith, 1983), where a score of 11 or more indicated
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anxiety (Barrett et al., 2011).
Physical Health: Physical disability was defined as having a problem with any one
of the following five activities, walking 100 meters; sitting for two hours; getting
up from a chair; climbing one flight of stairs without resting; stooping, kneeling or
crouching. Self-reported chronic conditions were assessed in eight areas; hypertension,
diabetes, heart disease, cancer, lung disease, osteoporosis, stroke and arthritis. The
number of chronic conditions (range 0-8) was calculated and recoded as none to
one chronic condition or two or more chronic conditions (multi-morbidity). Grip
strength was measured twice, using a Baseline Hydraulic Hand dynamometer, for
each participant and the mean of both tests for the dominant hand was used.
Lifestyle Factors: Individuals were asked two questions relating to sleep behaviour;
“How often do you have trouble falling asleep?” and “How often do you have
trouble with waking up too early and not being able to fall back asleep?” The
response options for these questions were “most of the time”, “some of the time” and
“rarely / never”. Similar to previous research (Simpson et al., 2014; Chen-Edinboro
et al., 2015; O’Neill et al., 2018), these categorical responses were then binary coded,
where “most of the time” and “sometimes” for either question were taken to suggest
problems with sleep and “rarely or never” for both questions to indicate no problem.
Smoking was coded as yes (current smoker) and no (past or never). Symptoms of
alcoholism (yes, no) were measured using the CAGE scale (Mayfield et al., 1974;
Bisson et al., 1999); a four-item questionnaire, with a score of 2 or more suggesting
symptoms of alcoholism.
Physiological Factors: Obesity was classified using the WHO classification system,
where a BMI of 30 kg/m2 or above is classified as obese (World Health Organization,
1995).
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Statistical Analysis
Latent transition analysis (LTA) was used to identify the pain classes. LTA is
the longitudinal extension of latent class analysis (LCA) (Lanza and Collins, 2008;
Collins and Lanza, 2010). LCA provides a model-based approach to identifying
underlying subgroups in a population based on a number of observed categorical
variables. Traditional LCA estimates two main parameters, latent class membership
probabilities and item-response probabilities, conditional on class membership. LTA
allows membership of a latent class to change over time, thus estimating additional
parameters; the transition probabilities. These transition probabilities refer to the
probability of moving between classes over time.
To identify the optimal number of pain classes a range of models were compared,
based on the four pain indicator variables. Several model-fit indices including
the Akaike’s information criterion (AIC) (Akaike, 1987), the Bayesian information
criterion (BIC) (Schwarz, 1978) and the likelihood-ratio statistic (G2), were compared
to determine the optimal number of latent classes. In addition to using information
criterion to determine the optimal solution, five hundred sets of starting values were
generated for each model to assess the percentage of solutions that converged to
the maximum likelihood solution. A higher percentage offers greater confidence
that the true maximum likelihood has been identified. Past research has suggested
that an appropriate cut-off is 10% of solutions converging to the same model,
with model identification otherwise being deemed inadequate (Collins and Lanza,
2010; Lanza and Bray, 2010). The optimal model was selected on the criteria of
adequate model identification and minimum AIC and BIC. Measurement invariance
was used to formally test how the LTA structure holds over time (Collins and Lanza,
2010). Missing data were assumed to be missing at random by the software used to
implement the LTA.
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The odds of baseline class membership, as well as transitioning between classes
over time were also investigated using an internal model-based approach; LTA
with covariates. This approach involves including covariates into the LTA model,
where covariates are either continuous or dummy-coded variables. Each covariate
was entered into the LTA model separately to estimate the relationship between
the variable and pain. The advantage of using the LTA with covariates approach
is that it provides insight into what variables influence individuals to move to a
different pain class as they get older (Collins and Lanza, 2010). Grip strength
(continuous predictor) was standardised to z-values to aid interpretation of the
regression coefficients as suggested (Lanza et al., 2007; Collins and Lanza, 2010)
and reverse coded. Standardised odds ratios represent the odds ratio associated
with a one standard deviation increase in a continuous predictor variable. Transition
probabilities very close to zero were set to zero for the LCA with covariates model to
avoid issues with model estimation (Collins and Lanza, 2010). A bootstrap approach
was used to estimate the 95% confidence intervals for the class membership and
transition probabilities. One thousand bootstrap replicate datasets were generated
by sampling with replacement. The LTA with covariates model was fitted to each
dataset, allowing standard errors and confidence intervals of model parameters to
be estimated from the bootstrap distribution.
To ensure the analysis was representative of the population the data were weighted
using the 2010 Quarterly National Household (Barrett et al., 2011). Weighted
frequencies and percentages are reported. A 5% level of significance was used for all
statistical tests. All LTA models were fit using PROC LTA software in SAS 9.4.
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6.4.4 Results
Descriptive Statistics of Indicator Variables
The proportions of older adults reporting yes/no to the key indicator variables of the
latent transition model (pain, affects daily life, medication, multi-site pain) remained
relatively stable between Waves 1 and 2 (Table 6.3). No differences were observed in
the response rates of the indicators, between those who were followed up at Wave 2
and those who were not (Appendix 1). Some differences were observed for baseline
characteristic information, suggesting that those followed up may be younger and
healthier when compared to non-responders (Appendix 1).
Table 6.3: Descriptive Statistics for LTA Indicator Variables (n=6917)
Indicators Response Wave 1 Wave 2
Pain No 4400 (63.65) 4468 (64.60)
Yes 2513 (36.35) 2448 (35.40)
Affects daily life No 5440 (78.69) 5464 (79.02)
Yes 1473 (21.31) 1450 (20.98)
Medication No 5594 (80.95) 5524 (79.95)
Yes 1316 (19.05) 1385 (20.05)
Multi-site pain No 6295 (91.06) 6275 (90.74)
Yes 618 (8.94) 640 (9.26)
Count (%) presented.
Model Selection
Models with two to five latent classes were compared to identify the optimal LTA
model. The information criterion used to compare the models is presented in Table
6.4. Using a 10% cut-off for model identifiability, it was found that models with 4-
or 5-class solution were unidentifiable (less than 10% of solutions converged to the
same maximum likelihood solution), and thus based on the information criterion a
3-class solution was chosen.
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Measurement invariance across times was tested to determine if the latent class
structure could be interpreted as equal across each time point, using the likelihood-
ratio test. Results found that the difference in the G2 statistic for these models
was not significant (df = 16, G2 = 13.15, p = 0.66), indicating that measurement
invariance did indeed hold across time. Parameter estimates for the 3-class model
are presented in the following section (Table 6.5).
Table 6.4: Model Selection for LTA of Pain
Number of Classes G2 df AIC BIC Solution %
2 1075.59 244 1075.59 1097.59 100
3 388.33 235 428.33 565.16 69
4 257.54 224 319.54 531.64 7*
5 151.88 211 239.88 540.92 1*
G2: likelihood ratio statistic; df ; degrees of freedom; AIC: Akaike’s
information criterion; BIC: Bayesian information criterion;
Solution %: percentage of solutions converging to the maximum likelihood.
*Model not well identified; less than 10% of solutions converged to the same
maximum likelihood solution
Latent Transition Model
Table 6.5 presents the LTA results using the four pain indicator variables. Class 1
represents those who are not often troubled by pain. This class accounts for the
highest proportion of older adults, with 63% at Wave 1 and increasing to 65% at
Wave 2. This class is referred to as the ‘No Pain’ class. Class 2 accounts for 19%
of older adults at Wave 1 and 18% at Wave 2. This class represents those who
report suffering from pain, but with a lower level of impact on their lives, with 35%
reporting pain affects their daily life, 26% require medication and only 14% have
multi-site pain. This class is referred to as ‘Low-Moderate Impact Pain’. Class 3
represents those most affected by pain and accounts for 17% of the sample at Wave
1 and 18% at Wave 2. Older adults in this class suffer from pain that affects daily
life (83%) and requires medication (84%). Class 3 are also the most likely to suffer
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from multi-site pain (36% compared to the 0% and 14% in the other two classes
respectively). This class is referred to as ‘High Impact Pain’.
The transition probabilities are presented at the end of Table 6.5, and reflect the
estimated percentage within each class at Wave 1 that transition (or remain) at
Wave 2. For example, entries along the diagonal of the transition matrix represent
individuals who remain in the same class form Wave 1 to Wave 2, while entries off
the diagonal represents individuals transitioning from one class to another, going
from row entries at Wave 1 to column entries at Wave 2. The class with the lowest
transition rate was the No Pain class; 82% of those in the No Pain class at Wave
1 remained in the No Pain class, 13% transitioned to the Low-Moderate Impact
Pain class and 5% transitioned to the High Impact class at Wave 2. Those in the
Low-Moderate Impact Pain class were most likely to transition; only 48% of those
initially in this class remained, and 52% of individuals who belonged to this class
transitioned to the No Pain class. Of those who belonged to the High Impact Pain
class at Wave 1, 14% transitioned to the No Pain class by Wave 2.
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Table 6.5: LTA Model of Pain
Class 1 Class 2 Class 3
No Pain Low-Moderate High
Impact Pain Impact Pain
Class Membership Probabilities
Wave 1 0.63 0.19 0.17
Wave 2 0.65 0.18 0.18
Item-response Probabilities
Pain (yes) 0.00 1.00 1.00
Affects daily life (yes) 0.00 0.35 0.83
Medication (yes) 0.00 0.26 0.84
Multi-site pain (yes) 0.00 0.14 0.36
Transition Probabilities (Wave 1 latent class (rows) by Wave
2 latent class (columns))
No Pain 0.82 0.13 0.05
Low-Moderate Impact Pain 0.52 0.48 0.00a
High Impact Pain 0.14 0.00a 0.86
a Transition probabilities fixed to exactly zero for subsequent analyses
involving covariates.
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Baseline Factors Associated with Latent Class Membership
The baseline covariate information is presented in the first column of results in Table
6.6. The remaining results from Table 6.6 present the LTA model with baseline
covariates. Results found that females were twice as likely as males to belong to
the High Impact Pain class than the No Pain class (OR = 2.16, 95% CI = 1.84,
2.54). Older adults, who have a lower level of education and are separated/divorced
or widowed were more likely to belong to the High Impact Pain class than belong
to the No Pain class.
Results for the biopsychosocial variables show that across nearly every single variable,
the best values were always found in the least affected classes (No Pain; Low Impact
Pain) and the worst values were always found in the most affected class (High Impact
Pain). In most cases, this followed a step-wise pattern of deterioration from classes
1-3. In some cases, the differences were quite pronounced. For example, the odds
ratio of being in the High Impact Pain class, compared to the no pain class, for those
with a disability was 16.36 (95% CI = 12.98, 20.94) compared to those without a
disability.
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Table 6.6: Baseline Covariate Proportions and Odd Ratios of Each Covariate
Predicting Baseline Class Membership*
Low-Moderate High
Wave 1 Impact Pain Impact Pain
Count (%) OR (95% CI) OR (95% CI) P-value
Demographics
Sex Males 3345 (48.36) 1 1 <0.001
Females 3572 (51.63) 1.08 (0.94, 1.2) 2.16 (1.84, 2.54)
Age 50 -59 2909 (42.10) 1 1
60-69 2195 (31.77) 0.90 (0.75, 1.05) 1.26 (1.06, 1.51) 0.01
70-79 1316 (19.05) 0.72 (0.57, 0.88) 1.66 (1.37, 2.03) <0.001
80+ 489 (7.08) 0.56 (0.35, 0.79) 1.78 (1.30, 2.31) <0.001
Education Tertiary 1368 (19.81) 1 1
Secondary 3098 (44.85) 1.08 (0.92, 1.28) 1.44 (1.17, 1.80) <0.001
Primary 2441 (35.34) 1.01 (0.53, 0.91) 1.03 (0.78,1.34) <0.001
Marital Status Married 4798 (69.37) 1 1
Never married 986 (14.26) 0.71 (0.53, 0.91) 1.03 (0.78, 1.34) 0.03
Separated/divorced 658 (9.52) 1.26 (0.92, 1.63) 2.02 (1.52, 2.55) <0.001
Widowed 474 (6.86) 1.04 (0.83, 1.29) 1.87 (1.51, 2.31) <0.001
Biopsychosocial Factros
Disability No 4330 (62.61) 1 1
Yes 2586 (37.39) 1.98 (1.64, 2.35) 16.36 (12.98, 20.94) <0.001
Multi-morbidity No 4671 (67.54) 1 1
Yes 2245 (32.46) 1.32 (1.07, 1.58) 6.42 (5.40, 7.68) <0.001
Despression leq7 4963 (72.74) 1 1
>7 1860 (27.26) 1.56 (1.33, 1.86) 4.01 (3.41, 4.74) <0.001
Anxiety <11 5283 (91.19) 1 1
≥11 511 (8.81) 1.37 (1.03, 1.83) 3.46 (2.77, 4.54) <0.001
Sleep problems No 2931 (42.39) 1 1
Yes 3983 (67.61) 1.60 (1.39, 1.85) 3.30 (2.78, 4.00) <0.001
Symptoms of No 5177 (87.74) 1 1
Alcoholism Yes 723 (12.26) 1.00 (0.78, 1.25) 0.92 (0.72, 1.20) 0.78
Smoking No 5648 (81.69) 1 1
Yes 126 (18.31) 1.20 (0.99, 1.43) 1.36 (1.13, 1.62) <0.001
Obesity No 3416 (65.19) 1 1
Yes 1824 (34.81) 1.02 (0.87, 1.23) 1.79 (1.51, 2.16) <0.001
Lower Grip Strength a,b,c 24.5 (14.0) 0.97 (0.89, 1.05) 1.81 (1.59, 2.09) <0.001
*The No Pain class is the reference latent class for the baseline category multinomial logistic
regression model.
a Mean (SD) presented.
b Standardised continuous variable. Value represents the increase / decrease in odd ratios for every 1
standard deviation increase.
c Reverse coded.
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Prediction of Baseline Transitions
Table 6.7 displays the odds ratios and associated bootstrapped confidences intervals,
for the effect of each covariate variable on the transition probabilities, relative to
staying in the same class. These estimates highlight the effect of each covariates on
moving between classes over time, where an odds ratio of greater than 1 is indicative
of a predictor variable being associated with transitioning to a worse pain class. For
example, females were twice as likely as males to transition from the No Pain class
at Wave 1, to the High Impact Pain class at Wave 2 (OR = 2.09, 95% CI = 1.40,
3.58).
For illustrative purposes, we have listed these characteristics here, along with the
odds with which they increase the risk of moving from the ‘best’ class (No Pain)
to the ‘worst’ class (High Impact Pain). Specifically, factors identified were being
female (OR = 2.09, 95% CI = 1.40, 3.58); disabled (OR = 4.41, 95% CI = 2.95,
6.84); having two or more comorbid illnesses (OR = 2.43, 95% CI = 1.54, 3.73);
depression (OR = 1.90, 95% CI = 1.11, 3.01); smoking (OR = 1.84, 95% CI = 1.12,
2.90); obesity (OR = 2.35, 95% CI = 1.37, 3.80) and having weaker grip strength
(standardised OR = 1.75, 95% CI = 1.24, 2.70).
While the above characteristics were associated with an increased risk of transitioning
to a worse pain class, they were also associated with a reduced chance of improvement.
For example, the odds of moving from the ‘worst’ class (High Impact Pain) to the
‘best’ class (No Pain) were significantly reduced for those who have a disability (OR
= 0.30, 95% CI = 0.20, 0.48); two or more comorbid illnesses (OR = 0.37, 95% CI
= 0.21, 0.58); depression (OR = 0.55, 95% CI = 0.31, 0.91); or anxiety (OR = 0.45,
95% CI = 0.11, 0.93).
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Table 6.7: Odd Ratios of Each Covariate Predicting Transitions in Pain Latent Class
Membership
Covariate* Membership at Membership at Wave 2
Wave 1 No Pain Low-Moderate High
Impact Pain Impact Pain
Sex (ref. male) No Pain - 1.12 (0.91, 1.40) 2.09 (1.40, 3.58)
Low-Moderate Impact 0.78 (0.61, 1.02) - 0.00a
High Impact Pain 0.88 (0.56, 1.49) 0.00a -
Disability (ref. no) No Pain - 1.47 (1.13, 1.90) 4.41 (2.95, 6.84)
Low-Moderate Impact 0.78 (0.59, 1.03) - 0.00a
High Impact Pain 0.30 (0.20, 0.48) 0.00a -
Multi-morbidity (ref. no) No Pain - 1.69 (1.30, 2.10) 2.43 (1.54, 3.73)
Low-Moderate Impact 1.06 (0.80, 1.44) - 0.00a
High Impact Pain 0.37 (0.21, 0.58) 0.00a -
Depression (ref. ≤7) No Pain - 1.54 (1.20, 1.99) 1.90 (1.11, 3.01)
Low-Moderate Impact 1.02 (0.77, 1.39) - 0.00a
High Impact Pain 0.55 (0.31, 0.91) 0.00a -
Anxiety (ref. <11) No Pain - 1.80 (1.18, 2.69) 2.64 (0.84, 4.78)
Low-Moderate Impact 0.58 (0.36, 0.92) - 0.00a
High Impact Pain 0.45 (0.11, 0.93) 0.00a -
Sleep Problems (ref. no) No Pain - 1.25 (1.02, 1.53) 1.43 (0.93, 2.26)
Low-Moderate Impact 0.81 (0.62, 1.08) - 0.00a
High Impact Pain 0.59 (0.37, 0.99) 0.00a -
Symptoms of No Pain - 0.86 (0.60, 1.20) 1.23 (0.50, 2.25)
Alcoholism (ref. no) Low-Moderate Impact 0.82 (0.51, 1.27) - 0.00a
High Impact Pain 1.32 (0.60, 2.38) 0.00a -
Smoking (ref. no) No Pain - 0.87 (0.63, 1.16) 1.84 (1.12, 2.90)
Low-Moderate Impact 0.73 (0.53, 1.02) - 0.00a
High Impact Pain 1.22 (0.61, 2.12) 0.00a -
Obesity (ref. no) No Pain - 1.04 (0.78, 1.38) 2.35 (1.37, 3.80)
Low-Moderate Impact 0.83, (0.62, 1.14) - 0.00a
High Impact Pain 0.78 (0.42, 1.42) 0.00a -
Lower Grip Strengthb,c No Pain - 1.18 (1.04, 1.36) 1.75 (1.24, 2.70)
Low-Moderate Impact 0.98 (0.85, 1.13) - 0.00a
High Impact Pain 0.91 (0.69, 1.21) 0.00a -
* Covariate variable included in each LTA with covariates model.
a This transition probability was constrained to be equal to zero due to limited interpretability.
b Standardised continuous variable. Value represents the increase / decrease in odd ratios for every 1
standard deviation increase.
c Reverse coded.
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6.4.5 Discussion
It can be difficult to characterise the development of a multidimensional construct,
like pain, using a single observed variable. LTA is an advantageous statistical
approach that identifies subgroups in a population based on multiple categorical
variables and models how individuals transition between these subgroups over time
(Collins and Lanza, 2010). For this study, LTA identified three pain classes at Waves
1 and 2, based on the four indicator variables; pain (yes/no), pain affects daily life
(yes/no), pain requires medication (yes/no) and multi-site pain (yes/no). These
classes were characterised as ‘No Pain’, ‘Low- Moderate Impact Pain’ and ‘High
Impact Pain’. At baseline, the No Pain accounted for the highest proportion of
the sample (63%), while the Low-Moderate Impact Pain class represented 19% and
the High Impact Pain class represented 17%. At Wave 2, the analysis identified
that 65% had no pain, with 18% in the Low-Moderate Impact class and 18% in the
High Impact Pain class. These levels of pain are comparable to other representative
studies on older adults (Wade et al., 2017; Cimas et al., 2018).
The data from this study are reflective of existing literature in younger populations,
where pain classes were identified based on specific painful conditions (e.g. back,
facial, stomach and head) (Dunn et al., 2006, 2010, 2013). Our results similarly
suggest that pain classes in older people are broadly consistent over time, with
movement possible between classes. The analysis provides evidence that older
adults’ experience of pain can change, and potentially improve in later life. This
has important implications for older adult health and quality of life.
The LTA model estimated the rates of development and improvement from pain
and identified significant associations between several biopsychosocial factors and
the transition probabilities. Factors such as higher disability, multimorbidity and
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depression were found to be more closely associated with the development of pain
and to have an inverse relationship with improvement from pain. This analysis
has identified factors associated with improvement from pain, suggesting that older
people with less depression and lower levels of disability may be more likely to
improve. In this regard, these results strengthen past findings that pain is linked
to both socio-demographic variables, as well as health and lifestyle factors (Thomas
et al., 1999; Eriksen et al., 2004; Smith and Haythornthwaite, 2004; Gupta et al.,
2006; Davies et al., 2008; Kamaleri et al., 2009; Macfarlane et al., 2009; Haukka
et al., 2012; Thielke et al., 2012; Wilkie et al., 2013; Jaremka et al., 2014; Mundal
et al., 2014a,b; Patel et al., 2016).
Clinical Implications
This study centres on adults aged 50 and over, utilising responses to multiple pain
questions to determine the classes, rather than a single measure of pain. This is
beneficial when considering how older adults’ experience of pain changes over time,
as a broader measure allows for the overall health and lifestyle to be considered more
comprehensively. Past research has endorsed measuring the complex, multidimensional
nature of pain (Herr and Garand, 2001; Dansie and Turk, 2013), which is supported
by the results of this study; as simply categorising older adults based on whether
they were “often troubled by pain” could overlook important differences between
the two pain impact classes.
An important finding is that pain is neither always permanent nor an inevitable
consequence of ageing, with over 60% of respondents at Wave 1 and Wave 2 reporting
to be untroubled by pain. Further research among these classes to evaluate what
factors are protective for pain may be valuable. The transition probabilities identified
movement between the pain classes over time, highlighting how individuals can
develop, and improve from, pain. This data could be used to facilitate targeted
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screening, and monitoring over time, of older adults presenting with pain who are
determined to be at increased risk of significant, disabling pain and its associated
personal, societal and economic costs. Considering the health and lifestyle factors
implicated in the impact of pain, both in the current study and in previous research
(Hayes et al., 2012; Foster et al., 2018), promoting healthy lifestyles may offer
potential to help older adults with pain. Critically, the identified pain classes
provide insights into the prevalence of pain and factors associated with changes in
pain in an older population, which may inform targeted management and treatment
approaches.
Strengths and Limitations
Strengths are that it is a large population-representative sample, with a prospective
cohort design and uses a broad range of standardized instruments. The use of LTA
to identify classes of older adults based on their levels of pain gives clearer insights
into how older people develop and improve from pain over time. The latent classes
identified using the categorical indicator variables (pain presence; pain affects daily
life; pain requires medication; multi-site pain) give a measure of pain that could not
be captured by a single variable. The use of these indicator variables, as a measure
of pain in older adults, has previously been reported cross-sectionally (Kennedy
et al., 2016; O’Sullivan et al., 2016). These questions are also comparable to those
asked in other longitudinal studies, such as The English Longitudinal Study on
Ageing (ELSA); the Survey of Health, Ageing and Retirement in Europe (SHARE),
which is pan-European; and the Health and Retirement Survey (HRS) in the United
States (Kenny et al., 2010). Therefore there is potential for the results presented in
this study to be replicated on other populations and global comparisons to be made.
Principally, the key strength to this study is the statistical method used; LTA is
a robust framework, which identifies transition rates and allows for the investigation
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of the covariate effect on the transition probabilities. This analysis would not be
possible in more traditional statistical approaches, like repeated measures ANOVA
or growth curve modelling. Additionally, the use of a bootstrapping approach
provided confidence intervals for the odds ratio estimates, which otherwise would
not have been available through the software used.
Within this study, irrespective of sampling weights used, there is a potential for
respondent bias, and for unmeasured confounders to explain some of the significant
relationships observed. For example, transitioning between the pain classes could
be due to development of a new illness (e.g. hip fracture) or obtaining a specific,
successful treatment (e.g total hip replacement). Information regarding duration or
types of pain were not reported and so could not be incorporated into the analysis.
The software used in this study can handle the inclusion of categorical indicator
variables in the LTA model and continuous or binary coded covariates into the LTA
model. Thus, while the specific cut-off values used for the categorical variables were
either referenced or standardized, choosing different cut-off values may change the
effect on the classes.
While the LTA model estimated the development of, and improvement from, pain,
it did not identify movement between the two pain impact classes within this
two year period. While this may mean some intermediate transitioning between
classes may have been missed, it should be noted that most older adults did not
transition between classes, and short-term transitions which do not persist may be
less meaningful. It is essential to consider how these patterns will develop further
over time. Therefore, further work examining these relationships over upcoming
TILDA study waves would offer additional and valuable knowledge on how these
pain patterns change over time. It is also important to note that this research focused
on individuals who were present for both study waves. Higher rates of follow-up
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among younger, healthier individuals might have resulted in underestimation of the
development of pain. Further research would be beneficial to replicate and confirm
the classes and transition patterns identified here using other population studies.
6.4.6 Conclusion
The pain classes of older adults are broadly consistent over time, however both
marked improvement and deterioration in pain impact were observed. At both
time points the No Pain class represented over 60% of older adults. Critically,
the predictors of individuals transitioning between classes reflect the associations
between biopsychosocial factors and pain. Thus, considering health, lifestyle and
socio-demographic factors may enhance assessment and management of pain in older
adults.
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Appendix 1
Differences in variables between individuals who did and did not complete follow up.
Follow Up Non-follow Up
Indicator Variables (n=6917) (n=1358)
Pain No 4400 (63.65) 873 (64.30)
Yes 2513 (36.35) 484 (35.70)
Affects daily life No 5440 (78.69) 1049 (77.26)
Yes 1472 (21.31) 308 (22.74)
Medication No 5594 (80.95) 1070 (78.78)
Yes 1317 (19.05) 288 (21.22)
Multi-site pain No 6295 (91.06) 1242 (91.45)
Yes 618 (8.94) 116 (8.55)
Covariate Variables
Sex Males 3345 (48.36) 623 (45.85)
Females 3572 (51.64) 735 (54.15)
Age 50-59 2909 (42.10) 435 (32.12)
60-69 2195 (31.77) 353 (26.04)
70-79 1316 (19.05) 330 (24.40)
80+ 489 (7.09) 236 (17.45)
Education Primary 2440 (35.34) 710 (52.54)
Secondary 3098 (44.85) 477 (35.25)
Tertiary 1369 (19.81) 165 (12.21)
Marital status Married 4798 (69.37) 815 (60.04)
Separated / divorced 658 (9.52) 142 (10.44)
Widowed 474 (6.86) 67 (4.97)
Never married 986 (14.26) 333 (24.54)
Disability No 4330 (62.61) 760 (55.96)
Yes 2586 (37.39) 598 (44.04)
Multi-morbidity No 4671 (67.54) 868 (63.92)
Yes 2245 (72.74) 490 (36.08)
Depression ≤7 4963 (72.74) 906 (68.81)
>7 180 (27.26) 411 (31.19)
Anxiety <11 5283 (91.19) 689 (87.58)
≥11 510 (8.81) 98 (12.42)
Sleep problems No 2930 (42.39) 545 (40.17)
Yes 3982 (57.61) 811 (59.83)
Obesity No 3416 (65.19) 32 (59.49)
Yes 1824 (34.81) 222 (40.51)
Symptoms of alcoholism No 5176 (87.74) 745 (89.96)
Yes 723 (12.26) 83 (10.04)
Smoking No 5649 (81.69) 1024 (75.40)
Yes 1266 (18.31) 334 (24.60)
Lower grip strengtha 26.5 (10.1) 24.6 (10.5)
a Mean (SD) presented, otherwise count (%) presented.
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6.5 Chapter Summary
This chapter addressed some of the methodological shortcomings of the LTA software.
A bootstrap approach was undertaken to calculate 95% confidence intervals for the
odds ratios generated from the LTA with covariates model, multiple random seeds
were generated to identify the global maximum likelihood and sample weights were
incorporated into the analysis. LTA was applied to the TILDA dataset for the first
time and using four pain indicator variables, three classes were identified. These
classes were characterised as ‘No Pain’, ‘Low-Moderate Impact Pain’ and ‘High
Impact Pain’. Socio-demographics and biopsychosocial variables were related to
baseline class membership. Additionally, associations between the biopsychosocial
variables and the transition probabilities were also examined. In general the pain
classes of older adults remained broadly consistent over time, with both improvement
and deterioration observed. Principally, the predictors of individuals transitioning
to a ‘worse’ class was related to poorer biopsychosocial factors, while individuals
transitioning to a ‘better’ class was related to more positive biopsychosical factors.
While the transition pattern to and from the No Pain class was well explained,
some questions still remain surrounding the transitions between the two impact
pain classes. Chapter 7 will further examine this LTA model by incorporating the
Wave 3 data. It is of interest to determine if the LTA model identified here remains
consistent once the third wave is included, as well determining if the transition
patterns develop and if individuals transition between the two pain impact classes
over a longer period of time.
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Chapter 7
Three Wave Latent Transition
Analysis Model of Pain Impact
7.1 Introduction
Results from Chapter 6 showed the importance of examining pain classes in older
adults and the effects of biopsychosocial behaviours on these pain classes. For this
chapter it is of interest to further investigate this model by incorporating the third
wave of TILDA data. It is hypothesised that the extended model will mirror the
LTA model of pain impact presented in Chapter 6 and therefore offer validation of
the results for the two wave LTA model. The inclusion of the third wave of TILDA
data will also allow for further investigation of the transition patterns observed in
the previous chapter.
The aims of this chapter are to:
1. Incorporate the third wave of TILDA data into the LTA model of pain impact
identified in Chapter 6,
2. Investigate how the transition patterns identified in the LTA model have
developed over three waves of data in comparison to the two wave LTA model
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presented in Chapter 6, and,
3. Investigate the effect of physical health, healthcare utilisation and polypharmacy
on the transitions between classes over the three waves.
7.2 Methods
Study Population
The Irish Longitudinal Study on Ageing (TILDA) was investigated in this chapter.
This study was detailed in Chapters 4 and 6.
Measures and Sample
For this analysis it was of interest to analyse older adults who were aged 50 and
over at Wave 1 and who also participated at all three time points, Wave 1, Wave 2
and Wave 3 (n=5,925).
Pain Indicator Variables
Similar to the categorical pain indicator variables used in chapter 6, here the three
indicators used to measure the LTA model were “are often troubled by pain?”
(yes/no), “does the pain make it difficult for you to do your usual activities?”
(yes/no, and “are you taking any medication to control the pain?” (yes/no).
Unfortunately, multi-site pain was not available in Wave 3 for public analysis and
therefore could not be analysed in this chapter.
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Covariates at Baseline (Wave 1) and Wave 2
Physical Health: Physical disability (no, yes) and multimorbidity (no, yes), were
defined in Chapter 6.
Healthcare Utilisation: Participants were asked if they were eligible for free government-
funded medical care (GMS eligible) or free visits to their general practitioner (DVC;
doctor visit card). Participants were also asked if they had private health insurance
(yes, no). Participants were asked how many times they had visited the GP in the
last 12 months (<3, ≥3), the number of times they visited the emergency department
in the last 12 months (0, ≥1), the number of times they were admitted to a hospital
overnight (in-patient; 0, ≥1), and the number of visits to a hospital as an outpatient
including all consultations, tests, operations, procedures and treatments (0, ≥1).
Medication: Participants were asked to show the packaging of the medications they
were taking on a regular basis to the interviewers. These medications were then
recorded and classified, using the WHO Anatomical Therapeutic Chemical classification
system, as <5 and ≥5 regular medications (Kenny et al., 2010).
Statistical Analysis
As in Chapter 6, LTA was utilised in this chapter to identify the pain risk classes.
Figure 7.1 presents the LTA model of pain over three waves.
The LTA framework, model selection techniques and theory are detailed in full in
section 6.2.1. Any changes to the equations presented in Chapter 6 are detailed in
the following subsections. Again in this chapter, a bootstrap approach was used to
estimate the 95% confidence intervals for the transition probabilities.
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Figure 7.1: Three wave LTA model, with indicator variables; pain, pain affects daily
life (ADL) and pain requires medication (Meds).
To ensure the analysis was representative of the population the data were weighted
using the 2010 Quarterly National Household (Barrett et al., 2011). Weighted
frequencies and percentages are reported. A 5% level of significance was used for
all statistical tests. All LTA models were fit using the PROC LTA software in SAS
Version 9.4.
LTA Model
The model here is extended from that presented in Chapter 6 by incorporating the
third wave of data. In Chapter 6, a LTA model for two time points was presented
in Equation 6.6. Here, the analysis extends that work to incorporate the third wave
of TILDA data and therefore the equation is updated as follows,
P (Y = y) =
C∑
c1=1
C∑
c2=1
C∑
c3=1
γc1τc2|c1τc3|c2
3∏
t=1
M∏
m=1
Rm∏
rm,t=1
ρ
I(ym,t=rm,t)
m,rm,t|ct . (7.1)
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LTA with Covariates
Figure 7.2 represents the three wave LTA with covariates model, where baseline
covariates (Wave 1) predict transitions from Wave 1 to Wave 2 and covariates
measured at Wave 2 predict transitions from Wave 2 to Wave 3.
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Figure 7.2: Three wave LTA with covariates model to predict transition probabilities,
with indicator variables; pain, pain affects daily life (ADL) and pain requires
medication (meds).
In Chapter 6, Equation 6.9 presented a LTA with covariates model for two time
points, which is updated to accomodate three time points as follows,
P (Y = y|V = v) =
C∑
c1=1
C∑
c2=1
C∑
c3=1
γc1(v)τc2|c1(v)τc3|c2(v)
3∏
t=1
M∏
m=1
Rm∏
rm,t=1
ρ
I(ym,t=rm,t)
m,rm,t|ct .
(7.2)
where γc1(v) = P (C1 = c1|V = v) and τc2|c1(v) = P (C2 = c2|C1) and τc3|c2(v) =
P (C3 = c3|C2) are baseline-category multinomial logistic models.
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7.3 Results
Descriptive Statistics of Indicator and Covariate Variables
The proportions of individuals reporting yes/no to the indicator variables of the
latent transition model (troubling pain, pain that affects daily life, pain requires
medication) remained relatively stable between Waves 1, 2 and 3 (Table 7.1).
Table 7.1: Descriptive Statistics for LTA Indicator Variables
Indicators Response Wave 1 Wave 2 Wave 3
Pain No 3781 (63.86) 3856 (65.08) 3812 (64.40)
Yes 2140 (36.14) 2068 (34.92) 2107 (35.60)
Affects daily life No 4687 (79.15) 4741 (80.06) 4618 (78.04)
Yes 1234 (20.85) 1180 (19.94) 1299 (21.96)
Medication No 4820 (81.41) 4789 (80.90) 4694 (79.30)
Yes 1100 (18.59) 1130 (19.10) 1225 (20.70)
Counts (%) presented.
The distribution of covariate variables, which will be used to predict transition
probabilities in section 7.3, remained relatively stable between Waves 1 and 2 and
is presented in Table 7.2.
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Table 7.2: Descriptive Statistics for LTA Covariate Variables
Covariate Response Wave 1 Wave 2
Disability No 3788 (63.93) 3580 (60.42)
Yes 2137 (36.07) 2345 (39.58)
Multimorbidity No 4067 (68.64) 3464 (58.47)
Yes 1858 (31.36) 2460 (41.53)
GMS or DVC No 3137 (53.01) 2836 (48.02)
Yes 2780 (46.99) 3070 (51.98)
Private health insurance No 2499 (42.20) 2604 (43.99)
Yes 3423 (57.80) 3316 (56.01)
Poly-pharmacy <5 4896 (83.29) 4302 (72.69)
≥5 982 (16.71) 1616 (27.31)
GP visits <3 2910 (49.14) 5390 (91.14)
≥3 3011 (50.86) 524 (8.86)
ED visits No 5069 (85.66) 5040 (85.11)
Yes 848 (14.34) 881 (14.89)
Outpatient visits No 3505 (59.21) 3286 (55.49)
Yes 2451 (40.79) 2636 (44.51)
In-patient visits No 5218 (88.11) 5150 (86.97)
Yes 703 (11.89) 771 (13.03)
Count (%) presented.
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Model Selection
Models with two to five latent classes were compared to identify the optimal LTA
model. The information criterion used to compare the models is presented in Table
7.3. Using a 10% cut-off for model identifiability, it was found that models with
5-class solution were unidentifiable (less than 10% of solutions converged to the
same ML solution), and thus based on the information criterion a 3- and 4-class
solution was considered. Based on model parsimony the 3-class solution was chosen
over the 4-class solution, as the two models were identical except for one class to be
split in half in the 4-class solution.
Measurement invariance across times was tested to determine if the latent class
structure could be interpreted as equal across each time point, using the likelihood-
ratio test and results found that measurement invariance did indeed hold across
time. Parameter estimates for the 3-class model are presented in the following
section (Table 7.3).
Table 7.3: Model Selection Indices
Number of classes G2 df AIC BIC %
2 1659.60 500 1681.60 1755.16 100
3 766.14 488 812.14 965.94 41
4 499.72 472 577.72 838.51 13
5 285.07 452 403.07 797.60 <10*
G2: likelihood ratio statistic; df; degrees of freedom;
AIC: Akaikes information criterion; BIC: Bayesian information criterion;
%: percentage of solutions converging to the maximum likelihood
*Model not well identified; less than 10% of solutions converged
to the same maximum likelihood solution
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Latent Transition Model
Table 7.4 presents the LTA results using the three pain indicator variables. Class
1 represents those who are not often troubled by pain. This class accounts for the
highest proportion of participants, with 66% at Wave 1, 67% at Wave 2 and 66% at
Wave 3. This class is referred to as the ‘No Pain’ class. Class 2 accounts for 19%
of participants at Wave 1, 18% at Wave 2 and 16% at Wave 3. This group refers to
those who report suffering from pain, but with a lower level of impact on their lives.
For example, 44% are affected in their daily lives and 30% require medication. This
class is referred to as ‘Low-Moderate Impact Pain’. The final class represents those
most affected by pain and accounts for 15% of the sample at Wave 1, 15% at Wave
2 and 18% at Wave 3. Individuals in this group suffer from pain that affects daily
life (83%) and requires medication (89%). This class is referred to as ‘High Impact
Pain’. These classes are consistent with those identified in Chapter 6 for the two
wave LTA model and in general, across the three waves of data the pain levels are
consistent for each class.
The transition probabilities are presented at the end of Table 7.4. From Wave 1
to Wave 2 the class with the lowest transition rates was the No Pain class; 85%
of those in the No Pain class at Wave 1 remained in the No Pain class at Wave
2. Those in the Low-Moderate Impact Pain class saw the most change; only 56%
of those initially in this group remained, and 44% of individuals who belonged to
this class transitioned to the No Pain class. Of those who belonged to the No Pain
class at Wave 1, 12% transitioned to the Low-Moderate Impact Pain class at and
3% transitioned to the High Impact class at Wave 2. Of those in the High Impact
class 89% remained in that class. Interestingly, 17% of those who belonged to the
High Impact Pain class at Wave 1, transitioned to the No Pain class by Wave 2.
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Similar transition patterns were observed from Wave 2 to Wave 3. Interestingly
transitions from the Low-Moderate Impact class and the High Impact class were
identified between these two time points (6%).
Table 7.4: Three Wave LTA Model of Pain Impact
Class 1 Class 2 Class 3
Delta estimates (class membership probabilities):
Time 1 0.66 0.19 0.15
Time 2 0.67 0.18 0.15
Time 3 0.66 0.16 0.18
Rho estimates (item-response probabilities):
Pain (yes) 0.03 1.00 1.00
Affects daily life (yes) 0.00 0.44 0.83
Medication (yes) 0.00 0.30 0.89
Tau estimates (transition probabilities):
Time 1 latent class (rows) by Time 2 latent class (columns)
Class 1 0.85 0.12 0.03
Class 2 0.44 0.56 0.00
Class 3 0.17 0.00 0.83
Time 2 latent class (rows) by Time 3 latent class (columns)
Class 1 0.85 0.10 0.06
Class 2 0.43 0.52 0.06
Class 3 0.13 0.00 0.87
Prediction of Between-Class Transitions
For this chapter it was of interest to investigate how certain covariates predicted
between-class transition from Wave 1 to Wave 2, as well as from Wave 2 to Wave 3,
to build on from the results presented in Chapter 6. Firstly, recall that baseline class
membership was investigated in Chapter 6 and in general, results for the covariates
showed that across nearly every biopsychosocial variable, the best values were always
found in the least affected classes (No Pain; Low Impact Pain) and the worst values
were always found in the most affected class (High Impact Pain). In most cases,
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this followed a step-wise pattern of deterioration from classes 1 to 3.
Table 7.5 presents the results for the LTA with covariates model to predict between
class transitions from Wave 1 to Wave 2 and Table 7.6 presents results from Wave
2 to Wave 3. Similar to the results identified in Chapter 6, poorer factors were
associated with an increased risk of transitioning to a worse pain class, as well being
associated with a reduced chance of improvement.
What is interesting from the results presented in this chapter is the importance of
the bootstrap approach to estimating the 95% confidence intervals of the estimates.
While the probability of transitioning from Low-Moderate Impact to High Impact
was considerably small from Wave 1 to Wave 2 (0.04%), and therefore not included in
the LTA with covariates model, 6% transition from the Low-Moderate Impact class
to the High Impact class from Wave 2 to Wave 3. Therefore there was potential
to examine this transition pattern within the LTA with covariates model. However,
Table 7.6 displays extremely wide 95% confidence intervals for this particular transition
pattern. For example, the odds ratio of transitioning from the Low-Moderate Impact
class to the High Impact class for those suffering from a disability was 33.17, with
the 95% confidence interval ranging from 1.41 to 8998.63. This range would suggest
that the model is not accurately estimating the effect for this particular transition
pattern and could be due to the small sample size.
With this in mind, there was a need to further restrict the LTA with covariates
model and these final results are presented in Table 7.7 for the transition from Wave
1 to Wave 2 and Table 7.8 for the transition from Wave 2 to Wave 3. Similar
odds ratios were observed between the two sets of tables. These results show the
importance of using a bootstrap approach to estimate the 95% confidence intervals.
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Table 7.5: Odd Ratios of Each Covariate Predicting Transitions in Pain Latent Class
Membership from Wave 1 to Wave 2
Covariate* Membership at Membership at Wave 2
Wave 1 No Pain Low-Moderate High
Impact Pain Impact Pain
Disability (ref. no) No Pain - 1.72 (1.26, 2.24) 4.19 (2.49, 8.26)
Low-Moderate Impact 0.66 (0.45, 0.91) - 0.00a
High Impact Pain 0.35 (0.22, 0.56) 0.00a -
Multimorbidity (ref. no) No Pain - 1.88 (1.36, 2.53) 2.31 (1.27, 4.00)
Low-Moderate Impact 0.81 (0.56, 1.15) - 0.00a
High Impact Pain 0.39 (0.25, 0.71) 0.00a -
GMS or DVC (ref. no) No Pain - 1.29 (0.94, 1.73) 4.32 (2.39, 9.13)
Low-Moderate Impact 1.15 (0.82, 1.57) - 0.00a
High Impact Pain 0.62 (0.38, 1.05) 0.00a -
Private Health No Pain - 0.90 (0.67, 1.21) 0.38 (0.20, 0.68)
Insurance (ref. no) Low-Moderate Impact 0.91 (0.68, 1.26) - 0.00a
High Impact Pain 1.78 (1.11, 3.15) 0.00a -
Poly-pharmacy (ref. <5) No Pain - 1.40 (0.86, 2.09) 5.10 (2.75, 9.55)
Low-Moderate Impact 1.39 (0.86, 2.25) - 0.00a
High Impact Pain 0.30 (0.11, 0.54) 0.00a -
GP Visits (ref. < 3) No Pain - 1.52 (1.15, 1.95) 6.85 (3.59, 19.88)
Low-Moderate Impact 0.72 (0.51, 0.99) - 0.00a
High Impact Pain 0.39 (0.23, 0.65) 0.00a -
ED Visits (ref. no) No Pain - 1.02 (0.64, 1.49) 3.32 (1.82, 6.18)
Low-Moderate Impact 0.94 (0.61, 1.41) - 0.00a
High Impact Pain 0.46 (0.15, 0.84) 0.00a -
Outpatient Visits (ref. no) No Pain - 1.43 (1.08, 1.88) 2.62 (1.58, 4.69)
Low-Moderate Impact 0.55 (0.40, 0.78) - 0.00a
High Impact Pain 0.58 (0.35, 0.95) 0.00a -
In-patient Visits (ref. no) No Pain - 0.88 (0.49, 1.34) 4.62 (2.67, 8.06)
Low-Moderate Impact 0.84 (0.47, 1.40) - 0.00a
High Impact Pain 0.56 (0.22, 1.05) 0.00a -
* Covariate variable included in each LTA with covariates model.
ref.: reference category; GMS: Government-funded medical care; DVC: doctor visit card;
GP: general practitioner; ED: emergency department.
a This transition probability was constrained to be equal to zero due to limited interpretability.
b Standardised continuous variable. Value represents the increase / decrease in odd ratios for every 1
standard deviation increase.
c Reverse coded.
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Table 7.6: Odd Ratios of Each Covariate Predicting Transitions in Pain Latent Class
Membership from Wave 2 to Wave 3
Covariate* Membership at Membership at Wave 3
Wave 2 No Pain Low-Moderate High
Impact Pain Impact Pain
Disability (ref. no) No Pain - 1.26 (0.83, 1.84) 5.82 (3.73, 9.93)
Low-Moderate Impact 0.79 (0.56, 1.10) - 33.17 (1.41, 8998.63)
High Impact Pain 0.37 (0.20, 0.66) 0.00a -
Multimorbidity (ref. no) No Pain - 1.68 (1.19, 2.32) 3.23 (2.19, 4.73)
Low-Moderate Impact 0.88 (0.62, 1.22) - 27.58 (1.31, 12552.83)
High Impact Pain 0.65 (0.38, 1.21) 0.00a -
GMS or DVC (ref. no) No Pain - 0.92 (0.65, 1.24) 5.45 (3.15, 12.45)
Low-Moderate Impact 1.13 (0.80, 1.59) - 283.37 (13.28, 18469.78)
High Impact Pain 1.10 (0.60, 2.42) 0.00a -
Private Health No Pain - 1.02 (0.74, 1.45) 0.47 (0.31, 0.70)
Insurance (ref. no) Low-Moderate Impact 0.94 (0.66, 1.39) - 0.01 (0.00006, 0.40)
High Impact Pain 0.74 (0.38, 1.31) 0.00a -
Poly-pharmacy (ref. <5) No Pain - 1.27 (0.76, 1.89) 3.58 (2.37, 5.40)
Low-Moderate Impact 1.14 (0.75, 1.77) - 17.19 (1.82, 10718.76)
High Impact Pain 0.58 (0.33, 1.00) 0.00a -
GP Visits (ref. < 3) No Pain - 1.17 (1.38, 2.21) 3.26 (1.73, 5.25)
Low-Moderate Impact 1.25 (0.65, 2.35) - 4.67 (0.05, 1836.16)
High Impact Pain 0.71 (0.30, 1.31) 0.00a -
ED Visits (ref. no) No Pain - 1.15 (0.64, 1.82) 2.63 (1.68, 4.11)
Low-Moderate Impact 0.88 (0.57, 1.30) - 1.78 (0.05, 210.62)
High Impact Pain 0.98 (0.53, 1.79) 0.00a -
Outpatient Visits (ref. no) No Pain - 1.48 (1.06, 2.09) 1.68 (1.13, 2.48)
Low-Moderate Impact 1.03 (0.73, 1.43) - 4.09 (0.31, 889.81)
High Impact Pain 0.81 (0.48, 1.48) 0.00a -
In-patient Visits (ref. no) No Pain - 1.21 (0.63, 1.91) 2.82 (1.69, 2.46)
Low-Moderate Impact 0.73 (0.45, 1.15) - 3.31 (0.30, 957.04)
High Impact Pain 0.77 (0.32, 1.39) 0.00a -
* Covariate variable included in each LTA with covariates model.
ref.: reference category; GMS: Government-funded medical care; DVC: doctor visit card;
GP: general practitioner; ED: emergency department.
a This transition probability was constrained to be equal to zero due to limited interpretability.
b Standardised continuous variable. Value represents the increase / decrease in odd ratios for every 1
standard deviation increase.
c Reverse coded.
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Table 7.7: Odd Ratios of Each Covariate Predicting Transitions in Pain Latent Class
Membership from Wave 1 to Wave 2, with Further Parameter Restrictions
Covariate* Membership at Membership at Wave 3
Wave 2 No Pain Low-Moderate High
Impact Pain Impact Pain
Disability (ref. no) No Pain - 1.71 (1.24, 2.26) 4.27 (2.58, 8.20)
Low-Moderate Impact 0.66 (0.47, 0.93) - 0.00a
High Impact Pain 0.36 (0.21, 0.57) 0.00a -
Multimorbidity (ref. no) No Pain - 1.87 (1.42, 2.55) 2.37 (1.32, 4.17)
Low-Moderate Impact 0.84 (0.58, 1.16) - 0.00a
High Impact Pain 0.43 (0.25, 0.68) 0.00a -
GMS or DVC (ref. no) No Pain - 1.24 (0.92, 1.63) 4.85 (2.60, 11.39)
Low-Moderate Impact 1.19 (0.85, 1.62) - 0.00a
High Impact Pain 0.61 (0.36, 0.98) 0.00a -
Private Health No Pain - 0.92 (0.70, 1.22) 0.35 (0.17, 0.60)
Insurance (ref. no) Low-Moderate Impact 0.90 (0.64, 1.21) - 0.00a
High Impact Pain 1.77 (1.12, 3.05) 0.00a -
Poly-pharmacy (ref. <5) No Pain - 1.35 (0.83, 2.03) 5.09 (2.74, 10.14)
Low-Moderate Impact 1.44 (0.88, 2.30) - 0.00a
High Impact Pain 0.31 (0.13, 0.53) 0.00a -
GP Visits (ref. < 3) No Pain - 1.50 (1.15, 1.93) 7.47 (3.70, 27.68)
Low-Moderate Impact 0.70 (0.50, 0.97) - 0.00a
High Impact Pain 0.40 (0.25, 0.65) 0.00a -
ED Visits (ref. no) No Pain - 1.00 (0.62, 1.48) 3.48 (1.85, 6.74)
Low-Moderate Impact 0.93 (0.60, 1.38) - 0.00a
High Impact Pain 0.48 (0.16, 0.85) 0.00a -
Outpatient Visits (ref. no) No Pain - 1.42 (1.09, 1.87) 2.68 (1.60, 5.06)
Low-Moderate Impact 0.55 (0.40, 0.77) - 0.00a
High Impact Pain 0.58 (0.35, 0.94) 0.00a -
In-patient Visits (ref. no) No Pain - 0.88 (0.49, 1.34) 4.75 (2.73, 8.56)
Low-Moderate Impact 0.83 (0.46, 1.38) -
High Impact Pain 0.57 (0.23, 1.04) 0.00a -
* Covariate variable included in each LTA with covariates model.
ref.: reference category; GMS: Government-funded medical care; DVC: doctor visit card;
GP: general practitioner; ED: emergency department.
a This transition probability was constrained to be equal to zero due to limited interpretability.
b Standardised continuous variable. Value represents the increase / decrease in odd ratios for every 1
standard deviation increase.
c Reverse coded.
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Table 7.8: Odd Ratios of Each Covariate Predicting Transitions in Pain Latent Class
Membership from Wave 2 to Wave 3, with Further Parameter Restrictions
Covariate* Membership at Membership at Wave 2
Wave 1 No Pain Low-Moderate High
Impact Pain Impact Pain
Disability (ref. no) No Pain - 1.24 (0.84, 1.74) 5.71 (3.70, 9.67)
Low-Moderate Impact 0.72 (0.50, 0.98) - 0.00a
High Impact Pain 0.34 (0.19, 0.57) 0.00a -
Multimorbidity (ref. no) No Pain - 1.65 (1.16, 2.28) 3.25 (2.24, 4.84)
Low-Moderate Impact 0.80 (0.57, 1.17) - 0.00a
High Impact Pain 0.59 (0.34, 1.11) 0.00a -
GMS or DVC (ref. no) No Pain - 0.90 (0.63, 1.24) 5.28 (3.15, 11.17)
Low-Moderate Impact 1.01 (0.70, 1.39) - 0.00a
High Impact Pain 0.98 (0.34, 1.11) 0.00a -
Private Health No Pain - 1.03 (0.74, 1.47) 0.47 (0.31, 0.72)
Insurance (ref. no) Low-Moderate Impact 1.05 (0.73, 1.56) - 0.00a
High Impact Pain 0.82 (0.43, 1.42) 0.00a -
Poly-pharmacy (ref. <5) No Pain - 1.23 (0.73, 1.85) 3.56 (2.41, 5.29)
Low-Moderate Impact 1.01 (0.67, 1,55) - 0.00a
High Impact Pain 0.52 (0.31, 0.86) 0.00a -
GP Visits (ref. < 3) No Pain - 1.16 (0.38, 2.10) 3.25 (1.76, 5.21)
Low-Moderate Impact 1.14 (0.60, 2.06) - 0.00a
High Impact Pain 0.66 (0.29, 1.19) 0.00a -
ED Visits (ref. no) No Pain - 1.15 (0.65, 1.82) 2.61 (1.68, 4.06)
Low-Moderate Impact 0.85 (0.55, 1.24) - 0.00a
High Impact Pain 0.94 (0.51, 1.71) 0.00a -
Outpatient Visits (ref. no) No Pain - 1.48 (1.05, 2.09) 1.68 (1.14, 2.47)
Low-Moderate Impact 0.97 (0.69, 1.38) - 0.00a
High Impact Pain 0.77 (0.46, 1.40) 0.00a -
In-patient Visits (ref. no) No Pain - 1.20 (0.63, 1.89) 2.82 (1.72, 4.23)
Low-Moderate Impact 0.68 (0.42, 1.04) -
High Impact Pain 0.73 (0.30, 1.32) 0.00a -
* Covariate variable included in each LTA with covariates model.
ref.: reference category; GMS: Government-funded medical care; DVC: doctor visit card;
GP: general practitioner; ED: emergency department.
a This transition probability was constrained to be equal to zero due to limited interpretability.
b Standardised continuous variable. Value represents the increase / decrease in odd ratios for every 1
standard deviation increase.
c Reverse coded.
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7.4 Discussion
The development of pain over time can be difficult to measure in a short time period
of two years, as shown in Chapter 6. Here, once the third wave of TILDA data was
incorporated into the LTA model the transitions between pain classes became more
evident. The three wave LTA model also highlights the consistency in these classes
over time. The structure of the model mirrors that of the two wave model, with
three classes identified; ‘No Pain’, ‘Low-Moderate Impact Pain’ and ‘High Impact
Pain’. In general, the class membership probabilities remain relatively similar over
time, with the ‘No Pain’ class accounting for the highest proportion of older adults,
but with transitions in and out of classes still possible.
While Chapter 6 investigated the associations between the pain classes and biopsycho-
social variables, in general findings showed that ‘worst’ biopsychosocial behaviours
were related to belonging to a more severe pain class at Wave 1, or transitioning to a
more severe class over time, while ‘better’ biopsychosocial behaviours were related to
belonging to the No Pain class at Wave 1, or transitioning to a better pain class. In
this chapter, similar patterns were observed when investigating disability, healthcare
utilisation and polypharmacy. Again, a stepwise pattern was observed, where the
‘worst’ categories were associated with transitioning to a more severe pain class
and ‘better’ categories were associated with transitioning to a less severe pain class.
With an ageing population and increased health care costs, there is a rising interest
in positive health promotion and disability prevention in older adults. Therefore, it
is of great importance to identify at-risk groups of older adults, which in turn may
allow for early intervention or tailored care.
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Strengths and Limitations
Strengths of this research is the use of LTA to identify classes of older adults based
on their levels of pain. Findings extend from the results presented in Chapter 6
to include the third wave of data, from TILDA, a large population representative
sample. This allowed for the transition patterns identified in Chapter 6 to develop
further and provide additional insights into how older adults develop and improve
from pain over time. Additionally the value of a bootstrap approach was presented,
as a means of determining how far to impose parameter restrictions to the LTA
model, to allow for more accurate estimation of the model.
Within the results presented in this chapter there is potential for respondent bias,
and for unmeasured confounders to explain some of the significant relationships
observed, irrespective of sampling weights used. As discussed in Chapter 6, the
transition probabilities could be related to new illness, such as fracture, or alternatively,
a successful treatment such as joint replacement. Pain type and pain duration were
not reported within the TILDA study and therefore could not be incorporated into
the analysis presented in this chapter. The software used to generate the LTA model
in this chapter has the ability to handle the inclusion of continuous or binary coded
covariates. Therefore choosing different cut-off values for the covariates may change
this effect on the classes.
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7.5 Chapter Summary
This chapter extends the results found in Chapter 6 by adding the third wave of
TILDA data into the LTA model identified in Chapter 6. Here three risk classes
were identified, based on three pain indicators; often troubled by pain (yes/no),
pain impacts daily activities (yes/no) and pain requires medication (yes/no). Like in
Chapter 6, these risk classes were characterised as ‘No Pain’, ‘Low-Moderate Impact
Pain’ and ‘Hight Impact Pain’. In general the class membership probabilities are
consistent over time, but transition in and out of the No Pain class still possible. The
transition probabilities between these risk classes were related to health outcomes,
such as physical health, poly-pharmacy and healthcare utilisation. In general the
predictors of individuals transitioning to a ‘worse’ class was related to poorer health
outcomes, while individuals transitioning to a ‘better’ class was related to more
positive health outcomes.
In Chapter 6 the LTA model explained the transition patterns to and from the
No Pain class well, however the transition behaviour between the two impact classes
were not as well explained. The results presented here indicate that these patterns do
develop over the three time points. While only 0.04% transitioned from Low-Moderate
Impact to High Impact from Wave 1 to Wave 2, 6% transitioned from the Low-
Moderate Impact class to the High Impact class from Wave 2 to Wave 3. Initially this
transition pattern was included in the LTA with covariates model, however results
show the importance of using bootstrap sampling to calculate the 95% confidence
intervals. Due to the small sample size these confidence intervals were incredibly
wide, it was therefore necessary to impose further parameter restrictions on the LTA
with covariates model, to ensure the model is correctly estimated.
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Thesis Conclusions and Further
Research
8.1 Thesis Conclusions
The results presented in this thesis successfully implemented the aims and research
questions outlined in Chapter 1, contributing to both the applications and the
methodologies of profiling population study data. Chapters 2 to 5 showed the
successful application of the TwoStep cluster analysis and latent class analysis
methodologies to profile categorical data cross-sectionally, and Chapter 6 and 7
presented the successful applications of latent transition analysis to profile categorical
data longitudinally. The models identified in this thesis were not only fitted using
statistical model selection techniques, but Chapter 4 also showcased the development
of a LCA model of biopsychosocial risk based on theoretical biopsychosocial framework.
Chapter 6 extended previous LTA methodologies by using a bootstrap approach to
calculate 95% confidence intervals for the odds ratios generated by the LTA with
covariates model, generating multiple random seeds to identify the global maximum
likelihood and incorporating sample weights into the analysis.
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In each model, profiles of individuals who share similar characteristics were identified
and these profiles were related to outcomes of interest. For example, Chapter 2
presented four differing profiles of activity levels, from low to high, in 9-year-old
boys, which related to weight states at both 9 and 13. While the TwoStep approach
is useful when using mixed data, Chapter 2 finished by discussing some of the
shortfalls of this methodology, leading on to the use of LCA and LTA methodologies
for the remainder of the thesis. Chapter 3 presented three differing latent classes of
European rheumatology health professionals, based on their methods of measuring
physical activity in their patients. These groups were characterised as ‘Reluctant’,
‘Traditional’ and ‘Early Adaptors’, with potential for these profiles to inform future
education programmes.
Chapter 4 developed a biopsychosocial LCA model from a theoretical framework.
This model characterised older adults as ‘Low Risk’, ‘Mental Health Risk’, ‘Physical
Health Risk’, and ‘High Risk’ and results showed those in the High Risk class at a
considerable higher risk of developing pain in later life. Chapter 5 continued with
the biopsychosocial model, examining a model based distal outcome approach to
investigating covariate effects, and made comparisons between this approach and
two classify-analyse approaches; traditional and inclusive.
Chapter 6 extended LTA methodologies to overcome some of the shortfalls of the
SAS software utilised in this thesis. The current software allows for the LTA
models to run for a single seed, therefore it was of interest to use multiple random
seeds, to identify the maximum likelihood. This involved automatically running the
LTA model for multiple random seeds and determining the proportion of models
that converged to the same solution. Currently standard errors are not calculated
within the SAS software for LTA. Alternative software, such as WinLTA, do provide
standard errors, however there are limitations. For example, the WinLTA software
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cannot included additional covariates into the model, therefore β values are not
estimated and odds ratios can not be calculated. It was of interest for this thesis
to calculate 95% confidence intervals for the odds ratios generated by the LTA
with covariates model. Therefore a bootstrap approach was undertaken. This
involved approximating a bootstrap distribution for the estimates from the LTA
with covariates model, from 1000 replicate bootstrap datasets, the calculation of
standard errors and corresponding 95% confidence intervals. This approach is
not prevalent in the literature, possibly due to it’s intensive computational time.
However, the bootstrap approach produced narrower confidence intervals for the ρ
and τ parameters, when compared to WinLTA’s data augmentation approach and
proves valuable when determining odds ratios of interest, as well as informing how
far to impose parameter restrictions when incorporating covariates into the LTA
model. These methodological extensions allowed for the successful application of
LTA to pain data in older adults and the transitions between classes over time to
be investigated.
Chapter 7 followed on from the results presented in Chapter 6, by incorporating the
third wave of data into the LTA model to further examine the transition patterns
identified using two waves of data. In both chapters poorer health and lifestyle
behaviours related to transitioning to a more severe pain class and reducing the
chance of transitioning to a better class.
In general, the aim of this thesis was to identify profiles of individuals who share
similar characteristics using categorical health data from large population studies.
This project has been as a result of collaborative work, ensuring the statistical
models identified mirror the literature for each application. The publication of
Chapters 2 to 4 in peer-reviewed journals support the novel and important work
presented in this thesis.
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8.2 Future Research
Fortunately, with the wealth of data available through the Irish population studies,
there are numerous applications where profiling methods could be utilised in the
future. Leading on from the results presented in this thesis, some potential projects
for future work are discussed in the following sections.
Longitudinal Extensions
Firstly, it would be of interest to continue examining the models presented in this
thesis, by incorporating the new waves of data as they are released. For example,
Chapter 7 extended the LTA model presented in Chapter 6, by integrating the third
wave of data and displaying the continued development of pain in older adults.
TILDA have proposed the collection and publication of two additional waves of
data, which could be incorporated into the pain model in the future. There is
also potential to develop the cross-sectional model presented in Chapter 4 (LCA of
biopsychosocial risk in older adults) to a longitudinal LTA model, using the data
currently available through TILDA.
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Frailty Models
In recent studies there has been an interest in investigating the conceptual relationship
in which pain exists with the frailty criteria (Blyth et al., 2008; Lohman et al., 2016;
Shega et al., 2012; Wade et al., 2015). Frailty is considered to be a highly prevalent
geriatric syndrome and has been defined as a state of increased vulnerability as
a results of age-associated decline in multiple areas (Xue, 2011). Prevalence of
frailty in the United States was reported to range from 7% to 12% (Graham et al.,
2009), while a study of 10 European countries found the prevalence of frailty ranged
from 6% in Switzerland, up to as high as 27% in Spain (Santos-Eggimann et al.,
2009). Previous findings have shown frailty is associated to adverse health outcomes
such as disability, falls, comorbidity, mortality, increased healthcare costs due to
hospitalisation or consultations, polypharmacy and institutionalisation (Boyd et al.,
2005; Ensrud et al., 2009; Nowak and Hubbard, 2009; Searle et al., 2008; Wade et al.,
2017). Previously, common frailty measures have identified three natural groupings
and separated older adults into ‘non-frail’, ‘pre-frail’ and ‘frail’ (Bandeen-Roche
et al., 2006; Romero-Ortuno et al., 2010).
For future research, it would be of interest to first examine the frailty models
purposed by (Bandeen-Roche et al., 2006; Romero-Ortuno et al., 2010) in the context
of the TILDA dataset. There is then potential to extend these models longitudinally
using all waves of data available and examine how these frailty models change over
time. It would also be of interest to investigate the associations between the proposed
latent class frailty model and the latent class pain model presented in Chapters 6
and 7 to determine how these models relate.
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Joint Modelling
Recently there has been a surge of interest in the joint modelling. The basic idea of
joint modelling is to simultaneously examine the associations between longitudinal
and time-to-event data. Typically, it combines the probability distributions from
a linear mixed-effects model with random effects and a survival Cox model. The
model can also be extended to incorporated latent class models. There are many
applications of these models that could be examined using the population studies
presented in this thesis. One area of particular interest would be to use the latent
models presented here (longitudinal data) to predict drop-out (time-to-event data).
For example, as observed in this thesis, a difficulty of these large longitudinal
population studies, is the reduction in sample size numbers over time due to drop-out.
At Wave 1, the TILDA study had a sample size of n=8,504 adults aged 50 and
over and their partners. This figure dropped to n=7,207 by Wave 2, and had
a further reduction to n=6,400 by Wave 3. There is a potential risk that the
sample may become less and less representative over time, as those in weaker health
circumstances drop-out. Thus a possible area of future research would be to examine
joint modelling to predict drop-out. For example, it could be hypothesised that the
High Risk class, from the biopsychosocial risk model presented in Chapter 4, would
be more likely to be lost to follow-up over time due to their declining health. The
implications of this research could lead to the interviews for this High Risk class
being prioritised, as a possible intervention for drop-out.
Another area where it may be important to model drop-out, is when investigating
patient drop-out from treatment programs and the potential implications of this
drop-out. Non-completion of a treatment program could have adverse implications
on patients health and well-being, by limiting the effectiveness of such treatment.
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For example, treatment programs relating to mental health, may not be as effective
for patients who are lost to follow-up, compared to those who complete the program;
while drop-out from treatment programs relating to substance misuse could result
in patient relapse. On the other hand, it is also important to consider whether
drop-out is related to patient recovery. For example, an individual involved in a
program for a new cancer treatment, may drop-out if they enter remission before
the end of the trial period.
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Chapter 6: SAS Implementation
A.1 SAS Code to Run Multiple LTA Models
/∗Macro to run multiple LTA models for random seed values.∗/
%macro RandBetween(min , max);
(&min + floor ((1+&max -&min)*rand("uniform")))
%mend;
5
%macro DoLoop;
%DO j = 1 %TO 500;
DATA _null_;
x = %RandBetween(1,999999999);
10 call symput (‘Seed’,put(x,best .));
run;
title "Model &j";
PROC LTA DATA=pain OUTEST=LTAout&j;
NTIMES 2;
15 NSTATUS 3;
ITEMS W1_pain W1_impact W1_medication W1_multisite
W2_pain W2_impact W2_medication W2_multisite;
CATEGORIES 2 2 2 2;
SEED &seed;
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20 MEASUREMENT times;
FREQ sample_weight;
run;
%END;
%MEND DoLoop;
25 %DoLoop;
/∗ Merging multiple datasets to facilitate comparison of
log−likelihood values. ∗/
DATA LogLikelihood_DATA;
30 SET LTAout1-LTAout500;
keep Log_Likelihood;
RUN;
DATA LogLikelihood_DATA;
SET LogLikelihood_DATA;
35 n=_n_;
RUN;
/∗ Order and compare log−likelihood values.∗/
PROC SORT DATA=LogLikelihood_DATA;
40 by log_likelihood;
RUN;
DATA LogLikelihood_DATA;
SET LogLikelihood_DATA;
diff= log_likelihood - lag(log_likelihood );
45 if n>1 then do;
format observation 12.;
if abs(diff) = ‘.’ then observation = ‘’ ;
else if abs(diff) <= 0.01 then observation = n;
end;
50 RUN;
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A.2 Comparison of WEIGHT and FREQ command
in LCA
PROC LCA DATA=Pain.pain;
TITLE ‘Analysis of wave 1 TILDA pain variables with WEIGHT command ’;
NCLASS 3;
ITEMS W1pain W1pain_impact W1pain_meds;
5 CATEGORIES 2 2 2;
ID ID;
SEED 243576;
NSTARTS 100;
WEIGHT sample_weight;
10 RUN;
The following output was generated from using the ‘WEIGHT’ command.
Number of subjects in dataset: 5925
Number of subjects in analysis: 5922
Number of measurement items: 3
5 Response categories per item: 2 2 2
Number of groups in the data: 1
Number of latent classes: 3
The analysis includes sampling weights.
10 Weighting variable name: sample_weight
Rho starting values were randomly generated (seed = 243576).
No parameter restrictions were specified (freely estimated ).
15 Seed selected for best fitted model: 1083266306
Percentage of seeds associated with best fitted model: 100.00%
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The model converged in 22 iterations.
20 Maximum number of iterations: 5000
Convergence method: maximum absolute deviation (MAD)
Convergence criterion: 0.000001000
=============================================
25 Fit statistics:
=============================================
Log -likelihood: -6729.05
G-squared: 0.00
30 AIC: 22.00
BIC: 95.55
CAIC: 106.55
Adjusted BIC: 60.60
Entropy: 0.80
35 Degrees of freedom: -4
(Based on the pseudo -likelihood incorporating weights .)
Gamma estimates (class membership probabilities ):
Class: 1 2 3
40 0.6981 0.1970 0.1049
Rho estimates (item response probabilities ):
Response category 1:
Class: 1 2 3
45 W1pain : 0.9148 0.0000 0.0000
W1pain_impac: 1.0000 0.3487 0.2349
W1pain_meds : 1.0000 0.5529 0.0660
Response category 2:
50 Class: 1 2 3
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W1pain : 0.0852 1.0000 1.0000
W1pain_impac: 0.0000 0.6513 0.7651
W1pain_meds : 0.0000 0.4471 0.9340
Next the ‘FREQ’ command was examined using the same LCA model and sample
weights.
PROC LCA DATA=Pain.pain;
TITLE ‘Analysis of wave 1 TILDA pain variables with FREQ command ’;
NCLASS 3;
ITEMS W1pain W1pain_impact W1pain_meds;
5 CATEGORIES 2 2 2;
ID ID;
SEED 243576;
NSTARTS 100;
FREQ sample_weight;
10 RUN;
The following output was generated, which matches the output generated using the
‘WEIGHT’ command to incorporate sample weights.
Number of subjects in dataset: 5925
Data aggregated by response pattern: 5922 subjects in analysis and
5922 unique response patterns
5 Number of measurement items: 3
Response categories per item: 2 2 2
Number of groups in the data: 1
Number of latent classes: 3
Rho starting values were randomly generated (seed = 243576).
10
No parameter restrictions were specified (freely estimated ).
Seed selected for best fitted model: 1083266306
Percentage of seeds associated with best fitted model: 100.00%
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15 The model converged in 22 iterations.
Maximum number of iterations: 5000
Convergence method: maximum absolute deviation (MAD)
Convergence criterion: 0.000001000
20
=============================================
Fit statistics:
=============================================
25 Log -likelihood: -6729.14
G-squared: 0.16
AIC: 22.16
BIC: 95.71
CAIC: 106.71
30 Adjusted BIC: 60.75
Entropy: 0.80
Degrees of freedom: -4
Test for MCAR
35 Log -likelihood: -6729.06
G-squared: -88869.18
Degrees of freedom: 3
Gamma estimates (class membership probabilities ):
40 Class: 1 2 3
0.6981 0.1970 0.1049
Rho estimates (item response probabilities ):
Response category 1:
45 Class: 1 2 3
W1pain : 0.9148 0.0000 0.0000
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W1pain_impac: 1.0000 0.3487 0.2349
W1pain_meds : 1.0000 0.5529 0.0660
50 Response category 2:
Class: 1 2 3
W1pain : 0.0852 1.0000 1.0000
W1pain_impac: 0.0000 0.6513 0.7651
W1pain_meds : 0.0000 0.4471 0.9340
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As a comparison samples weights were not included in the following SAS code,
resultsing in a different LCA solution.
PROC LCA DATA=Pain.pain;TITLE ‘Analysis of wave <@1 TILDA pain variables ’;
NCLASS 3;
ITEMS W1pain W1pain_impact W1pain_meds;
CATEGORIES 2 2 2;
5 ID ID;
SEED 243576;
NSTARTS 100;
RUN;
10 /* With the following output */
Number of subjects in dataset: 5925
Number of subjects in analysis: 5922
Number of measurement items: 3
15 Response categories per item: 2 2 2
Number of groups in the data: 1
Number of latent classes: 3
Rho starting values were randomly generated (seed = 243576).
20 No parameter restrictions were specified (freely estimated ).
Seed selected for best fitted model: 1389402847
Percentage of seeds associated with best fitted model: 100.00%
25 The model converged in 26 iterations.
Maximum number of iterations: 5000
Convergence method: maximum absolute deviation (MAD)
Convergence criterion: 0.000001000
30 =============================================
Fit statistics:
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=============================================
Log -likelihood: -6642.94
35 G-squared: 0.00
AIC: 22.00
BIC: 95.55
CAIC: 106.55
Adjusted BIC: 60.60
40 Entropy: 0.80
Degrees of freedom: -4
Test for MCAR
Log -likelihood: -6642.94
45 G-squared: 3.22
Degrees of freedom: 3
Gamma estimates (class membership probabilities ):
Class: 1 2 3
50 0.7109 0.2068 0.0822
Rho estimates (item response probabilities ):
Response category 1:
Class: 1 2 3
W1pain : 0.9102 0.0000 0.0000
55 W1pain_impac: 1.0000 0.4018 0.0691
W1pain_meds : 1.0000 0.3977 0.3287
Response category 2:
Class: 1 2 3
W1pain : 0.0898 1.0000 1.0000
60 W1pain_impac: 0.0000 0.5982 0.9309
W1pain_meds : 0.0000 0.6023 0.6713
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A.3 Parameter Restrictions Datafile for LTA Model
data LTArestrict;
input
PARAM $ GROUP VARIABLE $ TIME STATUS RESPCAT ESTLS1 ESTLS2 ESTLS3;
cards;
5 DELTA 1 . 1 . . 1 1 1
TAU 1 . 1 1 . 1 1 1
TAU 1 . 1 2 . 1 1 0
TAU 1 . 1 3 . 1 0 1
RHO 1 W1pain 1 . 1 2 10 18
10 RHO 1 W1_impact 1 . 1 3 11 19
RHO 1 W1_medication 1 . 1 4 12 20
RHO 1 W1_multisite 1 . 1 5 13 21
RHO 1 W1pain 1 . 2 6 14 22
RHO 1 W1_impact 1 . 2 7 15 23
15 RHO 1 W1_medication 1 . 2 8 16 24
RHO 1 W1_multisite 1 . 2 9 17 25
RHO 1 W2pain 2 . 1 2 10 18
RHO 1 W2_impact 2 . 1 3 11 19
RHO 1 W2_medication 2 . 1 4 12 20
20 RHO 1 W2_multisite 2 . 1 5 13 21
RHO 1 W2pain 2 . 2 6 14 22
RHO 1 W2_impact 2 . 2 7 15 23
RHO 1 W2_medication 2 . 2 8 16 24
RHO 1 W2_multisite 2 . 2 9 17 25
25 ;
run;
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A.4 Starting Values Datafile for LTA Model
data LTAstart;
input
PARAM $ GROUP VARIABLE $ TIME STATUS RESPCAT ESTLS1 ESTLS2 ESTLS3;
cards;
5 DELTA 1 . 1 . . .6 .2 .2
TAU 1 . 1 1 . .8 .1 .1
TAU 1 . 1 2 . .2 .8 0
TAU 1 . 1 3 . .2 0 .8
RHO 1 W1pain 1 . 1 1 0 0
10 RHO 1 W1_impact 1 . 1 1 .6 .2
RHO 1 W1_medication 1 . 1 1 .7 .1
RHO 1 W1_multisite 1 . 1 1 .8 .6
RHO 1 W1pain 1 . 2 0 1 1
RHO 1 W1_impact 1 . 2 0 .4 .8
15 RHO 1 W1_medication 1 . 2 0 .3 .9
RHO 1 W1_multisite 1 . 2 0 .2 .4
RHO 1 W2pain 2 . 1 1 0 0
RHO 1 W2_impact 2 . 1 1 .6 .2
RHO 1 W2_medication 2 . 1 1 .7 .1
20 RHO 1 W2_multisite 2 . 1 1 .8 .6
RHO 1 W2pain 2 . 2 0 1 1
RHO 1 W2_impact 2 . 2 0 .4 .8
RHO 1 W2_medication 2 . 2 0 .3 .9
RHO 1 W2_multisite 2 . 2 0 .2 .4
25 ;
run;
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factors for moderate and severe persistent pain in patients undergoing total knee
and hip arthroplasty: a prospective predictive study. PLoS One 8 (9), e73917.
Plasqui, G. (2008). The role of physical activity in rheumatoid arthritis. Physiology
& behavior 94 (2), 270–275.
Qaseem, A., T. J. Wilt, R. M. McLean, and M. A. Forciea (2017). Noninvasive
Treatments for Acute, Subacute, and Chronic Low Back Pain: A Clinical Practice
Guideline From the American College of PhysiciansNoninvasive Treatments
for Acute, Subacute, and Chronic Low Back Pain. Annals of Internal
Medicine 166 (7), 514–530.
Ranger, T. A., A. M. Y. Wong, J. L. Cook, and J. E. Gaida (2016). Is there an
association between tendinopathy and diabetes mellitus? A systematic review
with meta-analysis. Br J Sports Med , bjsports–2015–094735.
Rice, A. S. C., B. H. Smith, and F. M. Blyth (2016). Pain and the global burden of
disease. Pain 157 (4), 791–796.
229
Bibliography
Roeder, K., K. G. Lynch, and D. S. Nagin (1999). Modeling uncertainty in
latent class membership: A case study in criminology. Journal of the American
Statistical Association 94 (447), 766–776.
Romero-Ortuno, R., C. D. Walsh, B. A. Lawlor, and R. A. Kenny (2010). A frailty
instrument for primary care: findings from the Survey of Health, Ageing and
Retirement in Europe (SHARE). BMC geriatrics 10 (1), 57.
Rowlands, A. V. and R. G. Eston (2007). The measurement and interpretation of
children’s physical activity. Journal of sports science & medicine 6 (3), 270.
Russel, E., R. E. Carter, J. Lubinsky, and E. Domholdt (2005). Rehabilitation
research: principles and applications. St Louis: Elsevier Saunders 2055.
Sacco, P., K. K. Bucholz, and E. L. Spitznagel (2009). Alcohol use among older
adults in the National Epidemiologic Survey on Alcohol and Related Conditions:
A latent class analysis. Journal of Studies on Alcohol and Drugs 70 (6), 829–838.
Sallis, J. F., J. J. Prochaska, and W. C. Taylor (2000). A review of correlates of
physical activity of children and adolescents. Medicine and Science in Sports and
Exercise 32 (5), 963–975.
Santos-Eggimann, B., P. Cuénoud, J. Spagnoli, and J. Junod (2009). Prevalence
of frailty in middle-aged and older community-dwelling Europeans living in 10
countries. The Journals of Gerontology: Series A 64 (6), 675–681.
Schafer, J. L. (1997). Analysis of incomplete multivariate data. Chapman and
Hall/CRC.
Schiopu, D. (2010). Applying TwoStep cluster analysis for identifying bank
customers’ profile. Buletinul 62, 66–75.
Schwarz, G. (1978). Estimating the dimension of a model. The annals of
statistics 6 (2), 461–464.
230
Bibliography
Searle, S. D., A. Mitnitski, E. A. Gahbauer, T. M. Gill, and K. Rockwood (2008).
A standard procedure for creating a frailty index. BMC geriatrics 8 (1), 24.
Semanik, P., J. Song, R. W. Chang, L. Manheim, B. Ainsworth, and D. Dunlop
(2010). Assessing physical activity in persons with rheumatoid arthritis using
accelerometry. Medicine and science in sports and exercise 42 (8), 1493.
Shega, J. W., W. Dale, M. Andrew, J. Paice, K. Rockwood, and D. K. Weiner
(2012). Persistent pain and frailty: a case for homeostenosis. Journal of the
American Geriatrics Society 60 (1), 113–117.
Shephard, R. J. (2003). Limits to the measurement of habitual physical activity by
questionnaires. British journal of sports medicine 37 (3), 197–206.
Shephard, R. J. and Y. Aoyagi (2012). Measurement of human energy expenditure,
with particular reference to field studies: an historical perspective. European
journal of applied physiology 112 (8), 2785–2815.
Shiri, R., J. Karppinen, P. Leino-Arjas, S. Solovieva, and E. Viikari-Juntura (2009).
The association between obesity and low back pain: a meta-analysis. American
journal of epidemiology 171 (2), 135–154.
Shiri, R., T. Lallukka, J. Karppinen, and E. Viikari-Juntura (2014). Obesity as a
risk factor for sciatica: a meta-analysis. American journal of epidemiology 179 (8),
929–937.
Shiri, R., S. Solovieva, K. Husgafvel-Pursiainen, R. Telama, X. Yang, J. Viikari,
O. T. Raitakari, and E. Viikari-Juntura (2013). The role of obesity and physical
activity in non-specific and radiating low back pain: the Young Finns study. In
Seminars in arthritis and rheumatism, Volume 42, pp. 640–650. Elsevier.
Silverwood, V., M. Blagojevic-Bucknall, C. Jinks, J. L. Jordan, J. Protheroe, and
K. P. Jordan (2015). Current evidence on risk factors for knee osteoarthritis
231
Bibliography
in older adults: a systematic review and meta-analysis. Osteoarthritis and
cartilage 23 (4), 507–515.
Simpson, C., J. C. Allegra, A. E. Ezeamama, J. Elkins, and T. Miles (2014).
The impact of mid-and late-life loss on insomnia: Findings from the health and
retirement study, 2010 cohort. Family & community health 37 (4), 317–326.
Smith, B. J., A. Grunseit, L. L. Hardy, L. King, L. Wolfenden, and A. Milat
(2010). Parental influences on child physical activity and screen viewing time:
a population based study. BMC Public Health 10 (1), 593.
Smith, E., D. G. Hoy, M. Cross, T. Vos, M. Naghavi, R. Buchbinder, A. D. Woolf,
and L. March (2014). The global burden of other musculoskeletal disorders:
estimates from the Global Burden of Disease 2010 study. Annals of the rheumatic
diseases 73 (8), 1462–1469.
Smith, M. T. and J. A. Haythornthwaite (2004). How do sleep disturbance and
chronic pain inter-relate? Insights from the longitudinal and cognitive-behavioral
clinical trials literature. Sleep medicine reviews 8 (2), 119–132.
Sneath, A. and R. R. Sokal (1963). Principles of numerical taxonomy. San Francisco
and London I 963.
Sodeur, W. (1974). Empirische Verfahren zur Klassifikation, Volume 42.
Springer-Verlag.
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besonderer Berücksichtigung von Alternativmerkmalen. Vandenhoeck & Ruprecht.
Wade, K. F., D. M. Lee, J. McBeth, R. Ravindrarajah, E. Gielen, S. R. Pye,
D. Vanderschueren, N. Pendleton, J. D. Finn, and G. Bartfai (2015). Chronic
widespread pain is associated with worsening frailty in European men. Age and
ageing 45 (2), 268–274.
Wade, K. F., A. Marshall, B. Vanhoutte, F. C. W. Wu, T. W. O’Neill, and D. M.
Lee (2017). Does pain predict frailty in older men and women? Findings from
the English Longitudinal Study of Ageing (ELSA). The Journals of Gerontology:
Series A 72 (3), 403–409.
Wagenmakers, R., I. van den Akker-Scheek, J. W. Groothoff, W. Zijlstra, S. K.
Bulstra, J. W. J. Kootstra, G. C. W. Wendel-Vos, J. J. A. M. van Raaij,
and M. Stevens (2008). Reliability and validity of the short questionnaire to
assess health-enhancing physical activity (SQUASH) in patients after total hip
arthroplasty. BMC Musculoskeletal Disorders 9 (1), 141.
Wang, Y. and H. Lim (2012). The global childhood obesity epidemic and the
association between socio-economic status and childhood obesity. International
Review of Psychiatry 24 (3), 176–188.
Warren, J. M., U. Ekelund, H. Besson, A. Mezzani, N. Geladas, and L. Vanhees
(2010). Assessment of physical activitya review of methodologies with reference
to epidemiological research: a report of the exercise physiology section of the
European Association of Cardiovascular Prevention and Rehabilitation. European
Journal of Cardiovascular Prevention & Rehabilitation 17 (2), 127–139.
Weiner, D. K., C. L. Haggerty, S. B. Kritchevsky, T. Harris, E. M. Simonsick,
M. Nevitt, and A. Newman (2003). How Does Low Back Pain Impact Physical
237
Bibliography
Function in Independent, WellFunctioning Older Adults? Evidence from the
Health ABC Cohort and Implications for the Future. Pain Medicine 4 (4),
311–320.
Welk, G. J., C. B. Corbin, and D. Dale (2000). Measurement issues in the assessment
of physical activity in children. Research quarterly for exercise and sport 71 (sup2),
59–73.
Wendel-Vos, G. C. W., A. J. Schuit, W. H. M. Saris, and D. Kromhout
(2003). Reproducibility and relative validity of the short questionnaire to assess
health-enhancing physical activity. Journal of clinical epidemiology 56 (12),
1163–1169.
Whelan, B. J. and G. M. Savva (2013). Design and methodology of the Irish
Longitudinal Study on Ageing. Journal of the American Geriatrics Society 61 (s2),
S265–S268.
Wilkie, R., A. Tajar, and J. McBeth (2013). The onset of widespread musculoskeletal
pain is associated with a decrease in healthy ageing in older people: a
population-based prospective study. PLoS One 8 (3), e59858.
Williams, J., S. Greene, E. Doyle, E. Harris, R. Layte, S. McCoy, C. McCrory,
A. Murray, E. Nixon, and T. O’Dowd (2011). Growing up in Ireland national
longitudinal study of children. The lives of 9 year olds.
Winzenberg, T., P. Reid, and K. Shaw (2009). Assessing physical activity in general
practice: a disconnect between clinical practice and public health? Br J Gen
Pract 59 (568), e359–e367.
Withall, J., A. M. Haase, N. E. Walsh, A. Young, and F. Cramp (2016). Physical
activity engagement in early rheumatoid arthritis: a qualitative study to inform
intervention development. Physiotherapy 102 (3), 264–271.
238
Bibliography
World Health Organisation (2012). Population-based approaches to childhood
obesity prevention.
World Health Organization (1995). Physical status: The use of and interpretation
of anthropometry, Report of a WHO Expert Committee.
Xue, Q.-L. (2011). The frailty syndrome: definition and natural history. Clinics in
geriatric medicine 27 (1), 1–15.
Zhang, T., R. Ramakrishnan, and M. Livny (1996). BIRCH: an efficient data
clustering method for very large databases. In ACM Sigmod Record, Volume 25,
pp. 103–114. ACM.
Zigmond, A. S. and R. P. Snaith (1983). The hospital anxiety and depression scale.
Acta psychiatrica scandinavica 67 (6), 361–370.
239
