Set multi-covering is a generalization of the set covering problem where each element may need to be covered more than once and thus some subset in the given family of subsets may be picked several times for minimizing the number of sets to satisfy the coverage requirement. In this paper, we propose a family of exact algorithms for the set multi-covering problem based on the inclusion- 
O t + space where t is the maximum value in the coverage requirement set (The * ( ( )) O f n notation omits a log( ( )) poly f n factor). We also propose the other three exact algorithms through different tradeoffs of the time and space complexities. To the best of our knowledge, this present paper is the first one to give exact algorithms for the set multi-covering problem with
Introduction
Recently it has been shown that for some exact algorithms, using the inclusionexclusion principle can significantly reduce the running time. For example, Björklund et al. have applied the inclusion-exclusion principle to various set covering and set partitioning problems, obtaining time complexities that are much lower than those of previous algorithms [2] . This principle has also been used in some early papers, such as [1] and [7] . By using the Möbius inversion technique which is an algebraic equivalent of the inclusion-exclusion principle, Björklund et al. give a fast algorithm for the subset convolution problem [3] and Nederlof presents a family of fast polynomial space algorithms for the Steiner Tree problem and other related problems [8] . In this paper, we are interested in designing inclusion-exclusion based exact algorithms for the set multi-covering problem [10, 11] . This problem is a generalization of the set covering problem in which each element needs to be covered by a specified integer number of times and each set can be picked multiple times in order to satisfy the coverage requirement. It is a bit surprising that only approximation algorithms have so far been proposed for the set multi-covering problem. In fact, by using the same greedy strategy as for the set covering problem, which is to repeatedly add the set containing the largest number of uncovered elements to the cover, one can achieve the same (log ) O n approximation for the problem [10] . Feige shows that the set covering problem can not be approximated better than lnn unless that we just put all the elements in each i s into the set C without removing duplicated elements. t ≥ times in the union of the k subsets. Note that the k subsets can be non-distinct which means that some subsets in F can be picked several times. The goal of the set multi-covering problem is to find the minimum k to make a legal( , ) k T cover.
Remark 1: Since each subset in F can contain each element of N at most once, in order to find a legal ( , ) k T cover, k must be greater than or equal to t, the maximum integer in the coverage requirement set T , i.e., k t ≥ . Also, since the union of F covers all the elements in N, we have k tn
3. Counting based Exact Algorithm for the Set Multi-covering 
Finally from Equations 3.2 and 4.1, we
, which is the same as the formula given in [2] for counting the number of k-tuples that satisfy the set covering requirement. As discussed in [2] , based on whether we use exponential space or not (c.f. Section . Then for all X n , the total number of ( ) X q X p n we have stored is at most: p n in terms of the following inequality. 
According to Inequality 4.10, we know the total time for computing ( ) k n X is less From the above analysis, by repeatedly using Inequality 4.8, we can compute the total time for calculating all ( ) X k X p n through the following inequality. 
A Constructive Algorithm for the Set Multi-covering Problem
Although we have computed the minimum number of sets that satisfy the coverage requirement, we have not really constructed these sets. In this section, we present an algorithm called ESMC for picking the minimum number of sets such that each element in the universe is covered by at least the required number of times as specified in the integral coverage requirement set. Before giving this constructive algorithm, we need to define two basic elements pair operations.
Two basic elements pair operations
We define two kinds of elements pair operations over a series of sets. One is called elements pair separation, which is to divide a set into two sets such that any pair of elements in the original set will fall into two different sets; the other is 13: Repeat step 4 to step 12 until we have picked a set fromF .
14: Set bak F F = and we repeat step 3 to step 13 until 0 k = .
Correctness analysis
First, according to step 2, we know that the value of k we choose guarantees that we only use the minimum number of sets to satisfy the coverage requirement.
Second, according to step 11, we know that, when we pick a set from F in each step, we can guarantee that the picked set must exist in some optimal legal ( , ) k T covering sets. From this we also know that, when we pick this set, there must exist a legal
T is the updated coverage requirement set after picking a subset from F. From the above analysis, we can conclude that we do pick the minimum number of sets from F that satisfies the coverage requirement set T.
Time and space complexities analyses
The time of the ESMC algorithm can be divided into two parts. The first part is due to step 2, which is to calculate the minimum k value for a legal ( , ) k T cover. By 
O tn O time and polynomial space.
Conclusion
In this paper, we have generalized the inclusion-exclusion based exact algorithm for the set covering problem to the set multi-covering problem. We have presented a family of exact algorithms to solve the set multi-covering problem through different tradeoffs between the time and space complexities. We have shown that by using more space, the time complexity can be significantly reduced.
Although the simple greedy strategy applied to the set covering problem can be applied to the set multi-covering problem to yield the same approximation ratio (log ) O n , our fastest exact algorithm which takes * ( (2 ) p n values are not tight, so much tighter time complexity analyses for the three algorithms will be needed. Second, it is possible to extend our algorithms to other generalized covering problems, such as multi-set multi-cover [10] . Third, as shown in [4] and [9] , some techniques in information theory can help analyze exact algorithms that need counting steps. So it will be interesting to apply this kind of technique to those generalized set covering scenarios. Finally, like what was done by the authors in [6] , it might be possible to apply our algorithm to wireless scheduling problems which have drawn increasing attention in the wireless networking community in recent years. 
