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For some pseudo-Boolean functions, the problem of maximization reduces to a linear program- 
ming problem with a totally unimodular matrix. Among those, we consider the subclass of func- 
tions which can be transformed into functions whose nonlinear terms have nonnegative 
coefficients. A polynomial-time recognition algorithm for such functions is described. The notion 
of extended graph of a function is introduced; we show that it is bipartite if the linear program- 
ming formulation of the optimization problem has a totally unimodular constraint matrix. 
1. Introduction 
A pseudo-Boolean function is a mapping f from thy binary n-cube B” = (0, l}” 
into the set IR of real numbers. Such a function has a unique representation of the 
form 
f(x) = c ok n xi. 
kEK iElk 
Maximizing an arbitrary pseudo-Boolean function is known to be NP-complete. 
Special cases where efficient algorithms do exist have been considered (see for in- 
stance [2,6,8]). 
One such case occurs for the almost positive functions (ak? 0 for every Ik with 
lzkl 22): the problem of maximizing f reduces to a maximum flow problem (see 
[W. 
We describe a recognition algorithm for the class of unate functions; these are 
functions which can be transformed into almost-positive functions by switching 
some variables. 
All pseudo-Boolean concepts not defined here can be found in [4]. 
A pseudo-Boolean function f can always be written in the form f(x) =c+ q(x,R) 
where c is a constant and q is a posiform (polynomial in the original variables 
x,, . . . ,x, and their complements K,, . . . ,xn with positive coefficients). This represen- 
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tation is not unique; any pair (c, q) such that f(x) = c+ q(x,x) is called a pseudo- 
disjunctive normal form PDNF off. A PDNF off will be primitive if no two distinct 
terms of q involve the same set of variables (complemented or not). It is easy to ob- 
tain a primitive PDNF from one which is not. 
Since a posiform can be considered as an almost positive function in x1, . . . , 
X,,Rl, . . ..X”. we may associate with it a linear program L, (see [6, 81). 
A function f is unimodular whenever there exists a primitive PDNF (c, q) such that 
the matrix M of the linear program is totally unimodular. In such a case, (L,) has 
an integral optimal solution which can be obtained by solving L, as a linear pro- 
gram. This solution will give values 0 or 1 for all variables xi, . . . , x,, corresponding 
to the maximum off. Now given any PDNF (c,q) off, we may associate with it a 
graph G(q) defined as follows: for each term we introduce a node. We link two 
nodes of G(q) if the corresponding terms are in conflict (i.e., there exists an index 
i such that x, occurs in one term and Xi in the second term). G(q) is the conflict 
graph of the PDNF (c,q) off (see [5]). Maximizing f reduces to finding a stable set 
in G(q) with maximum weight if each node in G(q) has a weight equal to the coeffi- 
cient of the corresponding term. 
Let us now define the extended conflict graph G*(q) of a posiform q as follows: 
we first construct the usual conflict graph, we introduce all nodes corresponding to 
linear terms x1,x2, .. . ,x,,.Y1,.V2, . .. , .Y~ that are missing in G(q) and we link each one 
of these nodes to all nodes with which it is in conflict. 
Proposition 1.1. For any PDNF (c, q) the extended conflict graph is bipartite iff the 
matrix M of the associated linear program L, is totally unimodular. 
Proof. Assume the posiform is given by 
(where ck> 0, P(k) fl N(k) = 0 for each k). 
We obtain the linear programming problem L, as follows: the objective function 
to be maximized is 
c,+ c cixi+ c CkYk. 
i kEK 
The constraints of L, are equivalent to: 
yk+R, 5 1, for i E P(k), 
yk+x;s 1, for i E N(k), 
Xi+tai = 1, for all i, 
yk,X;,~i 2 0, for all i, k. 
The constraint matrix M’ thus obtained is nothing but the edge-node incidence 
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matrix of the extended conflict graph G*(q). M’ is totally unimodular if and only 
if G*(q) is bipartite. 
The result follows from the fact that M’ is totally unimodular if and only if the 
constraint matrix A4 of L, is totally unimodular (the Heller-Tompkins-Gale condi- 
tions [7] hold for M’ if and only if they hold for M). R 
Remark 1.2. We may have a bipartite conflict graph G(q) and a nonbipartite ex- 
tended conflict graph G*(q). It is easy to see that this happens if and only if there 
is at least one variable which is always complemented or always uncomplemented 
in the posiform. Such variables can then be fixed when we are interested in maximiz- 
ing f. 
A function is completely unimodular if for every primitive PDNF (c,q) off the 
matrix M in the linear program L, is totally unimodular. It is not difficult to see 
that there is no function f of degree 2 3 for which all conflict graphs are bipartite. 
So we can state: 
Proposition 1.3. All quadratic unimodular functions are completely unimodular 
161. No unimodular function of degree > 2 is completely unimodular. 
2. Recognition of unate functions 
We shall now describe an algorithm for recognizing whether a given pseudo- 
Boolean function f: B” -+ R is unate or not. Let us denote by S a subset of the in- 
dex set N={l,..., n} of the variables in f. The switch on S is the mapping 
gs : B” --t B” which maps the vector x into the vector y = as(x) defined by yi = Xi for 
ieS and yj=xi for i@S. 
A pseudo-Boolean function f is unate if there is an almost positive function g and 
a subset S of N such that f(x) =&as(x)) for any x E B”. 
For recognizing whether a function f is unate, we will determine a switching set 
S. Notice that if f contains only quadratic terms, the results in [6] provide a test for 
“unateness”. 
Now every f(x) may be separated as f(x) = H(x) + Q(x) where H(x) satisfies the 
following: every variable occurring in H also occurs in at least one term of degree 
higher than 2; H contains as many terms off as possible. Q contains the remaining 
terms (they have degree at most 2). 
We shall assume that f(x) =H(x) in the developments which follow. 
Whenever we use a switching set S (transforming f(x) into a function g(y) which 
may or may not be an almost positive function of y, depending upon the choice of 
S), g(y) is then written in an irreducible form (i.e., terms involving the same 
variables are grouped). 
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Example 2.1. Let f = 4x1x2x3 - 4x1 x2 - 7x1x3 + 7x1 - 2x2x4 + 2x4. Consider the swit- 







- 2Y4 + 2Y2Y4 
+ 2Y4 
= 4yr yzy3 + 3yr y3 + 2yzy,. 
Since S gives us an almost positive function of yI, . . . ,y4, f is unate. 
Example 2.2. * Let f = x1x2x3 - 5~1x3 +~2x3 - ~1, one can observe that in order to 
obtain an almost positive function either 1 or 3 must be in the switching set S but 
not both (this will take care of the term -5x1x3). 
First if 3 is in S, then 2 is also in S because of the term ~2x3 and 1 is not because 
of x1x2x3. One verifies that S = {2,3} does not give an almost positive function. 
Now if 1 is in S, then 3 is not and 2 must be in S because of x,x2x3. On the other 
hand because of ~2x3, 2 should not be in S. So there is no switching set S which 
gives an almost positive function. Hence f is not unate. 
How does one check in general that a function f is not unate? 
If S is a switching set which is used for a function f(x), it will be convenient o 
write fS(y) instead of g(os(x)). 
Claim 2.3. If f(x)= CTET aT nj, T Xj is unate with switching set s, then 
sgn(aT) = (-l)lsoT’ VTE:T. 
Proof. Consider an arbitrary term a” nj, y y- off’(y) and switch variables in S in J 
order to obtain f(x). It becomes: 
aVjE~v(l-xj) LI xi= 
ic V-S 
v_sgu, VaV(pl)‘Snu’ jlJxj. 
Now f is the sum of all expressions of the above form over all terms of fS; the 
coefficient aT of njeT yj in f can be expressed as 
aT=TCv~Tus(-l)’ 
sn Q,, = (_l)lS”Tl c av 
TC VLTUS 
and the claim is proved. 0 
As an immediate consequence of the claim we obtain 
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Lemma 2.4. Let f,(x), f2(x) be unate functions for which the same switching set S 
gives almost positive functions f:(y), f;(y). Assume that there is a set TC N= 
(1, . . . . n} with ITjr2suchthattl=a,nj~Txjandt2=a2nJETxjaretermsoffi(x) 
and of f2(x) respectively. Then a, a2 > 0. 
Now let f(x) be a pseudo-Boolean function written in the form f = CT aT fl,, T Xj; 
we shall say that a term arnj,T Xj containing x; (i.e., with T3 i) and having 
1 T 12 3 is covered with respect to xi if there is in f a term t2 = bV nj, V Xj with 
V= T- i; aT bV < 0 and 1 bVI 2 IaT 1. In the same way we shall say that Xi occurring 
in at least one term of degree 13 is covered if every term of degree at least 3 
containing xi is covered with respect to xi. In Example 2.1, x3 is covered since 
4x,x2x3 is covered by -4x1x2. One sees also that x2 is covered; x1 is not covered. 
Lemma 2.5. Let f(x) be a unate function; let S be a switching set for which f’(y) 
is almost positive. Then i E S iff Xi is covered. 
Proof. (a) Assume i@S and consider the almost positive function fS(y) where 
y,=x,; it can be written in the form y&s+ Qf (where P,! represents all terms con- 
taining xi and Qf all terms not containing x;). Now P,! and Qf are almost positive 
functions of Y 1,...,Y;-lrYi+l,~*~, y,,. It follows from Lemma 2.4 that correspon- 
ding terms of P,s and Qf (i.e., terms associated with the same product of variables) 
must have the same sign. Hence the associated terms Pi(x), Q;(x) in f have the 
same sign. So xi cannot be covered. 
(b) Conversely let us assume that ig S. Let fS( y) = CT a,njC T y, be almost 
positive. Now Y; =X; and we can write f’(y) = X;PS + Qf . In order to get back to f 
we shall switch all elements from S one after the other. Let U= S- i. Then 
f’(y)=(l-x;)P;S+Qf=(P;r+Qf)-x;@. 
Observe now that xi is covered in f u( y) since P,! and Qs are almost positive and 
since from Lemma 2.4 terms involving the same variables have the same sign. 
Notice furthermore that xi will remain covered after switching any Xj. 0 
As an immediate consequence of Lemma 2.5 we can formulate (remember that 
f(x) is of the form H(x) defined at the beginning of this section) 
Proposition 2.6. Let f be a pseudo-Boolean function and let S = {i: xi is covered in 
f > ; then f is unate iff f ‘( y) is almost positive. 
Using the above results, we could devise an obvious recognition algorithm for 
unate functions. However the following observations will give shortcuts in case f is 
not unate. 
Given a pseudo-Boolean function f, we have a conflict of type I for variable xi 
if there exist 2 terms tl, t2 of the following form 
t, = ax; n Xj, 
JEV 
f, = b n xj 
jc V 
with JVJr2, ab<O and lal> 16). 
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Lemma 2.1. If there is a conflict of type I for some 
then f is not unate. 
variable x, of a function f, 
Proof. Let us suppose that there is a conflict of type I for some variable xi and let 
tt , t2 be the conflicting terms. Suppose f is unate and S is a switching set such that 
fS is almost positive. 
We cannot have i E S, because this would contradict Lemma 2.5. We cannot have 
i@ S, because the function f is written x;Pi+ Q; (i.e., fS =y;PF+ QT) with Pi, Qi 
unate and terms corresponding to the same set I/ of variables should have the same 
sign according to Lemma 2.4. Since both cases are impossible, f cannot be 
unate. 0 
For a function f, we shall say that there is a conflict of type II for Xi if the 
following situation occurs: there exist 4 terms 
Cl = aXi n Xj (( V( 2 2), 
jc V 
t2 = b n xj with ab < 0 and Ial I Ibl, 
je V 
t3 = cxijFKxj (IKI 2 2)9 
t4 = d JJ xj with cd > 0. 
jeK 
Lemma 2.8. If there is a conflict of type II for some variable Xi of a function f, 
then f is not unate. 
Proof. We can write f in the form 
xi a n X~+C n xj+"' b n xj+d iq xj+“’ =X;P;+Qi. 
jc V jsK je V jEK 
If f were unate we could find a switching set S such that fS=yiP,F+ Qs where P,? 
and Qf are unate. From t3 and t4 we see that Xi is not covered hence i $ S; then we 
have f = xiP, + Qi and the terms corresponding to t, and t2 have different signs; this 
is not possible according to Lemma 2.4. 0 
We shall assume that a function f is given in the form f(x,, . . . ,x,) = C T aT nj, T Xj 
where m is the number of terms and d = max 1 T 1 is the maximum degree of the terms. 
The above results lead to the recognition algorithm for unate functions given in 
Fig. 1. 
Whenever we switch one variable, this does not change the number of nonlinear 
terms; switching one variable creates at most m terms; all of these (except, possibly 
the linear terms) can be recombined with existing terms since we switch only 
variables which are covered. In particular fs will have at most n + m terms. 
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For each i do 
begin 
switch(i) := undefined 
for each TEr with ITI 23 and iETdo 
begin 
U:= T-i 
if (U$ r) then s := false 
else if (au.ar < 0) 
then if (laUI 5 iaT1) then s := true 
else conflict I (f not unate) 
else s := false 
if (s # switch(i)) then if switch(i) = undefined 
then switch(i) := s 
else conflict II (f not unate) 
end 
if (switch(i) = true) then for each B, CE T with C= B- i do 
aC := aCf ag 
aB := -aB 
end 
Final test: 
if aT 2 0 for all TE T with 1 T 1 2 2 then f is unate. 
Fig. 1. Recognition algorithm. 
The final test consists in checking the nonnegativity of the coefficients of 
nonlinear terms in fS; it takes O(m) time. 
Clearly the overall complexity of the algorithm will be O(mnh) where h is the time 
needed for getting the coefficient ar_{;) when T and i are given. 
By using the radix sort algorithm 3.2 in [I] and the digital tree (trie) structure in 
[9] we may get the following: 
Data structure Time Space 
Binary tree O(mnd) 
Trie O(md, max(n, d log2 n}) 
O(m) 
O(md) 
Finally for the general case where f(x) = H(x) + Q(x) with a nonvanishing Q(x), we 
run the above algorithm for H(x); if H(x) is not unate, then f is not unate. Other- 
wise we have determined a switching set S. We consider QS(y); determining 
whether it is unate or not follows from results in [6]. 
As an example consider f = 4x, x,x3 - 4x,x, - 7x, x3 + 7x1 + 2x2x4 + 2x4 ; here 
Q(x)=2x2xq+2xq. We obtain S={2,3}; so QS(~)=-2y,y,. We may take S’= 
SU (4). This shows thatfis unate. Notice that generally each term in Q(x) contains 
at least one variable which does not occur in H(x); these are the only variables which 
are still allowed to be switched in QS(y). 
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Note. Since this paper was written, Crama [3] has derived a polynomial-time 
recognition algorithm for unimodular functions. His approach is based on Proposi- 
tion 1.1 and reduces the problem to solving a system of linear inequalities. 
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