We improve two linear-time data reduction algorithms for the d-Hitting Set problem to work in linear space, thus obtaining the first algorithms for computing problem kernels of asymptotically optimal size O(k d ) for d-Hitting Set in linear time and space. We experimentally compare the two algorithms to a classical data reduction algorithm of Weihe and evaluate their combinations.
Our contributions and organization of this work. Section 2 shows the two known linear-time d-Hitting Set kernelizations. In Section 3, we show how to implement them in O(n + m) time and space, thus enabling the computation of d-Hitting Set problem kernels of provably optimal size O(k d ) in linear time and space.
Only one of the two algorithms has been experimentally evaluated before [5, Chapter 5] . In Section 4, for the first time, we experimentally compare the two algorithms and also a well-known data reduction algorithm of Weihe [31] , which runs in superlinear time, does not yield problem kernels, but proved very effective in practise. We will see that the kernelizations outperform the algorithm of Weihe [31] when good upper bounds on the solution size are available.
Related work. There are several kernelizations for d-Hitting Set [1, 3, 4, 12, 14, 17, 22, 24, 25] . The first linear-time kernelization was shown by van Bevern [5, 6] . The second, due to Fafianie and Kratsch [15] , is simpler and has smaller constant factors: the problem kernel of van Bevern [6] has at most d! · d d+1 · (k + 1) d edges, whereas the problem kernel of Fafianie and Kratsch [15] has at most (k + 1) d edges. Both kernelizations work in O(d·n+2 d d log d·m) time. Dell and van Melkebeek [13] showed that the existence of a problem kernel with O(k d−ε ) edges for any ε > 0 for d-Hitting Set implies a collapse of the polynomial-time hierarchy. Therefore, we do not expect polynomialsize problem kernels for d-Hitting Set if d is not constant.
Algorithm FK: Algorithm of Fafianie and Kratsch [15] .
Input: Hypergraph (V in , E in ), k ∈ N. Output: Problem kernel ((V out , E out ), k) with |E out | ≤ (k + 1) d . // Initially, ∀s ⊆ V : supersets[s] = false. 1 
Algorithm Bev: Algorithm of van Bevern [6] . 
Thus, the total size of used [][] is O(2 d d · m).
Experiments
In this section, we compare our linear-space variants of FK and Bev and the well-known data reduction algorithm Wei. Wei does not yield problem kernels (as it does not give size bounds), does not work in linear time, yet works independently of k.
Algorithm Wei: Algorithm due to Weihe [31] Input: Hypergraph (V in , E in ). Output: Hypergraph (V out , E out ) that has a hitting set of size k if and only if (V in , E in ) has.
Exhaustively apply the following two data reduction: 1. If, for some vertex v, all edges containing v also contain some vertex u v, then delete v. 
Experimental setup
All algorithms were implemented in C++. 2 The source code of FK, Bev, and Wei is about 310 lines, 440 lines, and 180 lines, respectively. The experiments were conducted on a 3.60 GHz processor with 16 GB of RAM. The running time is measured with the standard C++ library ctime. The memory consumption is measured using the valgrind memory measurement tool.
The algorithms FK and Bev require an upper bound k on the minimum hitting set size as input. Unless stated otherwise, we compute k using a greedy approach: repeatedly pick a vertex with a maximum number of incident edges, add it to the hitting set, and remove all incident edges, until all edges are hit.
We analyze the data reduction effect of the individual algorithms as well as of their combination, applying one data reduction algorithm to the output of previous data reduction algorithms. Since the data reduction effect of the algorithms may depend on the processing order of the edges [5, Fig. 5 .3], each algorithm is applied to a random permutation of edges. This excludes the possibility that instance generators or previous data reduction algorithms generate particularly "friendly" input orders.
The order of combining the algorithms is determined by their running times: since the running time of Wei is non-linear, it is applied last, so that it is run on a problem kernel with size independent of n + m. Bev is slower than FK, so it is applied after FK.
We measure the data reduction effect comparing the number |E in | of input edges to the number |E out | of output edges. 
Time and memory measurements
In the following, we present measurements of the running time and memory used by FK and Bev. Since these do not depend on the input structure (both algorithms iterate over each subset of each input edge and store information on them), we can safely measure them on random instances. The instances consist of n = 100 vertices and m ∈ {i · 10 5 | i ∈ {1, . . . , 10}} edges of size d ∈ {1, . . . , 5}, each chosen with equal probability. Fig. 1 shows the measured running time and space consumption of FK and Bev. As expected, Bev is roughly three times slower than FK: FK has an initialization phase running in O(nd 
Transportation Networks
Wei is well known for its data reduction effect on the Station Cover problem in real-world transportation networks [31] . Table 1 shows the data reduction effect of FK, Bev, and Wei on d-Hitting Set instances modeling the Station Cover problem in European transportation networks from different cities (athens, petersburg, warsaw), rural areas (sncf, kvv, vrs, rnv, vbb), and countries (nl, luxembourg, switzerland, db), which were kindly made available to us by Bläsius et al. [8] . Wei obviously outperforms FK and Bev on this data. Moreover, FK and Bev work equally bad. Combinations of the algorithms did not yield any additional data reduction effect.
The reason for the bad performance of FK and Bev is the large hyperedge size d, shown in Table 1 . Indeed, FK and Bev are not applicable to the shown instances right away: it is infeasible to iterate over all 2 d subsets of an edge e of size d when d is large (say, 10). In such cases, we do not iterate over all subsets of e, but only over subsets of intersections with other hyperedges.
Cluster Vertex Deletion
In this section, we analyze the data reduction effect of FK, Bev, and Wei on 3-Hitting Set instances arising from the Cluster Vertex Deletion problem: the task is to delete at most k vertices from a graph so that each connected component in the remaining graph is a clique [20] . A Cluster Vertex Deletion instance (G, k) with G = (V, E) can be reduced to a 3-Hitting Set instance (H, k) with H = (V, {e ⊆ V : G[e] is a path on three vertices}) [20] .
We applied FK, Bev, and Wei to Cluster Vertex Deletion instances arising when clustering real-world protein similarity graphs initially used by Rahmann et al. [27] . 3 In fact, they used these graphs as instances for the weighted Cluster Editing problem, where one adds and deletes edges instead of deleting vertices. As suggested by Rahmann et al. [27] , we create an edge between two proteins if their similarity score is positive. Since our problem is unweighted, we stripped the graphs off the weights. To be able to run Wei on the obtained instances, we considered only those 3-Hitting Set instances with at most 10 5 edges. Fig. 2a shows that Wei works well on small instances, but is outperformed by FK and Bev on larger instances. Interestingly, pipelining any two algorithms (FK+Wei and Bev+Wei) significantly improves the data reduction effect compared to the single algorithms. In all cases, Bev slightly outperforms FK. Pipelining all three algorithms showed no significant improvement.
Noticeably, the data reduction effect of all algorithms shrinks with the size of the input hypergraph. Fig. 3 suggests that this is connected to the locality of the input hypergraphs, which Bläsius et al. [8] observed to heavily influence the effectivity of Wei: the locality of a hypergraph H = (V, E) is 4 · #C 4 /#P 4 , where #C 4 is the number of induced cycles of length four and #P 4 is the number of induced paths on four vertices in the bipartite incidence graph of H. It is plausible that locality influences the effectivity of FK and Bev: the greater the locality is, the more likely it is that edges have common subsets. To further study the effect of cascading data reduction algorithms, we randomly generate Cluster Vertex Deletion instances with small solutions. To this end, we fix the number n of vertices and a number c of cliques. We randomly partition the n vertices into c cliques (each partition is equiprobable). Then, k times, we randomly pick two vertices u and v, add the edge {u, v} to the graph if there is no such edge, and remove it otherwise. Since any such "wrong" edge can be removed by removing one of its endpoints, the generated Cluster Vertex Deletion instance (and resulting 3-Hitting Set instance) will have a solution of size at most k. Fig. 2b shows the data reduction effect of FK and Wei on the generated instances for k = 10, c = 10, and n ∈ {100, 110, . . . , 1000} (the graph for Bev is omitted since it nearly coincides with FK). Like with the biological data, the combination FK+Wei works better than the individual algorithms. Interestingly, this combination often leaves no more than k edges, thus essentially solving the problem, since one can construct a hitting set of size k by just choosing an arbitrary vertex in each edge.
Conclusion
We presented the first linear-time and linear-space kernelizations for d-Hitting Set, improving the space requirements of the known kernelizations FK and Bev due to Fafianie and Kratsch [15] and van Bevern [5] , respectively.
We also conducted the first experimental evaluation of FK, significantly extended previous experimental results for Bev, and compared them to the well-known Wei data reduction algorithm. The experiments show that Wei is outperformed by FK and Bev on hypergraphs of small edge cardinality when one has good upper bounds on the hitting set size. In other cases, Wei outperforms FK and Bev, so that the algorithms complement each other. The data reduction effect of Wei can be strengthened by applying FK and Bev in advance. This seems advantageous anyway, since Wei does not run in linear time and can then work on a problem kernel, whose size is independent of the input hypergraph.
We have also seen that, although its worst-case kernel size bound is worse, the data reduction effect of Bev is slightly better than that of FK since it exploits upper bounds on the hitting set size more willingly: FK reduces edges only when the size of the input hypergraph is "close" to its worst case guarantee of (k +1) d .
