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Abstract
Adaptive lattice methods are developed to compute the price of multivariate contingent claims. A simple coordinate
representation is used to extend one dimensional lattice methods to multivariate asset models. Two algorithms are proposed, one
performing several levels of refinement for a time interval [T − 1t, T ] and the other performing one level of refinement for λ%
of a given time domain [0, T ], where T is the time to maturity, 1t is the time step size and λ > 0 is a constant. Numerical
experiments are carried out for the European and American barrier-type options with one, two, or three underlying assets. In our
numerical experiments, both adaptive algorithms improve efficiency over lattice methods with a uniform time step for the same
level of accuracy.
c© 2008 Elsevier Ltd. All rights reserved.
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1. Introduction
We present adaptive lattice methods to compute the price of multivariate contingent claims. Given the setting of
the classical Black–Scholes model, the price of a multivariate asset can be written as a stochastic process (St )t∈[0,T ] in
Rd defined on a suitable probability space (Ω ,F,P), where d is the number of assets. This process is described
by a d-dimensional geometric Brownian motion, [1,2]. Under the standard assumption of a frictionless market
without arbitrage, the price of a European-type option can be formulated as the solution of the Black–Scholes partial
differential equation, [3,4].
Closed-form solutions to the multidimensional Black–Scholes equation are very limited. Therefore option values
based on multi-assets are mostly relied on numerical approximations, solving a Black–Scholes PDE or computing
an expectation of a discounted payoff under risk neutral measure. The former PDE approaches, such as the finite
difference method (FDM), are very useful to compute the option values efficiently for a variety of initial stock prices.
However, FDM is quite expensive to extend to high dimensional cases, and it is not easy to implement complex exotic
options. The latter includes the Monte Carlo (MC) simulations and lattice methods. It is very simple to apply the MC
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to high dimensional cases, and the MC can handle complex payouts and exercise contingencies. But it has quite a
slow convergence, O(1/
√
M), with M number of simulations. In addition, it is difficult to extend the MC method to
American-type options, since the optimal stopping time is hard to find [5,6]. Therefore we choose the lattice method to
price both European-type and American-type options based on multi-assets. A concise comparison of these techniques
for one-dimensional problem can be also found in [7].
The lattice method uses a simple discrete model for the asset price movement and dynamic programming principle
for the calculation of an expectation. It is very popular in option pricing due to its flexibility and simple extension to
American-type options [6]. It is shown that the approximate price from the lattice method converges to the solution
of the Black–Scholes equation as the time step size tends to zero, [8–10]. From the original model by Cox, Ross
and Rubinstein (CRR) [11], many ideas have been proposed to price one-asset exotic options, [10,12]. For d = 2,
Boyle extended the CRR method in [13] and established a five-jump model to price two-asset European and American
options. Later Boyle, Evnine and Gibbs [14] and Kamrad and Ritchken [15] proposed general 2d -jump and 2d+1-jump
models respectively for options with d-state variables for d > 1. However, as the dimension grows the model becomes
too complicated to be easily generalized and some option problems require a very large number of calculations to
achieve a given level of accuracy. Leisen and Reimer [8] developed a general convergence rate theory of the binomial
tree method and Walsh [9] performed a more detailed mathematical analysis. For thorough theoretical analysis on the
convergence rate, see, for example, [9].
Numerical approximations with adaptive mesh refinement have been successful in many scientific and engineering
problems. For pricing options, adaptive Monte Carlo methods were developed by Szepessy et al. [16,17]. An adaptive
Mesh Model(AMM) for the trinomial tree model was introduced by Figlewski and Gao [18] and applied to a discrete
barrier option problem in [19].
The aim of this paper is to present simple ways of extending lattice methods to multivariate asset models using a
coordinate representation. We describe a binomial model in detail. However, it can be easily extended to a trinomial
model as explained in Section 2. In order to improve efficiency, inspired from the AMM approach by Figlewski and
Gao [18], Algorithm A in Section 3.1 varies the level of the resolution in some parts of the tree for t ∈ [T −1t, T ],
where T is the time to maturity and 1t is the time step size. It uses finer time steps in a critical region, near the
strike prices of multi-asset options. Instead of considering an adaptive mesh for t ∈ [T − 1t, T ] only, we propose
another adaptive algorithm, Algorithm B, in Section 3.2, which allows an adaptive mesh for λ% of a given domain
[0, T ] in time, where λ > 0 is a constant. Both adaptive lattice methods give more accurate results using much less
computational time than the constant (uniform) time step lattice method.
In our numerical experiments in Section 4, Algorithm A and Algorithm B converge faster than lattice methods
with a uniform time step. Between two adaptive methods, Algorithm A outperforms Algorithm B for European
cases. The expected reason is that the exact option values on fine grids upon which Algorithm B is dependent are
not available for t < T and approximate values are used, which are not as accurate as the one for t = T . In case of
American-type options, both Algorithm A and Algorithm B give good results.
The outline of the paper is as follows. In Section 2, we introduce the standard multi-asset binomial method. We
propose a 2d -jump binomial model, which can be easily extended to a 3d -jump trinomial model. In Section 3, we
present two adaptive binomial methods. Algorithm A uses an adaptive mesh for [T −1t, T ] with several refinement
levels and Algorithm B uses an adaptive mesh for λ% of [0, T ]. In Section 4, we present several numerical results
for d = 1, 2, 3 including barrier-type and American-type options and compare the accuracy and efficiency between
the standard binomial method and adaptive cases. We summarize our results and present future research directions in
Section 5.
2. A multi-asset lattice method
Let us consider the price of the underlying asset as a stochastic price (St )t∈[0,T ] on a suitable probability
space (Ω ,F,P). For instance, it could be Ω = C([0,+∞) : R), the space of all continuous trajectories w
such that Wt (w) = w(t). The set of events F is a σ -algebra on Ω containing all sets of the form {w ∈ Ω :
|w(s)| is bounded for s ≤ t}, and P is the Wiener measure. Let us assume that the evolution of the underlying assets
satisfies the following stochastic differential equation:
dSk(t) = µkSkdt + σkSkdWk(t), t > 0, k = 1, . . . , d, (1)
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where µk is a constant expected rate of return, σk is a constant volatility and Wk(t) is a Wiener process for an asset
Sk . Here d denotes the number of assets under consideration. If we consider a model with continuous dividend yield
q , then we change µk to µk − q . It is also assumed that the covariance satisfies
cov(dWi (t), dW j (t)) = ρi jdt, i, j = 1, . . . , d, i 6= j,
where all the ρi j ’s are assumed to be constant and known. Let us define a normally distributed process
Xk(t) ≡ ln(Sk(t))−
(
µk − 12σ
2
k
)
t. (2)
Then from the Ito formula [1], the process Xk(t) satisfies
Xk(t) = Xk(0)+ σkWk(t), t > 0, k = 1, . . . , d. (3)
In a risk-neutral world, the value of the European derivative security C(S1, . . . , Sd , t) = V (X1, . . . , Xd , t) can be
computed by the discounted conditional expectation of the terminal payoff,
V (x, t) = e−r(T−t)E[Λ(X(T ))|X(t) = x], (4)
where Λ(X(T )) is the payoff function at t = T . For example, for a European vanilla option for d = 1 with a strike
price K ,
Λ(X1(T )) = max
eX1(T )+
(
r− σ
2
1
2
)
T − K , 0
 .
Here, without loss of generality, we denote again the risk neutral process to be X(t) = (X1(t), X2(t), . . . , Xd(t)) with
its drift rate equal to r , the risk-free interest rate, instead of µk as in (1). If we consider a continuous dividend yield,
the drift rate is r − q .
Let us first explain the basic procedure of the binomial option pricing algorithm for the two-asset case (d = 2) in
the following Section 2.1, and then extend it to a multi-asset case in Section 2.2.
2.1. Two-asset case
Let us consider a European-type option with time to maturity T . First, the given time domain [0, T ] is discretized
into a partition of N intervals 0 = t0 < t1 < · · · < tN = T , with tn = n1t for n = 0, 1, . . . , N and step size
1t = T/N . Let us consider the evolutionary movement of two assets in xy-coordinates. The horizontal axis denotes
the spot price of the first asset X1 and the vertical axis denotes the price of the second asset X2. Let the initial asset
priceX(0) = (X1(0), X2(0)) be given byX(0) = X0 = (X01, X02). At time t = 1t , the initial priceX0 = (X01, X02) has
four branches, {(X01+h1, X02+h2), (X01+h1, X02−h2), (X01−h1, X02+h2), (X01−h1, X02−h2)} with corresponding
probabilities, Puu,Pud ,Pdu,Pdd , respectively, which will be derived below. Here hi , i = 1, 2 denote the increment
in each coordinate direction. In general, the asset price Xn = (Xn1,i , Xn2, j ) at (i, j) at time t = n1t may visit one of
four states, Xn+1 ∈ {(Xn1,i + h1, Xn2, j + h2), (Xn1,i + h1, Xn2, j − h2), (Xn1,i − h1, Xn2, j + h2), (Xn1,i − h1, Xn2, j − h2)},
at the next time step t = (n + 1)1t with the probabilities, Puu,Pud ,Pdu,Pdd , respectively. The asset prices up to
t = N1t = T can be estimated in the same way. Fig. 1 shows the movement of (Xn1,i , Xn2, j ) at time t = n1t on the
binomial tree.
Now let us decide the unknown probabilities Puu,Pud ,Pdu,Pdd and the increments h1, h2. The increment of the
process Xn+1 − Xn should have mean 0 and variance (σ 211t, σ 221t) with covariance ρσ1σ21t from the definition
of the continuous process Xk, k = 1, 2 in (2). Also the sum of the probabilities is equal to 1. Therefore we have 6
equations in 6 unknowns, which give
Puu = Pdd = 14 (1+ ρ), Pud = Pdu =
1
4
(1− ρ) (5)
h1 = σ1
√
1t, h2 = σ2
√
1t . (6)
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Fig. 1. Binomial method with two underlying Assets.
Fig. 2. Discount of payoff.
Fig. 3. Trinomial method with two underlying assets.
Let V ni, j be a numerical approximation to the value of the derivative security V
n
i, j . The basic procedure for V
n
i, j is
the following:
Step 1. Generate all possible values of the underlying asset price XN at T = N1t .
Step 2. Compute the payoff V Ni, j = Λ(X Ni, j ) at T , for i, j = −N ,−N + 2, . . . , N − 2, N .
Step 3. For n = N − 1, . . . , 0, compute the discounted expectation of the payoff by
V ni, j = e−r1t
(
V n+1i+1, j+1Puu + V n+1i+1, j−1Pud + V n+1i−1, j+1Pdu + V n+1i−1, j−1Pdd
)
for i, j = −n,−n + 2, . . . , n − 2, n as in Fig. 2.
Step 4. V 00,0 at time t = 0 is the estimated price of the option.
Note that the binomial method considers grids with distance 2 only, and the algorithm above requires (n + 1)2
points at t = n1t . Thus (N + 1)(N + 2)(2N + 3)/6 points are used during [0, T ] and the computational cost for the
algorithm will be proportional to N 3/3+ O(N 2).
The algorithm can be easily generalized to a trinomial method or a multi-asset option. For example, the movement
of (Xn1,i , X
n
2, j ) at time t = n1t on the trinomial tree is shown in Fig. 3. When Step 3 of the algorithm above is
modified accordingly, the trinomial option pricing for two assets can be performed. Note that in case of a trinomial
method, all the grids (X N1,i , X
N
2, j ) such that max{|i |, | j |} ≤ N are the domain of dependence.
2.2. Multi-asset case
Now let us consider general multi-asset European models where the value of a certain derivative depends on d
underlying assets and time to expiry is T . Similarly to d = 2 case, each asset can take either an up-jump or a
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Fig. 4. Binomial method with three underlying assets.
down-jump, and therefore we have 2d possible probabilities and d possible increments. For example, in case of the
three-asset problem, the domain of dependence expands in eight orthogonal directions as in Fig. 4. The figure shows
that the three-asset problem requires (n + 1)3 points at each t = n1t .
In order to find probabilities for each direction of movement and corresponding increments, a system of equations
in those unknowns needs to be derived. The sum of probabilities is equal to 1,
∑2d
k=1 pk = 1, and matching the first
and the second moments gives d and d(d + 1)/2 equations, respectively. Therefore in total we have (d + 1)(d + 2)/2
equations in d + 2d unknown parameters. For d = 1 or 2, the number of unknown parameters is exactly equal to the
number of equations, which gives the unique solution. However for d > 2, the number of unknowns is larger than
the number of equations. In order to obtain the unique solution, we impose a symmetry on the probabilities, which is
suggested from the expressions for two-asset cases in [14]. For instance, the probability that the first and third assets
move up and the second asset moves down is the same as the probability of the opposite movement, Pudu = Pdud .
Then we have the following expressions:
Pk = 12d
1+ d∑
l,m=1
l<m
δlmρlm
 , (7)
hk = σk
√
1t, k = 1, . . . , d. (8)
Here δlm is the sign function, which is equal to 1, δlm = 1, if the lth asset and the mth asset have the same up or down
movements; otherwise it is equal to −1.
The direct extension to a trinomial lattice model is also possible with 3d possible probabilities for up, down or
stay movements. Similarly, for d + 3d unknowns, we have (d + 1)2 equations: 1 from the sum of probabilities, d for
matching the first moment, (d2 + d)/2 for the second moment and (d2 + d)/2 for the fourth moment. The number of
unknowns exceeds the number of equations, except for d = 1. We impose the symmetry condition on the probabilities
in a manner similar to binomial case to obtain the unique solution.
3. Adaptive lattice methods
In order to improve accuracy and efficiency, the algorithm in Section 2.1 can be modified in several ways. First,
depending on options, the computational domain may be reduced by discarding the region where option prices are not
altered and computations for updating are not necessary. Second, more importantly, an adaptive mesh model can be
applied to reduce the computational cost while improving the accuracy. We develop two adaptive methods below.
3.1. Algorithm A
We extend the adaptive mesh model by Figlewski and Gao [18] to multivariate contingent claims. The fine mesh is
added over a time interval between T −1t and T in the region around the strike prices of two assets. Following [18],
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Fig. 5. (Left) The coarse mesh nodes in Rc that need to be computed using the fine mesh after setting fine price steps to h1/2 and h2/2 with 1t/4
for the European two-asset correlation option and (Right) fine grid points (the diamonds inside the square) introduced by the star inside the square.
The solid lines represent the strike prices K1 and K2 of two assets. The white and black circles represent mesh nodes at T −1t and T , respectively.
let us reduce the step sizes of the prices to h1/2 and h2/2 and the time steps to 1t/4 to be consistent with (6). The
fine mesh is introduced at all coarse mesh nodes in Rc, where Rc is defined by
Rc = {coarse mesh nodes at time T −1t | their fine mesh paths end up
in-the-money and out-of-the-money at T } . (9)
A call option is said to be in-the-money if its strike price is below the market price of the underlying asset. The call
option can be exercised when it is in-the-money. When the strike price of the call option is higher than the market
price of the underlying asset so that the option becomes useless, it is said to be out-of-the-money.
For example, let us consider the European two-asset correlation call option in [20]. Given two prices of the stocks
S1 and S2, the payoff of the call option is
Λ =
{
max{S2(T )− K2, 0} if S1(T ) > K1
0 otherwise,
where K1 and K2 are the strike prices of S1 and S2, respectively. See Section 4.1 for more detailed experiments on this
option. If S1(T ) > K1 and S2(T ) > K2, the option is in-the-money. If S1(T ) < K1 or S2(T ) < K2, the option is out-
of-the-money. Given the asset price XN = (X N1,i , X N2, j ), i, j = −N ,−N + 2, . . . , N − 2, N , at time t = N1t = T ,
let M1 be the smallest index i of X
N−1
1,i at t = T −1t , one of whose fine mesh paths exceeds the strike price. That is,
M1 is given by
M1 = min{i : X N−11,i + 2h1 ≥ K ′1},
where K ′1 is the strike price of X1 after the transformation from S1 to X1. M2 can be obtained for X2 in a similar way.
When h1 is halved on the fine grid, 1t is reduced to 1t/4 so that X
N−1
1,i may increase up to X
N−1
1,i + 2h1 during 1t .
Then the coarse mesh nodes in region Rc,
Rc = {mesh points near K2} ∪ {mesh points near K1}
= {(i, j) : i = M1,M1 + 2,M1 + 4, . . . , N , j = M2,M2 + 2}
∪{(i, j) : i = M1,M1 + 2, j = M2,M2 + 2,M2 + 4, . . . , N },
should be computed using the fine mesh, which is the grey region in Fig. 5 (Left). For each coarse mesh node in
the region, fine price steps of h1/2 and h2/2 introduce 41 fine mesh nodes. For example, given a coarse grid point
represented by a star in Fig. 5 (Right), the 41 diamonds inside the square represent fine mesh nodes corresponding to
the star. Note that a different option has a different region Rc. For instance, for a barrier-type option, we employ fine
mesh near a given barrier level. See Remark 4.1.
The algorithm based on this modification, which halves the price steps on fine grids, will be called Algorithm A
with refinement level 1. Another level of finer mesh, with price steps of size h1/22 and h2/22 and time step 1t/42
can be introduced for the period from T − 1t to T . The algorithm based on this will be called Algorithm A with
refinement level 2. In the same way the algorithm with h1/2α and h2/2α and corresponding reduction in1t to1t/4α
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is called Algorithm A with refinement level α. The uniform mesh corresponds to Algorithm A with refinement
level α = 0. Algorithm A modifies the algorithm for the uniform time step in Section 2.1 as follows:
Step 1. Generate all possible values of the underlying asset price XN at time T = N1t .
Step 2. Compute the payoff V Ni, j = Λ(X Ni, j ) at time T , for i, j = −N ,−N + 2, . . . , N − 2, N .
Step 3. For n = N − 1, perform
Step 3-1. Choose the coarse mesh nodes for Rc in (9) and the corresponding set of fine mesh nodes denoted
by R f .
Step 3-2. Compute the asset price at each point in R f at time T .
Step 3-3. Compute the payoff Fmi, j on R f at time T , where m is the number of iterations in time to reach
T − 1t under the refinement level. For example, for the refinement level 1, 1t is reduced to 1t/4 and
m = 4.
Step 3-4. Compute the discounted expectation of the payoff depending on the refinement level. For example,
for the level 1, update for m = 3, 2, 1, 0 using
Fmi, j = e−r1t/4
(
PuuF
m+1
i+1, j+1 + PudFm+1i+1, j−1 + PduFm+1i−1, j+1 + PddFm+1i−1, j−1
)
. (10)
Step 3-5. Assign the option values for points in Rc using F0i, j .
Step 3-6 For points in the complement of Rc, compute the discounted expectation of the terminal payoff
using
V ni, j = e−r1t
(
V n+1i+1, j+1Puu + V n+1i+1, j−1Pud + V n+1i−1, j+1Pdu + V n+1i−1, j−1Pdd
)
for (i, j) ∈ {(i, j)|i, j = −n,−n + 2, . . . , n − 2, n}Rc. (11)
Step 4. For n = N − 2, . . . , 0, compute the discounted expectation of the terminal payoff by (11) for i, j =
−n,−n + 2, . . . , n − 2, n.
Step 5. V 00,0 at time t = 0 is the estimated price of the option.
Algorithm A with refinement level α requires the computation of Step 3 with increments h1/2α and h2/2α and the
time step size 1t/4α .
3.2. Algorithm B
Note that Algorithm A performs the adaptive mesh during the last time step only, that is during [T −1t, T ], and
varies the refinement level in order to obtain better accuracy. Instead of increasing the refinement level, an adaptive
mesh can be performed for a longer period than [T − 1t, T ]. For example, the adaptive mesh with refinement level
1 may be performed for the last 25% of the time period, [3T/4, T ], or for the last 50%, [T/2, T ]. When the adaptive
mesh with the refinement level 1 is performed for the last λ% of the total time period, [T (1 − λ/100), T ], such an
algorithm will be called Algorithm B with a refinement range of λ%. The uniform mesh corresponds to Algorithm
B with a refinement range of 0%. Then Algorithm B can be implemented as follows:
Step 1. Generate all possible values of the underlying asset price XN at time T = N1t .
Step 2. Compute the payoff V Ni, j = Λ(X Ni, j ) at time T , for i, j = −N ,−N + 2, . . . , N − 2, N .
Step 3. For n = N − 1, . . . , 0, perform
Step 3-1. When tn = n1t is in the refinement range, [T (1− λ/100), T ]; choose the coarse mesh nodes for
Rc in (9) and the corresponding fine mesh nodes R f . When tn is not in the refinement range, set Rc = ∅
and go to Step 3-6.
Step 3-2. Estimate the asset price at each point in R f at time tn . For n < N − 1, the exact option prices on
the fine mesh are not available, and approximate values from the cubic spline interpolation are used in our
experiments.
Step 3-3. Compute the payoff Fmi, j on R f at time tn .
Step 3-4. Compute the discounted expectation of the payoff four times (m = 3, 2, 1, 0) using (10).
Step 3-5. Assign the option values for points in Rc using F0i, j .
Step 3-6 For points in the complement of Rc, compute the discounted expectation of the terminal payoff
using (11) for (i, j) ∈ {(i, j)|i, j = −n,−n + 2, . . . , n − 2, n}Rc.
Step 4. V 00,0 at time t = 0 is the estimated price of the option.
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Fig. 6. Option prices for the European two-asset correlation call option using the binomial method with the uniform time step and Algorithm A
with the refinement level α = 1, 3.
4. Numerical experiments
We present numerical examples for d = 1, 2, 3 cases, in which the algorithms using adaptive step sizes are more
efficient for the same level of accuracy than the binomial method with a uniform step size.
4.1. European two-asset correlation option
Let us first consider the European two-asset correlation call option in [20]. Given two stock prices S1 and S2, the
payoff of the call option is
Λ =
{
max{S2(T )− K2, 0} if S1(T ) > K1
0 otherwise,
where K1 and K2 are the strike prices of S1 and S2, respectively. The current stock prices, S01 = 52 and S02 = 65 and
their strike prices are K1 = 50 and K2 = 70, respectively. The volatility of S1 is 20% (σ1 = 0.2), the volatility of
S2 is 30% (σ2 = 0.3), the risk-free interest rate is 10% (r = 0.1), and the correlation coefficient between two stocks
is ρ = 0.75. There is no dividend. In this specific example, there exists an exact formula for the current price of the
option [20] and the theoretical option price is C(S01 , S
0
2 , 0) = 4.7073375403.
Fig. 6 shows the prices of the option for various values of N (the number of discretized points in time) using the
binomial method with a uniform time step and Algorithm A with refinement level α = 1, 3.
Since the option prices converge like a saw tooth, as a measure to compare the accuracy we will consider an
envelope, which consists of two curves, one connecting peaks of the graph of option prices and the other connecting
bottoms as in Fig. 7. The envelopes for Algorithm A have smaller widths than those for the algorithm with
the uniform time step, which implies that Algorithm A results in better approximations than the algorithm with
the uniform time step. In addition, as the refinement level goes higher, the width of the envelope decreases, and
consequently the price converges to the exact value faster. The envelope of option prices using Algorithm A with
refinement level α = 2 (not shown in Fig. 7) lies between the envelopes with α = 1 and α = 3.
Fig. 8 shows the errors of the option prices using a log–log scale, where the error between the estimated option
price and the exact value is defined by:
(error) = |exact price− estimated price| = |V 0 − V 0|.
When the uniform time step is used, the error from estimated option prices exceeds 1% several times, even when N
is near 1000. Two dotted lines at 10−2 and 10−3 are provided in Fig. 8 for ease of comparison. If Algorithm A is
applied, the errors decrease implying better estimation. For example, Algorithm Awith the refinement level 3 results
in less than 1% of error for N ≥ 200.
The computational cost for lattice methods is dependent upon the number of points in the domain of dependence.
Fig. 9 (Left) shows the computational cost measured by the size of the domain of dependence, that is the number of
360 K.-S. Moon et al. / Computers and Mathematics with Applications 56 (2008) 352–366
Fig. 7. Envelopes of option prices for the European two-asset correlation call option using the binomial method with a uniform time step and
Algorithm A with refinement level α = 1, 3.
Fig. 8. Errors of option prices for the European two-asset correlation call option.
mesh points in the domain. Algorithm A with refinement level 1 or 2 adds a negligible amount of computational cost
compared to the binomial method algorithm with the uniform time step, and even level 3 increases by a small number
only. In order to estimate how much cost increases as the refinement level increases, we plot the difference of the
computational costs between Algorithm A and the uniform time step in Fig. 9 (Right) in log scale. The difference is
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Fig. 9. (Left) The computational costs of the European two-asset correlation call option for various refinement levels and (Right) their differences
using a log scale.
defined by
(cost for Algorithm A)− (cost for the uniform step)
for each refinement level. That is, the figure shows the increase of the computational cost purely due to the increase of
the refinement level. Figs. 7–9 show that the proposed adaptive lattice methods reduce the computational cost of the
uniform lattice discretization and that the proposed method appears to improve the constant of proportionality in the
error.
4.2. European and American one-asset barrier call option
Let us perform numerical experiments for Algorithm B on the European and American one-asset down-and-out
barrier call option [20]. The option is knocked out if the asset price hits the barrier before expiration. A prespecified
cash rebate in the amount of Rebate = 3 is paid out if the option is knocked out before expiration. That is, the payoff
at expiry is
Λ =
{
max(S(T )− K , 0) if min
0≤t≤T S(t) > B
Rebate otherwise.
The current stock price is S0 = 100 and the strike price is K = 100. The barrier is B = 95. The dividend rate is
q = 0.04 and the risk-free interest rate is r = 0.08. The volatility of the relative price change of the underlying asset
is σ = 0.25, and the option has six months to expiry T = 1/2. In case of the European call option, the exact formula
is available in [20] and the option price is C(S0, 0) = 6.7924365750.
When Algorithm A with refinement level 1 is applied to the European one-asset down-and-out barrier call option,
the effect of the refinement is negligible and the estimated option price is very close to that of the uniform grid. In
order to obtain better accuracy, we may apply a higher level of refinements as in Algorithm A. Instead, we propose
to use the adaptive mesh with refinement level 1 for longer ranges of time as another mode of improvement (and call
this Algorithm B in Section 3.2). We observe option prices and errors by introducing the adaptive mesh for various
ranges of time: λ = 10, 20, . . . , 90, 100. Note that Algorithm B extends Algorithm A with refinement level 1 in
time, and that even when Algorithm B is applied for t ∈ [0, T ] (λ = 100), the refinement is performed on a critical
region only so that it still uses both coarse and fine grids, and therefore saves the computation cost. When the adaptive
mesh is applied for the last 70% of the time domain or less (λ ≤ 70), we find little improvement over the uniform
mesh. For the purposes of clarity, the results corresponding to 80% and 100% are presented below. Fig. 10 compares
the price from the binomial method using the uniform time step with the prices from Algorithm B. Fig. 11 shows the
errors for the European one-asset barrier call options using the uniform time step and Algorithm B. These figures
362 K.-S. Moon et al. / Computers and Mathematics with Applications 56 (2008) 352–366
Fig. 10. (Left) Option prices for the European one-asset barrier call option using the binomial method with the uniform time step and Algorithm
B and (Right) the corresponding curves connecting the peaks of option prices.
Fig. 11. Errors of option prices for the European one-asset barrier call option using (Left) the binomial method with a uniform time step and (Right)
Algorithm B with λ = 100.
show that the refinement scheme in Algorithm B improves results over the binomial option pricing algorithm with
the uniform time step.
When Algorithm B is applied to the American one-asset barrier call option, improvements are observed (Fig. 12)
in the sense that the width of the envelope enclosing the graph of option prices is reduced compared to the algorithm
using the uniform grid. Since the exact option price is not available for the American option, the width of the envelope
is one meaningful measure. Similarly to the case of the European option, as λ increases, i.e. as the refinement region
expands, the width of the envelope surrounding the price path decreases.
Fig. 13 plots the computational costs for the European and American one asset barrier options. The figure shows
that the computational cost is increased by only small amounts when Algorithm B is applied to the valuation of the
European or American barrier options.
Remark 4.1. Rc in Section 3.1 is defined so that a call option has both a chance to be in-the-money and a chance
to be out-of-the-money on the fine mesh. The points in Rc are critical, and careful computations are required near
those points. In the case of the barrier option, there exist larger errors near the barrier due to exit events than near the
strike price. Therefore, we introduced fine mesh nodes near the barrier, rather than near the strike price in European
or American one asset barrier call options.
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Fig. 12. Option prices for the American one-asset barrier call option using the binomial method with a uniform time step and Algorithm B.
Fig. 13. The computational costs for pricing of the (Left) European and (Right) American one asset barrier call option.
4.3. European and American options on the maximum of multi-assets
Let us consider a call option on the maximum of two stock indices as in [20] and compare Algorithm A,
Algorithm B and the binomial method with the uniform time step. Its payoff is given by
Λ = max{max{S1(T ), S2(T )} − K , 0}.
The current prices of indices are S01 = 100 and S02 = 105, and their instantaneous proportional dividend yield rates
are q1 = 6% and q2 = 9%, respectively. The volatilities are σ1 = 11% and σ2 = 16% and the correlation coefficient
between the returns on the two stock indices is ρ = 0.63. Time to maturity T is 6 months, the strike price is K = 98,
and the risk-free interest rate is r = 5%. In case of the European option, the formula for the exact value is known as
in [20] and the price is C(S01 , S
0
2 , 0) = 8.0700771849.
Similarly to the results in Sections 4.1 and 4.2, Algorithm A and Algorithm B outperform the binomial method
with the uniform time step in case of the European call option, reducing the width of the envelope for option prices.
See Fig. 14 (Left). Then between Algorithm A and Algorithm B, increasing the refinement level of Algorithm A,
gives better pricing than expanding the refinement range in Algorithm B. This seems to be due to approximation
errors for the asset prices on the fine mesh of Algorithm B at time t < T in the refinement range. In fact,
since the exact option prices on the fine mesh at t < T are not available, approximations need to be used on this
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Fig. 14. (Left) Option prices for the European call option on the maximum of two assets using the binomial method with a uniform time step,
Algorithm A, and Algorithm B and (Right) corresponding curves connecting peaks of option prices.
Fig. 15. Computational costs for pricing the European call option on the maximum of two assets using the binomial method with the uniform time
step, Algorithm A, and Algorithm B.
mesh. The cubic spline interpolation method is used for the estimation on the fine grid points of Algorithm B for
t ∈ [T (1− λ/100), T ) in the current study.
Fig. 15 shows the computational cost so that relative efficiencies can be compared among algorithms. Algorithm
A and Algorithm B improve the convergence over the lattice method using the uniform time step, and they do not
increase the computational cost much.
Algorithm A and Algorithm B can be easily applied to American options, which do not have an exact solution.
Numerical results for American options are similar to those for European options, and are thus omitted here.
The algorithm explained in Section 2.2 can be easily applied to a multi-asset option dependent upon more than two
assets. Fig. 16 shows the prices of the European call option on the maximum of three assets in [21]. The current prices
for three stocks are all 40 and their strike prices are 30. The risk-free interest rate is 0.1 and the correlation matrix
among three stocks is given by0.3 0.9 0.90.9 0.3 0.9
0.9 0.9 0.3
 .
From [21], the exact value is 16.371. More research is being performed on this.
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Fig. 16. Option prices for the European call option on the maximum of three assets using the binomial method.
5. Conclusions
The adaptive mesh methods have been applied to both European and American multi-asset options, including
barrier-type options. In the computational experiments, both adaptive approaches, Algorithm A and Algorithm B
reduce the computational cost of the uniform lattice discretization. Algorithm A may outperform Algorithm B in
some cases because Algorithm B requires approximate values on fine grids at t < T , and these are not as accurate
as the ones for the time of expiry. We are working on a variant of Algorithm B as a future research direction, which
applies the adaptive mesh with higher refinement levels over various refinement ranges in time. We are also working
on questions raised in the numerical section above.
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