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Abstract
Semiconductor lasers are unequaled efficient light sources, reaching efficien-
cies of more than 70%. Nevertheless, thermal limits govern their reliable
application, in particular in the field of high power densities. The analysis
of thermal properties and degradation processes in such devices contributes
essentially to the understanding of these limits. This work exploits thermog-
raphy as an innovative analytical technique for such purpose. Starting from
measurements of the thermal emission from semiconductor laser structures,
the thermographic methodology is discussed, taking into account the physical
properties of the semiconductor materials. Basing on these considerations,
experimental studies on thermal characterization of high-power laser diodes
are presented.
Planck’s law allows for a radiometric detection of temperatures. In this
work, the important physical parameter emissivity is measured spectrally
resolved for both semiconductors and semiconductor laser structures and is
related to fundamental physical properties. Based on that, methodological
aspects are discussed, which are affected on the one hand by the omnipresent
thermal radiation and on the other hand by the partial transparency of the
semiconductor materials. The resulting analytical capacities allow, for in-
stance, for the determination of the thermal properties of complex high-power
lasers of a wide range of different designs in a spatio-temporally resolved
fashion. Furthermore, does the knowledge of the involved thermal time con-
stants allow for an extraction of localized peaks of the infrared emission
that is analyzed for its relationship with device degradation. The output
power of high-power devices is fundamentally limited by the catastrophic
optical damage, an abrupt degradation process that is induced significantly
by reabsorption of laser radiation at the front facet. This process is ana-
lyzed spatio-temporally resolved with help of a combined thermography and
optical near-field technique. Extending the detection range down to shorter
wavelengths allows for imaging of radiative transitions that are related to de-
fect centers. Such additional luminescence components are characterized and
interpreted as radiative signatures of gradual device degradation processes.
Keywords:
Thermography, Semiconductor Lasers, High-Power Laser Diodes, Infrared
Spectroscopy, Emissivity, Reliability, Catastrophic Optical Mirror Damage,
Degradation
Zusammenfassung
Halbleiterlaser stellen mit über 70%Wirkungsgrad einzigartig effiziente Licht-
quellen dar. Dennoch ist ihre zuverlässige Nutzung, insbesondere im Be-
reich hoher Leistungsdichten, von thermischen Limitierungen geprägt. Einen
grundlegenden Beitrag zu deren physikalischen Verständnis leistet die Analy-
se der thermischen Eigenschaften und Degradationsprozesse solcher Bauele-
mente. In dieser Arbeit wird hierzu die Thermographie als innovative Analy-
semethode untersucht. Ausgehend von Messungen der thermischen Emission
von Halbleiterlaserstrukturen wird die Methodik der Thermographie unter
Berücksichtigung der physikalischen Eigenschaften der Halbleitermaterialien
diskutiert. Darauf aufbauend werden experimentelle Studien zur thermischen
Charakterisierung von Hochleistungslaserdioden vorgestellt.
Das Plancksche Strahlungsgesetz erlaubt die radiometrische Ermittlung
der Temperatur. Die wichtige physikalische Kenngröße Emissivität wird in
dieser Arbeit für Halbleiter und Halbleiterlaserstrukturen spektral aufgelöst
gemessen und auf fundamentale physikalische Eigenschaften zurückgeführt.
Auf dieser Grundlage werden methodische Aspekte der Thermographie disku-
tiert, welche einerseits durch die omnipräsente thermische Strahlung und an-
dererseits durch die teilweise Transparenz der Halbleitermaterialien geprägt
sind. Die daraus folgenden analytischen Fähigkeiten erlauben unter ande-
rem die orts- und zeitaufgelöste Bestimmung der thermischen Eigenschaften
von komplexen Hochleistungslasern unterschiedlichster Bauart. Darüber hin-
aus ermöglicht die Kenntnis der beteiligten thermischen Zeitkonstanten die
Extraktion von lokalen Überhöhungen in der Infrarotemission, deren Zusam-
menhang zur Degradation der Bauelemente untersucht wird. Eine grundsätz-
liche Begrenzung der Ausgangsleistung ist durch einen abrupten Degradati-
onsprozess gegeben, welcher maßgeblich durch eine Reabsorption der Laser-
strahlung an der Frontfacette verursacht wird. Mithilfe einer kombinierten
Thermographie-Nahfeld-Messung wird dieser Prozess orts- und zeitaufgelöst
analysiert. Die Erweiterung des Messfensters zu kürzeren Wellenlängen hin
erlaubt die Detektion strahlender Übergänge unter Einbeziehung von De-
fektzentren. Diese zusätzlichen Lumineszenzbeiträge werden charakterisiert
und mithin wird gezeigt, daß sie als strahlende Signaturen von graduellen
Degradationsprozessen aufzufassen sind.
Schlagwörter:
Thermographie, Halbleiterlaser, Hochleistungslaserdioden,
Infrarot-Spektroskopie, Emissivität, Zuverlässigkeit, COMD, Degradation
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Chapter 1
Introduction
Semiconductor lasers have made their way to everyday life and serve as in-
dispensable, efficient, compact, and reliable light sources in numerous ap-
plications. A novel class of these lasers aims at boosting the available out-
put power towards the kilowatt range. The successful development of such
high-power laser sources will lead to novel applications in terms of a wider
penetration of photonic technologies into the society. Currently, high-power
laser diodes serve as the pump source for solid state lasers or are applied
directly with increasing importance. Application is found, e.g., in material
processing, medicine, display, and printing systems.[1–4]
The huge electrical and optical power densities that are turned over in
these devices lead to a substantial heating. Since the crystal lattice tempera-
ture is a key parameter in all optoelectronic devices, all materials parameters
and processes in semiconductor lasers depend on it. Consequently, heating
directly influences the spectral properties and the efficiency of the device;
and the ability to control it eventually decides about the applicability of the
device.
Although high-power laser diodes already show impressive output-power
levels up to 1 kW from one single monolithic laser device,[5–8] and electrical-
to-optical power conversion efficiencies of better than 70%,[9–11] one key
issue in further market penetration is reliability. Only until a long enough
lifetime (e.g., > 2 × 104 h, [12]) is guaranteed some industrial applications
will be implemented. Large consortia worldwide deal with reliability issues of
laser diodes, e.g., BRIOLAS in Germany,[12, 13], WWW.BRIGHTER.EU in
the EU,[14], and SHEDS in the USA,[15]. There, reliability improvement is
seen as the primary task, even more important than a further output-power
increase. Also to this end the thermal performance becomes increasingly
important, owing to the high power densities.
Consequently, techniques for the determination of temperature distribu-
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tions in semiconductor lasers are required for the design and quality assess-
ment of high-power devices. A convenient and non-invasive way to probe
temperature distributions, in particular in extended devices such as laser ar-
rays and stacks of arrays, is analyzing the emitted thermal radiation with
a thermography system. Although thermography has a rich application
range,[16–19] thermography of semiconductor lasers is still a novelty, with
only a few rather qualitative tracks in literature.[20–31] The strength of the
thermography concept originates from the universality of Planck’s law for
an ideal blackbody.[32–34] For a real laser device, however, such radiometric
temperature measurements are challenging because of the physical properties
of the semiconductor materials the laser consists of. Most importantly, the
semiconductor materials are semitransparent for the probed thermal radia-
tion, an issue that has been largely ignored so far.
The motivation for this thesis is to explore the applicability of thermog-
raphy as novel analytical tool for semiconductor lasers, in particular for high-
power laser diodes and laser arrays and to provide the first comprehensive
study of this novel tool regarding its fundamental physical and technical
prerequisites, the difficulties that arise from the physical properties of the
semiconductor device, and to give distinct original examples for applications.
The outline of this thesis is as follows:
Chapter 2 introduces basic concepts and methods which are relevant
for the subsequent work on thermography of semiconductor lasers. Con-
sequently, first, basic principles of quantum-well semiconductor lasers are
introduced and the analyzed high-power laser samples are described. This
introduction involves thermal effects in semiconductor lasers, peculiarities of
high-power semiconductor lasers, and physical aspects about the degrada-
tion of such devices. Thermal radiation mediates the temperature informa-
tion from the laser sample toward the detecting camera system, hence basic
principles of the thermal radiation emitted from a blackbody and the modi-
fications in case of real materials are introduced. To complete this chapter,
the important spectroscopic techniques applied in this work are discussed for
their basic properties.
Chapter 3 provides experimental data about the thermal emission from
semiconductor lasers. A spectrally resolved measurement of the important
parameter emittance, together with transmittance and reflectance, of laser
bars and bulk GaAs reference samples is performed and their characteristics
are related to the properties of the semiconductor materials and the laser
device structure.
Chapter 4 provides the necessary information for thermography of semi-
conductor lasers. This chapter on methodology involves the description of
3the thermography setup and of an appropriate procedure for the extraction of
temperature distributions taking into account the findings from Chapter 3.
A rigorous analysis of thermal images from semiconductor lasers needs to
account for the semitransparent nature of the laser diode for the thermal
radiation. For the case of highly spatially resolved thermography the ther-
mal radiation propagation inside the laser and effects from diffraction limited
imaging are discussed.
Chapter 5 explores the applicability of thermography as a novel analyt-
ical tool for high-power semiconductor lasers, in particular for the important
aspect of laser reliability. Five original case studies are presented. As a typi-
cal application, transient thermography of high-power laser bars, focused on
the influence of the heat-sink scheme, is presented. In extending the applica-
ble range of thermography for the analysis of transient thermal phenomena in
laser diodes, synchronous undersampling lock-in thermography is introduced.
In a second case study, a thermographic method is developed that can, in
particular, detect temperature hot-spots in high-power cm-bars. Statistical
results from a large number of experiments provide a basis for the correlation
of such hot-spots with defects. A third case study deals with the catastrophic
optical damage (COD) of high-power laser diodes. A novel approach is devel-
oped that applies thermography for spatio-temporally-resolved monitoring of
the catastrophic process. Further, the extension of the usable spectral range
of the thermographic camera towards shorter wavelengths (i.e., λ < 3 µm)
allows for detection of an additional infrared emission from the substrate of
GaAs-based semiconductor lasers. In the last two case studies this extra
emission is analyzed for its physical origin and an application using it as a
probe for laser degradation is demonstrated.
Chapter 6 concludes this thesis and gives an overview of the major
findings and achievements.
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Chapter 2
Basic Concepts and Methods
This chapter introduces concepts and methods relevant for the subsequent
chapters on thermography results of high-power semiconductor lasers. The
first sections provide an overview of important concepts and principles in
semiconductor lasers: photon generation in quantum-well lasers, thermal
effects arising from imperfect electrical-to-optical power conversion, pecu-
liarities in high-power devices, physical aspects of the degradation of laser
diodes. The laser-diode samples used in this thesis are described as well. In
the second section the basic concept behind thermal radiation and its spec-
tral distribution are introduced. The generality of Planck’s formula, derived
within the framework of the blackbody concept, is modified for real materi-
als. The third section reviews the major spectroscopic techniques applied in
this thesis. Thermography is introduced as a powerful technique for temper-
ature determination of nearly arbitrary materials and competing alternative
techniques are reviewed. Additional spectroscopic methods are applied in the
present work, such as Fourier-transform infrared spectroscopy, photoelectri-
cal spectroscopy, and near-field optical microscopy which are introduced for
their very basic concepts.
2.1 Quantum-Well Laser Basics
In this thesis, in-plane or edge-emitting laser diodes are discussed and de-
noted by the term semiconductor laser, having in mind that later on more
specifically high-power broad-area laser diodes or arrays of such laser diodes
are analyzed. Nevertheless, most of the basic relations also apply to other
resonator geometries. On the other hand, other concepts such as the quan-
tum cascade laser that relies on radiative intersubband transitions are not
considered in the following.[35]
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The advent of highly precise growth techniques (molecular-beam epitaxy,
metalorganic vapor-phase epitaxy) enabled the utilization of quantum-well
(QW) structures for the active region of laser diodes.[36] These are known for
a number of advantages, for instance, a low threshold current density, high
efficiency, and narrow gain spectrum. Following, some of the basic principles
are given, mainly in accordance with Refs. 37–44.
2.1.1 Photon Generation in Quantum Wells
Quantum effects come into play when the electron can be spatially confined
to a region (e.g., a QW) Ly smaller than its de Broglie wavelength.
The QW in a laser diode is usually built from an undoped (intrinsic)
direct-band-gap semiconductor of a thickness around 10 nm with band gap
energy Eg similar to the desired photon energy hν, surrounded by materials
with higher band gap energy. In order to have a confining one-dimensional
potential (in y) for both electrons and holes the band edge discontinuity must
be of type I, that is positive conduction band (CB) and valence band (VB)
offsets between well and barrier.
Electrons in such a QW are treated as a two-dimensional (2D) electron gas
forming subbands with quantized energetic states Ey(j) (j - main quantum
number) in the direction of confinement (in y-direction) and otherwise (in
xz-plane) free dispersion. In the so-called effective mass or envelope function
approximation the single-particle electronic wave functions Ψ(r) = eikrujk(r)
that satisfy the Schrödinger equation in a periodic bulk potential can be sep-
arated into the envelope functions ψ and the lattice-periodic Bloch functions
u yielding
Ψ(r) = ψj(y)eikxxeikzzuj(k=0)(r) . (2.1)
Here, r is the spatial coordinate, and k is the wave vector. The ψ (length
scale ∼ QW thickness ∼ 10 nm) are considered to be slowly varying against
the u (length scale ∼ lattice constant ∼ 5 Å). The k-dispersion then has the
following form
Ecj(k) = E0c + Ey(j) +
~2k2xz
2m∗c
∼ E0c +
~2
2m∗c
(
jpi
Ly
)2
+ ~
2k2xz
2m∗c
, (2.2)
where for the latter approximation infinitely high barriers are assumed. E0c
is the CB edge and m∗c the electron effective mass. For the holes in the
individual VBs1 similar relations hold. The photon energy hν = Ecj − Evi
of an optical transition between the j-th CB subband Ecj and the i-th VB
1Of immediate interest in laser diodes are only the heavy and the light hole bands.
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subband Evi is thus given by the band gap energy of the QW (Eg = E0c −E0v)
plus the confinement energies of the electrons and holes in the CB and VB.
This treatment works appropriate for most heterostructure-related problems
in the vicinity of the Γ-point. Further away the energy dependence of the ef-
fective mass m∗c(E) needs to be accounted for by introducing nonparabolicity
corrections (cf. section 3.2.2).
The density of states of each CB subband is a constant, resembling a
step-like shape
Dc(E) =
m∗cj
pi~2Ly
, for Ecj(k = 0) ≤ E ≤ Ec(j+1)(k = 0) , else 0 . (2.3)
For the VB an analogous expression for Dv(E) and m∗v holds. The joint
density of states (JDOS) that combines both bands for optical transitions
is again a step function and is given by D−1r = D−1c + D−1v , with a reduced
effective mass (m∗r)−1 = (m∗c)−1 + (m∗v)−1.
In a laser diode the QW is sandwiched in a heavily doped pn-junction,
and under forward bias condition quasi thermal equilibria of both the CB
and the VB subbands can be assumed since intraband thermalization is much
faster than interband relaxation (∼ 100 fs versus ∼ 1 ns), described by the
Fermi distributions2
fc(E) =
1
exp
(
E−Fe
kT
)
+ 1
and fv(E) =
1
exp
(
Fh−E
kT
)
+ 1
(2.4)
with the quasi Fermi energies for electrons Fe and holes Fh, the Boltzmann
constant k, and the temperature T .
The gain for such transitions with photon energy hν = Eij = Ecj − Evi
is given by
gij(hν) =
e2h
2m2eε0nc
|M(Eij)|2
hν
Dr(hν)(fcj − fvi) = gmax(Eij)(fcj − fvi) , (2.5)
where fcj = fc(Ecj), fvi = fv(Evi), and the constants are: e - elementary
charge, ε0 - vacuum permittivity, n - refractive index, c - speed of light in
vacuum, me - electron mass. The relation for the gain can be divided into a
material-related maximum material gain gmax and the Fermi inversion factor
(fcj − fvi), which depends on the strength of (electrical) pumping and thus
increases with current-injection level.
The two ingredients in gmax are the JDOS and the transition matrix
element |M(Eij)|2 = |〈cj|P|vi〉|2 between the two subbands. Where the in-
teraction of the incident electromagnetic wave with the electron is given by
2k, the Boltzmann constant must not confused with the wave vector k.
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an Hamiltonian of form Hint = −(e/m)A · P constituting of the vector po-
tential A und the momentum operator P . The dominant transitions that are
induced are the electronic dipole transitions, such that a usual approximation
of Hint = −D · E is given by a dipole interaction between the electrical field
E and the electronic dipole moment D = eR. The calculation of |M(Eij)|2
for a QW is involved owing to the complicated VB structure. In the case
of bulk materials, the interband matrix element can be approximated by
|Mcv|2 ≈ EPme/6, with the Kane energy EP , which is almost a constant of
20-30 eV for most III-V compounds.
In order to achieve a net optical gain for transitions between the subbands
with energies Ecj and Evi, a sufficient condition is given by
Fe − Fh > Ecj − Evi = hν . (2.6)
This condition, formulated by Bernard and Durrafourg, is understandable
from the fact that in order to have gij(hν) > 0 the Fermi inversion factor
needs to be positive, i.e., fcj > fvi. The total gain g(hν) for a certain energy
hν is a sum over all subband combinations with Ecj(k = 0)−Evi(k = 0) < hν.
The dipole selection rules allow only j = i transitions, where the strongest is
usually the i = j = 1 one. Besides, Eq. (2.6) sets a lower limit for the diode
forward bias to U > hν/e.
The net rate of stimulated emission (i.e., the generation rate of stimu-
lated photons per unit time) is related to the total gain spectrum (i.e., the
generation rate of stimulated photons per unit length) by
Rstim(hν) = g(hν)Nγ(hν)c/n , (2.7)
with the photon density Nγ(hν). Without population inversion (i.e., Fe −
Fh < hν) net absorbtion occurs, leading to the usual expression for the
absorption coefficient as negative gain (and vice versa) α(hν) = −g(hν).
2.1.2 Laser Threshold for Fabry-Pérot Lasers
The advantage of using a QW in the active region becomes clear directly from
Eq. (2.5). The reduced dimensionality in the JDOS assures, in combination
with the Fermi factor, a much narrower gain spectrum than in the bulk-
materials case with, ideally, a step-like onset at hν = Ecj(k = 0)−Evi(k = 0).
As a result, the threshold current, that is the amount of carrier injection to
achieve population inversion, can be drastically reduced. This is one of the
reasons for the application of quantum-wire and quantum-dot (QD) gain
materials with even further enhanced electronic confinement.
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The beneficial effect of incorporating a (biaxial) strain on the band struc-
ture through strained growth of the QW layers has lead to a further decrease
of the laser threshold.[45, 46] The main effect is the reduction of the VB
effective mass, at best under a compressive strain, which reduces the quasi
Fermi level of the electrons, given a constant separation of the quasi Fermi
levels according to Eq. (2.6).
The relation between gain and electrical injection current I and with the
carrier density N can be approximated by
g = g0 ln
(
I
Itr
)
= g0 ln
(
N
Ntr
)
, (2.8)
where the parameters Itr and Ntr relate to the values at transparency of the
active medium.
The gain medium amplifies radiation under injection of carriers. In order
to form a laser (oscillator), optical feedback is necessary. The solution used
for the present devices is the Fabry-Pérot resonator (in the z-direction), which
is provided from cleaving the semiconductor structure perpendicular to the
layer plane. Additional coating of the such formed facets (cf. section 2.3)
to reflectivities of R1 and R2 provides optimized outcoupling performance.
The condition for lasing threshold gain is given from the requirement of unit
photon gain after one roundtrip in the resonator of length L
1 = exp [(Γgth − αi − αm) 2L] , (2.9)
which is satisfied at a modal gain that compensates for all the losses occur-
ring from internal optical absorption in the resonator αi and from imperfect
reflection at the mirrors αm
Γgth = αi + αm = αi +
1
2L ln
( 1
R1R2
)
. (2.10)
The confinement factor Γ is the ratio between the volume of the gain medium
and the volume of the optical mode. Its numerical value (in high-power
broad-area lasers typically on the order of 1%) is defined by how tight the
optical mode in such a resonator is guided relative to the volume of the QW
(or of multiple QWs) fed with minority carriers. The optical confinement in
the directions perpendicular to the resonator axis (i.e., in x- and y-directions)
can be provided by surrounding layers of lower refractive index than the
QW. In growth direction, for instance, the QW and additional high-index
waveguide layers are sandwiched between low-index cladding layers.
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2.2 Thermal Effects in Semiconductor Lasers
2.2.1 Heat Sources and Losses
Heat is created in semiconductor lasers due to partial energy transfer from
the carriers to the crystal lattice. Heating leads to an increase in the lattice
temperature and eventually to a degradation in device performance because
the heat generating processes are themselves temperature dependent leading
to more heat at higher temperature. The most important heat generation
processes and losses are given in the following.[37, 39, 47]
Joule heat: The finite resistivity of the semiconductor materials leads to
heating in all semiconductor layers via inelastic carrier scattering with
the lattice.
Excess bias heat: An excess in the externally applied forward bias above
laser transition energy allows for cooling of the carriers via the emission
of phonons. Condition (2.6) requires the quasi Fermi-level separation
to be larger than the laser-transition energy and, consequently, the
applied bias to be larger than that. Since the laser diode consists of a
heterostructure with various band gap energies and CB and VB offsets,
a proper band alignment requires a further increase in the externally
applied potential. The finite resistivity of the layers around the active
region leads to a small potential drop as well.
Nonradiative recombination heat: The nonradiative recombination of
electron-hole pairs via defects, via states at semiconductor interfaces
and surfaces, and Auger recombination release phonons. The carriers
are either electrically injected or photoexcited and predominantly re-
combine at the pn-junction, or leak out into adjacent layers where they
recombine afterwards.
Optical absorption heat: Interband absorption of spontaneous radiation
and, above lasing threshold, additionally of stimulated radiation, leads
to carrier-pair generation and to heating via subsequent nonradiative
recombination. This process dominates in layers of band gap energy
smaller than the photon energy, e.g., in the QW and the substrate (via
transmission through waveguide and cladding). In the gain, waveguide,
and cladding regions free carrier absorption of spontaneous and stimu-
lated radiation occurs, with subsequent cooling of the hot carriers.
Surface heat sources: In addition to the heat generated in the bulk of the
laser structure, a fraction is generated at the front and rear facets.
These surfaces are in contact with the surrounding air and are a dis-
continuity of the crystal lattice, which leads, among other effects, to
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surface states that predominantly serve as nonradiative traps. Optical
absorption at the facets, consisting of a semiconductor-coating inter-
face with additional surface contaminants such as oxides or pollutants,
leads to additional heating.
Radiative losses: Beside the nonradiative losses that lead to heating, also
radiative losses lower the efficiency of a semiconductor laser. Most
importantly, the spontaneous emission generated in the QW pumps the
stimulated emission. Furthermore radiative recombination (interband
or via radiative recombination centers) either through electrically or
optically injected minority carriers (see section 5.4 for an example) is
possible.
2.2.2 Heat Propagation and Thermal Properties
The above mentioned processes heat the semiconductor laser and the heat
spreads throughout the device leading to a temperature distribution. Any
temperature probing technique measures either a transient or a stationary
temperature distribution. In solid-state, heat transfer is mediated by con-
duction and the transient heat conduction flux equation is given by [39]
∇ · (λT∇T ) = λT
χ
∂T
∂t
− gT , (2.11)
where T is the temperature, t is the time, λT is the thermal conductivity, χ
is the thermal diffusivity, and gT is the power density of the heat sources.
The two material parameters λT and χ are related by
χ = λT
Cρ
, (2.12)
where C is the specific heat and ρ the density.
The quantities λT, χ, and gT are temperature dependent, which makes
Eq. (2.11) non-linear. The temperature dependence of λT can be approxi-
mated by a power law in a wide range around room temperature [39, 48]
λT(T ) = λT,0(T/K)n , (2.13)
where the exponent for many III-V binaries is −1.6 ≤ n ≤ −1.2 and λT,0
is a constant. Consequently, the heat removal from the heat sources falls
off nearly inversely with increasing temperature. An additional temperature
dependence of χ is given by that of C. For a wide temperature range above
room temperature it can be linearly approximated for most III-V binaries
[39, 48]
C(T ) = C0 + ∆C · (T/K) , (2.14)
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where ∆C/C0 ∼ (1−4)×10−4 and C0 is a constant, i.e., an almost negligible
increase for the temperature rises experienced during laser operation.
Furthermore λT depends on the semiconductor alloy and exhibits a pro-
nounced nonlinear behavior (i.e., bowing). Ternaries, for example, have a
much lower thermal conductivity than the related binary alloys. The rea-
son is alloy scattering which makes quaternaries particularly bad thermal
conductors.[37, 39, 48]
Solutions for the differential equation (2.11) or its stationary counterpart
are usually implemented for specific devices by the finite element method
(FEM). In cooperation with expert external groups such simulations are used
for comparison of the experimental results of this thesis, e.g., in Refs. 49
and 50 and in sections 4.3.1 and 5.1.
In many practical situations, if knowledge about the temperature dis-
tribution is not needed and only the temperature at the active region is
important, the heat propagation can be characterized by the phenomeno-
logical parameter thermal resistance Rth. The temperature increase that
corresponds to a certain heat power Pheat is given by
∆T = RthPheat = Rth(UI − Pout) . (2.15)
This relation allows for the approximate determination of the active region
temperature relative to that of the heat sink by the single parameter Rth,
provided the electro-optical characteristics (Pout - optical output power, U -
forward voltage, I - injection current) are known. In section 5.1 this approach
is used for the characterization of the transient thermal behavior of high-
power diode laser bars mounted on different heat sinks.
2.2.3 Laser Performance Considerations
The main part of the heat is created within the active region (i.e., at the
pn-junction) because both electrons and holes are electrically injected into
it and since the photon density is highest there. All losses sum up and the
overall wall-plug efficiency (WPE) is nowadays in the best case slightly better
than 70%,[9–11] but usually it is closer to 50− 60%, which results in a large
amount of excess heat. Output powers of up to 1 kW from a single 1-cm-wide
and 100-µm-high facet have been reported, although typical values are rather
around 100 W.[5–8] For devices with such typical (or maximal, respectively)
output powers from 1 mm (5 mm) long cavities this results in excess heat
densities of 104 Wcm−3 (2× 105 Wcm−3) for WPE=0.5. The extremely high
heat density that needs to be dissipated via a heat sink of footprint 0.1 cm2
(2× 0.5 cm2) is about 1 kWcm−2 in both cases.3
3The devices with maximal power are cooled from both top and bottom.
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Consequently, a big effort is directed towards increasing the WPE and
optimizing the cooling of the device (cf. section 2.3.1). A reduction from,
say 40% to 20% excess heat (i.e., WPE=0.6 to 0.8) would mean for a 102 W
(103 W) output-power device a reduction of cooling need from 67 W (670 W)
to 25 W (250 W). Such improvement would result in an even more widespread
application of high-power devices, even in mobile devices.
All mentioned heating processes/losses increase with rising temperature
and even the thermal resistance (inverse of the thermal conductivity) does.
Such an increase in temperature is provided by self-heating (i.e., due to
the losses) of the laser diode during regular operation. Regarding the large
number of loss processes, an exact microscopic treatment of the temperature
dependent Pout is extremely difficult, even more since those processes are
interdependent and each of them follows different temperature dependencies.
A phenomenological treatment of the output power of a laser diode above
lasing threshold involves the two phenomenological parameters threshold cur-
rent Ith and differential quantum efficiency ηd [37, 39, 42]
Pout(I, T ) = ηd(T )
hν
e
[I − Ith(T )] . (2.16)
The threshold current is a measure for all losses at threshold, whereas ηd
describes the number of outcoupled stimulated photons of energy hν per
injected electron of charge e, both of which can be determined directly from
the measured Pout-I-curve. The temperature dependence of the threshold
current is usually approximated by
Ith(T ) = I0 exp (T/T0) , (2.17)
where T0 is taken as constant near room temperature, and values close to
300 K indicate a good temperature stability. For ηd a similar relation can be
given, however, with a much larger negative T0 as for the Ith relation.[42]
The maximal Ith can be derived from inserting Eq. (2.17) into Eq. (2.15)
[51]
Ith,max(T0, Rth) =
T0
RthU
, (2.18)
which demonstrates that a high T0 and a low Rth (cf. section 2.3.1) are vital
prerequisites for achieving a low Ith, in particular for such high-power devices
mentioned above. Equation (2.17) only holds for a limited temperature range
since T0(T ) is decreasing with temperature, because, in particular at elevated
temperature, the mentioned losses increase nonlinear. Thus, self-heating at
high injection currents increases Ith which leads to the so-called thermal
rollover where Pout falls off with increasing I, and, if Ith > Ith,max(T0, Rth),
lasing becomes impossible at all.
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2.3 High-Power Semiconductor Lasers
2.3.1 Major Fabrication Steps and Techniques
The fabrication of high-power semiconductor laser diodes involves three ma-
jor steps from epitaxy until final application. Figure 2.1 illustrates the device
geometry of a typical cm-bar and serves for reference in this section.
Materials system and epitaxy: The vast majority of high-power laser
diodes in the visible to near-infrared spectral region are implemented on
GaAs or InP substrates, where GaAs-based devices, of exclusive concern
in this thesis, cover wavelengths between 630 and 1060 nm.[52] The epi-
taxial layer structures employ binary, ternary, and quaternary alloys of the
(AlGaIn)-(AsP) III-V compound family4. In order to avoid detrimental mis-
fit dislocations, the thick waveguide and cladding layers need to be lattice
matched to the (100)-oriented GaAs substrate, in contrast to the QW which
is commonly strained to facilitate a higher wavelength agility and for reasons
of threshold reduction.
Epitaxial growth of modern high-power laser diodes demands, amongst
others, for accurate thickness control on the nm-scale because of the employed
QW-gain region. On the other hand, a high throughput is necessary for eco-
nomical reasons. Both boundary conditions are fulfilled by molecular-beam
epitaxy and metalorganic vapor-phase epitaxy (MOVPE) which facilitate
growth rates of up to 1− 2 µm/h.[52, 53]
Processing: Optical waveguiding in the layer plane is usually provided ei-
ther by gain guiding or by index guiding.[39, 53, 54] Gain guiding for the
planar stripes used in this work is facilitated by restricting the injection cur-
rent to a narrow window via metallization of the stripe region and passivation
of the outer regions by electrically insulating layers (e.g., SiNx, SiO2) or by
ion implantation (e.g., by He+ ions).
The next step is metallization of the top and bottom sides.[53, 54] De-
pending on the semiconductor material and the doping several different met-
als are regularly evaporated or sputtered on the highly-doped semiconductor
contact layers. Ohmic contacts for efficient current injection are formed by
thermal alloying.
If lateral arrays (i.e., bars) are produced, the individual emitters are elec-
trically (though still connected through the substrate and n-contact metal)
4Throughout the thesis abbreviations for the semiconductor alloys are used according
to Appendix F and Ref. 43. The main reason for that is nondisclosure of the manufacturers
which does not allow for citing exact compositions and layer thicknesses.
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Figure 2.1: (a) Schematic of a typical high-power cm-bar device with 25 emit-
ters as used for sample QW-808-1-bar. The bar is soldered with AuSn onto a
CuW heat sink that is soldered with In onto a thin micro-channel heat sink. (b)
Schematic of a single individual emitter of the bar. The active stripe is 200 µm
wide. The geometry is p-side down. (c) Schematic of the epistructure with p-
metallization. The standard coordinate system of this thesis is indicated.
and optically separated by deeply etched grooves, which also prevent lasing
perpendicular to the designed resonator axis.
From cleaving mostly perfect and parallel mirrors are formed at the front
and rear facet. The subsequent facet processing serves for protection pur-
poses and reflectivity control. The most severe limitation regarding the facets
is due to COD (cf. section 5.3). Several different proprietary techniques for
facet passivation, including cleaning and coating, exist that all aim at a re-
duction of additional facet heat sources. Since after cleaving the laser facets
exhibit (normal-incidence) reflectivities of ∼ 30%, additional high-reflection
(HR) at the rear facet and anti-reflection (AR) coating at the front facet sup-
port reflectivities of & 90% and ∼ 3 − 20%, respectively, in order to direct
the laser beam out of the front facet only.
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Packaging and cooling: The high power densities achieved during oper-
ation of high-power laser diodes and, in particular, of laser arrays demand
for highly efficient cooling.[55] Usually, a high-power laser diode is soldered
p-side down onto a rigid heat sink which simultaneously acts as the anode.
The cathode is either provided by wire bonding or soldering of metal sheets
onto the top n-contact metallization.
The thermal resistance of the assembly represents an important key fig-
ure in packaging. With regard to Eqs. (2.15) and (2.18) the lowest possible
values are vital for high-power operation. The heat is dissipated either by a
conductive heat sink, usually made from copper, mounted on a thermoelec-
tric cooler, or by a convective heat sink, where the (copper) block contains
several micro channels. The coolant that is usually water flows with a con-
stant rate only some 100 µm below the semiconductor chip. Optimized heat
sinks with micro-channel widths on the order of 100 µm outperform conduc-
tive heat sinks by almost an order of magnitude and reach numerical values
significantly smaller than 1 K/W.[55, 56] In section 5.1 a comparison of the
transient thermal behavior of the two heat-sink types is discussed.
Since the mismatch of the coefficient of thermal expansion (CTE) between
the semiconductor chip and the heat sink introduces a strain in the thin
semiconductor chip during soldering, much attention is drawn towards CTE-
matched heat sink concepts (cf. sections 2.4, 5.2). This is the main reason
why for extended devices such as laser arrays the standard Cu heat-sink,
where the semiconductor chip is soldered on with In, is nowadays about
to be replaced by CTE-matched heat-sink materials like CuW. Besides this
issue, a CTE-matched heat sink allows for a stiff solder like AuSn which
shows long-term reliability superior to In.[56]
2.3.2 Output Power Scaling
Since there is an ever-growing demand for reliable high output powers, certain
power scaling techniques can be explored. Even for highly efficient devices
such scaling needs to take into account several issues that limit the available
parameter space. Among others, thermal power management is one of the
key issues that makes a tool like thermography for thermal analysis necessary.
Stripe width scaling: Widening of the stripe directly scales the achievable
output power but at the price of a reduced beam quality. Lasers with
wide stripes (∼ 50 − 200 µm) are called broad area (BA) lasers and
allow, in contrast to single-mode lasers with narrow stripes, multiple
spatial modes. Lateral mode instabilities and filamentation can result,
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leading to a higher risk for COD failure (cf. section 5.3). The total dis-
sipated thermal power that can be removed by heat conduction limits
the stripe width to about 200 µm.[54]
Resonator-length scaling: Longer resonators allow lower threshold cur-
rent densities due to reduced mirror losses.[57] The main effect at high
powers is, however, the lower thermal resistance for longer devices,[5, 7,
8] which leads to a later thermal roll-over.[5–8] Common values for the
resonator length are around 1 mm and reach up to 5 mm for ultra-high
output powers.[5–8] On the down-side, the facet area stays constant
during power scaling, being principally limited by COD.
Lateral array formation: Alignment of the stripes into an array with pas-
sive regions in between scales the output power.[54] However, the in-
dividual beams need to be coupled and the strain that is induced due
to CTE mismatch between semiconductor and heat-sink materials can
enhance power-degradation (c.f. sections 2.4, 5.5). A typical width for
high-power devices is 1 cm (i.e., cm-bar) containing 19-100 individual
emitters. The thermal power-density limitation also limits this power
scaling technique to filling fractions significantly below 1.
Vertical array stacking: A further output-power increase to the kW-range
is achieved by vertical staking of arrays.[4]. This uncouples the (lateral)
arrays thermally, but also optically. Hence, even more involved as for
the lateral arrays, collimating optics for beam combination is necessary.
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2.4 Physical Aspects of Semiconductor Laser
Degradation
2.4.1 Defects in Semiconductors
Degradation of semiconductor optoelectronic devices is intimately related
to the presence of defects. The crystalline long-range periodicity is inter-
rupted by the emergence of defects leading to distortions in the electronic
band structure and to the generation of additional localized electronic states.
Those cause additional electron and photon scattering, absorption, and emis-
sion, and may behave as acceptors or donors at various energetic positions
within the band gap. The presence of defect states lowers the nonradiative
lifetime because defect sites often serve as nonradiative recombination centers
(traps), in this way directly lowering the internal quantum efficiency.
The classification of crystal defects is traditionally inspired by their di-
mensionality. [58, 59] Point defects are zero-dimensional. Native or intrinsic
point defects can consist of anti-sites, vacancies, and interstitial. Extrinsic
point defects are divided into substitutional and interstitial ones. The size
of point defects varies from single atoms to clusters and large complexes
of them. One-dimensional defects are dislocation lines. Two-dimensional
defects are, e.g., dislocation loops and stacking faults. Three-dimensional
defects are, e.g., precipitates, inclusions, voids, and stacking faults.
Another classification of defects is given by their energetic configuration.
Two principal classes need to be distinguished. First, defects that effectively
behave like hydrogen atoms within the host crystal have an electronic struc-
ture that can be approximately described by an effective mass. They are
called hydrogenic impurities or shallow impurities with very small binding
energies (< 100 meV) compared to the band-gap energy, and are easily ion-
ized at room temperature. The second class, so-called deep-level defects (DL
defects) or deep centers, does not obey a hydrogenic character. Their tightly
spatially localized nature makes them difficult to treat by simple symmetry
arguments. Furthermore, the interaction with the lattice makes their micro-
scopic treatment even more difficult. In general, these DL defects are mostly
responsible for the degradation in semiconductor lasers. Consequently, de-
vice degradation is almost always restricted to a phenomenological analysis.
Since modern epitaxial growth of GaAs-based laser diodes is practically free
of other than point defects5, only these DL point defects should be of concern
in the following.[62]
5Due to thermodynamic reasons there will be always point defects in a crystal lattice
at finite temperature, even in thermal equilibrium.[60, 61]
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Figure 2.2: (a) Optical output-power degradation of laser diodes driven at con-
stant injection current vs operation time, divided into gradual, rapid, and catas-
trophic degradation. (b) Output power of a BA red-emitting high-power laser vs
injection current. Around 2 A COD occurs along with a sharp drop in output
power. (c,d) Micrographs of laser diodes such as in (b) showing red electrolumi-
nescence at low injection currents of 10 mA, (c) before, and (d) after COD.
2.4.2 Degradation of Semiconductor Lasers
Degradation of semiconductor lasers means a reduction in output power with
time. Figure 2.2(a) provides the usual phenomenological classification into
three different degradation modes [58, 63–65]:
Gradual degradation is related to a progressive decrease of the output
power during regular operation, mainly associated with a decrease in
quantum efficiency due to an increase in the (point) defect density.
Gradual degradation usually defines the lifetime of the device. In gen-
eral, from this mode the accumulative nature of degradation becomes
most clear.
Rapid degradation is a rapid decrease of the output power, typically with-
in the first 100 hours of operation. This mode points to very severe
causes, often to the presence of dislocations that are elongated during
operation or that move through the crystal. In luminescence experi-
ments often dark lines or spots of drastically reduced luminescence are
observed which extend along the device.
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Catastrophic degradation exhibits a very pronounced drop in the out-
put power, resulting in an inoperable device, or, in case of extended
laser diodes, to a device with failed parts. The origin for catastrophic
degradation may lie inside the device or at the facets. The most im-
portant case in state-of-the-art devices is due to damage starting at the
outcoupling facet, called catastrophic optical (mirror) damage (COD).
Usually this mode limits the maximal output power of a laser device
and, consequently, is observed predominantly at high injection currents.
Package-related degradation is, in particular for high-power devices, a
major issue. Mainly two scenarios can be distinguished. In the first
scenario, degradation of the solder or the contact is possible due to
several reasons: thermo- and electro-migration of the solder [66–70];
interdiffusion of the semiconductor contact layers with the contact or
solder metals leading to clusters or whiskers; interaction of different
contact and solder metals creates intermetallics.[71] All those processes
introduce inhomogeneities in thermal and electrical conductivity. In the
second scenario the heat sink degrades. In case of active cooling, e.g.,
erosion and corrosion lead to an effective dissolution of the metallic
micro-channel structure.[56]
Driving forces of laser degradation
The driving forces of laser degradation deliver the energy necessary to gener-
ate, migrate, and accumulate defects. In particular under high-power regime,
it seems very likely that all of them couple or even build up positive feedback
loops.[58, 62–65, 72–74]:
Mechanical strain is introduced by various mechanisms during process-
ing. As a result, large-scale and localized strain fields and gradients may
occur which influence the defect generation rate and their migration. Fur-
thermore, always if strain is present, it can be thought of mechanisms to
relief it by introduction of defects such as dislocations. Inside strain fields
interstitials or vacancies can migrate, eventually accumulating to larger com-
plexes. On the other hand, the utilization of strained epitaxial layers in mod-
ern lasers is not necessarily enhancing degradation, provided that the critical
thickness limitation for dislocation-free growth is preserved.[75] A relation be-
tween strain introduced during device packaging and enhanced point-defect
concentrations has been demonstrated repeatedly (see, e.g., section 5.5 and
Refs. 76–78).
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Heat generated in the bulk or at the facets is principally found to accelerate
degradation. The thermal activation of power degradation from a level P0
with time t can be described by P = P0 exp (−βt) with the degradation rate
β = β0 exp (−Ea/kT ). β0 is a constant and Ea the corresponding activation
energy. Often gradual degradation is described in this way with Ea ∼ 0.6−
1.0 eV for GaAs-based lasers and LEDs. The average temperature increase
of the active region of laser diodes operating at room temperature is usually
in the range of 20-50 K, which corresponds to a thermal energy of ∼ 30 meV.
Such a low value makes thermally activated degradation very slow unless
there is a way to increase the temperature locally and/or temporally to much
higher values like in the process described in the next point. An indirect effect
of heat is due to thermal expansion leading to additional strain.
Nonradiative recombinations are responsible for the so-called recombi-
nation enhanced defect reaction which is a process for the generation, prop-
agation, and the reaction of defects. The excess energy from nonradiative
recombination at an existing DL defect can be released as vibrational energy,
concentrated at the point defect. Such amount of energy (∼ 0.6− 1.0 eV in
GaAs-based devices), given by the energetic position of mid-gap DL defects,
is within the range of activation energy for the creation of a new point defect
or the migration of an existing one. This process is found responsible for
the elongation of dislocations and extension of point defect complexes. The
necessary minority carriers are generated from electrical current injection or
from reabsorption of radiation.
Photons can provide vibrational/thermal energy if absorbed in the bulk or
at the facets and if the photoexcited carriers recombine nonradiatively, e.g.,
as in the above mentioned process. If this process happens at or near the
facets, the facets are heated. The high photon density at the low-reflective
front facet is mainly responsible for the COD degradation mode.
Existing defects such as dislocations and point defects are precursors for
further defect accumulation, for instance by recombination enhanced defect
reaction. Even if the as-grown laser die has a low defect density, during
processing further defects can be introduced, which, e.g., can attract further
point defects. In any case, the presence of defects enhances degradation.
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2.4.3 Catastrophic Optical Damage
The COD of laser diodes is certainly the most spectacular degradation mode.
The first time-resolved thermography study of the COD in laser diodes is
presented in section 5.3, and here some physical aspects will be discussed.
COD mechanism: The COD process is commonly explained by a ther-
mal runaway process.[73, 79, 80] Reabsorption of laser light leads to strong
local heating, eventually reaching a critical temperature level where the
feedback loop of thermally induced band gap shrinkage and reabsorption
enhancement cannot be balanced anymore by the thermal conductance of
the semiconductor materials.[81] As a result, the semiconductor materials
start to melt locally.[79, 82] The melt front propagates along the resonator
as long as enough heat is provided by further absorption. After succes-
sive re-crystallization a network of defects is left behind, which leads to a
vastly increased nonradiative recombination rate, eventually shifting the las-
ing threshold to higher values or even makes lasing impossible at all. The
damage can be recognized as dark regions in the electroluminescence pattern;
see Fig. 2.2(c,d).
Spatial extension of the defect network: The spatial extension of the
resulting defect region is found to be confined to approximately 50-200 nm
in vertical direction, i.e., to the QW and part of the waveguide.[82–86] In
lateral directions, the widths vary widely between values on the order of
1− 10 µm at the front facet.[82, 84, 86, 87] While this region extends along
the resonator up to a high fraction of its total length, a spreading into many
branches is possible, reaching lateral extensions of up to a high fraction of
the total stripe width, i.e., of many 10 µm for high-power BA lasers.[82, 84]
The explanation for this behavior is related to the pumping geometry and
the composition of the materials. The optical pumping extends along the
lateral dimension to the stripe width, it is modulated by filamentation, and
can be characterized by measuring the optical near-field. In the vertical
dimension the optical mode profile (with a width similar to the waveguide)
determines the amount of optical facet load. In the case of GaAs-based
lasers, barrier layers such as the waveguide and cladding usually contain a
high mol-fraction of Al. Hence the melting point of these layers is much
higher than that of the QW materials, e.g., for GaAs it is ∼ 1500 K whereas
for AlAs it is ∼ 2000 K.[88] Consequently, it is more likely for the QW to
melt before the surrounding materials reach their melting points. Also it is
possible that a change in the III-V stoichiometry (e.g., by diffusion of group-
V atoms out of the lattice) may occur at considerably lower temperatures
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of a few 100◦C.[83, 89] However, not all aspects of the microscopic processes
have been uncovered yet, partly due to a lack of sufficient spatio-temporally
resolved studies. That renders one of the motivations for the case study
described in section 5.3.
Paths toward COD: Different paths toward COD are known; it can be
induced, e.g., by operating the laser diode at a high injection level for a
longer time or by increasing the injection current beyond the COD thresh-
old; see Fig. 2.2(a,b). The destructive process, however, shows always the
same or at least very similar characteristics. The difference between both
paths mainly lies in how the laser diodes reach their critical temperature
at the front facet. Three main processes can be identified that lead to the
detrimental facet heating: (i) Nonradiative recombination of carriers from
reabsorption (e.g., interband absorption) of laser light at the front facet or
optical absorption at non-semiconductor materials, i.e., at the facet coating
or at oxides and pollutants (short: reabsorption heating); (ii) Nonradia-
tive recombination of carriers at surface states injected from the pn-junction
(short: surface-recombination heating); and (iii) Heating of the bulk materi-
als always offsets any heating at the front facet (short: bulk heating). The
two recombination heating mechanisms are obviously subject to the quality
of the facet. If the quality is poor, e.g., if it contains a high density of surface
states, facet heating increases. It is known that operation of the device leads
to alteration of the facet or even the bulk materials near the surface, thereby
experiencing chemical processes such as oxidation, which increase the defect
density or the absorption strength.[62, 64, 89–92]
Improvements against COD: The most promising techniques to im-
prove the laser diodes against COD are given by optimization of the laser
facets. Proper passivation of the facets against oxidation lowers the heating
due to optical absorption of the laser light and lowers surface-recombination
heating.[11, 73, 92–95] Another technique is to increase the band gap en-
ergy near the facet by QW intermixing (nonabsorbing mirror) in order to
reduce reabsorption heating and carrier diffusion toward the facet.[73, 96–
98] Another way of increasing the maximal output power is to decrease the
optical power density at the facet by way of a broad waveguide with a low
optical-confinement factor.[99]
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2.5 Description of the Laser Samples
The high-power laser diodes that are analyzed in this thesis are designed for
wavelengths of 650, 808, and 980 nm, each with different epitaxial design
and device structure. All QW laser structures are grown by MOVPE on n-
type GaAs substrates, and the QD laser by molecular beam epitaxy. Due to
reasons of nondisclosure by the manufacturers exact compositions and layer
thicknesses cannot be given in the following.
QW-808-1-bar The first 808 nm design is used in sections 3.1, 3.2,
5.1, and 5.2. The epitaxial structure consists of an undoped compressively
strained AlGaInAs single QW, surrounded by n and p-type Al0.4Ga0.6As
waveguide and Al0.6Ga0.4As cladding layers.
The laser-diode arrays (cm-bars) consist of 25 large optical cavity emitters
with a stripe width of 200 µm and a pitch of 400 µm. The outer chip
dimensions are 1.2 mm × 10 mm × 115 µm (length×width×height). The
facets are passivated with standard dielectric HR and AR mirror coatings.
Threshold currents are about 13 A with slope efficiencies of about 1.15 W/A.
Optical output powers are in the range of 50-80 W. Mounting on different
heat sinks is described in section 5.2. More detailed information on the laser
bar can be found in Refs. 100, 101.
QW-808-2-BA The second 808 nm design is used in sections 4.1.2,
4.3, 4.2.3, and 5.4. The epitaxial structure consists of an undoped ten-
sile strained GaAsP single QW, surrounded by asymmetric waveguide layers,
namely n-type GaInP and p-type AlGaAs. The cladding layers consist of n
and p-type AlGaAs.
The BA lasers are designed for high-temperature (i.e., 50◦C heat-sink
temperature) purposes. The chip dimensions are 1500 × 500 × 115 µm3
(length×width×height) and the active stripe width is 130 µm. Standard
cleaning, passivation, and coating processes are applied to both facets. The
devices are hard-soldered with AuSn p-side down onto 300-µm-thick CuW
heat spreaders that are attached to copper C-mounts. Threshold currents
are 0.6 A and typical output-power levels are at about 4 W at 5 A, with
a maximum output power of up to ∼ 10 W at 13.5 A. More details on the
structure is given in Ref. 102.
QW-650-1-BA This 650 nm design is used in sections 5.3 and 5.4. The
epitaxial structure consists of an undoped GaInP single QW, surrounded by
n and p-type AlGaInP waveguide and cladding layers with Te and Mg as
2.5. Description of the Laser Samples 25
n and p dopants, respectively. The BA lasers are grown by MOVPE on a
(100), 6◦ towards (11¯1¯) off-oriented n-GaAs substrate.
The front and rear facets are asymmetrically coated with Al2O3 and
Al2O3/Si, for low (R = 0.18) and high reflectance (R = 0.95) respectively.
The chip dimensions are 1200× 500× 115 µm3 (length×width×height) and
the planar active stripe width is 100 µm, which is defined by 10 µm-wide
trenches etched into the GaAs cap layer and by passivation outside the stripe
with a dielectric. The lasers are mounted with AuSn p-side down via AlNx
submounts on copper C-mount heat sinks. Threshold currents are 0.4 A and
slope efficiencies of 0.9-1.0 W/A are observed.
QW-650-2-bar The second 650 nm design is used in section 5.5. The
epitaxial structure consists of an undoped GaInP compressively strained dou-
ble QW, surrounded by n-type AlGaInP and p-type AlGaAs waveguide and
cladding layers.
The cm-bars consist of 19 emitter sections with a pitch of 500 µm, each
with an active stripe width of 30 µm. The outer chip dimensions are 750 µm×
10 mm × 115 µm (length×width×height). The devices are hard soldered
with AuSn p-side down onto CuW submounts which are attached to copper
heat sinks.[103] Threshold currents amount to 3.1 A with slope efficiencies of
1.2 W/A. More details on this epitaxial structure can be found in Ref. 104.
QD-950-BA The 950 nm QD design is used in section 4.3. The 2.5 µm
thick core region is based on Al0.3Ga0.7As and contains three layers of highly
strained In0.53Ga0.47As QDs spaced within 30 nm of GaAs spacer layers.
The BA lasers were fabricated using TiPtAu as the p-side contact met-
allization and AuGeNi as the n-contact metallization. The SiO2 isolated
stripes are 50 µm wide. The chip dimensions are 1500 × 500 × 115 µm3
(length×width×height). The devices are p-side down packaged with In onto
copper C-mounts. Threshold currents amount to 0.45 A at a slope efficiency
of 0.72 W/A. More details on such QD structures can be found in Ref. 105.
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2.6 Thermal Radiation
2.6.1 Planck’s Blackbody Radiation
In 1900 Max Planck found the spectral distribution of the energy of thermal
radiation.[32–34] The law which has been named after him can be written in
a form to describe the spectral radiance of a blackbody
Lν,BB(ν, T ) =
2hν3
c2
(
e
hν
kT − 1
) , (2.19)
that is the power radiated from a source per solid angle dΩ, frequency inter-
val dν and area dF at frequency ν and absolute temperature T . The only
parameter is the temperature which makes this formula universal.
In the derivation Planck assumed a cavity filled with electrically charged
linear harmonic oscillators that exchange energy with an electromagnetic
field, all in thermal equilibrium with each other. The modal density for such
a (three-dimensional) cavity M(ν) = 8piν2/c3 was known from classical elec-
tromagnetic theory. On the other hand, the average energy per mode must
not be a constant E(T ) = kT , which would be in accordance with the law of
equipartition of energy in classical statistical mechanics, but rather propor-
tional to ν, the frequency of the oscillator: E(ν, T ) = hν/[exp(hν/kT )− 1].
With the spectral energy density u(ν, T ) = M(ν)E(ν, T ) the spectral radi-
ance in Eq. (2.19) is then given by Lν,BB(ν, T ) = u(ν, T )c/(4pi). The ansatz
for E(ν, T ) that assumed integer multiples of hν as the allowed energies for
the oscillators and that lead to the correct description of the blackbody spec-
trum, is seen as the birth of quantum theory.[38, 106, 107]
Differentiation of Eq. (2.19) in the wavelength formulation with respect
to λ gives the wavelength for which the thermal radiation spectrum of a
blackbody has maximal intensity [108]
λmax(T ) =
2897.8 µm
T/K
. (2.20)
This is Wien’s displacement law (dotted line in Fig. 2.3) which demon-
strates that the thermal radiation for room-temperature has its maximum
at λmax(300 K) ≈ 9.7 µm, whereas the visible spectrum (grey shaded area) is
given by the surface temperature of the sun (∼ 5800 K). The thermography
as studied here probes at slightly shorter wavelength (light grey shaded area,
3.4 − 6.0 µm) as compared to the maximal emitted power from operating
laser diodes of temperatures around 300− 350 K.
Integration of Eq. (2.19) over the hemisphere Ω, the radiating area F ,
and all photon frequencies yields the total radiant power emitted from a
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Figure 2.3: spectral radiance of a
blackbody in wavelength formulation
Lλ,BB(λ, T ) = 2hc
2
λ5
[
exp
(
hc
λkT
)
− 1
]−1
at temperatures between that of liquid
nitrogen (77 K) and the sun surface
(5800 K). The latter defines the visible
spectral range, whereas thermography
as studied here probes at wavelengths
between 3.4 and 6.0 µm. Tempera-
tures between 300 and 350 K mark the
relevant range of temperatures of op-
erating laser diodes. The locus of the
maxima is given as dotted line.
blackbody at temperature T as
PBB(T ) =
∫
Ω
∞∫
0
∫
F
Lν,BB(ν, T ) cos θ dΩ dν dF = σT 4F . (2.21)
This is the Stefan-Boltzmann law with the Stefan-Boltzmann constant σ =
pi2k4/(60~3c2) = 5.6704× 10−8 Wm−2 K−4.
2.6.2 Thermal Radiation from Real Materials
Hitherto the term blackbody is still lacking definition. The definition Kirch-
hoff (1859-60) gave relates to an object that is a perfect absorber of all
incident radiation and, at the same time, a perfect emitter of it.[108]
The proportionality factor between a blackbody and a real body is called
emissivity. The directional-spectral emissivity ν(ν, T, θ, ϕ) of radiating real
materials, a dimensionless quantity, is defined as the ratio of the spectral
radiance of this object from the direction (θ, ϕ) to the spectral radiance of a
blackbody at the same temperature
ν(ν, T, θ, ϕ) =
Lν(ν, T, θ, ϕ)
Lν,BB(ν, T )
. (2.22)
Kirchhoff’s law states that for thermodynamic equilibrium the directional-
spectral absorptivity is equal the directional-spectral6 emissivity [108]
ν(ν, T, θ, ϕ) = a˜ν(ν, T, θ, ϕ) . (2.23)
6In principle, the equality only holds for each component of polarization, however, for
a blackbody both components are equal.
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Consequently, according to energy conservation, the directional-spectral emis-
sivity is related to the directional-spectral reflectance and directional-spectral
transmittance by
ν(ν, T, θ, ϕ) = 1− %˜ν(ν, T, θ, ϕ)− τ˜ν(ν, T, θ, ϕ) . (2.24)
Emittance of real materials
Note, the term emissivity denotes the physical quantity and is also used for
the description of general material properties. The emissivity of a specific
sample is usually referred to as emittance. In the following, the term emit-
tance is always used for the description of the experiments and theoretical
considerations.
Emittances of real materials differ considerably from the spectrally flat
behavior of black or grey bodies, where the latter are characterized by a con-
stant less than 1. For radiometric temperature measurements like thermog-
raphy, special coatings have been developed for nearly grey characteristics
(cf. section 3.1). The emittance of solid state and semiconductor materials
depends on material, surface treatment, and geometry. The lack of exact
knowledge of the parameters poses the cardinal problem of a radiometric de-
termination of temperature as will be discussed in great detail in the following
chapters.
For most III-V compound semiconductors the range of minimal optical
absorption overlaps with the spectral probing range of typical thermographic
systems (∼ 3− 6 µm). This effectively changes the situation from an opaque
material to a transparent or semitransparent material. The issues arising
from this property are discussed throughout the thesis as well.
Kirchhoff’s law for nonequilibrium systems
The derivations of Planck’s and Kirchhoff’s laws are based on a theoreti-
cal construct stating (global) thermodynamic equilibrium of the ideal black-
body with its surrounding radiation field in an perfectly absorbing enclosure.
Later, Einstein who recognized the quantization principle behind Planck’s
formula, [109–111] introduced a two-state atomic system in equilibrium with
the surrounding radiation field and deduced the famous relation between
spontaneous emission and stimulated absorption (or emission).[112]
For practical applications these assumptions need to be relaxed further.
For instance, thermography of operating laser diodes cannot support such a
global thermodynamic equilibrium allowing no net heat transfer. Also the
carriers (electron-hole pairs) of the inverted laser diode (i.e., with positive
gain) are not in thermodynamic equilibrium with the radiation field, simply
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because stimulated emission additionally depends on the photon density and
not on the electronic system and temperature alone. At laser emission wave-
length, the emitted power is by far exceeding that of a blackbody at the same
temperature. However, this luminescence radiation is created nonthermally
and such the above laws do not hold for this part of radiation.
Nevertheless, often the restriction to global thermodynamic equilibrium
can be relaxed, to a very close approximation, in favor of local thermody-
namic equilibrium. The extension of Kirchhoff’s law to such commonly met
nonequilibrium systems is given by the (experimentally evidenced) assump-
tion that in most cases the emission and absorption properties are indepen-
dent on the surrounding radiation.[108] It has been shown that Kirchhoff’s
law remains valid for a freely radiating body whose atomic states are in
equilibrium, independent on the radiation field.[113–115]
Further analysis7 lead to the conclusions that it stays valid in a nonequi-
librium environment and even for nonequilibrium electron distributions as
for instance in a laser diode. Then local equilibrium distributions needs to
be defined instead.[114, 116–118] Such local equilibrium distributions exist in
laser diodes and are described by three parameters, the quasi Fermi levels for
electrons Fe and holes Fh, and the lattice temperature T . Except from the
case of highly excited systems within very short times, where non-thermalized
carriers exist (on the order of t < 1 ps) or the carrier distributions are excited
to an effective temperature higher than the lattice (hot carriers; on the order
of 1 ps < t < 1 ns), the temperature of the electrons and holes equal that of
the lattice.
Hence, thermography of non-operating and operating laser diodes is as-
sumed to reflect the true temperature of the lattice and the carriers, and
the laws of Planck and Kirchhoff stay valid. In chapter 3 Kirchhoff’s law is
applied explicitly and throughout this thesis Planck’s law is used as well.
7It is argued that the validity follows from the reversibility of the microscopic equations
of motion, that is an outgoing wave at time t is equivalent to an incoming wave at time
−t.[116, 117]
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2.7 Spectroscopic Techniques
2.7.1 Thermography and Competing Techniques
Thermography8 is the principal characterization technique of this thesis. Due
to generality of Planck’s law (2.19) it is applicable to a wide class of problems.
In principle, if the demand is not for the utmost possible accuracy, only the
single parameter emittance (2.22) must be known to straight forward receive
a temperature information; a fact that is made use of in pyrometers (or in-
frared thermometers). Application of detector arrays enables 2D temperature
determination. This direct temperature mapping of nearly arbitrary mate-
rials is the unique feature of thermography which consequently entered into
many fields of application, for instance: night vision for defense applications,
thermal analysis of buildings and infrastructure, materials evaluation, process
and product monitoring and control, bio-medical imaging, characterization
of electronic devices such as power transistors or solar cells.[18, 19, 119]
Thermal radiation is spontaneously emitted from the sample and infrared
(IR) optics image its distribution onto a 2D detector array usually made
of HgCdTe, InSb, PtSi, or QWIP (QW IR photodetector) for the atmo-
spheric windows around 2 − 5 µm and 8 − 13 µm with sensitivities up to
10 mK.[19, 120–123] The diffraction limit of ∼ 6 µm is reached by applica-
tion of microscope optics (cf. sections 4.3.2). The temperature of the sample
can be calculated from the detected thermal radiation via Planck’s law, given
a known emittance, or - if unknown - a calibration measurement under con-
trolled conditions can be performed (cf. section 4.1). A detailed description
of the used thermographic setup and the methodology follows in chapter 4.
Thermography of semiconductor lasers
Available literature on thermography of semiconductor lasers is rare. In
1975 one group reported on temperature analysis of GaAs-AlGaAs double-
heterostructure laser diodes obtained through a window at the n-side.[20–22]
In 1995 another Bell Labs group reported on rather qualitative results for
modeling purposes obtained again through a n-side window and from the
side of high-power QW lasers.[23, 24]. Only recently (2002) new activity
started on thermography of LEDs [25] and on qualitative inspection of the
solder quality of high-power arrays by imaging the n-contact.[26] Also ver-
tical stacks of high-power laser bars have been thermographically inspected
8In order to avoid ambiguities, the term thermography is used in this thesis exclusively
to denote the described technique. Other denotations that appear in literature are, e.g.,
infrared thermography, thermal imaging, and infrared microscopy.
2.7. Spectroscopic Techniques 31
with very low spatial resolution from the front facet.[27] Thermography of
high-power devices started in 2004 at the Max-Born-Institut and lead to the
ability to image the front facet of single stripe lasers and to detect hot-spots
(i.e., localized sites of increased signal magnitude).[28] Later, arrays were in-
spected and an additional short-wavelength non-thermal spectral component
was found (for discussion see section 5.4)[29] that indicated a correlation with
degradation behavior of single-stripe lasers.[30]
This work is continued in the present thesis, exploiting a wider range of
applications adopted to the special advantages of the thermography tech-
nique, which are in particular its fast and spatially resolved imaging capa-
bilities for a number of different materials. Furthermore, physical principles
relating to the semiconductor materials are thoroughly analyzed and used to
provide a more profound basis for thermography of semiconductor lasers.
Alternative techniques for temperature determination
Alternative techniques make use of the temperature dependence of particular
physical processes in semiconductor lasers. Since the laser is operating at high
output power, contact techniques or techniques that use (micro-) probes close
to the laser output facet are ruled out,[124, 125] as well as covering of the
laser facet with paints or temperature sensitive materials.
Through their temperature dependence the Pout-U -I characteristics may
serve as temperature probes, provided, however, that earlier made calibra-
tions of the studied device against temperature exist. Either the dissipated
power [via Eq. (2.15)], the forward voltage across the pn-junction9,or the
threshold current [via Eq. (2.17)] can be exploited.[126, 127]
Analysis of the emission wavelength shift: The standard method is
the spectroscopic determination of the emission wavelength shift, in partic-
ular, since the emission spectrum is usually determined anyway. The basic
process behind is the temperature dependence of the fundamental band gap
that decreases with temperature, approximated by the empirical Varshni-
formula Eg(T ) − Eg(T = 0) = −αT 2/(T + β), with α = 0.5405 meV/K
and β = 204 K in the case of the direct gap at the Γ-point of bulk GaAs
Eg(300 K) = 1.4225 eV.[43, 88, 128] At room temperature the emission spec-
trum experiences a red-shift of dEg/dT ≈ −0.45 meVK−1, i.e., the relative
wavelength change is (dλ/dT )/λ ≈ 3 · 10−4 K−1. Provided a calibration
9The basic relations are in this case Shockley’s diode equation I = I0[exp ( eUηkT ) − 1]
and I0 ∝ exp (−EgkT ), with ideality factor η ∼ 2.[41]
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against heat-sink temperature, this technique delivers an average value for
the gain material along the resonator.
A more critical review of this technique reveals a number of physical pro-
cesses that alter this simple approach. To a lesser extend (by 1-2 orders), the
wavelength of the longitudinal modes red-shift with thermal expansion of the
laser resonator (dλ/dT )/λ = (dL/dT )/L ∼ 5 · 10−6 K−1 and the refractive-
index change (dλ/dT )/λ = (dn/dT )/n ∼ 5 · 10−5 K−1 (for GaAs [88]). Fur-
thermore, the strain that is introduced during device fabrication and pack-
aging leads to a distortion of the electronic band structure. In extended
devices this strain (with various symmetries) is non-equally distributed, typ-
ically compresses the device center by up to (1 − 2)10−3 which gives rise to
blue-shifts as large as 2-5 meV,[63, 129, 130] and, if it relaxes during heating,
it can increase the usual temperature tuning by up to 20%.[131] Such effects
can, in principle, be accounted for by a calibration where the laser is operated
with short pulses and the heat-sink temperature is tuned. Other processes are
related to the population of the electronic states, consequently change with
injection current, and cannot be accounted for by temperature calibration.
Most prominent, many-body effects lead to band gap renormalization (red-
shift) and band filling (Burstein-Moss shift, blue-shift) for increasing carrier
concentration. Typically, band filling dominates,[37, 132] and blue-shifts of
(dλ/dN)/1018cm−3 ∼ −(10−4−10−2) are found from g(N) (blue-shift of peak
gain frequency) and n(N) (carrier-induced index reduction) in dependence
of the laser design (e.g., well width, materials, etc.).[48, 132–135] Such effect
is further modified by the nonequally distributed N(z, I) along the resonator
(higher N at the HR rear facet) which is also current dependent [i.e., through
g(N) and n(N)].[24, 136–138] At threshold N is typically on the order of
1018cm−3, and N(z, I) can change during operation by similar values. Such
blue-shifts, thus, can markedly interfere temperature determination. Since
N(z, I) is not accessible by easy means (in standard industrial environment),
a principal systematic error of this technique is to be admitted.
Nevertheless, since this technique is the established one, a cross-check
of thermography measurements is performed in section 5.1. Thermography
extends such probing of the active region temperature towards the entire
semiconductor chip and the heat sink, and even more it allows to probe novel
gain media such as, e.g., quantum cascade lasers or quantum dot lasers, which
exhibit only a weak spectral tuning with temperature.
Surface-probing techniques: The following techniques apply external
excitation with short-wavelength lasers to probe the temperature of a surface-
near volume and, thus, deliver complementary information as compared to
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the two bulk-probing techniques mentioned before.
Raman spectroscopy is the most frequently applied technique among the
three.[59, 80, 93, 139–141] A good measure of the crystal lattice tem-
perature is given by the intensity ratio of the Stokes and anti-Stokes
lines or by their spectral shift relative to the incident light. Accuracies
of about δT ∼ 10 K are given with spatial resolution depending on the
excitation laser spot size and can be below δx ∼ 1 µm.
Thermoreflectance spectroscopy measures the change in reflectance of
the laser facet upon a periodic modulation of its temperature, induced
by a modulation of the injection current.[59, 140–142] The relative
change in reflectance upon modulation is very weak on the order of
∆R/R ∼ 10−4, which makes lock-in amplification an essential prereq-
uisite to this technique. δT ∼ 1 K and δx . 1 µm can be achieved.
Photoluminescence spectroscopy detects photoluminescence (PL) from
layers around the QW and waveguide.[90, 143, 144] The restriction to
the passive layers is given from the requirement that the photoexcited
minority carrier concentration should exceed the electrically injected
one. Since leakage currents are predicted in the waveguide,[145, 146]
considerable pump levels would be necessary, leading to a detrimental
excess facet heating. δT . 1 K is possible and δx is limited by the
carrier diffusion length and can be as small as ∼ 1 µm.
Careful calibration measurements for each individual device are of utmost
importance for all three techniques. Especially in the case of Raman and
thermoreflectance spectroscopy, the probing depth is so shallow10 that fluc-
tuations of the surface morphology can lead to false signals. Moreover, the
reflectance is determined by the properties of the bulk semiconductor, the
coating, and any pollution or oxide on it.[59] Finally, all techniques use
a laser beam for probing, which can heat the probed regions up to a few
Kelvin.[90, 143, 149]
2.7.2 Fourier-Transform Infrared Spectroscopy
Fourier-transform infrared (FTIR) spectroscopy is a commonly applied spec-
troscopic technique,[150, 151] used for the following applications.
The thermal emission spectra presented in section 3.1 were recorded
with a NICOLET 5DXB FTIR spectrometer equipped with a temperature-
stabilized DTGS (deuterated tri-glycine sulfate) detector working in the
10The penetration depth of the excitation laser can be approximated as 1/α ∼ 1/(104−
3 × 105) cm ∼ 30 nm − 1 µm, given by the absorption coefficient α for GaAs at photon
energies between 1.5 and 2.8 eV.[147, 148] In the case of PL, the carrier diffusion length
limits the probing depth.
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wavelength range from 4 to 40 µm with a spectral resolution of 8 cm−1.
The thermal radiation was imaged by a 90◦ off-axis parabolic mirror with a
focal length of 350 mm into the internal beam path of the spectrometer.
The integral IR-emission spectra from laser diodes presented in section 5.4
were recorded with a BRUKER IFS 66 FTIR spectrometer, equipped with
a liquid Nitrogen-cooled HgCdTe detector. A BRUKER external PL modul
with collimating off-axis mirrors was used to focus the IR emission of the laser
diodes into the measurement port of the spectrometer. A spectral resolution
of 2 cm−1 was used in the wavelength range from 0.4 to 10 µm.
For the determination of filter transmittances, the source was a blackbody
radiator (tungsten halogen lamp or Globar) and the sample was positioned
between interferometer and detector. In reflection configuration, the beam
was reflected out of its normal path onto the sample, re-collected afterwards,
and sent to the detector. For both measurements the BRUKER FTIR spec-
trometer was equipped either with the HgCdTe or with DTGS detector.
2.7.3 Photoelectrical Spectroscopy
Photoelectrical spectroscopy such as photocurrent spectroscopy (PCS) and
laser-beam-induced current (LBIC) provides valuable information on the de-
fect status of laser diodes. An overview of the techniques (also for strain
measurement) is given in Ref. 63. The discussion in the following is confined
to the mechanisms that support the LBIC measurements presented in sec-
tion 5.5. Several physical processes are involved in signal generation and the
most important ones are sketched in Fig. 2.4.
The front facet of an unbiased laser diode is illuminated with light of
photon energy hν & Ee1−Ehh1 (e1, hh1 - first electron, heavy-hole subbands
in the QW) thereby generating excess electron-hole pairs. For photocurrent
generation (measured externally by closing the circuit by an Ampere meter)
real-space charge separation in growth direction is necessary, which effec-
tively means that the localized electrons (or holes) need to be transferred
out of the QW layer into the waveguide where they can drift away within the
electrical field of the pn-junction. This transfer process is usually described
as thermionic emission.[41, 152–155] Consequently, the measured photocur-
rent is proportional to the concentration of photoexcited carriers in the QW.
The lifetime of these carriers is reduced by the presence of defect states that
offer additional recombination channels. It has been shown by numerous ex-
amples (e.g., Refs. 63, 78, 79, 156) that device degradation is related to an
increase in the defect concentration. As a result, photocurrent measurements
can detect variations in the defect concentration through their effect on the
nonequilibrium carrier lifetime, either with location (spatial scan) or with
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Figure 2.4: Schematic for the pho-
tocurrent generation in an unbiased
laser diode with (resonant) photoex-
citation of the hh1-e1 QW interband
transition. The Fermi energy EF,
conduction band edge CB, and va-
lence band edge VB are indicated. A
donor-like defect level (DL) is con-
sidered, but acceptor-like ones work
analogously. Photoexcited electrons
are given as filled circles, and holes as
open circles.
operation time.[63]
LBIC scanning, applied in section 5.5, uses a HeNe laser (hν = 1.96 eV)
that is focused by a cylindrical lens onto the front facet of a cm-bar, resulting
in a narrow line perpendicular to the epilayer plane. The laser sample is
mounted on a step-motor-controlled translation stage and scanned along the
whole width of the bar. A step-width of 2 µm is chosen according to the
spatial extension of the beam waist in scanning direction. The photocurrent
is measured by a lock-in amplifier that is triggered by a mechanical chopper
for modulation of the excitation laser beam.
2.7.4 Near-Field Scanning Optical Microscopy
The Rayleigh criterion states that the smallest resolvable distance for a micro-
scope operating at wavelength λ that uses diffractive optics with a numerical
aperture N.A. is restricted to δx = 0.61λ/N.A.[157] Near-field scanning op-
tical microscopy (NSOM) overcomes this limitation by using the near-field
of the radiation source and not its far-field,[158, 159] and is thus able to
characterize electromagnetic fields on a nm-scale.[160–163] The spatial char-
acteristic of a monochromatic plane wave is given by exp (ikr), i.e., it prop-
agates (in vacuum) with a phase factor into the far-field. For the evanescent
part of the electromagnetic field the wave vector k takes complex values so
that its amplitude decays strongly with growing distance r from the surface
as exp (−kr) = exp (−2pir/λ). But for distances  λ the evanescent field
dominates over the propagating field and may locally vary with λ, in stark
contrast to the propagated far-fields that obey Rayleigh’s criterion.
In aperture NSOM working in the collection-mode, the near-field is cou-
pled into an extremely sharp tip (diameter  λ) of a tapered optical fibre.
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Figure 2.5: Schematic of the ge-
ometry for an NSOM measure-
ment of the emission from a laser
diode. The principal scanning di-
rection normal to the epilayer in
front of the laser facet is indicated
by a black double-headed arrow.
Such perturbation leads to a scattered propagating field which is guided
within the fiber towards a detector. An image forms up from scanning the
object with the fiber, similar as, e.g., in scanning tunneling microscopy.[160,
164] The achievable spatial resolution is well below the used wavelength,
limited by the tip aperture, and can be as good as ∼ 10− 30 nm.[165]
For the highly spatially resolved analysis of the IR emission that is coming
from the front facet of laser diodes in section 5.4 a home built11 NSOM in
the collection-mode with spatial resolution of ∼ 200 nm is applied (Fig. 2.5).
The distance between chemically etched, single mode, uncoated fiber tip and
sample surface (∼ 10 nm,[166]) is controlled by shear-force feedback using
an oscillating tuning fork.[167, 168] At each step during scanning a spectrum
is recorded, yielding spatio-spectral information about the operating laser
diode, in extension of measuring the optical mode intensity only.[169, 170]
During emission scans, pulsed-current operation was necessary to avoid
overheating of the tip.[170] Two measurement regimes were applied: 5×5 µm2
near-field maps of the epilayers with a step size of 0.1 µm and active shear-
force control, using a deep depletion Si CCD camera, and 60 µm line scans
of the epilayers and half of the substrate, with a step size of 1 µm, the tip
held ∼ 4 µm above the sample, measured with a nitrogen-cooled InGaAs
CCD camera. The cameras were mounted behind a grating-spectrograph
with focal lengths of 0.5 and 0.3 m, and at each pixel integration times of 0.1
and 5 s were used for the maps and the line scans, respectively. In addition,
from photoexcitation of the devices by a HeNe laser and collection of the PL
through the same tip, maps of the PL are measured as well.[167, 168]
11The NSOM has been constructed and operated by C. Lienau, R. Pomraenke et al.,
formerly with the Max-Born-Institut and now with the Institut für Physik, Carl von
Ossietzky Universität, 26111 Oldenburg, Germany.
Chapter 3
Thermal Emission from
Semiconductor Lasers
In the previous chapter, fundamental aspects of thermal radiation from a
blackbody and the alterations in the case of real materials were discussed.
In this chapter, a spectrally resolved measurement of the thermal emission
from a stack of laser bars together with bulk GaAs reference samples and
a calibrated blackbody is performed. A formalism for the evaluation of the
measured raw data is derived, which takes into account all components con-
tributing to a thermal radiation signal in the detection unit. As a result,
the emittance, transmittance, and reflectance are determined simultaneously.
The thermal emission properties of the semiconductor lasers relate to under-
lying materials properties and the fact that the laser device is assembled from
multiple components, in particular, pronounced deviations are found for the
laser sample as compared to the bulk reference samples.
3.1 Determination of the Emittance of Semi-
conductors
3.1.1 Sample Description
For the measurements commercial cm-bars QW-808-1-bar (cf. section 2.5)
are used. These bars are 1 cm wide, have a resonator length of 1.2 mm and
an overall thickness of ≈ 115 µm. (Fig. 3.2). In the emittance measurements
a spatial average of the whole bar is probed. The epistructure with a thick-
ness < 4 µm, containing gradually p- and n-doped layers around the QW,
contributes less than four percent to the overall thermal emission of the non-
operating device compared to the thick n-GaAs substrate. Additionally, the
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Figure 3.1: Reflectance of the AR
(blue line) and HR coated (red line)
facets of the laser diode samples and
of the (averaged) bulk GaAs reference
samples (black line), as determined
from additional FTIR measurements
for photon energies from 0.2 to 0.4 eV.
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metallization on the top and bottom faces are together less than 1 µm thick.
Nevertheless, the p-doped semiconductor and the metal layers influence the
thermal emission behavior notably as will be quantified in section 3.2.
The AR facet coating has a negligible influence in the region of maximal
thermal emission (hν < 0.4 eV), whereas the reflectance of the HR coating
is slightly below that of the bulk material; see Fig. 3.1. One estimates a
reduction of emittance of . 1− 2 % compared to the situation of GaAs bulk
material. In view of the later on discussed enhancement, such reduction
serves as a further support.
In order to enhance the available signal level, a vertical stack is built
from 82 cm-bars (Fig. 3.2). Two bulk n-doped GaAs wafers with thicknesses
close to the laser resonator length are chosen for comparison (cf. Table 3.1).
The wafers originate from the same vendor (Freiberger Compound Materials
GmbH, Freiberg, Germany), the doping concentrations are in the same range,
and the degree of compensation is expected to be very similar as for the laser-
diode substrates.
3.1.2 Setup Description
The calibrated setup for quantitative measurements of spectrally resolved
emittances is constructed and operated at the PTB1 and is schematically
depicted in Fig. 3.3.[171]
The thermal emission spectra are recorded with a NICOLET 5DXB FTIR
spectrometer described in section 2.7.2.
The semiconductor samples are kept in a rectangular sample holder made
of Cu [Fig. 3.3(c)]. Round apertures on each side of the sample holder limit
1Physikalisch-Technische Bundesanstalt (German national metrology institute), Abbe-
strasse 2-12, 10587 Berlin, Germany
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Figure 3.2: Schematic of the laser diode stack. The stack consists of 82 cm-bars,
resulting in a total front facet emission area of 1 cm2. The exploded region shows
the dimensions of a single cm-bar and magnified views show the proportions of
its constituents: GaAs substrate, epilayers consisting of gradually n- and p-doped
regions and the QW, and Au contacts on top and bottom.
the emitting area to 9 mm in diameter. The sample holder is either in good
thermal contact with a Cu mounting plate or thermally insulated from the
plate, depending on the type of measurement. The sample holder is mounted
on a heating plate made of INCONEL 600 and heated by a bifilar-wounded
THERMOCOAX resistive heater. The temperature of the heating plate is
regulated by an EUROTHERM 2704 PID controller. In order to shield the
sample against the environmental thermal background it is placed inside a
hemispherical enclosure with a diameter of 250 mm, made of Cu with a
helical heat exchanger soldered on its outer surface. The temperature of the
enclosure is stabilized by a water thermostat. Its inner surface is grooved
and covered with the infrared black paint NEXTEL 811-21,[172] providing
an emittance of 0.97.[173]
In order to quantify the thermal emission from the sample, the sample in
its holder is mounted on a translation stage in front of the spectrometer to-
gether with a blackbody-reference radiator. In a series of measurements, they
are subsequently moved in front of the spectrometer. The blackbody has been
constructed and manufactured at the PTB and consists of a cylindrical cavity
(diameter 64 mm, length 180 mm) with a 60◦ conical bottom and a 34 mm
emission aperture. The cavity is completely grooved and painted with NEX-
No. Sample Carrier conc. Thickness
S Stack 1.16× 1018cm−3 1.20mm
R1 GaAs:Si 1.01× 1018cm−3 1.16mm
R3 GaAs:Si 2.97× 1018cm−3 1.23mm
Table 3.1: Sample param-
eters. Carrier concentra-
tions of the reference sam-
ples were determined by the
wafer manufacturer and the
value for the stack sample is
derived in section 3.2.2.
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(a)
(b) (c)
Sample Spectrometer
Blackbody
radiator
Figure 3.3: (a) Schematic of the setup for emittance and transmittance measure-
ments. The three main parts are a FTIR spectrometer with DTGS detector, a
sample holder with spherical radiation shield and heating plate, and a calibrated
reference blackbody radiator. (b) Photograph of the sample in the sample holder
and the reference blackbody in front of the spectrometer. One hemisphere of the
radiation shield is removed for accessing the sample. (c) Exploded schematic of
the sample holder together with the laser stack and the mounting plate, which is
attached to the heating plate and covered with black NEXTEL 811-21 paint.
TEL 811-21. It is temperature-controlled in the range from 60 ◦C to 250 ◦C.
The blackbody with an emittance of 0.9997 is calibrated against the heat-pipe
blackbodies of the low-temperature radiation-scale of the PTB.[174]
The temperatures of the DTGS detector, sample holder, heating plate,
and sample enclosure are monitored by PT100 sensors, and that of the black-
body by two PT25 sensors. The sensors are calibrated traceable to the pri-
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mary standards of the international temperature scale (ITS-90) at the PTB.
3.1.3 Measurement Strategy and Analysis
Experimental challenges and solution strategies
The small size of a laser diode represents a major challenge for the spectrally
resolved measurement of its thermal emittance. The emitting front facet area
of a rather large cm-bar has a typical value of ≈ 1 mm2. Such small area
leads to a small power of thermal emission, especially if realistic conditions
are desired. Typically, laser diodes operated at ambient temperature only
exhibit a relatively weak temperature increase of ∼ 20 − 40 K. In order
to discriminate their thermal emission against the environmental thermal
background, 82 cm-bars are vertically stacked over each other (Fig. 3.2) and
only slightly elevated temperatures from 80 ◦C to 120 ◦C are used in the
experiment2. Although emittance measurements of semitransparent solids
have been established already in the 60’ies, [177] semiconductors have mainly
been studied at elevated temperatures (mostly a few hundred ◦C) and at
photon energies close to the band gap where the emittance is highest, [178–
183] because of such difficulties.
Since the semiconductor samples exhibit both a finite reflectance and a
finite transmittance the measured signal consists of different contributions.
Experimentally this fact is addressed by embedding the sample in an isother-
mal hemispherical enclosure of constant spectral emittance and constant tem-
perature (Fig. 3.3) in front of a background of known spectral emittance.
Consequently, the total signal consists of thermal radiation emitted:
• directly from the semiconductor sample
• from the sample holder
• from the reference area transmitted through the semiconductor sample
• from the isothermal enclosure reflected from the semiconductor sample
• from the detector/spectrometer
In principle, there is an additional background from other parts of the exper-
imental environment, which is - according to a careful experimental analysis
of the setup - very small and thus neglected in the following.
Individual variation of the mentioned contributions allows for their sep-
aration from the measured total signal. Measurements with the sample at
constant temperature and the reference surface behind the sample at different
2In case of laser diodes built for high-temperature operation, as e.g., for 50 ◦C described
in Ref. 102 that have been studied in this thesis, [94, 175, 176] the temperature range of
operation is exactly met.
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temperatures allow for a separation of the emitted and transmitted fractions
of thermal radiation. Measurements of the sample in front of the reference
area and of the reference area alone allow the determination of setup related
contributions. In particular, the expected signal from the sample in the sam-
ple holder is composed of a contribution from the sample and a contribution
related to the sample holder as the area probed by the detector is slightly
larger than the sample area itself.
Formalism for the analysis of experimental data
The spectrometer detects the spectral radiant power Φν in the frequency
interval ∆ν, which is the spectral radiance Lν [compare Eqs. (2.19) and
(2.22)] integrated over the area F of the sample and the detection cone of
the spectrometer Ω
Φν(ν, T, θ)∆ν =
∫
Ω
∫
F
Lν(ν, T, θ)dΩdF∆ν. (3.1)
In a good approximation, the angular dependence of Lν(ν, T, θ) within the
cone of observation can be neglected and the integral can be approximated by
a product. For detection in nearly normal incidence (cos θ ≈ 1) this results
in
Φν(ν, T )∆ν = Lν(ν, T, θ = 0)ΩF∆ν. (3.2)
The directional spectral emissivity (2.22) is defined as the spectral radiance
of a sample normalized to that of a blackbody. Because of the proportionality
in Eq. (3.2) this is equivalent to a measurement of the spectral radiant power
of a sample with respect to that of a blackbody-reference radiator at the
same temperature.
The FTIR signal measured for the sample in the sample holder is given
by the following expression
SS(ν, TS, TH, TN, TE, TD) = sD(ν)ΩF
[
AS(ν)LBB(ν, TS)
+ (1− A)H(ν)LBB(ν, TH)
+ Aτ˜S(ν)N(ν)LBB(ν, TN)
+ {A%˜S(ν) + (1− A)%˜H(ν)}ELBB(ν, TE)
− DLBB(ν, TD)
]
. (3.3)
The subscripts S, H, N, E, and D denote contributions from the sample, the
sample holder, the reference area behind the sample3, the enclosure, and the
3This area has been painted by NEXTEL 811-21 black infrared paint with an emittance
above 0.95 in the investigated wavelength range.[172]
3.1. Determination of the Emittance of Semiconductors 43
detector, respectively. sD(ν) is the spectral responsivity of the spectrometer
and A ≈ 0.9 is the sample-related fraction of the total area seen by the
detector (cf. next section). τ˜ denotes the transmittance and %˜ the reflectances
of the samples.
The exact derivation via a variation of the individual contributions is
outlined in detail in the Appendix A. Here, only the result for the emittance
of the sample is given as
S(ν) =
N(ν)
LBB(ν, TS)− LBB(ν, TE)
×
SS(ν, TS, TH, TN)− SH(ν, TH, TN)SH(ν, TH, TN)− SH(ν, TH, T ′N) [LBB(ν, TN)− LBB(ν, T ′N)]
− LBB(ν, TN)[τ˜S(ν)− 1]− LBB(ν, TE)
[
1− τ˜S(ν)
N(ν)
] , (3.4)
where the transmittance of the sample is
τ˜S(ν) =
SS(ν, TS, TH, TN)− SS(ν, TS, TH, T ′N)
SH(ν, TH, TN)− SH(ν, TH, T ′N)
. (3.5)
These two equations consist of quotients of measured signals S, quotients
of blackbody radiances LBB, and the separately measured emittance of the
reference area N(ν) only, leaving no free parameter.
Calibration of the emittance measurements
Numerical values for the measured temperatures are given in Table 3.2. Also,
the ambient temperature in the laboratory was stabilized with an accuracy
of ±1 ◦C. To rule out changes of the detector responsivity sD(ν) - a prefactor
of the radiance terms - each set of measurements was complemented by a
spectrum of the reference blackbody and normalized to it. Each individual
measurement was repeated several (≥ 4) times.
The thermal radiation detected in the FTIR spectrometer consists of the
fraction A originating from the sample and the fraction (1 − A) from the
sample holder. Its extraction from spectrally resolved measurements with
and without the sample is derived in Appendix A. In Fig. 3.4(b), its numerical
values are plotted as a function of photon energy exhibiting values close to 0.9
(i.e., 90 percent of the detected signal originate from the sample). Besides,
A is useful in evaluating the quality of the measurement. Since the ratio
of the two areas is fixed, also A(hν) should be a constant. This essentially
is the case with fluctuations strongly increasing at photon energies beyond
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Figure 3.4: (a) Spectral radi-
ance of a blackbody at 20, 80,
and 120 ◦C. (b) Fraction A of
the probed area related to the
semiconductor samples. The
dotted vertical line at 0.30 eV
indicates the upper limit up to
which the measured data are
reliable for further analysis.
Beyond this line the scatter in
the data points exceeds three
times the standard deviation
of the interval below 0.25 eV.
(c) Measured raw emission
signals from reference sample
R1 for background tempera-
tures of 80 and 120 ◦C, and
the difference of it (blue dots,
displayed at tenfold magni-
fication). The region with
almost zero transmission (<
0.15 eV) was used for offset
correction.
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0.30 eV, because the absolute intensity of thermal radiation gets very small
there [Fig. 3.4(a)]. Consequently, only data for hν < 0.30 eV are used in the
following.
According to the separation approach, the sample was measured in front
of the background reference area at different temperatures TN and T ′N. As
expected, a higher signal is found with the background area at higher tem-
perature [Fig. 3.4(c)]. For hν < 0.15 eV the sample R1 is fully absorbing
and, consequently, the signals for different background temperatures should
be identical. The data display, however, a small almost constant offset of
1− 2% in this range, which originates from different contributions, including
the so-called size-of-source effect4 and a small fraction of emission from the
heated background plate5 that is reflected from the sample into the detec-
4The size-of-source effect is known to cause deviations in radiometric measurements in
dependence on the size of the source, in spite of the usage of apertures between the source
and the detector, and is typically explained by diffraction.[184–187].
5The emitting area of the heating plate (diameter = 12 cm) is much larger than that
of the sample (diameter = 0.9 cm) including the sample holder (side length = 4 cm); see
Figs. 3.3(b) and 3.3(c). Therefore its indirect contribution, e.g., via reflection from the
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Part Symbol Value in ◦C
Semiconductor samples TS 80.0± 0.1
Sample holder TH 80.0± 0.1
Reference background TN 80.67± 0.03
Reference background T ′N 123.0± 0.9
Enclosure TE 23.04± 0.09
Detector TD 23.08± 0.03
Reference blackbody TB 80.01± 0.01
Table 3.2: Measured
temperatures of the
samples and the in-
dividual parts of the
setup.
tor via the enclosure. In the data sets as presented here, a constant offset
signal derived from the difference in the non-transparent region [blue dots
for hν < 0.15 eV in Fig. 3.4(c)] was subtracted from the values measured
with increased background temperature. The described procedure leads to
zero transmittance in the far infrared, as expected for thick semiconductor
samples; see Fig. 3.5(b).
3.1.4 Experimental Spectra
The calibration of the measurement data along with the earlier described
variation approach leads with Eqs. (3.4) and (3.5) as well as %˜ = 1− − τ˜ to
numerical values. The spectrally resolved emittance , transmittance τ˜ , and
reflectance %˜ of the samples are displayed in Fig. 3.5.
The transmittance spectra allow for a straight-forward interpretation.
Two major spectral regions are encountered: for hν < 0.18 eV, the transmit-
tance spectrum is flat with absolute values close to zero for all semiconduc-
tor samples. This demonstrates complete absorption of all infrared radiation
originating from the reference area behind. At higher photon energies, the
absorption of the 1.2 mm samples is not sufficient for a complete extinction
of the radiation from the reference area, a fact that poses a challenge in
an exact radiometric temperature determination with thermography with its
detection range peaking close to 0.25 eV (cf. section 4.1.1).
The emittance spectra of the semiconductor samples that all exhibit sim-
ilar high numerical values of nearly 0.7 over the 0.1− 0.18 eV spectral range,
start to depart from each other in the range of semitransparency. The GaAs
sample with the lowest doping (R1, green triangles) falls off most strongly,
followed by the stack sample (S, blue dots) and the heavily doped GaAs
sample (R3, red squares). In the following section this fact will be related to
the increasing absorption due to free carriers.
enclosure, to the detected radiation is not completely screened.
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Figure 3.5: Spec-
trally resolved (a)
emittances , (b)
transmittances τ˜ ,
and (c) reflectances
%˜ for the stack of
laser bars (S), the
reference samples
(R1, R3), and for the
background reference
areas covered with
NEXTEL. , τ˜ , and
%˜ are calculated from
Eqs. (3.4) and (3.5),
and %˜ = 1− − τ˜ .
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For hν < 0.18 eV the transmittance is almost zero for all semiconductor
samples and the spectra of emittance and reflectance are complementary to
each other because of energy conservation. Consequently, the additional in-
crease and subsequent sharp drop of the emittance at small photon energies
< 0.1 eV is caused by a drop and subsequent sharp rise in the reflectance.
These features are inherent characteristics to semiconductor materials and
originate from the interaction of the radiation with free electrons on the one
hand and with the crystal lattice on the other hand. In the following section,
such spectral characteristics are used to relate the emission and absorption
properties to basic physical properties and analyze to what extent such prop-
erties are different for bulk semiconductor materials and laser devices.
The NEXTEL background reference area behaves almost grey (i.e., flat
spectral characteristics) with an emittance around 0.95 and a residual re-
flectance around 0.05.
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3.2 Emittance Enhancement due to the Laser
Cavity
3.2.1 Free Carrier Absorption
For the semitransparent semiconductor samples, the measured quantities τ˜ ,
%˜, and  are determined by the material-specific reflection coefficient % and
absorption coefficient α. The transmissivity is given by τ = exp(−αd), where
d is the thickness of the absorbing sample. In good approximation, identical
% at both facets are assumed. For multiple (incoherent) reflections under
normal incidence at the interfaces, the Fresnel formulae are simplified and
a geometrical series of the form ∑∞n=0 axn = a/(1 − x), |x| < 1 leads to the
following expressions
τ˜ = τ(1− %)2(1 + %2τ 2 + %4τ 4 + . . . ) = τ(1− %)
2
1− %2τ 2
%˜ = %
[
1 + τ 2(1− %)2
(
1 + %2τ 2 + %4τ 4 + . . .
)]
= %
[
1 + τ
2(1− %)2
1− %2τ 2
]
 = (1− %)(1− τ)(1 + %τ + %2τ 2 + . . . ) = (1− %)(1− τ)1− %τ . (3.6)
The last line relies on the equality of emittance and absorbance given by
Kirchhoff’s law (2.23). The absorption coefficient is thus determined by solv-
ing this equation system for the first and last line
α = − ln (τ)
d
= −1
d
ln
−− 22τ˜ +
(
2 + 
3
τ˜
+ 
4
4τ˜ 2 + 1
)1/2 . (3.7)
In Fig. 3.6(b) corresponding spectra of α(hν) for the laser structure are
plotted together with that for the two GaAs reference samples. The data
display is restricted to the range of sufficient transmittance (hν > 0.2 eV).
The absorption behavior of semiconductor materials is governed by var-
ious physical processes, some of which are depicted in Fig. 3.6(a). In the
analyzed case of photon energies well below the fundamental band gap, the
absorption behavior of most of the semiconductor layers in the laser struc-
ture and of the GaAs reference structures is governed by the absorption due
to intraband transitions of electrons.[48, 189–192] Beside such free carrier
absorption (FCA), for the thin (. 2 µm) p-doped layer of the laser structure
inter-VB absorption of holes is the predominant absorption mechanism.[193–
195] For the displayed photon energies between 0.2 and 0.3 eV, the absorption
spectra in Fig. 3.6(b) feature a monotonous decrease of absorption. This be-
havior fits with the power law αFCA ∝ (hν)−p with 2 < p < 3. The value of p
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Figure 3.6: (a) Typical absorption spectrum of a semiconductor indicating major
absorption processes (reproduced from Ref. 188). The thermography-relevant spec-
tral region of free carrier absorption is close to the absolute minimum. (b) Absorp-
tion coefficient spectra α(hν) for the samples S, R1, and R3 in double logarithmic
scale, derived from applying Eq. (3.7) to (hν) and τ˜(hν) of Fig. 3.5. The display is
restricted to the spectral region of recognizable transmittance hν > 0.2 eV. Dotted
and dashed lines indicate α ∝ (hν)−p with p equal to 3 and 2.
originates from the interaction of the electron with either acoustic phonons
(p ≈ 1.5), optical phonons (p ≈ 2.5), or impurities (p ≈ 3.5).[48, 189–
192] In contrast, from the Drude model of the free electron an exponent of
p = 2 is expected on account of scattering times independent on the photon
energy.[59]
For laser structures high electron concentrations in the range of N ∼
1018 cm−3 are necessary, which leads to a highly degenerate electron gas with
a quasi-Fermi level of Fe(N = 1018 cm−3) ≈ 65meV. Under such conditions,
FCA leaves the range of almost linear dependence on N and starts to become
superlinear.[48, 189–192] In bulk GaAs crystals, values of αFCA ≈ 20 cm−1
have been reported for a photon energy of 0.2 eV and an electron density
of N = 1.1 × 1018 cm−3.[191] This compares well with the values displayed
in Fig. 3.6(b). The absorption cross section per free electron calculates as
σFCA(hν = 0.2 eV) = αFCA/N ≈ 1.8× 10−17 cm2.
For p-doped GaAs, on the other hand, inter-VB absorption of free holes
from the heavy-hole into the light-hole band is the dominating absorption
mechanism for temperatures T > 300 K and photon energies below 0.3 eV.
[193–196] The absorption spectrum shows a monotonous decrease by a fac-
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tor of 3.5 without any spectral substructure for photon energies from 0.2 to
0.3 eV. The absorption cross section per free hole has a value of σIV(hν =
0.2 eV) ≈ 1.5 × 10−16 cm2, i.e., roughly 10 times higher than for the in-
traband absorption of an electron in n-type GaAs with similar free carrier
concentration.
3.2.2 Reflectance and Plasma Resonance
The free carrier concentrations of the substrates used in the laser stack are
initially unknown. The specification6 of the manufacturer about the dop-
ing of standard production-type wafers for laser diodes is always subject to
fluctuations inherent to the bulk crystals growth, in terms of both variations
from wafer to wafer and spatial variations across individual wafers. A de-
termination of the average free carrier concentration of the entire laser stack
is possible via the plasma resonance in the reflectance spectrum given by
%˜ = 1 − τ˜ − . The reflectance spectra (under normal incidence conditions)
are shown in Fig. 3.7 for the samples in the range of their plasma edges. On
the other hand, the normal-incidence reflectance is given by
%˜ =
∣∣∣∣1−N1 +N
∣∣∣∣2 =
∣∣∣∣∣1−
√
ε
1 +
√
ε
∣∣∣∣∣
2
, (3.8)
with the complex refractive index
N = n− ik = √ε = √ε1 − iε2 . (3.9)
In this expression, n is the real refractive index, k the extinction coefficient,
and ε the complex dielectric function with its real and imaginary parts ε1
and ε2. In the spectral region that is relevant here (reststrahlen region)
the IR light interacts with the lattice vibrations, which can be described
by an harmonic-oscillator model, and, if free carriers are present, plasma
contributions to the dielectric function need to be taken into account. The
dielectric function reads as
ε(ω) = ε∞
(
1 + ω
2
LO − ω2TO
ω2TO − ω2 − iωΓ
− ω
2
p
ω2 + iωΓp
)
, (3.10)
where ωLO and ωTO are the LO and TO phonon frequencies in the long-
wavelength limit, and Γ is the phonon damping constant.[48] The intraband
6The reference bulk GaAs wafers are standard production-type wafers as well, but they
were selected and measured for their (room-temperature) free carrier concentrations by
the manufacturer for testing purposes at the Max-Born-Institut.
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Figure 3.7: Reflectance spec-
tra of samples R3, S and
R1 (the two upper plots are
shifted 0.5 up each for bet-
ter visibility). Data points
are taken from Fig. 3.5(c), are
expanded around the plasma
resonance. Least-squares fits
according to Eqs. (3.8) and
(3.10) result in solid lines and
parameters given in Table 3.3.
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contribution (FCA) to the refractive index of the n-doped layers is negative,
resulting in the observed plasma edge of far-IR reflectivity. This is the last
term in Eq. (3.10) with the plasma frequency
ω2p =
Ne2
m∗cε∞ε0
(3.11)
and the plasmon damping constant Γp. The effective mass of the conduction
band electrons is m∗c . The contribution of free holes to the plasma edge is
negligible.[195]
A nonlinear least-squares fit (solid lines in Fig. 3.7) of the measured sam-
ple reflectance (symbols) according to Eqs. (3.8) and (3.10) determines ωp
and the other sample parameters (Table 3.3). There is apparently a very good
agreement of the fit and the experimental data points and of the parameter
values with the literature.[48]
For the stack sample, the plasma resonance between 50 and 60 meV is
broader than for the reference samples (cf. Γp in Table 3.3) and a small devi-
ation of the fit from the experimental data occurs between 60 and 110 meV.
Such peculiarities may arise from the spread of the doping levels of the 82 in-
dividual laser bars within the stack, originating from different epitaxial runs
and wafers.
Equation (3.11) gives the relation between the electron concentration and
the plasma frequency. A modification to this is caused by the high electron
concentrations relevant here. For the resulting degenerate electron gas, elec-
tron states lying high in the CB are populated. There the parabolic band
approximation around the CB minima is insufficient in describing the elec-
tron k-dispersion. The nonparabolicity can be accounted for by introducing
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No. ~ωp Γp ~ωLO ~ωTO Γ ε∞ m∗c/me
R3 67.3 11.2 35.6 33.4 0.8 11.62 0.0778
S 44.0 18.9 37.6 33.5 1.2 11.58 0.0711
R1 41.3 10.7 36.5 33.3 0.2 11.57 0.0706
Table 3.3: Parameters obtained from fitting the data from Fig. 3.7 to (3.8) and
(3.10). All parameters are given in meV except for ε∞ and m∗c . agreement with
literature values is achieved.[48]
higher order correction terms to the constant effective electron mass, i.e.,
by making it energy dependent m∗c(E). The N -dependence is introduced
through the Fermi energy, because the effective mass probed in the experi-
ments is known as the optical mass at the Fermi energy, that is m∗c(Fe(N)).
For N ≈ 1018cm−3, a linear relation has been found with a small quadratic
correction term on the order of 0.6%.[197] Thus, a linear interpolation is used
here
m∗c(N)
me
= ApN
ε∞~2ω2p(N)
= m∗0 + aN = 0.06683 +
3.70N
1021 cm3 . (3.12)
Here, Ap = α~3c4pim−1e = 1.3788422 × 10−21 eV2cm3 is a constant (α - fine-
structure constant). The numerical values form∗0 and a were derived with the
plasma frequencies and dielectric constants from Table 3.3. From the known
electron concentrations of the reference samples, their effective masses are
calculated and given in Table 3.3. The values found in this way are in good
agreement with other measurements.[48, 191, 197, 198]
3.2.3 Emittance Enhancement for Laser Structures
The spectral structure of the reflectance data yields the average plasma fre-
quency of the stack. The determination of the FCA coefficients, on the other
hand, utilizes not the spectral information but the magnitudes of the trans-
mittance and emittance data. Both parameters ωp(N) and α(N) relate to
the free carrier concentration N .
The ratio of electron concentrations in two different samples can, with
help of Eq. (3.12), be written as
N1
N2
=
(
ε∞,2~2ω2p,2
)−1 − a
Ap(
ε∞,1~2ω2p,1
)−1 − a
Ap
=
(
ε∞,2~2ω2p,2
)−1 − 2.6834 eV−2(
ε∞,1~2ω2p,1
)−1 − 2.6834 eV−2 . (3.13)
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Table 3.4: Ratios of electron con-
centrations N and absorption co-
efficients α for the samples S, R1,
R3, and REF. α(hν) of REF is
taken from Ref. 191 (N = 1.12 ×
1018 cm−3).
No. N1/N2 α1/α2 fα = α1/α2N1/N2
S/R1 1.144 1.453 1.27
S/R3 0.389 0.508 1.30
S/REF 1.026 1.610 1.57
R3/R1 2.941 3.171 0.93
This expression eventually yields a numerical value for the electron concen-
tration of the laser sample of N = 1.16× 1018cm−3 that is very close to that
of sample R1 (cf. Table 3.1).
In case of α(N), usually a linear relationship on N is assumed that be-
comes superlinear in case of degeneracy.[48, 189–192] But, due to close prox-
imity of carrier concentrations of stack and reference sample R1, the assump-
tion of a linear relationship is still justified in the analyzed case.
The slopes of the absorption spectra for 0.2 eV ≤ hν ≤ 0.3 eV of the
stack and of the reference samples are very similar [Fig. 3.6(b)], resulting in
constant ratios of the absorption coefficients. Such ratios are given together
with the ratios of the electron concentration in Table 3.4 for the stack, the
reference bulk GaAs samples, and for a sample (REF), taken from Ref. 191
(sample No. 5 with N = 1.12× 1018 cm−3).
Evidently, the absorption of the laser stack is enhanced by a factor that is
substantially larger than the ratio of the electron concentrations, numerically
expressed by the absorption enhancement factor fα. For the stack and the
very similarly doped reference sample R1 a value of fα(S/R1) = 1.27 follows.
The value derived with the spectrum of sample R3, on the other hand, is
much less accurate because of the large uncertainty of the absolute values of
α(R3). Nevertheless, also such ratio points to an enhancement of absorption
in the device structure, as well as the large ratio with the literature reference
REF does. The ratio for the reference samples of fα(R3/R1) = 0.93 is, as
expected, close to unity, although the slightly too low value points to the
influence of the superlinearity on N in α(N).
According to Kirchhoff’s law, the enhancement of absorption is connected
with an enhancement of emission. The emission enhancement factor f is
derived from the absorption enhancement factor fα using Eqs. (3.6) and
(3.7) as
f =

0
= 1− τ1− τ0 ·
1− %τ0
1− %τ =
1− e−αd
1− e−α/fαd ·
1− %e−α/fαd
1− %e−αd , (3.14)
where the subscript 0 indicates the expected bulk values in case of no en-
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Figure 3.8: Spectral depen-
dence of the emittance en-
hancement factor f as de-
rived from Eq. (3.14) for
an absorption enhancement of
fα = 1.27. This factor il-
lustrates the spectral depen-
dence of the experimentally
observed emittance enhance-
ment of the semiconductor
laser sample over the bulk
GaAs samples.
hancement. The reflection coefficient used follows from solving Eqs. (3.6)
% = −1− τ
2 + (1 + 2τ 2 + τ 4 − 8%˜τ 2 + 4%˜2τ 2)1/2
2(%˜τ 2 − 2τ 2) . (3.15)
The magnitude of the emittance enhancement factor f is calculated in this
way for fα = 1.27 and plotted in Fig. 3.8. Apparently there is a linear increase
in f(hν) for photon energies larger than about 0.18 eV which corresponds to
the onset of transparency of the stack sample [cf. Fig. 3.5(b)]. For smaller
photon energies the sample is opaque, limiting the emittance to  = 1 − %,
independent of the absorption strength, as is easily seen from setting τ = 0 in
Eqs. (3.6). At wavelengths as short as 4 µm, the emittance of the laser diodes
is up to 10 %− 15 % higher than in the comparable bulk crystal sample.
Enhancement mechanisms
The observed enhancement of absorption and emission of thermal radiation
is mainly caused by two mechanisms, the imperfect reflection of thermal
radiation from the metal layers in the device structure and the absorption of
thermal radiation in the p-doped layers. Both mechanisms are unique to the
laser devices and are not present in n-doped bulk crystals.
In the case of the experiments with the laser stack, about 150 metal-
semiconductor interfaces are probed. The setup records thermal radiation
with an angle of divergence of ±3◦, corresponding to very shallow angles of
±1◦ with the metal-semiconductor interfaces inside the laser devices. Struc-
tural imperfections of these interfaces lead to a partly diffuse reflection of
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thermal radiation, in particular for such small angles of incidence.[108] An-
other potential source of losses in such a grazing incidence geometry is due
to the excitation of surface plasmons on the metal layers.
A related experiment on a series of undoped GaAs bars with different
lengths (0.6-6 mm) demonstrated that their emittance is considerably in-
creasing with the cavity length only in case of metallizations on top and
bottom.[199] For the bare GaAs bars, on the other hand, no noticeable in-
crease in emittance was seen because of the very low absorption coefficient
of the nominally undoped GaAs.
In addition to the metallization, a laser diode structure contains highly p-
doped layers. There, at ambient temperatures and in case of photon energies
between 0.2 and 0.3 eV the absorption spectrum is dominated by inter-VB
transitions of heavy holes into the light hole band.[193–196] The average hole
concentration in the p-doped layers is close to the average electron concen-
tration in the n-doped layers but their total thickness is . 2 % of the total
thickness of the n-doped material. Nevertheless, since the absorption cross
section per hole is typically up to 10 to 50 times higher than for the indirect
intraband transitions of electrons, their absorption is expected to make an
appreciable contribution to the overall absorption.
3.2.4 Chapter Conclusions
In this chapter, a direct experimental verification of the thermal emission
properties of GaAs-based semiconductor lasers was provided. This was ac-
complished with help of a calibrated setup for quantitative measurements of
spectrally resolved emittances. Thermal emission spectra, measured against
a calibrated blackbody radiator, from a stack of high-power laser bars and
from bulk GaAs reference samples were compared. The thermal radiation
measurements were analyzed with a formalism providing the directional spec-
tral emittance, transmittance, and reflectance under normal incidence. This
allowed to relate the thermal emission properties of the devices to the under-
lying materials properties absorption coefficient and carrier concentration.
The analysis revealed a pronounced enhancement of the thermal emission
from the laser as compared to the bulk reference samples. Laser specific
components, namely the metallic contacts and the heavily p-doped semicon-
ductor layers were identified as the origin of this enhancement.
Chapter 4
Thermography of
Semiconductor Lasers:
Methodology
In this chapter, the methodology for the extraction of temperature infor-
mation from thermography of semiconductor lasers is described, including
the measurement strategy for the composite thermal radiation signal, the
temperature calibration procedures, the materials property issues, the ther-
mography setup, and the acquisition modes. The implications due to the
semitransparent nature of the laser diode for the thermal IR radiation are
analyzed for the case of highly spatially resolved thermography and related
to the effects from diffraction limited imaging.
4.1 Measurement Strategy
4.1.1 Signal Contributions
A successful thermographic measurement accounts for the fact that thermal
radiation is inherent to all objects with finite temperature. Thus the mea-
sured signal in the camera detector is, in any case, a composite of different
contributions. For laser diodes the overall signal S can be expressed by
S = S + S% + Sτ + SBg , (4.1)
which is given by the thermal radiation originating from the laser diode and
being proportional to the laser’s emittance (subscript ), thermal radiation
of the environment that is reflected from the laser and being proportional
to the laser’s reflectance (subscript %), thermal radiation that is transmitted
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Figure 4.1: Schematic of the typical assembly of a high-power device together
with the main radiation sources giving rise to the composite signal in case of a
thermographic analysis of the front facet.
through the laser and being proportional to the laser’s transmittance (sub-
script τ), and an offset due to the background intensity (subscript Bg); see
Fig. 4.1.
The straight-forward way would be, in analogy to section 3.1.3, to vary
S%, Sτ , and SBg and, thus, to separate S. Such experiments are difficult for
high-power bars because they would demand for destructive access to the bar
background. But, since in almost all cases the interest is in the operating
device, the strategy is to take, beside the image of the operating device (on
image), an image including all mentioned contributions but with the device
not operating (off image). In practice, first the device is kept at or close
to room temperature - the usual operating point - and a reference image is
acquired. Then the device is turned on and another image is acquired. The
resulting difference image contains only one non-vanishing term, namely the
difference of both S contributions:
S(on)− S(off) = S(on)− S(off) . (4.2)
Such approach results in temperature differences and addition of the homo-
geneously warm device in the reference image (e.g., 25◦C) leads to absolute
temperatures.
4.1.2 Temperature Calibration Procedure
By virtue of the generality of Planck’s formula (2.19) the measured signal
S(T ) versus object temperature T can be calculated. The spectral blackbody
radiant power from the area Fp, corresponding to one pixel of the detector
array (including magnification), emitted into a solid cone Ω with half-opening
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Figure 4.2: Overview
of spectra leading
to the camera signal
for a laser diode:
(a) spectral radiant
power of a blackbody
at 25◦C into a cone of
30◦ [cf. Eq. (4.3)] and
typical emittance of a
laser diode (fit from
chapter 3); (b) trans-
mittance of optical
filter elements; (c)
camera responsivity;
(d) spectral camera
signal after multi-
plication according
to the integrand in
Eq. (4.5). Area de-
pendent parameters
are given for the
equivalent of one
pixel (60 µm)2.
angle θ is given by the following expression
Φν,BB(hν, T, θ, Fp)
dhν
h
=
∫
Ω
∫
Fp
Lν,BB(ν, T ) cos θ dΩ dF
dhν
h
(4.3)
= Fppi sin2 θ
2hν3
c2
[
exp
(
hν
kT
)
− 1
]−1
dhν
h
. (4.4)
In Fig. 4.2(a) this is displayed in units of µW/eV for Fp = (60 µm)2, θ = 30◦,
and a temperature of 25◦C.
Together with the emittance (hν) of a typical laser diode [derived from
a fit of the experimental data of chapter 3 and displayed in Fig. 4.2(a)] and
the transmittances of the optical filters τ˜Filter(hν) [in Fig. 4.2(b) the dichroic
mirror and two spectral filters are displayed, cf. Section 4.2.1], the spectral
radiant power from a laser diode reaching the thermographic camera can be
calculated. For the applied MIR filter an integration over the photon energy
range ∆hν from 0.2 eV to 0.4 eV leads, with the earlier determined (see
Ref. 200) responsivity sD(hν) of the thermographic camera [Fig. 4.2(c)], to
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Figure 4.3: The solid black line
marks the theoretical calibration
curve [camera signal vs temper-
ature; cf. Eq. (4.5)] for a laser
diode. The experimental calibra-
tion curve (black squares) is re-
plotted from Fig. 4.4(b). The
power law according to the Stefan-
Boltzmann law (4.6) is given as
dashed red line for the same an-
gle and area as in Fig. 4.2.
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the camera signal in units of counts/ms
S(T, θ, Fp) =
∫
∆hν
sD(hν)Φν,BB(hν, T, θ, Fp)(hν)τ˜Filter(hν)
dhν
h
. (4.5)
The spectral signal in the integral is shown in Fig. 4.2(d) together with the
weighted average (dotted line) resulting in a central wavelength of 5.0 µm,
i.e., a photon energy of 0.246 eV.
In Fig. 4.3 the theoretical calibration curve for a laser diode (solid black
line) together with the experimental data of Fig. 4.4(b) (black squares) are
presented, both relative to 25◦C. The theoretical curve is obtained from
Eq. (4.5) multiplied with 0.4855 to account for the different objective lenses
in experimental calibration and sD(hν) determination. A clear agreement of
the two approaches is visible.
In contrast, a simplified approach with the Stefan-Boltzmann law (2.21)
for the same solid angle and pixel area, given by
ΦBB(T, θ, Fp) =
∫ ∞
0
Φν,BB(T, θ, Fp) dν = σT 4Fp sin2 θ (4.6)
and displayed relative to 25◦C as dashed red line, fails because of the small
spectral region ∆hν.
Experimental calibration procedure
Nevertheless, the parameter emittance is usually not well defined. It is
strongly dependent on the material and the surface of the object. In case of
complete devices, the emittance is thus spatially varying which requires indi-
vidual calibration procedures for each type of device. With a measurement
like the one outlined in Chapter 3 a determination is of course possible but
involves a lot of effort. A more convenient way to perform a calibration is
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Figure 4.4: Experimental calibration of a 500 µm-wide high-power laser mounted
on a CuW submount sitting on a Cu heat sink. (a) Raw thermal difference images
at different indicated heat-sink temperatures given in counts/ms. The reference
image has been recorded at a heat-sink temperature of 25.0◦C. (b) Camera-signal-
vs-temperature curves for the laser diode, the submount, and the bond pad as
indicated by the symbols in (a). The data points have been averaged over several
raw image pixels and fitted by third order polynomials (full lines).
provided by the heat sink of the device. It can be used to heat the device in
a calibration measurement where the response of the thermographic camera
is monitored simultaneously.
In Fig. 4.4 selected thermal images of such a calibration measurement
are shown together with camera-signal-vs-temperature curves for the laser
diode, the submount, and the bond pad. The different slopes correspond to
different emittances: ∼ 0.7 for the laser diode, ∼ 0.1 for the CuW submount,
and ∼ 0.9 for the ceramic bond pad. The camera signal response S(T, x, y)
can be approximated by a n-th order polynomial
S(T, x, y) =
∑
0≤i≤n
pi(x, y)× T i(x, y) . (4.7)
Usually, n=3 yields sufficient accuracy1 for object temperatures of 20◦C ≤
T ≤ 100◦C. Application to raw thermal images of the operating device yields
absolute temperature distributions like those presented in Fig. 4.5 for injec-
tion currents of 1.0 and 2.5 A. Well visible is the heated laser diode and
the temperature distribution therein. The bond pad, on the other hand,
that gave rise to a strong signal in Fig. 4.4(a) obviously is a bad thermal
conductor and stays cool during operation.
1The built-in camera software allows for a linear interpolation only, sometimes referred
to as emissivity correction, leading to underestimated temperatures.
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Figure 4.5: Temperature distribution (given in ◦C) after calibration with the
raw images displayed in Fig. 4.4(a) for an operating laser diode at a heat-sink
temperature of 25.0◦C at an injection current of (a,c) 1.0 A and of (b,d) 2.5 A.
Panels (c,d) show the data of the laser diode chip on an expanded scale.
4.1.3 Semiconductor Materials Issues
The parameters emittance () and transmittance (τ˜) depend on the laser
cavity length and the carrier concentration N , plotted in Fig. 4.6. The
experimental values measured in chapter 3 for the laser stack with 1.2 mm
cavity length and N = 1.16 × 1018 cm−3 (open circles) are extended to the
technologically relevant range of 1018cm−3 ≤ N ≤ 3 × 1018cm−3 by linearly
scaling α of the laser sample with N (solid lines), in this way somewhat
underestimating α at high N values. In all cases,  saturates at a constant
value of 0.74 with increasing cavity length, becoming effectively reflectance-
limited ( = 1− %˜), whereas τ˜ approaches zero.
A high  value is advantageous for thermographic applications because
it results in a large signal S, enabling high thermal resolution and good
discrimination against the ambient thermal background. Second, a low τ˜
results in a small signal Sτ originating from other sources. Thus, a long cavity
and a high doping level are preferable prerequisites for precise thermography.
The environment signal S% that is reflected into the camera does not follow
such a dependence on cavity length and neither the ambient background
SBg does. Such signal contribution can be accounted for by keeping the
environment stable during the measurement.
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Figure 4.6: Apparent emittance and
transmittance for the present ther-
mography system, plotted vs the laser
cavity length for substrate dopings N
of 1, 2, and 3×1018 cm−3. Circles rep-
resent experimental values for the ac-
tual laser sample and dotted lines are
calculated from Eqs. (3.6) and (3.7).
Full lines are derived from linear inter-
polation of α(N) of the laser sample in
chapter 3.
Transparency issues
The laser devices of chapter 3 show average values of  = 0.67 and τ˜ = 0.07.
In the worst case of a blackbody source behind the laser sample, of same
temperature as the sample, the total thermal radiation would give rise to a
camera signal corresponding to an apparent  = 0.67 + 0.07 = 0.74 instead.
In the case of free-standing single emitters, this effect is well controllable by
means of the mentioned reference subtraction. But for complex packaging
schemes like in high-power bars, the contribution of the background assem-
bly is accessible only by disassembling the device. In such cases the impact
on the temperature determination is defined via the experimental calibra-
tion where the entire device, that is laser diode plus background assembly,
is homogeneously heated. During operation, on the other hand, the back-
ground assembly is at a lower temperature than the laser and even smaller
than the heat-sink temperature directly below the laser. Measurements and
calculations (cf. Refs. 49, 201) provide values for the latter of around 60%
the temperature increase of the active region. Consequently, and in accor-
dance with section 4.3.1, the effect is mostly a diffuse flat offset leading to
an underestimation of the temperature of laser bars by at most ∼ 4%.
Temperature stability
The outlined strategy relies on the stability of , τ˜ , and %˜, which are in-
deed very slowly varying for temperature differences of typically ≤ 20 K
experienced during laser operation. For laser diodes like those studied in
chapter 3 the temperature dependence of the relevant parameters can be
linearly approximated for temperatures around 300 K (probing wavelength
5 µm): (d%˜/dT )%˜ ∼ 8 · 10−5K−1, (dα/dT )/α ∼ 4 · 10−3K−1, (dτ˜/dT )/τ˜ ∼
−8 · 10−3K−1, (d/dT )/ ∼ 8 · 10−4K−1.[48, 88, 192] Such slight shifts are
compensated by an experimental calibration.
62 Chapter 4. Thermography of Semiconductor Lasers: Methodology
Figure 4.7: Effect of carrier injection
into the active region for spatial reso-
lutions of 6, 9, 40 µm/pixel, plotted vs
laser cavity length (circles at 1.2 mm).
Ratio of  averaged over one pixel con-
taining the 1-µm-wide active region
with N = 5 × 1017 cm−3 and  with
N = 2 × 1018 cm−3 during operation.
(N) is derived as in Fig. 4.6.
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Materials homogeneity
From the dependence (N) a fundamental restriction on the achievable accu-
racy of thermography follows. The nominal thermal resolution of most recent
infrared detector arrays is on the order of δT ≈ 20 mK (at 300 K), giving
rise to δT ≈ 30 mK for semiconductor lasers with  = 0.67.[120–123] This
corresponds to a relative difference in N of about 0.6% in laser structures
doped to N = 1018 cm−3. In spatially resolved imaging, this high sensitiv-
ity is, however, reached only for small spatial fluctuations of δN/N ≈ 10−3.
Such extraordinary high homogeneities are commonly not achievable on large
scales. In case of production-type GaAs wafers, typical fluctuations of up to
δN/N ∼ 1 − 10% are encountered across single wafers,[202] resulting in de-
tectable temperature differences with an accuracy of 50− 500mK. However,
a spatially resolved calibration can compensates such effects.
Dependence on the injected carrier concentration
During calibration (no injection) and during operation N is different. Nev-
ertheless, thermography is intrinsically robust against the effect of (N),
because of the long laser cavities and because the signal is built up from
thermal radiation coming from active and passive regions. In contrast, laser-
spectrum measurements for temperature determination (cf. section 2.7.1)
are much more affected by the N dependence of Eg, g, and n. Assuming a
1.2-mm-long resonator, a 1-µm-wide QW plus waveguide region with average
N = 5 × 1017 cm−3 without injection, and, under high injection conditions
with N = 2× 1018 cm−3, the thermographic temperature is by only 3% over-
estimated for a spatial resolution of 9 µm/pixel. For longer cavities and lower
resolutions this value gets even smaller (Fig. 4.7). Since these considerations
base on experimental data (chapter 3) they already include the N dependent
parameters α(N) and n(N).
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4.2 Setup and Acquisition Modes
4.2.1 Thermography Setup
The thermography setup is sketched in Fig. 4.8 with all its major components.
The HgCdTe focal plane array [384×288 pixels, pixel area (20 µm)2; pixel
pitch 24 µm] thermographic camera system (THERMOSENSORIK CMT
384M) images the front facet of the laser diode. It has a responsivity range
of 1.5− 6.0 µm [see Fig. 4.2(c)] at integration times of 40 µs− 3 ms. Frame
rates between ≤ 150 Hz for full frame and ∼ 5 kHz for sub-frame imaging
are possible with NETD2 (blackbody at 300 K, 2 ms integration time) of
. 20 mK. Different IR objective lenses together with different extension
tubes (1 − 13 cm) provide variable magnifications between 0.4× (imaging
of complete cm-bars) and 6× (imaging of single emitters), corresponding to
spatial resolutions of nominally 60 and 4 µm/pixel with N.A.≈ 0.5.
The measurement strategy outlined in section 4.1 relies on the stability
of the temperature of all relevant objects else than the laser device. This is
provided by the shielding compartment that is temperature stabilized by the
laboratory air conditioning. Furthermore, in order to protect the objective
lens and to avoid an additional thermal signal from the otherwise heated lens,
a dichroic mirror based on a Si wafer with HR coating for fundamental laser
emission (reflectance of R ≥ 0.99 for 0.8 µm ≤ λ ≤ 1µm) and AR coating
for thermal emission (R < 0.1 for 3 µm ≤ λ ≤ 6 µm) is mounted in between
the camera and the laser diode. The AR coating assures low losses for the
desired thermal IR and suppresses reflection of ambient thermal radiation
via the mirror into the camera lens. The mirror is tilted by 30− 45◦ to avoid
back-reflection of the intense laser radiation.
Interchangeable band-pass and long-wave-pass filters [see transmission
spectra in Fig. 4.2(b)] are applied, resulting in two spectral channels, called
mid-IR (MIR: 3.4 − 6.0 µm, with weighted average at 5.0 µm) and near-IR
(NIR: 1.6− 2.2 µm, centered around 1.9 µm).
4.2.2 Free-Run and Sampling Thermography Mode
Three modes of operation are distinguished. In the free-run mode the camera
records images according to its frame rate, uncorrelated to the laser diode.
This mode is used for lasers in continuous wave (cw) operation where a num-
ber (∼ 100) of images is averaged for noise reduction. For time-dependent
measurements of identical thermal pulses, for instance in sections 5.1 and
2Noise Equivalent Temperature Difference
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Figure 4.8: Schematic of the thermography setup. Inside of the shielding com-
partment the thermographic camera (green) together with the laser diode (light
blue) in the heat sink (yellow) mounted on the 5-axis positioning stage are given.
The laser beam (red and orange) is split at the dichroic mirror. An interchangeable
objective lens with extension tube is given for comparison. The laser diode cooling
and temperature controlling devices are sketched at the right part of the image.
At the bottom the two electronic circuits for the lock-in mode (dotted lines) and
the sampling/free-run modes (solid lines) are given.
5.2, the sampling mode is applied. There the camera and the pulsed laser ex-
citation are triggered by a delay generator (STANFORD DG535). The data
acquisition can be subsequently delayed in the camera I/O control, in this
way sweeping the gate, as defined by the integration time, over the thermal
transient.
In all cases, the devices are mounted on thermo-electrically cooled heat
sinks or mounted on top of water cooled stages [water flux typically ∼ (20±
1) l/h at temperature of typically ∼ 25◦C] and are aligned with the camera
detector by a 5-axis positioning stage. For single emitters a HP 8114A pulse-
generator delivers cw and pulsed currents up to 2 A and for bars laser diode
controllers (LDC 3060, OSTECH) deliver currents up to 80 A.
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4.2.3 Time-Resolved Lock-In Thermography
Although high-power laser diodes dissipate large amounts of heat during op-
eration, initial stages during turn-on are characterized by a much smaller
temperature rise. For the present thermographic camera with spatial reso-
lution on the order of 10 µm the maximal thermal resolution for a semicon-
ductor laser is about 40 mK for 1 ms integration time [cf. calibration curve
in Fig. 4.4(b)]. If one increases the temporal resolution, i.e., by decreas-
ing the integration time, by one order of magnitude to 100 µs, the thermal
resolution concomitantly decreases with the square root to about 100 mK.
Consequently, only temperature distributions showing values larger than that
are resolvable.
To this end, lock-in techniques3 offer, thanks to their phase-locked detec-
tion, a higher signal-to-noise ratio which increases with the square root of
the measurement time. Since laser diodes can be modulated via the injection
current they are well suited for lock-in detection. In the lock-in mode every
pixel in the thermal image is phase-locked to the pulsed excitation by a com-
bination of hardware (excitation is triggered by the camera lock-in module)
and software (correlation for every pixel).
Standard and synchronous undersampling lock-in concept
In standard lock-in techniques, the temporal resolution is restricted to half
the frame rate which is commonly below a few 100 Hz, even for state-of-
the-art cameras.[120–123] Higher time resolution is attained by advanced
methods such as the so-called synchronous undersampling lock-in thermog-
raphy. Here, lock-in frequencies higher than the frame rate are applied and
the camera frames necessary for correlation are sampled at different times,
each separated by n periods. The highest temporal resolution is achieved
by correlation of a minimal number of camera frames. The camera software
allows down to four images and a simple rectangular correlation function.
For operation of a laser diode at 50% duty cycle the time resolution is
given by the pulse width of the injection current
τPW =
τframe
2(n + 1/4) . (4.8)
The period between two camera frames τframe is a function of the integration
time and the image size. For full frame images (384× 288 pixel) a maximal
frame rate of 1/τframe ≈ 150 Hz can be achieved for the used camera system.
In Fig. 4.9 the timing scheme is outlined. There n=0 refers to the standard
3An introduction into lock-in thermography is given in Ref. 18.
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Figure 4.9: Scheme of the lock-in timings. Black pulses mark both the laser in-
jection current and the correlation function. Red squares represent the camera
frames. Four of them are required by the camera software for one lock-in cor-
relation. The pulse train at the top represents the situation of standard lock-in
(temporal resolution limited to the frame rate τframe), whereas the three pulse
trains below illustrate the synchronous undersampling lock-in concept. The mag-
nified view at the right represents the situation of highest attainable temporal
resolution (2 IT = τPW).
lock-in technique. In the case of n>0, the time resolution is limited by the
integration time IT of the IR camera and the phase stability of the lock-in
setup and experiment. If the latter is provided the current pulse width can
be as short as 2 IT (inset in Fig. 4.9).
In the experiments presented in section 5.1.2, N = (5− 50)× 103 lock-in
periods, each consisting of four camera frames and 4n+1 current pulses, are
sampled. The duration of such measurement is about 0.5-5.5 minutes. The
accumulated camera image is given by
S(x, y) = 14N
N∑
i=1
4∑
j=1
KjSi,j(x, y) , Kj =
+2 for j = 1, 2−2 for j = 3, 4 , (4.9)
with the individual camera frames Si,j(x, y) and the correlation function Kj.
By such summation for all pixels (x, y) of the detector, the thermal sensitivity
for detection of a laser diode in pulsed operation can be improved to below
10 mK.
4.3. Light Propagation Effects and Resolution Constraints 67
4.3 Light Propagation Effects and Resolution
Constraints
4.3.1 Thermal Radiation Propagation in a Semicon-
ductor Laser Cavity
The small absorption coefficient in the relevant IR spectral region enables the
redistribution of thermal radiation inside the laser cavity, eventually influ-
encing the thermal radiation distribution detected with thermography from
the front facet. This issue has been met in thermography of semiconductor
transistors and laser diodes but has not been resolved since.[28, 119] In the
following, this effect is treated in terms of geometrical optics with raytrac-
ing. From comparison with modeled and experimental data it follows that on
a micrometer scale the thermal radiation propagation inside semiconductor
lasers leads to a broadening of the thermographically detected temperature
distribution that is sufficiently modeled by raytracing.
Thermography experiments and samples
In order to perform a reliable comparison between experimental data sets and
simulation results two different laser devices are used, measured with differ-
ent thermographic methods and modeled with independent thermal FEM
models. Both laser designs, a QD laser QD-950-BA and a QW laser QW-
808-2-BA are described in section 2.5, where the QD device has its 50-µm-
wide active stripe asymmetrically placed ≈ 185 µm from the left side and
the 130-µm-wide active stripe of the QW device is centered.
For the QD laser, operated in cw, standard thermography was used for
different operating points, and for the QW laser, operated with pulsed cur-
rents, synchronous undersampling lock-in thermography was applied, which
allows, via variation of the electrical pulse width, for recording quite different
transient thermal situations. The situation 15 µs after turn-on represents a
narrow temperature distribution with only a limited heat spread away from
the active layer, whereas at 11 ms after turn-on almost the steady-state sit-
uation with heat spread across most of the device is found. Corresponding
experimental data is presented in section 4.2.3 and the extraction of the given
times is discussed in Appendix B.
Thermal FEM modeling
At least three facts make computer simulations of the temperature distribu-
tion in laser diodes indispensable: first, so far there is no standard experi-
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mental techniques able to probe the bulk temperature of the entire device
that could serve for comparison with thermography, second, for prediction of
the thermal behavior of novel devices, and third, experimental equipment is
much more expensive than commercial software.
FEM is a numerical technique for finding approximate solutions of partial
differential equations. For solving the heat conduction equation it assumes
heat-sources of which the major ones have been discussed in section 2.2.
Usually, a broad and established source for reliable materials parameters is
necessary and great care must be spend on the definition of an appropriate
discretization mesh which needs to adequately address the large differences
in the spatial dimensions of the device (e.g., QW vs substrate thickness).
Thus, an experimental technique like thermography for testing FEM results
is required.
Both laser designs have been numerically simulated with independent 2D
FEM models, neglecting a temperature variation along the laser axis. The
QD laser was modeled by J. Mukherjee et al.4 with a steady-state elec-
trothermal FEM model as outlined in Ref. 47. For the QW laser a transient
2D FEM simulation is performed by R. Sarzała, W. Nakwaski et al.5 in
accordance with Refs. 50, 74, 203–205.
Raytracing approach
The laser device geometry as presented in Fig. 4.10 is approximated by two
parts, the substrate and the epilayer structure. The materials properties of
the latter are averaged over its entire width since each of its individual thin
layers has a thickness small compared to the thermal radiation wavelength
of 5.0 µm. The metallic contacts on top and bottom are approximated by
setting the reflectivity of the corresponding surfaces to a fixed value R.
In raytracing6 typically 107−108 rays with an intensity given by the ther-
mal FEM simulation and a random polarization start from random source
points in space into random directions (i.e., thermal radiation with unpolar-
ized isotropic intensity). They are traced until they reach the detector array
which is placed outside the laser device directly in front of the front facet or
until they are damped to 10−3.
The objects that the rays travel in and the approximation of geometrical
optics govern both the power and the trajectory of the rays.[38] Raytracing is
4J. Mukherjee is with the Optoelectronics Group, Department of Physics/ Tyndall
Institute, University College Cork, National University of Ireland, Cork, Ireland
5R. Sarzała and W. Nakwaski are with the Laboratory of Computer Physics, Institute
of Physics, Technical University of Łódź, ul. Wólczańska 219, 93-005 Łódź, Poland
6Here ZEMAX (ZEMAX Development Corporation, www.zemax.com) is used.
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Metalization (R)
Figure 4.10: Schematic of the device geometry used in raytracing of the QW laser.
The observer is facing the front facet and the detector (thermographic camera or
software detector array) sits in front of it (not shown).
implemented with monochromatic rays with photon energy of hν = 0.246 eV
(λ = 5.0 µm) averaged over the camera detection window (compare sec-
tion 4.1), which limits the number of semiconductor materials parameters
to the refractive index n and the linear absorption coefficient α, and the
specular reflectivity R of the opaque metallic surfaces. Including a useful
range, the materials parameters are chosen accordingly: α = (18 ± 6) cm−1
[according to N = (1.16± 0.39)× 1018 cm−3], calculated from the absorption
spectrum in Fig. 3.6; for n two different values are used: 3.3 for the GaAs
substrate and 3.0 for the epitaxial structure; for the metallic contacts R = 1
is assumed.
The FEM-simulated 2D bulk temperature distributions are spatially aver-
aged to resolutions either meeting the spatial resolution of the thermographic
camera or to yield a decent signal-to-noise ratio with the maximal number
of allowed rays (∼ 108) and are extended along the entire cavity length, ef-
fectively defining an array of homogeneous cuboids. Transformation into IR
light sources is performed via application of an experimental calibration as
described in section 4.1.2.
To account for internal attenuation, the ratio between a homogeneous
light source distribution and the according homogeneous response distribu-
tion in the detector array is determined as (7.1 ± 0.3) × 10−3. Such small
outcoupling ratios are caused by the small exit cone due to the large refrac-
tive index jump from semiconductor to air [2pi (1− cos θcrit) /2pi ≈ 4.7×10−2,
with the critical angle for total internal reflection θcrit = arcsin (1/n)], by in-
ternal absorption (∼ 0.5; cf. Fig. 4.15), and by internal reflection at the front
facet (∼ 0.3).
Quantitative comparison of simulation and experiment
Figures 4.11 provide an overview of representative results from FEM simu-
lation (a,b,e,f), raytracing of these maps (c,g), and thermography (d,h) of
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Figure 4.11: Modeled and measured normalized thermographic images from a QD
laser operated (a-d) at 0.9 A (2Ith) and (e-h) at 1.8 A (4Ith). (a,e) temperature
distributions obtained from a 2D-FEM thermal simulation for 1 × 1 µm2 spatial
resolution; (b,f) FEM data spatially averaged to 26× 50 pixel with a pixel size of
4 µm × 10 µm (vertical × lateral) as input data for raytracing; (c,g) raytracing
result; (d,h) thermography result spatially averaged to 4 µm × 10 µm. Dotted
lines represent the cuts used for comparison.
the QD laser at two operating points (2 and 4 Ith). From these calibrated
and normalized temperature maps a distinct broadening is clearly visible. In
addition to the originally sharp temperature distribution around the active
layer a considerable amount of thermal radiation is detected, appearing to
come from the entire height of the substrate. Raytracing obviously explains
such apparent disagreement in temperature distribution very well.
Lateral and vertical cuts through the maps are displayed in Fig. 4.12
(QD laser at 2 and 4Ith) providing absolute values for the temperature. In
Fig. 4.13 the analogous comparison is presented for the QW laser 15 µs (a,b)
and 11 ms (c,d) after turn on in terms of normalized temperature profiles. In
all cases, there is an exceptionally good agreement between the experimental
and raytracing results of the FEM inputs.
The only adjustable parameter in the QD laser comparison is the heat-
sink temperature. The FEM model assumes a fixed temperature of 25.0◦C at
the device heat-sink interface, whereas in the experiment the heat-sink was
controlled to (25.0 ± 0.2)◦C approximately 4 mm away, which could result
in a small temperature difference. In order to nearly perfectly match model
and experiment, heat-sink temperatures of 26.1◦C [Fig. 4.12(a-d)] and 25.0◦C
[Fig. 4.12(e-h)] are assumed.
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Figure 4.12: Absolute temperature profiles from a QD laser operated (a-c) at
0.9 A [cuts from Fig. 4.11(a-d)] and (d-f) at 1.8 A [cuts from Fig. 4.11(e-h)].
Lateral profiles (a,d) around the active layer, (b,e) at the top of the substrate,
and (c,f) vertical profiles at the stripe center. All profiles are averaged from three
pixel rows or columns for noise reduction.
Parameter variation and geometrical treatment
In order to evaluate the degree of agreement between experimental thermo-
graphic images and intensity distributions derived from raytracing of tem-
perature distributions (from FEM), the impact of the governing parameters
is studied. The parameters α, n, and R are varied individually and the
resulting profiles of the active layer region are displayed in Fig. 4.14.
An increase in α or n and a decrease in R lower the absolute intensities
on the detector in front of the front facet. The shape (i.e., the normalized
intensity), on the other hand, is only barely affected for the n variation and
does only depend at its outer wings on a strong α variation.
The observed tendencies can be phenomenologically explained with help
of Figs. 4.14(e) and 4.15. In Fig. 4.14(e) source distributions as in Fig. 4.13(a)
but with a length of only a quarter of the total cavity length are used. Such
distributions are placed into the first to fourth quarter of the cavity while
keeping the original geometry. The shapes of the resulting thermal radiation
signature exhibit pronounced deviations in dependence of the distance of the
sources from the front facet. They effectively change from profiles very simi-
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Figure 4.13: Normalized temperature profiles from a QW laser operated at pulsed
currents of 1 A. Solid lines represent the FEM results, open circles the raytracing
results, and closed circles the results from thermography. (a) lateral profiles of the
active layer, and (b) vertical profiles of the emitter center of a transient thermal
situation 15 µs after turn-on. (c) and (d) are analogous profiles after 11 ms. For
lateral cuts 2 rows and for vertical cuts 5 columns are averaged in the corresponding
14× 58 data matrices.
lar to the raytracing input towards a low-intensity homogeneous background
without any structure. The intensity profile that is measured with thermog-
raphy is the sum of these contributions from different depths. Consequently,
an increase of α would change the relative contributions from different cavity
depths in favor of the regions closest to the front facet.
In Fig. 4.15 the relative intensities outside the front facet in terms of the
number of experienced reflections on top and bottom metallizations are given
for a simplified 2D geometrical model assuming a radiation source placed
exclusively in the active region. Total internal reflection for n = 3.3 allows
for only a limited cone (≈ 18◦ with respect to the surface normal) of thermal
radiation starting at each cavity point to exit the front facet. Accordingly,
every 352 µm along the cavity length another reflection becomes possible
adding up to four reflections for rays coming from deeper than 1408 µm.
The impact of reflections7 is a redistribution of the radiation in the detector
7It is known that metals can exhibit a partly diffuse reflection, especially if the surface is
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Figure 4.14: (a) absolute and (b) normalized profiles of IR light intensity along
the active layer of a QW laser obtained from raytracing [as in Fig. 4.13(a)]. Open
symbols result from α = 12 cm−1, closed symbols from α = 24 cm−1, circles from
R = 1, and squares from R = 0. (c,d) corresponding profiles for varying n (given
in the graphs) of the substrate and of the epilayer region (given in parentheses).
Full circles mark the standard situation. (e) Open symbols mark results from
individual raytracing simulations with source distributions placed in the first to
fourth quarter of the device only and closed circles their sum which perfectly agrees
with a reference simulation of the full cavity given as full line.
plane as compared to the direct contribution.
In conclusion, direct light coming through a small angle, mainly from the
first few hundreds of microns of the laser cavity, is responsible for the shape
of the thermal image and the contribution from further inside the cavity is,
to a large extend, composed of reflected light giving rise to an additional
flat background. It follows that high α or low R values increase the relative
amount of direct light (cf. Fig. 4.14) and that a realistic increase in n only
results in a slightly smaller exit cone and consequently lower intensities.
rough.[108] This would lead to a further diffuse redistribution of thermal radiation inside
the laser cavity. Such an effect is, however, difficult to measure and consequently not
implemented in the raytracing approach.
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Figure 4.15: IR light intensity directly in front of the front facet, normalized to
the allowed exit cone for a 2D model, plotted vs source position along the laser
cavity (y). Vertical dotted lines mark allowed regions of 0-4 reflections on top and
bottom metallizations. Colored lines represent average values of the relative ray
intensities exiting the front facet, full black lines are the sum of these. Dotted
black lines follow the exp (−α · y) dependence for direct light; (a) for absorption
coefficients of α = 12 cm−1 and (b) of α = 24 cm−1
4.3.2 Thermography at the Diffraction Limit
Since the maximum of the blackbody emission is at room temperature close
to a wavelength of 10 µm, a thermographic detection of such temperatures
should take place around this wavelength as well. The Rayleigh criterion,
however, allows discrimination of point-sources with a microscope down to a
distance close to their emission wavelength only. Thus the use of a detection
system with high responsivity at relatively short wavelengths is essential for
thermography of semiconductor lasers with typical dimension in the microm-
eter range. In this work, the detection wavelength is centered around 5 µm
with N.A.≈ 0.5, thus enabling a maximal spatial resolution of approximately
0.61·5 µm/0.5 ≈ 6 µm. In view of the spatial dimensions of some of the major
heat-sources, typically around 1 µm, a basic constrain in the thermographic
approach becomes evident. As a result, at least vertical (in epitaxial growth
direction) temperature profiles measured by thermography are intrinsically
affected and always represent a spatial average of the real situation.
In Fig. 4.16(a) the contrast function measured with an alternating line
pattern (standard USAF1951 resolution pattern) and with the MIR and NIR
filters at a 6× magnification (nominal resolution: 4 µm/pixel) is plotted
against the pattern line width. In this situation, the MIR spectral range used
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Figure 4.16: (a) Contrast function for the thermographic system with filters
for the 3.4 − 6.0 µm (MIR, red circles) and 1.62 − 2.24 µm (NIR, blue squares)
wavelength ranges and a microscopic lens for 6× magnification (nominal resolution
of 4 µm marked by dotted vertical line). (b) Symmetrized in-plane PSF for the
MIR range. (c,d) Temperature profiles for a QD laser operated at 1.8 A (4Ith).
The cuts are taken from Fig. 4.12(e,h) and the square symbols are derived from
averaging the FEM distributions (solid lines) with the PSF of (b).
for thermography is clearly diffraction limited to about 6 µm at a contrast
of about 10% while for the NIR range the magnification of the lens is still
suitable. The point spread function [PSF, see Fig. 4.16(b)] is the Fourier
transform of the modulation transfer function which relates to the contrast
function in Fig. 4.16(a), and which specifies the response of a radiating point
source on the imaging detector.[17] The full width at half maximum is about
9.8 µm, which means that it cannot be expected to fully discriminate two
radiating sources closer than such distances. Consequently a smearing of
steep temperature gradients in vicinity of the active layer is expected.
For illustration [Fig. 4.16(c,d)] on an undisturbed distribution of radiation
sources, the PSF is applied as a linear filter to the FEM-modeled temperature
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distributions of the QD laser. The impact due to the diffraction limited optics
is less pronounced than the propagation effect, but of similar strength for lat-
eral positions directly above the active stripe. And, second, the propagation
effect treated by raytracing alone is able to reproduce the right distribution
of the thermal IR radiation in good approximation also apart from the active
stripe. For other situations (i.e., for 1 − 5Ith) equivalent results are found.
Consequently, an additional convolution of the raytracing result with the
PSF is not necessary.
4.3.3 Chapter Conclusions
In this chapter, basic steps were provided that lead to a temperature in-
formation from a semiconductor laser. The setup arranged around an IR
camera allows for thermography with spatial resolution as small as 6 µm.
The omnipresent thermal radiation background makes it necessary to de-
termine temperature differences, which allows for quantification of absolute
temperatures via calibration measurements.
In addition to such basic considerations, the fact that the semiconductors
are semitransparent for the thermal radiation has an effect on the image
formation. Its propagation leads to broadened thermographic images in case
of high spatial resolutions on a 10 µm-scale as demonstrated by raytracing of
FEM-modeled temperature distributions and comparison with experimental
data for QD and QW lasers. For QD lasers this is particularly important
because for this type of laser devices the use of the emission wavelength as a
thermal probe widely fails. The presented approach enables the verification
of thermal simulations such as obtained by FEM for complete semiconductor
laser devices without restriction to the active region only.
The considerations on diffraction-limited thermography lead to a very
important approximation. If temperatures along the stripe are discussed, it
is often sufficient to evaluate the thermographic results in the same way as
if they were purely resolution-limited. Outside the stripe, however, only an
inclusion of the thermal radiation propagation leads to the exact temperature
values. When applying thermography on a more macroscopic scale such as
in case of extended laser arrays, the achievable spatial resolution (∼ 40 µm)
sets a more rigid limitation than the propagating thermal radiation. Such
situation is encountered in section 5.1 where a cross calibration with thermal
wavelength shifts has been performed.
Chapter 5
Thermography of
Semiconductor Lasers:
Applications
In this chapter, five different case studies are presented. In addition to the
temperature determination shown earlier, such case studies illustrate how
the thermographic approach can extend the established analytical methods
for semiconductor lasers. First, time-resolved thermography is used to an-
alyze the transient thermal behavior of high-power laser diodes. Following,
thermography is applied to detect temperature distributions and hot-spots
in high-power cm-bars and it is discussed how they relate to defects. In a
third case study, the catastrophic optical damage of high-power laser diodes
is monitored spatio-temporally-resolved with a setup combining the thermal
and the near-field characteristics during the catastrophic process. The last
two studies deal with the analysis of additional IR emission from GaAs-based
semiconductor lasers and with application of such spectral component as a
probe for laser degradation.
5.1 Transient Thermal Behavior of
High-Power Laser Diodes
The transient thermal behavior of high-power laser diodes is accessible with
time-resolved thermography. Application of the free-run and sampling modes
(cf. section 4.2.2) allows for characterization of the complete device, including
the heat sink, in the ms-time scale. The behavior of the semiconductor
chip itself is not accessed by the present thermography setup, because the
heat spreading within the chip typically takes place on a µs-time scale (∼
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Figure 5.1: Photographs and raw thermographic images (2 and 23 ms after turn-
on) of (a,c) an actively cooled and (b,d) a passively cooled laser bar. The dis-
tances between laser diode chip and microchannel cooler or thermoelectric cooler
are indicated. The heat sink of the passively cooled device is partly covered with
NEXTEL black paint (cf. chapter 3) to enhance the thermal emission.
10 − 100 µs).[206–208] One possibility to access this temporal regime even
with the present setup is represented by synchronous undersampling lock-in
thermography (cf. section 4.2.3); a technique which allows for visualization
of the heat flows within the semiconductor chip for times < 1 ms.
5.1.1 Thermal Time Constants of High-Power Laser
Bars
Samples and methods
The two principal heat-sink schemes for high-power laser bars, namely active
and passive cooling, are implemented in commercial cm-bars QW-808-1-
bar (cf. section 2.5) and used for comparison of their transient thermal
behavior. The actively cooled device [Fig. 5.1(a)] involves microchannels,
which allow for direct access of cooling water (temperature 25◦C, flow rate
80 l/h) into the Cu heat sink, separated from the semiconductor bar by about
0.25 mm only. In contrast, the passively cooled device [Fig. 5.1(b)] relies on
heat conduction through a 6 mm thick copper heat sink, tightly attached to
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Figure 5.2: Temperature rise determined from FEM calculations (lines), thermog-
raphy (open circles), and wavelength tuning (full circles) at the active region of the
central emitter vs turn-on time relative to 25◦C for an injection current of 30 A for
(a) the actively cooled device and (b) the passively cooled device. Triangles mark
the thermographically determined temperature rise at the bottom of the passive
heat sink (5.9 mm below the position for the circles).
an external thermoelectric cooler (temperature 25◦C).
Time-resolved thermography with integration times of 1 ms and sampling
rates of 1 and 0.13 kHz was used for the actively and passively cooled devices,
respectively. A spatial resolution of 9 µm/pixel [cf. Fig. 5.1(c,d)] was chosen
to study the central emitters of both devices and, additionally, a spatial res-
olution of 34 µm/pixel enabled imaging of the complete front of the passively
cooled device.
For comparison with thermography, the thermally induced shift of the
emission spectrum was determined with a setup as described in Refs. 206
and 207. The laser bars were mounted parallel to the entrance slit of a
grating monochromator and the emission spectra of the individual emitters
were measured in parallel with a charge-coupled device (CCD) camera. The
wavelength of the central emitter was determined from the weighted average
of its emission spectra and the temperature was calibrated with a short-
pulse generator (∼ 100 ns pulse width and low duty cycle) by recording the
wavelength tuning versus the heat-sink temperature as 0.27 nm/K.
Beside the experimental methods, transient thermal 2D FEM simula-
tions were performed by R. Sarzała, W. Nakwaski et al. in accordance with
Refs. 49, 74, 203–205. In order to exploit the degree of freedom in the FEM
simulations, a realistic variation of the heat capacities of the heat sinks was
introduced resulting in two thermal transients for each device type.
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Experimental results
The temperature rise of the central emitter ∆T (t) above heat-sink temper-
ature for pulsed injection currents of 30 A (∼ 2Ith) are displayed together
with the simulation results in Fig. 5.2.
If normalized, the experimental data from both experimental techniques
show an excellent agreement. The absolute values as determined after tem-
perature calibration of the thermography experiments are lower than the
results from spectral tuning experiments by a factor of ∼ 1.3 (applied in
Fig. 5.2) because of the spatial averaging and thermal radiation propagation
issues discussed in section 4.3.
The time evolutions for the two device types are markedly different. The
actively cooled device [Fig. 5.2(a)] reaches the thermal equilibrium after ap-
proximately 40 ms and the temperature rises by about 15 K above the initial
situation. Comparison with FEM data at the central emitter shows good
agreement for this device. The passively cooled device, on the other hand,
reaches its maximal temperature rise of about 32 K approximately 2 s after
turn-on and saturates close to 31 K after about 10 s. The FEM data shows in
this case a much larger deviation, because it assumes a fixed temperature at
the interface between heat-sink and thermoelectric-cooler. Instead, thermog-
raphy of this location [triangles in Fig. 5.2(b)] shows a pronounced increase
of about 7 to 8 K that is markedly delayed compared to the transient of
the emitter. Obviously, the cooler heats up with a large time constant and
also introduces the slight decrease in the temperature in the 2-10 s range.
Subtraction of this heat-sink transient from the emitter transient leads to
a good agreement of the emitter steady-state temperatures of ∼ 24 K and
∼ 22− 27 K, respectively, for experiment and FEM data-sets.
One-dimensional heat conduction model
As an extension of the simplest case of a transient heat transfer problem,
that is the lumped capacitance method,[209] the entire laser device is ap-
proximated by a linear chain of n such capacitances of mass mi and specific
heat Ci, each coupled by a thermal resistance Rth,i→i+1. The overall energy
balance of the n stages - from the heat source around the active region Pgen
down to the bottom of the heat sink at fixed temperature Tn - determines
their time-dependent temperature Ti(t) as
Pi(t) = miCi
∂Ti(t)
∂t
= Pi−1→i(t)− Pi→i+1(t) = Pi−1→i(t)− Ti(t)− Ti+1(t)
Rth,i→i+1
.
(5.1)
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Figure 5.3: (a) Transient temperature rise for the passively cooled device [circles
from Fig. 5.2(b)] including the heat sink 0.5, 2.3, 4.1, and 5.9 mm below the
laser chip (triangles, from top to bottom). (b) Normalized thermal amplitudes vs
distance from the active region, derived from fits of the thermography transients of
(a) according to Eq. (5.3). Dotted lines are guides to the eye only. (c) Schematic
of the device geometry.
The solution to this expression is derived in Appendix C, which in case
of a limited number of sufficiently well separated thermal time constants
resembles the following formula for the temperature rise of the first stage
∆T1(t) =
n−1∑
i=1
T ∗i
(
1− e−t/τi
)
. (5.2)
The 2(n-1) parameters are the thermal amplitudes T ∗i = PgenRth,i→i+1 (in
Kelvin) and the time constants τi = Rth,i−1→imiCi (in seconds).
Spatially resolved thermal time constants
A total number of three terms in Eq. (5.2) is sufficient to describe the pas-
sively cooled device, whereas for the actively cooled device a single term is
necessary. The following expression is used for fitting the experimental and
simulated results
∆T (t)/∆Tmax = T1
(
1− e−t/τ1
)
+ T2
(
1− e−t/τ2
)
+ T3
(
1− e−t/τ3
)
. (5.3)
With ∆Tmax as the maximal temperature rise minus the temperature at
10−4 s this results in up to three normalized thermal amplitudes T1 to T3
and thermal time constants τ1 to τ3.
In addition to the data from the emitters, thermal transients of the pas-
sively cooled heat sink are measured [Fig. 5.3(a)]. Numerical fits according
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Probed τ1 τ2 τ3
Method location (ms) (ms) (ms) T1 T2 T3
Actively cooled bar
FEM Emitter 9± 3 . . . . . . 1 . . . . . .
TG+WT Emitter 10± 2 . . . . . . 1 . . . . . .
Passively cooled bar
FEM Emitter 9± 3 110± 50 . . . 0.3 0.7 . . .
TG+WT Emitter 10± 2 60± 10 720± 30 0.33 0.29 0.38
TG HS 0.5 mm 11± 3 70± 10 670± 30 0.32 0.32 0.36
TG HS 0.9 mm 10± 3 70± 20 670± 20 0.32 0.31 0.37
TG HS 1.1 mm 10± 3 70± 20 630± 20 0.29 0.33 0.38
TG HS 1.4 mm 10± 3 60± 20 630± 30 0.17 0.43 0.40
TG HS 2.3 mm . . . 80± 20 650± 50 . . . 0.50 0.50
TG HS 3.2 mm . . . 80± 20 650± 40 . . . 0.45 0.55
TG HS 4.1 mm . . . 70± 20 620± 30 . . . 0.35 0.65
TG HS 5.9 mm . . . 90± 30 650± 50 . . . 0.10 0.90
Table 5.1: Exponential time constants and normalized amplitudes obtained from
fits according to Eq. (5.3) for actively and passively cooled devices, measured at the
central emitter or on the heat sink (HS) 0.5-5.9 mm below the emitter. Methods:
FEM = FEM modeling, TG = thermography, WT = emission wavelength tuning.
to Eq. (5.3) are summarized in Table 5.1 and Fig. 5.3(b) versus the vertical
distance from the emitter, that is along the direction of heat flow. All three
time constants agree to a high degree with average values of τ1 = 10± 2 ms,
τ2 = 70± 20 ms, and τ3 = 650± 30 ms.
Such additional spatial information, derived from thermography in a nat-
ural way, gives insight into the physical mechanisms behind the thermal time
constants. The fastest resolvable component τ1 characterizes the heat trans-
port from the chip towards the heat sink through the multilayer ∼ 0.5-mm-
thick interface consisting of the multilayer p-side metallization, the In solder,
and the top of the heat sink itself [Fig. 5.3(c)]. Such assignment follows from
its presence in both device types and its fast decay with growing distance
from the semiconductor bar. The component τ2 reaches a maximum in the
center of the heat sink and can be assigned to the vertical heat conduction
through the 6 mm thick heat sink towards the thermoelectric cooler. Finally,
the slowest component τ3 that is increasing along the heat sink is assigned
to heat spreading within the heat sink and the cooler until the temperature
controller reacts and increases the current in the Peltier element. The latter
sets an upper limit on τ3 and depends much on the particular cooling setup.
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5.1.2 Visualizing Heat Flows in Laser Diodes
Time-resolved synchronous undersampling lock-in thermography is imple-
mented as described in section 4.2.3. In this way, a minimal current pulse
width of ∼ 110 µs (IT= 40 µs, τframe = 6.7 ms, n=30) at a spatial resolution
of ∼ 8.6 µm/pixel and with a sensitivity on the order of 10 mK is achieved
for full frame images. Such images allow for the visualization of heat flows
across the device in different planes. Out of a set of measured devices, results
from one device at pulsed injection currents of 1 A (∼ 2 Ith), are given in
Fig. 5.4.
The QW laser diodes QW-808-2-BA (cf. section 2.5), analyzed in sec-
tion 4.3.1, have an active stripe width of 130 µm and chip dimensions of
1500×500×115 µm3 (length×width×height). They are soldered p-side down
onto CuW heat spreaders that are attached to copper C-mounts, which allow
for a good access to the laser from the front and the side.
In-plane heat flows
For analysis, cuts through the images [dotted lines in Fig. 5.4(f,l)] are cal-
ibrated to temperatures [Fig. 5.5(a,b)]. All figures show that already dur-
ing the shortest pulse (τPW = 110 µs) the heat has spread away from the
active region. In lateral direction, the heat reaches the device edges (dis-
tance of ∼ 200 µm) within the 1.1 ms pulses, whereas in vertical direction
this process appears to be faster because the distance to the top of the de-
vice is only ∼ 100 µm. The final shape of the temperature distribution is
given by the energy balance of device heating and heat-sink cooling which
takes place on a tens of milliseconds time scale. Heat flow from the epilay-
ers via the submount and toward the heat sink reduces the initially steep
temperature gradients and establishes a steady-state temperature profile on
this time scale. The difference between the profiles for 17 and 69 ms long
pulses is only marginal. Such time scales have been observed also in surface-
sensitive thermo-reflectance studies of laser front facets.[210] The duration
of the heat spreading within the GaAs substrate with a characteristic length
of l = 100 µm can be estimated as l2/χ ∼ 300 µs, where χ = 0.31 cm2/s
is the thermal diffusivity of GaAs.[88, 208] Such numbers meet the observed
behavior as well.
Facet-heating observed from the side
The measurements along the laser axis reveal surface and/or near-surface
heat sources [Fig. 5.4(right panels) and Fig. 5.5(c,d)]. The temperature rises
in a < 100-µm-region around the facets. As for the lateral and vertical heat
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Figure 5.4: Images (in camera counts) from synchronous undersampling lock-in
thermography at pulsed currents of 1 A at 50% duty cycle; (a-f) of the front
facet (x-y-plane); (g-l) of the laser side (y-z-plane). Pulse widths, undersampling
parameters n, and integration times IT are given. Dotted lines in (f,l) mark the
positions for the profiles of Fig. 5.5. Arrows in (a) point to additional hot-spots.
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Figure 5.5: Temperature profiles obtained as (a) horizontal x-cuts and (b) vertical
y-cuts trough Fig. 5.4(a-f). Solid and dotted lines represent data from two different
devices. (c) Normalized (to the average between 0.6 and 1.2 mm) profiles along the
laser axis [z-cuts trough Fig. 5.4(g-l)] at the active region (d) of the first 200 µm
from the front facet. Dashed vertical lines represent the position of the facets. The
region between 0.1 and 0.6 mm exhibits enhanced magnitudes because of a poor
surface quality due to cleaving.
spreading seen from the front images, also the temperature gradients starting
from the facet heat sources become flatter with increasing pulse width. A
higher temperature at the facets is caused by the heating mechanisms de-
scribed in section 2.2 and, in case of the front facet, by a decreased heat
removal from mounting against the submount edge, including a slight over-
hang on the order of ∼ 10 µm. Scattered thermal radiation from the device
edges into the camera can be ruled out as the main cause, because the front
facet exhibits a much higher signal amplitude than the rear facet, while the
reflectivities (in this spectral region) of both are not substantially differing
from the bulk value. Such finding is in agreement with results from qualita-
tive thermographic studies from the side facet [137] and from electrolumines-
cence collected through a window in the n-side contact,[211] where even the
temperature decay length of ∼ 100 µm is attested. In general, the excess of
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temperature at the front facet over that at the rear facet can be explained if
the dominant heating process is reabsorption of stimulated emission at the
facet (or near to it), because of the higher photon density there.[24, 136–138]
Hot-spots at the edges
In addition to the heat conduction from the heat sources (concentrated at
the active region) toward the heat sink, hot-spots at the device edges occur
already at the shortest pulses; see arrows in Fig. 5.4(a). Since the heat has
not spread there within such times - there are even minima around ±200 µm
- these hot-spots are not related to heat conducted from the active stripe.
Two alternative possibilities exist. A possible explanation is thermal radia-
tion originating from the active layer, which is guided within the waveguide
and reflected or scattered toward the camera. It has been shown in Ref. 212
that such guiding of thermal radiation inside the waveguide is, in principle,
possible. But, such an effect is very weak and is expected to be most pro-
nounced shortly after the turn-on when most of the heat still resides inside
the waveguide. Alternatively, a weak electrical contact at the device edges
may give rise to a shortage that bypasses the electrical insulation layers.
Summary
In summary, the transient thermal behavior of high-power laser bars is found
to be strongly dependent on the type of heat sink. In case of passive heat
sinking, the device performance is limited by heat conduction in the thick
heat sink, characterized by τ2 - even if the external cooler would be perfect.
Such findings are relevant for the design of applications. The imaging ca-
pabilities of the thermography method enabled a spatio-temporally resolved
analysis in a natural way, including characterization of the heat sink. As
an extension, time-resolved synchronous undersampling lock-in thermogra-
phy demonstrated access to the transient thermal behavior of laser diodes
on a sub-ms-time scale for spatial resolutions on a µm-length-scale with high
sensitivity on the order of 10 mK. Such an experimental technique delivers
information that is relevant for the analysis of the thermal kinetics inside
laser diodes. For instance, the heat-spreading inside the laser chip is found
to happen on a 100-µs-time scale, whereas the overall thermal equilibrium
with the present heat-sink is reached on a 10-ms-time scale.
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5.2 Thermography as Analytical Tool in Re-
liability Studies
In this section, the applicability of thermography as an analytical tool for
reliability studies is explored. The thermographic approach is described and
selected results from 197 bars are presented that mainly base on statistics
over the large number of experiments. Interesting will be if and how such an
analytical tool can be used, separately or in combination with other tools, to
predict failures.
5.2.1 Thermographic Approach
Sample description
The high-power cm-bars QW-808-1-bar are described in section 2.5. They
are mounted p-side down on actively cooled microchannel heat sinks by two
companies and two different technologies. Batches A and B are soldered
with In directly on the Cu heat sinks, whereas batches C and D are soldered
with AuSn on CuW submounts, (nearly) expansion-matched to GaAs, which
are attached to the copper part of the heat sink. The AuSn-on-CuW tech-
nology is expected to solve the reliability problems caused by the thermal
expansion coefficient mismatch of the In-on-Cu technology,[5, 63, 67, 213–
215] and by the unstable In solder that is subject to electro- and/or thermo-
migration.[66–70] The use of two batches, containing 40-60 bars each, for both
technologies helps to discriminate between technology-related and batch-
related effects. During operation, the entire device is fixed on a laser carrier
with access to cooling water [temperature (25.2±0.2)◦C, flow rate (20±2) l/h]
and electrical current.
Experimental conditions and data generation
Thermographic screening in terms of temperature profiling and determina-
tion of hot-spots is applied to all devices before the burn-in and aging. The
thermographic camera is applied with the wide-angle objective lens, allowing
for imaging of the whole bar at once at a spatial resolution of 40 − 60 µm.
The MIR filter (3.4 − 6.0 µm) detects thermal radiation, whereas the NIR
filter (1.6 − 2.2 µm) detects IR radiation involving defect states (mainly)
inside the substrate (for detailed discussion see section 5.4). The basic idea
is to use distinct local increases or decreases of the signal magnitude in both
spectral channels, called MIR and NIR hot-spots, as indication for defective
or partly damaged emitters.
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Figure 5.6: (a) Vertical profiles through the maximal pixel line of the MIR images
(the 1stms profile was multiplied by 3). Hot-spot determination is indicated by
dotted lines and arrows. Determination of the thermal curvature by a second
order polynomial fit is indicated by a dashed line. (b) Vertical profiles through
the maximal pixel line of the NIR image.
For analysis in the MIR channel [Fig. 5.6(a)], the laser bars are driven at
an injection current of 60 A (∼ 4Ith), with a pulse width of 100 ms and a rep-
etition rate of 0.5 Hz. Since different thermal time constants are involved in
heating of a laser bar, thermal images taken at different times after turn-on
relate to different dominant time constants (compare section 5.1). Initially,
primarily the active region gets warm. Then at later times, heat-conduction
establishes a thermal equilibrium with the heat-sink and the environment.
Consequently, the detection of hot-spots that relate to emitter-defects is per-
formed with thermal images recorded at early times (here 1 ms is used) after
turn-on, and hot-spots are defined as an ≥ 5 % increase over the average
signal amplitude of the generic emitters. For the NIR spectral range the
hot-spots are filed analogously.
The overall thermal profile [Fig. 5.6(a)], on the other hand, can be ac-
quired from a situation at later times. It was found in section 5.1 that after
about 100 ms the measured temperatures in such actively cooled high-power
laser bars resemble nearly 95% of the thermal equilibrium situation. As a
measure of the curvature (T2) of the thermal profile a second order polyno-
mial fit T (x) = T0 + T1(x − 5 mm) + T2(x − 5 mm)2 is performed for local
positions 1 mm ≤ x ≤ 9 mm. The average bar temperature is filed as well.
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Figure 5.7: Statistics of the average bar temperature for (a,b) In-on-Cu technol-
ogy and (c,d) AuSn-on-CuW technology, each for two batches. (e-h) statistics
of the temperature curvature for the same batches. Mean values and standard
deviations are derived from gaussian fits.
5.2.2 Statistical results
Average temperature and temperature curvature
For the average bar temperature [Fig. 5.7(a-d)] there is a clear difference
between the two packaging technologies. The AuSn-on-CuW technology
causes about 9 K higher numerical values because of the lower thermal con-
ductivity of the CuW material [λT(Cu) ≈ 390 Wm−1K−1, λT(W) ≈ 170
Wm−1K−1].[63] 1 The data spread of more than 1 K is larger than the un-
certainty of the experiment (a standard deviation of 0.2 K was derived from
repeated measurements). Most probably this is caused by the spread in the
WPE of the devices which affects the output power and the dissipated power.
1This is one of the reasons for the nearly exclusive application of the In-on-Cu technol-
ogy for ultra-high-power bars delivering up to 1 kW per cm-bar.[5, 6, 216, 217]
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An indication for such assignment is given by the relative spread of the tem-
perature increase above 25◦C which amounts to ∼ 5− 7%, almost equal for
all batches. The WPE of the bars is ∼ 0.5 and the double2 of its spread
is indeed comparable to the observed relative spread in temperature.[218]
Variations of the substrate doping within one batch (originating from one
wafer) are less probable since a rather large 10% variation corresponds to
0.5◦C only (cf. section 4.1.1).
The thermal curvature parameter [Fig. 5.7(e-h)] is negative in all cases
because the center of the device is warmer than the edges. The transition
to the AuSn-on-CuW technology lowers the thermal curvature and such en-
hances the wavelength homogeneity, in the best case from about 0.26 nm
(batch A) to 0.05 nm (batch D) along the bar. This is a consequence of the
reduced lateral heat-spreading in the CuW submount under the bar, given
by both its lower thermal conductivity and its smaller width. In contrast to
the bar temperature, for this parameter a clear correlation with the batch is
observed. The distribution of batch A shows a much larger width than the
other batches. A simple explanation cannot be given to this phenomenon
from the available data; maybe larger variations in the heat sink or in the
solder interface caused it.
Hot-spots
As the potential signature of either defective emitters or emitters that are
expected to fail during operation, hot-spot statistics (Fig. 5.8) are extracted
for the MIR and NIR spectral channels. Between both channels there is
a difference concerning the transition from the In-on-Cu toward the AuSn-
on-CuW packaging technology. For the MIR channel the relative hot-spot
frequency is halved from ∼ 1.0% to ∼ 0.5% hot-spots per emitter, whereas
for the NIR channel the numerical value staid almost constant at ∼ 0.3%.
The shape of the distributions is in all cases very similar; the frequency
is lowest in the bar center and increases toward the edges. There are two
exceptions: batch A [Fig. 5.8(a)] and, in particular, batch B [Fig. 5.8(b)]
exhibit additionally high probabilities for hot-spots across the entire de-
vice. Such behavior indicates that for the In-on-Cu technology additional
In-solder-related hot-spots occur, which are otherwise absent in the devices
packaged with AuSn-on-CuW. The In solder is known as potential source for
a number of related problems, for instance solder creeping into the proximity
2The temperature increase is, via the thermal resistance, proportional to the dissipated
heat. For 50% WPE, half of the electrically injected power is dissipated as heat. Conse-
quently, the spread in the temperature is given by the double of the numerical value for
the spread in WPE.
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Figure 5.8: Hot-spot statistics, given in percent per emitter, as a function of
the emitter number for batches A-D. Dotted horizontal lines indicate the average
values given in the graphs.(a-d) for the MIR spectral range (i.e., temperature)
and (e-h) for the NIR spectral range (i.e., defect luminescence).
of the epilayers, solder drops that can be heated by laser light, solder voids
leading to local heating, and solder vapors leading to an enhanced absorption
at the front facet.[66, 67, 213, 219]
Semiconductor-related origins for hot-spots are, e.g., nonradiative recom-
bination at large defect complexes (dark-spot and dark-line defects) or en-
hanced absorption of the fundamental laser emission at such defects.[20, 21]
The size and amplitude of a detected hot-spot depends on the amplitude of
the temperature overshoot and its position. According to section 4.3.1 at-
tenuation and broadening of the thermal radiation emitted from a defect site
grow with increasing distance from the front facet. In Ref. 28 such defect
sites in the depth of the cavity are observed and for distances smaller than
approximately 300− 500 µm a hot-spot signature (i.e., a localized overshoot
in the signal) can be observed. Consequently, also for the hot-spot statistics
reported here it can be expected that only such near-facet defects lead to
considerable and localized signal overshoots that are regarded as hot-spots.
In the case of NIR hot-spots, the distribution is to a lesser extend in-
fluenced by the packaging technology and bar specific factors seem to be
dominant. The nature of the NIR signal and its correlation with degradation
is discussed in sections 5.4 and 5.5. NIR hot-spots are likely to be caused
by localized concentrations of DL defects. In bars, a hot-spot may even be
92 Chapter 5. Thermography of Semiconductor Lasers: Applications
Table 5.2: Correlation
of MIR and NIR hot-
spots with front facet
damages or anomalies
observed with a micro-
scope. • means ob-
served, ◦ not observed.
97 bars have been an-
alyzed. For details see
Appendix D.
Case Relative MIR NIR Facet
probability hot-spot hot-spot damage
1 0.43 ◦ • ◦
2 0.30 • ◦ •
3 0.12 • • •
4 0.10 • ◦ ◦
5 0.04 • • ◦
6 0.01 ◦ • •
present if the corresponding emitter has failed. Then the DL defects are
excited by spontaneous radiation coming from other nearby emitters.
5.2.3 Correlation with Complementary Techniques
Microscopy of the front facet
In order to correlate the hot-spots with damages or anomalies at the front
facet, emitters that are affected by MIR or NIR hot-spots were inspected
with a microscope at 100×magnification. Those are anomalies in the vicinity
of the epilayers with a size of at least one micron, e.g., particles, burned-in
particles, defects from COD, cracks, solder drops, contaminations from solder
vapor, coating defects, and delaminations of the p-contact metallization. The
correlations and their probabilities relative to the probability of hot-spot
occurrence are listed in Table 5.2 (note, the sum for all cases equals one).
For cases 1 to 5, profiles in the two spectral channels containing hot-spots
together with the corresponding micrographs are given in Appendix D, each
for two representative examples.
Several facts follow from this table. First, MIR and NIR hot-spots are
only weakly correlated (cases 3 and 5). Second, most of the NIR hot-spots do
not occur with a visible front-facet defect (case 1), whereas most of the MIR
hot-spots do (case 2). But there are also cases (4 and 5) where a MIR hot-
spot occurs without any facet anomaly. However, if for instance solder drops
sit nearby the emitter only and not in front of it (i.e., no heating expected),
some of the correlations counted for cases 2 and 3 may actually belong to
cases 4 and 5. The few observed hot-spots counted as case 6 correspond to
locally decreased NIR magnitudes caused by shadowing due to solder drops.
These findings support that most of the MIR and NIR hot-spots have
different causes, rather semiconductor-related ones for the NIR hot-spots
(cf. sections 5.4, 5.5) and mostly visible facet defects for the MIR hot-spots.
5.2. Thermography as Analytical Tool in Reliability Studies 93
0 2 4 6 8 10 120
1000
2000
3000
12
08
Tim
e to
 fail
ure
 (h)
Sum of MIR hot-spots
In on Cu, batch B
4
Figure 5.9: Combination of aging
data with the sum of MIR hot-spots
per bar for 24 bars from batch A (In-
on-Cu). The aging experiments were
stopped after 3000-3500 h of opera-
tion or after device failure (20% out-
put power loss). The dotted vertical
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groups of high (hot-spot sum < 1.3)
and low MIR homogeneity; the hori-
zontal into survived (≥ 3000 h) and
failed devices.
Correlations and discussion
It is important to note that all measurements have been performed on fresh
devices before the burn-in. During regular operation it is shown that gradual
degradation can be probed by enhanced NIR emission and that a correlation
with packaging-induced strain is evident (see section 5.5 and Refs. 76, 77,
220–222). In contrast, for analysis prior to operation the situation is obvi-
ously different. Here, the maxima of the hot-spot distributions are at the
bar edges (Fig. 5.8), neither related to the temperature profile nor to the
profile of the packaging-induced strain3. Furthermore, within the framework
of the project (cf. Ref. 13) that the thermographic measurements have been
measured for, further parameters were determined on a semiconductor wafer
level: etch-pit density (i.e., density of crystalline defects), shear stress, inte-
gral PL intensity, and particle concentration. It was found that also these
parameters are not strongly correlated to MIR or NIR hot-spots. Neverthe-
less, for some of the bars non-generic NIR profiles are found with long range
features such as tilts and gradients. Those may correspond, for example, to
gradients of the defect density.
Such observations fit with the idea that semiconductor-related hot-spots
should be uniformly distributed across the as-grown bar. As a consequence,
the measured hot-spot distributions with a high hot-spot probability at the
edge emitters strongly indicate post-growth causes on a bar level. Proba-
bly the bar cleaving, the handling during facet coating, or further process-
ing/packaging steps that predominantly stress the bar edges led to micro-
scopic damages. And, since all batches show very similar hot-spot distri-
3This strain component is caused by the CTE mismatch between semiconductor chip
and heat sink. Usually, the device center exhibits the maximal compressive strain of the
order of magnitude of 0.1%, falling off to almost no strain towards the edges.[63, 129, 130]
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butions, specific packaging-related reasons are less probable. In addition,
the MIR hot-spots that strongly correlate to front facet damages lead to a
randomly distributed background, in particular for the In-on-Cu packaging
technology [Fig. 5.8(a,b)].
Finally, correlation with device degradation can judge the impact of hot-
spots. Unfortunately, such data is very heterogeneous because aging has
been performed by the manufacturers under different operation conditions
and with different termination conditions; see Ref. 214. In general, it was
found that there is no clear correlation between the degradation of individual
emitters and MIR or NIR hot-spots and also not with the above mentioned
wafer parameters. Nevertheless, an example for a (partial) correlation on a
bar level is presented in Fig. 5.9 for devices from batch B (In-on-Cu packaging
technology). The time to failure (defined as 20% total output power loss
within 3000 h.) is plotted against the sum of all MIR hot-spot relative to
the average of each bar. If the 24 bars were divided into two groups of 12
bars each than the group with the more homogeneous MIR profiles (hot-spot
sum < 1.3) contains only four failures (33%), whereas all devices of the other
group failed (100%). This comparison reveals at least a tendency that such
a hot-spot screening could be beneficial for a pre-selection of more reliable
from less reliable bars.
Summary
In summary, thermography as a screening tool is able to detect hot-spots
in high-power cm-bars, in addition to the temperature determination. It
turned out that such hot-spots, extracted from thermal images measured
during the first millisecond of operation (at ∼ 4Ith) and the temperature
distributions, correlate with the applied packaging technology. Beside the
thermal information, the defect-related NIR emission was detected with a
different spectral filter. Hot-spots from both spectral channels were reduced
in frequency when replacing the In-solder with the AuSn-solder technology.
Comparison with microscopic facet inspection indicates that the NIR hot-
spots are rather semiconductor-related, whereas the MIR hot-spots are rather
related to visible defects at the front facet. And, surprisingly, the shape
of the hot-spot distributions which shows pronounced maxima at the edge
emitters, did neither follow the temperature nor the packaging-induced strain
distributions. Although comparison with lifetime-data indicated tendencies
for higher degradation of bars with many hot-spots, a clear correlation of
hot-spots with device failures could not be provided. Such results obtained
from fresh devices strongly suggest that a substantial portion of causes for
device failure are brought into the device during operation.
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5.3 Real-Time Imaging of the Catastrophic
Optical Damage
The optical output-power density achievable from high-power laser diodes
is limited by the COD threshold. As the high quality of present-day semi-
conductor laser structures allows for power scaling by, e.g., increasing the
resonator length, the properties of the out-coupling facet are of increasing
interest. For present near-infrared lasers, COD is mainly encountered dur-
ing pulsed operation which prevents a thermal rollover. For such cases, the
dynamics of facet temperature increase [80, 223] and of melting-induced non-
radiative defect propagation [85, 224, 225] were discussed. In this section,
the first spatially and temporally resolved analysis of the COD process in
red-emitting high-power AlGaInP lasers is presented. The experimental ap-
proach for COD monitoring is itself novel.
5.3.1 Samples and Experimental Techniques
The analyzed lasers QW-650-1-BA are described in section 2.5. Three such
devices with almost identical COD scenarios have been investigated.
The setup for real-time COD imaging [Fig. 5.10(a)] employs the thermo-
graphic camera for bulk temperature determination and a Si-CCD camera
(spectral range: 300-1100 nm, nominal spatial resolution: 0.77 µm/pixel)
to measure the spatial distribution of the laser-light intensity at the front
facet, that is the optical near-field (NF). The thermographic camera records
with a frequency of ≈ 430 Hz (2 ms integration time, 0.3 ms dead time)
images of 64 × 40 pixel (spatial resolution 8.8µm/pixel) corresponding to
≈ 560 × 350 µm2, that is the whole laser device plus ∼ 200 µm submount.
The parameters where chosen as a compromise between high temporal res-
olution (2.3 ms), high thermal contrast (≈ 30 mK) and high probability of
catching the COD event (2 ms/2.3 ms ≈ 0.87).
The injection current is ramped with a frequency of 0.5 Hz from zero to
above the COD level in discrete steps of 20 mA [cf. Fig. 5.10(b)]. The NF
camera with an integration time of 0.5 s is synchronized to the center of each
current step.
5.3.2 Experimental Results and Discussion
Time evolution of the temperature
Information on the laser bulk temperature en route to COD is obtained from
imaging the front facet with the thermographic camera. Figures 5.11(a-d)
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Figure 5.10: (a) Schematic of the setup for real-time COD imaging. The BA
laser diode is directed toward the thermographic camera (sensitive for wavelength
λ of 3.4 − 6.0 µm). In between both a tilted dichroic mirror transmits for λ >
1.1 µm and reflects the fundamental laser emission into a Si CCD camera for
NF imaging. In front of the thermographic camera an aperture prevents direct
exposure to fundamental laser emission. (b) The injection current is ramped by
20 mA steps every 2 s. (c) Micrograph of an analyzed laser diode after COD,
showing electroluminescence at 10 mA. It is soldered on an AlNx submount which
itself is soldered on a gold-plated Cu heat sink fixed to a thermoelectric cooler.
show thermal images around the occurrence of COD, taken from a series
of 1.2 × 105 images. The temperature increases of the region where COD
occurred (COD seed, red line) and of the entire 100-µm-wide active stripe
(black line) are plotted as functions of injection current in Fig. 5.11(e).
Starting at zero current, the bulk temperature of the laser chip rises lin-
early up to the laser threshold [Ith ≈ 0.48 A]. Above threshold, the linear
slope is reduced due to stimulated emission. At the current step from 2.02
to 2.04 A, the COD takes place and a single pixel [arrow in Fig. 5.11(b)]
of the thermal images exhibits an exceptionally short temperature spike
[Fig. 5.11(e)] not exceeding one camera frame (≤ 2.3 ms). At the same time
a rapid increase of the average bulk temperature of the stripe [Fig. 5.11(c,d)]
is observed.
For all three investigated devices the catastrophic process takes place
at around 2.0-2.2 A. In order to separate the explicit dependence on the
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Figure 5.11: (a-d) Thermographic images of a laser diode around the COD
event: (a) 2.3 ms (i.e., one camera frame) before COD (outer device dimensions
are marked); (b) at COD, exhibiting a single camera pixel (COD seed, marked by
arrow) with an overshoot in the signal during a single camera frame; (c) 2.3 ms
after COD; (d) 2 s after COD. (e,f) Temperature increase vs time and current
relative to the situation without current (18.5◦C heat-sink temperature). Blue
lines and symbols correspond to an average of the 100 µm active stripe shown in
(c); red lines and symbols correspond to the COD seed in (b). (e) The COD event
is marked by an arrow and is displayed on an expanded scale in (f).
particular heat sink, the transients around the COD event are displayed
in Fig. 5.12 after subtraction of the submount temperature, which has been
thermographically measured in parallel. The temperature spikes for the three
unaged devices are approximately 4.0, 1.4, and 1.7 K. The slight difference
between the characteristics of the laser diode of Fig. 5.12(a) as compared
to that of Fig. 5.12(b,c) is most probably because they originate from two
different epitaxial runs with otherwise unchanged epitaxy. Apparently, the
thermo-temporal COD characteristic is batch-dependent. This ability to
resolve those slight differences can be regarded as a feature of the time-
resolved thermography.
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Figure 5.12: Temperature increases of three laser diodes around COD. Symbols
and lines mark the same probing areas as in Fig. 5.11(f) but here the temperature
increase has additionally been subtracted by the temperature of the heat-sink
marked in Fig. 5.11(d). (a) Corresponds to the device from Fig. 5.11, (b) and (c)
to two devices of another batch.
Temperature during COD
Due to the restrictions in spatial and temporal resolution, the COD is basi-
cally seen as a single pixel (8.8 × 8.8 µm2) and single frame (2.3 ms) event.
Assuming a thermal runaway process in which the melting point of the
InGaP-QW materials is reached, a local temperature increase of ∼ 1200 K is
required. From pulsed experiments on IR laser diodes a velocity of 2−4 m/s
of the melt-front propagation along the resonator axis is found.[224, 225]
Such velocity is ∼ 4−8 times higher than the present 1.2 mm long cavity di-
vided by the frame duration. The destructive in-depth analyses referred to in
section 2.4.2 show COD-driven defect complexes extending in vertical direc-
tion (i.e., direction of epitaxial growth) to roughly about 50-200 nm. Conse-
quently, the derived temperature increase during the COD is only an averaged
value and the true temperature increase is expected much higher. Extrapola-
tion of the nonlinear camera-response-vs-temperature curve according to the
theoretical calibration presented in section 4.1.2 shows compatibility of the
measured data with locally melting semiconductor materials at temperatures
as high as ∼ 1500 K.
Evolution of the optical near-field with injection current
The temperature at the laser facets is higher than in the bulk, mainly be-
cause of additional absorption and surface recombination processes.[79, 223]
Reabsorption of the fundamental laser emission at the front facet is the most
important facet heating mechanism at elevated injection currents and is pro-
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Figure 5.13: (a) NF intensity taken from the maximal lines of the Si-CCD camera
vs injection current. COD occurred between 2.02 and 2.04 A. Equipotential lines
at intensities of 1, 2, 3, 4, and 5 a.u. are given. (b) Absolute bulk temperature
profiles taken from Fig. 5.11(a) (black line), 5.11(b) (green line), and 5.11(d) (red
line) along a line that contains the active region. (c) Corresponding NF profiles
before and after COD [black and red lines as in (a)]. The dotted blue line represents
the highest NF intensity observed at I = 1.84 A.
portional to the NF intensity distribution4. Two regions at around the cen-
ter of each half of the device show intense filaments [Fig. 5.13(a)]. There
the highest facet temperatures are expected. Comparison [Fig. 5.13(b,c)]
between lateral profiles taken from thermal images and the corresponding
NF distributions does indeed demonstrate that the temperature spike occurs
at the same point in space as the strongest peak of the NF distribution,
measured just before COD, and followed by a nearly complete break-down.
Such filamentation which is observed as an inhomogeneous near-field dis-
tribution, is thought of to be a result of the coupling of the gain and the
refractive index. In particular, the (complex) refractive index depends on
the minority carrier concentration, which itself depends on the optical field
intensity being a result of the gain (through minority carrier concentration)
and the refractive index (through waveguiding). This nonlinear interaction
leads to self-focusing of the optical modes thereby enabling simultaneous las-
4Facet temperatures derived from Raman-spectroscopy scanning of analogous red-
emitting devices showed indeed a close, nearly linear relation with the optical NF.[226–228]
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Figure 5.14: (a) Absolute bulk temperature Tbulk and (b) NF intensity INF vs
current I for two points in space at the active region of the laser diode of Figs. 5.11
and 5.13, namely the COD seed at a lateral position around 19 µm (red lines) and
the point of highest NF intensity around −12 µm (blue lines). Dotted horizontal
and vertical lines mark the two prominent situations: (i) highest ever observed NF
intensity at I = 1.84 A with Tbulk = 46.9◦C, INF = 5.39 a.u., (ii) the situation just
before the COD event at I = 2.02 A with Tbulk = 51.5◦C, INF = 5.17 a.u.
ing of many spatial modes (filaments) in lasers of large stripe widths. The
degree of this coupling depends on the materials properties, the heterostruc-
ture design, and the device structure.[39, 53, 229, 230]
Combination of thermography and near-field data
The combination of the two imaging methods strongly suggests that the
COD process in high-power AlGaInP laser diodes is indeed triggered by a
thermal runaway process at the front facet. In this framework, the high
optical facet load due to reabsorption of red laser light leads to a local melt-
ing of the semiconductor materials along the resonator, which is compatible
with the experimentally observed temperature spike. After successive re-
crystallization a dense network of defects is left behind, leading to a vastly
increased nonradiative recombination rate, which experimentally is found as
the pronounced jump in the average device temperature.
>From this concerted approach the concept of a COD critical tempera-
ture becomes evident as well.[79, 80, 226] A closer inspection of Fig. 5.13(a)
shows that the intensity of the NF filament observed at the left device side
at 1.84 A was already larger than the one that actually lead to the COD
at 2.04 A. A direct comparison of the two parameters bulk temperature and
NF intensity in Fig. 5.14 shows that only the combination of a high optical
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load at the facet plus a high thermal load in the facet-near bulk materials
leads to the COD. Since both processes contribute to the facet heating, a
critical facet temperature and a high photon flux can be regarded as the
key precondition for the occurrence of COD. Similarly, earlier experiments
on analogous devices showed that the injection-current level leading to COD
falls with increasing heat-sink temperature.[226–228]
Estimation of the critical facet temperature
Figure 5.14 allows for an estimate of the critical facet temperature. Assuming
an additive linear relation Tfacet = Tbulk + a · INF, between facet temperature
Tfacet, bulk temperature Tbulk, and NF intensity INF, the data yield a maximal
numerical value for the constant a ≈ 21 K/a.u. As a result, a maximal facet
temperature of about 160◦C is reached 2 s before initiation of the COD
process. Such number corresponds well with values on the order of 100 −
200◦C derived from Raman spectroscopy measurements.[226–228]
Summary
In this section, the applicability of thermography as an analytical tool for
COD experiments was demonstrated. Using cw-operating red-emitting high-
power AlGaInP lasers this novel experimental approach has been proven very
useful, in particular, since there is a lack of alternative techniques capable of
probing temperature distributions in extended devices in a fast sub-second
fashion. Although thermography as presented here could not fully resolve
the temperature dynamics of the COD process, the achieved results represent
the most highly resolved COD study so far. Simultaneously recorded optical
near-fields confirmed both the existence of a critical facet temperature of the
order of 100 − 200◦C as precondition for COD occurrence and the utmost
importance of a proper control of facet reabsorption in order to achieve high
output powers. The described methodology is applicable to a wide class of
semiconductor laser diodes and not confined to the presented red-emitting
lasers.
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5.4 Infrared Emission from Laser Substrates
>From initial experiments with the thermographic camera temperatures have
been determined that were much higher than expected. It became evident
that such overestimated values were caused by a non-thermal IR emission
from the laser. Since this luminescence does not extend further than ∼ 2 µm
into the mid-IR, spectral separation with filters solved the problem of proper
temperature determination.
Early investigations on GaAs-based laser diodes identified the IR lumi-
nescence as coming from the active layer,[231–234] and later first indica-
tions for its origin in the substrate and its relation to DL defects have been
given.[235–237] Although not completely understood, a direct correspon-
dence between such IR signatures and certain degradation/failure signatures
have been observed.[28, 76, 156, 231, 232, 235, 238]
In this section, a more complete and consistent study is presented that ap-
plied spectrally and spatially resolving NSOM and FTIR spectroscopy for two
completely different laser designs. It is shown that between QW-transition
energy (responsible for lasing) and blackbody radiation (responsible for ther-
mography signal) of GaAs-based laser diodes several emission bands are spec-
trally located, being indicative for different radiative loss mechanisms.
The two epitaxial structures QW-650-1-BA for the red (λ = 650 nm)
and QW-808-2-BA for the NIR spectral range (λ = 810 nm) are described
in section 2.5. Important for this study is the fact that both high-power
BA laser designs base on n-type GaAs substrates and involve different gain
materials, i.e., GaAsP-QW with GaInP and AlGaAs waveguide and cladding
layers versus GaInP-QW with AlGaInP waveguide and cladding layers.
5.4.1 Experimental Results and Discussion
Integral emission spectra
The FTIR emission spectra of the laser diodes given in Fig. 5.15(a) were
recorded with a FTIR spectrometer described in section 2.7.2. The laser
lines were attenuated by color filters (see vertical arrows). Energetically
below these lines the laser diodes exhibit each a shoulder (B1) and three
common features: a distinct peak (B2) around 1.3 − 1.4 eV, a broad band
(B3) at 0.7 − 1.5 eV centered around ∼ 1.1 eV, and the onset of blackbody
radiation at ∼ 0.4 eV (B4). Immediately, this leads to the conclusion that B1
is connected to the gain medium, whereas the low-energy emissions (B2,B3)
are related to the GaAs substrate as this is common to both lasers.
The (B2,B3) emission intensities in dependence of the heat-sink tempera-
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Figure 5.15: (a) FTIR emission spectra of a red laser (red line) at an injection
current of I = 0.7 A (heat-sink temperature T = 23◦C) and of a NIR laser (blue
line) at I = 1.9 A (T = 50◦C). The absorption edges of the long-wave-pass color
filters (690 and 850 nm) and of GaAs (used in Fig. 5.16) are indicated by arrows.
Four major emission bands B1-B4 below fundamental emission are labeled. (b)
(B2,B3) emission bands (multiplied by 100) for T = 20− 70◦C and I = 0.7 mA of
a red device measured without spectral filters and (c) fundamental spontaneous
emission (SE) for same conditions. (d) Emission peaks (all normalized) of B2 (full
squares) and B3 (full circles), and total front-facet output-power (full line) of a
NIR device vs current at T = 50◦C.
ture and the injection-current are displayed in Fig. 5.15(b,d). In all analyzed
devices the (B2,B3) intensities decrease with increasing heat-sink tempera-
ture, following the decrease in spontaneous emission strength, which is mea-
sured without a color filter in Fig. 5.15(c). The QW spontaneous emission
rate is known to clamp or partly clamp at the lasing threshold.[146, 239] In
cw operation, however, especially at an elevated heat-sink temperature, de-
vice heating leads to a rollover in output power Pout, which means a decrease
in the stimulated emission rate and a concurrent increase in the spontaneous
emission rate. Such behavior of B2 and B3 is seen in all cases [Fig. 5.15(d)],
definitely ruling out stimulated emission as a significant excitation source.
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Figure 5.16: Micrographs of the front facet of a red laser diode (a,b,d) with
and (c) without a GaAs filter in the beam path. (a) Overview micrograph at
I = 0.1 A. White dotted lines mark outer device dimensions. The active stripe
width is indicated. (b-d) Micrographs at higher magnification, each showing the
left half of the active stripe, at (b) I = 0.5 A, (c) I = 20 mA, and (d) I = 1.5 A.
The scanning experiment regions are marked by a dotted line (line scan) and a
square (NSOM map).
Micrographs of the infrared emission
Micrographs (Fig. 5.16) of the laser diodes are recorded with a standard
microscope equipped with a Si-CCD camera (sensitive to ≥ 1.1 eV) behind
a GaAs filter [see the arrow for the GaAs filter edge in Fig. 5.15(a)]. At
currents well below threshold [Fig. 5.16(a,b)] the emission comes from an
extended part of the substrate with its maximum shifted a few microns away
from the peak of the QW emission position, which is measured with exter-
nal illumination and without such filters [Fig. 5.16(c)]. At higher currents
[∼ 1.5 A, Fig. 5.16(d)] an additional contribution appears that is strongly
confined to a narrow layer of the substrate only
Spatially resolved emission spectra
In order to unambiguously clarify the association of the low-energy B2 and
B3 emission bands with the substrate, emission scans at different currents
were performed for a red and a NIR laser diode with a NSOM as described
in section 2.7.4. Near-field maps are integrated along the epitaxial plane and
are presented in Fig. 5.17, the line scans are presented in Fig. 5.18. Both
show the emission bands discovered in the FTIR emission spectra.
The position of the QW (maximal fundamental laser emission) is set to
zero in the figures. The position of the GaAs substrate ∼ 1 µm away is
derived from PL measurements [signal at λ ∼ 820−900 nm in panels (c,f) in
both figure sets], excited with a 633 nm HeNe-laser trough the collecting fiber-
tip. Thus B1 can be assigned with the QW-gain region and (B2,B3) with the
GaAs substrate. And it follows that B2 is the GaAs interband luminescence.
In the electrically driven case a major part of this luminescence is reabsorbed
in the substrate for distances & 2 µm, also seen as a narrowed B2 spectrum
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Figure 5.17: Emission
maps (NSOM scans,
step-width ≈ 0.1 µm)
of red (left panels)
and NIR (right panels)
lasers. Pulsed currents
of (a) 0.1 A, (b) 0.65 A,
(d) 0.1 A, (e) 1.0 A
are used. (c,f) HeNe-
laser-excited PL maps.
Dotted horizontal lines
indicate emission bands
B1-B3, vertical lines
indicate the QW posi-
tion. Data display starts
at the color-filter edges
(left: 690 nm, right:
825 nm). For compari-
son, identical wavelength
regions are used, no
data is indicated by gray
color. Logarithmic scale
is chosen to enhance
the displayable dynamic
range.
in the integral FTIR spectra. The PL-data, on the other hand, shows no
narrowing because the penetration depth for the HeNe radiation is much
smaller than the extinction length for the GaAs interband luminescence5.
Comparison with the micrographs indicates that a fraction of B2 may also
be guided within the wide-band-gap waveguide and cladding region.
5.4.2 Physical Model and Discussion
A band-edge-vs-position model explaining the origin of the observed emis-
sion bands is depicted in Fig. 5.19 together with the collection geometry
of the emission scanning experiments. In the QW several radiative transi-
tion are possible. Beside the fundamental laser transition also various band
tail emissions are possible that involve the localized QW states and states
5Similar effects for GaAs concerning the difference in the integral spectrum for different
excitation-collection geometries have been observed in Ref. 240.
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Figure 5.18: Emission
maps of a red-emitting
(left panels) and a NIR
(right panels) laser diode
derived from line scans
(step-width ≈ 1 µm)
across the epilayers and
half of the substrate.
Pulsed currents of (a)
0.2 A, (b) 1.0 A, (d)
0.2 A, and (e) 0.6 A are
used and (c,f) are HeNe-
excited PL maps. Data
display is analogous to
Fig. 5.17.
related to shallow-impurities and DL defects. This variety forms the shoul-
der B1 whose signature has been measured and discussed earlier, e.g., in
photocurrent studies.[156, 238] The bands (B2,B3), on the other hand, are
excited within the GaAs substrate. It is very likely that B2 corresponds to
interband transitions and B3 corresponds to transitions involving radiative
recombination centers located below the middle of the GaAs band gap.[241–
244] Since the substrate is n-type, the radiative recombination leading to
B2 is governed by the concentration of minority-holes, whereas their capture
into the DLs results in B3.
Such holes may be provided by either reabsorption of spontaneous radia-
tion (stimulated radiation has been ruled out) from the QW with successive
electron-hole-pair generation or by a leakage current from the active region.
Several reasons do, however, argue against (an appreciably) hole-leakage cur-
rent that would inject holes into the GaAs after thermionic emission over
the cladding layer where they diffuse and/or drift towards the n-side. The
hole-diffusion length within the n-substrate is known to be very small, i.e.,
. 1 − 2 µm.[245] Furthermore, such leakage currents should considerably
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(a) (b)
Figure 5.19: (a) Schematic model picture with CB and VB band edges (black
lines), DL bands (dotted black lines, gray-shaded regions), QW electron and hole
levels (red horizontal lines), QW impurity and DL bands (gray-shaded), and the
radiative transitions B1-B3 (red wavy arrows) for a red laser diode. Possible
electron (e) and hole leakages (h) are sketched, as well as, from left to right, the
photon-recycling processes. (b) 2D schematic of the line-scan collection geometry
along the laser front facet. The two-staged photon-recycling process SE B2  
B3 for obtaining the shift in the maximum of Fig. 5.20 is given (SE - spontaneous
emission from the QW).
increase with rising temperature,[145, 246] which contrasts the findings in
Fig. 5.15(b). However, electron-leakage into the p-cladding (i.e., transport
into the opposite direction) is considered a significant source of losses in red-
emitting lasers and is made responsible for the considerable degradation in ef-
ficiency of AlGaInP lasers with emission wavelength below 650 nm.[145, 146]
The maximal intensity of the B3 emission is shifted ∼ 20 µm into the
substrate [e.g., Figs. 5.18(b) and 5.20(a)]. This effect allows to uncover the
energy transfer from the QW spontaneous radiation towards B2. This QW
radiation is transmitted through the wide-band-gap waveguide and cladding
layers and absorbed in a narrow layer (∼ 1 µm thick) of the substrate ad-
jacent to the cladding [red arrows in Fig. 5.19(b)]. Now, two things are
most relevant for the measured spatio-spectral characteristic, namely photon-
recycling6 and light propagation from the depth of the 1.2 mm long device.
6In this context, photon-recycling describes the reuse of radiation emitted (sponta-
neously) into directions out of the gain region via absorption, electron-hole pair generation,
and radiative recombination. As a result, the internal quantum efficiency, the minority
carrier lifetime and diffusion length can be enhanced.[247–249] Photon recycling is possi-
ble within the same material (i.e., due to self-absorption) or with transparent regions in
between the region of original and recycled photon emission.
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Figure 5.20: Spatio-spectral characteristic of the IR emission, normalized at every
wavelength. White dots mark the position of the maximum per wavelength. (a)
Emission map of the red laser (I = 0.4 A); (b) modeled emission intensity fed by
reabsorption of B2 starting at 2 µm with α(νB2) = 300 cm−1, and (c) only by
direct excitation of the QW radiation α(νQW) = 35000 cm−1. Both are calculated
for single pass radiation and Fresnel transmission at the GaAs-air interface for
n-type GaAs (N = 2× 1018 cm−3, n = 3.5).
The initially excited narrow GaAs layer emits spontaneous Stokes-shifted B2
(green arrows) and B3 radiation (blue arrows) that travels through the sub-
strate until most of B2 is subsequently reabsorbed and partly reemitted as
B3. Such a cascaded photon recycling for B3 explains the right magnitude
of the maximum shift [Fig. 5.20(b)] if it is modeled as a spatial convolution
of the QW excitation, the intermediate interband excitation (B2), and the
decay of the DL luminescence (B3). In contrast, a direct excitation of B3 by
the QW spontaneous radiation only, i.e., without intermediate reabsorption
via B2, shows no significant spatial shift; see Fig. 5.20(c). The corresponding
derivation is given in Appendix E.
Summary
In summary, the origin of the non-thermal IR emission, originally observed
in early thermographic measurements with an open detector, was studied. It
was found that the spontaneously emitted radiation from the gain material
(i.e., QW active layer) of GaAs-based high-power laser diodes photoexcites
both band-to-band and band-to-DL-defect transitions with different spectral
and spatial emission properties inside the GaAs substrate. The obtained
experimental data suggested a cascaded photon-recycling process for the en-
ergy transfer from QW spontaneous radiation towards substrate-DL lumi-
nescence. Very interestingly, the emergence of such IR emission from the
substrate is, by definition, not restricted to structures comprising particular
gain materials, which was verified from the analysis of different laser diodes.
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5.5 Infrared Emission as Degradation Probe
COD of laser diodes is demonstrated in section 5.3 as a very rapid and pro-
nounced process leaving an inoperable device behind. Another regime that
describes a reduction in output power and life-time is gradual degradation.
In case of extended laser devices such as high-power laser bars, comprising,
e.g., 19 individual emitters, the parameters that give rise to the microscopic
degradation processes might be spatially non-equally distributed among the
individual emitters. For example, the mechanical strain introduced during
packaging and mounting on a heat sink and the bulk temperature are repeat-
edly demonstrated to exhibit higher numerical values at central emitters than
at emitters near the device periphery.[28–31, 49, 77, 129, 175, 199, 201, 250–
252] In this respect, an experiment with a single bar could be regarded as
19 individual experiments with single emitters having different values for the
strain or the temperature.
If operated for a certain time, different spectroscopic techniques detect
specific degradation signatures according to the probed physical parameters.
In the case study presented in the following, four spectroscopic techniques
are applied that identify packaging-induced strain as the physical parameter
giving rise to a gradual degradation. Amongst others, the earlier discussed
IR DL-luminescence B3, measured with the same thermographic camera as
for temperature determination, is demonstrated as a degradation probe.
5.5.1 Samples and Experimental Techniques
The spectroscopic analysis is carried out on a red-emitting (emission wave-
length: λ = 650 nm) cm-bar QW-650-2-bar with 19 individual emitters
and is described in section 2.5.
Degradation signature I: LBIC scanning
Photo-electrical spectroscopy in terms of LBIC scanning across the width of
the device is applied to probe the distribution of defect concentration (cf.
section 2.7.3). From photocurrent spectroscopy of fresh, aged, and degraded
laser diodes a correspondence between the change in the photocurrent spec-
trum and the accumulation of defects in the active layer and the waveguide
was deduced.[76, 77, 156, 238] The decrease in the QW interband photocur-
rent (hν ≈ 1.90 eV) was found to be accompanied by an increase of the
photocurrent at energies smaller than the QW band gap mediated by DL
defects.[76] The latter effect is explained by an effective increase of the DL-
absorption coefficient (αDL = σDLNDL; DL-absorption cross-section: σDL)
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Figure 5.21: Micrograph showing IR emission from the substrate of the first six
emitters of a high-power red-emitting laser bar similar to the described devices.
The injection current is 2 A, the fundamental laser emission is blocked by a GaAs
filter like in Fig. 5.15(b). Dotted white lines mark the bar height.
that is assigned to an increase in the concentration of DL defects (NDL). The
decrease in the QW interband photocurrent, on the other hand, is explained
by an increased defect concentration as well, because the photocurrent is
proportional to the steady-state nonequilibrium lifetime of the photoexcited
carriers in the QW, which is reduced due to such increased defect concentra-
tion. Spatially resolved LBIC scanning with a 633 nm (hν ≈ 1.96 eV) HeNe
laser for excitation is thus able to detect spatial variations in the defect con-
centration.
Degradation signature II: Thermography of the infrared emission
In continuation of the last section’s results the IR emission from the sub-
strate is used as degradation probe. A typical micrograph (Fig. 5.21 with
Si-CCD camera behind a GaAs filter) of a red-emitting laser bar shows the
IR emission from the substrate. In order to expand the applicability of
thermography to this shorter wavelength region, the thermographic camera
was applied to detect, beside the thermal IR (with MIR filter, wavelength
range: 3.4−6.0 µm), the non-thermal IR (with NIR filter, wavelength range:
1.6 − 2.2 µm). The resulting signal from thermography through the NIR
filter is called NIR signal in the following.
Similar as in LBIC scanning the NIR images contain information about
the defect distribution. A defect accumulation in the QW (as probed by
LBIC) leads to an increase of the laser threshold current, resulting in an
increase of the spontaneous emission rate. This leads to an increase of the
DL-luminescence, similarly as a defect accumulation in the substrate. Con-
sequently, both information is intermixed within the measured NIR signal in
a non-trivial way, but the microscopic causes for both processes may eventu-
ally be identical, for instance a DL-defect accumulation due to a long-range
(several µm) strain-field.
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5.5.2 Experimental Results
Degradation signatures
In Fig. 5.22 the data of four scanning and imaging techniques are presented,
namely LBIC scanning (a), NIR imaging (b), thermography (c), and micro-
PL scanning (c).
The LBIC scans [Fig. 5.22(b)] exhibit a pronounced decrease with oper-
ation time in the regions around the emitter stripes (30 µm wide, centered
around every 500 µm), whereas the rest of the bar seems to be less affected.
The cuts from the NIR images [Fig. 5.22(b)] demonstrate an increase of
the NIR signal with operation time. The spatial resolution of the thermo-
graphic camera is limited to 38 µm/pixel in order to image the entire cm-bar
at once. Both the stripe width (30 µm) and the width of the IR emission [cf.
previous section and Fig. 5.21] are below or around this value. Consequently,
the NIR images consist of a series of peaks at the emitters with a full width
at half maximum of 60− 70 µm.
For comparing data sets before and after aging, their reproducibility needs
to be secured. For NIR imaging, hundreds of bars have been measured (cf.
section 5.2) and it was found that the reproducibility is within a few percent.
For LBIC scanning, on the other hand, absolute values are less reliable, which
partly stems from the difficult alignment of the small-aperture exciting laser
beam with the laser device. Nevertheless, probing of the regions far away
from the emitters, in particular at the outer device edges, is used to align
both LBIC data sets (the data after aging is multiplied by 1.15), because
these regions are expected to degrade, if at all, to a much lesser extend than
the emitters themselves.
Degradation-driving parameters: Temperature and strain
Two prominent parameters being responsible for laser-diode degradation (cf.
section 2.4) are the bulk temperature and the packaging-induced strain. Both
parameters are quantified in a spatially resolved way.
The bulk-temperature profile is displayed in Fig. 5.22(c) showing a typical
temperature distribution with the highest values in the center of the device
and nearly perfect symmetry. The temperature profile corresponds to the
situation after aging and does not show any clear change with aging.
The incomplete CTE-match between chip and CuW submount gives rise
to packaging-induced strain, as well as the even more unmatched Cu heat sink
residually impacting through the thin CuW lamella. Such strain is expected
to dominantly uniaxially compress the array along its width of 1 cm, that
112 Chapter 5. Thermography of Semiconductor Lasers: Applications
1.00
1.25
1.50
1.75
(d)
(c)
(b) 
	





(a)
0
100
200
 
 








25
28
31
34
 






0 1 2 3 4 5 6 7 8 9 101.4425
1.4430
1.4435







Lateral position (mm)
Figure 5.22: (a) LBIC scan with HeNe-laser excitation (633 nm), (b) NIR pro-
files (cuts through maxima) at an injection current of I = 6 A. Blue lines are
measured before aging and red lines after 200 h of operation. (c) Temperature
profile containing the active region at I = 6 A (heat-sink temperature 25◦C). (f)
Micro-PL peak position for a lateral scan across the substrate representing the
overall packaging-induced strain.
is along 〈110〉. Its distribution is measured by a micro-PL scan7 across the
front facet, taken in the center of the GaAs substrate [Fig. 5.22(d)]. The
energetic shift in the PL-peak position correlates to a change in the direct
GaAs band gap induced by a varying strain. A peak energy of 1.4425 eV as
reached at the device edges is assumed to be indicative for zero packaging-
induced strain and the observed ∼ 1 meV blueshift represents an uniaxial
compression along 〈110〉 by about 0.05% only.[63] The left side of the device
shows a slightly higher compression than the right one.
Before epitaxy, processing, mounting, and operation the GaAs substrate
is expected to be of superior quality in terms of both crystalline perfec-
7The micro-PL scan experiments have been performed by Julien Nagle (Thales Research
and Technology, RD128, 91767 Palaiseau Cedex, France), Myriam Oudart (Alcatel Thales
III-V Laboratory, RD128, 91767 Palaiseau Cedex, France) et al.
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Figure 5.23: Linear cor-
relation figures for the
change in the LBIC sig-
nal (i.e., the ratio of
the magnitudes after ag-
ing and before aging) (a)
vs micro-PL peak posi-
tion, and (b) vs bulk tem-
perature. Accordingly,
the change in the NIR
signal is plotted (c) vs
micro-PL peak position,
and (d) vs bulk temper-
ature. Straight lines in-
dicate the linear fit. The
correlation coefficients r
are given in the figures.
tion and homogeneity of dopants and intrinsic defects. Its PL-peak shift is
assumed to be a reliable measure for the average packaging-induced strain
along the bar since measurements before mounting show a flat characteristic.
Thus local band structure variations of the active layer, caused, for instance
by fluctuation of the epitaxial layer thickness or the composition, do not at all
or only marginally interfere the results of such a substrate scan as compared
to a scan of the QW-PL.
5.5.3 Correlation of Data Sets and Discussion
The two degradation signatures (LBIC, NIR), the bulk temperature, and the
packaging-induced strain have been quantified in a spatially resolved way.
Although both degradation-driving parameters act simultaneously and peak
at or near the device center, a separation of their impact seems possible. A
straight-forward way to display their potential relationship with the degra-
dation signatures is to plot the data sets against each other and to compute
the corresponding correlation coefficient. For this the ratios are calculated
for the data sets presented in Fig. 5.22(a,b) after and before aging. The loca-
tions showing most changes are evaluated for the correlation; for NIR at the
emitter sites and for LBIC approximately 40− 50 µm away from the emitter
centers; cf. Fig. 5.24.
The linear correlation (Fig. 5.23) of the LBIC and NIR ratios versus
114 Chapter 5. Thermography of Semiconductor Lasers: Applications
4.4 4.6 4.8 5.0 5.2 5.4 5.6 5.8 6.00.90
0.95
1.00
 Lateral position (mm)
LBI
C s
igna
l ra
tio
Figure 5.24: Ratio of the LBIC signals for emitters 9 to 12 given as points with
2 µm step-width and as a line for an 11-point average. The metallized 30-µm-wide
active stripes are indicated by gray shaded areas centered around each 500 µm.
micro-PL yields correlation coefficients of r = −0.69 and r = 0.67, and versus
bulk temperature of r = −0.11 and r = 0.32, respectively. The correlation
coefficient r (Spearman rank correlation coefficient) is a normalized measure
of the strength of the linear relationship between two data sets. Uncorrelated
data sets result in r = 0 and equivalent ones in r = 1. Additionally, the visual
comparison of the data suggests a closer relationship between the degradation
signatures and micro-PL, because all data show a higher magnitude on the
left half than on the right half, whereas the temperature profile is much
more symmetric. Such treatment strongly suggests the parameter packaging-
induced strain as the principally responsible for the observed degradation.
An at least partial influence of the inhomogeneous temperature distribution
can, however, not excluded completely with such an analysis.
Discussion
The presented concerted approach suggests the following aging scenario.
First, the LBIC degradation signature (Fig. 5.24) strongly indicates the edges
of the metallized emitter stripes, at which the signal-reduction is maximal,
as starting point of the observed degradation. At these sites the QW starts
to degrade, effectively resulting in a reduction of the nonequilibrium carrier
lifetime. Second, the established correlation of (average) packaging-induced
strain and both degradation signatures identified this strain as a major trig-
ger for aging.
Now, since such local degradation signature at the edges of the metallized
emitter stripes have not been observed in similar single emitter devices, [156]
it is likely to assume a bar-specific effect causing the observed signatures.
The signatures around the emitters (Fig. 5.24) are probably caused by local
strain fields which are produced by the metallization. Similar strain distribu-
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tions have been seen already at metallizations on semiconductors,[253] and
at emitter edges.[254] Those strain fields peak a few ten microns outside the
metallized regions and extend on the order of hundreds of microns away from
the stripe edge.[253] This is similar to the LBIC signature where the maximal
signal reduction is seen ∼ 40− 50 µm away from the emitter centers. If the
distance of the emitter stripes is less than the typical spatial extension of the
strain fields they may overlap and lead to a higher strain. Similarly, it renders
likely that the observed degradation signatures are caused by the interplay
of the two strain contributions, bar-inherent spatially extended packaging-
induced strain and localized strain at the metallization edges.
On the other hand, the determined aging rate was very low, only 1.5 ×
10−5 h−1 for a current increase to 120%, which corresponds to less than 1%
output-power loss for an operation time of 200 h. Furthermore, the elec-
troluminescence inspection of the fundamental emission did not reveal any
dark-line defects being indicative for strong aging. Hence, this resembles
a situation at a very early stage of gradual degradation, which is usually
associated with a creation and/or accumulation of point defects (cf. sec-
tion 2.4). Apparently, at this stage the emitters are less affected than their
edges possibly through the specific geometry of the strain.
Summary
In this section, a case study was presented that aimed on both the analy-
sis of early stages of laser diode degradation and on the qualification of the
earlier found DL-defect-related IR luminescence (measured by NIR imaging)
from the GaAs substrate as a degradation probe. Both spatially resolving
techniques LBIC scanning and NIR imaging exhibited similar degradation
signatures for red-emitting high-power laser bars that were operated for only
200 h. LBIC scanning showed a slightly asymmetric decrease in signal with
the maximum nearly in center of the bar, whereas NIR imaging showed al-
most the inverse behavior, that is an increase with its maximum near center.
A much stronger correlation was found for these degradation signatures with
the packaging-induced strain than with the bulk temperature. Surprisingly,
the most intense decrease of the LBIC was observed at the edges of the emit-
ter stripes, peaking slightly outside, a fact not seen in similar single emitters
before. This indicates an interplay of the average bar-inherent packaging-
induced strain and local strain fields, caused for instance by the fabrication
of the emitter metallizations. Such mechanism proved responsible for the cre-
ation and/or accumulation of point defects, which are seen as the microscopic
origin of the observed defect signatures.
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5.5.4 Chapter Conclusions
A typical application for thermography is the analysis of the transient ther-
mal behavior of high-power laser bars. The ms-range temporal resolution
allowed for extraction of the dominant thermal time constants, which are to
a large extend defined by the heat sink and the cooling setup. The simultane-
ous detection of the temperature transient at different locations enabled for
an assignment of the time constants to parts of the laser device. The appli-
cation of synchronous undersampling lock-in thermography allowed even for
visualization of the heat flows within the semiconductor chip on a sub-ms-
time scale. Detection from the side of the laser device indicated a substantial
heating of the front facet.
In a first reliability study, thermography was applied as a screening tool
in order to detect, beside temperature distributions, hot-spots in high-power
cm-bars. Hot-spot statistics indicated correlations with the applied packag-
ing technology and showed a reduction in frequency with the technological
step from soft to hard solder. Surprisingly, the shape of the hot-spot distri-
bution did neither follow the temperature nor the packaging-induced strain
distributions, which suggested the importance of failure causes acquired dur-
ing operation.
In a second case study, thermography was applied to monitor red-emitting
high-power AlGaInP laser diodes during COD. The analyzed cw-operating
devices exhibited a pronounced overshoot in temperature that was tightly
spatially and temporally confined. Simultaneously recorded optical near-
fields strongly indicated a correlation between a high optical density at the
front facet and COD occurrence, thereby supporting the existence of a crit-
ical facet temperature as precondition for COD occurrence. The developed
methodology is versatile and potentially applicable to a wide class of semi-
conductor lasers.
In the last part, an additional IR emission from GaAs-based semicon-
ductor lasers and its application as a probe for laser degradation was an-
alyzed. The origin of the non-thermal IR emission (NIR emission) was
found in band-to-band and band-to-DL-defect transitions inside the GaAs
substrate. Integral and spatially resolved emission spectra suggested these
associations and indicated that they are photoexcited by the spontaneously
emitted radiation from the gain material. In a second part, the increase of
such DL-defect-related IR luminescence was found to be indicative for laser
degradation. Application of the thermography setup allowed for its mea-
surement in parallel to the device temperature. Comparison with LBIC and
micro-PL-scanning indicated a stronger correlation of the degradation with
the packaging-induced strain than with the bulk temperature.
Chapter 6
Conclusions
This thesis is devoted to the thermography of semiconductor lasers. It cov-
ered many aspects that can be divided into three principal parts: experimen-
tal determination of thermal emission from semiconductors and semiconduc-
tor lasers, discussion of the methodology for thermography of semiconductor
lasers, and application of thermography as analytical tool for semiconductor
laser studies.
Thermography relies on the detection of thermal radiation according to
Planck’s law. In the case of real materials like semiconductors, this funda-
mental relation needs to be modified by the emittance of the radiation source.
A spectrally resolved measurement and analysis of the thermal emission from
bulk GaAs semiconductors and GaAs-based semiconductor lasers near room
temperature provided the materials-related foundation of the thermography
of semiconductor lasers. In the course of that study the semiconductor lasers
were found semitransparent for the thermal radiation and an enhancement
of the emittance of the laser structures over bulk semiconductor material was
found, being a result of laser specific components.
Methodological aspects of the thermography of semiconductor lasers were
discussed in a next part. The measurement strategy is determined by the
composite signal from the omnipresent thermal radiation, making differ-
ence measurements and temperature calibration procedures necessary. The
infrared-camera approach allows for the determination of temperature dis-
tributions in single chip broad-area laser diodes and laser arrays in both the
transient and the steady-state regime. The issues arising from the semicon-
ductor materials properties were discussed, and, in particular, the effect of
thermal radiation propagating inside the semitransparent laser cavity is an-
alyzed for the case of highly spatially resolved thermography, in conjunction
with the effects from diffraction limited imaging. It became evident that ther-
mographically determined temperature distributions can be approximated
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by a collection of heat sources, including the gain material and all passive
regions, where its thermal radiation propagates through the laser diode ac-
cording to geometrical optics. In this context thermography evolves into
a robust technique for the detection of complete temperature distributions,
even in large devices.
A major technological challenge is the improvement in the reliability of
high-power semiconductor lasers. A first step is the careful analysis of the
thermal performance of such devices since large amounts of excess heat are
produced during high-power operation, and of the degradation behavior of
state-of-the-art devices.
Specific applications demand for different heat-sink technologies. The
characterization of the transient thermal behavior of high-power laser arrays
via spatially resolved measurements of the dominant thermal time constants
revealed that on a 10-ms to 10-s-time scale the heat sink determines the
device behavior. On a sub-ms-time scale the heat spreads from the active
region across the substrate, which was visualized through application of lock-
in thermography with simultaneously high spatial and thermal resolution.
The distinction of the origins of the thermal time constants helped to iso-
late hot-spot signatures that are regarded to be indicative for device degra-
dation of high-power bars during the turn-on. Such hot-spots were demon-
strated to correlate with the packaging technology and, to some degree, with
defects at the front facet, but neither with temperature nor strain, which
points to failure causes acquired during operation.
The output power of high-power devices is fundamentally limited by the
COD, an abrupt degradation process that occurs under high load. The
spatio-temporally resolved analysis of this process, with help of its ther-
mal and optical near-field characteristics, was developed and supported the
existence of a critical facet temperature triggering the catastrophic process
and the relevance of reabsorption at the front facet.
The thermal IR camera allows for imaging in a shorter-wavelength range
(λ < 3 µm) in parallel with standard thermography (λ > 3 µm). There
additional non-thermal infrared emission from GaAs-based semiconductor
lasers was identified as band-to-band and band-to-DL-defect transitions that
are photoexcited by the spontaneous radiation from the gain material. Such
spectral component was found to correlate with gradual device degradation
of high-power laser bars due to increasing defect concentrations, which corre-
lated much stronger with packaging-induced strain than with the bulk tem-
perature.
The establishment of thermography as analytical tool for laser diode charac-
terization enriches the spectrum of available techniques. Applied in concert,
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these techniques help to better understand the operation of semiconductor
lasers and to find novel solutions that overcome the present limitations and
eventually lead to more reliable, durable, high-power devices. Several impor-
tant issues need to be addressed in future, or are already under way. The
efficiency of electrical-to-optical power conversion, for instance, is a key pa-
rameter that needs to be improved, for example by using novel waveguides,
by optimization of interfaces and doping profiles, by exploiting novel gain
materials, or by recycling the spontaneous radiation for the lasing process
(cf. section 5.4). The matter of more efficient cooling is vital for both the
durability and the applicability of high-power devices. Tremendous effort is
spent towards optimization of conductive and convective cooling (cf. sec-
tion 5.1) and replacing the classical In solder on Cu heat sinks by harder
AuSn solder on strain-reducing CuW heat sinks, on the cost of a higher ther-
mal resistance (cf. section 5.2). Application of novel (nano) materials may
lead to a more efficient heat removal as well as the exploitation of novel cool-
ing strategies such as cooling from more than one side. The laser facets are
another big issue since they limit the extractable optical power density (cf.
section 5.3). Different approaches that necessarily involve surface chemistry
and band-structure engineering may lead to more robust facets (cf. sec-
tion 2.4). Alternatively, novel waveguide concepts like tapered resonators
or photonic crystals, or novel gain materials like QDs may lower the optical
power density at the facets and reduce filamentation. Another improvements
can be expected from optimization of the processing and fabrication of laser
devices. For instance, avoiding (local) mechanical strain through optimized
metal-contact semiconductor interfaces or passivating trenches should reduce
stress-mediated degradation (cf. section 5.5).
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Appendix
A. Emittance of Semiconductors
This Appendix derives an expression for the emittance of the semitranspar-
ent semiconductor samples of section 3.1. The used subscripts S, H, N, E,
D, and BB denote contributions from the sample, the sample holder, the
Nextel reference area behind the sample, the enclosure, the detector, and the
blackbody-reference radiator.
Starting with the measurement of the sample in the sample holder, the
corresponding FTIR signal is given by
SS(ν, TS, TH, TN, TE, TD) = sD(ν)ΩF
[
AS(ν)LBB(ν, TS)
+ (1− A)H(ν)LBB(ν, TH)
+ Aτ˜S(ν)N(ν)LBB(ν, TN)
+ {A%˜S(ν) + (1− A)%˜H(ν)}ELBB(ν, TE)
− DLBB(ν, TD)
]
. (1)
For the sample holder without sample the signal is
SH(ν, TH, TN, TE, TD) = sD(ν)ΩF
[
AN(ν)LBB(ν, TN)
+ (1− A)H(ν)LBB(ν, TH)
+ {A%˜N(ν) + (1− A)%˜H(ν)}ELBB(ν, TE)
− DLBB(ν, TD)
]
. (2)
The temperatures of the enclosure TE and the detector TD are kept constant
during the measurements and, thus, are omitted in the following equations for
S. Their emittances E and D were determined in independent measurements
to be 0.97, independent of the wavelength.[173]
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The net signal from the sample is given by
SS(ν, TS, TH, TN)− SH(ν, TH, TN) = AsD(ν)ΩF
[
S(ν)LBB(ν, TS) (3)
+ {τ˜S(ν)− 1}N(ν)LBB(ν, TN)
+ {%˜S(ν)− %˜N(ν)}ELBB(ν, TE)
]
.
The emittance N(ν) and the reflectance %˜N(ν) of the reference area behind
the semiconductor are related by %˜N(ν) = 1− N(ν). N(ν) is determined in
an independent experiment without the sample and the sample holder where
the measured signal is given by
SN(ν, TN) = sD(ν)ΩF
[
N(ν)LBB(ν, TN)
+ %˜N(ν)ELBB(ν, TE)− DLBB(ν, TD)
]
. (4)
The signal gained from a blackbody-reference radiator with emittance of
0.9997 - in the following replaced by a value of 1 - is given by
SBB(ν, TBB) = sD(ν)ΩF
[
LBB(ν, TBB)− DLBB(ν, TD)
]
. (5)
Resolving the ratio of SN(ν, TN)/SBB(ν, TBB) for the emittance N(ν) yields
N(ν) =
SN(ν, TN)
SBB(ν, TBB)
× LBB(ν, TBB)− DLBB(ν, TD)
LBB(ν, TN)− ELBB(ν, TE)
+ DLBB(ν, TD)− ELBB(ν, TE)
LBB(ν, TN)− ELBB(ν, TE) . (6)
As a next step, the quantity A of Eq. (3), the sample-related fraction
of the area seen by the detector, is determined in a series of measurements
without the sample. There the temperature of the reference area is varied
from TN to T ′N while all other temperatures are kept constant. Consequently,
the difference signal yields
SH(ν, TH, TN)− SH(ν, TH, T ′N) = AsD(ν)ΩFN(ν)
× [LBB(ν, TN)− LBB(ν, T ′N)] , (7)
from which A is derived as:
A = SH(ν, TH, TN)− SH(ν, TH, T
′
N)
sD(ν)ΩFN(ν) [LBB(ν, TN)− LBB(ν, T ′N)]
. (8)
Analogously, measurements with the sample yield the signal difference
SS(ν, TS, TH, TN)− SS(ν, TS, TH, T ′N) = τ˜S(ν)AsD(ν)ΩFN(ν) (9)
× [LBB(ν, TN)− LBB(ν, T ′N)]
= τ˜S(ν) [SH(ν, TH, TN)− SH(ν, TH, T ′N)]
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from which the transmittance of the sample is found as a function of four
measured signals
τ˜S(ν) =
SS(ν, TS, TH, TN)− SS(ν, TS, TH, T ′N)
SH(ν, TH, TN)− SH(ν, TH, T ′N)
. (10)
As a final result, the sample emittance is found from rearranging Eq. (3)
and inserting Eq. (8) as
S(ν) =
N(ν)
LBB(ν, TS)− LBB(ν, TE)
×
SS(ν, TS, TH, TN)− SH(ν, TH, TN)SH(ν, TH, TN)− SH(ν, TH, T ′N) [LBB(ν, TN)− LBB(ν, T ′N)]
− LBB(ν, TN)[τ˜S(ν)− 1]− LBB(ν, TE)
[
1− τ˜S(ν)
N(ν)
] . (11)
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B. Quantitative Lock-In Correlation
This Appendix provides points in time corresponding to a certain transient
situation measured by synchronous undersampling lock-in thermography in
section 4.2.3. Such points are used for comparison with data from a transient
FEM simulation in section 4.3.1.
A minimal number of frames is necessary for high temporal resolution
in lock-in thermography. The present setup provides four frames correlated
with a rectangular correlation function. The summation in Eq. (4.9) for the
case τPW ∼ 2 IT is approximately an integral over time leading to one image
essentially averaged over the whole pulse (with weighting function K).
In order to compare such an image with FEM-simulation data, the cor-
responding point in time for the simulation needs to be specified. Thus, the
mentioned correlation is simulated by summing the product of the FEM data
for the active layer and the correlation function over a single pulse according
to Eq. (4.9) (compare representative results in Fig. 1). As a result, the FEM
data corresponding to 15 µs and 11 ms after turn on of the laser current
describes best the transient thermal situation as measured by the lock-in
experiment with 110 µs and 69 ms long pulses, respectively.
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Figure 1: (a,b) Normalized temperature rise (solid black lines) of the active
region at the device center, obtained from FEM simulations and the cumulative
sum (solid red line) given by its correlation with rectangular correlation functions
displayed in (c,d). Pulse widths of (a) 100 µs and (b) of 100 ms are used. Dotted
horizontal lines mark the sums. Dotted vertical lines mark the points in time that
correspond to the measured lock-in magnitudes: 14 µs for (a) and 15 ms for (b).
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C. Lumped Capacitance Method
This Appendix provides a derivation of the lumped capacitance method for
a ladder of n capacitances. Starting with Eq. (5.1) from section 5.1
Pi(t) = miCi
∂Ti(t)
∂t
= Pi−1→i(t)− Pi→i+1(t) = Pi−1→i(t)− Ti(t)− Ti+1(t)
Rth,i→i+1
.
(12)
The solution to this equation is given by
Ti(t) = Ti+1(t) + Pi−1→i(t)Rth,i→i+1
(
1− e−t/τi
)
. (13)
where the time constant is defined as τi = Rth,i→i+1miCi. Hence, the tem-
perature evolution of every stage is bound to its neighboring stages until the
last stage at a fixed temperature (e.g., the heat sink) Tn(t) = Tn.
From such recursive expressions one derives the temperature of the first
stage as
T1(t) = Tn +
n−1∑
i=1
Pi−1→i(t)Rth,i→i+1
(
1− e−t/τi
)
(14)
and of the retarded Pgen = P0→1 as
Pi−1→i(t) = Pgen
i−1∏
j=1
(
1− e−t/τj
)
. (15)
This expression can be further simplified in case of a limited number of
sufficiently well separated thermal time constants, i.e., τi−1  τi. Then the
impact of the preceding stage as the heat source for the subsequent stage can
be regarded as instantaneous, that is
Pi−1→i(t)
(
1− e−t/τi
)
= Pgen
i∏
j=1
(
1− e−t/τj
)
≈ Pgen
(
1− e−t/τi
)
. (16)
Finally, inserting Eq. (16) into Eq. (14) and introducing T ∗i = PgenRth,i→i+1
yields a simplified formula for the evolution of the temperature increase of
an n-staged system as a sum of exponential temperature increases:
∆T1(t) = T1(t)− Tn =
n−1∑
i=1
T ∗i
(
1− e−t/τi
)
. (17)
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D. Correlation of Hot-Spots with Facet Dam-
ages
This Appendix provides an overview of representative examples for the cor-
relation of hot-spots measured in the MIR and NIR spectral range with
front-facet damages or anomalies obtained from micrographs (100× magni-
fication). The occurrence of hot-spots or anomalies in Figs. 2-6 is indicated
by arrows. Table 1 lists the observed cases and gives the frequency of obser-
vation relative to the number of hot-spots. The visual inspection of the front
has only been performed if a hot-spot was observed.
Table 1: Correla-
tion of hot-spots
detected in the MIR
and NIR spectral
range with front facet
damages observed
with a microscope. •
means observed, ◦ not
observed.
Case Relative MIR NIR Facet
probability hot-spot hot-spot damage
1 0.43 ◦ • ◦
2 0.30 • ◦ •
3 0.12 • • •
4 0.10 • ◦ ◦
5 0.04 • • ◦
6 0.01 ◦ • •
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Figure 2: Case 1: NIR hot-spot and no facet anomaly/damage.
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Figure 3: Case 2: MIR hot-spot and facet anomaly/damage.
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Figure 4: Case 3: NIR hot-spot and MIR hot-spot and facet anomaly/damage.
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Figure 5: Case 4: MIR hot-spot and no facet anomaly/damage.
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Figure 6: Case 5: NIR hot-spot and MIR hot-spot and no facet anomaly/damage.
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E. Spatial Model for IR Substrate Emission
The model for the red-emitting laser in Fig. 5.20(b) should be compared to
the measured spatio-spectral characteristic in Fig. 5.20(a). The two-staged
photon recycling leading to B3 is modeled as a spatial convolution of the
QW excitation (QW), the intermediate interband excitation (B2), and the
decay of the DL luminescence (B3) with distance d from the QW. The spatial
characteristic of the normalized intensity (analogous to assuming complete
energy transfer) can be approximated by the following expression
AB3(d, ν) = e−α(ν)d
(
1− e−α(νB2)d
) (
1− e−α(νQW)d
)
. (18)
Here, the exciting contributions (QW, B2) are characterized by effective ab-
sorption coefficients α(νB2) = 300 cm−1 and α(νQW) = 35000 cm−1 according
to average photon energies hνQW = 1.91 eV and hνB2 = 1.41. The α(hν) are
taken from Ref. 147 for N = 2× 1018 cm−3.
For each point of the 60 µm scan along x [Fig. 5.19(b)] above the laser
surface this relation needs to be integrated along the whole resonator length
taking into account partial transmittance at the GaAs/air interface. The
domain of integration is the angle φi (where sinφi = x/d) formed by the rays
starting along the resonator axis and escaping out the front facet and the
surface normal at this exit point. For a single pass through the substrate the
characteristic of B3 is approximated by:
L(x, ν)B3 =
∫ φmax(x)
φmin(x)
T (φi, ni, ne)AB3(x, φi, ν)dφi , (19)
with the transmittance averaged over perpendicularly and normally polarized
emission powers given by Fresnel’s formulae:
T (φi, ni, ne) = 2n2i cosφe cos 2φi[(ni cosφi + cosφe)−2 + (ni cosφe + cosφi)−2].
(20)
The angle in air (ne = 1) is cosφe =
√
1− (ni sinφi)2, given by the refractive
index of GaAs ni = 3.5. The integration limits φmin(x) = arctan (x/ly) and
φmax(x) = arcsin (1/ni) ≈ 17◦ in Eq. (19) are given for each position (x) by
the cavity length (ly = 1.2 mm) and the total angle for internal reflection1
[TIR in Fig. 5.19(b)].
L(x, ν)B3 [Eq. (19)] is normalized for each wavelength taking into ac-
count the spectral dependence of the absorption coefficient and plotted in
Fig. 5.20(b).
1Since in the long-range line scans the tip was held d ∼ 4 µm > λ above the laser facet,
i.e., outside the near-field, total internal reflection must be taken into account.
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F. Abbreviations and Symbols
Abbreviations
0D-3D zero-dimensional - three-dimensional
AR Anti-reflection
BA Broad area
CB Conduction band
CCD Charge-coupled device
COD Catastrophic optical damage
CTE Coefficient of thermal expansion
cw Continuous wave
DL Deep level
DTGS Deuterated Tri-Glycine Sulfate
FCA Free-carrier absorption
FEM Finite element method
FTIR Fourier-transform infrared
HR High-reflection
IR Infrared
LBIC Laser-beam-induced current
MIR Mid-infrared
MOVPE Metal-organic vapor phase epitaxy
NF Near-field
NIR Near-infrared
NSOM Near-field scanning optical microscopy
PCS Photocurrent spectroscopy
PL Photoluminescence
QD, QW Quantum dot, quantum well
VB Valence band
WPE Wall-plug efficiency
Abbreviations for semiconductor alloys
HgCdTe Hg1−xCdxTe
AlGaAs AlxGa1−xAs
AlGaInAs AlxGayIn1−x−yAs
AlGaInP AlxGayIn1−x−yP
AlInP AlxIn1−xP
GaInP GaxIn1−xP
GaAsP GaAsxP1−x
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List of Symbols
This is a list of the symbols for the text. Some symbols that are used in only
a local development are not included here. In addition, typical units of the
symbols are indicated.
a˜ Absorbance, nondimensional
c Speed of light in vacuum, m s−1
C Specific heat, J kg−1 K−1
e Elementary charge, C
E Energy, J or eV
Eg Band gap Energy, eV
Fe Quasi Fermi energy for electrons, eV
Fh Quasi Fermi energy for holes, eV
h Planck’s constant, J s
~ Reduced Planck’s constant, J s
I Intensity, W m−2
I Injection current, A
Ith Threshold current, A
k Boltzmann constant, J K−1
k Wave vector, m−1
L Radiance, W m−2 sr−1 s
me Electron mass, kg
m∗c Electron effective mass in the CB, kg
n Real refractive index, nondimensional
N Electron or hole concentration, cm−3
P Power, W
Pout Optical output power, W
R Reflectance, nondimensional
Rth Thermal resistance, K W−1
sD Detector responsivity, arb.u.
S Signal, arb.u.
t Time, s
T Temperature, K or ◦C
U Voltage, V
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Greek Symbols
α Absorption coefficient, cm−1
ε Complex dielectric function, nondimensional
ε0 Vacuum permittivity, F m−1
ε∞ High frequency dielectric constant, nondimensional
 Emittance, nondimensional
λ Wavelength, nm or µm
λT Thermal conductivity, W m−1 K−1
ν (Photon) frequency, eV/h
pi Circular constant, nondimensional
%˜ Reflectance, nondimensional
σ Stefan-Boltzmann constant, W m−2 K−4
σ Absorption cross-section, cm2
τ Time constant or period, s
τ Transmissivity, nondimensional
τ˜ Transmittance, nondimensional
Φν Spectral radiant power, W s
Ω Solid angle, sr
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