In this paper we show that there is no algorithm to decide whether an arbitrarily given polynomial equation P (z 1 , . . . , z 52 ) = 0 (with integer coefficients) over the Gaussian ring Z[i] is solvable.
Introduction
The original HTP (Hilbert's Tenth Problem) asks for an (effective) algorithm to test whether an arbitrary polynomial Diophantine equation with integer coefficients has solutions over the ring Z of the integers. This was finally solved by Yu. Matiyasevich [M70] negatively in 1970 based on the work of M. Davis, H. Putnam and J. Robinson [DPR] . Z.-W. Sun [S17] showed further that there is no algorithm to decide for any given P (x 1 , . . . , x 11 ) ∈ Z[x 1 , . . . , x 11 ] whether the equation P (x 1 , . . . , x 11 ) = 0 has integer solutions.
For any quadratic field K = Q( √ d), J. Denef [D75] proved that the ring Z is Diophantine over the ring O K of algebraic integers in K and hence the HTP for O k is undecidable with the aid of Matiyasevich's theorem.
In this paper we study Diophantine equations with few unknowns over the Gaussian ring
Our main results are as follows.
(1.1) Theorem 1.2. For any r.e. (recursively enumerable) set A ⊆ N = {0, 1, 2, . . .}, there is a polynomial P (z 0 , z 1 , . . . , z 52 ) with integer coefficients such that for any a ∈ N we have a ∈ A ⇐⇒ P (a, z 1 , . . . , z 52 ) = 0 for some z 1 , . . . ,
It is well known (cf. [C80] ) that there are nonrecursive r.e. subsets of N. Thus Theorem 1.2 has the following corollary.
Corollary 1.1. There is no algorithm to decide for any polynomial P (z 1 , . . . , z 52 ) with integer coefficients whether the equation
We will provide some lemmas in the next section and then show Theorems 1.1-1.2 in Section 3.
Some Lemmas
For A, B ∈ Z, the Lucas sequence (u n (A, B)) n 0 is given by u 0 (A, B) = 0, u 1 (A, B) = 1, and
(i) For any k, n, r ∈ N, we have the identity 
Proof. Though the result is known, here we provide a simple proof.
Suppose that x 2 + 2y 2 = 0 but x = 0 or y = 0. Then xy = 0 and x/y ∈ { √ 2 i, − √ 2 i}. As x/y ∈ Q(i) = {r + si : r, s ∈ Q}, and √ 2 is irrational, we obtain a contradiction. This ends the proof. Suppose that there are v, w, x, y ∈ Z[i] with v = 0 satisfying (1.1). In view of Lemma 2.4, we have 4(2v(2(2z + 1) 2 + 1) − y) 2 − 3y 2 − 1 = 0 (3.1) and w 2 − 1 − 3y 2 (2z + 1 − xy) 2 = 0.
(3.2) Let y * = 4v(2(2z + 1) 2 + 1) and w * = w + 2(2z + 1 − xy)y. Then y 2 * − 4y * y + y 2 = (y * − 2y) 2 − 3y 2 = 1 and w 2 * − 4w * y(2z + 1 − xy) + y 2 (2z + 1 − xy) 2 =(w * − 2y(2z + 1 − xy)) 2 − 3y 2 (2z + 1 − xy) 2 =w 2 − 3y 2 (2z + 1 − xy) 2 = 1.
Applying Lemma 2.3, we see that y, y * , w * , y(2z + 1 − xy) ∈ Z. Thus both 2z + 1 − xy and w are rational integers.
Note that |y * | If (y − 2y * ) 2 = ( 7 4 y * ) 2 , then we must have |y * |/4 = 1 = |2z + 1|, hence z ∈ {0, −1} and |y * | = |12v| > 4. Therefore |y| > 2|y * | − 7 4 |y * | = |y * | 4 |2z + 1|.
Recall that 2z + 1 − xy ∈ Z, and write x = a + bi with a, b ∈ Z. Then |y| 2 > |2z + 1| 2 = |(2z + 1 −xy) + (a+ bi)y| 2 = (2z + 1 −xy + ay) 2 + b 2 y 2 , hence b = 0 and x ∈ Z. Thus 2z + 1 ∈ Z and hence z ∈ Z.
(ii) Below we show the "only if" direction. For n ∈ N we simply write u n to denote u n (4, 1).
Let z ∈ Z and k = |2z + 1|. By Lemma 2.1(ii), for some n ∈ N we have u n+1 ≡ 0 (mod 4(2k 2 +1)). In view of Lemma 2.1(iii), u kn 3 kn−1 and u n+1 3 n . Write u n+1 = 4(2k 2 + 1)v with v ∈ Z + and set y = u n . Then 4(2v(2k 2 + 1) − y) 2 = (u n+1 − 2u n ) 2 = 3u 2 n + 1 = 3y 2 + 1 with the aid of Lemma 2.2. By Lemma 2.1(i),
Then q ≡ ku k−1 n+1 ≡ k (mod u n ) since k ≡ 1 (mod 2) and u 2 n+1 = 1−u 2 n +4u n u n+1 ≡ 1 (mod u n ). Define ε = 1 if z 0, and ε = −1 if z < 0. Then εu kn = u n (εk + xu n ) = y(2z + 1 − xy) for some x ∈ Z. Let w * = εu kn+1 and w = w * − 2εu kn . Then w 2 − 3y 2 (2z + 1 − xy) 2 = (u kn+1 − 2u kn ) 2 − 3u 2 kn = 1 by Lemma 2.2. Now it is clear that (1.1) holds.
In view of the above, we have completed the proof of Theorem 1.1.
Remark 3.1. In view of Lemma 2.5 and the proof of Theorem with F (v k , w k , x k , y k , z k ) = 0 for all k = 1, . . . , 10 such that z 10 10 k=1 v k = 0. By the proof of Theorem 1.1, when a ∈ A we can actually choose z 10 , v 1 , . . . , v 10 ∈ Z \ {0} to meet the requirements. Therefore, in view of Lemma 2.5, a ∈ A if and only if there are v k , w k , x k , y k , z k ∈ Z[i] (k = 1, . . . , 10) such that F (v k , w k , x k , y k , z k ) = 0 for all k = 1, . . . , 10 and z 10 10 k=1 v k = (2s + 1)(2t + 1) for some s, t ∈ Z[i]. Thus, in light of Lemma 2.4, (1.2) holds for some polynomial P (z 0 , z 1 , . . . , z 52 ) ∈ Z[z 0 , z 1 , . . . , z 52 ]. This concludes the proof.
