Abstract-We present an approach for blind separation of acoustic sources produced from multiple speakers mixed in realistic room environments. We first transform recorded signals into the time-frequency domain to make mixing become instantaneous. We then separate the sources in each frequency bin based on an independent component analysis (ICA) algorithm. For the present paper, we choose the complex version of fixedpoint iteration (CFPI), i.e. the complex version of FastICA, as the algorithm. From the separated signals in the time-frequency domain, we reconstruct output-separated signals in the time domain. To solve the so-called permutation problem due to the indeterminacy of permutation in the standard ICA, we propose a method that applies a special property of the CFPI cost function. Generally, the cost function has several optimal points that correspond to the different permutations of the outputs. These optimal points are isolated by some non-optimal regions of the cost function. In different but neighboring bins, optimal points with the same permutation are at almost the same position in the space of separation parameters. Based on this property, if an initial separation matrix for a learning process in a frequency bin is chosen equal to the final separation matrix of the learning process in the neighboring frequency bin, the learning process automatically leads us to separated signals with the same permutation as that of the neighbor frequency bin. In each bin, but except the starting one, by chosen the initial separation matrix in such a way, the permutation problem in the time domain reconstruction can be avoided. We present the results of some simulations and experiments on both artificially synthesized speech data and real-world speech data, which show the effectiveness of our approach.
I. INTRODUCTIONS
The purpose of blind source separation (BSS) is to recover independent sources given sensor outputs in which the sources have been mixed by unknown channels [1] - [5] . Although there has been remarkable progress since the last decade [1] - [17] , there are still many problems for an application of BSS in a real-world situation, which are required to be settled. This is especially the case for blind separations of audio signals [18] .
An often-used approach to blind source separation of convolutive audio mixtures is to implement the separation in the frequency domain or in the time-frequency domain [9] - [16] . To employ this approach for real-world signals, however, we must solve at least two problems. First, we have to solve the so-called permutation problem [11] with a higher degree of accuracy. Second, we have to consider how to mitigate effects of various background noises, especially additive convolutive noise, which is a very realistic noise model.
In this paper, we shall investigate the application of blind source audio signals separation and report our methods for solving these two problems.
The permutation problem arises from the indeterminacy of permutation in the standard ICA. Based on this indeterminacy, one may obtain the separations in different orders for different bins, which causes the permutation problem. For solving the permutation problem, we propose a method that applies a special property of the cost function of the complex version of fixed-point iteration (CFPI) [19] , [20] . Generally, the cost function has several optimal points that correspond to the different permutations of outputs. However, some non-optimal regions of the cost function isolate these optimal points. From our investigations, we noted that the optimal points with the same permutation in different but neighboring bins are almost at the same position in the space of separation parameters. There exist barrier regions (the non-optimal regions with higher cost values) between different optimal points. Based on these properties, if an initial separation matrix for a learning process in a frequency bin is chosen equal to the final separation matrix of the learning process in the neighboring frequency bin, the learning process automatically leads us to separated signals with the same permutation as that of the neighbor frequency bin. In each bin, but except the starting one, by chosen the initial separation matrix in such a way, the permutation problem in the time domain reconstruction can be avoided. In the starting bin, we can arbitrarily choose the initial separation matrix that decides the overall output permutation reconstructed in the time domain. Note that although one can make separations with the same permutation in all of bins, there are still non-unique permutations that can correspond to right overall separations in the time-domain.
In [14] , [15] , the authors had proposed a method for the permutation problem that seems similar to ours. In the timefrequency domain they applied a complex-generalization of natural gradient algorithm [4] , contrasting to CFPI in our case. However, a problem is that the convergence of the gradient-based algorithm is usually much slower than that of CFPI. Even though a learning process has been initialed from the final separation parameters obtained in the neighboring frequency-bin, a lot of extra iterations are still needed for reaching a convergence. Another problem is that, in the convergence, there are usually many big fluctuations when evaluating the independence by the cost function. This means that the separation parameters jump largely around the averaging values, estimated by numerous processing trials. Because of these problems, gradient-based algorithms are not suitable for this method. That is, even though the initial point is near to one optimal point and there exist a barrier to other optimal points, the fluctuations make it possible that the processing jump over the barrier and converge to a different optimal point. This is the reason why the separation quality was not as good as expected, and why they could not apply the method to signals recorded in realistic environments. In our case, the situation is different since CFPI can converge very fast (typically needs ½¼ iterations for CFPI, comparing to several hundreds iterations for gradient-based algorithm), and there are no obvious fluctuations in a convergence [19] . Therefore, if we initial a learning processing near an optimal point corresponding to a specific permutation, these properties can guarantee the learning processing always converge to the same optimal point, and then the same permutation.
Another problem we are concerned with in this paper is the negative effects of background noises on BSS in the timefrequency domain. If there are so many sensor-inputs that the number is equal to the number of sources together with the noise(s), the noise can be considered to be a source and BSS can separate it out. However, in some realistic situations it is usually impossible to set up an equal number of sensors and sources because, the number of sources and the noises is neither definite nor static. In most situations, there are more sources than sensors. In such cases, usual BSS can only separate the most powerful sources with the same number as that of sensors; and the BSS regards the remaining source(s) as background noises. The question of how to lessen the effects of background noise then becomes very important.
Although no one can completely solve the background noise problem, there are indeed some approaches to mitigate its effects. Since we are investigating how to separate sources in the time-frequency domain by an ICA algorithm for instantaneous mixtures, and there are many candidates for this purpose, we can choose an algorithm that is more robust against the background noises than others. Through investigations, we found that CFPI is a very good choice for this purpose, because CFPI is based on fourth-order statistics to which a Gaussian white noise does not contribute. One should be reminded here that, based on the central limit theorem, the more sources of background noises there exist, the more Gaussian their combination becomes. Another reason for us to choose CFPI is its high convergence speed. Since there are usually several tens through several thousands of frequency bins in which we need run ICA algorithm, convergence speed becomes very important for a realistic application. This paper is organized as follows. In Section II, we shall discuss the noise model and how to mitigate the effect of noise in the instantaneous BSS. In Sections III and IV, we shall discuss how to employ our proposals to a BSS system with noisy and convolutive mixtures. In Section V, we shall present performance measures and provide simulation and experimental results. The simulative and experimental results, especially for environments inside vehicles, are reported to demonstrate the effectiveness our method.
II. PROBLEM FORMULATION
Although the way that acoustic signals are mixed in a real environment is very complex, it is believed that a linear mixture of the original source signals weighted by filters is a reliable approximation model to describe the mixture. That is, if AE original signals are combined as a vector ×´Øµ × ½´Ø µ × ¾´Ø µ × AE´Ø µ Ì , the mixed signals measured by Å sensors, Ü´Øµ Ü ½´Ø µ Ü ¾´Ø µ Ü Å´Ø µ Ì can be described as:
where Ò´Øµ denotes corrupted noise processes. Here, ½ AE is a constant full-rank Å ¢ AE mixing matrix whose elements are the unknown finite impulse response (FIR) weights. Similar to the case of instantaneous mixing case [8] , we call the vectors , the basis vectors of ICA. Each component, however, is an FIR filter. The instantaneous mixing is a special case of this model when the length of the FIR filters is equal to one, in which the convolutive product in equation (1) becomes the usual multiplication operation.
Generally, Å can be taken as any integer; however, hereafter we consider only the case when Å AE. We can also write equation (1) into a component form, i.e.:
In this paper, we are concerned with blind source separations corrupted by two kinds of noise, additive Gaussian noise and additive convolutive noise. The latter is generally regarded as a realistic model of noise-corruption in real-world signal processing [8] .
For additive Gaussian noise, the noise vector Ò´Øµ can be expressed in the form
Here Ò ´Øµ is the projection of Ò´Øµ onto the th ICA basis vector , and ´Øµ denotes the portion of the noise vector Ò´Øµ that lies in the subspace orthogonal to the AE basis vectors ½ ¾ AE of ICA. In the additive Gaussian noise case, the noise adds a component Ò ´Øµ to each source.
For the additive convolutive noise, we denote the source of noise by Ò ×´Ø µ, which is the noise source before being affected by an environment. We assume that the environment affects the noise in the manner of the FIR model, which provides the noise additive and convolutive properties. A model of source mixture and noise corruption is shown in Fig. 1 . To simplify the figure, we provide only two-source case as an example. The model can be generalized to situations with any number of sources and microphones. In general, the FIR filter length for noise convolution may differ from the FIR filter length for other sources. Here we assume that they have the same length. If the FIR filter length chosen is sufficiently long, the generality will not be lost, since even if the lengths are different, we can pad the weight of the short one by zeros to make the lengths equal. It is obvious that the case of additive Gaussian noise is just a special situation where the source of the noise obeys the Gaussian distribution and the length of FIR filter equals one.
The purpose of blind source separation is to find a linear operator Ï such that the components of the reconstructed signals Ù´Øµ Ḯ £ Üµ´Øµ (6) recover the sources, without knowledge of and the source signal ×´Øµ.
In the audio case, the filters needing to be learned may be as long as several tens through several thousands of taps. To determine the filter in the time domain is quite costly computationally. This is one reason that we choose to do our processing in the time-frequency domain, since in this domain the convolutive computation can be less costly than in the time domain. Another reason is that a convolutive mixing problem can be decomposed into a series of instantaneous mixing problems, which can be more easily solved by using any desired instantaneous ICA algorithm.
In the time-frequency domain, equation (1) can be described as
where denotes the frequency and Ø × denotes the position of the window. In this paper, for an arbitrary function ´Øµ of time, the windowed Fourier transformation is described as ´ µ, which is defined by
and Ø × ¼ ¡Ì ¾¡Ì (10) Here Ã is the length of the discrete Fourier transformation; Û´Øµ is the window function; ¡Ì is the shifting time-gap between any two successive windows. For a faithful description of the FIR for a channel, we should choose Ã Ä · ½ . The window function can be chosen from the Hamming, Hanning and Kaiser windows. Similarly, equation (6) can also be described as From equations (7) and (11), we can see that the mixing and de-mixing have become multiplications of mixing or demixing matrices with the source vector or the observation vector. Because of these facts, we can separate sources more easily in the time-frequency domain.
However, two major problems that arise from the indeterminacy of scaling and permutation of a standard ICA still remain.
Since this indeterminacy appears in each output frequency bin, we have to make permutations in all of bins consistent, i.e. to solve the so-called permutation problem. Similarly, we have to adjust the scale to make the powers in all of bins consistent, i.e. to solve the so-called scaling problem. These problems should be solved methodologically outside the scope of the standard ICA.
Basically the methods for solving the permutation problem can be divided into two classes. One is to parameterize separating matrices and separate signals in the time-frequency domain but to learn the separating parameters by a unified learning rule in the time domain. One representation is to employ the so-called FIR matrix algebra, which has been systematically researched by Lambert [9] [10] . The other class is to employ some extra properties of signals, e.g. the long-scale similarity of signals, to determine the permutations in each bin. One representation is to determine the permutation by correlation between envelopes of signals, which was introduced by Murata et al. [11] .
III. SEPARATION IN THE TIME-FREQUENCY DOMAIN
It is well known that huge number of algorithms of ICA for instantaneous mixtures have already exited (e.g. [1] - [4] ). One might choose any algorithm for the separation in the time-frequency domain. However, in this paper, since we are concerned with robustness against background noises and convergence speed of learning, we choose the CFPI algorithm [20] . Its high convergence speed is also preferred. Another reason for choosing CFPI is that a "relay" of separating matrices between frequency bins, which will be discussed in the next section, can be realized.
CFPI is based on a fixed-point iteration scheme for finding a maximum of non-Gaussianity, or says, the negentropy, of every processing output [19] , [20] . The cost function Â is defined as Â´Ûµ E ´ Û À Ü ¾ µ (12) under the constraint
where superscript À denotes the Hermitian transposition, Ê · ¼ Ê is a non-linear smooth even function, and Û is an AE-dimensional complex weight vector, i.e. a column vector of Ï.
The iteration scheme of CFPI is an algorithm to find optimum point of the cost function (12) under the constraint (13) . For this purpose, the fixed-point algorithm for each step of iterations is
where ¼ denotes the derivative with respect to function variable, £ denotes the complex conjugation and ¡ denotes the Ä ¾ norm.
When use this algorithm in each bin for our purpose, we should replace Û by Û´ Ø × µ, and Ü by Ü´ Ø × µ, respectively.
To evaluate the robustness of CFPI against background noise, we compared the separation performance indices of CFPI and TDD (Time-delayed decorrelation), in an environment with the additive Gaussian noise. Here, the separation performance index is defined as
which is the same as that in reference [13] except for the factor ½ ¾AE. We choose this factor for normalizing values of PI into the region of ¼ ½.
A simulation result is shown as in Fig. 2 . In these simulations, we chose the initial separating matrices for CFPI randomly. Here we take the non-linearity ´Ù µ Ô · Ù as an example, although our conclusion holds for other valid nonlinearities either. The other parameters are chosen as follows:
The maximum number of iteration was ½¼¼¼;
The constant for the algorithm was ¼ ½;
The stopping criterion was ¼ ¼¼¼½. At each SNR, we performed ten different runs and averaged the values of the separation performance index.
From this evaluation, we can understand that CFPI is much more robust than TDD when observations are corrupted with Gaussian noise. This property is more evident in the highernoise region than in the lower-noise region, which is what we expected. The reason for this is that CFPI is based on fourth-order statistics to which Gaussian white noise does not contribute.
IV. RELAY OF SEPARATING MATRICES BETWEEN NEIGHBOR FREQUENCY BINS
In this section we consider how to solve the permutation problem caused when reconstructing output signals in the time domain by frequency components of separated signals in all bins.
To investigate the permutation problem, we analyzed the relation between the cost function and the separation parameter (components of separation matrices). For simplicity of description, we considered the two-source case as exemplary. The result can be easily generalized to a case with an arbitrary number of sources. We depict two relation surfaces in Fig. 3 , one for the case when the frequency bin number equals 70, and the other is for the case when the frequency bin number equals 71. Here the vertical axes show the values of the cost function, and the horizontal axes show the real parts of Ï ½½ and Ï ½¾ . We also depict two contours as Fig. 4 , which corresponds to the two surfaces. In Fig. 4 , the two horizontal axes represent the real parts of Ï ½½ and Ï ¾½ , and the two vertical axes represent the real parts of Ï ½¾ and Ï ¾¾ . These results are similar if the imaginary parts, instead of the real parts, have been chosen. Although here we have given the figures for the tap-length of Ï for ½ ¾ equals one, similar results hold when the length exceeds two, i.e. the non-trivial FIR filter case.
From Fig. 3 and Fig. 4 , we see that there are two distinct points at which the cost function takes the local minimum values in each bin. Suppose that we have two sources, × ½´Ø µ and × ¾´Ø µ, and the separated sources are Ù ½´Ø µ and Ù ¾´Ø µ. Then one of the local minimum points corresponds to × ½´Ø µ Ù ½´Ø µ × ¾´Ø µ Ù ¾´Ø µ (16) The other local minimum point corresponds to × ½´Ø µ Ù ¾´Ø µ × ¾´Ø µ Ù ½´Ø µ (17) In general cases, these can be described as ×´Øµ ÈÙ´Øµ where È is a permutation matrix. If a learning process is started at an arbitrary point, the separated sources can have an arbitrary order. If we do such separations to every frequency bin in the time-frequency domain, there is no way to ensure that a same correspondence, (16) or (17) , is chosen in all bins. In the literature this is usually called the "permutation problem" of BSS or ICA.
Although there were some proposals for solving this problem [11] [12] , by our experimental results and the results in [12] , the permutation after the proposed adjustments still had mismatches. These mismatches were usually more serious in the low-frequency domain.
We would like to propose a new method to solving this problem. Let us consider two separation matrices for two arbitrary frequencies, ½ , and ¾ . Ï´ ¾ µ È´ ½ ¾ µ Ï´ ¾ µ (19) where È´ ½ ¾ µ stands for the relative permutation matrix. If ½ and ¾ are very near each other or ¾ is in the neighborhood of ½ , we have the relation ¾ ½ · ¡ . This ¡ will decrease when the length of Fourier transformation increase. Therefore Ï´ ½ µ is coherent with Ï´ ¾ µ. I.e., Ï´ ½ µ Ï´ ¾ µ (20) In fact, the proposal [12] was just based on this coherence. The proposal intended to directly determine the permutation. A permutation was determined when the coherence between frequency components took the maximal value in various permutations.
Since we want to employ the CFPI in the frequency domain, it is better for us to investigate the cost function versus the mixing parameters. As examples, Fig.3 depicts the cost function versus various mixing parameters in two frequencies bins ¼ and ½. The length of the Fourier transformation is ½¾. Each surface has the shape of two un-punched funnels, with two local minimal points at its bottom. The two local minimal points correspond to two permutations (16) and (17) . The separated bin signals with different permutations have different positions in the parameter space even though they might correspond to the same cost value. Fig.4 depicts the corresponding contours. An important fact is that the same permutations have almost the same position in the coefficient space for any two neighboring bins, which reflects the coherency described above.
One of the properties worthy of mention is that this coherent property holds not only at the points in the mixing coefficient space corresponding to the minimal values, but also holds at the points that are sufficiently near the minimum. This means that if we start the learning process at a point that is sufficiently near one of the minima, we are finally led to the minimum point with the same permutation, rather than the other minimum point, since CFPI will learn along a descent route.
From this fact, we can propose a method that has been described in Fig. 4 diagrammatically. In this method, whenever we initial a learning process in any frequency bin except the starting one, we can take advantage of a priori knowledge of the separating matrix from the learning process in the neighbor frequency bins. This a priori knowledge will automatically lead the learning processes to the optimal point of the cost function, with the same permutation. Suppose that in the frequency bin ½ a learning process has been finished at a point that is very near one optimal point with a permutation. We next want do a learning process in the frequency bin ¾ , hoping for the same permutation. We can get it simply by starting the process from the point that corresponds to what we finally obtained in the frequency bin ½ . Such a method can be applied to the next frequency bins and continued one-by-one until all of the frequency bins are exhausted. Of course, we cannot do this to the starting frequency bin. In the starting frequency bin, we initial learning at an arbitrary position, which leads an arbitrary permutation. However, the permutation in all other frequency bins will be the same as the first one.
A schematic diagram of a network structure is shown in Fig. 5 as an example of a blind separation and deconvolution system based on CFPI in the time-frequency domain for solving the permutation problem by our proposal. For solving the scaling problem, we employ the method proposed in [11] .
V. PERFORMANCE MEASURES

A. The Case of Synthesized Signals
The developed algorithm has been applied to the blind separation of synthesized signals. Speech sources were artificially mixed and delayed in the time domain as follows
Here Ò ½ denotes the unit-delay operation. Fig. 6 plots the mixed signals. Table I shows the parameters under which we performed the simulation. Fig. 7 plots the separated signals. Fig. 8 shows the spectrograms of the separated signals.
For comparing, we also present corresponding results by other methods. Fig. 9 plots the separated signals, without any processing for solving the permutation problem. Here we should call this as a "null method", in general, since no method has been included for solving the permutation problem at all. Fig. 10 shows the spectrograms of the separated signals. Fig. 11 plots the separated signals, with the method proposed by Murata et al. [11] for solving the permutation problem. Fig. 12 shows the spectrograms of the separated signals.
In all cases, CFPI has been applied for the separations in the time-frequency domain and only the methods for solving the permutation problem are different.
From these spectrograms, we can qualitatively check whether permutation problems remain or not. Fig. 8 shows that almost no permutation problem remain by the proposed method. Contrasting to this, Figs. 10 and 12, obtained by the other two methods, show that permutation problems still remain in some bins.
For quantitative evaluations, we have counted the total numbers of bins in which permutation problems remain. We can do this by checking the correlations between the separated signals and the known source signals in each frequency-bin. The results are as shown in the Table II These results show the effectiveness of our proposal for solving the permutation problem.
We also tried the separation when signals were corrupted with additive convolutive noise. The noise source is a real street noise. This noise was convolutively corrupted into the mixtures, simulating real additive convolutive noise in a real environment. The convolutive weights were chosen as follows in our simulation. 
By estimation, the average SNRs of the noisy signals are ½ dB and ¾ ¿dB in the two channels, respectively. 
B. The case of real-world benchmarks
In this subsection we take advantage of a real-world benchmark that has been made for evaluation of blind source separation in realistic environments [21] . The recordings were sampled at ½ kHz and were ½¼ seconds long (½ ¼¼¼¼ samples). The microphones used were Schoeps omni-directional microphones. The recording environment was in a room with dimensions ¿ ½ ¢ ¾ ¢ meters (Height ¢ Width ¢ Depth).
A male and a female speaker were speaking simultaneously and there was some background noise.
The separation performance discussed in [22] , i.e. the signal to interference ratio (SIR), was also evaluated. The results are show in Figs. 15 and 16 , the SIR improvements to the male and the female voices, respectively. In the figures, we show the curves of SIR improvements versus the FFT lengths. The improvements in SIR can be high as ½½dB for the environment. As expected, the performance increases with increasing filter size, as the room can be modeled more accurately. However, larger filters may not faithfully describe the variation (i.e. the Fig. 15 . Separation performance to the output 1 (corresponds to the male voice) with the benchmark [21] . Fig. 16 . Separation performance to the output 2 (corresponds to the female voice) with the benchmark [21] .
non-stationarity) of a speech source 1 , and so the performance eventually decreases, if the filter is longer than some extent. From Figs. 15 and 16 , the best filter length for the separation is ¼ .
As a compression, we have also shown the results without a permutation adjustment. These results show the effectiveness of the proposed method for permutation problem.
C. The case of real-world signals
Experiments were done with audio recorded in a real acoustic environment (an automobile). The automobile interior that 1 In [23] , where a different method was discussed, the authors obtained a similar result and attributed this to that larger filters require more training data. However, our attribution claimed here should be more essential. We hope to have other chances to discuss this problem in more detail, in the future. Fig. 17 . Two persons read sentences aloud and the resulting sound was recorded by two microphones spaced ½¼ ¼cm apart. The recordings are ½ bit, ½kHz, and the acoustic environment was corrupted by the noise of the engine. By estimation of the recorded signals, the average SIRs of the two channel signals were ½¿ dB and ½ dB. The other parameters that were used in the experiment are listed in Table III . Fig. 18 plots real-world signals recorded by two microphones, and Fig. 19 plots the separated signals.
VI. CONCLUSIONS AND DISCUSSIONS
In this paper, we investigated blind source separation of noisy audio signals mixed in a realistic environment, especially, inside a vehicle. Our method implements the separation in the time-frequency domain, and recovers the time domain signals by reconstructing the signals in the time-frequency domain. To resolve the permutation problem, we proposed a method called "relay of separating matrices between neighboring frequency bins". Using this method, a separation in a frequency bin can take advantage of a priori knowledge that comes from the separation processes in the previous separations in other frequency bins.
This method should work not only to the CFPI algorithm, but also to other ICA algorithms, for the instantaneous blind source separations in bins. However, it seems to us that it works wells only to such ICA algorithms that they must 1) If the ICA algorithm needs a lot of iterations to converge or there exist some big fluctuations, they increase the possibility to jump over the barrier between optimal points and to go to different optimal point that corresponds to another permutation. If this is the case, the permutation problem cannot be well solved. As a matter of fact, the authors of [14] , [15] have applied a similar method but to Infomax algorithm. Just because of the above reasons, they could not obtain better separation performances. The CFPI algorithm, which has been used in this paper, satisfies the above conditions. This is why the permutation problem has been better solved.
In the time-frequency domain, we employ the CFPI algorithm to separate the instantaneously mixtures. This can provide the BSS with strong noise immunity.
We provided some computational and experimental results, which showed the effectiveness of these proposals.
For now, our method can still work only in the batch mode. For the next step, we will implement the method as a real-time processing.
