Graphlets are induced subgraph patterns that are crucial to the understanding of the structure and function of a large network. A lot of efforts have been devoted to calculating graphlet statistics where random walk based approaches are commonly used to access restricted graphs through the available application programming interfaces (APIs). However, most of them merely consider individual networks while overlooking the strong coupling between different networks. In this paper, we estimate the graphlet concentration in multi-layer networks with real-world applications. An inter-layer edge connects two nodes in different layers if they belong to the same person. The access to a multi-layer network is restrictive in the sense that the upper layer allows random walk sampling, whereas the nodes of lower layers can be accessed only though the inter-layer edges and only support random node or edge sampling. To cope with this new challenge, we define a suit of two-layer graphlets and propose a novel random walk sampling algorithm to estimate the proportion of all the 3-node graphlets. An analytical bound on the sampling steps is proved to guarantee the convergence of our unbiased estimator. We further generalize our algorithm to explore the tradeoff between the estimated accuracies of different graphlets when the sample size is split on different layers. Experimental evaluation on real-world and synthetic multi-layer networks demonstrate the accuracy and high efficiency of our unbiased estimators. P r(F ) ≥ P r(A 1 ∩A 2 ) ≥ P r(A 1 )+P r(A 2 )−1 = 1−δ. (23)
INTRODUCTION
C OMPLEX networks have attracted great attention due to their ample examples in real-world such as road networks [1] , [2] , social networks [3] , [4] , and biological networks [5] . With an enormous amount of data in these fields being available, significant advances in understanding the structure and function of networks, and mathematical models of networks have been achieved in the past decade. Extensive efforts have been devoted to characterizing network properties, including measures of degree distribution, node clustering, network modularity, local graph structures and so on [5] , [6] , [7] . However, the literature deals almost exclusively with single-layer networks whose nodes and edges of a network exist in an isolated system. In many state-of-the-art systems, an individual network is actually one component within a more complicated multi-layer network, or shows a strong coupling with other networks. Consider the scenario where we have two Online Social Networks (OSNs) Facebook and Twitter. Because of the diversity in their services, a fraction of users may possess the identities of both sites, thus linking them together. We define there exists a link between two accounts in Facebook and Twitter respectively if they belong the same person. Single-layer networks are not capable of capturing the links between these networks. Multiple-layer (two-layer by default) networks which consist of layers of several networks overcome the disadvantages of single-layer networks and are able to measure interactions across different networks. Still take Facebook and Twitter as example. These two OSNs • Simiao Jiao, Zihui Xue and Yuedong Xu are with School of Information Science and Engineering. E-mail: smjiao@outlook.com, sher-ryxue9@gmail.com and ydxu@fudan.edu.cn . • Xiaowei Chen is with Baidu Inc. • This is a tentative version that needs a comprehensive revision. could be defined as a two-layer network as Facebook and Twitter in two different layers. The "intra-layer" links (links within one layer) are friend relationship between accounts in the corresponding OSNs, and the "inter-layer" links are connections between the same person in Facebook and Twitter. More examples on multi-layer networks include the cyber-physical systems where one layer can be a physical acquaintance network of users.
Graphlets, which are referred to as induced subgraph patterns or motifs, are the building block of complex networks. One famous example in the graphlet family is the triangle. Computing graphlet counts in a network is an important task because the frequencies of graphlets offer important statistics to characterize the local topology structures. For instance, a 3-node graphlet might imply "the enemy of my enemy is my friend" or "the friend of my friend is my friend". Kunegis et al. took the concentration of graphlets as a metric to gauge the stability of signed friend or foe subgraphs [8] . Juszczyszyn et al. used the triad transition pattern to predict whether a link would be constructed between pairwise users at a future time. Rahman and Hasan proposed to extract feature representation of graphlet transition events for link prediction in dynamic networks [9] .
Despite of the comprehensive research on graphlets in single-layer networks, it remains largely open in multi-layer networks. The definition of multi-layer graphlets itself is the first obstacle in which we generalize the single-layer counterparts to this new scenario. Taking the two-layer network in Fig. 1 as a simple example where the upperlayer edges are colored in blue, and the lower-layer ones are colored in red. The black dashed lines indicate that the corresponding nodes appear in both layers. The subgraphs in Fig.1 (a) and (b) represent the two-layer 3-node graphlets that characterize their local structures in the blue and red graphs. One can squish a two-layer graphlet into a singlelayer subgraph, e.g. Fig.1 (a) to (c) and Fig.1 (b) to (d), and use different colors to differentiate the edges in different layers. If not mentioned explicitly, we choose the squished subgraphs (e.g. Fig 1 (c) and (d)) to visualize the twolayer graphlets for simplicity throughout this work. The multi-layer graphlets not only inherit their significance in each individual networks, but also reveal the interactions between networks. If the graphlet in Fig. 1 (b) occurs with much higher frequency than the one in Fig. 1 (a) , then making online recommendation on one network might have a potential to reach more users in the other network. The purpose of our study is to efficiently compute the frequencies that each two-layer graphlet appear in a given graph. The percentage of a particular graphlet type is called the "graphlet concentration" or "graphlet statistics".
Fig. 1: An illustration of the two-layer network
Challenges. The first challenge is the prohibitive complexity of exhaustive counting. As is well known, there exist a huge amount of graphlets even for a moderately sized single-layer graph. The enumeration of two-layer graphlets will incur a higher order of complexity that can hardly be solved by leveraging parallel computing techniques [10] . Therefore, we resort to an alternative approach that "samples" a small fraction of nodes and edges of the graph in order to significantly reduce running time with an acceptable error level. A string of sampling algorithms have been proposed to estimate graphlet concentration so far [11] , [12] , [13] , [14] , [15] , [16] , [17] , [18] , [19] , [20] , [21] .
The second challenge is the restricted access to the complete graph data. The restriction is even more stringent in multi-layer networks than in single-layer ones that gives rise to a fundamentally different rationale in designing sampling approaches. The OSN service provides are unwilling to share the complete graph, but allow the calling of some application programming interfaces (APIs). With these APIs, we can query a node and retrieve a list of the neighboring edges. Random walk [22] is the de facto approach to tackle the restricted graph access problem in single-layer networks. However, in two-layer networks, random walk is allowed on one layer but not the both. Consider a composite network with an Facebook layer and a physical acquaintance layer. The crawler can randomly walk on the Facebook graph, but it cannot dive into the physical layer to "query" all the real-world friends of a person or his friends-of-friends. Similarly, in coupled OSNs through "social-hub" services, the crawler may perform random walk on the upper-layer OSN, while it is only eligible to sample the lower-layer nodes interlinked with the just visited upperlayer ones. In a word, the sampling of two-layer graphlets allows random walk on one layer and only node or edge sampling on the other layer. Such a restriction makes the existing single-layer random walk approaches no longer applicable.
Related work
Here, we introduce some related works for one layer network. As far as we know, the existed estimated methods can be classified into 3 categories according to the access model. The first one is memory-based, which means data of graph can be directed accessed from the RAM of computer. In this case, many works are based on sampling, for example [11] , [12] , [13] , [14] . Because of the completely accessible property, it is easy to uniformly sample nodes or edges. The second one is graph stream. A streaming graph is a rapid, continuous, and possibly unbounded time-varying stream of edges [23] . In this field, some works are based on a traversal on the edge streaming, like [15] . There are also some works based on sampling, for instance [16] . The third category is restricted access, that means for a large network, we can not restore it into the RAM, and can only access it by some application programming interfaces (APIs), for example, large OSNs such as Facebook or Twitter. In this case, crawling on the network is a very natural choice and this method is usually called random walk. It can be used to estimate the concentration of graphlets [18] , [19] , [21] or clustering coefficient [17] , [20] . It can also be used to estimate other properties of graph such as degree distribution [24] , [25] .
There are some challenges to estimate the concentration of graphlets of two-layer network. The first one is that we may not access those two-layer networks completely, i.e. it belongs to the third category mentioned above. In this case, methods based on random walk can be used just like in the single layer case. But, there are probably other difficulties. Like one of the two networks is difficult to crawling (there are many anti crawling techniques today, for example [26] , [27] ). In this case, those methods built on single network can not be applied easily. Even though there are already some researches about multilayer networks, for example [28] considers the random walk centrality of multilayer network, which determines the relative speed by which a node can receive and spread information over the network in a random process [22] . [29] considers the isomorphisms in multilayer networks, i.e. notion of two graphs having equivalent structures. To our best knowledge, there is no method now can address the problem mentioned above. To be specific, for a two-layer network which cannot be totally accessed, one of the two layers can not be crawled. In this paper we want to estimate the concentration of graphlets of it.
Our Contributions
Novel Sampling Problem. The novelty of this work lies in three aspects. To the best of our knowledge, we are the first to investigate the restricted sampling problem in multi-layer networks that has ample real-world examples. On the upper layer, the access to the complete raw data is prohibited, but the indirect access through APIs is allowed. On the lower layer, the access to a node's neighboring nodes or edges is possible on when the corresponding node in the upper layer has been visited. This coupled restriction has not been considered previously, and makes the graphlet sampling very tricky meanwhile. Secondly, we design a novel sampling algorithm that uses the visited Markov states to infer the 3-node graphlet concentration with isomorphic state precomputation. Thirdly, for a given budget of sampling steps, we explore the tradeoff between the accuracies of different graphlets when more nodes or edges are sampled at the lower layer network. Owing to heterogeneous time or economic cost of sampling an edge in different layers, appropriately assignment the sampling budget may benefit the accuracy of specific types of graphlets. We believe that the raised problem will elicit a good many works in new scenario and new sampling algorithms in multi-layer networks. Provable Guarantee. We prove the unbiasedness of our sampling algorithms, and derive an analytic Chernoff-Hoeffding bound on the needed sample size to achieve a certain error. Especially, the theoretical analysis shows how the performance of sampling is influenced by network parameters. Extensive Experimental Analysis. Extensive experiments on real-world and synthetic multi-layer networks are conducted to evaluate the accuracy of graphlet concentration. Experimental results confirmed the unbiasedness, accuracy and convergence of the proposed estimators. Our algorithms with a no cross-layer restriction posed even demonstrates comparable accuracy with the random walk sampling on both layers with no restriction.
The remainder of this paper is organized as follows. Section 2 presents the problem formulation. We design a novel sampling algorithm with provable performance in Section 3. Section 4 extends our algorithm to cope with 4-node graphlets and explores the tradeoff of assigning sampling steps in different layers. Section 5 evaluates the proposed algorithm on synthetic and real-world multi-layer networks and Section 6 concludes this work.
PROBLEM FORMULATION
In this section, we present the multi-layer network model and the theoretic foundation of graph sampling.
Muti-layer Heterogeneous Network Model
A heterogeneous connected complex network is denoted by G = (V, E) where V is the set of nodes and E is the set of undirected edges. An edge in E bears one of three colors: BLUE, RED or BLUE+RED. There have been a variety of real-world counterparts regarding this heterogeneous network model in which we hereby name a few.
• Cyber-physical social networks. If the edge is interpreted as the friendship between two persons, they may bond with each other in online social networks, physical networks, or both, thus forming a multilayer social network.
• Social-hub. A user employs the same account for two different social networks, thus linking them into one giant heterogeneous social network.
We may need multiple colors to characterize the relationship of pairwise nodes on multiple layers. For instance, if the friendship exists in one layer, the edge between two nodes is endowed a single color, and it exists in both layers, the edge is colored in BLUE+RED. For ease of presentation, the heterogeneous network G can be reinterpreted as a twolayer graph G. Denote by V B ⊆ V the set of first layer nodes colored in BLUE and V R ⊆ V the set of second layer nodes colored in RED. Similarly, E := {E B , E R , E C } consists of three types of edges in the blue graph and red graph, and crossing two graphs. Especially, a BLUE+RED color in G means that its vertices appear at both layers in G, and an edges in
be the corresponding blue and red graphs.
For each edge (u, v), we define the neighbors of an edge (or neighboring edges interchangeably) as the extra edges connecting either node u or v in a layer. Let b u be the degree of node u if it is a blue node, and let r u be the corresponding degree if its color is red. With certain reuse of notations, we compute the neighbors of a blue edge (u, v) by
exists and 0 otherwise. Similarly, we can derive the neighbors of a red edge (u, v) simply by swapping the colors
Multi-layer Network Sampling
Graphlets are defined as small induced subgraphs of a large network, where an induced subgraph means that once some nodes are selected, all the edges between them are selected too. Knowing graphlet statistics is of great importance in network science and engineering. Extensive efforts have been devoted to the understanding on how social relationship patterns are formed and evolve in online social networks such as Facebook and Twitter. However, an important yet largely overlooked problem is to measure graphlet concentration in heterogeneous networks. The graphlets in the above two-color networks simultaneously capture the interaction of users in both the online social network and the physical world or another social network. Exact counting of graphlets is infeasible in large networks, especially in heterogeneous networks where even the 3-node graphlet has sixteen types. Therefore, we resort to the sampling of heterogeneous networks that queries only a small fraction of nodes.
An induced subgraph of G, G = (V , E ), is a connected subgraph whose vertices and edges are all in After grouping isomorphic CISes, C (k) , is partitioned into N k classes in which C k i refers to the i th type of isomorphic CISes. Different k yields different N k that grows exponentially with regard to k. The number of non-isomorphic classes is two when k is three, and it grows to six when k is four. The non-isomorphic graphlets in our heterogeneous graph G is more complicated, embracing richer representations among local nodes. Fig. 2 illustrates all sixteen graphlets with different edge colors. Note that C 
| is the number of type i CISes and | C (k) | is the total number of CISes.
In the later part, we only consider the case k = 3, so we will ignore k and just use | C i |.
Fig. 2: An illustration of the two-layer graphlets
New challenges arise in the sampling of a multi-layer heterogeneous network besides the unavailability of complete network topology. Not all layers can be sampled in the same way. For instance, an OSN layer can be queried through a random walk approach. After querying a node or an edge, this approach is able to jump to one of its neighbors. Such a random walk on physical person-to-person network layer is either infeasible or costly. We consider a novel sampling problem in restricted and multi-layer heterogeneous networks, in which the first layer allows random walk, while the second layer only supports node sampling from the nodes already visited at the first layer. Random Walk Sampling: A random walk sampling over graphĜ is a process that enables the moving from a node or an edge to one of its neighbors chosen uniformly at random, and that starts from an initial node and terminates until certain stopping criteria. Node Sampling: A target fraction of nodes are chosen independently and uniformly at random for inclusion in graphĜ, and the attached edges to these nodes are included to construct the induced subgraph.
Our graph sampling problem differs from the literature in two aspects. Firstly, the random walk is feasible only at one layer, and the node sampling depends on the result of random walk. Secondly, our random walk procedure is mixed up with sampling to get some information from the restricted layer. The major notations are summarized in Table 1 . 
DESIGN OF SAMPLING ALGORITHMS
In this section, we present a random walk framework for graphlet estimation in restricted multi-layer networks. The random walk can be expressed as the traverse on edges or nodes, in which both of them are taken into account.
Edge-by-edge Random Walk
The random walk on graphĜ is deemed as a finite, timereversible Markov chain. The graphlets contain three nodes in each layer such that Since our goal is to estimate the concentration of 3-node graphlets, we can induce them by using two sampled edges. Suppose that an edge (u, v) is visited at the current step, the edge-by-edge random walk drives the sampler to visit the edge (u , v ) at the next step where either u or v remains unaltered, i.e. u = u or v = v , but not both. To avoid confusions, we let X m be the m th edge of the blue graph and let Y m be the corresponding edge of the red graph if it exists. Define a two-tuple S m as a state of random walk that consists of the two most recently traversed edges. There has S t := (X m−1 , X m ) if both edges are in blue, and S t := (X m , Y m ) if a red edge is just visited via edge sampling. Our design of state resounds to two important properties. One is that the two edges are adjacent to each other, the other is that an edge at the red graph can only be reached through its neighbour at the blue graph, and must return to the blue graph afterwards. Let the state space
We next derive the state transition probabilities of the restricted random walk. At a given state S m := (X m−1 , X m ), we randomly pick an edge among b m blue and r m red ones to visit. With probability bm rm+bm the random walk moves to a red edge X m+1 and yields sate S t := (X m , X m+1 ), and with probability rm rm+bm it moves to an adjacent red edge and yields state S t+1 := (X m , Y m ). Because the red graph does not allow random walk, a blue edge adjacent to X m , namely X m+1 , is chosen uniformly so that the new state is expressed as S t+1 := (X m , X m+1 ) with probability 1. For clarity, we summarize the state transition probabilities in Table 2 . Unlike the sampling of edge or node properties, the random walk on graphĜ does not automatically reveal the graphlet concentration. We need to derive the stationary distribution of our Markov chain, and map Markovian states into graphlets. Stationary Distribution. First of all, our restricted random walk process in a two-layer network is a irreducible Markov chain. For any two states (X m , X m+1 ) and (X n , X n+1 ), they can reach each other on the blue graph; for any two states (X m , Y m ) and (X n , Y n ), they can reach each other through the edges of the blue graph. It is well-known that any finite and irreducible Markov chain has a unique stationary distribution on all the states. We next compute this stationary distribution π as the following
where the detailed analysis is included in Appendix A. One can observe that π(X m , X m+1 ) is larger than π(X m , Y m ) because the sampling of a red edge is possible only when the corresponding blue edge has been sampled by random walk. In addition, if the m th edge has comparatively more red neighbors, i.e. a larger ratio bm rm , the chance of entering the red graph becomes higher, and a high probability of residing at state (X m , Y m ) is resulted.
(1) Isomorphic State Precomputation. We hereby provide a mapping method from traversed states to 3-node graphlets.
A key observation is that a graphlet corresponds to several Markovian states in the random walk. Hence, before estimating the graphlet concentration, we need to figure out the relationship between states and graphlets. Definition 1. An two states in the restricted random walk that form the same graphlet are called isomorphic states.
The isomorphic state coefficient refers to the number of isomorphic states in correspondence with the same graphlet.
The isomorphic state coefficient can be computed in advance. Its precomputation in a multi-layer network, different from that in a single layer one, depends on both the property of the graphlet and the restricted random walk algorithm. We use two examples to highlight their differences. Example 1. If we perform a restricted random walk on the sixth graphlet consisting of three blue edges, different sequences of traverses result in six corresponding states:
The isomorphic state coefficient is 6 accordingly. Example 2. If a restricted random walk happens on the tenth graphlet, there are only two isomorphic states:
Since only the edge sampling on the red graph is allowed, the blue edge is visited first in our restricted random walk on the blue graph. Given two additional red edges in this graphlet, the edge-by-edge sampling has two choices, leading to the isomorphic state coefficient of two.
We use α i to denote the isomorphic state coefficient of the i th graphlet, and summarize all the coefficients of 3-node graphlets in Table 3 . Intuitively, a larger coefficient means more blue edges in the blue graph that supports random walk. 
It is easy to find that state∈W g i (state) = α i C i . T is a function from W to R, T (state) = π(state). Assume that we get n valid states {S j } n j=1 , S j ∈ W (valid state means that this state must induce a 3-node graphlet). According to Strong Law of Large Numbers:
If an irreducible Markov chain has finite state space W with a stationary distribution π, and there is a function h : W → R, then, the expectation of h can be defined by µ = E π [f ] = state∈W f (state)π(state). If there are n states {S j } n j=1 , we have:
We can get
αiT (Sj ) is an unbiased estimator of the number of i th graphlet. What we want is the concentration of i th graphlet, denoted by
Cj . BecauseĈ i is the unbiased estimator of C i , we havê
which is an unbiased estimator of concentration of i th graphlet. Actually, it can be found that stationary distribution T (S j ) has a term M which is about the whole information of the graph. That means we can not get it just by random walk. But fortunately, M = 1 v∈V ( rv ×bv rv +bv +bv) appears both in numerator and denominator, so it can be cancled. Finally, it is feasible to calculate d i just by random walk and sampling. Algorithm 1 shows the procedure of getting an unbiased estimator. In this algorithm, when we need to calculate T (S t ), according to the above reason, we can ignore the M term in stationary distribution.
Algorithm 1 Random Walk edge by edge : RW2
Input: sharing account network : G, number of samples : n Output: estimator of d i C i = 0 Randomly pick a valid initial state S 1 = (X 1 , X 2 ) // X1 and X2 are blue edges with exact one common node Random walk counter t = 1 while t ≤ n do i = type ID of induced subgraph of S t
Uniformly pick a blue edge which is adjacent to X m+1 by chance bm+1 rm+1+bm+1 , then get the next state Or uniformly pick a red edge which is adjacent to X m+1 by chance rm+1 rm+1+bm+1 , then get the next state else (S t is in the form (X m , Y m )) Uniformly pick a blue edge which is adjacent to X m , then get the next state end if end whilê
Error Bound
Now, we want to show the error bound of our algorithm which can answer that what is the minimum random walk steps to guarantee a given accuracy. The Theorem below is useful.
Theorem 2: Let MC be an ergodic Markov chain with state space W and stationary distribution π. Let τ = τ (ζ) be its ζ − mixing time for ζ ≤ 1 8 . Let {S j } n j=1 denote a n-steTheorem 2: Let MC be an ergodic Markov chain with state space W and stationary distribution π. Let τ = τ (ζ) be its ζ − mixing time for ζ ≤ 1 8 . Let {S j } n j=1 denote a n-step random walk on MC starting from an initial distribution φ on W , i.e., S 1 ← φ. For every i ∈ {1, 2, ..., n}, let f i : W → [0, 1] be a weight function at step i such that the expected weight E π [f i ] = µ for all i. Define the total weight of the walk {S j } n j=1 by Z = n i=1 f i (S i ). There exists a constant c (which is independent of µ, and ζ) such that
for 0 < < 1.
Let H = max state∈W 1 T (state) , α min = min 1≤i≤14 α i , and τ (ζ) is the mixing time of our Markov chain. Initial distribution is denoted by φ
.
In Appendix B, there is a detailed proof about how to use Theorem 2 to get error bound.
Node-by-node Random Walk
Similarly, we can also induce 3-node graphlets by using three sampled nodes. Suppose that a node u is visited at the current step, the node-by-node random walk drives the sampler to visit the node v at the next step where v is a neighbor of u. We let X m be the m th node in the blue graph and let Y m be the corresponding node in the red graph if it exists. Define a three-tuple S t as a state of random walk that consists of the three most recently traversed edges. There has S t := (X m−1 , X m , X m+1 ) if all of the nodes are in blue graph, and S t := (X m−1 , X m , Y m ) if the visited third node is in red graph by node sampling. Our design of state resounds to two important properties. One is that the three nodes must form a 3-node graphlet, the other is that a node at the red graph can only be reached through its neighbour at the blue graph, and must return to the blue graph afterwards. Let the state space be
We next derive the state transition probabilities of the restricted random walk. At a given state S t := (X m−1 , X m , X m+1 ), we randomly pick a node among b m+1 blue and r m+1 red ones to visit. With probability bm+1 rm+1+bm+1 the random walk moves to a blue node X m+2 and yields sate S t+1 := (X m , X m+1 , X m+2 ), and with probability rm+1 rm+1+bm+1 it moves to an adjacent red node and yields state S t+1 := (X m , X m+1 , Y m+1 ). At a given state S t = (X m , X m+1 , Y m+1 ), because the red graph does not allow random walk, a blue node adjacent to X m+1 , namely X m+2 , is chosen uniformly so that the new state is expressed as S t+1 := (X m , X m+1 , X m+2 ) with probability 1. For clarity, we summarize the state transition probabilities in Table 4 . 
where M = 2|E B | + v∈V B rvbv rv+bv . E B is the edge set of blue level, and V B is the node set of blue level and the detailed analysis is included in Appendix A.
(1) Isomorphic State Precomputation. By coincidence, the number of isomorphic state for node-by-node random walk is same like edge-by-edge random walk.
Algorithm of walking on nodes
Algorithm 2 shows the procedure. We should notice that there is some reuse of notation compared to Algorithm 1. For example, here we use X m to represent a node but not an edge, and also b m and r m in this algorithm means number of blue/red neighbors of node X m .
Algorithm 2 Random walk node by node : RW1
Input: sharing account network : G, number of samples : n Output: estimator of d i C i = 0 Randomly pick a valid initial state S 1 = (X 1 , X 2 , X 3 ) // X1 and X2 and X3 are nodes in blue level which induce a 3-node graphlet Random walk counter t = 1 while t ≤ n do i = type ID of induced subgraph of S t
Uniformly pick a node in blue level which is adjacent to X m+2 by chance bm+2 rm+2+bm+2 , then get the next state
Or uniformly pick a node in red level which is adjacent to the corresponding node of X m+2 in red level by chance rm+2 rm+2+bm+2 , then get the next state else
Uniformly pick a node in blue level which is a neigobor of X m+1 , then get the next state end if end whilê
EXTENSION OF OUR ALGORITHM

Sampling More Graphlets with More Red Edges
We found that with our previous algorithms, some graphlets are hard to estimate accurately. For example graphlet 8 and 10, most edges of them are red edges. When we mainly do random walk on blue level and sometimes sample a red node, those graphlets are hard to visit, so that the estimation is not so accurate. In order to address this problem, we proposed a modified version of our previous algorithm. Before, when we are in a state (X m , X m+1 , Y m+1 ), where Y m+1 is a neighbor of the corresponding node of X m+1 in red level, we will go back to blue level and get a state (X m , X m+1 , X m+2 ) as the next state. But, now, we want to get more information of red level, so when we are in the state (X m , X m+1 , Y m+1 ), we will sample one more red node to get the state (X m+1 , Y m+1 , Y m+2 ), and then we come back to blue level. We call this algorithm RW 1S2, because we sample twice in red level.
In algorithm 3, we show the whole procedure. .
Algorithm 3 RW1S2
Input: sharing account network : G, number of samples : n Output: estimate of d i C i = 0 Randomly pick a valid initial state S 1 = (X 1 , X 2 , X 3 ) // X1 and X2 and X3 are blue nodes which induce a 3-node graphlet Random walk counter t = 1 while t ≤ n do i = type ID of induced subgraph of S t
Uniformly pick a blue node which is adjacent to X m+2 by chance bm+2 rm+2+bm+2 , then get the next state Or uniformly pick a red node which is adjacent to X m+2 by chance rm+2 rm+2+bm+2 , then get the next state else if S t is in the form (X m , X m+1 , Y m+1 ) then
Uniformly pick a red node which is adjacent to Y m+1 in red level, then get the next state else (S t is in the form (X m , Y m , Y m+1 )) Uniformly pick 2 blue nodes X m−1 and X m+1 which are adjacent to X m , and get the next state end if end whilê
Stationary Distributions and Coefficients
Also, in order to get an unbiased estimation, we need the stationary distribution of all the states and the coefficient alpha.
, V B is the node set of blue level and r y m denotes the number of red neighbors of Y m in red level. We can find that those graphlets with more red edges get an increase in alpha, so they correspond with more state in our states space, that means we can visit them more frequently, which satisfies our expectation to this algorithm.
Mixed Algorithm
Previously, we have already shown the algorithm of sampling one node in red level and sampling two nodes in red level. The latter has better performance on those graphlets which have more red edges, but the former is better on graphlets with more blue edges. Actually, given the fixed sampling counter n, if we try to sample more red nodes, then graphlets with more red edges can be estimated more accurately, but we need to sacrifice some accuracy on graphlets with more blue edges and vice versa. So, we want to get a balance between those two algorithms. Because we want to estimate concentration, so roughly speaking, making the error some kind of evenly can get better estimation of concentration.
So, when we in the state (X m , X m+1 , Y m+1 ), instead of directly sampling a red node which is neighbor of Y m+1 , we choose to do this thing by probability, and we can also return to blue level by probability. Consequently, we get a balance between two former algorithms. That means compared to two former algorithms, we sample moderate number of red nodes, so that we also sample moderate number of blue nodes given the sampling times.
We show the algorithm in algorithm 4.
Algorithm 4 Mixed Algorithm : RW1M
Uniformly pick a red node which is adjacent to Y m+1 in red level by chance r y m+1 r y m+1 +bm+1 , then get the next state Or uniformly pick a blue node which is adjacent to X m+1 by chance bm+1 r y m+1 +bm+1 , then get the next state else (S t is in the form (X m , Y m , Y m+1 )) Uniformly pick 2 blue nodes X m−1 and X m+1 which are adjacent to X m , and get the next state end if end whilê
4.2.0.1 Stationary distribution and Coefficient: Similarly, we directly show the stationary distributions of our state space and coefficients.
r y m denotes the number of red neighbor of Y m in red and RN (v) denotes the set of red neighbors of v. 
EXPERIMENTAL EVALUATION
Experimental Setup
To validate our design, the proposed algorithms (RW2, RW1, RW1S2, RW1M) are tested on several multiplex networks. We consider random walk algorithms with no restriction as the baseline while the proposed algorithms face a restriction that random walk cannot be launched cross layer. Experimental results demonstrate that the proposed algorithms yield similar results in comparison with the baseline, and thus confirm the effectiveness of our method. Datasets are divided into 3 categories:
• two generated layers Based on the first dataset, we conduct a thorough analysis to study the influence of various factors (e.g. degree distribution of the network per layer, the connection of two layers) on the accuracy of the proposed estimators. The second and third dataset are for evaluation of the proposed algorithms.
Error Metrics
• Error of average estimate (EAS). To measure the unbiasedness of the proposed estimator, we define error of average estimate as:
is the mean estimates across 1000 independent runs. 
For an unbiased estimator, NRMSE equals to V ar[Ĉ l i /C k i ] In the following part, we consider three measurements: To study the first and second metrics, we set the number of random-walk steps as 20k, a reasonable assumption for crawlers. In terms of the last metric, the number of independent runs is set as 1k to observe changes of NRMSE with different number of random-walk steps.
Experiment Results
Qualitative analysis and quantitative analysis are presented in this section. The former is based on experiments on the first dataset while the latter corresponds to the second and third dataset.
Qualitative Analysis. In an attempt to study the impact of various factors on the performance of our methods, we run experiments on a synthetic multiplex network with two generated layers. To be specific, we focus on two factors: degree distribution of the network per layer and the connection of two layers.
The blue layer is generated from three categories: ER (random graph), SW (small world graph) and BA (scalefree graph) while the red layer is generated to balance the concentrations of all graphlets.
For each category, we prepared 3 graphs representing different connected way. The first one is that every node in blue layer has a corresponding node in red layer (i.e. they have an one to one map). The second one is that blue layer and red layer have the same scale (i.e. the number of nodes are same) but only half of blue layer is connected to half of red layer. The third one is that the number of nodes of blue layer is twice red layer's and half of blue layer is connected to the whole red layer. We don't consider the case that red layer is bigger because it can only produce more motifs of type 15 and 16 which we are not interested in.
Those three kinds of connected way are denoted by 2 1, 2 2, and 2 3 in this paper. So, in the following part, when we mention ER2 1, we mean ER random network and one to one map between blue and red layer. Others are similar.
In table 7 , we summarize the basic information of those 9 data sets including the concentration of some graphlets. For example, #8 denotes the concentration of the graphlet with index 8. We can see that the concentrations of graphlets have a relatively high variation, so we can also observe that how the magnitude of graphlets impacts the performance. Firstly, let's consider the influence of the way two layers are connected. Fig. 3 and Fig. 4 show the result of ER and SW on algorithm rw1 and rw1s2 respectively.
We can see that for ER graph, different connection ways of two layers do not have significant influence (for other algorithms like rw1m or rw1s2, the results are similar). But for SW graph, we observe that the result in SW2 2 has significantly better performance than other two graphs. The conclusion is true for other algorithms, for example rw2. We also show it in Fig. 5 . But we don't think this connected way (i.e. half of blue nodes are connected half of red nodes) really matters because for other two kinds of graphs(ER and BA), it do not make influences. The true reason which matters is the concentration of each graphlet. The relationship between concentration and mean related error is shown at Fig. 6 and Fig. 7 , which is for the invisible part in Fig. 6 . In those two figures, we can clearly see the pattern, the higher the concentration, the lower the MRE. And the same thing can be found on SW2 1, which are shown on Fig. 8 and Fig. 9 . On SW2 3, the result is similar, because it has near concentration with SW2 1. Those figures also explain that why there are good performances on graphlet 6, 9, 12 and 14 in Fig. 5 . The reason is they have relatively high concentrations.
Secondly, we want to figure out the influence of the type of graph. Fig. 10 and Fig. 11 demonstrates that when we fix the way of connecting, how can the type of graph influences the performance. We find that SW small world model actually has better performance than other two models. And between ER random network and BA scale-free network, BA has little advantage. But we also know this differences don't come from the type of graph but come from the concentration. Because for 2 1, on graphlet 7, 8, 10, 11, 13, different kinds of graphs have similar concentration, and we cannot observe clear difference.
So, during the first step of experiments, we conclude that the type of graphs or the way that two layers are connected do not have significant influences on the performance of our algorithms. The concentration of each graphlet does matter. Also, people may notice that, for some graphs, the accuracy of graphlets from 6 to 14 are not good, but it is because of the extreme low concentration(around 10 −6 ). On SW2 2, when the concentrations come to 10 −4 (still very low), the performances get significant improvement. Quantitative Analysis. In this part, we will use several data sets to evaluate the performance of our algorithms. We will focus on the comparison of our 4 algorithms with the no restriction algorithm. Table 8 demonstrates the basic information of the data sets we use. Those 4 data sets are true one layer network(Epinions and Facebook network) with one generated layer.
In Fig. 12 , we show the change of EAS when the number of runs increases. We can see that for all of the algorithms, the EAS tends to converge. Compared to rw1nr, other three algorithms have higher values of EAS at the beginning, but they go down later. This figure can demonstrate the convergence of our algorithms.
In terms of MRE and NRMSE, we show the result in Fig.  Fig. 11 : Results on 3 kinds of 2 2 graphs by rw1s2 Fig. 13 , we find that our algorithms have very similar performance compared rw1nr even though they face more restrictions. Among our 4 algorithms, rw1s2 has a great performance on graphlet 4, 8, and 10 which have many red edges. This result is under our expectation as said in previous part. For NRMSE, Fig. 14 shows the change of NRMSE when we increase the random walk steps. We can also notice that rw1s2 has a great performance even compared with rw1nr. It is worth mentioning that there are 5 curves in the NRMSE graph with a high value of NRMSE. They come from the 5 most rare graphlets in Epinions 1 (7, 8, 10, 11, 13) , whose concentrations are less than 10 −5 . For Epinions 2 we show part of our result in order to save space. In Fig. 15, Fig. 16 and Fig. 17 , we can find that the near performances of all the algorithms. Typically, rw1s2 is nearly as good as rw1nr.
In Facebook data set, we can also see the trend of convergence, which is shown in Fig. 18 .
On Fig. 19 , we show the MRE. It is clear that algorithm rw1s2 is better than other 3 algorithms we proposed and is very near with rw1nr.
It is worth mentioning that the MREs of some graphlets are not good, but it is caused by their lower concentrations. Even though we have already shown the relationship between MRE and concentration in previous part, now, we want to use Facebook 2 to show it from another perspective. In particular, graphlets from 7 to 14 usually has a small concentration, so we combined them into one category, and then estimates those 7 kinds of graphlets(first 6 graphlets are unchanged, the 7 th graphlet is mixed one). Fig. 20 demonstrates the difference clearly. Before we combine graphlets after 6 into one category, some of the MREs of them are very high, even bigger than 1. But when we consider them as one category, all of the MREs are less than 0.05 except that of graphlet 6. And graphlet 6 is the most rare one now.
CONCLUSION
In this paper, we propose a novel algorithm mixed by random walk and sampling to estimate the concentration of Fig. 20 : The change of MRE on Facebook 2 when we mix some graphlets graphlets of two-layer network with restriction. We provide an unbiased estimator and prove the error bound of it. We also introduce two improvements to increase the efficiency on some graphlets. In real and generated data set, our algorithms produce accurate estimation and have similar performance compared with the random walk algorithm under no restriction. Lemma 2. Define C = 14 i=1 C i , andĈ is the estimator of C. ∀0 < δ < 1, ∃ constant ξ, such that, when n ≥ ξ H αminC τ 2 ln ||φ||π δ , we have
Proof: Define
Because α i C i = state∈W g i (state),
we can find that
Define Z = n j=1 f (S j ). According to Theorem 2, we have
We can find that Assuming that c||φ|| π e − 2 µn 648τ ≤ δ 2 , we can get n ≥ 
Proof: If n satisfies the condition in this Theorem, then it must satisfy the conditions in Lemma1 and Lemma2. Let A 1 denote the event that |Ĉ i Ci − 1| ≤ 3 , and A 2 denote the event that |Ĉ C − 1| ≤ 3 . We have P r(A 1 ) > 1 − δ 2 , and P r(A 2 ) > 1 − δ 2 . If A 1 and A 2 happen, then
Let F denote the event that (1 − )d i ≤d i ≤ (1 + )d i , then A 1 ∩ A 2 ⊂ F . So, we have
