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Chapter 1
Introduction
1.1 Mathematical Introduction
Coxeter groups are groups, which can be given by a presentation
G =
〈
s1, . . . , sd : s
2
i = 1, (sisj)
mij = 1
〉
where mij ∈ Z. The si in the presentation are elements that generate a group. The mij
is the order of si or in other words the least positive integer m such that smi = e = 1.
The aim of this thesis is to show that there are only ﬁnitely many groups (of this type)
that can be given such a restricted presentation, in fact is this thesis we also present a
classiﬁcation of them. The tools in classiﬁcation are Coxeter graph and Coxeter matrix.
Here are two basic examples, which we should keep in mind as we move forward.
Example 1.1. I2(m), m ≥ 3
Let V be the euclidean plane, and set Dm to be the dihedral group of order 2m,
consisting of the orthogonal transformations which preserve origin-centered regular m-
sided polygon. The group Dm contains m reﬂections (about the diagonals of the polygon
andm rotations through multiples of 2pi/m. The term diagonal here means a line bisecting
the polygon, connecting two vertices or the midpoints of oppisite sides if m is even or if m
is odd, connecting a vertex to the midpoint of the opposite side. Notice that the rotations
form a cyclic subgroup of index 2 which is generated by a rotation through 2pi/m. In
fact, Dm is generated by a reﬂections because a rotation through 2pi/m can be attained
as a product of two reﬂections comparative to a pair of adjacent diagonals which cross
at an angle of θ := pi/m (see Figure). Let the reﬂecting lines Hα and Hβ contain the
diagonals and choose the orthogonal unit vectors α = (sinθ,−cosθ) and β = (0, 1) which
form an obtuse angle of pi − θ, thus (α, β) = −cosθ. In order to be able to see that sαsβ
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is a counterclockwise rotation through 2θ, let Hβ be the x-axis and compute with 2 × 2
matrices relative to the R2:
(
cos2θ sin2θ
sin2θ −cos2θ
)(
1 0
0 −1
)
=
(
cos2θ −sin2θ
sin2θ cos2θ
)
.
Example 1.2. An−1, n ≥ 2
Think of the symmetric group Sn. It can be considered as a subgroup of O(n,R) of
n×n orthogonal matrices in following way. Take a permutation act on Rn by permuting the
standard basis vectors µ1, . . . , µn (permute the subscripts). Notice that the transposition
(ij) acts as a reﬂection, sending µi−µj to its negative and ﬁxing pointwise the orthogonal
complement consisting of all vectors in Rn that have equal ith and jth components. Since
transpositions generate Sn, it is a reﬂection group. To be exact, it is already generated
by the transpositions (i, i+ 1), where 1 ≤ i ≤ n− 1.
1.2 Biography of Coxeter
The man behind the Coxeter groups was Harold Scott MacDonald Coxeter who was a
British-born Canadian geometer. Coxeter was born on February 9th 1907 in London,
England and he died on March 31st 2003 in Toronto, Canada. Already at young age he
showed interest in symmetry which later led him to the ﬁeld of mathematics. Now he is
considered as one of the greatest geometers of the 20th century.
Coxeter graduated in 1928 from University of Cambridge with Bachelor's degree in
mathematics. In 1931 he received his doctorate degree under H.F. Baker while studying
at Cambridge. From 1932-1936 he was a reseach fellow at Trinity College, Cambridge. He
was also a Rockefeller Foundation Fellow 1932-1933 and J.E. Procter Fellow 1934-1935 at
Princeton. In 1936 Coxeter joined the faculty of the Department of Mathematics at the
University of Toronto where he became a professor in 1948. He worked at the university
rest of his life, totalling 67 years.
In 1948, Coxeter was elected a Fellow of the Royal Society of Canada and in 1950
a Fellow of the Royal Society (London). He had a number of honorary doctorates from
universities in Canada and he was involved in many areas of the mathematical community.
For example, he served as the editor in chief of the Canadian Journal of Mathematics for
nine years, as a president of the Royal Society of Canada, the Canadian Mathematical
Congress and the International Congress of Mathematicans and as a vice president of the
American Mathematical Society. In 1995 he received the CRM/Fields Institute Prize,
and in 1997 the Distinquished Service Award of the Canadian Mathematical Society and
the Sylvester Medal of the Royal Society of London. In 1997 Coxeter was also named a
Companion of the Order of Canada.
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Coxeter's ﬁeld of expertise was in the classical approach to geometry while others
were approaching geometry via algebra. He has made major contributions in the theory
of polytopes, non-euclidean geometry, group theory and combinatorics. His work on
regular polytopes and high-dimensional geometries are what he is best known for. Coxeter
polytopes are the fundamental domains of discrete reﬂection groups which are now known
as the Coxeter groups. In 1934 Coxeter classiﬁed all spherical and euclidean Coxeter
groups. And this is the result we shall explore in this thesis
Coxeter has over 200 publications including 12 books such as The Real Projective
Plane (1955), Introduction to Geometry (1961), Regular Polytopes (1963), Non-Euclidean
Geometry (1965), and Geometry Revisited (1967) written jointly with S.L. Greitzer.
Coxeter was an accomplished musician as well. In his youth, he composed music and
played the piano. He thought that mathematics and music were closely related and in
1962 he outlined his ideas in a article on "Mathematics and Music" in the Canadian Music
Journal.
1.3 Layout of the Thesis
In chapter 2 we recall useful deﬁnitions from linear algebra. In chapter 3 we give back-
ground on positive deﬁnite and positive semideﬁnite matricies. In chapter 4 we give
background on group theory, in particular on how to present groups by generators and
relations. In chapter 5 we deﬁne Coxeter graphs and give examples of these. In chapter
6 we describe how to get a matrix from a presentation or Coxeter graph. In chapter 7
we show that all listed Coxeter graphs are positive deﬁnite or positive semideﬁnite. In
chapter 8 we prove that these are all the positive deﬁnite and semideﬁnite graphs. This
ﬁnishes the classiﬁcation. In chapter 9 we give a more general context of ﬁnite reﬂection
groups.
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Chapter 2
Useful Linear Algebra Deﬁnitions
Before we begin, we need to remind ourselves about a few basic deﬁnitions of algebra and
linear algebra.
Deﬁnition 2.1. Quadratic formula
Let x ∈ R and a, b, c ∈ R as well. The quadratic equation, ax2 + bx + c = 0 where
a 6= 0, can be solved by using a method called the quadratic formula
x =
−b±√b2 − 4ac
2a
.
2.1 Matrices
Deﬁnition 2.2. m× n Matrix
An m× n matrix A is a rectangular array of mn numbers arranged in m rows and n
columns:
A =

a11 a12 · · · a1j · · · a1n
a21 a22 · · · a2j · · · a2n
...
...
...
...
ai1 ai2 · · · aij · · · ain
...
...
...
...
am1 am2 · · · amj · · · amn

.
Deﬁnition 2.3. The Inverse of a Matrix
Let A and B be n× n matricies. Assume that
AB = BA = I.
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Then B is called the inverse of A and is written as A−1. Then we have
AA−1 = A−1A = I.
If A has an inverse, then A is said to be invertible.
Deﬁnition 2.4. Transpose
Let A = aij be an m× n matrix. Then the transpose of A, written At, is the n×m
matrix obtained by interchanging the rows and columns of A. In short, we may write
At = aji. In other words, if
A =

a11 a12 · · · a1n
a21 a22 · · · a2n
...
...
...
am1 am2 · · · amn
 ,
then
At =

a11 a21 · · · am1
a12 a22 · · · am2
...
...
...
...
a1n a2n · · · amn
 .
Simply put, the ith row of A is the ith row of At and the jth column of A is the jth row
of At.
Deﬁnition 2.5. Diagonal Matrix
An n × n matrix A = (aij) is called diagonal if all its elements oﬀ the diagonal are
zero. In other words aij = 0 if i 6= j
A =

a11 0 · · · 0
0 a22 · · ·
...
...
...
...
0 0 · · · ann
 .
Deﬁnition 2.6. Orthogonal Matrix
A matrix A is called orthogonal if A is invertible and A−1 = At.
Deﬁnition 2.7. Symmetric Matrix
The n×m matrix A is called symmetric if At = A.
All matricies in this thesis will be symmetric. Symmetric matricies give rise to
quadratic forms.
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Deﬁnition 2.8. Quadratic Form
We shall call xtAx the quadratic form where x is a vector in Rn and A is a symmetric
n× n matrix.
Deﬁnition 2.9. Determinant of a 2× 2 matrix
Let A =
(
a11 a12
a21 a22
)
be a 2× 2 matrix. Then we deﬁne the determinant of A by
detA = a11a22 − a12a21.
We shall from now on denote det A by
|A| =
∣∣∣∣ a11 a12a21 a22
∣∣∣∣ .
In order to generalise the notion of determinant, we deﬁne minor.
Deﬁnition 2.10. Minor
Let A be an n× n matrix and let Mij be the (n− 1)× (n− 1) matrix obtained from
A by deleting the ith row and jth column of A. Mij is called the ijth minor of A.
Deﬁnition 2.11. Cofactor
Let A be an n× n matrix. The ijth cofactor of A, denoted by Aij, is given by
Aij = (−1)i+j|Mij|.(2.12)
That is, the ijth cofactor of A is obtained by taking the determinant of the ijth minor
and multiplying it by (−1)i+j. Note that
(−1)i+j =
{
1 if i+ j is even
−1 if i+ j is odd.
}
This gives us a formula to calculate 3× 3 determinants.
Example 2.13. Instead of attempting to calculate the determinant for n× n matrix, we
shall, as an example, calculate the determinant of a 4× 4 matrix A. Let
A =

1 2 4 3
0 −2 2 5
4 1 6 7
2 5 3 1

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and we can calculate its determinant as follows
detA =
∣∣∣∣∣∣∣∣
1 2 4 3
0 −2 2 5
4 1 6 7
2 5 3 1
∣∣∣∣∣∣∣∣ = a11A11 + a12A12 + a13A13 + a14A14
= 1
∣∣∣∣∣∣
−2 2 5
1 6 7
5 3 1
∣∣∣∣∣∣− 2
∣∣∣∣∣∣
0 2 5
4 6 7
2 3 1
∣∣∣∣∣∣+ 4
∣∣∣∣∣∣
0 −2 5
4 1 7
2 5 1
∣∣∣∣∣∣− 3
∣∣∣∣∣∣
0 −2 2
4 1 6
2 5 3
∣∣∣∣∣∣
= 85.
Now we can see that calculating the determinant for n × n matrix can be dull and
time consuming. In order to calculate a determinant for 4×4 matrix, we have to calculate
four 3× 3 determinants.To calculate a 5× 5 determinant, we need to calculate ﬁve 4× 4
determinants or in the other words twenty 3×3 determinants, etc. Fortunately, there exists
techniques for simplifying these computations and some matrices that the determinants
can be easily calculated for.
More generally the determinant of an n × n matrix can be obtained from the deter-
minants of its minors.
Deﬁnition 2.14. Determinant
Let A be an n×n matrix. Then the determinant of A, written det A or |A|, is given
by
detA = |A| = a11A11 + a12A12 + a13A13 + · · ·+ a1nA1n
=
n∑
k=1
a1kA1k.
The expression on the right side is called an expansion of cofactors.
Deﬁnition 2.15. Principal Minors
The determinants of the submatrices obtained by removing the last k rows and columns
(0 ≤ k ≤ n) are called principal minors of A. Then A is positive deﬁnite (resp. positive
semideﬁnite) if and only if all its principal minors are positive (resp. nonnegative).
Deﬁnition 2.16. Singular matrix
A square matrix that is not invertible is called singular and its determinant is 0.
8
Deﬁnition 2.17. Eigenvalues
Let A be an n× n matrix with real entries. The number λ (real or complex) is called
eigenvalue of A if there is a nonzero vector v in Cn such that
Av = λv.
The vector v 6= 0 is called an eigenvector of A corresponding to the eigenvalue λ.
Lemma 2.18. Let A be symmetric, then all of its eigenvalues are real.
Deﬁnition 2.19. Total Ordering
Let a total ordering in the real vector space be a transitive relation on V (denoted <)
that satisﬁes the following axioms.
1. For each pair λ, µ ∈ V , precisely one of λ < µ, λ = µ, or µ < λ holds.
2. For all λ, µ, ν ∈ V , if µ < ν, then λ+ µ < λ+ ν.
3. If µ < ν and c is a nonzero real number, then cµ < cν if c > 0, while cν < cµ if c<0.
Given this ordering, we can say λ ∈ V is positive if λ > 0.
Deﬁnition 2.20. Kernel
The kernel of a linear map A : V → W between two vector spaces is the set of all
elements x ∈ V for which A (x) = 0.
ker (A) = {x ∈ V : A (x) = 0} .
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Chapter 3
Positive Deﬁnite and Positive
Semideﬁnite Matricies
The main ingredient of the classiﬁcation comes from linear algebra. It turns out that the
Coxeter matricies are either positive deﬁnite or positive semideﬁnite. Therefore we need
to deﬁne both.
Deﬁnition 3.1. Given a symmetric n×nmatrixA and let λ1, λ2, . . . , λn be the eigenvalues
of A, then A is positive deﬁnite if
λ1, λ2, . . . , λn > 0,
i.e. all the eigenvalues are strictly positive. If the eigenvalues are greater or equal to 0,
λ1, λ2, . . . , λn ≥ 0,
the matrix is called positive semideﬁnite. An equivalent formulation is to require that
the quadratic form xtAx > 0 for all x ∈ Rn.
There is another way of deﬁning positive deﬁnite and positive semideﬁnite. We shall
call it the determinant's test.
Deﬁnition 3.2. Determinant's Test
Recall that any symmetric n × n matrix A = At deﬁnes a quadratic form xtAx. We
know that the eigenvalues of A are real. A is called positive deﬁnite if xtAx > 0 for all
x 6= 0, and positive semideﬁnite if xtAx ≥ 0 for all x.
Deﬁnition 3.3. Positive Type
The matrix A is of positive type if it is positive semideﬁnite or positive deﬁnite.
Shortly, we shall call Γ positive deﬁnite or positive semideﬁnite when the associated
matrix or quadratic form has the corresponding property.
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Example 3.4. By the determinant's test, we know that
(
2 4
4 y
)
is positive deﬁnite
when
det
∣∣∣∣ 2 44 y
∣∣∣∣ > 0.
By computing the determinants, we get that
2y − 16 > 0
2y > 16
y > 8.
Thus the matrix is positive deﬁnite when y > 8.
In the next example we look at the case when y = 8 by determinant's test, because
then the matrix is a borderline case and actually a positive semideﬁnite.
Example 3.5. Using the eigenvalue test, we show that
(
2 4
4 8
)
is positive semideﬁnite.
To conﬁrm that the matrix is positive semideﬁnite, we need to take a look at its
eigenvalues (λ). We shall do it by using the formula det(A− λI) = 0 and solving for λ.
det
∣∣∣∣ 2− λ 44 8− λ
∣∣∣∣ = 0.
From this we get
(2− λ)(8− λ)− 16 = 0
16 + λ2 − 10λ− 16 = 0
λ2 − 10λ = 0
λ(λ− 10) = 0.
Hence we get two eigenvalues:
λ = 0
or
λ− 10 = 0
λ = 10.
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Since the eigenvalues are greater than or equal to 0, we now know that this singular
matrix is indeed a positive semideﬁnite matrix.
For a singular matrix, the determinant is 0.
xtAx =
[
x1 x2
] [ 2 4
4 8
] [
x1
x2
]
=
[
x1 x2
] [ 2x1 + 4x2
4x1 + 8x2
]
= 2x21 + 8x1x2 + 8x
2
2
= ax21 + 2bx1x2 + cx
2
2
.
If this quadratic form is positive for every (real) x1 and x2 then the matrix is positive
deﬁnite. In this positive semideﬁnite example, 2x21 + 8x1x2 + x
2
2 = 2(x1 + 2x2)
2 = 0 when
x1 = 2 and x2 = −1.
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Chapter 4
Group Theory Background
In this chapter we deﬁne what we mean by a presentation of a group. We shall begin by
deﬁning a group generally.
Deﬁnition 4.1. A group is a set G that has a binary operation · satisfying the axioms
below.
G1. Closure: For all x, y ∈ G, x · y ∈ G.
G2. Associativity: For all x, y, z ∈ G, x · (y · z) = (x · y) · z.
G3. Existence of an Identity: There exists e ∈ G, such that for all x ∈ G, x ·e = x = e ·x.
G4. Existence of Inverse: For all 0 6= x ∈ G, there exists z ∈ G such that x ·z = e = z ·x.
An Abelian group is a group G which satisﬁes an additional axiom as follows.
G5. Commutativity: For all x, y ∈ G, x · y = y · x.
Now we will move to more speciﬁc deﬁnition. From this on, we will use ﬁnite groups.
Deﬁnition 4.2. Let G be a (ﬁnite) group in Rn and
G =
〈
a, b, c | a2 = b2 = c2 = 1, abc = 1〉 .
Before we can move on, we need to deﬁne the generators.
Deﬁnition 4.3. Generators
Certain elements S1, S2, · · · , Sm, of a given discrete group = are called a set of gen-
erators if every element of = can be written as a ﬁnite product of their powers (positive
and negative). Such a group is indicated by
S1, S2, · · · , Sm.
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When m = 1, we get a cyclic group
S ∼= <q
whose order q is the period of the single generator S.
There are diﬀerent ways to look at abstract groups. In the early stages of learning
writing down Cayley tables can be useful.
However, when the number of elements in the group grow, Cayley tables turn out to
be useless. There needs to be a shorthand for naming groups and working with them.
This is provided by a presentation.
A presentation for the symmetric group S3 could be e.g.
A =
〈
a, b, c : a2 = b2 = c2 = 1, (ab)3 = 1, (ac)3 = 1, (bc)3 = 1
〉
or for instance
B =
〈
a, b, c : a2 = b3 = 1, (ab)2 = 1, (ab2)2 = 1
〉
.
This means that all the elements, and products of elements, and equations satisﬁed
by the group can be derived from the expressions above, that is, the Cayley table can be
reconstructed from the presentation.
Diﬀerent presentations are useful for diﬀerent purposes. In this thesis we are particu-
larly interested in presentations looking like A above.
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Chapter 5
Coxeter Groups and Graphs
We shall begin this chapter with one useful deﬁnition that we will need throughout the
rest of this thesis.
Deﬁnition 5.1. If x is an element of group G, then the order of x is the least positive
integer m such that xm = e.
Coxeter groups are ﬁnite reﬂection groups that are deﬁned by special relations and
generators. The generators are denoted by s1, s2, . . . , sn where si ∈ X and X is a some
set of alphabet. Each one of them has the order of 2, meaning (si)2 = 1, they are called
involutions.
The Coxeter groups can be divided into two diﬀerent types of groups. One of them
consists of groups that are positive deﬁnite and the others are positive semideﬁnite.
Relations are products of the generators, so that the product is always as big as the
neutral element 1.
Deﬁnition 5.2. Coxeter groups are groups that can be given a presentation〈
si : s
2
i = (sisj)
mij = 1,mij ∈ Z+
〉
.
This special form of the relation can be used to draw Coxeter graphs.
Deﬁnition 5.3. Let a Coxeter group to have a ﬁnite (undirected) graph, whose edges
are labelled with integers ≥ 3 or with the symbol ∞. If S denotes the set of vertices, let
m(s, s′) denote the label on the edge joining s 6= s′. Since the label 3 occurs frequently,
we omit it when drawing pictures. We also make the convention that m(s, s′) = 2 for
vertices s 6= s′ not joined by an edge, while m(s, s) = 1
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Example 5.4. A4
The group An is one of the basic Coxeter groups. Let us look at the group A4 as an
example of a group of this type.
The A4 has four generators, s1, s2, s3, s4 and presentation
A4 =
〈
s1, s2, s3, s4 : s
2
i = (s1s2)
3 = (s1s3)
2 = (s1s4)
2 = (s2s3)
3 = (s2s4)
2 = (s3s4)
3 = 1
〉
.
To draw a graph, we have to know the relations between the generators. We will mark
the generators by dots and the relations by lines.
The generator s1 is connected to itself because s12 = 1, and also to s2 since (s1s2)3 = 1.
Therefore a line between s1 and s2 exists. The s2 is connected to s3 as well so we have
(s2s3)
3 = 1. Then there exists a line between s2 and s3.
Since the s3 is connected to s4, we get (s3s4)3 = 1. Thus a line connects s3 and s4.
The generator s4 is also connected to itself giving s42 = 1.
Note that s1 is not connected to s3 or s4 and s2 is not connected to s4. Then we get
(s1s3)
2 = 1,
(s1s3)
2 = 1,
(s1s3)
2 = 1.
This means that there is no line between s1 and s3 or s4 nor between s2 and s4.
Now we have the graph of the group A4. It has four dots across and three lines
connecting them.
Figure 5.1: Coxeter graph for A4.
Example 5.5. E6
Let us take a look at the group E6. The generators in E6 are s1, s2, . . . , s6.
The generator s1 starts the graph and is connected to itself meaning s12 = 1. Then s1
and s2 are connected to each other so that (s1s2)3 = 1. This means that there is a line
between s1 and s2. The s2 is connected to s3 and therefore (s2s3)3 = 1 exists. We can
now draw a line between s2 and s3.
The generators s3 and s4 are connected because (s3s4)3 = 1. Therefore there is a line
between the s3 and s4. The s3 is also connected to s5 since (s3s5)3 = 1. This means s3
is connected to three other generators. Therefore s3 must lay in the middle of the other
generators and is called a branch point.
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Besides being connected to s3, s4 is also connected to itself, s42 = 1. The generator
s5 has a connection with s6 such that (s5s6)3 = 1. Thus we have a line between the
two generators. The s6 is not connected to any other generators but itself and s5, giving
s6
2 = 1.
Note that s1 is not connected to any other generators than itself and s2. This means
that
(s1s3)
2 = 1,
(s1s4)
2 = 1,
(s1s5)
2 = 1,
(s1s6)
2 = 1.
Because s2 is not connected to any of the s4, s5, s6 we have
(s2s4)
2 = 1,
(s2s5)
2 = 1,
(s2s6)
2 = 1.
The generator s3 is not connected to s1 nor s6 so we get (s3s1)2 = 1 and (s3s6)2 = 1.
Since
(s4s1)
2 = 1,
(s4s2)
2 = 1,
(s4s5)
2 = 1,
(s4s1)
2 = 1,
we get that s4 is not connected to s1, s2, s5, or s6. The generator s5 is not connected to
s1, s2, or s4 because
(s5s1)
2 = 1,
(s5s2)
2 = 1,
(s5s4)
2 = 1.
From all this we also have that s6 is not connected to any of the s1, . . . , s4. Since there
are no more relations in this group, we can draw its graph. We have now ﬁve dots a cross
connected by lines and another line coming oﬀ the s3 to connect the s4.
Example 5.6. D4
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Figure 5.2: Coxeter graph for E6.
All the graphs in the group Dn≥4 look like each other at the end of the graph but have
diﬀerent amount of generators before the last four generators. Therefore it makes sense
to look at only the minimal group, D4.
D4 has four generators placed so that s2 is connected to all of them. The s2 is called
a branch point. Therefore we get following connections:
(s1s2)
3 = 1,
(s2s3)
3 = 1,
(s2s4)
3 = 1.
The generators s1, s3 and s4 all are connected to themselves so we get:
s1
2 = 1,
s3
2 = 1,
s4
2 = 1.
But s1, s3, and s4 are not connected to each other. Therefore we have
(s1s3)
2 = 1,
(s1s4)
2 = 1,
(s3s4)
2 = 1.
Now we have four dots connected to each other by three lines.
Figure 5.3: Coxeter graph for D4.
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Example 5.7. H3
Let us take a look at one more group, H3, which has three generators. It diﬀers from
the two earlier examples because the ﬁrst two generators are connected to each other so
that they have an order of 5.
The generators s1 and s2 are connected to each other so that (s1s2)5 = 1. The relation
between generators s2 and s3 is normal so we get (s2s3)3 = 1. As the s1 and s3 are the
end points of the graph, they are connected to themselves:
s1
2 = 1
s3
2 = 1.
Thus s1 and s3 are not connected to each other and we have (s1s3)2 = 1.
Therefore we have a graph with three dots across that are connected by two lines.
Since the ﬁrst relation is of order 5, we must write number 5 above the ﬁrst line.
5
Figure 5.4: Coxeter graph for H3.
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Chapter 6
The Coxeter matrix
When Γ is a Coxeter group, the matrix A is in fact positive deﬁnite, which we will show
later.
Deﬁnition 6.1. Inner Product
From the presentation of a Coxeter group we can deﬁne an inner product
〈si, sj〉 = −cos pi
mij
(6.2)
for 1 ≤ i, j ≤ r, where mij is the order of sisj. In particular, 〈si, sj〉 ≤ 0 for i 6= j.
This is indeed an inner product in a suitable vector space but we do not need the exact
context.
The main point of this deﬁnition is that the mij completely determine the group up
to isomorphism.
Example 6.3. D4 Matrix
Let us look at the matrix of the group D4. To begin, we need to know the inner
products of each generator pair. Because we can say that all of the generators are related
to themselves and mij = 1, we get
〈s1, s1〉 = −cospi
1
= 1,
〈s2, s2〉 = −cospi
1
= 1,
〈s3, s3〉 = −cospi
1
= 1,
〈s4, s4〉 = −cospi
1
= 1.
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Then we know from the earlier example 5.6 that s1 is not connected to s3 or s4 and
s3 is not connected to s4 giving mij = 2. Thus we get
〈s1, s3〉 = −cospi
2
= 0,
〈s1, s4〉 = −cospi
2
= 0,
〈s3, s4〉 = −cospi
2
= 0.
At last we need to look at the relations between the generators as seen in the previous
example. We know that s2 is connected to s1, s3 and s4 because it is a branch point. Now
we have mij = 3 and we get the inner products
〈s1, s2〉 = −cospi
3
= −1
2
,
〈s2, s3〉 = −cospi
3
= −1
2
,
〈s2, s4〉 = −cospi
3
= −1
2
.
Now we can draw the matrix:
1 −1
2
0 0
−1
2
1 −1
2
−1
2
0 −1
2
1 0
0 −1
2
0 1

.
To show that the matrix is positive deﬁnite, we need to take a look at its eigenvalues
(λ). Recall that a matrix is called positive deﬁnite if xtAx > 0 for all x 6= 0. This is
equivalent to the eigenvalues being positive.
Let us calculate the eigenvalues in this case. We can do it by using the formula
det(A− λI) = 0 and solving for λ.
det

1− λ −1
2
0 0
−1
2
1− λ −1
2
−1
2
0 −1
2
1− λ 0
0 −1
2
0 1− λ

= 0.
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From this we get
(1− λ)

1− λ −1
2
−1
2
−1
2
1− λ 0
−1
2
0 1− λ
+ 12
 −
1
2
−1
2
−1
2
0 1− λ 0
0 0 1− λ
 = 0
(1− λ)(1− λ)
(
1− λ 0
0 1− λ
)
+
1
2
(1− λ)
 −12 0
−1
2
1− λ

−1
2
(1− λ)
 −12 1− λ
−1
2
0
+ 1
2
(−1
2
)
(
1− λ 0
0 1− λ
)
− 0 + 0 = 0
(1− λ)4 − 1
4
(1− λ)2 − 1
4
(1− λ)2 − 1
4
(1− λ)2 = 0
(1− λ)2
[
(1− λ)2 − 3
4
]
= 0.
Now we have two cases:
(1− λ)2 = 0
1− λ = 0
λ = 1
and
(1− λ)2 − 3
4
= 0
1− 2λ+ λ2 − 3
4
= 0
λ2 − 2λ+ 1
4
= 0.
We have λ = 1 and the rest of eigenvalues , λs, can be calculated by using the quadratic
formula. Then we have
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λ =
2±√4− 1
2
λ =
2±√3
2
.
Since
√
3 < 2, we get indeed that λ =
2 +
√
3
2
> 0 and λ =
2−√3
2
> 0. Therefore
all the eigenvalues are positive and thus D4 is positive deﬁnite.
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Chapter 7
The Classiﬁcation of Positive Type
Graphs
In this chapter we shall determine all possible ﬁnite reﬂection groups that have Coxeter
graphs. In some detail, we will describe how to contruct each irreducible type of group
and also compute its order. The index n is reserved for the rank of W throughout this
chapter.
We will begin with two important deﬁnitions that we will need later.
Deﬁnition 7.1. A function f from a set P to a set Q is one-to-one if x 6= y in P
implies that f (x) 6= f (y) in Q, and onto if for all q ∈ Q, there exists p ∈ P such that
f (p) = q. If G and H are groups, then a function f : G → H is a homomorphism
if for all x, y ∈ G, f (xy) = f (x) f (y). An isomorphism is a homomorphism which is
both one-to-one and onto. The groups G and H are called isomorphic if there exists an
isomorphism f : G→ H.
Deﬁnition 7.2. Irreduciple
The Coxeter group is said to be irreducible if the Coxeter graph Γ is connected.
Let us remind ourselves of how we deﬁned Coxeter graphs. Let there be n vertices,
one for each index i = 1, . . . , n. The vertices corresponding to i and j are connected by
an edge if and only if mij ≥ 3. In the case when mij ≥ 4, we will label the edge with the
number mij. If there is not an edge joining i and j, it indicates that mij = 2.
Next we will draw the graphs for all irreducible ﬁnite reﬂection groups. We begin
with the graphs that we claim to be positive deﬁnite. Based on the examples we worked
through earlier, you should be able to verify that the graphs are correct for the cases A4,
E6, D4, H3, and I2(m).
In order to verify these, we should calculate the principal minors of the corresponding
matrix A. It should be clear by inspection that with proper numbering of vertices, each
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Figure 7.1: Coxeter graph for An(n ≥ 1).
4
Figure 7.2: Coxeter graph for Bn(n ≥ 2).
Figure 7.3: Coxeter graph for Dn(n ≥ 4).
Figure 7.4: Coxeter graph for E6.
Figure 7.5: Coxeter graph for E7.
Figure 7.6: Coxeter graph for E8.
4
Figure 7.7: Coxeter graph for F4.
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5Figure 7.8: Coxeter graph for H3.
5
Figure 7.9: Coxeter graph for H4.
minor is itself the determiant of the matrix that belongs to one of the graphs above.
Therefore by induction n (the number of vertices), it shall be enough to calculate det A
itself in each case. Since the denominator 2 occurs often, it will be more convenient to
calculate det 2A.
The case n ≤ 2 can be checked easily. For example, the corresponding matrix A to
the graph I2(m) is (
1 −cos(pi/m)
−cos(pi/m) 1
)
.
So det 2A = 4(1− cos2(pi/m)) = 4sin2(pi/m) > 0.
In case n ≥ 3 (look at the graphs), it is possible to number vertices so that the last
vertex (numbered n) is joined to only one other vertex (numbered n− 1) by an edge that
is labelled m = 3 or 4. Take di to be the determinant of the upper left i× i submatrix of
2A. An expansion of det 2A along the last row gives
det2A = 2dn−1 − cdn−2,(7.3)
where c = 1 (respectively 2) if m = 3 (resp. 4). While keeping in mind that we multiply
each matrix by 2, we can compute the values of determinant 2A inductively in the following
table
An Bn Dn E6 E7 E8 F4 H3 H4 I2(m)
n+ 1 2 4 3 2 1 1 3−√5 (7− 3√5)/2 4sin2(pi/m)
m
Figure 7.10: Coxeter graph for I2(m).
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We need to recall the values
cos
pi
3
=
1
2
, cos
pi
4
=
√
2
2
, cos
pi
5
=
1 +
√
5
4
, cos
pi
6
=
√
3
2
.
As an example we will work through cases H3 and H4. The smaller minors for H3
come from graphs of type i2(5) and A1, so by 7.3 we get
det2A = 8sin2(pi/5)− 2
= 8
(
1
4
√
10− 2
√
5
)2
− 2
= 8
(
1
16
(
10− 2
√
5
))
− 2
=
1
2
(
10− 2
√
5
)
− 2
= 5−
√
5− 2
= 3−
√
5.
For H4 the smaller minors come from graphs type of H3 and I2(5). Thus we get
det2A = 2(3−
√
5)− 4sin2(pi/5) = (7− 3
√
5)/2.
Now we will look at the graphs that are positive semideﬁnite but not positive deﬁnite.
The labels suggest that each graph is obtained from a graph above by adding a single
vertex. Therefore the subscript n indicates that the number of vertices is n + 1. Notice
that for Bn there are two related graphs, B˜n and C˜n. In place of I2(6) we write G2.
∞
Figure 7.11: Coxeter graph for A˜1.
Since after the removal of the suitable vertex from each graph we get one of the graphs
from the list of positive deﬁnite graphs, all we have to do is to check that the determinant
of the matrix A of each graph is 0. This is clear for type A˜n, because the sum of all rows
in A is 0 and thus A is singular. For the rest of the types we can use the inductive frmula
from 7.3 and the table of det 2A.
Let us consider F˜4 for example. Its subgraphs are of types F4 and B3, so by 7.3 we get
det2A = 2− 2 = 0.
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Figure 7.12: Coxeter graph for A˜n(n ≥ 2).
4 4
Figure 7.13: Coxeter graph for B˜2 = C˜2.
4
Figure 7.14: Coxeter graph for B˜n(n ≥ 3).
4 4
Figure 7.15: Coxeter graph for C˜n(n ≥ 3).
Figure 7.16: Coxeter graph for D˜n(n ≥ 4).
Figure 7.17: Coxeter graph for E˜6.
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Figure 7.18: Coxeter graph for E˜7.
Figure 7.19: Coxeter graph for E˜8.
4
Figure 7.20: Coxeter graph for F˜4.
6
Figure 7.21: Coxeter graph for G˜2.
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There exists two Coxeter graphs (drawn below) that are not of positive type, Z4 and
Z5. The determinant of 2A is respectively 3 − 2
√
5, 4 − 2√5 (each of which is strictly
negative). These can be quickly computed via 7.3 by using the determinants H3 and H4.
5
Figure 7.22: Coxeter graph for Z4.
5
Figure 7.23: Coxeter graph for Z5.
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Chapter 8
Subgraphs
Before we can move to the classiﬁcation of the Coxeter groups, there is one very important
fact we need to consider. Every proper subgraph of a graph that is connected and positive
type, is positive deﬁnite. This is the main tool in the classiﬁcation.
A subgraph Γ′ of a Coxeter graph Γ is obtained by removing some vertices and ad-
joining edges or by reducing the labels on one or more edges, or both. Even if we say that
Γ contains Γ′, we will not call the graph itself a subgraph.
Deﬁnition 8.1. Indecomposable
An n× n matrix A is called indecomposable if there is no partition of the index set
into nonempty subsets I, J such that aij = 0 whenever i ∈ I, j ∈ J . Otherwise, A could
be written in block diagonal form after renumbering indicies. The matrix that belongs to
a Coxeter graph is indecomposable exactly when the graph is connected.
Proposition 8.2. Let A be a real symmetric n × n matrix which is indecomposable and
positive semideﬁnite. Especially, the eigenvalues of A are real and nonnegative. Suppose
that aij ≤ 0 whenever i 6= j. Then
1. N := {x ∈ Rn | xtAx = 0} coincides with the nullspace of A and has dimension ≤ 1.
2. The smallest eigenvalue of A has multiplicity 1, and has an eigenvector whose coor-
dinates are all strictly positive.
Proof. Clearly, the nullspace of A lies in N . For the opposite inclusion, we diagonalize
A. Since A is symmetric, there is an orhogonal matrix B for which D := BtAB =
diag(d1, . . . , dn). If 0 = ytDy = Σdiy2i , thus for each i either di = 0 or otherwise yi = 0
since then di ≤ 0. Therefore Σdiyi = 0, and y lies in the nullspace of D. Also, if x = By
satisﬁes xtAx = 0, we see that x belongs in the nullspace of A.
31
Assume N has positive dimension, say x 6= 0, x ∈ N . Let z be the vector with
coordinates that are the absolute values of those of x. Because aij ≤ 0 whenever i 6= j,
we have
0 ≤ ztAz ≤ xtAx = 0,
forcing z to belong in N . We now claim that all coordinates of z are nonzero. To conﬁrm
that, let J be the nonempty set of indices j for which zj 6= 0 and let I be its complement.
Because N is the nullspace of A, we have Σaijzj = 0 for every i, where the sum must
be taken over j ∈ J . As zi > 0 and aij ≤ 0, each term in the sum is nonpositive. In
case I was nonempty we would get aij = 0 for all i ∈ I, j ∈ J , which is contradicting
the indecomposability of A. Therefore N contains a vector that has coordinates that
are all strictly positive. Also, an arbitrary nonzero element x ∈ N does not have a zero
coordinate. If the dimension of N was greater than 1, we could easily ﬁnd a nonzero linear
combination of vectors that have a coordinate equal to 0, thus we come to a conclusion
that dim N ≤ 1.
Recall that the eigenvalues di of matrix A are nonnegative and let d be the smallest
one. Notice that A − dI fullﬁlls all the hypotheses of the proposition since it is positive
semideﬁnite (i.e. orthogonally similar to the matrix D − dI with nonnegative entries).
Also, A−dI is singular. Therefore its nullspace has dimension exactly 1 and it is spanned
by a vector that has strictly positive coeﬃcients according to the argument above. Then d
occurs as an eigenvalue of A with multiplicity 1 and there exists a corresponding positive
eigenvector.
Corollary 8.3. If Γ is a connected Coxeter graph that is positive type, then every (proper)
subgraph is positive deﬁnite.
Proof. Let Γ′ be a subgraph and denote the associated matricies by A and A′ so that A is
n×n matrix and A′ is k×k for some k ≤ n. The edge labels of Γ′ satisfy m′ij ≤ mij, from
where we get a′ij = −cos(pi/m′ij) ≥ −cos(pi/mij) = aij. Assume A′ is not positive deﬁnite.
Thus there exists a nonzerovector x in Rk such that xtAx ≤ 0. Using the quadratic form
associated with A to the vector that has coordinates | x1 |, . . . , | xk |, 0, . . . , 0 in Rn, we
get
0 ≤ Σaij | xi || xj |≤ Σa′ij | xi || xj |≤ Σa′ijxixj ≤ 0,
where each sum is taken over all i, j ≤ k. In the second last inequality we used the fact
that a′ij ≤ 0 for i 6= j. Thus equality holds all the way. From the ﬁrst equality we see
that we have a null vector for A, which is possible by the proposition only if k = n and
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all coordinated of x are nonzero. Then the second equality forces all aij = a′ij, which is
contradiction to the assumption that Γ′ is a (proper) subgraph.
We shall now move to the last theorem of this thesis, the classiﬁcation of the graphs
that are of positive type. Our goal is show that there are exactly 21 graphs of positive
type (deﬁnite or semideﬁnite).
Theorem 8.4. The graphs in chapter 7 are the only connected Coxeter graphs that are
of positive type.
Proof. Suppose there is a connected Coxeter graph Γ that is positive type and not pic-
tured in chapter 7. We will go through twenty easy steps until we reach a contradiction,
repeatedly relying on corollary 8 to rule out various subgraphs. Let the graph Γ have n
vertices and m be the maximum edge label.
1. All Coxeter graphs of rank 1 or 2 (A1, I2(m), A˜1) are positive type by example on
page 27. Therefore we must have n ≥ 3.
2. Since a subgraph of Γ needs to be positive deﬁnite and A˜1 is only a positive semidef-
inite, A˜1 cannot be a subgraph of Γ. Note that the index of A˜1 is ∞, so we must
have m <∞.
3. The graph of A˜n(n ≥ 2) cannot be a subgraph of Γ because it is positive semideﬁnite
instead of positive deﬁnite. Thus Γ contains no circuits. Suppose for the moment
that m = 3.
4. Since An does not have any branch points and Γ 6= An, Γ must have a branch point.
5. The graph Γ contains no D˜n, n > 4, since D˜n is positive semideﬁnite and thus not
a subgraph of Γ. Note that D˜n, n > 4, has two branch points. Therefore Γ has a
unique branch point.
6. The graph Γ does not contain D˜4, which means that exactly three edges meet at
the branch point with a ≤ b ≤ c further vertices lying in these three directions.
7. Thus E˜6 is not a subgraph of Γ, a = 1.
8. Thus E˜7 is not a subgraph of Γ, b ≤ 2.
9. As Γ 6= Dn, b cannot be 1 and therfore b = 2.
10. Since Γ is not equal to E6, E7, nor E8, the case m = 3 is not possible. Therefore
m ≥ 4.
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11. The graph C˜n does not belong to Γ, so only one edge has a label > 3.
12. The graph B˜n does not belong to Γ either, so Γ has no branch point. Next consider
if m = 4.
13. Since Γ in not equal to Bn, the two edges of Γ are labeled 3.
14. Since F˜4 does not belong to Γ, we must have n = 4.
15. But since Γ 6= F4, the case m = 4 is impossible. Therefore m ≥ 5.
16. Because G˜2 does not belong to Γ, we must have m = 5.
17. The nonpositive graph Z4 does not belong to Γ so the edge labelled 5 has to be an
extreme edge.
18. Since the nonpositive graph Z5 is not contained in Γ, n ≤ 4.
19. Now we have that Γ is either H3 or H4, which is absurd. Therefore we have elimi-
nated all possibilities.
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Chapter 9
General Context of Coxeter Groups,
Finite Reﬂection Groups
The more general context of these groups is to consider groups of isometries of Euclidean
space generated by hyperplane reﬂections. Let us focus ﬁrst on ﬁnite groups and reﬂections
with respect to linear hyperplanes. We further require that hyperplanes are passing
through the origin.
Let V be a Euclidean vector space that is a ﬁnite-dimensional real vector space with
an inner product.
Deﬁnition 9.1. Let a hyperplane in V be a subspace H of codimension 1. We will call the
reﬂection with respect to H the linear transformation sH : V → V which is the identity
on H and is multiplication by −1 on the (1-dimensional) orthogonal complement H⊥ of
H. In case α is a nonzero vector in H⊥, so that H = α⊥, we will at times write sα instead
of sH .
Example 9.2. Let s : Rn → Rn switch the two ﬁrst coordinates, so that
s (x1, x2, x3, . . . , xn) = (x2, x1, x3, . . . , xn) .
Correspondingly, s transposes the ﬁrst two standard basis vectors e1, e2 and ﬁxes the
others. Thus s is the identity on the hyperplane x1 − x2 = 0, which is the orthogonal
complement of α := e1 − e2, and s(α) = −α. Therefore s is the reﬂection sα.
For the future, we must have a formula for sα. Given x ∈ V , write x = h + λα
with λ ∈ R and h ∈ H. By taking the inner product of both sides with α, we get
λ = 〈α, x〉/〈α, α〉, where the angle brackets shall denote the inner product in V . Then it
follows that sα(x) = h− λα = x− 2λα, and therefore
sα (x) = x− 2 〈α, x〉〈α, α〉α.(9.3)
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This means that the mirror image of x with respect to α⊥ can be obtained by subtracting
twice the component of x in the direction of α, thus changing the sign of that component.
Assume, for example, that α = e1− e2 as in Example 9.2. Then 〈α, α〉 = 2, and therefore
the equation 9.3 becomes
sα (x) = x− 〈α, x〉α.
Deﬁnition 9.4. A ﬁnite group W of invertible linear transformations of V generated by
reﬂections sH , where H ranges over a set of hyperplanes is called a ﬁnite reﬂection group.
The law of group is composition. We will at times refer to the pair (W,V ) as a ﬁnite
reﬂection group when it is essential to emphasize the vector space V on which W acts.
The requirement is very strong forW to be ﬁnite. Assume, for example, that dimV = 2
and that W is generated by two reﬂections s := sH and s′ := sH′ . Then the rotation
ss′ ∈ W has inﬁnite order (and therefore W is inﬁnite) unless the angle between the lines
H and H ′ is a rational multiple of pi. The following criterion can be used to verify that
given group generated by reﬂections is ﬁnite:
Lemma 9.5. Let Φ be a ﬁnite set of nonzero vectors in V , and let W be the group
generated by the reﬂections sα where α ∈ Φ. The group W is ﬁnite if Φ is invariant under
the action of W .
Proof. We shall show that W is isomorphic to a group of permutations of the ﬁnite set Φ.
Let V1 be the subspace of V that is spanned by Φ, and let V0 be its orthogonal complement.
Then V0 =
⋂
α∈Φ α
⊥, which is called the ﬁxed-point set V W := {v ∈ V |wv = v∀w ∈ W}.
In view of the orthogonal decomposition V = V0 ⊕ V1, it follows that an element of W is
completely determined by its action on V1 and therefore by its action on Φ.
We will denote the group deﬁned in the lemma byWΦ. This group is usually called the
Weyl group and such groups arise classically in the theory of Lie algebras, where Φ is the
root system linked with a complex semisimple Lie algebra and WΦ is the corresponding
Weyl group. Hence W is natural choice for a ﬁnite reﬂection group).
We do not need the exact deﬁnition of "root system". Right now we only need to know
that a root system satisﬁes the hypothesis of Lemma 9.5 and the integrality condition that
forces WΦ to leave lattice invariant. It shall be convenient to name the sets Φ as in the
lemma that are not necessarily root systems in the classical sense.
Deﬁnition 9.6. A set Φ that satisﬁes the hypothesis of Lemma 9.5 will be called a
generalized root system and the elements of Φ will be called roots. We will assume (without
loss of generality) that the generalized root systems are reduced, so that ±α (for α ∈ Φ)
are the only scalar multiples of α that are again roots. Hence there is exactly one pair
±α for each generating reﬂection in the statement of Lemma 9.5.
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To emphasize the diﬀerence between generalized root systems and the classical ones
that leave a lattice invariant, we will at times call the classical ones as crystallographic
root systems.
It will be convenient to have some terminology for the type of decomposition of V that
arose in the proof of Lemma 9.5. Let W be a group generated by reﬂections sH (H ∈ H),
where H is a set of hyperplanes and let V0 be the ﬁxed-point set
V W =
⋂
H∈H
H.
Deﬁnition 9.7. We call V0 the inessential part of V and its orthogonal complement V1
the essential part of V . The pair (W,V ) is called essential if V1 = V or if V0 = 0. The
dimension of V1 is the rank of the ﬁnite reﬂection group W .
The study of a general (W,V ) can be reduced to the essential case easily. Actually, V1
is W -invariant because V0 is, and (V1)W = 0. Then we have an orthogonal decomposition
V = V0
⊕
V1, where the action of W is trivial on the ﬁrst summand and essential on
the second. We may therefore identify W with a group acting on V1, and thereby W is
essential and still generated by reﬂections. In case W is the group WΦ associated with a
generalized root system, then W is essential if and only if Φ spans V .
Example 9.8. The group W of order 2 that is generated by a single reﬂection sα is a
ﬁnite reﬂection group of rank 1. After we have passed to the essential part of V , we
shall identify W with the group {±1} acting on R by multiplication. It is the group of
symmetries of the regular solid [−1, 1] in R as well the Weyl group of the root system
Φ := {±α}, which is called the root system of type A1.
Example 9.9. Let V be 2-dimensional, and select two hyperplanes (lines) that intersect
at an angle of pi/m for some integer m ≥ 2. Let the corresponding reﬂections be s and
t and let W be group 〈s, t〉 they generate. The product ρ := st is a rotation through an
angle of 2pi/m and thus is of order m. In addition, s conjugates ρ to s(st)s = ts = ρ−1
and similarly for t. Then the cyclic subgroup C := 〈ρ〉 of order m is normal inW . At last,
the quotient W/C is easily seen to be of order 2 and hence W is indeed a ﬁnite reﬂection
group, of order 2m.
The group W above is called the dihedral group of order 2m, and we will denote it by
D2m. In case of m ≥ 3, W is the group of symmetries of a regular m-gon and if m = 3,
4, or 6, then W can as well be described as the Weyl group of a root system Φ, said to
be of type A2, B2, or G2, respectively. The root system of type A2 (m = 3) consists of
six equally spaced vectors of the same length. There exists two oppositely oriented root
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vectors for each hyperplane. To get B2 and G2 (m = 4 and m = 6), we may take m
equally spaced unit vectors together with the sum of any to cyclically consecutive ones.
Naturally, we can always get D2m from the generalized root system consisting of 2m
equally spaced unit vectors but this is not crystallographic for m > 3.
Example 9.10. Let W be the group that consists of linear transformations Rn (n ≥ 2)
that permutate the standard basis vectors e1, e2, . . . , en. Hence W is isomorphic to the
symmetric group Sn on n letters and can be identiﬁed with the group of n×n permutation
matrices. The group is generated by the (n2 ) transpositions sij (i < j), where sij switches
the ith and jth coordinates, so that it is a ﬁnite reﬂection group (see Example 9.2). Notice
that (W,Rn) is not essential. Actually V W is the line x1 = x2 = · · · = xn spanned by
the vector e := (1, 1, . . . , 1). Then the subspace V1 of R on which W is essential, is the
(n− 1)-dimensional subspace e⊥ deﬁned by ∑ni=1 xi = 0, whence W has rank n− 1.
When n = 2, the example reduces to Example 9.8 and when n = 3 and has rank n−1,
it reduces to Example 9.9 with m = 3 (after we pass to the essential part), i.e., W is
dihedral of order six.
9.1 Root System
Deﬁnition 9.11. Root System
Let Φ ∈ Rn be a ﬁnite subset of non-zero vectors called roots. The set Φ is called a
root system in Rn if the following conditions are satisﬁed:
1. Φ spans Rn.
2. The only scalar multiples of a root α that belong to Φ are ±α.
3. For every root α ∈ Φ, the reﬂection σα leaves Φ constant.
4. If α, β ∈ Φ, then 〈β, α〉 ∈ Z.
Deﬁnition 9.12. Roots
Let us call Φ a root system which has an associated reﬂection groupW . The elements
of a root system Φ are called roots.
Any ﬁnite reﬂection group can be understood this way. In contrary, any group W
arising from a root system is indeed ﬁnite. In fact, each sα (α ∈ Φ) and therefore
each element of W ﬁxes pointwise the orthogonal complement of the subspace that Φ
spans. Thus only w = 1 can ﬁx all elements of Φ. From this follows that the natural
homomorphism of W into the symmetric group on Φ has trivial kernel and forces W to
be ﬁnite.
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Fix a root system Φ in Rn where W is the ﬁnite reﬂection group generated by all
sα(α ∈ Φ). Let ∆ be a linearly independent subset of Φ, a "simple system", from which Φ
can be reformed somehow. To be exact, we need each root to be an R-linear combination
of "simple" roots which coeﬃcients have the same sign. Therefore we get a simple system
that will yield a partition of Φ into positive and negative roots where exactly one of each
pair {α,−α} is labelled as positive. This type of partitions are easy to ﬁnd by totally
ordering V . From this we can start searching for a simple system.
Deﬁnition 9.13. Simple System
Let us call a subset ∆ ∈ Φ a simple system and its elements simple roots if ∆ is
a vector space basis for the R-span of Φ ∈ V and if each α ∈ Φ is a linear combination
of the subset ∆ which coeﬃcients have the same sign, in other words the coeﬃcients are
either all nonnegative or nonpositive.
Deﬁnition 9.14. Simple Reﬂections
Let us call the reﬂections sα, for which α ∈ ∆, simple reﬂections.
Deﬁnition 9.15. Deletion Condition
Let W be a ﬁnite reﬂection group acting on the Rn. Then let w = s1 · · · sr be any
expression of w ∈ W as a product of simple reﬂections with repetitions permitted. Given
an expression w = s1 · · · sr which has not been reduced, there exist indices 1 ≤ i < j ≤ r
such that w = s1 · · · sˆi · · · sˆj · · · sr where the hat denotes deletion. Therefore successive
removals of pairs of factors will yield a reduced expression eventually.
Now we need to verify the presentation of W . Recall that m(α, β) denotes the order
of sαsβ in W , for any roots α, β. For example, m(sα, sβ).
Theorem 9.16. Set a simple system ∆ in Φ. Then W is generated by the set S :=
sα, α ∈ ∆, subject only to the relations:
(sαsβ)
mα,β = 1(α, β ∈ ∆).
Proof. We need show that each relation W
(9.17) s1 . . . sr = 1
where si = sαi , for some αi ∈ ∆) is a consequence of the given relations. Note that r
needs to be even, because det(si) = −1. If r = 2, the equation i written s1s2 = 1, causing
s1 = s
−1
2 = s2 because of the relation s
2
2 = 1. So the equation above becomes s
2
1 = 1,
one of the given relations. Continue now by introduction on r = 2q, and let q 1. We will
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from now on tacitly use the relations s2i = 1 whenever we need to rewrite expressions. For
example, we can rewrite 9.17 as
(9.18) si+1 · · · srs1 · · · si = 1.
We will continuously invoke the Deletion Condition. We will apply it ﬁrst to the
element
(9.19) s1 · · · sq+1 = sr · · · sq+2.
The left side cannot be a reduced expression because the length of the right side is at
the most q − 1. The deﬁnition of the Deletion Condition then yields indices 1 ≤ i < j ≤
q + 1 for which
(9.20) si+1 · · · sj = si · · · sj−1.
which then is equivalent to the relation
(9.21) si · · · sj−1sj · · · si+1 = 1.
If 9.21 involves less than r simple reﬂections, it can be derived from the given relations
by the introduction hypothesis. Then we are allowed to replace si+1 · · · sj by si · · · sj−1 in
9.18 and therefore we can rewrite 9.18 as
s1 · · · si(si · · · sj−1)sj+1 · · · sr = s1 · · · sˆi · · · sˆj · · · sr = 1.
Once more by induction, this last relation is a consequence of the given ones and
therefore the same is true of 9.18. The only problem arrives when 9.21 still involves r
simple reﬂections. In that case i = 1, j = q + 1, and 9.20 becomes
(9.22) s2 · · · sq+1 = s1 · · · sq.
We could try to avoid this dead end by using another version 9.19 of our original
relation 9.18, say
s2 · · · srs1 = 1.
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Repetition of the above steps will now be successful unless
(9.23) s3 · · · sq+2 = s2 · · · sq+1.
In case either of 9.22 or 9.23 appear, a diﬀerent strategy is needed. If we can show
that 9.23 is a consequence of the given relations, we can substitute it in 9.18 and reach a
conclusion as before. So rewritten once more, 9.23 becomes
(9.24) s3(s2s3 · · · sq+1)sq+2sq+1 · · · s4 = 1.
The left side of the equation is a product of r simple reﬂections, like 9.18, so we can
try our original line of argument again. This will be successful unless
(9.25) s2 · · · sq+1 = s3s2s3 · · · sq.
But then 9.25 and 9.22 together force s1 = s3. In the same way, we could cyclically
permute factors and conclude successfully unless s2 = s4. By induction we reach a total
dead end only if s1 = s3 = · · · sr−1 and s2 = s4 = · · · = sr. But then 9.18 has the form
sαsβsαsβ · · · sαsβ = 1,
which is a result of the given relation (sαsβ)m(αβ) = 1.
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