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UNIFORM LOCAL ENTROPY FOR ANALYTIC MAPS
GANG LIAO ∗
Abstract. Let M be a compact analytic manifold. There is a function a(t) :
R+ → R+ approaching to 0 as t → 0 such that, the local entropy hloc(f, ε) of
any analytic map f on M is upper bounded by the scale a(ε).
1. Introduction
In dynamics, a system (f,M) is understood by a continuous map f acting on
a compact metric space M . For any compact subset Λ ⊂ M , an observable scale
ε > 0 and time n ∈ N, a subset K ⊂ Λ is said (n, ε)-spanning Λ if for any x ∈ Λ
there exists y ∈ K which stays with x in the same scale ε for all time i ∈ [0, n),
i.e., d(f ix, f iy) ≤ ε, ∀ i ∈ [0, n). Let rn(f,Λ, ε) denote the smallest cardinality of
any (n, ε)-spanning set of Λ. The ε-topological entropy of Λ is defined to be the
exponential growth rate of (n, ε)-orbits:
h(f,Λ, ε) = lim sup
n→∞
1
n
log rn(f,Λ, ε).
Let ε→ 0, we can exhaust all orbits in exponential sense and define the topological
entropy of f on Λ by
h(f,Λ) = lim
ε→0
h(f,Λ, ε).
For symbol simplicity, h(f, ε) = h(f,M, ε), h(f) = h(f,M).
Given x ∈ M , n ∈ N, denote the n-step dynamical ball Bn(f, x, ε) consisting of
all such points y ∈M that
d(f iy, f ix) < ε, i = 0, 1, · · · , n− 1.
Let B∞(f, x, ε) = ∩n∈NBn(f, x, ε). Define the ε-local entropy
hloc(f, ε) = sup
x∈M
h(f, B∞(f, x, ε)).
We say f is entropy expansive if there exists δ > 0 such that
hloc(f, δ) = 0.
Comparing with the notion of entropy expansiveness,
(1) as a special case, f is called expansive if there exists δ > 0 such that
B∞(f, x, δ) = {x}, ∀x ∈M ;
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(2) as a general situation, f is called asymptotically entropy expansive if
lim
δ→0
hloc(f, δ) = 0.
In [1] the entropy expansiveness is proposed by Bowen as a topological condition
guaranteeing the upper-semicontinuity of measure theoretic entropy, which together
with the variational principle implies the existence of maximal measures. It is asked
by Bowen [1] that whether there exist non entropy expansive diffeomorphisms? For
any 1 < r < ∞, Misiurewicz [5] constructed Cr diffeomorphisms without any
maximal measure hence not entropy expansive and also not asymptotically entropy
expansive. It is revealed from the work of Yomdin [7], Gromov [3], Newhouse
[6] that the entropy structure actually depends on the smoothness of dynamical
systems. The larger the differential order of dynamics is, the more regular the local
entropy is. By contrast with finite differentiability, Buzzi [2] established that all
C∞ maps are asymptotically entropy expansive. With analytic regularity, we can
expect more uniform estimation for local entropy and in this content by polynomial
approximation and Bernstein inequality, Yomdin [8] has obtained that hloc(f, ε)
is upper bounded by log | log ε|/| log ε| for any surface analytic map. A further
question is following
Question 1.1. Is every analytic map entropy expansive?
Remark 1.2. It is known that uniformly hyperbolic systems are expansive1 (hence
entropy expansive). In opposite, there exist analytic and even polynomial maps
with non-uniformly hyperbolic behavior which are non-expansive, see Milnor [4] .
In present note we plan to study more estimates for the local entropy of analytic
maps towards the Question 1.1.
Theorem A. Let M be a compact analytic manifold. There is a function a(t) :
R+ → R+ approaching to 0 as t→ 0 such that, for any analytic map f of M there
exists C > 0 satisfying that for any ε > 0,
hloc(f, ε) ≤ Ca(ε).
Remark 1.3. Here the function a(t) depends on the dimension of M , independent
of the particular f .
Applying Theorem 2.4 of [1], we have the following corollary that gives the
approximating rate of ε−entropy h(f, ε) in the calculation of topological entropy.
Corollary B. Let M be a compact analytic manifold. There is a function a(t) :
R
+ → R+ approaching to 0 as t→ 0 such that, for any analytic map f of M there
exists C > 0 satisfying that for any ε > 0,
h(f)− h(f, ε) ≤ Ca(ε).
Acknowledgement. I am grateful to Marcelo Viana, Jiagang Yang and Yosef Yomdin
for their helpful comments in the preparation of this manuscript.
1When f is a homeomorphism, B∞(f, x, ε) = {y ∈ M | d(f iy, f ix) < ε, ∀ i ∈ Z}.
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2. Proof of theorem A
Let m = dimM . For any b > 0 we denote a standard cube
Qb = {(x1, · · · , xm) ∈ Rm | |xi| ≤ b, 1 ≤ i ≤ m}.
We say that a map P is Cs (s ∈ N) on the unit closed cube Q1 if it is Cs in the
interior of Q1 and all differentials of order up to s can be continuously extended to
the boundary of Q1. The C
s size of P is
‖P‖s = sup {‖dkP (x)‖, 1 ≤ k ≤ s, x ∈ IntQ1}.
Fix a positive real number L0 > 1. We first prove Theorem A for analytic map
f :M →M with supx∈M ‖Dfx‖ < L0.
For f , there is a system of finite local charts {(U1, γ1), · · · , (Uk, γk)} with γi :
B(0, 1)→ Ui such that
• if f(Ui) ∩ Uj 6= ∅, then fi,j := γ−1j ◦ f ◦ γi |Ui∩f−1(Uj) can be expressed as
a Taylor series.
Such charts are called analytic charts. Noting that {Ui ∩ f−1(Uj)} constitutes an
open cover of M , we denote ρ0 its Lebesgue number. Thus, by the compactness of
M , there is positive number ρ < ρ0 such that the ball B(x, ρ) of any x ∈M belongs
some Ui ∩ f−1(Uj) in which fi,j can be extended to a complex analytic function
from B˜(γ−1i (x), ρ) to C
m, where B˜(γ−1i (x), ρ) = {y ∈ Cm | |y − γ−1i (x)| < ρ}. We
say ρ = ρ(f) is the analytic radius of f . Without loss of generality, suppose ρ < 1.
Define
M0 = sup
i,j,x
|fi,j |B˜(γ−1i (x),ρ) | <∞.
For the sake of statements, we consider fi,j as f in the scale of local analytic charts.
Fix an integer n. Since supx∈M ‖Dfx‖ ≤ L0, then
f i(B(x, L−n0 ρ)) ⊂ B(f i(x), ρ), 0 ≤ i ≤ n.
By Cauchy’s formula, for y ∈ Int (D(x, 1√
m
ρL−n0 )) ⊂ B(x, ρL−n0 ), adopting multi-
index, for α = (α1, · · · , αm) (αi ∈ Z and αi ≥ 0),
∂αfn(y) =
α!
(2πi)m
∫
D(x, 1√
m
ρL−n0 )
fn(z)
(z1 − y1)α1+1 · · · (zm − ym)αm+1 dz,
where D(z, b) = D1(z1, b) × · · · × Dm(zm, b), Di(zi, b) is the circle centered at zi
with radius b. In particular, when y ∈ B(x, 1
2
√
m
ρL−n0 ),
d(y,Di(x,
1√
m
ρL−n0 )) ≥
1
2
√
m
ρL−n0 , 1 ≤ i ≤ m.
Therefore,
|∂αfn(y)| ≤ α!
(2π)m
(
1
2
√
m
ρL−n0 )
−|α|−m(2π
1√
m
ρL−n0 )
mM0
= α! · 2m ·M0 · (2
√
mLn0
ρ
)|α|.
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Applying Stirling’s approximation, for |α| ≥ 1 we have
|∂αfn(y)| ≤ |α||α|+ 12 e1−|α| · 2m ·M0 · (2
√
mLn0
ρ
)|α|(1)
≤ |α||α|+ 12 · 2m ·M0 · (2
√
mLn0
ρ
)|α|.
Take s1 = L
n
0n
2. Further denote g = fn, δ = δ(n) = s−11 (n). There exists N ≥ 3
such that for any n ≥ N ,
δ(n) ≤ min{(4√mLn0ρ−1n)−1, ρL−n0 } and
log(4
√
mρ−1n2)
n
< 1.(2)
Along the orbit of x, for i ∈ N we define gi : B(0, 2)→ Rm by
gi(t) = s1(g(s
−1
1 t+ g
(i−1)(x))− gi(x)).
Lemma 2.1. There is a constant C0 depends on f , independent of n, such that
max
t∈B(0,2)
‖dkgi(t)‖ ≤ C0Ln0 , 1 ≤ k ≤ n, ∀ i ∈ N, ∀n ≥ 1.
Proof. Note that
max
t∈B(0,2)
‖dkgi(t)‖ ≤ s−k+11 max
y∈B(fn(i−1)(x),2s−11 )
‖dkfn(y)‖.
We only need to calculate the bound for n ≥ N . By (1)(2), for 1 ≤ k ≤ n and
n ≥ N , we have
max
t∈B(0,2)
‖dkgi(t)‖ ≤ [(2
√
m
ρ
Ln0 )
−k+1(2n)−k+1] · [2m ·M0 · kk+ 12 (2
√
m
ρ
Ln0 )
k]
≤ 2
m+1
√
mM0
ρ
Ln0 · (2n)−k+1kk+
1
2 .
Considering the function q(k) = (2n)−k+1kk+
1
2 , by computation, when n ≥ N ≥ 3,
d
dk
|k=1 log q(k) < 0, d
dk
|k=n log q(k) > 0, d
2
dk2
log q(k) ≥ 0, 1 ≤ k ≤ n.
Hence,
max
1≤k≤n
q(k) = max{q(1), q(n)} ≤ max{1, n
3
2
2n−1
},
which implies
sup
n≥N
max
1≤k≤n
q(k) <∞.
So, there is a constant C0 = C0(m, ρ,M0) depending on f , independent of n, such
that
max
t∈B(0,2)
‖dkgi(t)‖ ≤ C0Ln0 , 1 ≤ k ≤ n, i ∈ N, ∀n ≥ 1.

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Given p ∈ N, denote Fi = gi ◦ · · · ◦ g1, i = 1, · · · , p, and let
Li = {t ∈ Rm | Fj(t) ∈ B(0, 1), 0 ≤ j ≤ i}.
It follows that
gi(Bp(g, x, δ)) ⊂ δFi(Li) + gi(x), ∀ 1 ≤ i ≤ p.
For any τ ∈ N, v = (i1, · · · , im) ∈ Zm, we define an affine transformation
wτ,v : Q1 → Rm, z → (z + v)/τ.
Then the ball B(x, δ) is covered by at most ξδ := ([2δ/τ ]+2)
m subcubes wτ,v(Q1).
For each that subcube, we denote σv(z) = δ
−1(wτ,v(z) − x). Choose τ > 1 large,
we can suppose σv(Q1) ⊂ B(0, 2) and then
dk(σv) ≤ δ−1τ−1 < 1, 1 ≤ k <∞.
Denote Cn = C0L
n
0 .
Proposition 2.2. For each σv and s ∈ [1, n], there exists a family of Cs maps
{ψp,j : Q1 → Q1, 1 ≤ j ≤ κp, p ∈ N} with κ = κ(s,m,Cn) = µ(s,m)(logCn)ν(s,m)C
2m
s
n
satisfying the following properties:
• Fp(Lp) ⊂ ∪1≤j≤κp Fp ◦ σv ◦ ψp,j(Q1) ⊂ B(0, 2);
• ‖ψp,j‖s ≤ 1;
• maxt∈Q1 ‖Fp ◦ σv ◦ ψp,j(t)‖s ≤ 1, j = 1, · · · , κp;
• For any p ∈ N, i ∈ {1, · · · , κp} there exists j ∈ {1, · · · , κp−1} and a map
φp−1,jp,i with ‖φp−1,jp,i ‖s ≤ 1 such that
ψp,i = ψp−1,j ◦ φp−1,jp,i .
The constants µ = µ(s,m) and ν = ν(s,m) depend only on s and m, independent
of n.
The above proposition is Lemma 2.3 of Yomdin [7] with the additional contract-
ing properties in the norm ‖dk · ‖ as observed by Buzzi [2].
For n ∈ N, we can choose s(n) ∈ [1, n] such that
s(1) ≤ s(2) ≤ · · · ≤ s(n) ≤ · · · , s(n+ 1)− s(n) ≤ 1, lim
n→∞
s(n) = +∞,(3)
lim
n→∞
µ(s(n),m+ 1)
n1/4
= lim
n→∞
ν(s(n),m+ 1)
n1/4
= 0.(4)
Noting that µ(s(n),m) ≤ µ(s(n),m+ 1), ν(s(n),m) ≤ ν(s(n),m + 1), it also hods
that
lim
n→∞
µ(s(n),m)
n1/4
= lim
n→∞
ν(s(n),m)
n1/4
= 0.(5)
Given ε1 > 0, take ε small so that
d(f ix1, f
ix2) < ε1, ∀ i = 0, · · · , n− 1, ∀ d(x1, x2) < ε.(6)
Now fix L to be one ε-dense subset of Q1. Let
R = x+ δ(∪1≤i≤κp−1 σv ◦ ψp−1,i(L)).
6 GANG LIAO
We claim that R is a (p, ε)-spanning set of g restricted to Bp(g, x, δ). Indeed, for
any y ∈ Bp(g, x, δ) there exists t ∈ Q1 and i ∈ {1, · · · , κp−1} such that
y = δσv ◦ ψp−1,i(t) + x.
We can choose b ∈ L satisfying |t − b| ≤ ε. Denote b′ = δσv ◦ ψp−1,i(b) + x. Then
for every q = 0, · · · , p− 1, we have
gq(y) = gq(δσv ◦ ψp−1,i(b) + x) = δFq ◦ σv ◦ ψp−1,i(b) + gq(x).
Notice that ψp−1,i = ψq,j ◦ φq,jp−1,i for some j. Moreover, the maps φq,jp−1,i and
δFq ◦ σv ◦ ψq,j are contracting in the norm ‖ · ‖s. Thus,
|gq(y)− gq(b′)| ≤ |t− b| ≤ ε.
Thus R is a (p, ε)-spanning set of g restricted to Bp(g, x, δ). Observing that the
choice of σv has ξδ, we can deduce that
rp(g,Bp(g, x, δ), ε) ≤ ξδ♯R ≤ ξδκp−1♯L = ξδ(µ(logCn)ν(Cn) 2ms )p−1♯L.
Since Bpn(f, x, δ) ⊂ Bp(fn, x, δ) = Bp(g, x, δ), so
rp(f
n, Bpn(f, x, δ), ε) ≤ rp(fn, Bp(fn, x, δ), ε/2).
Moreover, (6) yields that rpn(f,Bpn(f, x, δ), ε1) ≤ rp(fn, Bpn(f, x, δ), ε). Thus,
h(f,B∞(f, x, δ), ε1) = lim sup
p→∞
1
pn
log rpn(f,B∞(f, x, δ), ε1)
≤ lim sup
p→+∞
1
pn
log rp(f
n, Bp(f
n, x, δ), ε/2)
≤ 1
n
(2m
s
logCn + ν(s,m) log logCn + logµ(s,m)
)
,
which together with the arbitrariness of ε1 and x gives rise to that
hloc(f, δ) ≤ 1
n
(2m
s
logCn + ν(s,m) log logCn + logµ(s,m)
)
.(7)
In addition, Cn = C0L
n
0 . So,
hloc(f, δ) ≤ 2m
s
(
1
n
logC0 + logL0)
+
1
n
(ν(s,m) log(n logL0 + logC0) + logµ(s,m))
≤ 2m
s
(logC0 + logL0)(8)
+
1
n1/2
(
1
n1/4
ν(s,m) · 1
n1/4
log(n logL0 + logC0) +
1
n1/2
logµ(s,m)).
Noting that s is a function relying on n and n can be considered as a function of
δ, thus s = s¯(δ) is a function with variable δ. Since δ(n) = (Ln0n
2)−1, by (2) for
sufficiently large n,
1
n
≤ log(eL0)− log δ(n) .
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Define a : R+ → R+ as follows
a(t) =


1, t > δ(1);
1
s¯(δ(n)) +
1
(− log δ(n))1/2 , δ(n+ 1) < t ≤ δ(n).
Lemma 2.3. For any analytic map f˜ of M˜ with dim M˜ = m or m+ 1, satisfying
L˜ = sup
x∈M˜
‖Df˜x‖ < L0,
we have
hloc(f˜ , δ) ≤ C1a(δ),
where C1 is a constant depending on f˜ .
Proof. In this case, there is N1 ∈ N such that for n ≥ N1,
δ(n) = n−2L−n0 = n
−2L
−n log L0
log L˜
1 ≤ ρ(f˜)L˜−n.
Then the estimate (8) applies for sufficiently large n,
hloc(f˜ , δ(n)) ≤ hloc(f˜ , ρ(f˜)L˜−n)
≤ 2(m+ 1)
s(n)
(logC0(f˜) + log L˜)
+
1
n1/2
(
1
n1/4
ν(s,m+ 1) · 1
n1/4
log(n log L˜+ logC0(f˜)) +
1
n1/2
logµ(s,m+ 1))
≤ C1a(δ(n)) (by(4))
where C1 is a constant depending on f˜ . 
Next we prove Theorem A for any analytic map f˜ of M . We consider the
product M1 = R×M . There is a simple flow φ(t, (s, x)) = (t + s, x) on M1 called
the horizontal flow. We can obtain a suspending manifold M˜ by identifying the
points (t+ 1, x) with (t, f˜(x)). That is, we define an equivalence relation ∼ in M1
by (t, x) ∼ (t0, x0) iff t0 = t+ n and x0 = f˜n(x). The quotient space M˜ = M1/ ∼
is a smooth manifold and dim M˜ = dimM +1. The horizontal flow φ pushes down
to an analytic flow ψ on M˜ . We can choose i ∈ N such that ψ1/i satisfies
sup
z∈M˜
‖Dψ1/iz ‖ < L0.
Then by Lemma 2.3 we have
hloc(ψ
1/i, δ) ≤ C2a(δ),
where C2 is a constant depending on ψ
1/i. The time one map ψ1 of ψ on the section
{0} ×M is smooth conjugate to f˜ . Therefore,
hloc(f˜ , δ) ≤ hloc(ψ1, δ) ≤ ihloc(ψ1/i, δLi0) ≤ iC2a(δLi0).(9)
Noticing that δ(n) = n−2L−n0 , so
δ(n)Li0 = n
−2L−n+i0 ≤ δ(n− i).
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Moreover, 0 ≤ s(n)− s(n− i) ≤ i and limn→∞ s(n) =∞. So, there exists C3 such
that
a(δ(n)Li0)
a(δ(n))
≤ a(δ(n− i))
a(δ(n))
=
1
s(n−i) +
1
(− log δ(n−i))1/2
1
s(n) +
1
(− log δ(n))1/2
≤
1
s(n)−i +
1
(log((n−i)−2Ln−i0 ))1/2
1
s(n) +
1
(log(n−2Ln0 ))
1/2
≤ C3, ∀n ∈ N.
Therefore, from (9) we deduce that
hloc(f˜ , δ(n)) ≤ iC2C3a(δ(n)).
We complete the proof of Theorem A.

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