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INTERSECTION NUMBERS AND THE JACOBIAN CONJECTURE
YANSONG XU
Abstract. Moh’s claim that Jacobian Conjecture (JC) is true for degree ≤ 100 is well-known.
Unfortunately his proof for the case (99, 66) is not complete. For a Jacobian pair (f, g), we obtain
two formulas for intersection numbers I(fξ, g) and I(fξ, fy) respectively. Here, ξ is a generic element
of the base field and fξ = f − ξ. One is expressed by final minor roots only and the other by final
major roots only and total split pi-roots respectively. These formulas show that major roots and
minor roots are constrains of each other. They provide effective tools to check exceptional cases of
the JC. It is shown that if there is a counter example of degree (99, 66) for the JC, the principal
minor roots must split at order 1. On the other hand, it is shown that for any case, the principal
minor roots do not split at order 1. Thus the case (99, 66) is ruled out.
1. Introduction
Through out this paper, K denotes an algebraically closed field of characteristic 0.
Let (f, g) be a Jacobian pair, let ξ be a generic element of base field and let fξ = f − ξ. The
Jacobian condition fxgy − fygx = J is an expression of two terms. We take a root of fξ(y)fy(y)
in the Puiseux field K ≪ x−1 ≫ and plug in the expression. The expression becomes one term,
therefore the orders of the factors of the expression are calculable.
Moh in [Moh83] first introduces the concepts of pi-root, major root and minor root. He gets
plentiful results for major roots but very limited for minor roots. For minor roots, Moh proves
that any minor roots are not split before order 1. Surprisingly, intersection numbers I(fξ, g) and
I(fξ, fy) can be expressed by only minor roots. On the other hand, I(fξ, g) can also be expressed by
only major roots while I(fξ, fy) can also be expressed by total split pi-roots. These formulas show
that major roots and minor roots are constrains of each other and they provide powerful tools to
handle exceptional cases as different formulas of the same subject have to produce same values.
We apply them to the four well-known cases (64, 48), (75, 50), (84, 56) and (99, 66). We can easily
rule out the first three. For the last one, although these formulas alone can not completely rule out
the case, they force the principal minor roots have to split at order 1.
With the help of quasi-approximate roots and Abhyankar-Moh planar semi-group theory, we
show that for any case, the principal minor roots are not splitting at order 1. Thus the case (99,
66) is completely ruled out.
In the last section, we discuss Moh’s proof of the case (99, 66) and show the reasons that why
his proof is not complete.
2. Preliminaries
For polynomials f(x, y), g(x, y) ∈ K[x, y], monic in y, we define intersection number of f with g
as I(f, g) = degxResy(f, g). Let x = t
−1. We simply write f(t−1, y) as f(y). f(y) can be factored
out completely over Puiseux field K≪ t≫.
Let pi be a symbol. Following [Moh83], we define σ =
∑
j<δσ
ajt
j + pitδσ as a pi-root of f if
f(σ) = fσ(pi)t
λσ + · · · and deg fσ(pi) > 0. The multiplicity of σ is defined as degpi fσ(pi) [Moh83].
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We call σ is split if fσ(pi) has more than one roots. We call δσ the split order of σ, or we say f
splits at order δσ. We call σ is final if fσ(pi) has no multiple roots and degpi fσ(pi) > 1. We also call
a final pi-root as a final root for simplicity.
Let α =
∑
ajt
j ∈ K ≪ t ≫ and let δ be a real number. We denote α|<δ =
∑
j<δ ajt
j . Let
β = α|<δ . Then we say α is an extension of β. Let σ =
∑
j<δσ
ajt
j + pitδσ be a pi-root. We denote
σ|pi=b =
∑
j<δσ
ajt
j + btδσ .
Let f(x, y) and g(x, y) be polynomials in K[x, y], monic in y. We call (f, g) a Jacobian pair if
fxgy − fygx ∈ K
∗. The following proportional lemma is well-known.
Lemma 2.1. Let (f, g) be a Jacobian pair. Let degy f = m and degy g = n. Let σ be a pi-root and
let
fξ(σ) = fσ(pi)t
λf + · · · , g(σ) = gσ(pi)t
λg + · · · .
Then we have
(i) If λf < 0 and degpi fσ(pi) > 1, then λ
f : λg = m : n = degpi fσ(pi) : degpi gσ(pi).
(ii) If fσ(pi) has multiple roots, then fσ(pi)
n/gσ(pi)
m ∈ K∗.
3. Root Splitting and I(fξ, fy)
In this section, we do not need the Jacobian condition. The results can be applied to other
topics.
Lemma 3.1. Let p(pi) be a polynomial in K[pi] and p(pi) have e different roots. Then the derivative
p′(pi) has exactly e− 1 roots that are not roots of p(pi).
Proof. Let p(pi) = a(pi − a1)
n1 . . . (pi − ae)
ne . Then p′(pi) = p1(pi)(pi − a1)
n1−1 . . . (pi − ae)
ne−1. It is
easy to see that deg p1(pi) = e− 1 and that p1(pi) and p(pi) have no common roots. 
Notation 3.2. Let p(pi) be a polynomial in K[pi]. Then e(p(pi)) denotes the number of distinct
roots of p(pi).
Let ξ be a generic element in K and let fξ = f−ξ. The following proposition shows the structure
of the roots of fy by split pi-roots of fξ.
Proposition 3.3. Let polynomial f(x, y) be monic in y and fξ have Puiseux expansion
fξ(y) = fξ(t
−1, y) =
m∏
i=1
(y − αi)
over K≪ t≫ and let σ =
∑
j<δ ajt
j + pitδ be a pi-root of fξ(y). Suppose
fξ(σ) = fσ(pi)t
λσ + higher terms in t
and degpi fσ(pi) ≥ 1. Then we have
(i) fy(σ) = f
′
σ(pi)t
λσ−δ + higher terms in t.
(ii) If σ is a split pi-root of fξ, then σ is also a pi-root of fy(y).
(iii) If σ is a split pi-root of fξ, then there are exactly e(fσ(pi))− 1 roots β1, . . . , βe(fσ(pi))−1 of fy
such that
ord fξ(βi) = λσ for i = 1, . . . , e(fσ(pi)) − 1.
(iv) For any root β of fy, there is a split pi-root σβ of fξ, such that
ord fξ(β) = λσβ .
σβ and β are said related each other.
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(v) Let B be the root set of fy. For any split pi-root σ of fξ, let
Bσ = {β|β ∈ B and ord fξ(β) = λσ},
then
B =
⊎
σ
Bσ
here σ runs through all split pi-root of fξ.
Proof. (i) Let degpi fσ(pi) = s. Reorder index if necessary, we can suppose that
σ − αi = (pi − ci)t
δ + higher terms in t for i = 1, . . . , s
and
σ − αi = bit
li + higher terms in t for i = s+ 1, . . . ,m
here li < δ for i = s+ 1, . . . ,m. Then we have
fξ(σ) =
m∏
i=1
(σ − αi)
=
s∏
i=1
((pi − ci)t
δ)
m∏
i=s+1
bit
li + · · ·
= fσ(pi)t
λσ + · · · .
As
fy(y) =
m∑
i=1
∏
j 6=i
(y − αj) =
m∑
i=1
∏m
j=1(y − αj)
y − αi
we have
fy(σ) =
m∑
i=1
∏m
j=1(σ − αj)
σ − αi
=
s∑
i=1
∏m
j=1(σ − αj)
σ − αi
+ · · ·
=
(
m∏
i=s+1
bit
li
)
s∑
i=1
∏s
j=1(pi − cj)
pi − ci
t(s−1)δ + · · ·
= f ′σ(pi)t
λσ−δ + · · · .
(ii) As degpi fσ(pi) > 1, therefore degpi f
′
σ(pi) ≥ 1. By definition, σ is a pi-root of fy(y).
(iii) Let k = e(fσ(pi)) and let fσ(pi) = c(pi − c1)
n1 · · · (pi − ck)
nk . By Lemma 3.1,
f ′σ(pi) = f1(pi)(pi − c1)
n1−1 · · · (pi − ck)
nk−1
with deg f1(pi) = k − 1 and also f1(pi) and fσ(pi) have no common roots. Let f1(pi) = b(pi −
b1) · · · (pi − bk−1). By (ii), σ is pi-root of fy. By [Moh83] Proposition 1.2, there are exactly k − 1
roots β1, . . . , βk−1 of fy such that
βi =
∑
j<δ
ajt
j + bit
δ + · · · , ord fξ(βi) = λσ for i = 1, . . . , k − 1.
(iv) As ξ is a generic element of the base field K, fξ(β) 6= 0. Let
δβ = max{ord(α− β)|fξ(α) = 0}
3
Write β =
∑
bjt
j and let σβ =
∑
j<δβ
bjt
j + pitδβ , then σβ is a pi-root of fξ and ord fξ(σβ) =
ord fξ(β).
(v) This is directly result of (iii) and (iv). 
The intersection number I(fξ, fy) can be expressed by all split pi-roots.
Theorem 3.4. Let f(x, y) be a polynomial in K[x, y], monic in y. Then
I(fξ, fy) = −
∑
σ
(e(fσ(pi))− 1)λσ
here σ goes through all splitting pi-roots of fξ and fξ(σ) = fσ(pi)t
λσ + · · · .
Proof. Let B = {β|fy(β) = 0}. By Proposition 3.3(v), B =
⊎
σ Bσ. Therefore
I(fξ, fy) = −
∑
β∈B
ord fξ(β) = −
∑
σ
∑
β∈Bσ
ord fξ(β) = −
∑
σ
(e(fσ(pi)) − 1)λσ.

4. I(fξ, fy) and I(fξ, g) Expressed by Final Minor Roots
The following lemma is simple but fundamental to our calculations.
Lemma 4.1. Let f, g ∈ K[x, y]. Let fxgy− fygx = J(x, y). And let α be an element of the Puiseux
field K≪ t≫. Then we have
(4.1) gy(α)
d
dt
f(α)− fy(α)
d
dt
g(α) = −J(t−1, α)t−2.
Proof. By chain rule,
(4.2)
d
dt
f(α) = fx(α)
dx
dt
+ fy(α)
dα
dt
,
d
dt
g(α) = gx(α)
dx
dt
+ gy(α)
dα
dt
.
Substituting (4.2) into LHS of (4.1), simplifying and noting dx/dt = −t−2 we get RHS of (4.1). 
From now on, we suppose that (f, g) is a Jacobian pair.
We have the following lemma for final root.
Lemma 4.2. Let α =
∑
ajt
j be a root of fξ(y). Let
δ = max{ord(α− β) | g(β) = 0}.
And let σ =
∑
j<δ ajt
j + pitδ. Then σ is a final pi-root. The final pi-root σ and the root α are called
related each other.
Proof. Let
fξ(σ) = fσ(pi)t
λf + · · · , g(σ) = gσ(pi)t
λg + · · · .
If σ is not final, then bythe proportional lemma (Lemma 2.1), fσ(pi)
n/gσ(pi)
m ∈ K∗. This is a
contradiction to the definition of δ.

Definition 4.3. Let α be a root of fξ(y). If ord g(α) < 0 then α is called a major root of fξ(y); if
ord g(α) = 0 then α is called a minor root of fξ(y). When f(y) has two points at infinity with the
leading form (y − a1x)
u(y − a2x)
v and u < v, all roots α = a1t
−1 + · · · of fξ(y) are minor and the
total collection of them are called the principal minor roots of fξ(y).
Lemma 4.4. Let α be a root of fξ(y). Let σ =
∑
j<δ ajt
j + pitδ be the related final pi-root. Then
we have
(i) If α is a major root, then δ < 1
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(ii) If α is a minor root, then δ > 1.
Proof. Let
fξ(σ) = fσ(pi)t
λf + f1(pi)t
λf+ε + · · · , g(σ) = gσ(pi)t
λg + g1(pi)t
λg+ε + · · ·
here ε > 0.
(i) Since α is major, then λf < 0 and λg < 0. By [Moh83] Proposition 4.1,
(λffσ(pi)g
′
σ(pi)− λ
gf ′σ(pi)gσ(pi))t
λf+λg−1 + · · · =
∂(f(σ), g(σ))
∂(t, pi)
= −Jtδ−2.
Since σ is final, therefore λffσ(pi)g
′
σ(pi)− λ
gf ′σ(pi)gσ(pi) 6= 0. Hence λ
f + λg − 1 = δ − 2. Therefore
δ < 1.
(ii) Now λf = 0 = λg. We have
(εf1(pi)g
′
σ(pi)− εf
′
σ(pi)g1(pi))t
ε−1 + · · · =
∂(f(σ), g(σ))
∂(t, pi)
= −Jtδ−2.
Hence ε− 1 ≤ δ − 2. Therefore δ > 1. 
Now we can show the relationship between our minor roots and [Moh83] minor discs of a split
pi-root.
Corollary 4.5. Let τ =
∑
j<δr
ajt
j+crt
δr be a minor disc center defined as in [Moh83] Proposition
6.1. Let
Efτ = {α|fξ(α) = 0 and ord(τ − α) > δr)}.
Then all elements in Efτ are minor roots.
Proof. Let α ∈ Efτ , and let
δ∗ = min{ord(α − β)|β is root of fξ(y)g(y) and ord(τ − β) > δr}.
Then by [Moh83] Proposition 6.1, δ∗ ≥ 1. According to Lemma 4.4, α is a minor root. 
Definition 4.6. Let σ =
∑
j<δσ
ajt
j + pitδσ be a final pi-root of fξ. Let polynomial h(y) ∈ K[x, y].
We define set
Dhσ = {α | h(α) = 0 and ord(σ − α) = δσ}.
If h(α) = 0 and α ∈ Dhσ , we call α and σ are related each other. We denote |D
h
σ | be the cardinal of
set Dhσ . We define sets
Pm = {σ | σ is final minor pi -root of fξ},
PM = {σ | σ is final major pi -root of fξ}.
Intersection numbers I(fξ, g) and I(fξ, fy) can be expressed by final minor pi-roots.
Theorem 4.7. Let (f, g) be a Jacobian pair. Then we have
(i)
I(fξ, fy) = degy f − 1 +
∑
σ∈Pm
(|D
fξ
σ | − 1)(δσ − 1)
(ii)
I(fξ, g) = 1 +
∑
σ∈Pm
(δσ − 1).
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Proof. Let fξ(α) = 0. By Lemma 4.1,
−fy(α)
d
dt
g(α) = gy(α)
d
dt
f(α)− fy(α)
d
dt
g(α) = −Jt−2.
If α is a major root, then ord g(α) < 0. Therefore
ord
d
dt
g(α) = ord g(α) − 1.
Thus
ord fy(α)g(α) = −1.
If α is a minor root, then ord g(α) = 0. Define
δ = max{ord(β − α)|g(β) = 0}.
By Proportion 3.3, ord fy(α) = −δ. Therefore
ord fy(α)g(α) = −δ = −1− (δ − 1).
Thus
I(fξ, fyg) = − ord
∏
{α|fξ(α)=0}
fy(α)g(α)(4.3)
= −
∑
σ∈Pm
∑
α∈D
fξ
σ
ord fy(α)g(α) −
∑
σ∈PM
∑
α∈D
fξ
σ
ord fy(α)g(α)
=
∑
σ∈Pm
|D
fξ
σ |(1 + (δσ − 1)) +
∑
σ∈PM
|D
fξ
σ |
= degy f +
∑
σ∈Pm
|D
fξ
σ |(δσ − 1).
Now let fy(β) = 0. Note that ord f(β) = 0 if and if β ∈ D
fy
σ for some σ ∈ Pm. By Proposition 3.3,
|D
fy
σ | = |D
fξ
σ | − 1. With the similar reasons as above, we have
I(fy, fξgy) = − ord
∏
{β|fy(β)=0}
fξ(β)gy(β)(4.4)
= degy fy +
∑
σ∈Pm
|D
fy
σ |(δσ − 1)
= degy f − 1 +
∑
σ∈Pm
(|D
fξ
σ | − 1)(δσ − 1).
As I(fy, fξgy) = I(fy, fξ) + I(fy, gy), and from the Jacobian condition, I(fy, gy) = 0, (i) is proved.
Note I(fξ, fyg) = I(fξ, fy) + I(fξ, g) and subtract (4.4) from (4.3) , (ii) is proved.

Corollary 4.8. Let (f, g) be a Jacobain pair. The following are equivalent.
(i) K(f, g) = K(x, y).
(ii) K[f, g] = K[x, y].
(iii) I(f, g) = 1.
(iv) f has no minor roots.
(v) I(f, fy) = degy f − 1.
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Proof. Let ξ and η be symbols, let fξ = f − ξ, gη = g − η. And let F (ξ, η, x) = Resy(fξ, gη). Then
F (ξ, η, x) is irreducible ([Moh83] page 150) and F (f(x, y), g(x, y), x) = 0. So F (f, g,X) is the define
equation of x over K(f, g). Thus I(fξ, gµ) is the degree of field extension [K(x, y) : K(f, g)], which
is equal to 1 if and only if there is no minor root from above theorem. We also see from the proof
of the last theorem, if there is no minor root, then the coefficient of the leading term of F (ξ, µ, x)
in x is in K∗. The corollary is thus proved. 
Corollary 4.9. ([Xu93]) Let f(x, y) be a polynomial, monic in y. If f is an embedded line, then
I(f, fy) = degy f − 1. In other words, the curve f has degy f − 1 vertical tangent lines.
Proof. By Abhyankar-Moh’s Epimorphism Theorem ([AM75]), there exits polynomial g(x, y) such
that Jacobian J(f, g) ∈ K∗ and K[x, y] = K[f, g]. By above corollary, I(f, fy) = degy f − 1.

5. I(fξ, g) Expressed by Final Major Roots
Now we express I(fξ, g) with final major pi-roots.
Theorem 5.1. Let (f, g) be a Jacobian pair. Then we have
I(fξ, g) = −
∑
σ∈PM
|D
fξ
σ |λ
g
σ
=
degy g
degy f + degy g
∑
σ∈PM
|D
fξ
σ |(1 − δσ).
Proof. Let degy f = m and degy g = n. Let fξ(α) = 0. If α is a major root, then ord g(α) < 0. Let
σ be its final pi-root. And let
fξ(σ) = fσ(pi)t
λfσ + · · · , g(σ) = gσ(pi)t
λgσ + · · · .
By [Moh83] Proposition 4.6,
−λgσ = n
1− δσ
n−M1
=
n
m+ n
(1− δσ).
If α is a minor root, then ord g(α) = 0. Therefore
I(fξ, g) = − ord
∏
{α|fξ(α)=0}
g(α)
= −
∑
σ∈PM
∑
α∈D
fξ
σ
ord g(α) −
∑
σ∈Pm
∑
α∈D
fξ
σ
ord g(α)
= −
∑
σ∈PM
|D
fξ
σ |λ
g
σ
=
n
m+ n
∑
σ∈PM
|D
fξ
σ |(1− δσ).

Zhang [Zha91] gives estimate for the degree of the field extension [K(x, y) : K(f, g)] ≤ min(deg f,deg g).
Using the theorem above, we can give a better estimate.
Corollary 5.2. Let (f, g) be a Jacobian pair. Let degy f > 1 and degy g > 1. Then the field
extension degree [K(x, y) : K(f, g)] <
degy f degy g
degy f + degy g
.
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Proof. We only need note that in the proof of the last theorem, 0 < δσ < 1 ([Moh83] Proposition
5.3) and ∑
σ∈PM
|D
fξ
σ |(1− δσ) <
∑
σ∈PM
|D
fξ
σ | ≤ degy f.

6. Applications
Now we have two formulas for I(fξ, g) and two formulas for I(fξ, fy). We can apply them to
special cases. If any of two formulas provide different values, then the cases are ruled out.
By [Moh83], there are four exceptional cases: (64, 48), (75, 50), (84, 56) and (99, 66). The first
three have a common property: the principal minor roots are not splitting until last. We can show
all these three cases are not possible. For the last case (99, 66), we show that by the Intersection
formulas, the principal minor roots have to split at order 1.
6.1. Case (75, 50). We take case (75, 50) as an example. According to [Moh83], page 202, there
are two sub cases [For (75, 50) second sub case, δ1 = 1/3 should be δ1 = 2/3]. We only show the
second one here, as it provides more splitting possibilities, therefore more complicated. i.e. We
have
n = 75, m = 50, M2 = 55, M3 = 73, V3 = 4, V2 = 2, δ2 = 1/5, δ1 = 2/3.
Let σ2 be the major pi-root with the split order δ2. There are two possibilities of splittings for σ2.
(i)
f(σ2) = a((pi
5 − c1)(pi
5 − c2))
4t−2 + · · · , g(σ2) = b((pi
5 − c1)(pi
5 − c2))
6t−3 + · · · .
All these 10 roots of fσ2(pi) and gσ2(pi) are major. Each of them extends to final major
pi-roots σ1i with split order δ1:
f(σ1i) = a0ipi(pi
3 − a1i)t
−2/15 + · · · , g(σ1i) = b0i(pi
3 − b1i)(pi
3 − b2i)t
−1/5 + · · ·
for i = 1, . . . , 10.We have only one final minor pi-root with split order V3/U3 = 4. Therefore,
I(fξ, g) from final minors: 1 + (4− 1) = 4.
I(fξ, g) from final majors: 10× 4× 1/5 = 8.
As the intersection numbers are different for I(fξ, g), the case is ruled out.
(ii)
f(σ2) = a((pi
5 − c1)
2(pi5 − c2)(pi
5 − c3))
2t−2 + · · · ,
g(σ2) = b((pi
5 − c1)
2(pi5 − c2)(pi
5 − c3))
3t−3 + · · · .
In this case, 5 roots from (pi5 − c1) are major and extend to final major pi-roots σ1i with
split order δ1:
f(σ1i) = a0ipi(pi
3 − a1i)t
−2/15 + · · · , g(σ1i) = b0i(pi
3 − b1i)(pi
3 − b2i)t
−1/5 + · · ·
for i = 1, . . . , 5; while 10 roots from (pi5 − c2)(pi
5 − c3) are minor and extend to final minor
pi-roots with split order 6/5. So we have
I(fξ, g) from final minors: 1 + (4− 1) + 10× (6/5 − 1) = 6.
I(fξ, g) from final majors: 5× 4× 1/5 = 4.
This is a contradiction.
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6.2. Case (99, 66). Again from [Moh83] page 202, we have the following data
n = 99, m = 66, M2 = 77, M3 = 97, V3 = 8, V2 = 8, δ2 = 1/3, δ1 = 4/9.
It is easy to get all major pi-roots from above data. Let σ2 be the pi-root with split order δ2:
f(σ2) = a(pi
3 − c)16t−2 + · · · , g(σ2) = b(pi
3 − c)24t−3 + · · · .
All 3 roots of (pi3 − c) are major and they extend to 3 final major pi-roots σ1i with
f(σ1i) = a0ipi(pi
3 − a1i) · · · (pi
3 − a5i)t
−2/9 + · · · ,
g(σ1i) = b0i(pi
3 − b1i) · · · (pi
3 − b8i)t
−1/3 + · · ·
for i = 1, 2, 3.
There are complications for minor roots. If the principal minor roots split at order δ∗, then
δ∗ ≥ 1 ([Moh83] Proposition 6.1). For this reason, we first compute I(fξ, g) with final major roots:
I(fξ, g) = 3× 16 × 1/3 = 16.
For any candidate splittings of the principal minor roots, if they produce I(fξ, g) 6= 16, then they
are ruled out. [Moh83] page 209 suggested two splittings provide I(fξ, g) = 1+ (8/3− 1) = 8/3 and
I(fξ, g) = 1 + (3− 1) + (4− 1) = 6 respectively. Therefore they are easily ruled out.
As u3 = d3 − v3 = 3, for any splitting pi-root σ of the principal minor roots, gσ(pi) maximally
has 3 roots. Let us consider the following splitting
σ = a−1t
−1 + a0 + pit
with
f(σ) = a((pi − c1)(pi − c2)(pi − c3))
6t−30 + · · · , g(σ) = b((pi − c1)(pi − c2)(pi − c3))
9t−45 + · · · ,
here ci 6= cj for i 6= j. Each root of (pi − c1)(pi− c2)(pi− c3) leads to a final minor pi-root with split
order 6. Therefore, final minor roots provide
I(fξ, g) = 1 + 3× (6− 1) = 16
which is equal to the intersection number provided by the major roots. Comparing to this one, it is
elementary to see that any other splittings of the principal minor roots provide I(fξ, g) < 16, hence
are not possible. Therefore the above splitting is the only case needs consider.
On the other hand, by Proposition 7.3 of the next section, the principal minor roots do not split
at order 1 for any cases. Therefore the case (99, 66) is completely ruled out.
7. Splitting of the Principal Minor Roots
In this section we will show that the principal minor roots are not split at order 1. We need a
few preliminaries first.
7.1. Planar semigroups. For Abhyankar-Moh planar semigroup theory and characteristic δ-
sequence, we refer [AM75], [SS94] and [Xu14]. We recall definitions of q-sequence and M -sequence
M1 = −δ1
qi = δi−1
di−1
di
− δi, Mi = Mi−1 + qi
for i = 2, . . . , h.
For an integer subset A, Γ(A) denotes the semigroup generated by all elements in A.
Lemma 7.1. Let δ = (δ0, . . . , δh) (h ≥ 2) be a characteristic δ-sequence and k be an integer with
2 ≤ k ≤ h. Then we have
(i) δk +Mk ∈ Γ(δ1, . . . , δk−1),
(ii) δk +Mk − δ0 /∈ Γ(δ0, . . . , δk−1).
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Proof. As
δk +Mk = δk−1
dk−1
dk
− qk +Mk = δk−1(
dk−1
dk
− 1) + δk−1 +Mk−1
by induction, we have
δk +Mk = δk−1(
dk−1
dk
− 1) + · · · + δ1(
d1
d2
− 1)
(i) is proved. Now
δk +Mk − δ0 = δk−1(
dk−1
dk
− 1) + · · · + δ1(
d1
d2
− 1)− δ0
is a standard expansion by the δ-sequence, by [Xu14] Lemma 2.3, (ii) is proved. 
7.2. One kind of special ordinary differential equations of polynomials. After analyzing
the proof of the second part of [Moh83] Proposition A.2, we have
Lemma 7.2. Let deg p(pi) = m and deg q(pi) = (l−1)m+1. Suppose p(pi), q(pi) satisfy the following
equation
D(m,m(l − 1), p(pi), q(pi)) = cp(pi)l
where c ∈ K∗. Then q(pi) = cm(pi − a)p(pi)
l−1 for some a ∈ K.
7.3. Quasi-approximate roots of a polynomial curve. Let (f, g) be a Jacobian pair, monic
in y and f has two points at infinity. Let deg f = m and deg g = n. And let fξ = f − ξ where ξ is
generic in K. Consider y as a parameter, (f, g) defines a polynomial curve. From [Moh83], there
are effective index s > 2 and quasi-approximate roots Ti(f, g) ∈ K[f, g] with T0 = g, T1 = fξ and
deg Ti = −µi for i = 0, . . . , s.
Let di = gcd(−µ0, . . . ,−µi−1) for i = 1, . . . , s + 1. Then (−µ0/ds+1, . . . ,−µs/ds+1) is a δ-
sequence. Let the multiplicity of the principal minor roots of fξ is m
us
ds
, here us < vs = ds − us.
Then the multiplicities of the principal minor roots of T0, . . . , Ts−1, Ts are
−µ0
us
ds
, . . . ,−µs−1
us
ds
, (−µs − 2)
us
ds
+ 1
respectively.
Proposition 7.3. Let σ1 be the pi-root of order 1 for the principal minor roots of fξ. Let
T0(σ1) = T0,σ1(pi)t
vs−us
ds
µ0 + · · ·
...
Ts−1(σ1) = Ts−1,σ1(pi)t
vs−us
ds
µs−1 + · · ·
Ts(σ1) = Ts,σ1(pi)t
vs−us
ds
(µs+2) + · · ·
Then T0,σ1(pi), . . . , Ts,σ1(pi) are powers of a common linear polynomial.
Proof. Using the proof of [Moh83] Proposition 4.6 verbatim, we get
T0,σ1(pi) = C0p(pi)
−µ0
ds , . . . , Ts−1,σ1(pi) = Cs−1p(pi)
−µs−1
ds
where deg p(pi) = us.
Finally by Lemma 7.2, we have
Ts,σ1(pi) = Csp(pi)
−µs−2
ds (pi − a)
where a ∈ K, Ci ∈ K
∗ for i = 0, . . . , s.
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We claim p(pi) = (pi − a)us . If not, let pi = b be a root of p(pi) and b 6= a. We extend σ1|pi=b to a
final minor pi-root σ0 with split order δ0.
First we point out that for any 1 < δ < δ0 and pi-root σ = σ0|<δ + pit
δ we have that for some
λ < 0,
ordT0(σ) = (−µ0)λ
...
ordTs−1(σ) = (−µs−1)λ
ordTs(σ) = (−µs − 2)λ
Using the proof of [Moh83] Proposition 4.2 verbatim, we conclude that σ is a distribution detector
for T0(y), . . . , Ts(y).
Hence we have
T0(σ0) = T0,σ0(pi)t
0 + · · ·
...
Ts−1(σ0) = Ts−1,σ0(pi)t
0 + · · ·
Ts(σ0) = Ts,σ0(pi)t
0 + · · ·
where
deg T0,σ0(pi) =
−µ0
ds
r
...
degTs−1,σ0(pi) =
−µs−1
ds
r
degTs,σ0 =
−µs − 2
ds
r
for a positive integer r and r satisfies 1 ≤ r ≤ us.
We consider polynomial curve (fξ,σ(pi), gσ(pi)) with pi as the parameter. Then {Ti,σ(pi)}0≤i≤s−1
are quasi-approximate roots of the curve.
Ts,σ(pi) = Ts(fξ,σ(pi), gσ(pi)) ∈ K[fξ,σ(pi), gσ(pi)]
As gcd(−µ0ds r, . . . ,
−µs−1
ds
r) = r and r divides deg Ts,σ0(pi) =
−µs−2
ds
r, we conclude that −µs−2ds r is in
the semigroup Γ(−µ0ds r, . . . ,
−µs−1
ds
r).
On the other hand,
−µs − 2 = −µs +Ms − n /∈ Γ(−µ0, . . . ,−µs−1)
by Lemma 7.1. This is a contradiction. 
8. About Moh’s Proof of Case (99, 66)
Moh writes in [Moh83] page 209 on the principal minor roots, “Namely, there is an [sic] unique
pi-root σ of g(y) of the following form
σ = a−1t
−1 + a0 + a1t+ pit
2
with
g(σ) = gpi(σ)t
−18 + · · · [sic, gpi(σ) should be gσ(pi)]
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The polynomial gσ(pi) is either a power of a linear polynomial or the 9-th power of a cubic polynomial
with precisely two roots.”
To support this statement and his proof of the case (99, 66), there are three claims have to be
proven.
(i) The principal minor roots do not split in the interval 1 ≤ δ < 2 of pi-root order.
(ii) gσ(pi) can not have three roots.
(iii) Let gσ(pi) = c(pi−b1)
18(pi−b2)
9. Roots in the disc with the center σ|pi=b1 do not split before
final.
We can not find materials to support these claims in his paper. We sent Moh an email to point
out the gaps. He replied with, “I will make an investigation of the issue and reply to your e-mail
as soon as possible.” on Jan. 06, 2016.
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