This paper presents a general mathematical structure for design optimization problems, where state problem functionals are used as design objectives. It extends to design optimization the general model of physical theories pioneered by Tonti [38, 39] and Oden and Reddy [31, 32] . It turns out that the classical structural optimization problem of compliance minimization is a member of the treated general class of problems. Other particular examples, discussed in the paper, are related to Darcy-Stokes flow and pipe flow models. A main novel feature of the paper is the unification of seemingly different design problems, but the general mathematical structure also explains some previously not fully understood phenomena. For instance, the self-penalization property of Stokes flow design optimization receives an explanation in terms of minimization of a concave function over a convex set.
Introduction
A frequent design objective in structural optimization, particularly in topology optimization, is the so-called compliance. For a discrete structure where external prescribed forces are represented by a vector f and where the corresponding displacement vector is u, compliance is defined as
The reason that compliance has become such a frequently used design objective is a mixture consisting of engineering relevance, physical appeal and mathematical convenience. An essential feature, however, is that an optimal structure in the sense of minimum compliance, often has certain uniform strength or stress properties. For instance, minimizing compliance for a truss under a volume constraint by varying cross-sectional areas of bars, will result in uniform stresses, and this problem can be shown [22] to be equivalent to the problem of minimizing weight under strength or stress constraints. Also frequently referred to and used is the property that compliance is equivalent to total strain energy (hence the factor 1/2). However, as pointed out in Klarbring and Strömberg [27] , a more useful equivalence than the one between compliance and strain energy is that between compliance and (negative) equilibrium potential energy. Mathematically, these equivalences can be summarized as
where K is the stiffness matrix and the potential energy for any kinematically admissible displacement state v is
The last equality of (1) hints at a saddle point property of stiffness optimization, clarifies how non-zero prescribed displacements should be treated and implies that sensitivities follow from a theorem of Clarke [12] (see also Corollary 4.4.5 in [23] ). In Klarbring and Strömberg [28] it was further indicated that in large deformation problems, the equivalences in (1) no longer holds, and the appealing properties of 1/2f T u as an objective function are lost, while they are mostly kept by the proper potential energy function.
When treating design optimization problems of topology type emanating from other physical domains than linear elasticity, natural analogies of compliance have been used. An almost complete analogy is found in problems based on Poisson's equation, such as heat flow and Darcy flow [19, 10, 14] . In Stokes flow problems compliance type objectives have also been used [9, 18, 45, 20] . However, a surprising property of these formulations is that black and white designs appear without the need for penalizations such as that of SIMP. The effect is similar to the self-penalization property reported in, e.g., Wein et al. [44] . An optimization formulation for naturally discrete state problems such as pipe flow has also been formulated using an objective of compliance type [26] . Contrary to truss optimization problems, this formulation does not result in a convex problem. Another area where compliance-like design objectives have been used is that of maximum degradation or damage of a load-carrying structure [2, 3, 4] . However, in these problems the objective is to maximizing compliance instead of minimizing it. It also turns out that, similarly to the self-penalization property of Darcy flow problems, certain parameterizations of damage results in purely black and white solutions. The present paper gives a unified theory that covers all of these design problems from different physical domains and in the process gives a clear explanation for the self-penalization property.
The unified design theory is built on the fact that a large class of linear physical theories is defined by a certain common mathematical structure. This class contains the linear theories of elasticity, viscous fluid flow, thermal flow and electrostatics, to mention the most well known members. Thorough investigations based on this fact can be found in Tonti [38, 39] and Oden and Reddy [31, 32] . For discrete or discretized versions of these theories the duality theory of quadratic programming turns out to contain the indicated mathematical structure. This is seen, e.g., in Strang [42] , and for the extended case of contact constraints in Klarbring [24] . Thus, the present paper can be said to extend the general model of physical theories pioneered by Tonti [38, 39] and Oden and Reddy [31, 32] to the domain of design problems. In Section 2 we give a discrete version of the theory of Tonti and show how the special cases are related to the general case. The extension to design problems is then made in Section 3, while Section 4 presents conclusions.
State problem
It is natural to divide the presentation into a preliminary section dealing only with the statement of equations of particular physical theories and a core section which deals with the design problems. As described in the introduction there is a common mathematical structure among the linear theories considered and, therefore, we start by introducing the abstract structure, after which we give some particular examples.
Master state problem
The canonical equations of Tonti [38, 39] read
The first equation is termed the balance equation, the second the constitutive equation and the third the definition equation. We will think of these equations as matrix equations, where A and C are matrices and other symbols indicate vectors. It is also possible to regard these equations in a general operator sense [31, 32] . This will, however, only be briefly used in the special cases in the following. Moreover, it will be assumed that C is a positive definite matrix and A has full column rank. We may call x the nodal vector, e and y the first and second edge vectors, and f and e 0 the node and edge source vectors. Moreover, we frequently come across a form of these equations where e is eliminated:
Under the given assumptions, these equations have a unique solution x and y, regarding the other vectors and the matrices as given data. These solution vectors may also be characterized as solutions of two optimization problems where the objective functions, or state problem functionals, are as follows:
A solution (x, y) of (3) is such that x minimizes Π(x), and y minimizes Π * (y) under the constraint A T y = f . An important property related to these extremum problems is the duality property
The duality theory of quadratic programming, originally given by Dorn [15] and also found in Klarbring [24] , contains these results. The blanket assumption that C is positive definite should be noted. In fact, when structural topology optimization problems are considered by a so-called ground structure approach, there is need to relax this assumption to the case of a positive semi-definite C. This is so since parts of the system (structural members or finite elements) are "removed" by letting certain measures, usually of geometrical nature, such as cross-sectional areas, approach zero. Clearly, C
−1
does not exist in this case, but by considering non-singular submatrices of C, a problem of the same type as Π * (y) can nevertheless be formulated, as done for the particular cases of truss structures in Petersson [33] , frame structures in Fredricson et al. [17] , and for pipe flow in Klarbring et al. [26] . However, for clarity of presentation and ideas we refrain from such a relaxed assumption when presenting the general mathematical theory. Extensions in this direction are discussed in relation to the particular concrete examples.
Linear elasticity
The differential equations of static linear elasticity read
Here σ, ε and u are fields of stress, strain and displacement, respectively. Usually these are the unknowns of a problem formulation. Moreover, f and E are external forces and elasticity coefficients, respectively. These are usually regarded as data. Equation (5) together with appropriate boundary conditions can be seen as a special case of the canonical equations (2) if these are given an operator meaning. Moreover, Besseling [7] showed how to define vectors of generalized stresses and strains (denoted σ and ε) for displacement finite elements such that a discretized version of linear elasticity becomes
For easy comparison with the master problem we have used the same notation for matrices in this particular problem as in (2) . The matrix A is defined on purely geometrical grounds and C contains the elasticity coefficients. The force vector f corresponds to the vector with the same name in the master problem, while the displacement vector u corresponds to x. The vector −e 0 corresponds to ε 0 , and is a vector of initial strain which may be produced by non-zero displacements boundary conditions. Table 1 gives the one-to-one correspondences between this problem and the master problem, as well as the correspondence to other problems to be defined below.
Truss equations
A truss consists of bars that connect nodes. A displacement state is associated with these nodes. The mathematical structure given above for a linear elastic continuum discretized by finite elements, is found also for a truss consisting of linear elastic bars under a small displacement assumption, as shown in a large number of places in the literature, e.g., Christensen and Klarbring [11] . Let there be m bars, the directions of which are defined by vectors γ i containing direction cosines. For the case of n displacement components, the balance equation and the definition equation is then defined as
where
T a vector of nodal displacements, f is a vector of nodal forces and e 0 = (e 01 , . . . , e 0m )
T is a vector representing the misfit of bar lengths, producing initial bar elongations. The constitutive equation is
where C = diag{a i E/ℓ i }, and a i , ℓ i , i = 1, . . . , m are cross-sectional areas and lengths of bars, respectively. The identification of these equations with the master problem is immediate and basically identical with that of linear elasticity in the previous subsection, as shown in Table 1 .
Other types of discrete linear elastic structures can also be fitted to the master problem. Closely related to truss structures are frame structures, the stiffness optimization problem of which was treated in Fredricson et al. [17] .
Darcy-Stokes flow
Flow of a viscous incompressible fluid, that is slow enough for inertial forces to be neglected, is governed by the following set of differential equations:
Here, σ, d, v and p are fields of stress, rate-of-deformation, velocity and pressure, respectively. These are the unknowns of the natural problem formulation. The force field f is taken to be composed of a constant known part g and a drag part that depends linearly on the velocity, i.e., f = g − αv. The constants µ and α are the viscosity and the inverse permeability, respectively. The field s represents a distributed source of fluid. The case when α equals zero is known as Stokes flow. When, on the other hand, terms involving µ can be neglected we have a Darcy flow.
For appropriate boundary conditions, a mixed finite element discretization of equations (10) results in the following matrix equations, see Borrvall and Petersson [9] or Wiker et al. [45] :
is the positive definite and symmetric system matrix, consisting of two parts originating from viscosity and inverse permeability, respectively. A T is the matrix version of the divergence operator, meaning that its transpose A can be regarded as a matrix version of the gradient operator with negative sign. The unknown vectors are the velocity vector v and the pressure vector p. The vectors g and s, representing external force and fluid sources, are given data. The comparison with the master problem becomes complete by introducing the first edge vector e, satisfying e = Ap + g, which may be termed an effective force. Thus, g corresponds to −e 0 and s to f , of the master problem.
Eliminating v from (11) gives
For the case of pure Darcy flow, when µ is zero, this is usually the equation system directly derived since then v is easily eliminated already at the stage of the continuous system (10). The pure Darcy problem is also completely analogous to the classical heat conduction problem, which is obtained by replacing the permeability by the heat conduction coefficient.
Pipe flow
Similarly to the truss problem, we consider networks consisting of n nodes or junctions and m segments or pipes. Such a problem was discussed in Klarbring et al. [26] and it summarized here. The balance equation is given by Kirchhoff's law, i.e., for each time interval, the fluid volume provided to a node through connecting segments add up to the volume leaving the network at the node. We also define the segment pressure drops ∆p k in terms of a vector p = (p 1 , . . . , p n ) T of nodal pressures. These equations become
where q = (q 1 , . . . , q m ) T is a vector of volumetric flow rates, ∆p is a corresponding vector of pressure drops and q e is a vector of external inflow of fluid. The vectors γ i contain 1 and -1 in two positions, corresponding to the connected nodes, and 0 in all other positions. The constitutive equation is defined by Hagen-Poiseuille's equation, and reads
where C = (1/8π)diag{a 2 i /ℓ i }, and, as for trusses, a i and ℓ i are cross-section areas and lengths of segments, while µ is the viscosity. g i are forces per volume and form a vector g having elements g i ℓ i . As for the Darcy-Stokes case the first edge vector e is defined by e = Ap + g, and termed the effective force.
In Klarbring et al. [26] two types of boundary conditions were defined by dividing the set of nodes into two subsets. One set contains the nodes where volume flows q e i are prescribed quantities and the other set contains the nodes where a pressure p i is prescribed. However, for simplicity we will here assume that the flow is prescribed at all nodes under consideration, i.e., the whole vector q e i is prescribed. Actually this is no restriction since given pressures can be included into the vector g which is also seen as problem data.
Design problems
We now turn to the design problem. In each of the specific models discussed above we let certain variables, usually of geometrical meaning, be unknown and subject to the solution of an optimization problem. It turns out that it is possible to extend the master state problem, i.e., the canonical equations (2), such that master design formulations, that contains the specific cases, are obtained.
Master design problems
A vector of design variables ξ ,which belongs to a bounded, closed and convex set ∆, is introduced. The constitutive matrix is taken to depend on the design in a specified manner, i.e., C = C(ξ). It is assumed that C(ξ) is positive definite for all ξ ∈ ∆. However, as indicated in Section 2.1, an extension to the more general case of a positive semi-definite C(ξ) is of interest and indicated for some particular examples in the following subsections. The objective functions of the dual optimization problems now become functions of the design and we write Π(x, ξ) and Π * (y, ξ). As an objective for our design optimization we take the value given by (4), i.e., our design objective function is
By using (3), it is shown that
where y(ξ) and x(ξ) are solutions of (3) for a given design ξ ∈ ∆. This expression for ϕ(ξ) is used for interpreting its physical meaning in particular cases. By direct calculations we may also find other expressions for ϕ(ξ):
which shows that if f is zero, then ϕ(ξ) is always non-positive and if e 0 is zero, then ϕ(ξ) is always non-negative. Since both of the design goals of maximizing or minimizing ϕ(ξ) can be of interest in different situations we investigate two different design problems:
By using the two expressions for ϕ(ξ) in (16) we can extract some different properties of these problems and their solutions. We chose to separate two classes of problems, treated in two different subsections:
Saddle point problems
Substituting the max-expression of (16) 
for all x and ξ * ∈ ∆.
If (x, ξ) solves (P saddle min-ϕ ), then the ξ-part also solves (P min-ϕ ). However, the opposite is not generally true unless Π(x, ξ) is a convex-concave function. Nevertheless, since Π(x, ξ) is always a convex function of x, if Π(x, ξ) is also a concave function of ξ, then a solution of (P saddle min-ϕ ) is known to exist, and (P min-ϕ ) and (P saddle min-ϕ ) are essentially equivalent. These results can be found in Ekeland and Temam [16] and were reported in the frame of structural stiffness optimization in Petersson and Klarbring [34] .
Another saddle point problem is suggested by substituting the min-expression of (16) into (P max-ϕ ):
for all y ∈ Y and ξ * ∈ ∆, where Y = {y : A T = f }. Similarly to the first saddle point problem, if (y, ξ) solves (P saddle max-ϕ ), then the ξ-part also solves (P max-ϕ ). If Π * (y, ξ) is a concave function of ξ, a solution of (P saddle max-ϕ ) is known to exist and the two max-type problems are equivalent. A special and usual situation when concavity in the ξ-variable holds, implying that solutions exist for the corresponding saddle point problems, is when C(ξ) or C(ξ) −1 is a linear function of ξ.
Extreme point solutions
While the above saddle point problems are of definite interest in some branches of design optimization, see, e.g., Petersson and Klarbring [34] , they are of limited interest in topology optimization, where, on the other hand, the following results are central:
If Π * (y, ξ) is concave in ξ, then ϕ(ξ) is concave and (P min-ϕ ) has a solution which is an extreme point of ∆.
and similarly
If −Π(x, ξ) is convex in ξ, then ϕ(ξ) is convex and (P max-ϕ ) has a solution which is an extreme point of ∆.
These results follow from the following facts:
1. Functions that are pointwise minima of a set of concave function are concave, and functions that are pointwise maxima of a set convex functions are convex [37] .
2. A convex function, finite on all of space, is continuous [37] .
3. By Bolzano-Weierstrass theorem, a continuous function on a compact set attains its maximum and minimum on that set [13] .
4. If a convex function attains its maximum on a convex and compact set, then it is attained at an extreme point of that set [29] .
Thus, item 1 shows that ϕ(ξ) is convex or concave under the respective assumption. Items 2 and 3 show that (P min-ϕ ) and (P max-ϕ ) are solvable; and, finally, item 4 shows that solutions that are extreme points exist.
As will be clear from the special cases, extreme points will be related to so-called black and white designs in topology optimization. This is particularly well shown in the special case studied by Stolpe and Svanberg [41] . They show that if the convex and compact set is
and M is a positive integer (≤ n), then every extreme point of ∆ is an integer point. The proof is easily extended to non-integer constants M in the sense that in such cases at most one variable will be non-integer. We call such a solution an almost integer solution.
An important special case of ξ → C(ξ), that holds for all applications pointed at in this paper, is
That is, the matrix of the constitutive equation is block diagonal consisting of n blocks E(ξ j )C j (related to segments or elements in the particular applications), where C j is a positive definite element constitutive matrix and E(ξ j ) are scalings of these matrices such that 0 < ϵ ≤ E(ξ j ) ≤ 1 for all ξ ∈ ∆, and ∆ is given by (19) . The small number ϵ is needed to avoid that C(ξ) becomes singular. The inverse of C(ξ) is given by
Combining this special case with the above conclusions we find that if E(ξ j ) is concave, e.g., linear, then (P max-ϕ ) has a solution which is an almost integer point of ∆. Similarly, we find that if h(ξ j ) is concave, then (P min-ϕ ) has a solution which is an almost integer point of ∆. These results are essentially found in the case of linear elasticity in Stolpe and Svanberg [41] . However, at least superficially, the proof of the second statement is different. Concave E(ξ j ) and h(ξ j ) also guarantees validity of saddle point problems and the situation can be summarized in Table 2 .
In a large number of applications of topology optimization it is necessary to use regularization of underlying continuum problems. If this is not introduced
has extreme has extreme point solution point solution E(ξ j ) Yes Yes concave h(ξ j ) Yes Yes concave Table 2 : Concave functions E(ξ j ) and h(ξ j ) implies properties according to the table. For convex functions conclusions cannot be drawn in a similar way.
anomalies such as checkerboard patterns and mesh dependency occur [35] . The most popular way of regularizing is through the use of filters, which in our discrete setting can be represented by a function F such that
where ρ j are elements of a vector ρ of filtered design variables. Equations (20) and (21) are now replaced by
We may now use the following fact: If a function f (u) is convex and increasing and a function u(x) is convex, then the composition f (u(x)) is convex. The opposite holds for concave and decreasing functions. Since the filters in their standard form are linear and E and h typically are increasing and decreasing, respectively, in the applications, we conclude that linear filters do not change conclusions concerning integer, i.e., black and white, solutions. For non-linear filters, such as those based on image morphology operators [40] and regularized Heaviside step functions [21] , properties of convexity and concavity have recently been investigated by Svanberg and Svärd [43] , leading to similar conclusions. Note, however, that even if the design variable ξ is of almost integer type, this does not hold for the filtered or physical variable ρ. Concerning methods based on element-independent interpolation of density fields, e.g., the pointwise approximation of Luo et al. [30] , an investigation of convexity and concavity properties within the present frame is less straightforward since the special form (23) for the matrix C(ξ) does no longer hold. Another possible regularization method is to use bounds for the design gradient. The L p -norm of this gradient introduces a family of regularizing constraints, the extreme cases of which are the perimeter constraint and the slope constraint, see Borrvall [8] . When such constraints are added to ∆, extreme points are no longer black and white. For the slope constraint, the width of transition regions can be estimated, see [8] . For the discretized perimeter constraint Stolpe and Svanberg [41] show, by means of a small example, that extreme points can now contain elements that have the value 1/2, while numerical examples show that in larger problems such intermediate values are rather few.
Linear elasticity
In the special case of linear elasticity, equation (17) becomes
The most frequent problem considered in linear elasticity is (P min-ϕ ): the standard case of no initial strain is treated in text-books, see [11, 5] , and the extension to non-zero initial strain was recently discussed in Klarbring and Strömberg [27] . From (18) we conclude that if there is no initial strain present, i.e., ε 0 = 0, then ϕ(ξ) ≥ 0, meaning that f and u(ξ) are at acute angle, and (P min-ϕ ) is the problem of minimizing the positive projection of u(ξ) on f . On the other hand, if there are no external forces, i.e., f = 0, then (18) implies that ϕ(ξ) ≤ 0 and ε 0 and σ(ξ) are at acute angle; (P min-ϕ ) then means maximizing the positive projection of σ(ξ) on ε 0 . Both of these objectives can be interpreted as if we seek a structure which is as stiff as possible. In the general case, when both external load and initial strain are non-zero, (P min-ϕ ) includes a combination of the two objectives. For two-dimensional structures, ξ may be connected to the thickness of the structure, i.e., sizing optimization. Then E(ξ j ) will be a linear function of ξ and (P min-ϕ ) can be represented by the convex saddle point problem (P saddle min-ϕ ). In topology optimization, on the other hand, ξ represents a generalized density. We are then interested in achieving black and white designs, which means that we like to have a concave h(ξ j ). Reasoning from a linear h(ξ j ), Stolpe and Svanberg [41] derive a family of interpolation functions E(ξ j ), where a certain parameter is set to produce convex or concave objective functions. This family of functions has been termed the family of RAMP functions. It may also be of interest to note that that the classical SIMP interpolation does not produce concave objective functions but, nevertheless, Stolpe and Svanberg [41] show that there are integer solutions for large enough exponents (see also Rietz [36] ). However, it should be noted that a concave objective function is difficult to use in practice. Numerical calculations are therefore usually performed for interpolations that do not satisfy this requirement. Continuation methods where parameter updates are made to approach the concave case may be useful, see section 1.5.4 of Bendsøe and O. Sigmund [5] for a discussion of this.
When ξ represents thicknesses (two-dimensional problem) or generalized densities (three-dimensional problem), a value ξ i such that E(ξ i ) = 0 means completely removed material, and in a ground structure approach to topology optimization this may result in a singular matrix C(ξ). However, the saddle point theory of Ekeland and Temam [16] can still be used to prove existence of solutions of (P saddle min-ϕ ), as shown in Petersson and Klarbring [34] . Moreover, the small number ϵ, introduced below equation (20), can also be made to approach zero by perturbing E(ξ j ) or ∆. Intuitively, solutions for the non-singular case should then be approach by solutions for the singular case. That this is indeed the case in a certain sense is shown for some different cases in Achtziger [1] , Petersson [33] and Fredricson et al. [17] .
The opposite problem, (P max-ϕ ), has also been considered for linear elasticity structures; namely for the problem of maximum damage or degradation, see [2, 3, 4] . Again ξ is a generalized density. Both the convex problem, corresponding to (P saddle max-ϕ ), and the problem corresponding to a concave objective function, producing solutions where each element is either undamaged or fully damaged, have been considered. These two problem types are obtained by using linear interpolation for h(ξ j ) or E(ξ j ), respectively. As for the case of (P min-ϕ ) it is possible to relax the condition of non-singularity of C(ξ), see Achtziger et al. [4] and Achtziger and Bendsøe [2] .
Truss equations
For the case of a truss the objective function (17) becomes
Its interpretation is identical to that of linear elasticity. The most natural choice of ξ is as a linear scaling of the cross-section areas of bars. Problem (P min-ϕ ) is then represented by the convex saddle point problem (P saddle min-ϕ ) and problem (P max-ϕ ) becomes a problem with concave objective function. However, the structure of the stiffness matrix A T CA for a truss can be utilized to rewrite (P saddle min-ϕ ) as a linear programming problem, see Ben-Tal and Bendsøe [6] , and Klarbring et al. [25] . This can be utilized both for theoretical proofs and numerical algorithms, and it enables treatment of the true topology optimization problem, corresponding to zero lower bound for cross-sectional areas.
Darcy-Stokes flow
The objective function (17) becomes in this case
A problem corresponding to (P min-ϕ ) has been treated in a series of publications, starting from Borvall and Petersson [9] . In general, the objective is a combination of minimizing pressure and maximizing velocity, but more precise interpretations can be given. As indicated in Subsection 2.4, in the case of Darcy-Stokes flow, C −1 is naturally divided into two parts: one part depends linearly on the inverse permeability α and one part depends linearly on the viscosity µ. For pure Darcy flow, i.e., µ = 0, the natural form of the problem is (12), with a system matrix A T CA that depends linearly on permeability. This problem can also be interpreted as one of heat flow, where the heat conduction coefficient plays the role of permeability. The permeability or the heat conduction coefficient corresponds to E(ξ j ) of the master problem. In [19] (heat flow) and [10] (Darcy flow) a SIMP type penalization was for used for these coefficients. The situation is then similar to that of linear elasticity and none of the cases in Table 2 applies. However, again similarly to linear elasticity, substitution of SIMP interpolation for RAMP interpolation (using a high enough coefficient) would give concave h(ξ j ) and a (P min-ϕ ) problem that has extreme point solutions. Similarly to the situation for linear elasticity, a concave objective function is, however, difficult to use numerically and a continuation procedure may be attempted.
For the case when µ ̸ = 0 it is natural to keep the form (11) of the problem and a linear interpolation of viscosity or inverse permeability gives a linear h(ξ j ), which means that (P min-ϕ ) has an extreme point solution, i.e., an black and white designs are achieved. This fact was proved for the continuous underlying problem in Borvall and Petersson [9] for interpolation of inverse permeability only and in Wiker et al. [45] for the case of interpolation of both viscosity and inverse permeability.
Pipe flow
The objective function (17) is in this case written as
The pipe flow version of problem (P min-ϕ ) is treated in Klarbring et al. [26] . The interpretation of ϕ(ξ) is then to minimize the pressure and maximizing the flow. Other more precise interpretations in special cases are discussed in [26] . The natural choice of ξ is to take it as consisting of the cross-sectional areas a i . This means that E(ξ j ) ∼ ξ 2 j , which, for positive ξ j , implies that both h(ξ j ) or E(ξ j ) are convex. Thus, none of the cases indicated in Table 2 are applicable. So in general we can expect problem (P min-ϕ ) to be a non-convex problem where solutions are generally not taken at extreme points of the solution set. In Klarbring et al. [26] , the convergence to the true topology optimization problem for ϵ = 0, corresponding to a singular C(ξ), is treated similarly to the treatment of the frame problem in Fredricson et al. [17] .
Conclusions
The classical maximum stiffness problem of structural optimization has historically been used as an informal guide when formulating design optimization problems in new physical domains. Structural degradation and Darcy-Stokes flow problems can be mentioned as examples of this. However, there has been a lack of understanding of the structure and general properties that is then utilized. The present paper achieves such structure by extending to the domain of design optimization the general model of linear physical theories of Tonti. By using state problem functionals in formulating objective functions, properties of convexity and concavity becomes apparent and we are given concrete guidance to which parameterizations produces a particular property: convex saddle point problems, as well as problem formulations that have the -in topology optimization -desired black-and-white property, are obtained in this way.
