Abstract-In this paper, we detail our experiences with the implementation of a popular P2P file sharing system in a simulation framework. We discuss some of the salient features of our implementation, and compare packet level with application level simulators. We then explain how we reflect user behaviour models in our simulation framework. After describing the use of visualization as an important analysis tool, we finally make some observations from our experiences with P2P simulations.
I. INTRODUCTION
The recent years have witnessed a tremendous increase in the number, scope and traffic of Internet applications that use the peer-to-peer (P2P) concept. Not only do P2P applications [1] contribute at least 50% of the Internet traffic today [2] , rather they also range a wide spectrum: file-sharing as in BitTorrent, Gnutella, eDonkey and Kazaa; real-time multimedia streaming; online gaming; or VoIP phone systems such as Skype, MSN and GoogleTalk, to name a few.
A. Why study P2P?
A major advantage of P2P systems is that they can set up their own overlay network on top of the existing Internet architecture. By using indirect routing, via P2P nodes, the P2P systems can enable users access to paths with potentially better performance than those made available by the Internet [3] . However, this also highlights one of the problems with P2P systems: they have to reinvent and reimplement a routing system whose dynamics can interact with the dynamics of the routing system of the Internet [4] . This often translates to the fact that Internet Service Providers (ISPs) lose control over how P2P traffic flows through their network [5] . Some paths used by P2P systems cannot be made available by Internet routing as they violate contractual agreements between Autonomous Systems (ASes). Besides, P2P traffic often crosses multiple AS boundaries, even though the desired content is available in the proximity of P2P nodes [6] , [7] . Hence, in some sense, the concept of overlays is both a blessing and a bane!
The independent routing and neighbour selection of P2P systems is a problem for both ISPs and P2P systems. ISPs often complain about their inability to influence P2P traffic, which often swamps their networks and leads to quality degradations for other applications like Web and VoIP [2] , [5] . P2P systems, on the other hand, often pick up nonoptimal neighbours, and thus experience higher delays and lower bandwidths. As the popularity of applications using the P2P concept continues to increase, analyzing P2P systems and their interactions with the Internet routing have become an interesting field of research. It has become increasingly important to study various aspects of P2P systems like scalability, performance improvement, impact on other applications, as well as their large-scale measurement studies to characterize their topology and performance.
B. Simulations as a means to study P2P systems
It comes as no surprise that P2P systems have attracted a lot of attention from the research community recently, e.g., [3] , [4] , [6] . A large part of P2P research can be classified into two branches: measurements and experiments. The measurements branch deals with crawling existing P2P systems in the Internet or capturing traces of P2P traffic, to characterize their properties, e.g., [8] , [9] . Experiments, on the other hand, deal with the analysis of P2P systems, proposal of new features, and evaluation of their impact on P2P performance. Experiments are carried out either on simulation frameworks [10] using simulated P2P protocols, or on testbeds [11] and Planetlab using real P2P system software.
Running experiments on testbeds and Planetlab enables one to use actual P2P system code with real devices in a network, and hence does not require us to model the system. However, the scale of the experiments is severely limited, and one has to reduce the complexity of the network. Hence, while testbeds and Planetlab are a good means to make feasibility studies, the scope of experiments remains limited.
Simulations, on the other hand, require one to model the P2P system code and user behaviour, but enable experimenting with reasonably complex system models and fairly large topologies. It becomes feasible to tune multiple parameters and calibrate their effects on system performance in a simulation environment. One can easily design multiple different topologies, user behaviour models, and other such factors, which play an important role in the P2P system performance. For example, churn has become a major characteristic of most P2P applications. As the pattern of churn varies across different P2P systems, time of day and geographical region, reflecting these characteristics in a Planetlab setting can be a very challenging task. However, this can be achieved in a simulation framework by setting parameters appropriately. The same applies to other P2P characteristics like file-sharing, search strings, neighbour selection, etc.
In this paper, we reflect on our experiences with the implementation of a popular P2P file-sharing system, Gnutella, in a packet-level network simulation framework, SSFNet. In Section II we describe some of the salient features of our Gnutella implementation in SSFNet and the challenges we faced. We then compare the merits of P2P simulations in a packet-level network simulator with an application level simulator in Section III. This is followed by a discussion on how we reflect representative P2P user behaviour models (churn, file distribution, query string, content type, etc.) in SSFNet in Section IV, along with a general evaluation of our simulation framework. We then introduce visualization as an important analysis tool in Section V, and show how it helps us in P2P system analysis. After making some observations from our experience with P2P simulations in Section VI, we conclude with an outlook on future work in Section VII.
II. IMPLEMENTATION OF GNUTELLA IN SSFNET
There are several network simulation frameworks often used by researchers for simulating various Internet applications, prominent among them being SSFNet [12] and ns-2 [13] . PeerSim [14] has also been used for P2P simulations specifically.
Due to support for routing as well as application layers, ability to configure different network topologies and user behaviour models, and availability of models for IP, TCP, HTTP, BGP, OSPF, etc., we choose to use SSFNet for our experiments. We first introduce SSFNet, and then describe in brief, our implementation of Gnutella within it.
A. Introduction to SSFNet
The Scalable Simulation Framework (SSF) [12] is an opensource discrete-event simulations standard for simulating large and complex networks. SSF Network Models (SSFNet) are Java models of different network entities, built to achieve realistic multi-protocol, multi-domain Internet modeling and simulation at and above the IP packet level of detail. These entities include Internet protocols like IP, TCP, UDP, BGP4, and OSPF, network elements like hosts, routers, links, and LANs, and their various support classes. Link layer and physical layer modeling can be provided in separate components. Domain Modeling Language (DML) is a public-domain standard for model configuration and attribute specification. It supports extensibility, inheritance and substitution of attributes. SSFNet models are self-configuring, i.e., each SSFNet class instance can autonomously configure and instantiate itself by querying network configuration files written in the DML format. A more comprehensive description of SSF can be found in [12] .
B. Gnutella Implementation
One of the first decentralized overlay systems, Gnutella [15] is a popular file-sharing network with about 2 million users [6] , [9] . Moreover, it is an open-source system with a wellknown protocol, which has attracted a healthy interest from researchers, e.g., [16] , [17] . Each peer in the Gnutella network, called a servent, searches for other servents to connect to by flooding Ping messages, which are answered by Pong messages, that contain address and shared resource information. Each servent may or may not share any resources, and can search for content by flooding Query messages, which are answered by QueryHit messages. Each QueryHit/Pong message traverses the reverse path of the corresponding Query/Ping message. While the negotiation traffic is carried within the set of connected Gnutella nodes, the actual data exchange of resources takes place directly between the concerned servents using HTTP, similar to other P2P protocols like BitTorrent. For scalability reasons, some servents are elevated to ultrapeers, while others become leaf nodes. Each leaf connects to a small number of ultrapeers, which in turn connect to a large number of both leafs and ultrapeers.
To implement Gnutella, we follow the Gnutella version 0.6 protocol RFC [15] . SSF provides the implementation for the lower layers of IP stack, on which we weave the Gnutella protocol specification at the application layer. Naturally, a challenging aspect of the task is to fit the Gnutella code onto the SSF code, more specifically, the interaction of the two systems at the TCP layer. There were some challenging propositions in the beginning. For example, in SSFNet, a node needs to tell its communication partner, the exact size of the object being transferred. Hence we made changes to the SSFNet socket implementation so that a node can selfcompute the size of objects being transferred through it. Also, there was no buffering support built into the sockets, i.e., one could not write any data to a socket unless it was free. So we added support for buffering into the SSFNet sockets.
We first code the Gnutella message header, followed by the payload types, i.e., the four Gnutella messages Ping, Pong, Query and QueryHit. We took care to implement the Gnutella Generic Extension Protocol (GGEP) support for Gnutella messages, as it allows us to add extensions to the messages for experiments later on. While in reality, one IP packet may contain several Gnutella messages, and one Gnutella message may be split up among multiple IP packets, we simplified the implementation by assuming that each IP packet contains only one Gnutella message.
Each network node is assigned an IP address by SSF based on the network topology specified in the DML file. We use only IPv4 addresses in our simulation framework. After coding the network initialization, bootstrapping, handshaking and querying procedures, we tackled the more complex issues like content search, query matching algorithm and flow control at the application layer.
1) Content Search:
We keep a centralized list of all the file names used in the simulation framework in an ASCII file called shared_resources.txt. During the initialization phase, all the servents participating in the network are assigned a set of files from this centralized list. To improve the run-time performance of file search operation, we use a HashSet [18], which is a Java class that implements a kind of a set, backed by a hash table. It offers constant time performance for basic operations like adding/removing elements and testing for existence.
For each servent, we compute a HashSet of the file names possessed by it during the initialization phase. When a new Query is generated during simulation, the central manager (which simulates the GWebCache [15] functionality) computes a HashSet of file names contained in shared_resources.txt that match the Query. When the Query arrives at any servent, the HashSet of the Query is intersected with the HashSet of the servent. If the servent possesses any files satisfying the Query, this information is passed into the Result Set of the QueryHit message. The result HashSet of each Query is cached at the central manager. Hence, when a new Query is generated with the same search criteria, the resulting HashSet can be reused, thus making the processing chain of the new Query much faster.
2) Query Matching Algorithm: The use of HashSet also accelerates the execution of query matching process. At each servent, we break the resource names into individual words, where a word is a consecutive sequence of letters and digits. We hash each word with a hash function and insert a "present" flag in the corresponding hash table slot. Before hashing, we convert all words to lower-case, and remove all accents. Besides, we remove all words less than three characters in length. We then remove the trailing one, two and three characters of each word, and re-hash the three new words formed in this way, provided their length is greater than two characters. This is done with the aim of removing plurals and word-endings like 'ing', 'ed', etc. from words. As an example, consider the file name "Program ABC.bin". This will give rise to the following hash table entries: Program, Progra, Progr, Prog, Pro, ABC, bin. This enables us to match a query string against all possible resource names that contain the search expression.
3) Flow Control: It is a mechanism used to regulate the amount of data that passes through a connection. The overall scheme has been implemented at the application layer as follows. There are four input queues for each servent connection, corresponding to each Gnutella message type. All incoming messages are queued in their respective queues. Each servent has been assigned a pre-decided output bandwidth of 10 kB/second for sending messages. The message queues are processed in FIFO order, prioritized (from most to least) as: QueryHit, Pong, Query, Ping. In other words, the QueryHit queue is processed first, in FIFO order. All its messages are forwarded one-by-one. Next, the Pong queue is taken up, and so on, until all the queues are empty or the output bandwidth of 10 kB/s is fully used up.
To limit excessive data, if the total amount of data in all input queues exceeds 10 kB, all Querys which are not originating at the servent itself are dropped. This is done to avoid queuing back potentially large results for these Querys when we are already facing a throughput problem.
The HTTP file transfer, which actually takes place outside the Gnutella protocol, is also flow-controlled. It is guaranteed a minimum data flow rate of 1 kB/s irrespective of the number of queued Gnutella messages, while the maximum allowed rate is the available bandwidth. This is done to ensure a minimum bandwidth for the actual data exchange (which is the main purpose of any P2P system) even at peak network loads.
4) User behaviour characteristics:
A persistent feature of most P2P systems is churn. A peer joins a P2P network when the user starts the application, searches and shares content, and leaves the network when the user closes the application. Such a join-participate-leave cycle is called a session. The phenomenon of independent arrival and departure of hundreds of thousands of peers is called churn. As churn can significantly affect various overlay as well as underlay characteristics like scalability, availability, etc., modeling churn appropriately is imperative to P2P simulation studies. Hence, we add support for peers going online and offline in SSFNet. A peer can be set online, i.e., able to participate in the Gnutella network, or offline, with the online/offline session lengths being defined by mathematical distributions.
Another feature of P2P systems is content availability. Most P2P systems are characterized by a large number of peers sharing little or no content at all (commonly termed freeriders), while some peers share 80 − 90% of total content available [9] . To reflect content availability realistically, we make the number and type of content files shared by each peer determinable by a mathematical distribution. As mentioned earlier, there is a centralized ASCII file shared_resources.txt, where the name, type and size of each file is stored. When a peer goes online, it is allocated resources from this file using a mathematical distribution, which can be tuned at the start of simulations.
In this way, user behaviour characteristics can be determined by defining the mathematical distributions appropriately, see Section IV.
5) Other features:
Support for leaf and ultrapeer nodes is provided. As the HTTP protocol was already coded in SSFNet, it was possible to adapt this code for content exchange between nodes. Pong Caching has been implemented in such a way that a servent never requires to forward any incoming Pings, irrespective of its TTL (including Crawler Pings). It can answer all Pings from its caches, which are maintained with fairly healthy (recently active) Pongs at all times. This is possible due to each servent sending a Ping to its neighbours at regular intervals. In this way, a complete implementation of the Gnutella protocol is done in SSFNet.
In order to achieve fine-grained control of the simulations, and to be able to calibrate the effects of various factors on P2P and underlay metrics, we make the P2P code highly configurable. The following are some of the parameters that we can easily tune:
• number of peers an ultrapeer/leaf can connect to 
III. PACKET-LEVEL VS. APPLICATION-LEVEL P2P
Now we discuss our experiences with SSFNet simulations, and its comparison with an application-level P2P simulator.
A. Experiences with SSFNet
We examine the memory consumption of our simulations, as well as scalability and other issues like log file size, etc. To run P2P simulations, we use a Sun Fire X880 machine, with 8 UltraSPARC III Cu processors, and 32 GB RAM. Because SSFNet provides support for TCP/IP layer, we are able to simulate complex AS topologies, with routers, links, bridges, hosts running P2P software, as well as link and device delays and link bandwidths. We subsample Internet AS topologies as derived from recent measurements [19] , and distribute P2P clients within the ASes according to geographical populations or ISP customer information.
As we keep increasing the number of Gnutella servents in the simulations, we realize that the scalability limitations of simulations occur at the underlay network. We realize that given the overhead of P2P protocol computation, using more than 100 routers at the underlay topology leads to runtime degradation because of the computation of the entire message transmission at the TCP level. As routers are running OSPF and BGP protocols and are simulating link delays, we have to restrict ourselves to around 100 routers. As each AS needs at least two routers, we are hence limited to an underlay topology of 50 ASes. Nevertheless, to simulate complex intra-AS topologies with representative last-hop bandwidths and link delays, we settle for 25 ASes.
Running multiple simulations for 100, 300, 500, 1000, and 1250 Gnutella servents reveals that P2P characteristics are not affected by the number of peers. However, using more than 1250 peers results in poor runtimes. Hence, we run simulations for 1000 Gnutella peers in 25 ASes.
We examine the memory consumption of the simulations for a 10, 000 seconds simulation run, averaged over 10 runs. The simulations consume 3.1 GB RAM at the start, and end with a consumption of 5.1 GB, increasing linearly. One needs at least 4 GB RAM to start the simulations. The simulations run in real time, i.e., a 10, 000 seconds simulation run completes in about 10, 000 seconds of real time.
The size of the log file ranges with the granularity of logging. With full scale logging of handshake, connection negotiation, Ping, Pong, Query, QueryHit, and HTTP file exchange messages, the log file reaches 5.6 GB in size. Using gzip compresses the size to 1.4 GB. However, we realized that the bulk of the messages are Ping/Pongs. When we disable the logging of Ping/Pong messages (even though SSFNet simulates their transmission in full), the log file reduces in size by a factor of 4. While we loose a bit on the swarming pattern of messages in the network in this way, we are still able to analyze the more relevant peer connectivity, query search and file downloads pattern of P2P systems using our logs. Besides, emulation of the underlay topology along with routers, links, hosts, delays, bandwidths, TCP/IP, OSPF and BGP protocols enables us to study the interaction of overlay and underlay routing and the impact of events on one layer on the other layer.
B. An application level simulator
Having expended considerable effort in preparing a packetlevel P2P network simulator, we wish to compare it with an application level P2P simulator. For this purpose, we choose the Subjects environment [20] , that is very light-weight, such that it enables us to run experiments on very large topologies with many P2P nodes.
The Subjects environment is developed for the design of highly robust distributed systems and provides us with support for operations on general overlay graphs. It is based on C++ and consists of three basic types of entities: subjects, objects, and relay points. Subjects are the base class for processes (that are used to emulate nodes in the overlay network), objects are the base class for messages exchanged between subjects, and relay points are used by the subjects in order to establish connections to each other so that objects can be exchanged. In our experiments, the Internet class spawns multiple AS classes, each of which then spawns a number of overlay node classes. These nodes then establish peering connections with each other by exchanging messages (objects), and the relay points serve as an abstraction of network ports. The way these entities are set up ensures that subjects have a firm control on who can send information to them so that the consent and control principle can be strictly enforced.
In other words, there is minimal support for underlay emulation in the form of nodes exchanging information, and the simulator works mainly on the platform of overlay nodes connecting to each other and exchanging P2P messages.
C. Comparison
Running simulations in Subjects enables us to experiment with hundreds of thousands of overlay nodes (we have run simulations with 100, 000 nodes). While the simulations run within minutes on an AMD Athlon64 machine with 2GB RAM, they do not enable us to study the interaction of overlay and underlay routing, or to design complex intra-AS topologies with routers running OSPF/BGP routing protocols with associated processing and transmission delays. For example, while we can assign transmission delays and bandwidths on links and processing delays on routers in SSFNet, and expect the traffic at the underlay to behave according to these parameters, we have no such ability in Subjects. We cannot analyze the effect of overlay traffic on underlay network, e.g., queueing at edge routers, congestion on links, bandwidth limitations on last-mile connection edges, etc. Hence, even though we gain tremendously on speed and scalability while using an application-level simulator, we compromise on the ability to study routing interactions between different layers, or to come up with representative Internet AS topologies, complete with routers, delays and last-hop bandwidths.
Nevertheless, using a light-weight application level simulator like Subjects enables us to experiment with extremely large P2P topologies. It gives us a good means to analyze topological graph properties, e.g. connectedness, node degree, graph diameter, etc., or to study reliability and robustness issues at the application layer for large scale overlay graphs.
IV. REFLECTING USER BEHAVIOUR
In this section, we discuss our attempts to reflect observed P2P user behaviour in the SSFNet simulator realistically. Various P2P systems differ in their protocol specifications and the way they function. Some systems are fully decentralized, while some are structured, and some only have a component that works on the P2P concept. Nevertheless, most such systems comprise of a negotiation phase -where the peers join the network, discover neighbours, search and share content; and a content exchange phase -where peers select another peer and download desired content from it. Recent studies, e.g., [8] , [21] have shown that user behaviour is independent of the specific P2P system used, and is largely invariant across P2P systems, both structured and unstructured. This means that factors like session lengths, free-riding, query patterns, search strings, etc. are largely similar for different P2P systems. While we have explained how we implement a specific protocol in SSFNet, our intention is to perform P2P experiments that represent a large section of P2P systems in use today.
We now discuss how we reflect various user behaviour features in SSFNet. In each case, we survey the literature for observed P2P characteristics, and reflect the same in our implementation using configurable parameters that rely on different mathematical distributions. The distributions for P2P user characteristics described below have been derived after a careful sensitivity analysis. As these characteristics can significantly impact P2P experiments, we try multiple parameters for the distributions, until we achieve a representation that reflects observed user behaviour within the limitations of a simulation environment. We note that user behavioural patterns are in constant transition, though the broad characteristics across different systems are fairly constant. Hence, we attempt to simulate multiple behavioural patterns, some very close to observed behaviour, some that serve as a comparison standard, and some that reflect worst-case or unrealistic scenarios. In future work, we aim to calibrate the impact of these patterns on P2P features. We introduce enhanced locality in P2P neighbour discovery, so that peers pick most of their neighbours within an AS, based on metrics like better bandwidth and lesser delay [10] . We then measure the impact of different user behaviour patterns on P2P features like file search, quality of search results, download times, scalability, and user experience.
A. Amount of content shared by peers
Extensive measurement studies like [9] , [7] , [16] have confirmed the presence of a large number of free-riders in P2P systems. The distribution of the number of files shared by each peer appears to be heavy-tailed, though there is no agreement on the exact parameters to represent it. Hence, we take different models to represent file distribution in SSFNet, as shown in Figure 1 . While Weibull and Pareto cases represent realistic behaviour (i.e., large number of free-riders), the Uniform case is used for base comparison, and the Poisson case represents a hypothetical utopian scenario where every peer shares a significant number of files.
B. Session lengths
Churn in P2P systems has attracted much attention from researchers [8] , [22] , [21] . Again, while most studies agree that online session length is a heavy tailed distribution, different P2P systems have been shown to fit different distributions (or different parameters of the same distribution) at different times of measurement [21] . Hence, we represent online session lengths using different distributions as shown in Figure 2 . As expected, Pareto and Weibull cases represent realistic behaviour, Uniform case is used for base comparison, and Poisson case represents the hypothetical-case analysis scenario, where almost every peer has a fairly long online duration.
C. Query strings and content type
Most P2P systems are characterized by query search phrases of two kinds [17] : constant phrases that aim to find content of a particular type, e.g., mp3, rap, porn, etc.; and volatile phrases that search for a specific content, e.g. artist or album name. Query popularity distributions and load across time and region have been measured in [17] , [16] .
We reflect this in our simulation environment by programming 45% constant phrases and 45% volatile phrases for query strings. The rest 10% query strings are chosen such that they do not match any content in the network. Besides, 20% of all queries match only one or two content files. This enables us to analyze the effect of P2P locality on content search.
To reflect content type shared by peers appropriately [9] , [7] , we take 80% music content of mp3 type, 5% software distributions, 5% pictures, 5% video content and 5% other kinds of music files. To take P2P pollution and spam into account, we keep 20% of the entire content as spam. As mentioned earlier, all these ratios can be altered at the start of each simulation. 
D. Other features
The query generation and query result arrival patterns have been shown in Figure 3 , for a P2P network of 1000 nodes, running for 5000 seconds.
We compute the number of P2P messages exchanged every 1000 seconds of simulation time, for a simulation run of 20, 000 seconds. We observe that the simulation run time does not affect P2P characteristics adversely, as the number of messages exchanged every 1000 seconds remains fairly constant. We do notice that the queueing delays at routers increase slightly with simulation runtime, though the increase is insignificant for the initial 10, 000 seconds, a reasonably long simulation runtime for our purposes.
V. VISUALIZATION AS AN ANALYSIS TOOL
Having explained P2P user behaviour reflection in SSFNet, we now introduce visualization as a tool for analyzing simulation logs. As mentioned earlier, we are interested in studying the correlation of P2P topology to the Internet underlay. We bias neighbour selection of peers to enable them to pick neighbours within the AS, or based on AS-hop distance [10] . While graph properties like connectedness, diameter, node degree, etc. are good metrics, we realize that visualizing P2P topology dynamically is a great means to observe locality in graph structures, as well as their evolution over time.
We have written a Java class called LogProcessor, that parses the log files, and generates snapshots of the P2P connectivity graph at defined intervals. At a particular instant in time, we sample the overlay topology, display all the online nodes in the graph, and join two nodes with an edge if there exists a peering between them at this point of time. We then use the visualization library yWorks [23] to convert the graph into various structured formats like hierarchical, circular, random, or tree. We also generate various summary statistics like number of messages exchanged, memory usage and amount of content exchanged. For a 10, 000 second simulation run, LogProcessor takes around 3 hours to generate 10 snapshots (every 1000 seconds). The memory consumption varies from 0.9 GB to 1.5 GB, and is found to increase linearly with runtime. Figure 4 (a) shows a P2P topology that is agnostic of the underlay, while Figure 4 (b) shows a P2P topology that is correlated to the Internet AS topology, where the densely connected subgraphs are local to each AS. However, such an overlay graph has very few inter-AS connections, and is hence likely to be less robust in the event of inter-AS peering link Figure 4 (c) shows a more robust P2P topology, where even a heavy churn rate of overlay nodes is unlikely to disintegrate the overlay graph into disconnected subgraphs. Such topological transformations would be challenging to detect using mathematical graph properties, but are easily observable and more intuitive in visualizations.
The evolution of the overlay graph structure can also be animated for short intervals of time, typically for over 100 seconds, using LogProcessor. This enables us to observe, for instance, how long does the P2P network need to transform from a sparsely-connected topology, as in Figure 4 (b), to a more robust topology, as in Figure 4 (c). However, animating the topology evolution is a memory intensive process, and we are looking at means to do this for longer durations of time with reasonable memory overhead.
VI. SOME OBSERVATIONS
We now make some observations based on our experiences with P2P simulations. It is our hope that other researchers working on P2P coding and simulations can benefit from our insights.
While implementing a simulation framework, one benefits greatly from having tunable parameters for most features. This allows one to experiment with different models for P2P system behaviour as well as user behaviour. Implementing support for extensions, e.g. GGEP header for Gnutella messages, gives added flexibility for unforeseen features. The ability to visualize certain features of system output aids in a more intuitive analysis. As it is generally not possible to log each and every kind of message generated during simulation runs, it helps to have an insight about what information is relevant for the experiment goals. Hence, providing support for multiple granularity levels for output logging is a useful feature. One often encounters memory shortage or leakage problems in large-scale simulations. Hence, logging of memory usage is an important debugging aid as well.
VII. OUTLOOK
We have detailed our experiences with the implementation of a P2P system within a network simulation framework, and have carried out a detailed sensitivity analysis to reflect user behaviour appropriately in our simulation framework. In a separate work [10] , we have proposed a simple, general scheme to enable ISPs and P2P systems to cooperate, in order to achieve a better correlation between overlay and underlay routing layers. According to the scheme, each ISP hosts a server called the oracle, that helps peers choose optimal neighbours. A P2P user sends the list of potential peers to the oracle, which ranks this list based on a number of factors that each ISP can decide individually, e.g. nodes within own network, higher edge bandwidths, estimated latency, geograhical location, and routing policies.
Simulations on the graph properties of oracle-influenced P2P overlays reveal that biased overlay graphs maintain a small diameter, small mean path length and constant node degree, while the densely connected subgraphs are now local to the ISPs. This implies that ISPs are able to keep a large part of P2P traffic within their network, while the P2P overlay graphs do not sacrifice any of the nice properties of typical random graphs [10] . We have also made a feasibility study of the scheme in a Testlab [11] with positive results.
