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Abstract 
Aspect extraction is an important step in opinion mining, to generate list of object, aspect and its opinions. Therefore, previous 
studies still give an opportunity to find the pattern of an aspect and opportunities in terms of aspect extraction performance. This 
paper propose syntactic pattern based on features observation to extract aspects from unstructured review, accompanied with a 
comprehensive analysis of varied pattern. This paper also provides some technical issues that arise based on performance 
evaluation and analysis using syntactic pattern extraction. The experimental results showed that the syntactic pattern approach 
had several weaknesses that need to be improved. 
 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of organizing committee of the International Conference on Computer Science and 
Computational Intelligence (ICCSCI 2015). 
Keywords: aspect extraction; opinion mining; syntactic pattern 
1. Introduction 
With the explosive growth of social media, people can share their opinions easily in blogs, microblogs, 
comments, forum discussions and social network sites. Nowadays, people used to find user review and discussions 
in forums or  e-commerce websites before buying a product 9. However, due to the number of user reviews, it is 
difficult for customer to find a proper review in accordance to user needs. It encourages research on opinion mining 
and summarization 1, 25.  
Generally there are two approaches in opinion mining, the traditional approach and the aspect-based approach 23. 
The traditional approaches do not focus on an object or aspect discussed in the review document. While aspect-based 
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approach focuses on the opinions of an aspect. Some research defines aspects as object features or product feature 
23,24. Aspect-based opinion mining consists of 2 main stages : 1) extraction of aspects and opinions, and  2) polarity 
classification 23. The performance of polarity classification depends on the results of aspect extraction. So that the 
aspect extraction plays an important role to generate a complete list of objects, aspect and its opinions.  
Turney used a certain set pattern to extract aspects and classify reviews into recommended and not recommended 
25.  Popescu implemented OPINE which extract aspects using unsupervised learning 18,19. A similar aspect extraction 
approach is used in Htay  19,25–27. The results showed that there are opportunities to develop pattern-based extraction. 
The purpose of this research is to extract aspect with syntactic pattern-based approach. The contributions of this 
research are a comprehensive analysis of the pattern that has been used in previous studies with the proposed method 
using the new syntactic pattern based on features observations, with various pattern combinations.  
The paper is organized as follows : Section 2 presents the related works of this paper ; Section 3 describes the 
aspect extraction ; Section 4 discusses the experiments ; Section 5 presents the discussion of the result of aspect 
extraction ; finally, Section 6 concludes the paper and challenges as well as opportunities for further research. 
2. Related Works 
Aspect-based opinion mining involved objects, aspects and followed by opinions 9.  Datasets commonly used in 
this research area such as electronic product reviews 2,18,21, movie reviews 3,8, reviews on hotel services, restaurant 
and  travel agency 4, as well as specifics topics such as telephone conversations 5 or blogs 6,7. 
The purpose of aspect extraction is to extract opinion sentences which contain one or more aspects and opinions. 
Several research used natural language processing techniques to extract objects, aspects and opinions 8,21.  These 
approach used features such as bag-of-words, term frequency (number of occurrences of the term in the 
document), term co-occurance (a feature that appears together, such as unigram/n-gram), POS (Part of Speech), 
opinion term (words that express positive or negative opinion), negation and syntactic dependency  9.   
In general, Part-of-speech (POS) and syntactic parsing are used to extract noun phrases 10–13,18,21,24–27. Turney 
used pattern-based approach to extract phrases and implemented Pointwise Mutual Information (PMI) to classify 
opinion based on the word “excellent” and “poor” 25. Semantic orientation of the documents predicted based on the 
average semantic orientation of the adjective phrases and adverb phrases. Riloff proposed bootstrapping algorithm 
to classify subjective noun 13. The subjective nouns can be used to extract aspects and opinions using subjectivity 
clues 13. Popescu proposed unsupervised technique to extract aspect, which used syntactic dependencies produced 
by MINIPAR parser 18,19. A similar approach is used in Kim and Hovy 14 .  
Htay developed aspect extraction through opinion seedset and extraction patterns 26,27. They identified pattern of 
opinion phrases through adjective, adverb, verb and noun 26,27. While Zhang identified noun phrase feature to 
implied opinions. Zhang proposed candidate identification using statistical test and lexicon-based approach 15,22. 
Existing research commonly used POS tagging and parsing techniques because they are relative simple and produce 
relatively high accuracy 21,24.  However, this technique can not extract aspects that are not explicitly mentioned in 
the datasets 21.  
Supervised learning has shown better performance in aspects extraction 16,17. Kobayashi proposed an aspect 
extraction method using a triple of <Subject, Attribute, Value> corresponding to product, aspect and polarity. They 
used machine learning techniques for this task 16,17. One of the main challenges in supervised learning is the lack of 
training datasets with a limited to a particular domain. Instead unsupervised learning approach has relatively low 
performance, but this approach is able to handle variations and relatively extensive review domain 18,19. These 
limitations can be overcome with a lexicon dictionary that contained semantic orientation value 20. 
3. Aspect Extraction 
The focus of this research is aspect extraction by comparing some patterns that represent an aspect. In addition to 
applying the pattern that has been used in previous studies, this research also extract new patterns based on the 
observation of features pattern and occurrence in the dataset. Based on the comparison of several extraction patterns, 
we can analyzed the weakness of the aspect extraction using syntactic pattern that can be developed further. 
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3.1. Data Analysis 
This research used review datasets from Hu and Liu research 21,24,29. Hu used dataset of some electronic products. 
Dataset used in this experiment are Canon S100, Canon SD500, Canon G3,  Jukebox and DVD player Apex 
AD2600 Progressive-scan DVD player 17. The dataset collected from Amazon.com website and Cnet.com. Some 
examples of dataset are as follows 20 : 
a) memory[-1][s],battery[-1]##A larger memory card and extra battery are good things to buy. 
b) support[-3][u]##apex does n't answer the phone . 
c) player[-3][p]##after about an hour it starts skipping like the dvd 's are dirty . 
d) light[+3][u],tiny[+3][u]##This camera is so light and tiny that I literally carry it everywhere 
e) small[+1]##I want to start off saying that this camera is small for a reason. 
f) small[+3],durable[2]## it is so small and it is so durable 
 
"Memory [-1] [s], battery [-1]" are examples of aspect that explicitly appear in the dataset with its negative 
values. While the "support [-3] [u]" is an aspect that does not appear explicitly in the dataset. In addition there are 
some aspect that are not explicitly shown in the dataset, but it should be done by pronoun resolution, such as : player 
[-3] [p], the [-3] [p], dvd-r [+1] [p], video output [-3 [p]. Apparently there are some features that are labeled [u], but 
the word is seen explicitly in the sentence review, as in the example light [+3] [u], tiny [+3] [u] and screen [-3] [u]. 
Sentences (e) and (f) have a label small [+1], small [+3], durable [2], but we observed that these aspect can not be 
assumed as an aspect, but more likely to be the value of an aspect. So based on the observation of the entire dataset, 
aspect are grouped by aspect type : 
a) datasets with complete aspect include explicit and implicit aspects 
b) dataset with explicit aspect (without the [p] and [u] symbol) 
Table  1. Data Analysis 
Dataset a b c 
Canon S100 300 182 17 
Canon SD500 229 148 0 
Apex DVD Player 839 348 83 
 
a : number of review sentences 
b : number of aspect  
c : number of  aspect contain [p][u] 
3.2. Preprocessing 
In the early stages, POS tagging conducted to identify the noun phrase that will become aspects candidates by 
using the Stanford-POS tagger1. This is because in general an aspect represented in the noun phrase 22,23. We extract 
POStag of current word, POStag of a word before current word and POStag of a word after current word. In this 
research, we tokenized sentences into token, bigram and trigram, to represent feature for pattern extraction. We 
extracted these features from all sentence in Hu & Liu dataset 24. 
This paper extracts aspects by applying a pattern-based approach that is taken from previous studies as well as to 
modify the new pattern. There are 3 sets of patterns are applied to aspect extraction, the pattern from Turney 25, the 
pattern from Htay 26 and new patterns based on features observations. Table 2 shows the Turney pattern (pattern A) 
and Table 3 shows the Htay pattern (pattern B). 
 
Table  2. Pattern A 25 
No. First word Second word Third word 
1. JJ NN atau NNS - 
2. RB/RBR/RBS JJ Not NN/NNS 
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3. JJ JJ Not NN/NNS 
4. NN/NNS JJ Not NN/NNS 
5. RB/RBR/RBS VB/VBD/VBN/ VBG - 
 
Table  3. Pattern B 26 
No. First word Second word Third word 
1. JJ NN/NNS - 
2. JJ NN/NNS NN/NNS 
3. RB/RBR/RBS JJ - 
4. RB/RBR/RBS JJ/RB/RBR/RBS NN/NNS 
5. RB/RBR/RBS VBN/VBD - 
6. RB/RBR/RBS RB/RBR/RBS JJ 
7. VBN/VBD NN/NNS - 
8. VBN/VBD RB/RBR/RBS - 
 
Based on the above two patterns, there are some patterns that are similar, such as patterns of numbers 1,2 and 5 
from pattern A with the pattern number 1-5 from pattern B. In addition, there are several patterns from pattern B are 
similar, such as the pattern 1-2 and patterns 3 - 4. 
3.3. Proposed Pattern 
New pattern is obtained by features observations using bag-of-words feature, POStag pattern based on current 
POStag, (current-1) POStag and (current+1) POStag. Modifications made based on syntactic patterns that appear in 
these features. Based on these features observations and frequency that appears on the dataset, the pattern with a 
certain frequency threshold, will be adopted into the aspect extraction patterns. Based on the patterns analysis, there 
are some patterns that can represent an explicit object features as shown in Table 4. This approach has disadvantage 
which is not able to extract implicit product features. It is due to the implicit meaning contained in the phrase which 
can be determined by using natural language processing.  
Table 4 shows the pattern C which is applied to the dataset as a new candidate aspect extraction. 
 
Table  4. Pattern Extraction C 
No. First word Second word Third word 
1. NN/NNS - - 
2. VB - - 
3. DT/JJ/NN NN/NNS - 
4. NN/NNS/RB/RBR/RBS JJ/VBN/VBD - 
5. VBN/VBD NN/NNS/RB/RBR/RBS - 
6. JJ NN/NNS NN/NNS 
7. RB/RBR/RBS JJ/RB/RBR/RBS NN/NNS/JJ 
8. JJ VB/VBN/VBD NN/NNS 
9. NN/NNS VB/IN/NN/NNS NN/NNS 
10. NN/NNS IN DT – NN/NNS 
11. NN TO NN/NNS – NN/NNS  
 
Pattern C has a different set of patterns with Turney and Htay 26,27. These patterns obtained from features 
observations and frequency patterns that extracted from datasets. All these patterns have the same goal which is to 
identify and extract phrases that would be candidates product features. Another difference is the presence of a more 
comprehensive comparative analysis of the characteristics of different datasets were applied to three different 
patterns and its combinations. 
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4. Experiments 
Experiments were performed by applying a combination of three different sets of patterns, a combination of 
Pattern A, Pattern B and Pattern C with several experimental scenarios : 
1) The experiments using the entire dataset, includes explicit and implicit aspects 
2) The experiment using a dataset consist of explicit aspects (not containing the [u] and [p] symbol) 
3) The experiments using datasets that have been annotated and eliminate a portion of aspects containing [u] 
and [p] symbol 
4.1. Experiment Scenario 1 
The purpose of first experiment was to extract the aspects based on the pattern A, pattern B, pattern C and their 
combinations using a dataset that consist of explicit and implicit aspect. Table 5 shows the results of aspect 
extraction based on scenario 1. 
 
Table  5. The result of scenario 1 
Dataset Precision Recall F-Measure 
Pattern A 
Canon S100 0,421 0,611 0,498 
Canon SD500 0,439 0,633 0,518 
Apex DVD 0,386 0,431 0,407 
Pattern B 
Canon S100 0,438 0,625 0,515 
Canon SD500 0,471 0,641 0,543 
Apex DVD 0,395 0,444 0,418 
Pattern C 
Canon S100 0,489 0,645 0,556 
Canon SD500 0,490 0,655 0,560 
Apex DVD 0,398 0,465 0,428 
Pattern A + C 
Canon S100 0,494 0,656 0,563 
Canon SD500 0,501 0,664 0,571 
Apex DVD 0,412 0,511 0,456 
Pattern B + C 
Canon S100 0,501 0,674 0,574 
Canon SD500 0,531 0,689 0,599 
Apex DVD 0,425 0,524 0,469 
Pattern A + B + C 
Canon S100 0,524 0,686 0,600 
Canon SD500 0,545 0,692 0,612 
Apex DVD 0,441 0,537 0,489 
 
Based on the results analysis from the experiments above, there are some implicit aspects contained in the 
dataset, as indicated on the composition of datasets in the table in Section 3.1. The number of implicit aspects in the 
dataset Canon100 reach 25% of the total dataset, while CanonSD500 have 8.7% and Apex have more than 50% of 
implicit aspects. 
The result showed that pattern combination produces a slight increase in Precision and Recall. It is due to the 
presence of a complementary pattern compared with the pattern set without combination. 
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4.2. Experiment Scenario 2 
This experiment would like to analyze aspects that explicitly contained in the review. In this research, dataset was 
separated between explicit and implicit aspects, by eliminating aspects that contain [u] and [p] symbol. Table 6 
shows the experiments results that contains explicit aspects (without the [u] and [p] symbol). 
 
Table  6. The result of scenario 2 
Dataset Precision Recall F-Measure 
Pattern A 
Canon S100 0,430 0,618 0,507 
Canon SD500 0,439 0,633 0,518 
Apex DVD 0,390 0,441 0,413 
Pattern B 
Canon S100 0,440 0,629 0,517 
Canon SD500 0,471 0,641 0,543 
Apex DVD 0,394 0,454 0,421 
Pattern C 
Canon S100 0,490 0,651 0,559 
Canon SD500 0,490 0,655 0,560 
Apex DVD 0,402 0,472 0,434 
Pattern A + C 
Canon S100 0,497 0,660 0,567 
Canon SD500 0,501 0,664 0,571 
Apex DVD 0,423 0,512 0,463 
Pattern B + C 
Canon S100 0,508 0,681 0,581 
Canon SD500 0,531 0,689 0,599 
Apex DVD 0,428 0,542 0,478 
Pattern A + B + C 
Canon S100 0,540 0,690 0,605 
Canon SD500 0,550 0,692 0,612 
Apex DVD 0,452 0,541 0,492 
 
The second experiment showed that there is no significant increase in Precision and Recall by eliminating the 
implicit aspects that are marked with the [u] and [p] symbol. By using this extraction pattern, certainly not able to 
extract the implicit aspects, so we need further development to extract the implicit aspects. 
In addition to the implicit aspects, there are some aspects that are not expressed in Noun Phrase, such as "light", 
"tiny", "work", "small", as shown in the following sentence: 
“This camera is so light and tiny that I literally carry it everywhere with me, which is great considering I'm an 
artist and like to capture interesting items.” 
“I've often struggled to get something to work the way I want it, and hate to have to carry the manual with me all 
the time!” 
“It's so small and light, even with a spare battery, you really can take it anywhere.” 
 
The number of aspects that are not in Noun phrase form approximately 33 features for data Canon S100, 17 
features for data Canon SD500 and more than 100 features for data Apex DVD. So for the case above, it is 
necessary to re-annotate the dataset and analyze the specific pattern extraction on the explicit aspects. 
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4.3. Experiment Scenario 3 
The goal of third experiment is to extract the aspects based on the pattern A, pattern B, pattern C and its 
combinations by using several datasets that have been re-annotation and eliminates aspects containing [u] and [p] 
symbol. Some examples of re-annotated datasets are:  
 
small[+1]##I want to start off saying that this camera is small for a reason. 
small[+3],durable[2]## it is so small and it is so durable 
fun[+3]##I bought this little guy a few weeks back, and I have to saythat I never had so much fun with a new toy 
as this. 
play[+2], dvd-r[+1]##what got me to buy was the reviewer that said it would play dvd-rs fill of files ( e. , mp3s ) 
. 
Table  7. The result of scenario 3 
Dataset Precision Recall F-Measure 
Pattern A 
Canon S100 0,541 0,713 0,615 
Canon SD500 0,532 0,701 0,604 
Apex DVD 0,445 0,534 0,485 
Pattern B 
Canon S100 0,546 0,763 0,636 
Canon SD500 0,556 0,742 0,635 
Apex DVD 0,476 0,582 0,523 
Pattern C 
Canon S100 0,591 0,784 0,673 
Canon SD500 0,680 0,763 0,719 
Apex DVD 0,501 0,546 0,522 
Pattern A + C 
Canon S100 0,594 0,797 0,680 
Canon SD500 0,689 0,780 0,731 
Apex DVD 0,521 0,578 0,548 
Pattern B + C 
Canon S100 0,604 0,799 0,687 
Canon SD500 0,693 0,794 0,740 
Apex DVD 0,532 0,574 0,552 
Pattern A + B + C 
Canon S100 0,625 0,789 0,697 
Canon SD500 0,699 0,805 0,748 
Apex DVD 0,554 0,590 0,571 
 
The third experiment showed that the separation between explicit and implicit aspects lead to an increase in 
Precision and Recall. It shown in Table 7. However, the system has not been able to extract all of existing explicit 
aspects. For example, there are several aspects that are not expressed in Noun Phrase, such as "use", "looks", "ease 
of use" that contained in the following sentences : 
 
 “Excellent picture quality and so simple to use!!!” 
“Looks great.” 
“I was looking for something that wasn't too complicated to use and to help the pics I post on Ebay show more 
detail.” 
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In addition there are several phrases that also extracted, but it is not an aspect. Table 8 shows the phrases that are 
also extracted, but these are not aspects. It called false positives in aspect extraction. 
 
Table  8. False Positive Phrases 
Pattern Phrases 
JJ – NN   Digital camera, Digital photography, Digital zoom, Digital image, Digital equipment 
NN – JJ  
 
Person bright, zipper extra, body popular, lens little, situation quiet, dark nice, card extra, look standard, idea 
front, pounch best, rendering perfect 
RB – JJ  Less warm, far superior, actually better 
RB – VB First saw, already bought, quickly showed  
VB – NN  Bought camera, saw picture  
 
As shown in Table 8, examples of phrases that are often extracted, but not aspects are phrases consist of JJ - NN, 
such as "digital camera", "digital zoom" or "digital image" that are extracted as an aspect. In addition there are 
another pattern that often extracted, such as patterns RB - JJ, RB - VB and VB - NN as shown in table 8 above. 
Based on the experimental results, it need a post-processing to filter the candidate aspects, such as Bross research 33, 
so the Precision and Recall can be increased. 
5. Discussion 
The aim of this research is to explore the strengths and weaknesses of a pattern-based approach, and discover 
new patterns with some combination of existing pattern with the new pattern. So based on the experimental results, 
there are still some problems to be solved, including explisit and implicit aspect extraction. This paper focus to 
extract only explicit aspects. So that in future research need to apply an approach that can extract implicit aspect, for 
example by applying natural language processing such as coreference and pronoun resolution and identification of 
implicit aspect, so that can produced a complete list of aspect include explicit and implicit 28,33. Another alternative 
approach is to apply a knowledge-based approach, dependency relation or corpus-based 29–31,33. 
Another issues are based on the pattern that had been applied, there are some noun phrase that also extracted, but 
not an aspect. As an example sentence review :  
 
“I researched digital camera for a month before purchasing the S100.” 
“This is the best camera you can have for digital images if you want to” 
 
Based on the “JJ – NN” pattern, hence the phrase "digital camera" and "digital images" will be extracted, but it 
was not an aspect. We apply corpus-based approach to overcome this problem. The implementation of the post-
processing provides performance improvement. In addition, the pattern that has been implemented is not able to 
identify aspects and opinion pairs separated by a few tags. For example : 
“The picture quality of this camera is amazing” 
 
The system should be able to extract the object “camera” that has an aspect "picture quality" with the value 
"amazing" that has positive orientation. But this study did not focus on finding a solution to solve these problems 
because the purpose of this study was to conduct a comprehensive analysis of pattern-based aspect extraction. There 
are several alternative solutions that can be used to solve these problems, such as using dependency parser or 
semantic-based approach 32–34. 
6. Conclusion and Future Works 
Aspect extraction is an important stage in the aspect-based opinion mining. This research focuses on the 
syntactic-based approaches by comparing several pattern-based extraction. Pattern-based aspect extraction can only 
extract aspect that explicitly mentioned in dataset, but can not be used to extract the implicit aspects. Implicit aspect 
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can not be extracted with existing these syntactic patterns, but requires a semantic-based approach. While variations 
in aspects either explicit or implicit aspects pretty much met in real conditions, thus requiring a more representative 
approach as by adding post-processing stage, or using natural language processing. 
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