Abstract. We prove a sub-convex estimate for the sup-norm of L 2 -normalized holomorphic modular forms of weight k on the upper half plane, with respect to the unit group of a quaternion division algebra over Q. More precisely we show that when the L 2 norm of an eigenfunction f is one,
Introduction
The supremum norm of cusp forms has been a topic of considerable interest in the recent past. Let us first look at the case of holomorphic cusp forms of weight k for the full modular group, SL(2, Z). Let f be such a form. We further assume that f is a Peterson normalised eigenfunction of all the Hecke operators. Then the L ∞ norm of f is by definition the supremum of the bounded SL(2, Z)-invariant function y k/2 |f (z)|:
where z = x + iy the Poincare upper half-plane H. In [15] , H. Xia proved that
+ε for all ε > 0. (1.1) where λ is the eigenvalue of ϕ for the hyperbolic Laplacian. Here ϕ has L 2 (or Petersson) norm one. Iwaniec and Sarnak also investigate the supremum norm of eigenfunctions on a compact arithmetic surface. Such a surface is of the form Γ\H where Γ is a cocompact arithmetic subgroup of SL(2, R) arising from a quaternion division algebra A over Q. Fix a maximal order R in A and denote by Γ the unit group of R, or more precisely it's image in SL(2, R) as a discrete and cocompact subgroup, see (2.1) . For the definitions of the above mentioned objects, see section 2. Iwaniec and Sarnak considered the supremum norm of eigenfunctions of the Laplacian on Γ\H under the assumption that the eigenfunction in question is also a simultaneous eigenfunction of the Hecke operators T (n), (n, q) = 1. Here q is a positive integer depending on the maximal order R in A, for more information on q, see section 2.2. The result they prove is the same as in the non-compact case treated in the same paper, i.e., if ϕ is any such Hecke-Maass cusp form on Γ with L 2 norm one, then
+ε for all ε > 0.
The convexity bound here is ϕ ∞ ≪ ε λ 1 4 +ε . It is worthwhile to mention that there are several other interesting results on bounding the sup-norms of cusp forms when one or all of the parameters involved (e.g., the Laplace eigenvalues, levels of the congruence subgroups or weights) vary. We refer the reader to [1] , [2] , [12] for the details.
In this note we place ourselves in a similar setting as the cocompact case treated by Iwaniec-Sarnak i.e., we consider a cocompact arithmetic subgroup Γ as above. However the functions we consider are holomorphic modular forms for Γ of weight k where k is a positive even integer. Recall that the L ∞ norm of f is the supremum of the Γ invariant function y k/2 |f (z)| on H if f has weight k. In this situation we prove the following result.
Theorem 1.1. Let Γ be as above and f a holomorphic modular form for Γ of weight k. Assume that f is a simultaneous eigenfunction of all the Hecke operators. Assume that f has Petersson norm one. Then for all ε > 0 there exist an absolute constant k 0 > 0 such that for all k > k 0 ,
+ε .
The implied constant depends on ε and the group Γ but not on f .
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Note that the convexity bound in this case is f ∞ ≪ Γ k 1 2 , which is sharp in some cases if the Hecke assumption is removed; see Remark 2.1 in section 2.4. In Xia's argument while obtaining (1.1), with both the upper and lower bounds, essential use is made of the presence of a cusp and the Fourier expansion of f in the noncompact case. In fact, this allows him to use Deligne's sharp bound on the Fourier coefficients for the upper bound while taking the point z very high up in the cusp allows for the lower bound. In the setting of our paper, there are no cusps and both of these tools are lost.
Our approach consists in employing the Bergman kernel for the compact quotient Γ\H. We embed f in an orthonormal basis {f j } of the space of modular forms of weight k, each f j being a simultaneous Hecke eigenform. Recall that the Bergman kernel h k (z, w) is proportional to j f j (z)f j (w). We apply the Hecke operator T (n) in the w-variable and then estimate the resulting function. We first derive an estimate for h k (z, z) using results of Cogdell and Luo [3] , which is presented in (4.2). We next implement the amplification technique of Iwaniec and Sarnak to highlight the contribution of f and obtain the result.
In particular one does not have a direct k 1/4 upper bound as in [15] , while it is possible that even an upper bound k ε might hold in Theorem 1.1.
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Notation and setup
Throughout the paper we use the standard notation A ≪ s B (B > 0) to mean |A| ≤ C(s)B for some positive constant C(s) depending only on s. Further, ε denotes a small positive number, which may vary in different occurrences. For a matrix M = ( a b c d ) with real entries, we define it's norm M := (a
We define σ 0 (n) to be the number of divisors of a positive integer n.
2.1. Quaternion algebras and orders. Let A = a,b Q be a quaternion division algebra over Q. A has a basis consisting {1, ω, Ω, ωΩ} over Q and ω 2 = a, Ω 2 = b, ωΩ + Ωω = 0. Here a, b are square-free and we assume that a > 0. For details on quaternion algebras, we refer the reader to [4] .
Let α ∈ A. We define, as usual, the trace and norm maps by T (α) = α +α and N(α) = αα. Here, α is the conjugate to α defined by α
Recall that an order S in A is a subring of A containing 1, finite over Z and such that S has dimension 4 over Q. Any such order is contained in a maximal order of A. Let R be a maximal order of A and R(1) be its groups of units, i.e., elements of norm 1. More generally, let
It is well-known that the Q(
is known that det φ(α) = N(α). We will work with the image of φ in
thus in the rest of the paper, Γ := φ(R (1)). We will also identify R(1) with it's image under φ and drop the φ from the notation for convenience. Since A is a division algebra, Γ is a Fuchsian group of the first kind and Γ\H is a compact hyperbolic surface. See [13, Th. 5.2.13] and [4, Ch. 2] for the proofs of these facts. Thus any fundamental domain F for the action of Γ on H is compact.
Hecke operators.
From the theory of correspondences (see [4] ), one can define Hecke operators T (n), n ≥ 1 using the set of orbits R(1)\R(n). This has cardinality O(n 1+ε ) for any ε > 0. For f : H → C holomorphic, one defines
where as usual, we denote
Let us denote the space of modular forms of weight k for Γ by M k (Γ). Analogous to the theory of modular forms for congruence subgroups of the modular group, one knows (see [4] ) that there exist an integer q depending on R 1 such that the set of operators T (n) with (n, q) = 1, preserve M k (Γ), are self-adjoint, and satisfy
The Bergman kernel or the reproducing kernel for M k (Γ) is characterized as the unique function (upto non-zero scalars) B(z, w) of two variables z, w ∈ H (holomorphic in z and anti-holomorphic in w) such that for any holomorphic function f on H, one has the reproducing formula (see [11] ),
The Bergman kernel for M k (Γ) can now be written down explicitly as follows. For n ≥ 1, define the following function:
In fact one has q = q 1 q 2 , where q 1 is the product of the 'characteristic primes' p such that the local order R p := R ⊗ Z Z p at the prime p is maximal, and q 2 is the product of those primes
It is easily checked that h n k (z, w) defines a holomorphic function in z and is anti-holomorphic in w. In this case it is well-known (or one can check (2.4) directly by using the equation below, see also [3, 11] ) that
where f j,k is any orthonormal basis of M k (Γ) (which is finite-dimensional) and h k := h 1 k . Thus h k is proportional to B. In our paper we shall take the orthonormal basis to be the one consisting of L 2 normalized Hecke eigenforms.
2.4. The convexity bound. The 'convexity bound' can be obtained as an application of Godement's theorem (see [3] , [11] ) and a calculation in [3] . We record it here for the convenience of the reader.
·h k (z, z) and writing as in (3.21) adopting the notation and estimates introduced in section 3,
and thus f ∞ ≪ Γ k 1/2 .
Remark 2.1. Note that (2.7) holds without assuming that f is a Hecke eigenform, and indeed if one drops the Hecke assumption then this bound k 1/2 is sharp for some f . This follows from the Sarnak's multiplicity argument in his letter to Morawetz (see [14] ), which shows that for some f 0 ∈ M k (Γ) one has
Estimation of the Bergman kernel
Let n be a fixed positive integer. In this section we carry out estimates for the Hecke-transformed Bergman kernel h n k (z, w) in terms of n and the imaginary parts of z, w. First we estimate it crudely, using the estimate for h k (z, w) as in [11] , and then use this in conjunction with an observation due to Cogdell-Luo in [3] to arrive at the a reasonable estimate (3.23) for h n k (z, w).
We recall Godement's theorem on the estimate for the majorant of h k (z, w) obtained by putting absolute values on its summands. We denote this majorant of h k by ⌈h k ⌉. From [11, p. 79, Prop. 2 (iii)] we obtain the following statement (keeping in mind that the argument presented there holds for any discrete subgroup of SL(2, R), see [11, p. 81] 
We now note the following expression of h n k (z, w) in terms of Hecke operators:
where the subscript (w) denotes the variable on which the action is considered. Then using (3.1), we easily arrive at the following estimate:
where we have taken the compact set K to be the fundamental domain F .
After this preliminary estimate, we now turn to a more refined estimate for h n k (z, w). To this end, define, following [3] :
Then
where 0 < δ < 1 will be chosen later and we call the first and second terms I and II respectively. In I, we use the estimate
coupled with the following lemma:
Lemma 3.1. Let z ∈ F . For 0 < δ < 1 small enough and any ε > 0, #{γ ∈ R(n) : |γz − z| ≤ δ} ≤ n ε (nδ 1/4 + 1).
Proof. We will proceed as in [9] . Namely, we consider the stabilizer of z in SL(2, R) and call it K z . It is a maximal compact subgroup of H and thus conjugate to SO(2, R) by a matrix, say, M = ( a b c d ). We next recall the Iwasawa decomposition in SL(2, R) with respect to K z :
First we would assume that z = i, and work with the standard Iwasawa decomposition with respect to the standard maximal compact subgroup K = SO(2, R). Here we have a canonical expression for N, A:
Let γ ′ ∈ SL(2, R). Clearly, with the Iwasawa decomposition of γ ′ and α ′ , β ′ as above, one has |γ
From these we also get |β ′ | −1 ≤ 1 + c 1 η 1/2 for some absolute constant c 1 > 1 and η small enough. Thus the above inequalities show that for η small enough, p i − I ≪ η 1/2 ; where p i = m i a i from the decomposition (3.5) with respect to z = i. This implies, after multiplying by an element of SO(2, R) that
Now we can start from γ ∈ R(n) such that |γz − z| ≤ δ and note that 
for A > 0, we find that
for some constant c 2 > 0 depending only on Γ. Thus after conjugating (3.6) with γ 0 and η defined as above:
since the entries of γ 0 are bounded by some constant depending only on Γ. Now we can proceed as in [9] by following the description of K z given there. We start with the quadratic form [α, β, γ] := αX 2 + βXY + γY 2 associated to z, where the real numbers α, β, γ are determined from the equation:
In the above, we allow ourselves to use the notation γ both for a matrix and a real number in order to be consistent with the notation in [9] , but will remind the reader in the case of any possibility of confusion.
In fact one knows that From (3.8) we see that the α, β, γ satisfy (3.9) and are bounded in absolute value by a constant depending only on the group Γ:
From the explicit description of K z (see [9, eq. 1.12]), we find that
Moreover if γ is in R(n), there exist integers x 0 , x 1 , x 2 , x 3 such that (see (2.1), [9, eq. 1.14]):
Then by comparing both sides of (3.7) and using the descriptions in (3.10) and (3.11) we get that
Also, taking (3.9) into account one obtains that
which shows that either |γ + α/b| ≥ 1/ |b| or |γ − α/b| ≥ 1/ |b|. Thus one of these quantities is bounded below uniformly for all z ∈ F (depending only on the sign of b).
First suppose that b > 0. Then we have |γ + α/b| ≥ 1/ |b|. The proof now follows that in [9] and we obtain that 
We have the standard estimate #{r, s : From (3.12) and (3.15), it follows that x 0 , x 3 ≪ n 1/2 , with the implied constant depending on Γ. Similarly from (3.13) and (3.14) one concludes that the same holds for x 2 and x 3 as well. Thus, using (3.18) along with the above observation we get
where the implied constant depends on ε and Γ. Now combining (3.17) and (3.19) we see that finally #{γ ∈ R(n) : |γz − z| ≤ δ} ≪ ε,Γ n ε (nδ 1/4 + 1).
This settles the case b > 0. When b < 0 our choice would be |γ − α/b| ≥ 1/ |b|, and this case is completely similar to the previous one. This completes the proof of the lemma.
We are now in a position to arrive at an estimate for h n k (z, z). Let us go back to (3.3) . Using (3.4) and Lemma 3.1 we obtain the following estimate for the sum I:
We treat the sum II in the following way:
where k 0 > 2 is a positive integer to be chosen later and use the estimate (3.2) for
We remind the reader that it is easy to see that [3, Lemma 1] holds for all γ ∈ GL + 2 (R) with det γ ≥ 1. Let us now insert the inequality (3.22) in the first factor on the r.h.s. of (3.21). Thus from (3.3), using (3.20) and (3.21) together we have,
We are now in a position to prove Theorem 1.1.
Proof of Theorem 1.1
In this section we will prove Theorem 1.1. First we choose a value of δ which gives rise to a decay in terms of k in the estimate for the sum II in (3.23). We also note that δ will depend on n (used in estimating h n k (z, z)) but we suppress it in notation for convenience. We use the results of the previous section along with the amplification technique of [9] to finish the proof of the theorem.
Proof. To begin with, let us choose
where C is a sufficiently small positive constant depending only on the group Γ such that Lemma 3.1 holds and β > 0 would be chosen later. The estimate (3.23) for h n k (z, z) now reads:
We define the 'normalized' eigenvalues for each 1
and then the Hecke relation (2.3) takes the form
We start from the equalities
Let M ≥ 1 be an integer which is absolutely bounded. Since k is large enough, we can choose the integer k 0 in such a way that k 0 ≡ k mod 2, k − k 0 > 2M and k 0 is absolutely bounded. For convenience, let us define κ := (k − k 0 )/2. We then have the following inequality:
obtained by retaining only the M-th term in the above binomial expansion. Here the implied constant depends only on Γ. Now we use (4.6) in the estimate of h n k as in (4.2) and obtain from (4.5) the following:
where the implied constants in the above inequalities depend only on ε and Γ. Here we have chosen β = 2−ε ′ for suitable ε ′ in (4.7) and have used the arithmetic mean-geometric mean inequality on |α m | and |α n | to arrive at (4.8). We would now use the amplification method to arrive at an estimate of the sup-norm as follows. Let us fix an eigenform f j 0 . The choice for α n is the same as in [9] , namely
(4.9)
Recall that under the Jacquet-Langlands correspondence [10, p. 470 ,494] and also [7] , there exists a cusp form F j 0 of weight k on Γ 0 (D) with D depending only on the order R such that the Hecke eigenvalues of F j 0 coincide with those of f j 0 for all (n, q) = 1, where the integer q is as in section 2.2. Thus Deligne's bound holds for η j 0 (n) for (n, q) = 1: |η j 0 (n)| ≤ σ 0 (n), (n, q) = 1.
Recall the Hecke relation for primes p ∤ q: (4.10) and that the sequence (α n ) n is supported only on primes p ≤ N 1/2 and squares of primes ≤ N. We use the values of α n from (4.9) along with the Hecke relations (4.10) in the l.h.s. of (4.8). On the r.h.s. of (4.8), we apply Deligne's bound to estimate n |α n | 2 . We then get Here the implied constants depend only on ε and Γ. We obtain finally 
