Finding a safe, smooth, and efficient path to move an object through obstacles is necessary for object manipulation in robotics and automation. This paper presents an approach to two-dimensional as well as threedimensional findpath problem that divides the problem into two steps. First, rough paths are found based only on topological information. This is accomplished by assigning to each obstacle an artificial potential similar to electrostatic potential to prevent the moving object from colliding with the obstacles, and then locating minimum potential valleys. Second, the paths defined by the minimum potential valleys are modified to obtain an optimal collision-free path and orientations of the moving object along the path. Three algorithms are given to accomplish this second step. These three algorithms based on potential fields are nearly complete in scope, and solve a large variety of problems.
INTRODUCTION
This paper presents heuristic findpath algorithms in two-and threedimensions (2D and 3D). Obstacles are assumed to be polygons or polyhedra. We describe the topological structure of the problem space by a scalar potential field. Imagine all the obstacles are composed of positively charged matter. If the moving object (MO) is also positively charged, the obstacle avoidance problem is resolved by the repulsive force. This force can be calculated as the negative gradient of a potential field.
Our algorithm divides the problem into two stages. First, topologically distinct paths are found from the valleys of potential minima. The best candidate path which is mostly likely to yield a collision-free path of the minimum length is selected from the minimum potential valleys (MPV). Second, three findpath algorithms modify the best candidate path to obtain a collision-free path and smoothly changing orientations along the path. These algorithms solve problems of different levels of difficulty. First, the parae1 optimization algorithm (POA) employs a numerical method to minimize a weighted sum of the path length and the total potential experienced by MO along the path. POA solves "easy" problems where the free space between the obstacles is wide. The second is the serial optimization algorithm (SOA), intended for problems where MO must maneuver through tight spaces between obstacles. Sidetracking algorithm (STA) is for the problems where in addition to tight maneuvering, MO must also exploit nonlocal geometry of the free space.
This algorithm is useful in problems where the free space is so narrow that brief excursions away from the candidate path are necessary to change the orientaion of MO.
MINIMUM POTENTIAL VALLEYS
A potential function is used as an analog representation of object shapes. Since an expression of the electrostatic potential is not available for polytopes, a new function is developed. Let g,(x)=O be the boundary equations of a polytope. Then p ( x ) = [ Cg, (x>t I gi ( x ) I I-' is similar to the electrostatic potential function.
It is necessary to classify all possible paths into a finite number of topologically distinct paths, and examine only these for the possibility of yielding a collision-free path. MPV lie as far away from the obstacles as possible, and are thus g o d candidates for topological paths. After MPV are found, a shortest path between the start and goal positions with minimum chance of collisions has to be selected. The path is computed using dynamic programming with a cost function that is proportional to path lengthes and to the potential along the paths.
FINDPATH ALGORITHMS
POA finds a path that minimizes a weighted sum of the path length and the total potential experienced by MO along the path. Minimizing the potential on MO favors object motion away from obstacles to avoid collisions, whereas minimization of the path length prevents MO from wandering in wide parts of the free space. The objective functional to be minimized is J = j I dx I +P (x ,e) I dx I , where P (x .€I) is the total potential experienced by MO in configuration (x.0). A numerical method is used to minimize J. The best candidate path selected from MPV is used as an initial guess by the numerical method.
SOA is intended to solve problems where tight maneuvering of MO is needed. SOA divides the task into four steps. First, MO is moved along the candidate path, and the regions where collisions occur are identified. Then collision-free configurations (CFC's) of MO in the collision regions are found by selecting the configurations with locally minimum potential on MO. Next, SOA tries to connect a CFC of a collision region with a CFC of an adjacent collision region. This is done by making MO move from one CFC to the other, adjusting its position and orientation to avoid collisions. If the start and the goal configurations can be connected through a sequence of CFC's of the collision regions, then a solution of the problem follows.
SOA cannot solve problems where MO has to go away from the candidate path to change its orientation. STA allows MO to take necessary excursions. STA works as follows. SOA is applied forwards from the start configuration. When forward SOA fails to find a solution, SOA is applied backwards from the goal configuration. Whenever backward SOA connects the goal configuration to a CFC in a collision region containing a CFC connected to the start configuration, STA mes to connect the two CFC's. STA moves MO from these two CFC's in the directions away from the collision region. If STA succeeds in connecting them, a solution is found. Figure 1 shows a rectangle moving from behind a rectangular pillar to the left of the triangular table. The path and orientations are found by POA. The next three problems are solved by SOA. Figure 2 shows an L-shaped object moving through polygons. Figure 3 shows how to make the word "(TA into "CAT by moving the leuer " T only. Figure 4 shows how to move a grand piano into the living room. STA solves the problem in Figure 5 . The arc has to sidetrack twice from the T-shaped junction to reach the goal. Figure 6 shows a case where the potential field based algorithms fail. In this example, MPV between three circular obstacles do not give clues about how to move a 7-shaped object out to an open space. It is crucial in our algorithms that MPV give a good estimate of a solution path.
EXAMPLES

CONCLUSIONS
There are a number of advantages of our algorithms. First, they can solve much harder problems than most approximate algorithms [1, 3, 6] . Second, our algorithms examine the shortest path first, and the resulting solutions are always near optimal. Third, the computation time of our algorithms is much shorter than the two existing complete algorithms [2, 5] . Our algorithms take on the order of minutes for 2D and tens of minutes for 3D on a SUN 260 computer. Although our algorithms fail on very hard problems, they solve many common problems in object manipulation.
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