The International Journal of Biological Markers, like many other biomedical journals dealing with cancer research, often publishes papers whose principal aim it is to test the association between quantative measurements of biological variables. When these are expressed on continuous scales, the statistics most frequently adopted to test their association are the Bravais-Pearson (parametric) and the Spearman (non-parametric) correlation coefficients. In this note the correlation coefficient estimate (statistic) will be denoted by the Latin letter r, while the "true" correlation coefficient (parameter) of the underlying population will be denoted by the Greek letter ρ.
The Bravais-Pearson correlation coefficient (ρ BP ) is a suitable measure of association when n couples of continuous data ((y i , x i ) with i=1,2,…n), collected on the same experimental unit, follow a bivariate normal distribution. In this case the only relationship that can be postulated is the linear one. Two different regression lines (see Fig. 1 ) can be defined: the first (l 1 ) corresponding to the linear regression of y on x and the second (l 2 ) corresponding to the linear regression of x on y. The two straight lines intersect at a point whose coordinates are the means of the observed y i and x i , respectively; this point is the vertex of an angle θ, defined by l 1 and l 2 , which is an expression of the strength of the linear association between y and x. The Bravais-Pearson correlation coefficient (ρ BP ) is the geometrical mean of the slopes of the two regression lines and corresponds to the cosine of θ. In absence of association the two straight lines are perpendicular (θ = 90°), so that ρ BP = cos 90°= 0. When there is a complete association the two straight lines overlap: if the resulting single straight line has a positive slope (i.e. y increases with increasing values of x), θ = 0°a nd ρ BP = cos 0°= 1; if it has a negative slope (i.e. y decreases with increasing values of x), θ = 180°and ρ BP = cos 180°= -1.
The Spearman correlation coefficient (ρ S ) is usually adopted when the assumption of the bivariate normal distribution is not tenable. It is known that ρ S is computed as ρ BP , changing the integer 1,2,…n to y 1 ,y 2 ,…y n according to their relative magnitude; the same procedure is performed for x 1 ,x 2 ,…x n . This transformation makes it possible to move from the scales in which the original data are collected towards the same scale, i.e. that of ranks. The ranks do not follow the normal bivariate distribution and therefore the correlation coefficient cannot 
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θ be geometrically interpreted as before. Even though ρ S cannot be thought of as showing the extent of the linear relationship between the variables underlying the ranks, ρ S can be considered an index of the general monotonicity of the underlying relationship. Recall that a relationship between two variables is monotonic if its graphical representation does not show any "peaks" and "valleys". For example, in Figure 2 the relation y i = x i 3/2 (x i =i, i=0,1,…20) is drawn (dot plot); this is a monotonic increasing relationship between the two variables. After replacing y i and x i with the corresponding ranks, the monotonicity of their relationship implies a linear relationship between the corresponding ranks, as shown by the straight line (diamond plot) in the same Figure. The different meaning of the two correlation coefficients should also be taken into account when conclu- sions are drawn after rejection of the null hypothesis H 0 : ρ = 0, where ρ is pertinent to both correlation coefficients. As regards ρ BP , H 0 is tested by resorting to a t-test with n-2 degrees of freedom. Namely:
For sufficiently large sample sizes, say n>10, the same statistic can be adopted to test the null hypothesis even for ρ S (1, 2). For sample sizes of ten or less a specific probability table is available (3). The latter reports the thresholds of the estimated Spearman correlation coefficient corresponding to the sampling distribution of the Spearman correlation coefficient under H 0 for α = 0.05 and α = 0.01 (two-tailed). As an example we considered the vascular endothelial growth factor (VEGF) concentration in lysed whole blood and the platelet count reported by Dittadi et al (4) in ten healthy subjects (data in Table I ).
The calculated values for r BP and r S (0.723 and 0.915, respectively) suggest that the relationship between the two variables is monotonic but not strictly linear (see Fig. 4 ). The authors considered ρ S as measure of association. By computing r S to test H 0 , the calculated value (r S = 0.915) results to be statistically different from zero, as r S is greater than both the tabulated thresholds (0.648 and 0.794, for n = 10) for α = 0.05 and α = 0.01 (twotailed test) and this implies rejecting H 0 .
When an estimate of ρ is computed it is always advisable to give, together with the point estimate, the pertinent confidence interval (CI). The latter provides a measure of precision and allows to draw conclusions about the quantitative (clinical, biological, etc.) relevance of the association in the underlying population.
The CI of the Bravais-Pearson correlation coefficient is estimated by means of the transformation of ρ BP suggested by Fisher (z-transformation) (5). This transformation is approximately normally distributed with variance σ z 2 = 1/(n-3), independent of ρ BP . The z-transformation is not appropriate for the Spearman correlation coefficient because the sampling distribution of this coefficient can be defined only under H 0 . For sufficiently large sample sizes, say n>5, the confidence interval of ρ S can be estimated by resorting to the bootstrap resampling method (6, 7) . The latter can be adopted to try to bypass the lack of knowledge of the sampling distribution of the Spearman correlation coefficient. The bootstrap resampling method allows to gain better knowledge of this distribution by calculating the Spearman correlation coefficient (r S * ) in a large number (at least 1000) of bootstrap samples. These are obtained by random resampling with replacement from the original set of data; each of the bootstrap samples has the same size as the original one. Among the available bootstrapping algorithms for resampling planes, the Bias Corrected and Accelerated (BCa) method seems to be preferable for several reasons: no estimate of the variance of ρ S is needed, no invalid parameter values can be obtained, and the corresponding coverage error is closest to the nominal one. It is worth noting that, due to the random resampling, the same bootstrapping algorithm applied to the same original set of data provides similar but not exactly equal results. In the appendix we report the commands to run the SAS macros, available in the file jackboot.sas at the web site http://ftp.sas.com/techsup/download/stat/ (8).
For the sake of illustration the aforementioned SAS macros have been utilized to compute the bootstrap CI (α=0.05) for the Spearman correlation coefficient on the data by Dittadi et al (4) and reported in Table I . By applying the BCa bootstrap resampling method to 1000 bootstrap samples, we obtained an approximate CI for r S equal to 0.65 |--| 1.00.
APPENDIX
Below we report the SAS commands to be run for computing the confidence interval (α=0.05) of the Spearman correlation coefficient to evaluate the as- 
