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ABSTRACT
In this paper, we study the unbounded upper triangular operator matrix with diag-
onal domain. Some sufficient and necessary conditions are given under which upper
semi-Weyl spectrum (resp. upper semi-Browder spectrum) of such operator matrix
is equal to the union of the upper semi-Weyl spectra (resp. the upper semi-Browder
spectra) of its diagonal entries. As an application, the corresponding spectral prop-
erties of Hamiltonian operator matrix are obtained.
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1. Introduction
Let K,H be the infinite dimensional separable Hilbert spaces and C(H,K)(C+(H,K))
be the set of all closed(closable) linear operators from H into K. We also write
C(H,H)(C+(H,H)) as C(H)(C+(H)). Let G a linear subspace in H. Then G and G⊥
denote the closure and the orthogonal complement of G, respectively. For a (linear)
operator T between Hilbert spaces, we use D(T ),R(T ) and N (T ) to denote the
domain, the range and the kernel of T , and write α(T ) and β(T ) for the dimensions
of the kernel N (T ) and the quotient space H/R(T ), respectively. According to [1],
an operator T ∈ C(H,K) with dense domain is Fredholm, which can be defined
as follows. An operator T ∈ C(H,K) with dense domain is said to be upper semi-
Fredholm (resp., lower semi-Fredholm) if α(T ) < ∞(resp.,β(T ) < ∞) and R(T ) is
closed. If both α(T ) and β(T ) are finite, then T is called Fredholm operator. We call
that T is upper semi-Weyl (resp., lower semi-Weyl) if it is upper semi-Fredholm
(resp., lower semi-Fredholm) with the index ind(T ) = α(T )−β(T ) ≤ 0 (resp., ind(T ) ≥
0) and T is upper semi-Browder (resp., lower semi–Browder) if it is upper semi-
Fredholm (resp., lower semi-Fredholm) of finite ascent asc(T )(resp.,finite descent
dsc(T )), where
asc(T ) = inf{n | N (T n) = N (T n+1)},
dsc(T ) = inf{n | R(T n) = R(T n+1)}with inf∅ =∞.
*Corresponding author. Email: alatanca@imu.edu.cn
We call that T is Weyl if it is Fredholm with ind(T ) = 0. Then, the upper semi-Weyl
spectrum, upper semi-Browder spectrum of T are, respectively, defined by
σSF−
+
(T ) = {λ ∈ C : T − λ is not upper semi-Weyl},
σlb(T ) = {λ ∈ C : T − λ is not upper semi-Browder}.
Block operator matrices play a major role in coupled systems of partial differen-
tial equations, and their spectral properties are of concerned interest. Especially,
the study of upper triangular operator matrices and related subjects is one of
the hottest areas in operator theory. Recently, a number of mathematicians have
studied 2× 2 bounded upper triangular operator matrices (see, e.g. [2-4]). In [5-9],
the authors, making use of the single-valued extension property, estimated the
defect sets (σ∗(A) ∪ σ∗(D))\σ∗(T ) and obtained some sufficient conditions for
σ∗(T ) = σ∗(A) ∪ σ∗(D), (1.1)
where
T =
[
A B
0 D
]
is a bounded operator matrix acting on Banach space and σ∗ ∈ {σe, σw, σb}. In [10],
the authors extend these results to unbounded case . The main aim of this paper
is to get sufficient and necessary conditions for (1.1) of an unbounded operator
with σ∗ ∈ {σSF−
+
, σlb}. One of the significant differences between unbounded and
bounded operator matrices arises in their domains. In general, one could not get
certain spectral properties of unbounded operator matrix T using the factorization
T =
[
I 0
0 D
] [
I B
0 I
] [
A 0
0 I
]
where
T =
[
A B
0 D
]
: D(A)⊕D(D) ⊂ H⊕H −→ H⊕H
is a closed operator matrix.
Applying different method – space decomposition technique – we present some
sufficient and necessary conditions for (1.1) in this paper. More precisely, the
defect sets (σ∗(A) ∪ σ∗(D))\σ∗(T ) with σ∗ ∈ {σSF−
+
, σlb} are actually described, and,
in addition, these results are applied to a Hamiltonian operator matrix.
Definition 1.1. (see [11]) A closed (linear) operator
H =
[
A B
C −A∗
]
: D(H) ⊂ H ⊕H −→ H⊕H
with dense domain
D(H) = D(A) ∩ D(C) ⊕D(B) ∩ D(A∗),
is called a Hamiltonian operator matrix, if A is a closed operator with dense domain and B,C
are self-adjoint operators.
Definition 1.2. (see [12]) Let T and B be linear operators from H to K. We say that B is
T -compact if
(1) D(T ) ⊂ D(B) and
(2) B is compact on HT ,
where HT denotes D(T ) endowed with the graph norm i.e. ‖ x ‖T=‖ x ‖ + ‖ Tx ‖, for
x ∈ D(T ).
2
2. Some properties of upper triangular operator matrix
Lemma 2.1. (see [12]) Suppose that T ∈ C(H) is a Fredholm operator and B is T -compact.
Then
(1) T +B is a Fredholm operator,
(2) ind(T +B) = ind(T ).
Lemma 2.2. Let
T =
[
A B
0 D
]
: D(A) ⊕D(D) ⊂ H ⊕K −→ H⊕K
be closed operator matrix such that A ∈ C(H), D ∈ C(K) with dense domains and let B ∈
C+D(K,H) = {B ∈ C
+(K,H) : D(D) ⊂ D(B), D ∈ C(K)}, then there exists some B ∈
C+D(K,H) such that T is upper semi-Weyl operator if and only if A is upper semi-Fredholm
operator and

α(D) <∞ and α(A) + α(D) ≤ β(A) + β(D)
or β(A) = α(D) =∞ if R(D) is closed
β(A) =∞ if R(D) is not closed
Proof. Suppose that T is upper semi-Weyl operator for some B ∈ C+D(K,H). Then A is upper
semi-Fredholm operator.
If β(A) <∞, then A is Fredholm operator. Also since T is upper semi-Fredholm operator,
we have D is upper semi-Fredholm operator. In fact, T can be written as follows:
T =


A1 0 B1 B3
0 0 B2 B4
0 0 D1 0
0 0 0 0

 :


D(A) ∩N (A)⊥
N (A)
D(D) ∩N (D)⊥
N (D)

 −→


R(A)
R(A)⊥
R(D)
R(D)⊥

,
A1 : D(A) ∩N (A)
⊥ −→ R(A) is a bijection, then there exists operator
Q =


I 0 −A−11 B1 −A
−1
1 B3
0 I 0 0
0 0 I 0
0 0 0 I

 :


R(A)
R(A)⊥
R(D)
R(D)⊥

 −→


R(A)
R(A)⊥
R(D)
R(D)⊥


such that
TQ =


A1 0 0 0
0 0 B2 B4
0 0 D1 0
0 0 0 0

 =


A1 0 0 0
0 0 0 0
0 0 D1 0
0 0 0 0

+


0 0 0 0
0 0 B2 B4
0 0 0 0
0 0 0 0

.
Since β(A) < ∞, then B2, B4 are compact operators, therefore D is upper semi-Fredholm
operator from Lemma 2.1. Hence ind(T ) = ind(A) + ind(D) ≤ 0 i.e. α(A) + α(D) ≤ β(A) +
β(D). So when T is upper semi-Weyl operator for some B ∈ C+D(K,H), we have A is upper
semi-Fredholm operator and{
β(A) =∞
or D is upper semi− Fredholm operator and α(A) + α(D) ≤ β(A) + β(D).
Again{
β(A) =∞
or D is upper semi− Fredholm operator and α(A) + α(D) ≤ β(A) + β(D).
if and only if
3


α(D) <∞ and α(A) + α(D) ≤ β(A) + β(D)
or β(A) = α(D) =∞ if R(D) is closed
β(A) =∞ if R(D) is not closed
Conversely, if A,D are upper semi-Fredholm operators and α(A) + α(D) ≤ β(A) + β(D),
then T is upper semi-Weyl operator for every B ∈ C+D(K,H), from [10, Lemma 2.2].
If A is upper semi-Fredholm operator and β(A) = ∞, then there exist two infinite dimen-
sional subspaces M,N of R(A)⊥ such that R(A)⊥ =M ⊕N . We define an operator
B =
[
0
U
0
]
: K −→
(
R(A)
M
N
)
,
where U : K −→ M is an unitary operator. Therefore T is upper semi-Weyl operator and
α(A) = α(T ). In fact, if
(
x
y
)
∈ N (T ), then Ax+ By = 0 and Dy = 0. Since Ax = −By ∈
R(A) ∩M = {0}, then Ax = 0 and By = 0. And we obtain y = 0 by the definition of U .
Therefore N (T ) ⊂ N (A) ⊕ {0}. Moreover α(T ) = α(A) < ∞. The following proof is that
R(A) is a closed set. Since R(A) is a closed set, then we have to prove that R
(
U
0
D
)
is
a closed set. Let
(
U
0
D
)
xn −→
(
y1
y2
y3
)
, then Uxn −→ y1, Dxn −→ y3 and y2 = 0. By
the definition of U and the closeness of U , we have U−1y1 ∈ D(D) and y3 = DU−1y1, i.e.(
U
0
D
)
U−1y1 =
(
y1
y2
y3
)
∈ R
(
U
0
D
)
, so R
(
U
0
D
)
is a closed set. Since dimN = ∞, then
β(T ) =∞, therefore T is upper semi-Weyl operator.
Lemma 2.3. Let T =
[
A B
0 D
]
: D(A) ⊕ D(D) ⊂ H ⊕ K −→ H ⊕ K be closed operator
matrix such that A ∈ C(H), D ∈ C(K) with dense domains and let B ∈ C+D(K,H), then
(1) if A and D are upper semi-Weyl, then T is upper semi-Weyl.
(2) if A and D are upper semi-Browder, then T is upper semi-Browder.
Proof. It is easily obtained by Lemma 2.2 of [10] and [13].
3. Main results
Theorem 3.1. Let T =
[
A B
0 D
]
: D(A) ⊕ D(D) ⊂ H ⊕ K −→ H ⊕ K be closed operator
matrix such that A ∈ C(H), D ∈ C(K) with dense domains and let B ∈ C+D(K,H), then
σSF−
+
(A) ∪ σSF−
+
(D) =
σSF−
+
(T ) ∪ (σp+(D) ∩ σp+(A
∗)−) ∪ (σp+(A) ∩ σp+(D
∗)−) ∪ (σp∞(A
∗)− ∩ σp∞(D)),
where σp+(·) = {λ ∈ σp(·) : α(· − λI) > β(· − λI)}, σp∞(·) = {λ ∈ σp(·) : α(· − λI) =∞} and
σp+(·)
− = {λ ∈ C : λ ∈ σp+(·)}.
Proof. Let λ ∈ (σSF−
+
(A) ∪ σSF−
+
(D))\σSF−
+
(T ), then T − λI is upper semi-Fredholm and
ind(T − λI) ≤ 0.
(1) If ind(T −λI) = 0, then λ ∈ (σp+(D)∩σp+(A
∗)−)∪(σp+(A)∩σp+(D
∗)−) from Theorem
3.2 of [10].
(2) If ind(T − λI) < 0, then A− λI is upper semi-Fredholm operator and
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

α(A− λI) + α(D − λI) ≤ β(A− λI) + β(D − λI) and
α(D − λI) <∞ or β(A− λI) = α(D − λI) =∞ if R(D − λI) is closed
β(A− λI) =∞ if R(D − λI) is not closed
by Lemma 2.2.
If λ ∈ σSF−
+
(A), then ind(A − λI) > 0, so λ ∈ σp+(A). From Lemma 2.2, if R(D − λI)
is closed, we have D − λI is upper semi-Fredholm and ind(D − λI) < 0 or β(A − λI) =
α(D − λI) = ∞ (but it is impossible), so λ ∈ σp+(D
∗)−. If R(D − λI) is not closed, then
β(A − λI) =∞, it is impossible. Therefore λ ∈ σp+(A) ∩ σp+(D
∗)−.
If λ ∈ σSF−
+
(D), then D − λI is not upper semi-Fredholm or ind(D − λI) > 0.
Let D − λI is not upper semi-Fredholm, then R(D − λI) is not closed or α(D − λI) =∞,
moreover, β(A − λI) =∞ by Lemma 2.2. Thus λ ∈ σp∞(A
∗)− ∩ σp∞(D).
Let D − λI is upper semi-Fredholm and ind(D − λI) > 0, then ind(A − λI) < 0, so
λ ∈ σp+(D) ∩ σp+(A
∗)−.
Conversely, from Lemma 2.3, we have σSF−
+
(A) ∪ σSF−
+
(D) ⊇ σSF−
+
(T ) and (σp+(D) ∩
σp+(A
∗)−) ∪ (σp+(A) ∩ σp+(D
∗)−) ∪ (σp∞(A
∗)− ∩ σp∞(D)) ⊆ σSF−
+
(A) ∪ σ
SF
−
+
(D).
The proof is complete.
Corollary 3.2. Let T =
[
A B
0 D
]
: D(A) ⊕ D(D) ⊂ H ⊕ K −→ H ⊕ K be closed operator
matrix such that A ∈ C(H), D ∈ C(K) with dense domains and let B ∈ C+D(K,H), then
σSF−
+
(A) ∪ σSF−
+
(D) = σSF−
+
(T )
if and only if
σp+(D) ∩ σp+(A
∗)− ⊆ σSF−
+
(T ) and σp+(A) ∩ σp+(D
∗)− ⊆ σSF−
+
(T ),
σp∞(A
∗)− ∩ σp∞(D) ⊆ σSF−
+
(T ).
In particular, if σp+(D)∩σp+ (A
∗)− = ∅ and σp+(A)∩σp+ (D
∗)− = ∅, σp∞(A
∗)−∩σp∞(D) = ∅,
then σSF−
+
(A) ∪ σSF−
+
(D) = σSF−
+
(T ).
Theorem 3.3. Let T =
[
A B
0 D
]
: D(A) ⊕ D(D) ⊂ H ⊕ K −→ H ⊕ K be closed operator
matrix such that A ∈ C(H), D ∈ C(K) with dense domains and let B ∈ C+D(K,H), then
σlb(A) ∪ σlb(D) = σlb(T ) ∪ (σp∞(A
∗)− ∩ σp∞(D)) ∪ σasc(D),
where σasc(·) = {λ ∈ C : asc(· − λI) =∞}.
Proof. Let λ ∈ (σlb(A) ∪ σlb(D))\σlb(T ), then T − λI is upper semi-Fredholm and asc(T −
λI) <∞, therefore A−λI is upper semi-Fredholm and asc(A−λI) <∞, from [13]. i.e. λ is not
belong to σlb(A), so λ ∈ σlb(D),i.e. D − λI is not upper semi-Fredholm or asc(D − λI) =∞.
If R(D− λI) is not closed or α(D− λI) =∞, then β(A− λI) =∞ by Lemma 2.2. Therefore
λ ∈ σp∞(A
∗)− ∩ σp∞(D). If D − λI is upper semi-Fredholm but asc(D − λI) = ∞, then
λ ∈ σasc(D). So (σlb(A) ∪ σlb(D))\σlb(T ) ⊂ σp∞(A
∗)− ∪ σasc(D).
Conversely, we have σlb(A) ∪ σlb(D) ⊇ σlb(T ) by Lemma 2.3, and (σp∞(A
∗)− ∩ σp∞(D)) ∪
σasc(D) ⊆ σlb(A) ∪ σlb(D) is easily obtained.
Corollary 3.4. Let T =
[
A B
0 D
]
: D(A) ⊕ D(D) ⊂ H ⊕ K −→ H ⊕ K be closed operator
matrix such that A ∈ C(H), D ∈ C(K) with dense domains and let B ∈ C+D(K,H), then
σlb(A) ∪ σlb(D) = σlb(T )
if and only if
σasc(D) ⊆ σlb(T ) and σp∞(A
∗)− ∩ σp∞(D) ⊆ σlb(T ).
In particular, if σasc(D) = ∅ and σp∞(A
∗)− ∩ σp∞(D) = ∅, then σlb(A) ∪ σlb(D) = σlb(T ).
5
4. applications
In this section, we obtained some properties of Hamiltonian operator matrix.
Proposition 4.1. Let
H =
[
A B
0 −A∗
]
: D(A)⊕D(A∗) ⊂ H ⊕H −→ H⊕H
be a Hamiltonian operator matrix. Then
σSF−
+
(A) ∪ σSF−
+
(−A∗) = σSF−
+
(H)
if and only if
σp+(−A
∗) ∩ σp+(A
∗)− ⊆ σSF−
+
(H) and σp+(A) ∩ σp+((−A
∗)∗)− ⊆ σSF−
+
(H),
σp∞(A
∗)− ∩ σp∞(D) ⊆ σSF−
+
(H).
In particular, if σp+(−A
∗) ∩ σp+(A
∗)− = ∅ and σp+(A) ∩ σp+((−A
∗)∗)− = ∅, σp∞(A
∗)− ∩
σp∞(D) = ∅, then σSF−
+
(A) ∪ σSF−
+
(−A∗) = σSF−
+
(H).
Proposition 4.2. Let
H =
[
A B
0 −A∗
]
: D(A)⊕D(A∗) ⊂ H ⊕H −→ H⊕H
be a Hamiltonian operator matrix. Then
σlb(A) ∪ σlb(−A∗) = σlb(H)
if and only if
σasc(−A∗) ⊆ σlb(H) and σp∞(A
∗)− ∩ σp∞(D) ⊆ σlb(H).
In particular, if σasc(−A∗) = ∅ and σp∞(A
∗)−∩σp∞(D) = ∅, then σlb(A)∪σlb(−A
∗) = σlb(H).
Example 4.3. Consider the plate bending equation in domain {(x, y) : 0 < x < 1, 0 < y < 1}
D( ∂
2
∂x2
+ ∂
2
∂y2
)2ω = 0,
with boundary conditions
ω(x, 0) = ω(x, 1) = 0,
∂2ω
∂x2
+ ∂
2ω
∂y2
= 0, y = 0, 1.
Set
θ = ∂ω
∂x
, q = D(∂
3ω
∂x3
+ ∂
3ω
∂y3
),m = −D(∂
2ω
∂x2
+ ∂
2ω
∂y2
),
then the equation can be written as the following Hamiltonian system [14]
∂
∂x


ω
θ
q
m

 =


0 1 0 0
− ∂
2
∂y2
0 0 − 1
D
0 0 0 ∂
2
∂y2
0 0 −1 0




ω
θ
q
m


and the corresponding Hamiltonian operator matrix is given by
H =


0 1 0 0
− d
2
dy2
0 0 − 1
D
0 0 0 d
2
dy2
0 0 −1 0

 :
[
A B
0 −A∗
]
with domain is D(A) ⊕D(A∗) ⊂ H⊕H, where H = L2(0, 1)⊕ L2(0, 1),A = AC[0, 1], and
6
A =
[
0 1
− d
2
dy2
0
]
, B =
[
0 0
0 − 1
D
]
,
D(A) = {
[
ω
θ
]
∈ H : ω(0) = ω(1) = 0, ω
′
∈ A, ω
′′
∈ H}.
Through a simple calculation, we know σp∞(A
∗) = ∅, σp+(−A
∗)∩ σp+(A
∗)− = ∅,−σp+(A)
− ∩
σp+(A) = ∅ and σasc(A
∗) = ∅. Then from Propositions 4.1 and 4.2, we have
−σ∗(A∗) ∪ σ∗(A) = σ∗(H),
where σ∗ ∈ {σSF−
+
, σlb}.
Disclosure statement
No potential conflict of interest was reported by the authors.
Funding
This work is supported by National Natural Science Foundation of China [grant
number 11561053],[grant number 11761029]; Natural Science Foundation of Inner
Mongolia[grant number 2018BS01001]; Research Program of Sciences at Univer-
sities of Inner Mongolia Autonomous Region[grant number NJZZ18018],[grant
number NJZY18021]; Subject of Research Foundation of Inner Mongolia Normal
University of China [grant number 2016ZRYB001].
References
[1] Aiena P. Fredholm and local spectral theory with applications to multipliers.
Dordrecht:Kluwer Acad, Publishers; 2004.
[2] Du HK, Pan J. Perturbation of spectrum of 2 × 2 operator matrices. Proc.
Am. Math. Soc. 1994;121:761–766.
[3] Han JK, Lee HY, Lee WY. Invertible complrtions of 2 × 2 upper triangular
operator matrices. Proc. Am. Math. Soc. 2000;128:119–123.
[4] Barraa M, Boumazgour M. A note on the spectrum of an upper triangular
operator matrices. Proc. Am. Math. Soc. 2003;131:3083–3088.
[5] Djordjevic SV, Han YM.A note on Weyls theorem for operator matrices.
Proc. Am. Math. Soc. 2002;131:2543–2547.
[6] Zerouali EH, Zguitti H. Perturbation of spectra of operator matrices and
local spectral theory. J. Math. Anal. Appl. 2006;324:992–1005.
[7] Djordjevic´ SV, Zguitti H. Essential point spectra of operatormatrices trough
local spectral theory. J. Math. Math. Anal. Appl. 2008;338:285–291.
[8] Duggal BP. Upper triangular operatormatrices, SVEPand Browder,Weyl the-
orems. Integr. Equ. Oper. Theory. 2009;63:17–28.
[9] Duggal BP. Browder and Weyl spectra of upper triangular operator matrices.
Filomat. 2010;24:111–130.
[10] Bai QM, Huang J, Chen A. Essential, Weyl and Browder spectra of un-
bounded upper triangular operator matrices. Linear and Multilinear Algebra.
2016;64:1583–1594.
[11] Chen A,Qi Y,Huang J. Left invertibility of formal Hamiltonian operators.
Linear and Multilinear Algebra. 2015;63:235–243.
[12] Gohberg I, Goldberg S, Kaashoek MA. Classes of linear operators. Vol. 1.
Basel: Birkha¨yser Verlag; 1990.
7
[13] Taylor AE, Lay DC. Introduction to functional analysis. 2nd ed. New York
(NY):Wiley; 1958.
[14] Zhong W. Method of separation of variables and Hamiltonian system. Com-
put. Struct. Mech. Appl. 1991;8:229–240. In Chinese.
8
