A new semideÿnite programming, SDP, relaxation for the general graph partitioning problem, GP, is derived. The relaxation arises from the dual of the (homogenized) Lagrangian dual of an appropriate quadratic representation of GP. The quadratic representation includes a representation of the 0,1 constraints in GP. The special structure of the relaxation is exploited in order to project onto the minimal face of the cone of positive-semideÿnite matrices which contains the feasible set. This guarantees that the Slater constraint qualiÿcation holds, which allows for a numerically stable primal-dual interior-point solution technique. A gangster operator is the key to providing an e cient representation of the constraints in the relaxation. An incomplete preconditioned conjugate gradient method is used for solving the large linear systems which arise when ÿnding the Newton direction. Only dual feasibility is enforced, which results in the desired lower bounds, but avoids the expensive primal feasibility calculations. Numerical results illustrate the e cacy of the SDP relaxations. ?
Introduction
In this paper we present a new semideÿnite programming, SDP, relaxation for the general graph partitioning, GP, problem; i.e. the problem consists in partitioning the node set of a graph into k disjoint subsets of given, though not necessarily equal, sizes so that the sum of the weights of the edges between the disjoint subsets is minimized. Our relaxation is obtained through the dual of the Lagrangian dual of a quadratic model of GP. In particular, we add a quadratic representation of the binary constraints to the quadratic model; and, we exploit the structure of a gangster operator in the SDP relaxation to enforce zeros. These additional constraints provide strengthened bounds for this NP-hard problem.
We further exploit the special structure of our SDP relaxation and explicitly ÿnd the minimal face of the cone of n × n positive-semideÿnite matrices, P, which contains the feasible set of the relaxation. We then consider the SDP in the span of this minimal face. This guarantees that the Slater constraint qualiÿcation (strict feasibility) holds. This, in turn, allows us to use a numerically stable primal-dual interior-point, p-d i-p, approach to solve the SDP. The Newton equation which arises in each iteration can be very large. We solve these large linear systems using an incomplete conjugate gradient method. At each iteration we obtain a lower bound, since we maintain dual feasibility. We disregard primal feasibility since that involves a very large linear system.
Background
GP can best be described as follows.
Given: an undirected graph G = (V; E) having nodes V and edges E and a weight, a ij ; for each edge. We consider the problem of partitioning V into k disjoint subsets V 1 ; : : : ; V k of given sizes m 1 ¿ · · · ¿m k in such a way that the sum of weights of edges that connect nodes in di erent subsets (cut edges) is minimized.
We use a ij for the weight for the edge between node i and node j, where a ij = 0 if there is no edge between node i and node j. The symmetric matrix A={a ij }; with 0 on the diagonal, is the adjacency matrix of the graph. For a given partition of the graph into k subsets, let X = (x ij ) be the n × k matrix (n = i m i is the cardinality of V) deÿned by x ij = 1 if node i is in the jth subset; 0 if node i is not in the jth subset:
Thus the jth column X :j is the indicator set for the jth subset. Such an X can represent the partition. We let F k = {X ∈ R n×k : X represents a partition}:
For each such partition X , 1 2 trace X t AX = 1 2 trace AX X t gives the total weight of the uncut edges. As a result, the total weight for the cut edges is
where e is the vector of ones. Note that for any partition matrix X , we have
where Diag is the diagonal matrix formed from the vector. Therefore, the minimal weight of cut edges can be obtained by solving the graph partitioning problem in the trace formulation.
(GP) w * (E cut ):= min 1 2 trace X t LX s:t:
where the matrix
is called the Laplace matrix of the graph.
The graph partitioning problem is well known to be NP-hard and therefore ÿnding an optimal solution is likely very di cult. Yet this problem has many applications. One important application is VLSI design; see e.g. [15] for a survey of Integrated Circuit Layout.
One popular and very successful heuristic for ÿnding "good" partitions was proposed by Kernighan and Lin [14] in 1970. (See also [9] for its application on netlist partitioning.) In the early 1970s Donath and Ho man [7] provided an eigenvalue-based bound for GP. Several new strengthened eigenvalue-based bounds were presented by Rendl and Wolkowicz [18] ; a computational study showed these bounds to be very good, see Falkner et al. [8] . In [1] , Alizadeh introduced several semideÿnite relaxations for various graph related problems. In particular, he showed that the Donath-Ho man bound can be obtained as the dual of a semideÿnite relaxation of GP. More recently, Anstreicher and Wolkowicz [2] show that the Donath-Ho man bound can actually be obtained using the Lagrangian dual of an appropriate quadratically constrained problem. A semideÿnite relaxation technique for the equal-partitioning problem, which included additional polyhedral constraints, has been successfully developed in [12] , see also [13] . These last two papers contain excellent detailed descriptions and historical background of these various bounds; in addition, the detailed relationships between these bounds is given in [12] . We give some details on comparisons with our bound in Remark 2.1.
Outline
The main result in this paper is the application of an incomplete conjugate gradient approach within a p-d i-p method that solves an SDP relaxation for the general (not necessarily equipartitions) GP problem.
A preliminary (unreduced) SDP relaxation is presented in Section 2. Therein it is noted that the standard Slater CQ fails. Also, the connection to the Donath-Ho man bound is discussed, see Remark 2.1. The geometry of the relaxation is studied in Section 3. The minimal face of P that contains the feasible set is characterized. This characterization is used in Section 4 to project the problem onto the span of the minimal face. Moreover, redundant constraints are eliminated resulting in our ÿnal, very e cient SDP relaxation, (4.3), (4.4) .
We then present numerical results in Section 5 and summarize in Section 6.
A preliminary SDP relaxation
We now follow the approach in [17, 22] and derive our SDP relaxation using Lagrangian duality. (This is sometimes called the Shor relaxation, see e.g. [20] .) This results in a relaxation with many redundant constraints and with no strict interior for the feasible set. We project the feasible set onto a face of the semideÿnite cone and then identify the redundant constraints and obtain the ÿnal form of the relaxation. The reader may wish to skip the details and go straight to the ÿnal SDP relaxation, (4.3), (4.4) .
In order to derive a semideÿnite programming relaxation, we will formulate GP as a quadratically constrained quadratic programming problem. The SDP relaxation is then found from the dual of the Lagrangian dual of this program. We let • denote the Hadamard (elementwise) product, e is the vector of ones, and m = (m 1 ; : : : ; m k ) t . We ÿrst note that we can formulate GP as follows: The last strong orthogonality constraint is redundant. However, redundant constraints do not have to be redundant in the Lagrangian relaxation. An equivalent quadratically constrained quadratic problem is
||Xe − e|| 2 = 0;
Remark 2.1. We emphasize here that our relaxation is for general graph partitioning where the subsets of nodes do not have to be equal. It is hard to compare our results with others in the literature since most other tests are done on equipartitioning problems. For example, our numerical tests showed that our bounds could be better or worse than the classical Donath-Ho man bounds.
However, there is a way to explicitly compare the bounds. A subset of the constraints in (2.2) are included in the following constraints:
If we had included these constraints in our relaxation, then we would have a provably stronger bound than the Donath-Ho man bound, since the Lagrangian relaxation with only these two sets of bounds yields the Donath-Ho man bound. (This is proved in [2] .) The addition of the missing constraints is the subject of ongoing research.
To derive the semideÿnite relaxation, we can now take the dual of the (homogenized) Lagrangian dual of this problem. (See [21, 22] for the details of this approach applied to the quadratic assignment problem. We have to square the linear terms or they disappear in the Lagrangian relaxation.) A direct approach is based on the now well-known lifting process (e.g. [3, 16, 19] ), i.e. we use the substitution (or linearization)
where vec(X ) is the vector formed from the columns of X and Y X ¡ 0, i.e. is positive semideÿnite. For example, the objective function becomes
where L A is deÿned below in (2.5). We then remove the rank one restriction and replace Y X by a general symmetric matrix Y . We get the following semideÿnite relaxation:
Y 00 = 1;
where:
the arrow operator, acting on the (n 2 + 1) × (n 2 + 1) matrix Y , is deÿned as
where Y 0;1:n 2 is the vector formed from the last n 2 components of the ÿrst, or 0, row of Y and diag denotes the vector formed from the diagonal elements or the adjoint operator of Diag; the arrow constraint represents the 0,1 constraints by guaranteeing that the diagonal and 0th row (or column) are identical; e 0 is the ÿrst unit vector; the gangster operator G J : S n 2 +1 → S n 2 +1 shoots "holes" in a matrix, i.e. the ij component is deÿned as
where the set J := (i; j): i = (p − 1)n + q; j = (r − 1)n + q; for p ¡ r; p; r ∈ {1; : : : ; k} q ∈ {1; : : : ; n} ;
the gangster operator constraint represents the (Hadamard) orthogonality of the columns, X :i • X :j =0; ∀i = j; and, ÿnally, the norm constraints are represented by the constraints with the (kn + 1) × (kn + 1) matrices
−e k ⊗ e n (e k e t k ) ⊗ I n and
Since both D 1 and D 2 are positive semideÿnite, the feasible set of problem (RGP) has no strictly feasible (positive deÿnite) points. There can be numerical di culties if we apply an interior-point method directly to a problem without interior. However, one can ÿnd a very simple structured matrix in the relative interior of the feasible set in order to project (and regularize) the problem into a smaller dimension. This we do in Section 3.
Geometry
In this section we study the geometrical structure of the feasible set, denoted F, and of the convex cone P of the SDP relaxation (RGP). (More details on the classical results on P can be found in e.g. [4, 5] 
The faces of P have very special structure. Each face, K / P, is characterized by a unique subspace, S ⊂ R n :
where N denotes null space. Moreover, the relative interior
The complementary (or conjugate) face of K is K c = K ⊥ ∩ P and
Note that a subset K of a convex set C is called a face if
x; y ∈ C; x + (1 − )y ∈ K; 06 61 ⇒ x; y ∈ K:
We now characterize the minimal face of P which contains F. It is clear that the matrices
(1 vec(X ) t ) for X a partition are in F. From the structure of the faces of P, every matrix in the relative interior of a face has the same null space (and range space). Therefore, since these points Y X are rank one matrices, we see that they are contained in the set of extreme points of F. We need only consider the intersection of faces of P which contain all of these extreme points Y X . The following theorem characterizes the minimal face by ÿnding a point in its relative interior, namely the barycenter point. This point has a very simple and elegant structure. 
2. the rank of the barycenter
3. the rows of
form a basis for the null space ofŶ ; Direct veriÿcation shows that
The null space of (n Diag( m) − m m t ) and the null space of (nI n − E n ) are spanned by e k and e n , respectively. Therefore, their range spaces are spanned by the columns of V k and V n , respectively. Hence, the range space of S is spanned by the columns of V k ⊗ V n . This implies that rank(S) = (k − 1)(n − 1). This proves 2 and 3. Moreover, we have that the null space ofŶ is of dimension k + n − 1. Since rank(T ) = k + n − 1 and TŶ = 0; TV = 0:
This implies that the rows of T span the null space ofŶ and the columns ofV span the range space ofŶ .
Remark 3.1. The structure of the polytope of partitions has been well studied. The feasible set F is a relaxation of the polytope obtained by lifting the partition matrices into the higher-dimensional matrix space. Therefore the dimension of the minimal face and the structure of the null space can be studied from the known results of the polytope of partitions. The following useful properties can be derived from the fact that TV = 0. The remaining results follow from direct veriÿcation.
From Lemma 4.1, we conclude that the arrow operator is redundant if both the gangster constraint holds and (V ZV t ) 00 = 1. Now we will show that when we project the gangster operator onto its range, then there are no other redundant constraints. We do this by showing that the null space of the adjoint operator is 0. where Y ij for i; j ∈ {1; : : : ; k} are n × n matrices. Therefore from
we let Then we have for i; j ∈ {1; : : : ; n − 1}
Note that Y kk = Y ii = 0 for i = 1; : : : k − 1. We have V t Y ik V = 0 for i = 1; : : : k − 1. Therefore, Therefore, by eliminating the redundant constraints we can get a very simple projected relaxation. We let J = J ∪ {(0; 0)} and we add G J to the right-hand side in order to emphasize the restriction to the range of this operator.
Its dual problem is
The dimension of the range of the gangster operator G J (·) is the cardinality of the set J : When solving this pair of dual problems we can restrict the operator to this space. From the above lemma, this guarantees that the operator is onto. The dual has to be adjusted accordingly. For p-d i-p methods, it is useful to have positive-deÿnite feasible points for both the primal and dual feasible sets. The rest of the proof follows from showinĝ
whereŶ is the barycenter, see Theorem 3.1 part 1. We see that
Theorem 4.2. The matrix
is a strictly feasible point for the dual feasible set (4:4); if is a su ciently negative real scalar.
Note that
We have for the ÿrst term
Since (I k−1 + E k−1 ) is positive deÿnite and V t n L A V n is positive semideÿnite, we get
Now for the second term, note that e t V = 0, and we havê
Since both I k−1 + E k−1 and I n−1 + E n−1 are positive deÿnite, we can see that when − is large enoughV tŴV is negative deÿnite.
Numerical tests
The algorithm (a p-d i-p approach) we use to solve the SDP relaxation is very similar to the one in [21, 22] for the quadratic assignment problem. Therefore, we only give a brief outline here. An incomplete conjugate gradient method is used to solve the large Newton equations that arise. After solving the relaxation, we obtain not only a lower bound for the graph partitioning problem but also an appropriate solution Y for the SDP relaxation. By re-shaping the diagonal of Y , we can get an n × k matrix Z which satisÿes all the feasible constraints except the 0 -1 constraint for the original graph partitioning problem. By solving a network subproblem with Z as its adjacency matrix, we can ÿnd an upper bound for the graph partitioning problem. With this upper bound as an initial solution, we use Adaptive Simulated Annealing technique (or VFSR, see e.g. [10] ) to generate a better upper bound. To measure how close our upper bound is to the optimal solution, we use the measure gap:= upper bound − lower bound lower bound :
Our numerical results are based on random unweighted and weighted graphs. We include two instances (labelled #a, #b) for each case. First, eight unweighted graphs were randomly generated. Each edge was generated independent of other edges with probability 0:5. These graphs have vertices of 36; 60; 84 and 108, respectively. The number of partitions k are 2; 3; 4. The size for each partition is randomly generated. Next, another eight weighted graphs were randomly generated. Each edge was generated independent of other edges. The weights are integer numbers between 0 and 10. These graphs have vertices of 36; 60; 84 and 108, respectively. The number of partitions k are 2; 3; 4. The size for each partition is randomly generated. In Tables 1-6 the column under LB is the lower bound, the column under INIT is the initial upper bound and the column under BEST is the upper bound generated by the VFSR. The last column under GAP is for the gap. From the tables for weighted graphs (Tables 4 -6 ), we observe that the gaps are less than 0:05. However, for unweighted graph (Tables 1-3 ), the gaps are mostly between 0:05 and 0:10. The initial upper bounds derived from the SDP solution are very good as we can see that the upper bound can hardly be improved by VFSR.
The results signiÿcantly improve those in [8] and so illustrate that our bound is better than both the D-H bound and the projected D-H bound. Moreover, the results are comparable to the results in [11, 12] , where we must emphasize that the results in [11, 12] are for the very restrictive equipartition case and their bounds are obtained using additional polyhedral bounds (cuts) which can be added to our relaxation to further improve our bounds.
Conclusion
We have derived a semideÿnite programming relaxation for the general (not restricted to equipartioning) graph partitioning problem. This relaxation includes many new equality constraints (such as the gangster operator) that make it stronger than previous relaxations which were based on equalities arising from a quadratic formulation of GP. We have not included inequality constraints, though these should strengthen the relaxation once they are included, as was seen in the relaxation used in [12] .
Due to the additional constraints, our SDP relaxation is larger than the one presented in [1] or the ones used in [12] . This is because we had to use the lifting Y X :=1 vec(X ) (1 vec(X ) t ); rather than the smaller lifting Y X :=XX t ; which can be done in the equipartition case with fewer constraints.
We have applied a primal-dual interior-point method to solve the relaxation. We have used an incomplete conjugate gradient method to solve the large linear system resulting from the search direction equations. In addition, we have exploited the fact that we are looking at ÿnding a lower bound, i.e. we do not have to close the duality gap but in fact, we just keep improving our lower bound at each iteration. This fact was a key in the lower bounds for the QAP in [22] . Since then it has also been exploited in [6] where problems of much larger size have been tackled. Therefore, this approach shows much promise for the future. the diagonal matrix formed from the vector v E n the matrix of ones in S n E ij the ij unit matrix in S n
