A recent study on rainfall observed at the Leaf River basin reports that the presence of a large number of zeros in the data significantly underestimates the correlation dimension. The present study attempts to verify such a claim, by making predictions and comparing the results with the correlation dimensions. A nonlinear prediction method, which uses the concept of reconstruction of a single-variable series in a multi-dimensional phase space to represent the underlying dynamics, is employed. Correlation dimension analysis of only the non-zero rainfall series is also carried out for further verification. Rainfall data of four different temporal resolutions (or scales), i.e. daily, 2-day, 4-day and 8-day, are analyzed. The predictions for the finer-resolution (i.e. higherresolution) rainfall are found to be better than those obtained for the coarser-resolution (i.e. lower-resolution) rainfall and seem to be consistent with the variability vs. predictability logic in a deterministic sense, i.e. higher prediction accuracy for data with lower correlation dimension and vice versa. An important implication of this result is that the presence of (a large number of) zeros in the rainfall data may not always result in an underestimation of the correlation dimension. The correlation dimensions estimated for the non-zero rainfall series are not significantly different when compared to those obtained for series including zero values, supporting the above. These results suggest that the low correlation dimensions for rainfall (in particular finer-resolution ones that commonly have a large number of zeros), as reported by past studies, could well be, or at least closer to, the actual dimensions of the rainfall processes studied.
INTRODUCTION
Investigation of the possible presence of low-dimensional chaotic behavior in rainfall dynamics has been of much interest lately (e.g. Rodriguez-Iturbe et al. 1989; Jayawardena & Lai 1994; Berndtsson et al. 1994; Sivakumar et al. 1999a Sivakumar et al. , 2001 Sivakumar 2001) . Though a variety of methods are available to identify the existence of chaos in a time series, the correlation dimension method has been the most widely used one in rainfall (and other hydrologic) time series, either as a method of proof or as a method of preliminary evidence.
However, due to the potential limitations of this method, criticisms on its application to rainfall (and other hydrologic) time series and the reported results are very common [see, for instance, Ghilardi & Rosso (1990) , Sivakumar (2000) , Schertzer et al. (2002) , and Sivakumar et al. (2002) for discussions]. In addition to the problems of insufficient data size, sampling frequency and presence of noise, the analysis of rainfall (and other hydrologic) time series, finer-resolutions in particular, and the outcomes may also be (significantly) influenced because of the presence of zeros. For instance, in the presence of a large number of zeros, the reconstructed hypersurface in phase space will tend to a point and may result in a significant underestimation of the correlation dimension (e.g. Tsonis et al. 1994) .
A recent study by Sivakumar (2001) , investigating the behavior of rainfall dynamics at four different resolutions (daily, 2-day, 4-day and 8-day) observed at the Leaf River basin, Mississippi, USA, reports that the presence of a large number of zeros indeed significantly influences the correlation dimension estimation (underestimation). Having obtained a lower correlation dimension for the finerresolution rainfall (e.g. daily) compared to the coarserresolution rainfall (e.g. 8-day), the study claims that the correlation dimension of the former is significantly underestimated due primarily to the presence of a large number of zeros. Such a claim (rather than that the correlation dimension of the coarser-resolution rainfall is overestimated) is made based on the following observations:
(1) the coefficient of variation (or variability) of the finerresolution rainfall is higher than that of the coarserresolution rainfall, suggesting that the correlation dimension of the former must be higher than that of the latter;
(2) the possibility of underestimation of correlation dimension due to insufficient data size (in the finerresolution data) can be eliminated, as the finerresolution rainfall consist of more (at least twice the) number of data than the coarser-resolution ones; and (3) the possible overestimation of the correlation dimension of coarser-resolution data due to the presence of higher level of noise may be considered only small, as noise has only very little influence on the correlation dimension estimation (Sivakumar et al. 1999b) .
The significance of the above reasons and, hence, the claim regarding the influence of the presence of zeros lie entirely on the statistical parameter used to measure the variability of the rainfall series and to compare with the correlation dimension. The justification of the use of the coefficient of variation to measure the variability lies in the fact that it is a very common and reliable statistical tool. Further justification of its use with respect to rainfall of different resolutions may be that, in general, the finer-resolution rainfall yields a higher coefficient of variation (higher variability) than the coarser-resolution rainfall, which is consistent with the assumption that, in general, the former is less predictable than the latter. Whether or not such an assumption is valid for every situation remains a question, though its validity in certain (or even in a large number of) cases cannot be excluded. On the other hand, one possible way to verify the accuracy of the correlation dimensions is by making predictions and comparing the results, as time series with lower correlation dimensions should, in general, yield better predictions than time series of higher correlation dimensions, from a deterministic dynamic point of view.
With this in mind, the present study attempts to predict the same (four) rainfall series (daily, 2-day, 4-day and 8-day) observed at the Leaf River basin, studied by Sivakumar 
METHODS

Correlation dimension method
The goal of determining the dimension of a time series is that the dimensionality furnishes information on the number of dominant variables present in the evolution of the corresponding dynamic system. Dimension analysis will also reveal the extent to which the variations in the time series are concentrated on a subset of the space of all possible variations. Correlation dimension is a measure of the extent to which the presence of a data point affects the position of the other points lying on the attractor in phase space (or coordinate system).
The correlation dimension method uses the correlation integral (or function) to distinguish between lowdimensional and high-dimensional systems. Herein, the Grassberger -Procaccia correlation dimension algorithm (Grassberger & Procaccia 1983 ) is employed. The algorithm uses the concept of phase-space reconstruction for representing the dynamics of the system from an available time series. Using a (single-variable) time series X i , where i ¼ 1, 2, … , N, the (multi-dimensional) phase space can be reconstructed using the method of delays, according to (Takens 1981) : 
where a is a constant and n is the correlation exponent or the slope of the log C(r) versus log r plot. The slope is generally estimated by a least square fit of a straight line over a certain range of r, called the scaling region. The presence/absence of chaos in the time series can be identified using the correlation exponent (n) versus embedding dimension (m) plot. If n saturates after a certain m and the saturation value is low, then the system is generally considered to exhibit lowdimensional deterministic behavior. The saturation value of n is defined as the correlation dimension (d) of the attractor.
On the other hand, if n increases without bound with increase in m, the system under investigation is generally considered as stochastic.
Nonlinear prediction method
The nonlinear prediction method also employs the concept of phase-space reconstruction. A phase-space reconstruction in a dimension m (Equation (1)) allows one to interpret the underlying dynamics in the form of an m-dimensional map f T , that is:
where Y j and Y j þ T are vectors of dimension m, describing the state of the system at times j (current state) and j þ T (future state), respectively. The task now is to find an appropriate expression for f T (e.g. F T ) to predict the future.
There are several approaches for determining F T , which may broadly be grouped under two categories: (1) global approximation; and (2) local approximation. In this study, a local approximation approach (e.g. Farmer & Sidorowich 1987 ) is employed.
In the local approximation approach, the f T domain is subdivided into many subsets (neighborhoods), each of which identifies some approximations F T , valid only in that subset. In this way, the underlying system dynamics are represented step by step locally in the phase space. The identification of the sets in which to subdivide the domain is done by fixing a metric k k and, given the starting point Y j from which the forecast is initiated, identifying neighbors . The local map F T , which does this, is determined by a least squares fit
The local maps may be learned in the form of local averaging (e.g. Farmer & Sidorowich 1987) or local polynomials (e.g. Abarbanel, 1996) . The present study uses local polynomials, and predictions are made forward from a new point Z 0 using these local maps. For the new point Z 0 , the nearest neighbor in the training set is found, denoted as Y q . Then the evolution of Z 0 is found, which is denoted as Z 1
and is given by
Then the nearest neighbor to Z 1 is found and the procedure is repeated to predict the subsequent values. The accuracy of prediction may be evaluated using any of the statistical measures, such as correlation coefficient and root mean square error.
ANALYSIS, RESULTS AND DISCUSSION
Study area and data
In the present study, rainfall time series observed at the Leaf River basin in the state of Mississippi are analyzed. The climate in this region is humid subtropical, characterized by short, mild temperate winters, long, hot summers, and rainfall that is fairly evenly distributed throughout the year.
The mean annual rainfall at the basin is about 1350 mm.
March is the wettest month with a mean rainfall of about 160 mm, while October is the driest month with a mean rainfall of about 80 mm. Further details about the climatic conditions at the basin can be found in Sivakumar et al. (2001) . For the present investigation, rainfall data of four different resolutions, daily, 2-day, 4-day and 8-day, observed over a period of 25 years (January 1963 -December 1987 are used. Figures 1(a -d) show the variations of these four series, respectively, and Table 1 presents some of their important statistics.
Phase-space reconstruction
As a first step in the analysis, the phase spaces for the four rainfall series are reconstructed according to Equation (1).
Examples of phase-space reconstructions for the daily, 2-day, 4-day and 8-day series are presented in Figs It is important to note that an appropriate t for phasespace reconstruction is necessary because only an optimum t gives the best separation of neighboring trajectories within the minimum embedding space, whereas an inappropriate t may lead to underestimation or overestimation of correlation dimension (Havstad & Ehlers 1989) . 3 (12 days) and 5 (40 days), respectively (Table 2) . Whether, and how, these lag time values, reflecting a time length of 2-40 days, translate into the actual physical mechanisms that take place in the rainfall dynamics is not known. While this issue warrants further investigation, for the present purpose, the above values are used for phase-space reconstruction.
Correlation dimension
The correlation dimensions of the above four rainfall series are computed using the Grassberger -Procaccia algorithm, explained earlier (see also Sivakumar ( These results seem to indicate that data aggregation in temporal scale yields less accurate predictions, even though such an interpretation is not entirely accurate.
Comparison of correlation dimension and prediction results
The correlation dimension, d, of a time series represents, in a way, the degree of variability or irregularity of the values in the series. A time series with a higher variability in the values provide a higher correlation dimension, whereas a lower correlation dimension would be the result of lower variability. With regards to this, the correlation dimension results obtained for the four rainfall series (Table 2) series, the reconstructed hypersurface in phase space will tend to a point (e.g. Tsonis et al. 1994) . As can be seen in Table 1 , the finest-resolution (daily) rainfall consists of 54.53% of zeros compared to only 6.05% of zeros in the coarsest resolution (8-day) rainfall. The above explanation may also be supported by the facts that neither the underestimation of the correlation dimension of finerresolution rainfall due to insufficient data size nor the (significant) overestimation of the coarser-resolution rainfall due to the higher level of noise is possible (see Sivakumar (2001) for details). However, one has to be cautious in providing such an interpretation, as the influence of the presence of zeros is not entirely known yet.
It is appropriate to note, at this point, that since the correlation dimension of a time series represents the degree of variability of the series, a time series with a lower correlation dimension should, in all probability, provide better predictions than the one with a higher correlation dimension, at least from a deterministic dynamic point of view. This suggests that, for example, the daily rainfall series tion methods are necessary to verify and/or strengthen the present results. Use of other nonlinear and chaos identification methods, such as surrogate data method, false nearestneighbor algorithm and Lyapunov exponent method, would also help, in one way or another, this cause. Investigations along these directions are underway, details of which will be reported in future papers.
