Color is the characteristic which is most used for image indexing and retrieval. Due to its simplicity, the color histogram remains the most commonly used method for this task. However, the lack of good perceptual histogram similarity measures, the global color content of histograms, and the erroneous retrieval results due to gamma nonlinearity, call for improved methods. We present a new scheme which implements a recursive HSV-space segmentation technique to identify perceptually prominent color areas. The average color vector of these extracted areas are then used to build the image indices, requiring very little storage. Our retrieval is performed by implementing a combination distance measure, based on the vector angle between two vectors. Our system provides accurate retrieval results and high retrieval rate. It allows for queries based on single or multiple colors and, in addition, it allows for certain colors to be excluded in the query. This flexibility is due to our distance measure and the multidimensional query space in which the retrieval ranking of the database images is determined. Furthermore, our scheme proves to be very resistant to gamma nonlinearity providing robust retrieval results for a wide range of gamma nonlinearity values, which proves to be of great importance since, in general, the image acquisition source is unknown.
I. INTRODUCTION
Content-based image retrieval (CBIR) is a research area dedicated to the image database problem [1] . The number of image database systems which have recently been developed, and others that are currently under development [2] [3] [4] [5] , is strong evidence to this area's importance.
A key aspect of image databases is the creation of robust and efficient indices which are used for retrieval of image information. In particular, color remains the most important lowlevel feature which is used to build indices for database images. Specifically, the color histogram remains the most popular index, due primarily to its simplicity [6, 7] .
However, using the color histogram for indexing has a number of drawbacks: 1 Corresponding author. URL: http://www.dsp.toronto.edu.
• histograms require quantization to reduce the dimensionality. A typical 24-bit color image generates a histogram with 2 24 bins, which requires at least 2 Mbytes of storage space, depending on the resolution. However, with quantization comes loss of color information and there is no set rule as to how much quantization should be done.
• the color space which is being histogrammed can have a profound effect on the retrieval results and also governs the type and amount of quantization. For instance, for the RGB space, uniform quantization can be used since the distribution of each color plane is essentially uniform. However, in spaces such as the Munsell and LUV, uniform quantization may not suffice [6] .
• color exclusion is difficult using histogram techniques. For example, a simple way that exclusion could be achieved would be to simply omit histograms which contain nonempty bins corresponding to the exclusion color. Unfortunately, it would be required to specify a priori which bins represent the exclusion colors. If the degree of quantization is also factored in, it is easy to see that determination of these bins is an ill-posed problem. If too few bins are selected, then a perceptually similar bin may be included in the similarity calculation. If too many bins are specified, then a bin corresponding to a dissimilar color may be omitted, which could possibly misclassify an otherwise valid image. A more desirable approach would be to allow certain colors to be excluded from a user-defined query right from the start, without requiring an additional level of analysis. In addition, a similarity measure should be used to determine if indexed colors match an exclusion color, and their level of similarity should affect the overall image similarity calculation accordingly.
• histograms can provide erroneous retrieval results in the presence of gamma nonlinearity. In general, an image database can contain images acquired from many unkown sources and can pass through a number of stages from the moment it is captured to the moment it is displayed. This poses a problem. For example, a scene can be captured on photographic film, transferred to paper and then scanned to digital format where it can be displayed on any computer monitor. These stages introduce a multiplicative nonlinearity due to the gamma nonlinearity of the various equipment [8] . For image retrieval this can cause very poor performance. It can cause false retrievals and render comparisons and similarity measures between pixel values, and ultimately images, erroneous [9, 10] .
• the histogram captures global color activity; no spatial information is available. To include spatial information requires each image to be partitioned into n regions and a histogram built for each region [11] , which consequently requires n times more storage.
In this paper we present a novel scheme for extracting, indexing, and retrieving color image data. We use color segmentation to extract regions of prominent and perceptually relevant color and use representative vectors from these extracted regions in the image indices. We do away with histogram indexing techniques and instead implement vector techniques. This way we end up with a much smaller index which does not have the overcompleteness or granularity of a color histogram, yet performs better and robustly. Our similarity measure for retrieval is based on the angular distance between query color vectors and the indexed representative vectors.
The outline of the paper is as follows: Section II discusses our feature extraction method and how we build our image indices. Section III introduces our vector approach to retrieval and the vector angular-based measure which we implement. Section IV introduces and discusses what we call the multidimensional distance space and how we implement it for multiple color query and color exclusion. Section V discusses the problems with gamma nonlinearity and image retrieval and shows how our scheme proves more robust to gamma variation over other methods. Finally, Section VI concludes the paper.
II. FEATURE EXTRACTION AND INDEXING
Recently, some image retrieval systems have begun to move away from histogram techniques and begun to make use of segmentation to extract and index features [12] [13] [14] [15] [16] . Color image segmentation is an area which has received a lot of attention and research. Its popularity and effectiveness lies in the fact that the task of color segmentation is an inherent component of human visual processing. At the earliest stages of human vision, low-level processing naturally and automatically partitions a perceived scene, without any recourse to information regarding content or context. These extracted color features are then used in later stages of human vision to build objects which are then identified and classified by the brain.
To extract color features and build indices into our image database we take into consideration factors such as human color perception and recall. For example, as humans it is very difficult, if not impossible, for us to visually discern the difference between two very close RGB values, e.g., (255, 48, 32) and (254, 48, 32) . Furthermore, if we were to describe the color content of an image, we would use terms such as red, dark yellow, or bright green, not RGB values. In addition, we tend to focus on and remember bright saturated regions and large color regions present in an image. Film manufacturers exploit the former of these characteristics by increasing the saturation of their color film to make colors appear more vivid to better mimic our recall of a photographed scene [17] .
When we wish to describe an image or to find a desired image, we essentially build a low-level model of the image in question in our mind and compare candidate images to this model. The color granularity provided by histogram indexing is, in most cases, not necessary, especially when the final observer is a human. Thus, it is natural to segment an image into regions of perceptually prominent color and retrieve candidate images based on the similarity to the color of each of these regions.
A. Segmentation
Our method of color indexing implements recursive HSVspace segmentation to extract regions within the image which contain perceptually similar color. We chose this space, due to its proven segmentation performance and for the fact that it allows for fast and efficient automation. It is not dependent on variables, such as seed pixels or a number of extracted colors, as in clustering and region growing techniques [18, 19] , and this is of great significance if database population is to be independent of human intervention.
The HSV space [20] classifies similar colors under similar hue orientations. Hue is particularly important, since it represents color in a manner which is proven to imitate human color recognition and recall. The conversion from RGB to HSV is performed with the equations
where
where R, G, and B are the red, green, and blue component values which exist in the range [0, 255] . In our method, we threshold the peaks of the hue histogram, which is known to contain most of the color information, while also taking into account saturation and value information.
The first step is to build a hue histogram for all the bright chromatic pixels. We have found experimentally that these tend to be colors that have value >75% and saturation ≥20%. Once the pixels which satisfy this criterion are identified, the hue histogram is built and thresholded into m bright colors, where m is an image-dependent quantity determined by the number of peaks which the hue histogram exhibits.
From the remaining image pixels, saturation and value are used to determine which regions of the image are achromatic. Specifically, it has been found, in the literature and experimentally [21, 22] that colors with value <25% can be classified as black, i.e. at the bottom of the HSV cone, and that colors with saturation <20% and value >75% can be classified as white, as shown in Fig. 1 .
All remaining pixels fall in the chromatic region of the HSV cone. However, there may be a wide range of saturation values. To account for this, we calculate the saturation histogram of all these remaining chromatic pixels. The saturation histogram is, in general, multimodal and we take this fact into account. Many segmentation researchers have classified the saturation histogram to be bimodal; however, this is not true and we have found that more accurate color segmentation can be obtained by taking into account its multimodal nature. Assume that a saturation histogram exhibits p peaks, we threshold each of these peaks and calculate the hue histogram for the pixels contained in each given peak. Each resulting hue histogram, which exhibits n peaks, is thresholded accordingly to obtain n colors. The process is then repeated again for each of the p saturation peaks. The entire process is shown in the flowchart in Fig. 2 .
Thus for each image, the segmentation algorithm extracts c colors, where c = p n p + m, which is clearly an imagedependent quantity. Finally, we calculate the average color of each of the c colors and use that RGB value as each region's representative vector. The reason for using RGB vectors is primarily due to the fact that there is no established method for similarity calculation in the HSV space. In addition, as will be seen in the next section, by using RGB vectors we are able to exploit powerful angular-based distance measures for similarity calculation. Figure 3 shows a typical image, jellybeans, and the segmented result after our recursive segmentation procedure, where 12 colors were identified and extracted, and each region was filled with its average color. As can be seen, the segmented result provides an accurate low-level representation of the color content of the original image with all dominant and bright colors correctly identified.
The above segmentation technique was performed on our test database of 2000 24-bit images of 512 × 512 resolution of general image content, including natural scenes, people, architecture, animals, and plants. Each extracted was 4.68, including black and white, and the maximum and minimum number of extracted colors were 13 and 1. This is a surprisingly small number of colors; however, as we will see, retrieval proves to be very effective.
It is also important to note that, by virtue of using color segmentation, we can also incorporate spatial color information into our indices quite easily and efficiently, without having to dramatically increase the index size. However, we do not address spatial color retrieval in this paper.
III. RETRIEVAL

A. Vector Approach
By virtue of the fact that our color indices are three-dimensional vectors which span the RGB space, we have at our disposal a number of vector distance measures that can be implemented for retrieval. However, studies have shown that measures based on the angle of a color vector produce perceptually accurate retrieval results in the RGB domain [23] . Furthermore, angular measures are chromaticity-based, which means that they operate primarily on the orientation of the color vector in the RGB space and, therefore, are more resistant to intensity changes.
As further evidence to the validity of angular-based measures, we find that they exhibit excellent performance in the area of image filtering [24] [25] [26] . At first, retrieval and filtering seem unrelated. However, the fact is that both use distance measures to determine candidacy. In particular, order statistics filtering implements distance measures to group similar vectors together and discard outliers, whereas retrieval ranks the similarity between candidates. Figure 4 depicts the color variation of a given color vector in the RGB space as the angle is varied at eight points around the central vector. From the figure we can see that, as the angle increases further away from the central vector, the perceived color also changes. However, for the small angles of 0.05 rad and 0.10 rad the color is perceptually the same as the central color; thus, a small neighborhood around a given vector in the RGB space contains colors that can be considered equivalent.
B. Distance Measure
In our system we implement a distance measure based on the angular distance between two vectors. Specifically it is a combination distance measure which is composed of an angle and magnitude component [27] :
where x i and x j are three-dimensional color vectors. Since we deal with RGB vectors, we are constrained to one quadrant of the Cartesian space. Thus, the normalization factor of 2/π in the angle portion is attributed to the fact that the maximum angle which can possibly be attained is π/2. Also, the √ 3 · 255 2 normalization factor, in the magnitude part of (5), is due to the fact that the maximum difference vector which can exist is (255, 255, 255) and its magnitude is √ 3 · 255 2 . Both normalization factors contribute so that δ takes on possible values in the range [0, 1] .
This distance measure takes into consideration both the angle between two vectors and the magnitude of the vector difference. However, when two vectors under consideration are collinear, only magnitude difference is used, which is required since two vectors can be collinear but perceptually quite different due to magnitude differences.
For comparison purposes, we have also investigated a number of other common vector distance measures, specifically:
• the angular distance between two vectors,
which is the angle component of (5) above;
where p is the dimension of the vector x i and x k i , is the kth element of x i . Three special cases of the L M metric are of particular interest, namely, M = 1, 2, ∞;
• and the Canberra distance defined as where p is the dimension of the vector x i and x k i is the kth element of x i . The Canberra metric applies only to nonnegative multivariate data, which is the case when color vectors described in the RGB reference system are considered.
C. Single Color Query
Our first test of the system deals with the single color query, i.e. where only one color is specified. For each image index, the system takes a specified query color and calculates the given distance measure to each of the n representative vectors and retains the minimum. The result is the closest match of the set of n representative color vectors, of a given database image, to the query color. The process is repeated for every database index and the entire set of distances are then ranked to retain the 
FIG. 9.
Query set Q obtained from 25 test subjects who were asked to find images which contained at least 50% of the query color sea green (top left image). top 25 images. Figure 5 depicts the steps involved in the query process.
For our results, we chose to look for images which contained at least 50% of the query color sea green with RGB values (130, 164, 53), which is shown in Fig. 6 , along with the database image bat from which it was extracted. Figure 7 shows the retrieval result using our combination distance, along with the retrieval result of the other vector distance measures discussed in Section III.B. In addition, we have also included results using histogram techniques to compare against our technique in Fig. 8 ; specifically, we tested RGB and HSV-space histogram techniques. Unavoidably, quantization was performed in the two color spaces. Due to the relatively uniform distribution of the RGB bands, we chose eight uniform quantization bins for each of the RGB bands. For the HSV color space histogram, we took the statistical nature of the HSV space into consideration, along with human sensitivity to hue and saturation, and uniformly quantized the hue, saturation, and value histograms into 12, 5, 5 bins, respectively [6] . The similarity metric that we implemented for the actual retrieval was the histogram intersection [28] . Figure 7a depicts the top 25 retrieval results for our combination measure. Figures 7b-d show the results for the other vector distance measures discussed. In addition, Fig. 8 shows the results for the RGB and HSV-space histogram retrieval techniques. In each of these figures, the top left image is the sea green query color and the similarity ranking is from highest to lowest from left to right, top to bottom.
All methods returned images that contained colors similar to the query color; however, the combination measure and the angle measure returned more images which were perceptually more accurate. This was established by comparing the retrieved results with a query set Q which contains the images which most humans would consider to fit the given query. In our case, The query set Q was obtained from 25 volunteers who were asked to manually search through our 2000-image database and list the images which were considered to contain at least 50% of the query color (sea green). The results were then tabulated and the top 25 images which were chosen the most often comprised the query set Q, depicted in Fig. 9 .
Comparing Figs. 7 and 8 with Fig. 9 , we see that our combination distance retrieves more images that belong to Q than the other investigated measures and techniques. Specifically, our measure returned 16 images from the query set Q. This is of utmost benefit and importance since the perceived color content of an image is, in most cases, of greater significance than the actual pixel values. In addition, the combination measure returned less images that were erroneous, i.e., that contained colors that were totoally irrelevant with respect to the query color.
Quantitative performance was evaluated by calculating the retrieval rate, defined as [11] :
where N i are the total images in a given query set Q (i.e., all images in the database which match the query) and N j are the number of images which appear in the top N i retrieval positions which are part of Q. Table 1 lists the retrieval rates for the above mentioned distance measures. Clearly, it can be seen that the angular-based measures exhibit much higher retrieval rate, and in particular our combination measure provided the highest retrieval rate. It even surpassed the two histogram indexing techniques.
IV. MULTIDIMENSIONAL QUERY SPACE
During the query process, for each user-specified query color, a distance is calculated, using (5), to each representative vector in a given database index. For multiple color queries, a distance to each representative vector is calculated for each query color. We take the minimum of these distances and form a multidimensional query distance vector D: (q 1 , i 1 ), . . . , δ(q 1 , i c )) , . . . ,
where q n are the n query colors and i c are the c indexed representative colors of each database image. For example, let us assume that a query consists of two query colors, q 1 and q 2 , and a given index contains representative color vectors i 1 , i 2 This set of D vectors span what we call the multidimensional query space (MQS) [29] . For the case of two query colors the space is two-dimensional, for three colors it is threedimensional, etc. Each database image exists at a point in this space and its location determines its retrieval ranking for the given query. The key to this ranking lies in the origin of the MQS and the equidistant line, where all component values of D are equal (see Fig. 12a ). The database image that is the closest match to all the given query colors q 1 , q 2 , . . . , q n is the one which is closest to the origin of the MQS. This implies that the distance vector D that is most centrally located, i.e., is collinear with the equidistant line of the MQS and at the same time has the smallest magnitude, corresponds to the image which contains the best match to all the query colors.
Thus, we need to rank the retrieval results based on the magnitude of D and the angle, D, that it makes with the equidistant line. To do this we combine the two values using a weighted sum
where lower rank values R imply images with a closer match to both the query colors. The weights w 1 and w 2 can be adjusted to control which of the two parameters, i.e. magnitude or angle, are to dominate. We have found that values of w 1 = 0.8 and w 2 = 0.2 give the most robust results. This is to be expected since collinearity with the equidistant line does not necessarily imply a match with any query color. It implies that each query color is equally close to the indexed colors. However, |D| → 0 implies closer matches to one or more colors. Thus, a greater emphasis must be placed on the magnitude component.
A. Multiple Color Query
Figure 10a depicts a user query for two colors. Specifically, it was desired to find images with at least 10% of the RGB colors 26, 153, 33 (green) and 200, 7, 25 (red). Clearly, the top 10 results displayed exhibit colors with strong similarity to the two query colors. Figure 11 shows a spatial representation of the retrieval results for the same query colors. Here we can clearly see how close the retrieved images are to each query color and how the vector representation of the two distances determines the retrieved image ranking. Clearly, the origin represents the best match to both colors. Images which lie on the equidistant line have equal distance to each query color; however, these images must also be close to the origin to be similar matches to the query colors. This reasoning is easily extended to a higher dimension (i.e., a greater number of query colors) with the origin remaining the best retrieval result.
B. Color Exclusion
Our proposed vector approach provides a framework which easily accepts exclusion in the query process. It allows for image queries containing any number of colors to be excluded, in addition to including colors in the query results. From the discussion in Section III.A above, we are interested in distance vectors D which are collinear with the equidistant line and which have small magnitude, i.e., close to the MQS origin. The exclusion of a certain color should affect D accordingly and its relation to the equidistant line and the origin. For example, if it is found that an image contains an indexed color which is close to an exclusion color, the distance between the two can be used to either pull (or push) D closer (or further) to the ideal and accordingly affect the retrieval ranking of the given image.
To this end, we determine the minimum distances of each exclusion color with the indexed representative colors, using (5), to quantify how close the indexed colors are to the exclusion colors, (ξ 1 , i i ), . . . , δ(ξ 1 , i c )) , . . .
where ξ n are the n exclusion colors and i c are the c indexed representative colors of each database image. Equation (11) quantifies how close any indexed colors are to the exclusion colors. Thus, since x n depicts similarity, a simple transformation of 1 − x n depicts dissimilarity. Thus, we can apply this transform to each of the components of X and then merge this with D to give the overall multidimensional vector
where I is a vector of size n with all entries of value 1. The dimensionality of ∆ is equal to the number of query colors + number of exclusion colors. The final retrieval rankings are then determined from |∆| and the angle which ∆ in (12) color exclusion and shows how ∆ affects D and its relation to the origin and equidistant line. Figure 10b depicts the query result when at least 10% of the RGB colors 26, 153, 33 (green) and 200, 7, 25 (red) (same colors as in Section IV.A), were desired and the color 255, 240, 20 (yellow) was excluded. Clearly, images which contained colors close to yellow were removed from the top ranking results, as compared to the Fig. 10a , where yellow was not excluded.
V. GAMMA
As mentioned in Section I, images are usually acquired from many unknown sources and can pass through a number of stages from the moment they are captured to the moment they are displayed. These stages introduce a multiplicative nonlinearity known as gamma nonlinearity [8] which can make two spectrally identical colors appear quite different and exhibit a low similarity measure. This can have a profound effect on retrieval results, especially when using histogram techniques for indexing and retrieval [9] .
Thus, for good image retrieval performance a common image representation space would be ideal. However, most current image formats do not provide important color information, such as gamma, to convert a given image into such a device independent space. Until such a standard is proposed and accepted, techniques have to be created which deal with gamma. We have found that our vector approach, along with our distance measure, exhibits good performance in the presence of gamma nonlinearity.
A. Gamma Resistance
The ideal scenario would be to find a scheme which would be unaffected by gamma nonlinearity. In other words, we would like to find a measure that retains the same retrieval ranking of candidate images, based on color, for a wide range of gamma changes.
To this end, we initially tested our system for gamma resistance on a set of solid colors. Specifically, we used the sea green query color and varied the gamma from 0.5 to 3.0 by utilizing the gamma power function
where x is the input value and y is the output value. Equation (13) was applied to each of the RGB planes uniformly for each gamma value. These gamma-varied RGB values were then used to calculate similarity to a set of 16 randomly selected colors using the angular distance measure. In addition, the angular L 1 and L 2 measures were also tested. The results are plotted in Figs. 13a-c, along with a legend depicting the 16 colors and the gammavaried color.
Each curve in each graph depicts how the distance of the query color to a given color changes as the gamma is varied. The set of curves together can be interpreted as the retrieval order of the 16 colors at a given gamma value (i.e., lower distance value implies a closer match and, thus, a higher retrieval ranking).
Clearly, the L 1 and L 2 measures give much more erratic behavior than the combination and angular measures. Furthermore, there are substantially less crossover points evident with the angular measure. These points correspond to a change in the similarity ranking of a given color or image in a database. The combination and angular measure plots in Figs. 13a and b exhibit much smoother behavior and low variation and crossovers, resulting in a retrieval ranking order that remains much more stable across the gamma scale, which indicates that image retrieval using angular-based measures should follow the same pattern.
B. Gamma and Retrieval
For further evidence as to the gamma resistance of our system, we tested image retrieval under gamma variation on our entire test database. Each image in our database was indexed using our proposed indexing scheme at varying gamma nonlinearity values of 0.8 to 2.6 at steps of 0.2. For each set of indices created at each of the 10 gamma levels, retrieval was performed using the query color sea green, which was obtained from the bat image. The system, once again was set to retrieve all the images which had at least 50% of the query color.
In Table 2 , the number of appearances that each image retrieved in the top 25 positions made throughout the 10 gamma levels are listed. In other words, the retrieval of a certain image was tracked across the retrieval results of the varying gamma levels. For each gamma level, the top 25 retrieval results were displayed simultaneously. Each image was tracked to see if it remained among the top 25 retrieved images, as the gamma value was varied, and the number of appearances that each image made was tabulated. The entries with an asterisk indicate the number of appearances the bat image made, i.e., the image from which the query color was extracted. For the combination and angular distance measure there were 21 images which appeared 6 or more times. Three images appeared 10 times for the combination measure and seven images appeared 10 times for the angular measure. However, it was found that many of the images which the angular measure retrieved 10 times were not accurate retrievals and only three of them were members of the query set Q, whereas with the combination measure, all four images were members of Q. In addition, a low number of unique images factored into the retrieval results. By unique images, we refer to images which appeared only once across the varying gamma level retrieval results. Thus, the ideal retrieval result over all the gamma values, would be 25 unique images, i.e., the same 25 images retrieved consistently amongst the top 25 retrieval results, at each of the 10 gamma levels. The worst case is 25 different images retrieved at each gamma level, i.e. 250 unique images. The angular measure had the least unique images; however, as mentioned above, many retrieved images were inaccurate retrievals.
For comparison, we also investigated other distance measures, namely the L 1 and L 2 measures, and we have also included results using histogram techniques. Specifically, we varied the gamma nonlinearity value from 0.8 to 2.6 in steps of 0.2, as above, and built an RGB and HSV histogram for each database image at each gamma level, as was done in Section III.C.
These methods provided results which are not nearly as robust to gamma changes as our proposed method and resulted in a high number of unique images and much fewer appearances higher than six. The only exception is the HSV histogram, which seems to perform well in the presence of gamma nonlinearity. However, if we look at Fig. 14 , where retrieval rate is plotted against gamma, we see that the HSV-histogram technique exhibits the lowest retrieval rates across the gamma values. Furthermore, we find that the highest retrieval rates are obtained by the angular measures, with the widest peak exhibited by the combination distance measure. Thus, the combination measure provides the highest retrieval rates over a wider range of gamma values, over all other techniques, while retaining a low number of unique images.
FIG. 14.
Plot depicting the effect of gamma nonlinearity on the retrieval rate.
This can be attributed to the fact that the combination measure takes both angle and magnitude difference into consideration. Since gamma nonlinearity primarily affects intensity, angular differences remain relatively unaffected, which explains why the angular measure results in a low number of unique images. However, intensity difference is still important for optimal color similarity, which explains why the combination distance also has a low number of unique images, but at the same time exhibits much better retrieval rates.
VI. CONCLUSIONS
In this paper we present a new scheme for color image indexing and retrieval. We perform a recursive HSV-space segmentation technique to identify perceptually prominent color areas and use the average color vector of these areas as image indices in the database. Due to the vector nature of our system, we implement a combination distance measure, based on the vector angular distance, in the retrieval process. The query mechanism proves very flexible, allowing single and multiple color queries via a multidimensional query space. In addition, color exclusion can be implemented where certain colors can be specified to not be present in the query results. We have tested our system and our distance measure against other common vector distance measures and also against popular histogram indexing schemes and found that it outperforms them all. The retrieval results exhibit the highest retrieval rate of all the measures and methods investigated. Furthermore, the results comply much more closely with results which our set of 25 human observers considered correct. Last, we have found that our system provides more stable and robust results across a wide range of varying gamma nonlinearity values, which is important when dealing with general image databases which contain images from unknown sources.
