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Постановка проблемы в общем виде и ее 
связь с важными научными и практическими 
задачами. В настоящее время, генераторы псев-
дослучайных последовательностей (ПСП) нахо-
дят самое широкое применение в задачах крип-
тографии и моделирования. Они включены прак-
тически во все стандартные программные биб-
лиотеки, которыми можно воспользоваться в 
случае необходимости. Однако, как показывают 
серьезные исследования, у пользователей часто 
возникают проблемы из-за дефектов в таких про-
граммных продуктах. Наличие этих дефектов 
обусловлено, во-первых, отсутствием научно 
обоснованного определения псевдослучайности, 
которым можно было бы руководствоваться при 
разработке генераторов и, во-вторых, различием 
подходов к их оценке и разработке. 
Актуальной проблемой в настоящий мо-
мент является поиск компромиссного способа 
определения меры случайности, учитывающей 
многомерность распределения вероятностей в 
числах, формируемых генераторами ПСП и оп-
ределение показателей, позволяющих судить о 
качестве предлагаемых алгоритмов. 
К сожалению, исследователям и разработчи-
кам пока еще не удалось выработать общеприня-
тую точку зрения на способы исследования алго-
ритмов формирования ПСП. В реальной жизни 
каждая группа исследователей исповедует собст-
венные взгляды на то, каким образом следует 
разрабатывать генераторы и как их оценивать. 
При этом зачастую применяемые на практике 
подходы к исследованию входят в противоречие 
с иными методами, решающими аналогичные за-
дачи. Поэтому целью данной статьи является 
анализ и оценка существующих методов созда-
ния генераторов ПСП и выявление имеющихся в 
них дефектов. К сожалению, требования к гене-
раторам формулируют не столько пользователи, 
сколько разработчики, которые их конструиру-
ют. Именно поэтому в общедоступных про-
граммных библиотеках, наряду с качественными 
генераторами ПСП, можно обнаружить много 
дефектных реализаций. Для решения поставлен-
ных задач было бы целесообразно объединять 
усилия заказчиков и разработчиков, однако, учи-
тывая сложность и специфику задачи, на практи-
ке этого, как правило, не происходит. 
Изложение основного материала. Первой 
и наиболее солидной работой посвященной ана-
лизу сформулированных проблем, принято счи-
тать второй том книги Д. Кнута «Искусство про-
граммирования» [1], которую большинство серь-
езных программистов называют «Библией ин-
форматики». В ней дан полный анализ и матема-
тическое обоснование большинства известных на 
момент ее публикации алгоритмов, которые се-
годня используются как элементарные блоки для 
строительства сложных генераторов. 
Первым простым и наиболее широко испо-
льзуемым генератором псевдослучайных после-
довательностей был предложенный Лехмером 
(Lehmer) около 1960 года, линейный конгруэнт-
ный генератор (Linear Congruential Generator – 
LCG), формирующий рекурсивным способом по-
следовательность целых чисел x0, x1,... от 0 до N – 
1 по правилу – xj+1 = axj + с mod N ( j = 0, 1, 2,... ). 
Значение x0, с которого начинает работать 
генератор, является ключом к формируемой по-
следовательности. Изменяя ключ, можно полу-
чать другие последовательности. Если на каком-
либо шаге возникнет ситуация, при которой xj = 
xj+p, при некотором j и p > 0, эта ситуация будет 
повторяться бесконечно. Поскольку существует 
не более N возможных значений для xj, период 
формируемой последовательности не превышает 
величины N. 
Иногда пользователь нуждается в последо-
вательности вещественных чисел, значения ко-
торых равномерно распределены в полуоткры-
том интервале [0,1). Обычно они получаются пу-










Желательно, чтобы N было как можно 
больше, поскольку его величина определяет вер-
хнюю границу периода, формируемой генерато-
ром последовательности. С другой стороны, 
проблема возникает при выполнении операции 
привидения по модулю N. Если величина N пре-
вышает максимальный размер машинного слова 
микропроцессора, эта операция становится 
слишком затратной с точки зрения вычислитель-
ных ресурсов. По этой же причине, чаще всего, 
величина N выбирается равной 232. В середине 
80-х годов такой генератор вошел с состав С – 
пакета rand с параметрами а = 1103515245, с = 
12 345, N = 2
31
. Еще одной проблемой LCG явля-
ется создание многомерной структуры распреде-
ления случайных точек для оценки равномерно-
сти распределения формируемых чисел. С целью 
контроля этой равномерности используется сле-
дующий алгоритм тестирования: 
1. Генерируется три псевдослучайных числа 
в единичном полуинтервале [0, 1), которые затем 
используются как координаты точки в трехмер-
ном единичном кубе. 
2. Итерация пункта 1, повторяется 231 раза. 
3. В основном единичном кубе вырезаются 
подкубы со стороной, равной 0,0153 от стороны 
единичного куба, а затем изображается картинка 









Рис. 1 – Иллюстрация равномерности распределения чисел, формируемых ЛКГ 
 
На рис. 1, (а) представлена структура решет-
ки, образованной разделения единичного куба, а 
на рис. 1, (б) – геометрическая интерпретация ре-
зультатов тестирования LCG. Чем ближе резуль-
тат к ожидаемому распределению, тем менее за-
метны различия между этими рисунками [1]. 
Сегодня LCG уже практически не отвечают 
современным требованиям, однако они, по-
прежнему, присутствуют в распространенных 
пакетах прикладных программ. 
В 1973 году Льюисом (Lewis) и Пауни (Pa-
yne) [2] впервые были предложены генераторы, 
создаваемые на основе регистров сдвига с обоб-
щѐнной обратной связью (generalized feedback 
shift register – GFSR). Также как и LCG, они ши-
роко применяются, реализованы в большинстве 
прикладных программных пакетов, однако, точ-
но также у них имеются свои дефекты. Идея та-
кого генератора состояла в том, чтобы увеличить 
длину периода формируемой последовательно-
сти, поскольку от этого зависит ее случайность. 
С этой целью значение выходного символа xj 
следовало сделать зависимым не только от пре-
дыдущего символа xj-1, но и еще от одного сим-
вола xj-m, сформированного ранее. 
Если процессор вычислительной системы 
использует w-битные слова то все слова на выхо-
де GFSR можно рассматривать как w-мерное рас-
пределение горизонтальных векторов с коэффи-
циентами из множества {0, 1}. GFSR формирует 
псевдослучайную последовательность из слов x0, 
x1, x2,… по рекуррентному правилу 
 
 xj = xj-1  xj-k mod p ( j = 0, 1,... ), (2) 
 
где  обозначает сложение «по модулю два» 
(сложение векторов с компонентами из двух эле-
ментов поля F2 = {0, 1}). 
Такой генератор, обычно, дает последова-
тельность, период которой превышает p. 
Первые n w-битных слов x0, x1, x2,..., xn-1 ис-
пользуются в качестве некоторого начального 
значения. Если целые числа n > m > 0 выбраны 
так, что tn + tm + 1 представляют собой «прими-
тивный» многочлен над F2 [3], то верхняя оценка 
периода формируемой таким генератором после-
довательности достигает 2n – 1. В часто исполь-
зуемых программных приложениях величина n 
изменяется в пределах 60 ≤ n ≤ 1000. Реализация 
такого генератора требует сохранения в памяти n 
последних слов, являющихся частью рекурсии и, 
следовательно, необходимый объем памяти со-
ставляет именно n слов. 
При относительно большом периоде, для 
создания одного выходного слова GFSR тре-
буется всего несколько инструкций процессору. 
Этим объясняется факт широкого применения 
подобных генераторов, однако проводимые исс-
ледования показали, что соотношение между 
числом 0 и 1 в выходной последовательности 
существенно отклоняется, а это противоречит 
постулатам Голомба [3]. Если выбрать какой-
либо бит в выходных словах, например, самый 
старший бит (Most Significant Bit – MSB) и за-
фиксировав целое N, разделить выходную по-
следовательность на кортежи, содержащие N 
слов, то, для хорошей последовательности рас-
пределение единиц в таких кортежах будет соот-





Рис. 2 – Генератор Фибоначчи  
с запаздыванием 
 
Однако исследования показывают, что при N 
≤ n это условие не выполняется. Это происходит 
по причине того, что в процессе формирования 
выходных слов суммируются по модулю два 
только два из n слов, которые были сформиро-
ваны ранее. Проще говоря, с учетом работы сум-
матора по модулю два, преобладание на некотором 
участке единиц или нулей не «сглаживается».  
В 1958 году Дж. Ж. Митчеллом (G. J. Mit-
chell) и Д. Ф. Муром (D. P. Moore) был предло-
жен модифицированный алгоритм Фибоначчи, 
работающий по правилу: 
 
xn = (xn-24  x n-55) mod p, ( n  55,... ). 
 
Числа 24 и 55 выбраны таким образом, млад-
шие значащие двоичные разряды имели период 
повторения, равный 255 – 1. Точная длина перио-







 – 1) при p = 2l. 
 
Первым тестом, который применяют для 
оценки соответствия распределения символов в 
словах на выходе генератора биномиальному за-
кону B (N, 1/2) распределения является тест -
квадрат. В тестовом пакете NIST этот тест назы-
вают «частотным тестом» [4]. Если этот тест не 
выполняется, проведение остальных тестов счи-
тается нецелесообразным. Многочисленные ис-
следования показали, что данный тест для GFSR 
не выполняется [5,6,7]. Однако, не смотря на то, 
что этот дефект был обнаружен более 30 лет на-
зад, пользователи зачастую не обращают на этот 
факт должного внимания. Из-за отсутствия на-
учного определения практической псевдослу-
чайности, в различных разработках генераторов 
находят воплощение «догмы» самих разработчи-
ков. Зная о наличии дефектов, они пытаются час-
тично их нейтрализовать путем «косметических» 
модификаций, однако полностью удалить их не 
удается, как это оказалось в случае с алгоритмом 
Фибоначчи. 
Среди пользователей распространено мне-
ние, что если необходимо получить не более 107 
случайных чисел, то можно воспользоваться ре-
альным источником, а не PRNG. Это мнение не 
кажется бесспорным. Во-первых, это практиче-
ски не применимо в криптографии, из-за невоз-
можности многократного воспроизводства такой 
ПСП. И, во-вторых, потому, что, при всех упо-
мянутых негативных моментах, хорошие GFSR 
все же существуют. Например, в настоящее вре-
мя, широко известен генератор, под названием 
«Вихрь Мерсенна» (Mersenne Twister), предло-
женный Макото Мацумото (Matsumoto M.) и Та-
кудзи Нисимурой (Nishimura T.) в 1997 году [9]. 
Этот генератор имеет огромный период, равный 
числу Мерсенна 219937 – 1, и относится к классу, 
так называемых, витковых генераторов на регист-
рах сдвига с обобщенными обратными связями 
(twisted generalized feedback shift register – TGFSR). 
По сути это модификация генератора Фибоначчи с 
запаздыванием. Его упрощенная схема приведена 




Рис. 3 – Генератор MT19937 
 
Существуют несколько вариантов этого ал-
горитма, различающихся размером исполь-
зующегося простого числа Мерсенна. Среди них 
наибольшее распространение получил MT19937. 
Он состоит из 623 ячеек памяти, в каждой из ко-
торых хранится целое 32 битное число. При этом 
рекуррентная последовательность выходных слов, 
формируемых по правилу: 
 
xi = x397-i  ((xi-624 & 080000000 ) | (xi-623 & 07f f f f f f f )) A (i = 0, 1 2, … ). 
 
Суть этого преобразования заключается в 
том, что на каждом i-том шаге выбирается стар-
ший бит из слова xi-623 = xw–1, xw–2,..., x0, (w = 32), 
принятого на предыдущем 623-ем шаге, и 31 бит 
из слова xi-622, принятого на предыдущем 622-ом 
шаге, а затем осуществляется конкатенация обе-
их полученных частей с последующим умноже-





























При этом умножение выполняется по правилу: 
 
schiftrigth( ),         (if  the last significant bit 0);









где a – это постоянный вектор: a = (a31, a30,..., a0) = 
= 09908B0DF в шестнадцатеричном исчислении. 
Форма и значения элементов матрицы A была 
выбрана авторами из условия обеспечения макси-
мальной скорости выполнения умножения х A. 
Далее, результат этого преобразования по-
символьно складывается по модулю два со сло-
вом, принятого на предыдущем 397-ом шаге, по-
сле чего содержимое всех ячеек сдвигается на 
шаг влево и полученный результат записывается 
в младшую ячейку. После этого, в зависимости 
от модификации генератора, часть полученного 
слова подвергается дальнейшему преобразова-
нию и поступает на выход генератора. Цель вы-
ходного преобразования сводится к дальнейшей 
рандомизации выходного пока. 
Для испытания MT19937 использовался па-
кет тестов DIEHARD [10], результаты тестиро-
вания оказались вполне удовлетворительными. 
Обладая впечатляющим периодом, этот генера-
тор обеспечивает хорошую равномерность рас-
пределения вероятностей выходной последо-
вательности символов. Еще одним его достоин-
ством является наличие в алгоритме таких наи-
более экономичных операций, как операции 
сдвигов и суммирования. Генератор разрабаты-
вался для нужд моделирования и, к сожалению, 
не считается криптографически стойким. Тем не 
менее, он, наряду с другими, рассмотренными 
выше линейными генераторами, может исполь-
зоваться для нужд криптографии в качестве со-
ставной части. 
Т. о., в заключение следует отметить, что на 
текущий момент существует достаточно много 
инженерных решений, позволяющих создать ал-
горитм формирования псевдослучайных чисел, 
удовлетворяющий заданным требованиям. Одна-
ко существуют серьезные проблемы теоретиче-
ского характера, которые вызывают существен-
ные трудности в этой деятельности, и они сво-
дятся к ответу на следующие вопросы: 
 
- как формировать случайные числа? 
- как обеспечить их случайность в выход-
ном потоке? 
 
К сожалению, на эти вопросы полноценных 
ответов пока нет и, вероятно, не будет в буду-
щем. Одной из причин такого положения дел яв-
ляется отсутствие достаточного практического и 
разумного определения псевдослучайности. В 
свое время, Колмогоров определил случайную 
последовательность, как такую последователь-
ность, для генерации которой необходим алго-
ритм, длина которого не менее длины самой по-
следовательности. Однако практическая значи-
мость этого определения для разработчиков 
PRNG мала. Поэтому они проектируют генера-
торы, имеющие большой период, а, уже затем, 
ищут способы рандомизации выходного потока. 
Существует еще статистическое определение 
псевдослучайности, но полное удовлетворение 
его требований, представляет собой неподъем-
ную задачу для современных ЭВМ. 
Основой для предварительной теоретической 
оценки проектируемого генератора может быть 
рекуррентное аналитическое выражение, опреде-
ляющее порядок формирования выходной по-
следовательности. Одним из показателей, кото-
рый может быть из него вычислен, является пе-
риод. Подлинно случайные последовательности 
бесконечны. Но величина периода никак не ото-
бражает характер распределения символов. По-
этому, на данный момент, для определения каче-
ства выходной последовательности остается 
только статистическое тестирование. Известно 
множество строгих тестов, которые по различ-
ным показателям подтверждают (или не под-
тверждают) равномерность распределения веро-
ятностей выходных символов. В работе [1] Д. 
Кнут утверждает, что увеличение числа различ-
ных тестов лишь «укрепляет уверенность» раз-
работчика в качестве проделанной работы, по-
этому, чем больше выполнено различных тестов, 
тем лучше. 
 
Вывод. В работе рассмотрены подходы к 
созданию линейных рекуррентных алгоритмов, 
обеспечивающих высокую производительность 
формирования случайных чисел. Известно мно-
жество нелинейных алгоритмов, применяемых, в 
основном для криптографических целей, но они 
сложны и работают достаточно медленно. 
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