Abstract. We propose separability criteria for three-qubit states in terms of diagonal and anti-diagonal entries to detect entanglement with positive partial transposes. We report that the phases, that is, the angular parts of anti-diagonal entries, play a crucial role in determining whether a given three-qubit state is separable or entangled, and they must obey even an identity for separability in some cases. These criteria are strong enough to detect PPT (positive partial transpose) entanglement with nonzero volume. In several cases when all the entries are zero except for diagonal and anti-diagonal entries, we characterize separability using phases. These include the cases when anti-diagonal entries of such states share a common magnitude, and when ranks are less than or equal to six. We also compute the lengths of rank six cases, and find three-qubit separable states with lengths 8 whose maximum ranks of partial transposes are 7.
Introduction
The notion of entanglement is a unique phenomenon in quantum physics, and is now considered as one of the main resources in various fields of current quantum information and computation theory, like quantum cryptography and quantum teleportation. See survey articles [13, 21] for general aspects on the topics. In cases of multipartite systems, there are several kinds of entanglement as it was classified in [1, 9, 10] , and it is important to find separability criteria to distinguish entanglement from separability. Positivity of partial transposes is a simple but powerful criterion [7, 27] .
Some of other criteria are to test quite simple relations between diagonal and antidiagonal entries of states. See [11, 12, 28] for example. This approach is very successful to detect kinds of multi-qubit entanglement arising from bi-separability or full bi-separability, and some of them actually characterize those separability when a given state has zero entries except for diagonal and anti-diagonal entries [12, 18, 28] . The main purpose of this note is to give criteria for (full) separability of three qubit states in terms of diagonal and anti-diagonal entries. These criteria tell us that the (full) separability of three-qubit states depends heavily on the phases, that is, the angular parts of anti-diagonal entries. Furthermore, they detect PPT (positive partial transpose) entanglement with nonzero volume. We recall that a state is said to be separable, or fully separable, if it is a convex combination of pure product states, or equivalently, that of product states.
By anti-diagonal entries of an n×n matrix [a i,j ], we mean a i,n−i+1 for i = 1, 2, . . . , n. States with zero entries except for diagonal and anti-diagonal entries are usually called X-shaped states, or X-states, in short. Those states arise naturally in quantum information theory in various aspects. See [1, 26, 29, 30, 31, 32] for example. Notable examples include Greenberger-Horne-Zeilinger diagonal states, which are mixtures of GHZ states with noises. We note that the X-part of a three-qubit separable state is again separable [19] , and so any necessary criteria for separability of X-shaped states still work for arbitrary three qubit states in terms of diagonal and anti-diagonal entries. Very little is known for full separability of three-qubit X-states, even though we now have a complete characterization of bi-separability and full bi-separability of arbitrary multi-qubit X-states [18, 28] . Only recently, separability of three-qubit GHZ diagonal states has been completely characterized by the authors [19] , complimenting earlier partial results in [11, 22] . We note that anti-diagonal entries of GHZ diagonal states are real numbers, and so it is very natural to ask what happens when the anti-diagonal part has complex entries.
Three-qubit states are considered as 8 × 8 matrices, by the identification M 8 = M 2 ⊗ M 2 ⊗ M 2 with the lexicographic order of indices in the tensor product. Therefore, a three-qubit X-shaped Hermitian matrix is of the form 
for a, b ∈ R 4 and c ∈ C 4 . We also denote by θ i the phase of c i = r i e iθ i throughout this note. For a given state ̺ whose X-part is given by X(a, b, c), we define the following three numbers: We note that if a three-qubit state ̺ with the X-part X(a, b, c) is separable then it satisfies the inequality (3) ∆ ̺ ≥ R ̺ .
The inequality √ a i b i ≥ R ̺ comes from the positivity of partial transposes, as it was also observed for general multi-qubit states [18] . The others appear in [11] . This criterion gives us a restriction on the maximum of magnitudes of anti-diagonal entries 2 for separable states. We consider here the minimum of the anti-diagonal magnitudes, and show that a separable state ̺ must satisfy the inequality: (4) ∆ ̺ ≥ r ̺ 1 + | sin φ ̺ /2|, which depends on the phase difference φ ̺ of ̺ defined by (5) φ ̺ = (θ 1 + θ 4 ) − (θ 2 + θ 3 ) mod 2π.
If the phase difference is nonzero then our criterion (4) detects entanglement with PPT property. Actually, we will see that the set of all PPT entanglement detected by (4) has nonzero volume. For given fixed diagonal parts and magnitudes of anti-diagonals, our criterion also gives rise to a restriction on the phase difference for a separable state. Especially, if ∆ ̺ = R ̺ = r ̺ , then separable states must obey the phase identity:
which can be easily observed for pure product states [11] . For non-diagonal X-states with rank ≤ 6, we will also see that the phase identity is a necessary condition for separability, with which we characterize separability of them in terms of entries. If a three-qubit X-state ̺ shares a common magnitude, that is, R ̺ = r ̺ , then our criterion (4) characterize separability. After we prove the criterion (4) in the next section, we apply this result in Section 3 to give a complete characterization of separability for three-qubit X-states with rank four. This will be used in Section 4 to show that the criterion (4) gives us a complete characterization of separability for X-states with common anti-diagonal magnitudes. In Section 5, we will show that separable X-states with rank ≤ 6 must satisfy the phase identity, and characterize their separability. We compute in Section 6 the lengths of separable X-states of rank six. In some cases, the length exceeds the maximum rank of partial transposes.
Separability criterion with anti-diagonal phases
In order to justify the criterion (4), we begin with the separability criterion by Gühne [11] which was simplified by the authors [19] . It was shown that every threequbit separable state ̺ with the X-part X(a, b, c) satisfies the inequality (7) |Re
Note that the number in the right side of (7) appear in the characterization of X-shaped three-qubit entanglement witnesses [17] , which correspond to positive bi-linear maps between 2 × 2 matrices [25] . In order to get a preliminary criterion, we introduce the number
which is determined by the anti-diagonal parts. For a three-qubit state ̺, we denote by ̺ Γ A the partial transpose with respect to the system A, and ̺ Γ B , ̺ Γ C similarly. Then we have
Therefore, we see that the number A ̺ is invariant under all the kinds of partial transposes.
Proposition 2.1. If ̺ is a three-qubit separable state with its X-part X(a, b, c), then ̺ satisfies the inequality
Proof. For a given θ, define φ = − arg(c 1 e iθ + c 2 ) and ψ = − arg(c 3 e iθ − c 4 ), and take z = (e i(θ+φ) , e iφ , e i(θ+ψ) , −e −iψ ) ∈ C 4 in the the inequality (7). We have Re(z 4c4 ) = Re(z 4 c 4 ) and
in the left hand side. In the right hand side of (7), we see that
has the maximum 2 √ 2 through the variable τ . Now, we consider the case when the anti-diagonal entries share a common magnitude, say R = |c i | for each i = 1, 2, 3, 4. In this case, the number A ̺ has a natural geometric interpretation. To see this, put
Then the maximum of T (θ) occurs when the three points e i(θ 2 −θ 1 +π) , e i(θ 4 −θ 3 ) and e iθ on the complex plane make an isosceles triangle, and so we have 2
Note that A ̺ = R if and only if max θ T (θ) = 2 √ 2 if and only if two angles θ 2 − θ 1 + π and θ 4 − θ 3 are antipodal if and only if θ 1 + θ 4 = θ 2 + θ 3 . We also have A ̺ = √ 2 R if and only if θ 1 + θ 4 and θ 2 + θ 3 are antipodal. Now, we proceed to find the maximum of T (θ). By the relation 
A(e i(θ 2 −θ 1 +π) ) B(e i(θ 4 −θ 3 ) ) Figure 1 . For two fix points A and B on the circle, the length AP +P B takes the maximum when the three points A, B and P make an isosceles triangle. Furthermore, the number max P (AP + P B) becomes largest when A and B coincide, and smallest when A and B are antipodal.
we see that the maximum occurs when three points 1, e i(−φ̺+π) and e iθ make an isosceles triangle, that is, θ = −φ ̺ /2 ± π/2. Therefore, we see that
whenever R = |c i | for each i = 1, 2, 3, 4. Therefore, we have the following:
Considering the general cases with arbitrary magnitudes of anti-diagonal entries, we get the main criterion (4) . In fact, we show that the inequality (9) implies the inequality (4) . Note that the number | sin φ ̺ /2| in the criterion is invariant under three kinds of partial transposes of ̺. Proof. Let c i = r i e iθ i . When r 2 ≤ r 1 , we have
In case of r 1 ≤ r 2 , applying the above yields
It follows that |c 1 e iθ + c 2 | ≥ min{r 1 , r 2 }|e iθ 1 e iθ + e iθ 2 |, which yields Figure 2 . The square in the picture represents the four dimensional cube determined by the criterion (3), and the union of strips is the region determined by (4) . So, the region S located in the intersection of these regions, and the dotted part is PPT entanglement detected by the criterion (4). It will be shown in Section 4 that the 'corner point' of the strip, shown by a big dot, is on the boundary of the separability region S.
Therefore, we have A ̺ ≥ r ̺ T (θ)/2 √ 2 for every θ. By Lemma 2.2, we have
The result follows from the criterion (9). If the anti-diagonal entries of separable ̺ share a common magnitude and it X-part is singular, then ∆ ̺ = R ̺ = r ̺ , and so we have the following: Corollary 2.5. Suppose that the anti-diagonal entries of a three-qubit state ̺ share a common magnitude and its X-part is singular. If ̺ is separable, then it obeys the phase identity.
Corollary 2.4 will be useful to characterize separability of rank four X-states in the next section. In order to compare two criteria (3) and (4), we fix the diagonal parts a, b and the phase part (e iθ 1 , e iθ 2 , e iθ 3 , e iθ 4 ), and consider the four dimensional convex body S consisting of (r 1 , r 2 , r 3 , r 4 ) ∈ R 4 so that the X-state X(a, b, c) is separable. The criterion (3) tells us that S is sitting in the cube with the width ∆ ̺ . On the other hand, we see that the region S is located in the union of strips with the width ∆ ̺ / 1 + | sin φ ̺ /2| by (4). See FIGURE 2. Now, we take an X-state ̺ = X(a, b, c) satisfying the strict inequality in (3) but violating (4). Then we have |c i | < a j b j for every i, j = 1, 2, 3, 4. This means that all the partial transposes of ̺ have full ranks, and so we see that ̺ is an interior point of the set of all three-qubit PPT states. Therefore, we conclude that PPT entanglement detected by (4) has nonzero volume.
Separable X-states with rank four
In this section, we characterize the separability of three-qubit X-states with rank four in terms of their diagonal and anti-diagonal entries. It was shown in [19] that the X-part ̺ X of a pure product state ̺ = |ξ ξ| with |ξ = |x ⊗ |y ⊗ |z is given by the average of four pure product states:
where |ξ(k) is given by (12)
with the notations |x ± = (x 0 , ±x 1 ) t and |y ± , |z ± similarly. This simple observation was used to see in [19] that the X-part of a separable state is again separable, and the X-part of an entanglement witness is again an entanglement witness. Actually, the X-parts of the pure product states of these four vectors coincide. If the X-part of ̺ is given by X(a, b, c), then we have
Therefore, we see that the X-part of ̺ = |ξ ξ| is of rank ≤ 4, and is of rank four if it is not diagonal. Proof. Suppose that ̺ is a separable X-state, and write ̺ = i λ i |ξ i ξ i | with product vectors |ξ i . Take the X-part in both side. If |ξ has no zero entry then the X-part of |ξ ξ| is a non-diagonal separable X-states of rank four. On the other hand, if |ξ has a zero entry then the X-part of |ξ ξ| is a diagonal state.
We proceed to show that the decomposition (11) is unique. It was shown in [15] that a separable state ̺ = i λ i |ξ i ξ i | into pure product states has a unique decomposition whenever the following two conditions are satisfied:
(A) the family {|ξ i ξ i |} of pure product states is linearly independent in the real vector space of all Hermitian matrices, (B) a product vector which belongs to the span of {|ξ i } is parallel to one of |ξ i .
The proof is same for multipartite cases. Proof. It remains to show the uniqueness of decomposition. It also suffices to prove this when the X-part of ̺ = |ξ ξ| is non-diagonal, or equivalently all the entries of |ξ = |x ⊗ |y ⊗ |z are nonzero. We denote by |x ⊥ , |y ⊥ and |z ⊥ the orthogonal vectors to |x , |y and |z , respectively. If
and so we have a 0 = 0. We also have a 1 = a 2 = a 3 = 0 in the same say, by applying
We consider the span E of {|ξ(k) : k = 0, 1, 2, 3}, and suppose that a product vector |ζ = |ζ 1 ⊗ |ζ 2 ⊗ |ζ 3 is in the orthogonal complement E ⊥ . We first note that |ζ 1 must be orthogonal to |x + or |x − , that is, |ζ 1 //|x (2) or |ζ //|η(3) . Therefore, we see that E ⊥ has only four product vectors |η(k) with k = 0, 1, 2, 3. Again, the orthogonal complement E = (E ⊥ ) ⊥ of E ⊥ has only four product vectors |ξ(k) with k = 0, 1, 2, 3. This completes the proof.
Uniqueness of decomposition into pure product states has been considered by several authors. For examples, see [2, 15, 24] for bi-partite cases, and [16] for multi-qubit cases. Especially, it was shown in Theorem 4.1 of [16] that generic choice of four product vectors in the three-qubit system gives rise to a separable state with unique decomposition. We could not use this result, because four vectors in the range of ̺ are not in general position in the above discussion. Note that separable states with rank four have been studied extensively in [5] .
Then the following are equivalent:
(ii) ̺ satisfies the relations
(iii) there exists a product vector |ξ = |x ⊗ |y ⊗ |z with nonzero entries such that ̺ is the X-part of |ξ ξ|.
If |η is another product vector satisfying (iii), then we have |η = |ξ(k) up to scalar multiplication for some k = 0, 1, 2, 3.
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Proof. Suppose that ̺ is separable, and so ̺ satisfies the inequality (3). We first note that ̺ is of rank four if and only if √ a i b i = |c i | for each i = 1, 2, 3, 4. This shows that the inequality √ a i b i ≥ |c j | given by the PPT condition actually becomes the identity √ a i b i = |c j | for i, j = 1, 2, 3, 4. Write this number by R. By (3), we have
which implies the identity
Therefore, we have
Especially, we see that the relation ∆ ̺ = R ̺ = r ̺ holds, and so the last condition of (13) must hold by Corollary 2.4. This proves the implication (i) =⇒ (ii). For the direction (ii) =⇒ (iii), we may assume that |c i | = 1 and write c i = e iθ i for each i = 1, 2, 3, 4. We put
It is directly checked that the X-part of |ξ ξ| is ̺. The direction (iii) =⇒ (i) follows by Proposition 3.2. Suppose that |η is another product vector satisfying (iii). We may write
with positive numbers x i , y i and z i . Let |x = (x 0 , x 1 ) t , |y = (y 0 , y 1 ) t and |z = (z 0 , z 1 ) t and |ζ = |x ⊗ |y ⊗ |z . Since |ζ ζ| shares the diagonal with |η η|, we have
The relation (13) shows that the following two matrices
are of column rank one. From their row rank, we have
up to scalar multiplication. From the anti-diagonals of |η η|, we get the equations
Their solutions are given by (14) . If we replace one of θ i as θ i + 2π, then two of (14) are changed up to ±π. Hence, |η must be one of |ξ(k) , up to scalar multiplication.
We note that the relation (13) in fact tells us that the right side of vector (15) has the Schmidt rank (1, 1, 1) in the sense of [17] . The following sufficient condition for separability will be useful in the next section.
Proof. If ̺ is diagonal, then there is nothing to prove. When ̺ is not diagonal, we have R ̺ = r ̺ > 0, and may assume that R ̺ = r ̺ = 1 by multiplying a scalar. We consider the following three intervals
which are nonempty by the assumption 
Now, we define a
Then we have a 
is a separable state of rank four by Theorem 3.3. Therefore, we see that ̺ is the sum of a separable state ̺ ′ and a diagonal state.
We denote by S the convex set of all three-qubit separable states. A separable state ̺ determines a unique face F ̺ of S such that ̺ is an interior point of F ̺ . This is the smallest face containing ̺. A nonempty convex subset F of a convex set C is said to be a face of C if x, y ∈ F whenever a nontrivial convex combination of x, y ∈ C belongs to F . A separable state ̺ has a unique decomposition into pure product states if and only if F ̺ is a simplex. In this case, the set of extreme points of F ̺ consists of pure product states in the decomposition. Theorem 3.3 tells us that if ̺ is a non-diagonal X-state of rank four, then F ̺ is a simplicial face, that is, a face which is a simplex, whose extreme points arise from four product vectors in the set
listed in (12) for a product vector |ξ . We note that Π ξ(k) = Π ξ for k = 0, 1, 2, 3.
Proposition 3.5. If ̺ is a non-diagonal three-qubit separable X-state of rank four, then the face F ̺ coincides with the set {ω ∈ S : ω X = ̺}.
Proof. Take a product vector |ξ so that ̺ is the X-part of |ξ ξ|. Then F ̺ consists of convex combinations of |ξ(k) ξ(k)| with k = 0, 1, 2, 3. Since the X-part of each |ξ(k) ξ(k)| is ̺, we see that F ̺ is a subset of {ω ∈ S : ω X = ̺}. Suppose that the X-part of ω = i λ i |η i η i | coincides with ̺. By (11), we have
By the uniqueness part of Theorem 3.3, each |η i is one of |ξ(k) , and so we conclude that ω belongs to F ̺ .
We have established one-to-one correspondence between the following objects:
• non-diagonal three-qubit separable X-states ̺ of rank four,
• the set Π ξ of four product vectors with nonzero entries,
• the 3-dimensional simplicial faces F ̺ determined by Π ξ .
The X-state ̺ is located at the center of the simplex F ̺ . If ̺ 1 and ̺ 2 are distinct nondiagonal separable X-states of rank four, then two faces F ̺ 1 and F ̺ 2 have no intersection by the above proposition. If we denote by S X the convex set of three-qubit separable X-states, then S X ∩ F ̺ consists of a single point ̺. This shows that ̺ is an extreme point of the convex set S X . On the other hand, Proposition 3.1 tells us that an extreme point of S X is a non-diagonal state of rank four or a diagonal state. 
Sufficient criteria for separability
In this section, we consider the case of R ̺ = r ̺ , and show that the inequality (4) is sufficient for separability of an X-state ̺ = X(a, b, c). Actually, we will express ̺ as the mixture of two X-states satisfying the conditions in Corollary 3.4.
We assume that |c i | = 1 and 0 ≤ φ ̺ < 2π without loss of generality. In this case, we have A ̺ = 1 + sin φ ̺ /2 by Lemma 2. FIGURE 3 . Therefore, we can take nonnegative numbers p and q such that Now, we suppose that ̺ satisfies the inequality (9). Then we have = |c 2 ||c 3 |r 2 e i(θ 2 +θ 3 +φ) = (c 2 u)(c 3 u),
and (c 1v )(c 4v ) = (c 2 v)(c 3 v) similarly. Therefore, we see that ̺ 1 and ̺ 2 are separable by Corollary 3.4, and so (9) implies the separability of ̺ when R ̺ = r ̺ . We know that the separability of ̺ implies (9), and two criteria (9) and (4) are equivalent when R ̺ = r ̺ by Lemma 2.2. Therefore, we have the following:
c) be a three-qubit X-state with a common anti-diagonal magnitude. Then ̺ is separable if and only if ̺ satisfies the inequality (9) if and only if ̺ satisfies the inequality (4).
We return to the four dimensional convex body S consisting of (r 1 , r 2 , r 3 , r 4 ) so that the X-state X(a, b, c) is separable. See FIGURE 2 again. Theorem 4.1 tells us that the 'corner point' of the union of strips belongs to the region S, and so, the bound (4) for the minimum of anti-diagonal magnitudes is optimal. Furthermore, the 'corner point' represents a boundary separable state with full ranks whenever φ ̺ = 0. Construction of such a state has been asked in [6] and answered in [25] . We add here more examples.
In general cases with arbitrary anti-diagonal magnitudes, we have the following sufficient condition for separability, which tells us that the the region S lies between two cubes determined by (3) and (16)Figure 4 . The thick curve is 1 = r 1 + | sin(θ/2)| on the complex plane with the polar coordinate, which represents the boundary of the region for separability of the X-state ̺ r,θ = X(1, 1, (r, r, re iθ , r)). The circle represents the region of PPT property. Proposition 4.2. Let ̺ = X(a, b, c) be a three-qubit X-state. Then ̺ is separable whenever it satisfies the following inequality:
Proof. For a string ǫ = ǫ 1 ǫ 2 ǫ 3 ǫ 4 of ±1, we consider the X-state
in general, the inequality (16) tells us that the criterion (4) holds for the state ̺ ǫ . Because each ̺ ǫ shares a common anti-diagonal magnitude R ̺ , we see that ̺ ǫ is separable by Theorem 4.1 for each string ǫ. This shows that the state ̺ is also separable since ̺ is a convex combination of ̺ ǫ 's.
Example 1: Consider the X-shaped matrix ̺ r,θ = X(1, 1, (r, r, re iθ , r)), where 1 = (1, 1, 1, 1) . Then ̺ r,θ is a state if and only if it is a PPT state if and only if r ≤ 1. On the other hand, our main criterion (4) tells us that ̺ r,θ is separable if and only if
This example shows clearly the role of phases for the criteria of separability. See FIGURE 4. When θ = 0 and c = (r, r, r, r), we see that ̺ r,0 is separable if and only if r ≤ 1. On the other hand, in the case of θ = π and c = (r, r, −r, r), it is known [11, 19, 22] that ̺ r,π is separable if and only if r ≤ 1 √ 2
. Our result interpolates these two boundary separable states ̺ 1,0 and ̺ 1/ √ 2, π to get a one parameter family ̺ r,θ of boundary separable states, with the curve r = 1/ 1 + | sin(θ/2)|.
Example 2:
We examine various criteria for the X-shaped matrix
with real numbers p and q. We note that ̺ p,q is a state if and only if it is of PPT if and only if 1 ≥ max{|p|, |q|}. This a GHZ diagonal state. The inequality (9) Figure 5 . The circle centered at the origin on the pq-plane represents the region for separability of ̺ p,q = X(1, 1, (p, p, q, −q)). The diamond and the union of horizontal and vertical strips represent the regions satisfying the inequalities (9) and (4), respectively. Two cubes by the conditions (3) and (16) are squares (which are not shown in the picture) circumscribing and inscribing the circle, respectively.
1 ≥ (|p| + |q|)/ √ 2, which does not detect entanglement when |p|/|q| is big or small enough. One can also check that ̺ p,q is separable if and only if 1 ≥ p 2 + q 2 by the result in [19] . See FIGURE 5.
We compare two separability criteria (4) and (9) . The criterion (4) shows the role of phases more directly, but it is weaker criterion than (9) by the inequality (10). These two criteria are equivalent to each other when the anti-diagonal entries share a common magnitude, by Lemma 2.2. We note that the inequality r ̺ ≤ R ̺ ≤ ∆ ̺ holds for general separable states. Therefore, the smaller is the ratio R ̺ /r ̺ , the sharper is the criterion (4). In fact, we have shown in Theorem 4.1 that each of two criteria also gives rise to a sufficient condition for separability of X-states when R ̺ = r ̺ . On the other hand, they are of little use to detect entanglement when the ratio R ̺ /r ̺ is big, as we have seen in the example ̺ p,q = X (1, 1, (p, p, q, −q) ).
We note that these two criteria (4) and (9) depend on the criterion (7) which is not so easy to apply directly. In the case when all the z i 's are real, the maximum part in the criterion (7) can be evaluated in terms of z i 's. This was useful in [19] to characterize separability of GHZ diagonal states, where all the anti-diagonal entries are real numbers.
Rank five and six cases
We have seen that every non-diagonal separable X-state with rank four should satisfy the phase identity: θ 1 + θ 4 = θ 2 + θ 3 . In this section, we show that this is also the case whenever the rank is five or six. We stress here that a separable X-state of rank six may not satisfy the identity c 1 c 4 = c 2 c 3 even though it obeys the phase identity.
Then ̺ is separable if and only if the following hold:
(i) the relation (3) holds; (ii) there exists a partition {i 1 , i 2 } ⊔ {i 3 , i 4 } = {1, 2, 3, 4} such that
(iii) if r ̺ > 0, then the phase identity holds.
Proof. By the rank condition and non-diagonality, we see that there exists
Suppose that ̺ is separable. We first note that ̺ satisfies the condition (3), from which we see that the first condition of (ii) holds. Now, we write ̺ = k λ k ω k with pure product states ω k 's, where λ k > 0 and k λ k = 1. Suppose that the X-part of ω k is given by X(d k , e k , f k ). Then we have the inequalities:
(17)
Therefore, all the above inequalities must be identities for i = i 1 , i 2 .
By the first identity, we have arg c i = arg f k i for i = i 1 , i 2 and all k with f k i = 0. We first consider the case {i 1 , i 2 } = {1, 2}. By Theorem 3.3, we have |f
Especially, we have |c 3 | = |c 4 | and the phase identity. This completes the proof of 'only if' part, for the case of {i 1 , i 2 } = {1, 2}. For the converse, we will express c i (i = 3, 4) by the average of two complex numbers with absolute value R ̺ . To do this, define the phase φ by the relation cos φ = r ̺ /R ̺ , and put α i = φ + θ i and β i = −φ + θ i for i = 3, 4. See FIGURE 6. In the case r ̺ = 0, take arbitrary θ 3 and θ 4 satisfying the phase identity. Then we have
together with θ 1 + β 4 = θ 2 + β 3 . By condition (3) on the diagonal part, we can take λ so that
Now, we put a ′ = (a 1 , a 2 , a 1 /λ, a 2 /λ) and b ′ = (b 1 , b 2 , λb 1 , λb 2 ). We also put c ′ = (c 1 , c 2 , R ̺ e iα 3 , R ̺ e iα 4 ) and c ′′ = (c 1 , c 2 , R ̺ e iβ 3 , R ̺ e iβ 4 ). Then we see that 
c i φ φ Figure 6 . c i is the midpoint of two points on the circle of radius R ̺ .
It remains to prove the other cases: {i 1 , i 2 } is {1, 3}, {1, 4}, {2, 3}, {2, 4} or {3, 4}. To do this, we consider the operation on M 2 ⊗ M 2 ⊗ M 2 which interchanges the second and third subsystems. Then this operation preserves separability and sends X(a, b, c) to
If {i 1 , i 2 } = {1, 3} then we take this operation to get the above states. Applying the previous result with {i 1 , i 2 } = {1, 2} gives rise to the relations identical with those in (ii). For the case {i 1 , i 2 } = {1, 4}, we may consider the operation which interchange the first and third subsystems. This operation sends X(a, b, c) to the state
for which all the conditions do not change. For the remaining cases, we use the operations which interchange |0 and |1 in the second or third subsystem, and apply the results when {i 1 , i 2 } is {1, 2}, {1, 3} and {1, 4}. This completes the proof.
A separable X-state of rank six may have zero anti-diagonal entries, as we see in the following example:
In case that {i 1 , i 2 } is one of {1, 2}, {3, 4}, {1, 3}, {2, 4}, the conditions (ii) and (iii) in so that the relations (13) hold then X(d, e, c) is a separable X-state of rank four, and ̺ − X(d, e, c) is a diagonal state. Therefore, we see that a separable X-state of rank five is the sum of a separable X-state of rank four and a diagonal state of rank one or two. We may go further to show that ̺ has a unique decomposition. To do this, we need the following: 
Proof.
We again consider the inequalities (17), where all the equalities must be identities for i = i 0 . By the first identity, we have f
By the third identity, there exists µ > 0 such that d
for each k, and so, we have d
we obtain Proof. Suppose that ̺ = X(a, b, c) is a separable X-state of rank five, and
̺ into the sum of non-diagonal separable X-states of rank four and a diagonal state. We may assume that |c i | = |f
a single non-diagonal separable X-state of rank four by Lemma 5.2 and Theorem 3.3. Suppose that ̺ = k λ k |ξ k ξ k |+ ℓ µ ℓ |η ℓ η ℓ | is a decomposition into pure product states, where every entry of |ξ k is nonzero and some entry of η ℓ is zero. Taking their X-parts, we get
and D is diagonal, all X(d k , e k , f k ) coincide up to scalar by Lemma 5.2 and (13). By Theorem 3.3, we conclude that each |ξ k must be one of four vectors in (12) for a fixed |ξ . Now, we look at the diagonal part D = ℓ µ ℓ |η ℓ η ℓ |. Since ̺ is of rank five, all entries of a diagonal state D are zero except (i 0 , i 0 ) and (9 − i 0 , 9 − i 0 ) positions for some i 0 . This shows that |η ℓ must be either |i |j |k or |ī |j |k for i, j, k = 0, 1, wherē i is given by the relation i +ī = 1 mod 2. This completes the proof of uniqueness of decomposition. Now, we have seen that a separable X-state ̺ of rank five is located in the simplcial face determined by four product vectors in (12) together with |i |j |k and |ī |j |k . These six product vectors span a five dimensional space, and determine a 5-simplex. If we take five of them then they also span the five dimensional space. Therefore, they makes a 4-simplex whose interior points are still of rank five. This 4-simplex has an X-state if and only if the five choice includes all of product vectors in (12) . In short, a separable X-state of rank five is decomposed into the sum of six or five pure product states, which include four pure product states arising from (12) . Compare with Theorem 4.4 in [16] .
For a three-qubit state ̺, we consider the number P ̺ defined by
It was observed in [1] and proved in [23] that if P ̺ ≤ 28 then generically there exists no product vector in the range of ̺ satisfying the range criterion [20] . In short, a PPT state ̺ with P ̺ ≤ 28 is entangled with the probability one. We see that if rank ̺ ≤ 6 then P ̺ ≤ 28. In this contexts, it is not so surprising that our separability characterization involves an identity; the phase identity. If ̺ itself and all the partial transposes of ̺ have rank seven then we still have P ̺ = 28, and so one may suspect if the phase identity is still necessary for separability. This is not the case, as we see in the following example:
This is a separable state, and all the partial transposes have rank seven as well as ̺ itself. But, ̺ does not satisfy the phase identity:
optimal decompositions
A decomposition of a separable state ̺ into the sum of pure product states is said to be optimal when the number of pure product states is minimal. This minimal number is also called the length ℓ(̺) of ̺. The length of an m ⊗ n bi-partite separable state does not exceed (mn)
2 [20] . It was shown in [8] that the length may be strictly greater than the rank of the state. Chen and Djoković [3] showed that the length of a 2 ⊗ 3 separable state ̺ is equal to the maximum of rank ̺ and rank ̺ Γ . They also showed [4] that the length of an m ⊗ n separable state may exceed mn when (m − 2)(n − 2) > 1. Later, 3 ⊗ 3 and 2 ⊗ 4 separable states with length 10 have been constructed in [14, 15] .
In the previous section, we have shown that a three-qubit separable X-state of rank 5
Comparing the diagonal entries of (27) and (28), we see that the existence of z and z ′ satisfying (26) is guaranteed if we can take r, s > 0 satisfying
By putting x = r + s and y = rs, this is equivalent to
If a 3 b 3 > 1 or a 4 b 4 > 1 then the solution is given by
We note that both the above x and y are nonnegative. Since the discriminant
is nonnegative, we can take r and s satisfying (29) . If a 3 b 3 = 1 and a 4 b 4 = 1, then r = s = a 4 satisfies (29) , and this completes the proof of ℓ(̺) ≤ 8. We classify non-diagonal separable X-states of rank six by the number Γ(̺) as follows:
We retain our assumption R , then (21) and (22) 
Conclusion
In this note, we gave separability criteria in terms of diagonal and anti-diagonal entries to detect three-qubit entanglement, which depends on phases of anti-diagonal entries. The main criterion is the inequality ∆ ̺ ≥ r ̺ 1 + | sin φ ̺ /2| in terms of the phase difference φ ̺ . This criterion is strong enough to detect PPT entanglement of nonzero volume. Anti-diagonal phases play a role in general to determine positivity of Hermitian matrices. For example, if we consider the n × n matrix [a i,j ] whose entries are all 1 except for a 1,n =ā n,1 = e iθ with n ≥ 3, then it is positive only when θ = 0. But, they play no role for positivity of X-shaped Hermitian matrices. This means that criterion for positivity with diagonal and anti-diagonal entries depends only on the magnitudes of entries. This is also the case for bi-separability and full bi-separability of multi-qubit Xstates. A multipartite state is called an (S|T ) bi-separable if it is separable as a bi-partite state according to the bi-partition (S|T ) for systems. It is called fully biseparable if it is (S|T ) bi-separable for every bi-partition (S|T ), and bi-separable if it is a mixture of (S|T ) bi-separable states through bi-partitions (S|T ) for systems. Characterization of bi-separability and full bi-separability of multi-qubit X-states depends only on the magnitudes of entries, and is free from the phases [18, 28] . In fact, bi-separability and full bi-separability of multi-qubit X-states are equivalent to the corresponding notions of positivity of partial transposes [18] . Nevertheless, we have shown that phases of anti-diagonal entries play a crucial role to determine full separability of three-qubit X-states. In other words, detecting entanglement with the PPT property depends on the anti-diagonal phases. It was shown in [17, 19] that the anti-diagonal phases also play a role to characterize three-qubit X-shaped entanglement witnesses.
Because our main criterion depends on the diagonal and anti-diagonal entries, it is very natural to ask for which X-states it gives a sufficient condition for separability. We have shown that this is the case when the anti-diagonal entries of X-states share a common magnitude. In some extreme cases, the phase difference must be zero, or equivalently the anti-diagonal entries must satisfy the phase identity θ 1 + θ 4 = θ 2 + θ 3 mod 2π for separability. This is the case when the rank is less than or equal to six. Actually, we characterize separability of three-qubit X-states with rank ≤ 6, using the phase identity. As a byproduct, we found examples of three-qubit separable states whose length is strictly greater than the rank of every kind of partial transpose.
It would be interesting to find analogous identities for general multi-qubit cases and determine to what extent these identities give rise to a separability criterion. Finally,
