In this work, we investigate the trajectory tracking and point stabilization problems of asymmetric underactuated surface ships with non-diagonal inertia and damping matrices. By combining the novel state and input transformations, the direct Lyapunov approach, and the nonlinear time-varying tools, the trajectory tracking controller is derived, guaranteeing global κ-exponential convergence of state trajectory to the reference one satisfying mild persistent exciting conditions. By properly designing the reference trajectory, the proposed tracking scheme is also generalized to achieve global uniform asymptotic point stabilization. Simulation examples are given to illustrate the effectiveness of the proposed control schemes.
Introduction
Control of surface ships is an active topic of research that continues to receive a considerable interest in the field of nonlinear control systems . Based on the simplified assumption of the symmetric ship model with diagonal inertia and damping matrices, various control schemes have been developed for point stabilization [2] [3] [4] [5] [6] [7] [8] , trajectory tracking [8] [9] [10] [11] [12] [13] , both point stabilization and trajectory tracking [14] [15] , and path following [16] [17] [18] . Realizing that such a simplifying model is unrealistic, recent research has aimed to deal with an asymmetric ship model with non-diagonal inertia and damping matrices [19] [20] [21] [22] [23] [24] [25] [26] .
However, the presented results for such a realistic ship model are limited to path following [19, 20, 22, 25] and position control [23, 26] . For the full state trajectory tracking control of asymmetric ships, a controller is designed in [21] to force position and orientation to globally track their reference trajectories; however, the tracking errors are only guaranteed bounded, not convergent to zero, and the reference trajectory must satisfy some strict assumptions, excluding the reduced fixed-point trajectory and the one converging to a fixed-point. In [24] , a unified control law is proposed to track an arbitrary position and orientation trajectory including a fixed point; however, the tracking errors are still ensured bounded, not convergent to zero. To the authors' knowledge, no control scheme exists that is able to achieve global asymptotic full state trajectory tracking and global asymptotic full state stabilization for the asymmetric ship model with non-diagonal inertia/damping matrices even in the absence of model uncertainties and external disturbances.
The purpose of this work is to solve the asymptotic trajectory tracking and asymptotic point stabilization problems of asymmetric surface ships having non-zero off-diagonal terms presented in their inertia and damping matrices. By introducing novel coordinate and input transformations, we obtain the tracking error model in a cascaded form allowing for deriving a tracking control law via mild persistent exciting (PE) conditions imposed on the reference trajectory. The PE conditions are simple to check and allow for global κ-exponential tracking of a large class of reference trajectories, including both the circular and the straight line ones. By properly setting the reference trajectory, the obtained tracking controller can also be used to achieve global uniform asymptotic point stabilization, and thus provides a unified frame to solve both the trajectory tracking and the point stabilization problems of the asymmetric ships with non-diagonal inertia/damping matrices.
The remainder of the work is organized as follows. After introducing the full state model of underactuated surface ships and several novel state and input transformations, the error model for trajectory tracking is formulated in Section 2. The tracking controller is presented in Section 3, and is generalized to solve the point stabilization problem in Section 4. Simulation examples are illustrated in Section 5. Section 6 concludes the work.
Error model formulation
We consider the ship model described by [21] Mv
where v = [u, v, r] T denotes the velocities in surge, sway and yaw directions respectively, τ = [τ u , 0, τ r ] T denotes the control input with (τ u , τ r ) the control force and moment in surge and yaw directions respectively. The system matrices are given by
where M, C(v), D are the inertia, Coriolis/centripetal, and damping matrices respectively with m ii > 0, d ii > 0(i = 1, 2, 3).
The kinematics of the ship is described by  ẋ yψ
where x, y and ψ represent the position and orientation of the ship in the Earth-fixed frame.
In modelling the ship's dynamics, it is assumed that: A1) the high-order damping terms and the dynamics associated with the motions in heave, roll and pitch are all negligible;
A2) the inertia and damping matrices (M, D) are known exactly;
A3) the external disturbances are not included in the model.
The tracking and stabilization problems that arise by relaxing these assumptions will be investigated in future research.
By taking τ 1 =u, τ 2 =ṙ as the new control inputs [21] , the dynamic equation (1) is simplified to
where a = m 23
The new control inputs (τ 1 , τ 2 ) and the true ones (τ u , τ r ) are related by the following transformation
It is clear that the input transformation (5) is globally invertible provided the matrix diag 1 m 11 , m 22 m 22 m 33 −m 2 23 is invertible, which always holds as the inertia matrix M defined in (2) is always positive definite, i.e., m 11 > 0, m 22 > 0, m 22 m 33 − m 2 23 > 0. The inverse of the input transformation (5) can be derived as
By introducing the following coordinate transformation
the dynamics of the new coordinates (x,ȳ) can be obtained as˙x
To remove the term aτ 2 + br in the sway dynamics (the third equation of (4)) and the term v in theȳ-dynamics, we further introduce the following novel coordinate and input transformations v = v + ar + bψ, z = dȳ +v, u = cu + dx,
The dynamic equations of the new state variables (x,v, z, ψ,ū, r) are derived aṡx
The new state equation (9) can be rewritten compactly as the following two subsystems
where
To formulate the trajectory tracking problem, the reference trajectory is assumed to be generated by the same model as that of the real one (3)-(4), that is, 
By using the similar coordinate and input transformations
the reference model (13)- (14) can be written as
By defining e = [e 1 , e 2 , e 3 , e 4 , e 5 ,
as the tracking error, one obtains the error model dynamics as
,
Remark 1.
Thanks to the novel state and input transformations (8) and (15), the error state dynamics has been converted to an advantageous form (19)- (20) , which has a cascaded structure helpful for controller design in the next Section.
To formulate the global κ-exponential trajectory tracking problem, we need the following definitions.
Definition 1 [27]. A continuous function
is said to belong to class-κ if it is strictly increasing and γ(0) = 0, and belong to class-κ ∞ if it belongs to class-κ with ξ = ∞, lim ξ→∞ γ(ξ) = ∞. Definition 2 [13] . The origin of a nonlinear systeṁ x = f (t, x), f (t, 0) = 0, ∀t ≥ 0 (with x ∈ R n and f (t, x) piecewise continuous in t and locally Lipschitz in x) is called global κ-exponential stable (GKES) if a class-κ ∞ function γ(·) and a positive constant λ exist such that the state trajectory starting from any initial state
The control object for trajectory tracking can now be stated as: find a feedback control law w 1 (·), w 2 (·) such that the origin of the closed-loop error model (19) - (20) is GKES.
Control development

Preliminaries
To facilitate the controller design, we first prove that the global κ-exponential stabilization problem of the whole system (19)- (20) can be reduced to the one of its subsystem (20) .
then any control law w 1 (·), w 2 (·) that makes the origin of subsystem (20) GKES also makes the origin of the whole system (19)-(20) GKES.
Proof. As (r d ,τ 1d ) ∈ L ∞ , we conclude that (|ψ d | , |ū d |) are at most increasing with a rate of t, |z d | and |D 1d | , |D 2d | are at most increasing with a rate of t 2 in view of (13)- (18) .
Consider the non-negative function
As |D 1d | , |D 2d | are at most increasing with a rate of t 2 , so are c 2d (t) andV 1d by applying comparison principal [27] , which in turn implies that (|x d | , |v d |) is at most increasing at a rate of t 2 . As the origin of subsystem (20) is GKES, (e 3 , e 4 , e 5 , e 6 ) are thus GKEC, and so are (E 1 , E 2 ) from (21).
Since E 1 , E 2 are GKEC, so is c 2e (t), and henceV 1e is also GKEC by applying comparison principal [27] , which in turn implies that (e 1 , e 2 ) are GKEC. As e i (i = 1, 2, · · · , 6) are all GKEC, the origin of system (19)-(20) is thus GKES.
Based on Lemma 1, the global κ-exponential trajectory tracking problem of the ship has been reduced to the global κ-exponential stabilization problem of system (20) . The remaining task is to: find a feedback control law w 1 (·), w 2 (·) such that the origin of the closed-loop system (20) is GKES under certain PE conditions imposed on the reference trajectory.
Controller design
To solve the global κ-exponential stabilization problem of the subsystem (20) , the error dynamics (20) is further converted to a suitable form by a coordinate transformation such that the obtained tracking control law yields mild PE conditions satisfied by a large class of reference trajectories.
Take e 6d as an assistant variable to be determined, and define new error variable asē 6 = e 6 − e 6d , the error dynamics (22) can then be rewritten aṡē
Consider the following positive definite function
Its derivative along (23) iṡ
To makeV 2 ≤ 0, we obtain the following control law
where k i (i = 1, 2, 3, 4) are all positive constants.
Substituting (26) into (25) results iṅ
The control law (26) guarantees that the origin of the whole system (19)- (20) is GKES, provided the reference trajectory satisfies the following PE conditions:
Proof. By V 2 > 0,V 2 ≤ 0, one gets (ē 3 , e 4 , e 5 ,ē 6 ) ∈ L ∞ and V 2 converges to a constant limit V 2 (∞) as t → ∞. From (τ 1d ,τ 1d , r d ,ṙ d ) ∈ L ∞ , one can verify thatė 4 =ē 6 + e 6d , e 5 = w 1 = −k 1ē3 r − k 3 e 5 = −k 1ē3 (r d + e 6 ) − k 3 e 5 ,ē 6 = w 2 −ė 6d = −e 4 − k 4ē6 are all bounded, which in turn impliesV 2 ∈ L ∞ , we can hence conclude lim t→∞V 2 = 0 ⇒ lim t→∞ (e 4 , e 5 ,ē 6 ) = 0 from Barbalat Lemma [27] , so that e 3 converges to a constant limitē 3 (∞).
As lim t→∞ e 4 = 0,ë 4 =ė 6 = w 2 ∈ L ∞ , then lim t→∞ė
By lim t→∞ e 5 = 0,ë 5 =ẇ 1 ∈ L ∞ , one obtains lim
Combining the facts ofē 3 The linearization of (23)(26) at the neighbourhood of origin can be obtained aṡē 3 = e 5 r d − e 4τ1d , e 4 =ē 6 + k 1ē3τ1d − k 2 e 4 , e 5 = −k 1ē3 r d − k 3 e 5 ,ē 6 = −e 4 − k 4ē6 .
The derivative of V 2 along (28) isV 2 = −k 2 e 2 4 − k 3 e 2 5 − k 4ē 2 6 . According to the same line for proving the global uniform asymptotic stability of the closed-loop system (23)(26), one can conclude that system (28) is also globally uniformly asymptotically stable.
Since the closed-loop system (23)(26) and its linearization (28) are both globally uniformly asymptotically stable, it is thus GKES [28] .
As (ē 3 , e 4 , e 5 ,ē 6 ) are GKEC andτ 1d ∈ L ∞ , thus |ū d | is at most linearly increasing with time, and e 3 = −ē 3 − e 4ūd , e 6 =ē 6 + e 6d =ē 6 + k 1ē3τ1d − k 2 e 4 are all GKEC, that is, the origin of the subsystem (20) is GKES, and so is the origin of the system (19)-(20) by Lemma 1.
Remark 2.
The PE conditions (27) for global κ−exponential tracking are very simple for verification, and will be shown in the following discussions to be quite a mild requirement on reference trajectories.
Discussions on the PE conditions
In this subsection, the PE conditions (27) are carefully checked showing that they hold for a large class of reference trajectories including both the straight line and the circular-like ones.
The last equation of (15) can be written as
Now the following three cases are investigated.
) ∈ L ∞ from the dynamics of the reference trajectory (13)(14) (29) . Therefore, the PE conditions (27) hold, so that the proposed control law can achieve global κ-exponential tracking of circular-like bounded trajectories.
, that is, the PE conditions (27) are satisfied in this case, so that the proposed control law can achieve global κ-exponential tracking of a straight line unbounded trajectory. 
Remark 3.
The above analysis shows that the PE conditions (27) hold for a large class of reference trajectories including straight line, circular-like ones and many others.
Generalization to point stabilization
Thanks to the mild PE conditions (27) , the proposed tracking scheme can be extended to achieve point stabilization by properly designing the reference trajectory.
The results for point stabilization are summarized as the following proposition.
Proposition 2. Suppose that the reference trajectory is set to
then the control law (26) guarantees that the states (x(t), y(t), ψ(t), u(t), v(t), r(t)) are globally uniformly asymptotically convergent to zero, where k 5 , k 6 , k 7 are all positive constants, and f (ξ) a smooth function of ξ satisfying f (ξ) = 0 ⇔ ξ = 0.
Proof. By applying (30) to the dynamics (13)-(14), we have
(31) 6 , one gets (ē 3 , e 4 , e 5 ,ē 6 ) ∈ L ∞ and V 2 converges to a constant limit V 2 (∞) as t → ∞. By verifying (ü d , u 
Remark 4.
The basic idea of the proposed stabilization scheme can be explained as follows: the real ship is steered to track the reference trajectory which is designed oscillating around the origin along the straight line y d = 0 until the real one converges to the neighborhood of the reference one, and then they both converge to the origin.
Remark 5. The point stabilization control law (26)(30) for system (3)-(4) is dynamic smooth time-varying, and thus not contradicting the well-known Brockett's necessary condition for nonholonomic systems [29] .
Simulations
In this section, the effectiveness of the proposed control laws is illustrated via simulation examples. Consider an underactuated surface vessel with model parameters as The maximum magnitudes of the actuated forces and moments are 2N in surge and 1.5Nm in yaw, i.e., |τ u | ≤ 2N, |τ r | ≤ 1.5Nm. Generally speaking, if a control law makes the origin of a system globally uniformly asymptotically stable, then the same control law with magnitude saturation makes the origin of the same system locally uniformly asymptotically stable due to the fact that there always exists a neighbourhood of origin such that the control law is not saturated. Therefore, we can conclude that the proposed control law (26) with a saturation constraint|τ u | ≤ 2N, |τ r | ≤ 1.5Nm still makes the origin of the closed-loop tracking error system locally uniformly asymptotically stable in the sense that the tracking errors uniformly asymptotically tend to zero for small initial tracking errors and small reference signals (u d , v d , r d , τ 1d , τ 2d ). To enlarge the attractive basin of the closed-loop tracking error system, the control parameters should be selected such that the linearization system (28) has a slow transient response.
The proposed control laws are verified by three simulation examples:
straight-line trajectory tracking, circular trajectory tracking and fix-point stabilization.
The straight-line reference trajectory is generated via the reference model (13)-(14) by setting τ 1d = τ 2d = 0, (x d , y d , ψ d , u d , v d , r d ) 0 = (0, 0, 0, 0.2, 0, 0). The controller parameters are selected as k 1 = 205.2, k 2 = 0.5, k 3 = 0.2, k 4 = 0.3, which assign poles of the linearization system (28) to (−0.015, −0.3925 + 1.0218j, −0.3925 − 1.0218j, −0.2).
Simulation results for an initial state (x, y, ψ, u, v, r) 0 = (0, 2, 0, 0, 0, 0) are shown in Fig.1 . The circular reference trajectory The controller parameters are selected as k 1 = 26.71, k 2 = 1, k 3 = 0.21, k 4 = 1, which assign poles of the linearization system (28) to (−0.1, −0.11, −1 + j, −1 − j). Simulation results for an initial state (x, y, ψ, u, v, r) 0 = (0, −25, 0, 0, 0, 0) are shown in Fig.2 .
For point stabilization, we chose control parameters k i (i = 1, 2, · · · , 7) and control function f (·) as k 1 = 5, k 2 = 1, k 3 = 0.02,k 4 = 1, k 5 = 0.01, k 6 = 0.2, k 7 = 0.2, f (ξ) = 5ξ, where the control parameters (k 2 , k 3 , k 4 ) assign the poles of the last three equations of (28) (ignoring the terms r dē3 andτ 1dē3 ) to (−1 + j, −1 − j, −0.02), and the control parameters (k 1 , k 5 , k 6 , k 7 ) are selected by several trials to obtain a better performance and a large attractive basin. Simulation results for an initial state (x, y, ψ, u, v, r) 0 = (0, 2, 0, 0, 0, 0) are shown in Fig.3 .
It is observed from Fig.1-Fig.3 that, considering the limited magnitudes of control inputs, the proposed control laws are saturated during an initial short time period of transient response, but at last still successfully steer the states to the desired reference trajectories and the desired set point respectively for quite large initial tracking errors. It is also worth mentioning that the produced trajectories ( Fig.3) for fixed-point stabilization is quite significantly oscillating and slowly convergent to the desired state due to the sinusoid time function introduced in the designed desired trajectory (30) and the constraint imposed on the magnitude of surge force and yaw torque.
Conclusion
In this work, we have developed a trajectory tracking controller for asymmetric underactuated surface ships with non-diagonal inertia and damping matrices. The proposed control scheme is the first one able to achieve global κ−exponential convergence of state to the desired reference trajectory with simple and mild PE conditions suitable for a large class of reference trajectories. By properly assigning the reference trajectory, the obtained tracking control law is also generalized to achieve global uniform asymptotic point stabilization, and thus providing a unified framework for solving both the trajectory tracking and the point stabilization problems of surface ships with non-diagonal system matrices.
It is worth mentioning that the construction of control laws relies on an exact ship model with no parameter uncertainties and no external disturbances. Our future research topics will focus on designing robust tracking and stabilizing controllers for underactuated ships with unknown non-diagonal inertia/damping matrices and unknown external disturbances. Accordingly, this step can only be carried out if the matching procedure was already performed for the first error image. Therefore, only areas that were not removed during the first matching procedure are extended by corresponding areas of the subsequent error images. Otherwise, the noise (falsely detected areas) would cause an enlargement of incorrectly detected areas. The red short dashed rectangles in Figure 8 mark 2 examples of such corresponding areas. Resulting areas that are too large are removed from the error images I n and I n+1 . This is indicated by the areas in the right lower corner of error image I n in Figure 8 . As can be seen, the resulting error image I n from Figure 8 is used as input (error image I n ) in Figure 7 . Without the extension of the areas, the midmost candidate in Figure 7 would have been rejected.
As some real moving objects are sometimes not detected in an error image as a result of an inaccurate optical flow calculation or (radial) distortion, the temporal matching would fail. This could already be the case if only one area in one error image is missing. Thus, candidates that were detected once in 3 temporal succeeding error images and 4 greyscale images (original images), respectively, are stored for a sequence of 3 error images subsequent to the image where the matching was successful, cf. Figure 9 (a). Their coordinates are updated for the succeeding error images by using the optical flow data. As a consequence, they can be seen as candidates for moving objects in the succeeding images, but they are not used within the matching procedure as input. If within this sequence of images a corresponding area is found again, it is stored for a larger sequence of images (more than 3) and its coordinates are updated for every succeeding error image. The number of sequences depends on the following condition:
where c is the number of found corresponding areas and c is the number of missing corresponding areas for one candidate starting with the image where the candidate was found again. If ξ < 0 ∨ ξ > 10, the candidate is rejected. Moreover, the candidate is no longer stored if it was detected again in 3 temporal succeeding images. In this case, it is detected during the matching procedure. An example concerning to this procedure is shown in Figure 9 (b). As one can imagine, error image I n in Figure 9 (a) is equivalent (except area-extension) to I n+1 in Figure 7 , whereas error image I n in Figure 9 (b) is equivalent to I n+2 in Figure 9 (a).
For a further processing of the data, only the position (shown as small black crosses in the left lower corners of the rectangles in Figures 7 and 9 ) and size of the rectangles marking the candidates are of relevance. Thus, for every error image the afore mentioned information is stored for candidates that were detected during the matching procedure, for candidates that were detected up to 3 error images before and for candidates that were found again (see above). On the basis of this data, candidates that are very close to each other are combined and candidates that are too large are rejected. 
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