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Abstract
The bisimulation “up-to-. . . ” technique provides an eﬀective way to relieve the amount of work in proving
bisimilarity of two processes. This paper develops a fresh and direct approach to generalize this set-theoretic
“up-to-. . . ” principle to the setting of coalgebra theory. The notion of consistent function is introduced, as
a generalization of Sangiorgi’s sound function. Then, in order to prove that there are only bisimilar pairs
in a relation, it is suﬃcient to ﬁnd a morphism from it to the “lifting” of its image under some consistent
function. One example is given showing that every self-bisimulation in normed BPA is just such a relation.
What’s more, we investigate the connection between span-bisimulation and ref-bisimulation. As a result,
λ-bisimulation turns out to be covered by our new principle.
Keywords: bisimulation “up-to-. . . ”, coalgebra, consistent
1 Introduction
According to Milner’s deﬁnition, in order to establish bisimilarity of two pro-
cesses, a bisimulation relation must be constructed[8]. By deﬁnition, the new pair
that a pair in a bisimulation relation reaches after one step must be also in this very
relation. This seems to be too rigid. As a result, the verifying procedure can be
rather complicated. However, for some special cases, the restraints can be loosened.
To assure the bisimilarity of pairs in one relation, the derivatives of them need not
to be in this relation again. For example, the bisimulation “up-to-bisimilarity” in
CCS [8] and the self-bisimulation in BPA [3].
Later, Sangiorgi proposed a general bisimulation proof method for labelled tran-
sition systems(LTSs) [10]. A notion of sound function was introduced, so that, in
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order to demonstrate the bisimilarity of some pair, it was suﬃcient to ﬁnd a relation
containing it and show that this relation progressed to its image under some sound
function. This theory was powerful. Many existing useful bisimulation proof meth-
ods could be explained by it, such as the two mentioned above. Besides, some new
sound functions were presented in his paper. For example, the contextual function
drawn from the “up-to-context” technique.
Over the past years, much attention has been devoted to the study of coalgebra
theory[1,11,4,9]. Many systems were shown to have their own categorical descrip-
tions, including LTSs and automata, both of which could be seen as coalgebras.
Correspondingly, coinductive deﬁnitions and rules were studied. There were three
main approaches to deﬁne bisimulations in the coalgebra theory. The traditional
one was ﬁrst introduced by Aczel and Mendler[1], dealing with relations. A relation
was a bisimulation if it was the carrier of a F -coalgebra which makes the two pro-
jection functions π1 and π2 F -coalgebra homomorphisms; [11] gave a very similar
but more general deﬁnition on spans instead of relations, which also appeared in [7]
and [2]. We call it span-bisimulation here; The last one used the notion of “relation
lifting”[5,6]. For a functor F on Sets, a bisimulation was just a Rel(F )-coalgebra,
named ref-bisimulation in this paper.
Similarly, to relieve the bisimulation proof, a few coinduction proof principles
appeared in the literature. In [7], Lenisa investigated the relation between set-
theoretic coinduction and coalgebraic coinduction. By adopting a distributive law
λ : TF ⇒ FT , she presented a coalgebraic coinduction “up-to T” principle as a
categorical counterpart of the set-theoretic “up-to-. . . ”methods mentioned above.
In the spirit of this idea, the notion of λ-bisimulation was given based on span-
bisimulation[2]. A λ-bisimulation was not a standard span-bisimulation because it
was the carrier of a FT -coalgebra but not of a F -coalgebra. Under certain condi-
tions, every λ-bisimulation was shown to contain only bisimilar pairs.
However, both sound function and its categorical counterparts have their own
disadvantages. Sangiorgi’s sound function is easy to verify, but can only be ap-
plied to labelled transition systems, while neither Lenisa’s “up-to T” principle
nor Bartels’ λ-bisimulation is powerful enough to accomodate some useful coinduc-
tion principles because of the complex properties it requires on those functors and
coalgebras. For example, as to the “up-to- bisimularity” and self-bisimulation tech-
niques, suitable functor T s cannot be found to form λ-bisimulations. What’s more,
checking those properties within the theory of coalgebra is a tedious task.
This paper investigates further towards a categorical description of coinduction
rules. We abandon the notion of distributive law λ, and introduce consistent func-
tion instead. It is a much more general and direct coalgebraic proof method, based
on ref-bisimulation, which is more inclined to the set-theoretic deﬁnitions. The
deﬁnition is very neat and concrete since many involved concepts are avoided. In
other words, our new principle generalizes Sangiorgi’s methodology to the coalge-
bra theory but retains its merits. Moreover, we show that both sound function
and λ-bisimulation fall into this new principle. Every sound function is consistent
with F and (α,α) where FX = P(X)Σ, and α represents the transitions of the
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corresponding LTS; For every λ-bisimulation R on F -coalgebras 〈αX : X → FX〉
and 〈αY : Y → FY 〉, a function g consistent with F and (αX , αY ) can always be
found to make it contained in a standard ref-bisimulation.
Besides, with the help of functions trace and reﬂection, a one-to-one connection
between span-bisimulation and ref-bisimulation is constructed.
The remainder of this paper is organized as follows: In Section 2, we give the
deﬁnitions of relation lifting and ref-bisimulation. Consistent function is introduced
in Section 3, and some examples are presented. Section 4 discusses the relation
between ref-bisimulation and span-bisimulation, which facilitates proofs in Section
5 that λ-bisimulation can be covered by our principle as well. Finally in Section 6,
conclusion and more comparisons with related works are provided, as well as future
works.
For the rest of this paper, we conﬁne to the category Sets, and use π1, π2 as
the projection functions on relations. If F is clear, 〈X,α〉 is adopted to represent
the F -coalgebra 〈α : X −→ F (X)〉.
2 Preliminaries
Here we adopt the deﬁnitions in [6].
2.1 Relation lifting
We write Sets and Rel for the categories of sets and binary relations re-
spectively. The morphisms in Rel from R ⊆ X1 × X2 to S ⊆ Y1 × Y2 are
pairs of functions f1 : X1 −→ Y1, f2 : X2 −→ Y2 which satisfy the property:
R(x1, x2) =⇒ S(f1(x1), f2(x2)). Dashed arrows like
(f1,f2)






Fig. 1. relation lifting
Deﬁnition 2.1 For an endofunctor F: Sets −→ Sets, a relation lifting is a map-
ping Rel(F): Rel −→ Rel, as demonstrated in Fig.1. Its deﬁnition on a relation
〈π1, π2〉 : R ↪→ X1 ×X2 is:
Rel(F )(R)
={〈u, v〉 ∈ FX1 × FX2|∃w ∈ F (R).Fπ1(w) = u and Fπ2(w) = v}.
Remark: for any polynomial functor F deﬁned inductively, correspondingRel(F )
is also given in an inductive way(see examples in [5]).
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Proposition 2.2 The following properties are satisﬁed:
(i) if R ⊆ S, then Rel(F )(R) ⊆ Rel(F )(S).
(ii) Let R ⊆ X × Y , S ⊆ Y × Z, then Rel(F )(S ◦R) = Rel(F )(S) ◦Rel(F )(R).
(iii) Rel(F )(Rop) = (Rel(F )(R))op (Rop is the reverse of R).
(iv) Let R,S, T ⊆ X × Y , if R
(αX ,αY )




(v) Let Ri, Si ⊆ X × Y (i = 1 . . . n) for arbitrary n, if Ri
(αX ,αY )




−− −→ Rel(F )(
⋃n
0 Si).
The ﬁrst three properties are quoted from [6], and the last two follow easily from
them.
2.2 Ref-bisimulation
Deﬁnition 2.3 A relation R ⊆ X × Y is a ref-bisimulation on F -coalgebras
〈X,αX 〉 and 〈Y, αY 〉 if R
(αX ,αY )
−− −→ Rel(F )(R), which is, for all x ∈ X and y ∈ Y ,
R(x, y) =⇒ Rel(F )(R)(αX (x), αY (y)).
In other words, R is a ref-bisimulation exactly if it is a Rel(F)-coalgebra. A




(αX , αY )
αX × αY
Fig. 2. ref-bisimulation
Let X, Y be sets, F an endofunctor on Sets. With respect to coalgebras 〈X,αX 〉
and 〈Y, αY 〉, proposition 2.2(v) ensures that ref-bisimulations are union-closed, so
there is a greatest ref-bisimulation relation called bisimilarity, written ↔. Spe-
cially, bisimilarity on the coalgebra 〈X,α〉 and itself is denoted as ∼.
Example 2.4 Consider the most common labelled transition system, say 〈S,−→
, A〉, it can be viewed as a F -coalgebra 〈S,α〉 where FS = P(S)A and ∀a ∈ A.s′ ∈
α(s)(a) ⇔ s
a
−→ s′. A relation R ⊆ S × S is a ref-bisimulation on 〈S,α〉 iﬀ it is a
strong bisimulation in Milner’s deﬁnition: ∀(x, y) ∈ R,
• x
a
−→ x′ ⇒ ∃y′.y
a
−→ y′ and (x′, y′) ∈ R.
• y
a
−→ y′ ⇒ ∃x′.x
a
−→ x′ and (x′, y′) ∈ R.
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3 Consistent function
Deﬁnition 3.1 Suppose F is a functor on Sets, and 〈X,αX 〉 and 〈Y, αY 〉 are F -
coalgebras. A function g : P(X × Y ) −→ P(X × Y ) is said to be consistent with
F and (αX , αY ) if ∀R,S ⊆ X × Y ,
R ⊆ S ∧ (R
(αX ,αY )
−− −→ Rel(F )(S)) ⇒ (g(R)
(αX ,αY )
−− −→ Rel(F )(g(S))).
Sometimes we just say g is consistent if there is no need to show the relating
functor and morphism.
Be aware that Rel(F )(S) ⊆ FX × FY , so the morphism
(αX ,αY )
−− −→ is quite diﬀerent
from the progression relation “−→” in [10]. However, while applying this deﬁnition
to LTSs by simply taking F as FX = P(X)Σ, we will ﬁnd that R
(αX ,αY )
−− −→ Rel(F )(S)
if and only if R −→ S, if we add g(R) ⊆ g(S) in the conclusion, g turns out to
be a sound function. For the other direction, every sound function is a function
consistent with F and (αX , αY ). Actually, when g(R) ⊆ g(S) is added, we can also
prove that consistent functions are closed under some combination operations, such
as composition and union.
Proposition 3.2 If R
(αX ,αY )
−− −→ Rel(F )(g(R)) and g : P(X × Y ) −→ P(X × Y ) is
consistent with F and (αX , αY ), then R ⊆↔.
Proof. It is suﬃcient to ﬁnd a relation B such that R ⊆ B and B
(αX ,αY )
−− −→ Rel(F )(B).
First we construct a relation sequence Bi(i ≥ 0) inductively:
B0 = R
Bi+1 = Bi ∪ g(Bi)(i ≥ 0)
Next show that ∀i ≥ 0, Bi
(αX ,αY )
−− −→ Rel(F )(Bi+1):
If i = 0, R
(αX ,αY )
−− −→ Rel(F )(g(R)) gives R
(αX ,αY )
−− −→ Rel(F )(R ∪ g(R)) due to
proposition 2.2(iv).
When i > 0, Bi−1
(αX ,αY )
−− −→ Rel(F )(Bi) follows directly from the induction hy-
pothesis. Since Bi−1 ⊆ Bi by deﬁnition, it holds that g(Bi−1)
(αX ,αY )
−− −→ Rel(F )(g(Bi))
because g is consistent with F. Using proposition 2.2(v), Bi−1 ∪ g(Bi−1)
(αX ,αY )
−− −→
Rel(F )(Bi ∪ g(Bi)), which is just Bi
(αX ,αY )





−− −→ Rel(F )(
⋃∞
1 Bi) by applying proposition 2.2(v)









L. Luo / Electronic Notes in Theoretical Computer Science 164 (2006) 105–119 109
Example 3.3 Deﬁne a function g : P(X ×X) −→ P(X ×X) as g(R) =∼ ◦R◦ ∼.
(∼ is the bisimilarity on 〈X,α〉 and ◦ is relational composition). We can prove that
g is consistent with F and (α,α).
Suppose R ⊆ S and R
(α,α)
−− −→ Rel(F )(S). For any (x, y) ∈ g(R), there must
be x ∼ x′, (x′, y′) ∈ R, and y′ ∼ y, which give rise to (α(x), α(x′)) ∈ Rel(F )(∼
), (α(x′), α(y′)) ∈ Rel(F )(S), and (α(y′), α(y)) ∈ Rel(F )(∼) respectively. Then
(α(x), α(y)) ∈ Rel(F )(∼)◦Rel(F )(S)◦Rel(F )(∼) = Rel(F )(∼ ◦S◦ ∼)(proposition
2.2(ii)). As a result, g(R)
(α,α)
−− −→ Rel(F )(g(S)).
It is clear that if X is the CCS processes, and α represents the transition rela-
tions, Milner’s bisimulation “up-to-bisimilarity” principle follows.
During the investigation of the decidability problem of bisimulation equivalence on
normed BPA processes, Caucal presented an elegant proof showing that this prob-
lem is decidable[3]. He introduced the notion of self-bisimulation, and showed that
all pairs in a self-bisimulation is bisimulation equivalent. Now we give an alternative
proof of it by appealing to consistent function.
Example 3.4 BPA processes can be viewed as states in a sequential labelled rewrite
system 〈V,Σ,Δ〉 where
• V is a ﬁnite set of variables; the elements of V∗ are referred to as states.
• Σ is a ﬁnite set of labels.
• Δ ⊆ V × Σ × V∗ is a ﬁnite set of rewrite rules, written x
a
→ y for 〈x, a, y〉 ∈ Δ,
which are extended by the preﬁx rewriting rule: if x
a
→ y, then xz
a
→ yz.
So, a BPA system can also be viewed as a F -coalgebra 〈V∗, α〉, where F (X) =
P(X)Σ and α satisﬁes the following properties for any x ∈ V and z, x′, y′ ∈ V∗:
x′ ∈ α(x)(a) ⇔ (x, a, x′) ∈ Δ, and
y′ ∈ α(x′)(a) ⇒ y′z ∈ α(x′z)(a).
Note that ∀x ∈ V∗.x = x = x, and ∀a ∈ Σ.α()(a) = ∅. Let Idf = {(f, f)|f ∈
F (V∗)}, it can be checked that Idf ⊆ Rel(F )(g(S)) for any relation S on V
∗.
For any binary relation R ⊆ V∗ × V∗, we denote by
→
R the least precongruence
w.r.t sequential composition containing R, denote by
↔






the reﬂexive and transitive closure of
↔
R. Deﬁne a function g on R
such that g(R) is the least set derived from the following rules:
1.
(x, y) ∈ R
(x, y) ∈ g(R)
2.
(x, x) ∈ g(R)
3.
(x, y) ∈ g(R)
(y, x) ∈ g(R)
4.
(x, z) ∈ g(R), (z, y) ∈ g(R)
(x, y) ∈ g(R)
5.
(x, y) ∈ g(R)
(z1xz2, z1yz2) ∈ g(R)
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. In [3], R is called a self-
bisimulation if R −→ g(R). As stated before, this condition is equivalent to
R
(α,α)
−− −→ Rel(F )(g(R)) for this example. So if g is consistent with F and (α,α),
we can also get Caucal’s result that for any self-bisimulation R, R ⊆∼ holds.
Next we prove this result by showing that if R ⊆ S and R
(α,α)
−− −→ Rel(F )(S),
then g(R)
(α,α)
−− −→ Rel(F )(g(S)).
For all (x, y) ∈ g(R), the task is to show (α(x), α(y)) ∈ Rel(F )(g(S)) by rule
induction:
(i) induction hypothesis gives (α(x), α(y)) ∈ Rel(F )(S). since S ⊆ g(S) then
(α(x), α(y)) ∈ Rel(F )(g(S)).
(ii) trivial because Idf ⊆ Rel(F )(g(S)).
(iii) since (α(x), α(y)) ∈ Rel(F )(g(S)) by IH, (α(y), α(x)) ∈ (Rel(F )(g(S)))op
= Rel(F )((g(S))op) = Rel(F )(g(S)) follows from proposition 2.2(iii) and the
symmetry of g(S).
(iv) by IH, (α(x), α(z)) ∈ Rel(F )(g(S)) and (α(z), α(y)) ∈ Rel(F )(g(S)), so (α(x), α(y)) ∈
Rel(F )(g(S))◦Rel(F )(g(S)) = Rel(F )(g(S)◦g(S)) = Rel(F )(g(S)) since g(S)
is transitive.
(v) it is suﬃcient to ﬁnd a χ ∈ F (g(S)) such that Fπ1(χ) = α(z1xz2) and Fπ2(χ) =
α(z1yz2).
There are four branches to be considered:









1 ∈ α(z1)(a)}. Deﬁne χ ∈ P(g(S))





1 ∈ α(z1)(a)}. It is easy to check that Fπ1(χ) = α(z1xz2)
and Fπ2(χ) = α(z1yz2).
• z1 =  ∧ x = . IH gives that ∃χ
′ ∈ F (g(S)) making Fπ1(χ
′) = α(x) and
Fπ2(χ
′) = α(y). ∀a ∈ Σ, deﬁne χ(a) = {(x1z2, y1z2)|(x1, y1) ∈ χ
′(a)} then
Fπ1(χ) = α(xz2) and Fπ2(χ) = α(yz2).
• z1 =  ∧ x =  ∧ z2 = . it holds that y = (if y = , then ∃a ∈ Σ s.t.
α(y)(a) = ∅, since α(x)(a) = ∅, no χ ∈ P(g(S))Σ can be found to make
Fπ1(χ) = α(x) and Fπ2(χ) = α(y), which contradicts the IH). because
Idf ⊆ Rel(F )(g(S)), (α(z2), α(z2)) ∈ Rel(F )(g(S)).
• z1 = x = z2 = . then y = . (α(), α()) ∈ Rel(F )(g(S)).

We ﬁnd rule 5 implies an “up-to-context” principle for this speciﬁc case here.
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As a matter of fact, Sangiorgi stated that for unary De Simone format rules on any
signature Σ, all Σ-context functions are sound.
4 Relation with span-bisimulation
Let R,X, Y be sets, r1 and r2 be functions. r1 : R −→ X and r2 : R −→ Y ,
then 〈R, r1, r2〉 is called a span between X and Y .
Deﬁnition 4.1 For a functor F : Sets −→ Sets, a span-bisimulation between F -
coalgebras 〈X,αX 〉 and 〈Y, αY 〉 is a span 〈R, r1, r2〉 between X and Y , such that









Deﬁne the image of a span 〈R, r1, r2〉 as: I(〈R, r1, r2〉) = {(r1(z), r2(z))|z ∈ R},
so the image function changes a span 〈R, r1, r2〉 to a relation I(R) ⊆ X × Y . For
simplicity, we write I(R) as an abbreviation for I(〈R, r1, r2〉) when r1, r2 are im-
plied by the context.
Moreover, we deﬁne a trace function and a reﬂection function to show the
relation between a span and its image. On every span 〈R, r1, r2〉, deﬁne traR:
R −→ I(R) as traR(z) = (r1(z), r2(z)). For the other direction refR: I(R) −→ R,
deﬁne refR(x, y) = z such that x = r1(z) and y = r2(z)).
Note that in deﬁning refR, properties of I(R) guarantees the existence of such
z. When there are more than one, refR just chooses one of them. Obviously a
relation T ⊆ X × Y decides a span < T, π1, π2 > s.t. I(T ) = T and refT=IdT .
Proposition 4.2 It can be checked that traR is surjective and refR is injective,
satisfying:
• πi = ri ◦ refR(i = 1, 2)
• ri = πi ◦ traR(i = 1, 2)
Or, pictorially, the following graphs commute:














Fig. 4. Properties of ref and tra
Actually, recall the deﬁnition of relation lifting, we can ﬁnd that Rel(F )(R)=
I(〈F (R), Fπ1, Fπ2〉). With the help of the functions deﬁned above, a direct con-
nection between ref-bisimulation and span-bisimulation can be explored.
Proposition 4.3 Suppose 〈R, r1, r2〉, 〈S, s1, s2〉 be spans on X and Y , F is a func-
tor on Sets, it holds that I(R)
(αX ,αY )
−− −→ Rel(F )(I(S)) iﬀ there exists an arrow η









−− −→ Rel(F )(I(S))
Proof.
⇒: ∀z ∈ R, deﬁne η(z) = FrefS ◦ refF (I(S))(αX(r1(z)), αY (r2(z))). It follows
that
Fs1 ◦ η(z)
= Fs1 ◦ FrefS ◦ refF (I(S))(αX(r1(z)), αY (r2(z)))
= F (s1 ◦ refS) ◦ refF (I(S))(αX(r1(z)), αY (r2(z)))
= Fπ1 ◦ refF (I(S))(αX(r1(z)), αY (r2(z))) (π1 = s1 ◦ refS)
= π1(αX(r1(z)), αY (r2(z))) (π1 = Fπ1 ◦ refF (I(S)))
= αX(r1(z))
⇐:∀(x, y) ∈ I(R), the commutativity gives that:
αX ◦ r1(refR(x, y)) = Fs1 ◦ η(refR(x, y)) = F (π1 ◦ traS) ◦ η(refR(x, y)) =
Fπ1(FtraS ◦ η(refR(x, y))).
αY ◦ r2(refR(x, y)) = Fs2 ◦ η(refR(x, y)) = F (π2 ◦ traS) ◦ η(refR(x, y)) =
Fπ2(FtraS ◦ η(refR(x, y))).
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Since αX ◦ r1(refR(x, y)) = αX ◦ π1(x, y) = αX(x) and αY ◦ r2(refR(x, y)) =
αY ◦ π2(x, y) = αY (y), we found a z = FtraS ◦ η(refR(x, y)) ∈ F (I(S)) such that:
αX(x) = Fπ1(z) and αY (y) = Fπ2(z), then (αX(x), αY (y)) ∈ Rel(F )(I(S)) follows
immediately from deﬁnition. 
Specially, when R = S, it follows that R is a span-bisimulation iﬀ I(R) is
ref-bisimulation. The interesting thing is, if R is a ref-bisimulation, it is also a
span-bisimulation since I(R) = R.
5 λ-bisimulation and consistent function
¿From examples in Section 3 we noted that some useful proof techniques which
can not be covered by the λ-bisimulation schema were easily expressed and proved
in our frame. Now we proceed to show that every λ-bisimulation can also be for-
mulated by this new coalgebraic proof method.
First of all, let’s give the deﬁnition of λ-bisimulation introduced in [2], as there
are two candidates, we choose the more general one where λ is a natural transfor-
mation from T (Id× F ) to FT .
Deﬁnition 5.1 (general)Let F , T : Sets → Sets be functors. Given a natural
transformation λ : T (Id × F ) ⇒ FT , a span 〈R, r1, r2〉 is a λ-bisimulation on F -
coalgebras 〈X,αX〉 and 〈Y, αY 〉 if there exist arrows η, βX and βY , such that the
next diagram in Fig.6 commutes( r1|


























In the original deﬁnition given by Bartels[2], λ is called a distributive law, and
other structures such as “λ-bialgebra” and “homomorphism up-to-β” were intro-
duced. Here we have avoided those concepts to concentrate more on the essential
parts.
Proposition 5.2 For every λ-bisimulation 〈B, b1, b2〉 on F -coalgebras 〈X,αX 〉 and
〈Y, αY 〉, there always exists a function g : P(X × Y ) −→ P(X × Y ) such that g is
L. Luo / Electronic Notes in Theoretical Computer Science 164 (2006) 105–119114
consistent with F and (αX , αY ), and I(B)
(αX ,αY )
−− −→ Rel(F )(g(I(B))).
Proof. Deﬁne a function g on relations R ⊆ X × Y as:
g(R) = I(〈TR, π1|
βX , π2|
βY 〉).
Then for any span 〈B, b1, b2〉 on X and Y , g(I(B)) = I(T (I(B))). It is not
hard to prove that I(〈TB, b1|
βX , b2|
βY 〉) = I(〈T (I(B)), π1|
βX , π2|
βY 〉), so g(I(B)) =
I(TB) too.
The premise that 〈B, b1, b2〉 is a λ-bisimulation ensures
I(B)
(αX ,αY )
−− −→ Rel(F )(I(TB))
by virtue of proposition 4.3. In other words, I(B)
(αX ,αY )
−− −→ Rel(F )(g(I(B))).
Next we prove g is consistent with F and (αX , αY ).
For two relations R and S, if R ⊆ S and the left diagram below commutes, we


















Fig. 7. Left diagram’s commutativity implies that of the right one
Let η′ = λS ◦ T 〈IdR, η〉 with IdR : R −→ S. Since R ⊆ S, it is well-deﬁned,
and obviously, π1 ◦ IdR = IdX ◦ π1. The commutativity of the left diagram of Fig.7
gives Fπ1 ◦ η = αX ◦ π1. It follows:
(π1 × Fπ1) ◦ 〈IdR, η〉 = 〈IdX , αX〉 ◦ π1
T (π1 × Fπ1) ◦ T 〈IdR, η〉 = T 〈IdX , αX〉 ◦ Tπ1
λX ◦ T (π1 × Fπ1) ◦ T 〈IdR, η〉 = λX ◦ T 〈IdX , αX〉 ◦ Tπ1
FTπ1 ◦ λS ◦ T 〈IdR, η〉 = λX ◦ T 〈IdX , αX〉 ◦ Tπ1
FβX ◦ FTπ1 ◦ λS ◦ T 〈IdR, η〉 = FβX ◦ λX ◦ T 〈IdX , αX〉 ◦ Tπ1
FβX ◦ FTπ1 ◦ λS ◦ T 〈IdR, η〉 = (αX ◦ βX) ◦ Tπ1
Fπ1|
βX ◦ η′ = αX ◦ π1|
βX
FTπ1 ◦ λS = λX ◦ T (π1 × Fπ1) and αX ◦ βX = FβX ◦ λX ◦ T 〈IdX , αX〉 were
used to yield the fourth and the sixth equation respectively. Their correctness are
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guaranteed by the commutativity of Fig.8.(Be aware that the right one is implied












T < IdX , αX > βX
λX αX
FβX
Fig. 8. Natural transformation and bialgebra
Since Fπ2|
βY ◦η′ = αY ◦π2|
βY also holds by symmetry, the proof is completed.
Due to the above theorem, proposition 3.2 promises the existence of a ref-
bisimulation
∼






B is also a span-bisimulation,
we get the same result as Corollary 5.6 in [2] such that if B is a λ-bisimulation
between 〈X,αX 〉 and 〈Y, αY 〉, then there exists a (standard) span-bisimulation
∼
B
with I(B) ⊆ I(
∼
B).
Next pick out an example in [2] to illustrate the theorem above:
Example 5.3 Suppose F is a functor on Sets such that FX = R × X( R is
the set of real numbers). Then a ﬁnal F -coalgebra 〈Rω, 〈h, t〉〉 exists. Due to the
coinduction rules, two functions ⊕,⊗ : Rω ×Rω −→ Rω can be deﬁned, satisfying:
h(σ ⊕ τ) = h(σ) + h(τ), t(σ ⊕ τ) = t(σ)⊕ t(τ),
h(σ ⊗ τ) = h(σ) ∗ h(τ), t(σ ⊗ τ) = (h(σ) ⊗ t(τ))⊕ (t(σ)⊗ τ),
where +,∗ represents the standard “add” and “times” operators on real numbers
respectively. Clearly, both ⊕ and ⊗ are associative and commutative. In the fol-
lowing, we use σ0 to demonstrate h(σ) and σ
′ to demonstrate t(σ) for any σ, and
other streams, similarly.
In order to show the distributivity of ⊗ over ⊕, construct a relation
B = {(σ⊗(τ⊕ρ), (σ⊗τ)⊕(σ⊗ρ))}, and deﬁne a function g on any relation R as:




−− −→ Rel(F )(g(B)).
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For any pair (x, y) ∈ B with x = σ ⊗ (τ ⊕ ρ) and y = (σ ⊗ τ) ⊕ (σ ⊗ ρ), from
the deﬁnition, 〈h, t〉(x), 〈h, t〉(y) equals to the following two elements respectively:
(σ0 ∗ τ0 + σ0 ∗ ρ0), (σ0 ⊗ (τ
′ ⊕ ρ′))⊕ (σ′ ⊗ (τ ⊕ ρ)),
(σ0 ∗ τ0 + σ0 ∗ ρ0), ((σ0 ⊗ τ
′)⊕ (σ0 ⊗ ρ
′))⊕ ((σ′ ⊗ τ)⊕ (σ′ ⊗ ρ)).
Then h(x) = h(y) and 〈t(x), t(y)〉 ∈ g(B) since (σ0 ⊗ (τ
′ ⊕ ρ′), (σ0 ⊗ τ
′)⊕ (σ0 ⊗
ρ′)) ∈ B and (σ′ ⊗ (τ ⊕ ρ), (σ′ ⊗ τ) ⊕ (σ′ ⊗ ρ)) ∈ B. Let z = ((σ0 ∗ τ0 + σ0 ∗
ρ0), (t(x), t(y))) ∈ F (g(B)), it follows that:
〈h, t〉(x) = Fπ1(z) and 〈h, t〉(y) = Fπ2(z).
2.g is consistent with F and(〈h, t〉, 〈h, t〉).
For any T ⊆ S and T
(〈h,t〉,〈h,t〉)
−− −→ Rel(F )(S), if (x1 ⊕ x2, y1 ⊕ y2) ∈ g(T ) because
of (x1, y1) ∈ T and (x2, y2) ∈ T , we have
〈h, t〉(x1 ⊕ x2) = (h(x1) + h(x2), t(x1)⊕ t(x2)), and
〈h, t〉(y1 ⊕ y2) = (h(y1) + h(y2), t(y1)⊕ t(y2)).
Since ∀i = 1, 2, (xi, yi) ∈ T and T
(〈h,t〉,〈h,t〉)
−− −→ Rel(F )(S), it follows that h(xi) =
h(yi) and (t(xi), t(yi)) ∈ S. As a result,
h(x1) + h(x2) = h(y1) + h(y2) and (t(x1) ⊕ t(x2), t(y1) ⊕ t(y2)) ∈ g(S) holds,
which gives,
(h(x1) + h(x2), (t(x1)⊕ t(x2), t(y1)⊕ t(y2))) ∈ F (g(S)) and
(〈h, t〉(x1 ⊕ x2), 〈h, t〉(y1 ⊕ y2)) ∈ Rel(F )(g(S)).
After all, σ ⊗ (τ ⊕ ρ) ∼ (σ ⊗ τ) ⊕ (σ ⊗ ρ). Combined with the premise that
〈Rω, 〈h, t〉〉 is a ﬁnal coalgebra, σ ⊗ (τ ⊕ ρ) = (σ ⊗ τ)⊕ (σ ⊗ ρ) holds.
¿From the above example, we can also discover that our coalgebraic bisimulation
proof method is not only suitable for transition systems, but can be applied to other
structures.
6 Conclusion
In this paper we presented a fresh coalgebraic bisimulation proof method. A
notion of consistent function was proposed, based on ref-bisimulation.
The work towards the categorical description of coinduction rules was started by
Lenisa and Bartels. Since Bartels claimed in his paper[2] that Lenisa’s bisimulation
“up-to-T”[7] is a special case of his notion of λ - bisimulation, and it was proved in
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this paper that λ-bisimulation turns out to be covered by our principle, we view our
work as making progress in this direction. The reason that our consistent function
is more general is that we abandoned the use of a distributive law λ : TF ⇒ FT ,
which attached more information to the structure than needed.
Although we conﬁned to category Sets in this paper, the consistent function can
be easily extended to any category C. Note that in Sets, we deﬁne consistent func-
tion only on relations, and transform spans to relations when meeting with spans
by investigating the relations between them. Why not deﬁne consistent function
on spans directly? Actually, this can be done easily by handling things on com-
mutative graphs. For example, we can replace R
(αX ,αY )
−− −→ Rel(F )(S) with Fig.5.
Consequently, we can come up with a counterpart of proposition 3.2 on any cate-
gory C.
There are several directions for future work:
• As mentioned in Section 3, it is reasonable to believe that consistent functions
are closed under some combination operations, more interesting examples are to
be found to illustrate this point of view.
• In the last part of his paper, Sangiorgi made a little generalization of respectful
functions, from an aspect of ﬁxed-point theory. In that case, there exist some
notion of sound functions which can’t be amended to the categorical frames. For
example, if the quantiﬁer “∃” or “side-conditions” were used in the deﬁnition of
some bisimulations, we will be unable to provide their coalgebraic description due
to the limits of category theory. This problem was also presented in [7].
• The bisimulations we considered here are actually strong bisimulations. A di-
rection for future work is to look at weak bisimulation. If a suitable categorical
framework can be found to represent weak bisimultion, relevant coinduction rules
will be developed more easily.
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