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Abstract
Double field theory describes a massless subsector of closed string theory with both momentum
and winding excitations. The gauge algebra is governed by the Courant bracket in certain
subsectors of this double field theory. We construct the associated nonlinear background-
independent action that is T-duality invariant and realizes the Courant gauge algebra. The
action is the sum of a standard action for gravity, antisymmetric tensor, and dilaton fields
written with ordinary derivatives, a similar action for dual fields with dual derivatives, and a
mixed term that is needed for gauge invariance.
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1 Introduction
Double field theory is a field theory on the doubled torus that arises when the usual toroidal coordinates
xi are supplemented with coordinates x˜i associated with winding excitations. Closed string field theory
in toroidal backgrounds is, by construction, a double field theory [1]. In recent papers we have started
the construction of a double field theory based on the massless fields of closed string theory [2, 3].
In this theory the gravity field hij , the antisymmetric tensor bij , and the dilaton d all depend on
the coordinates xi and x˜i. The construction is novel and requires a constraint that arises from the
L0− L¯0 = 0 constraint of closed string theory: all fields and gauge parameters must be annihilated by
the differential operator ∂i∂˜
i, where a sum over i is understood. This ‘massless’ double field theory
was constructed to cubic order in the fields and to this order it is gauge invariant and has a remarkable
T-duality symmetry. It is an open question whether a complete nonlinear gauge-invariant extension
of this massless theory exists. It would not be a conventional low-energy limit of closed string theory,
and it is not yet clear whether or not this could be a consistent truncation of string theory. It would
be simpler than closed string theory, however, and the ideas of doubled geometry as well as some of
the essential features of closed string theory should be more accessible there. Earlier work in double
field theory includes that of Tseytlin [4] and Siegel [5].
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Rather than proceed with the full higher order construction, we will here focus on a subsector of
the full double field theory satisfying a constraint that is stronger than the one discussed above and
complete the construction of this subsector. The constraint from string field theory requires that all
fields and gauge parameters are annihilated by ∂i∂˜
i, but the strong constraint requires that in addition
all products of fields and gauge parameters are also annihilated by ∂i∂˜
i. With this strong constraint
we were able [3] to find a consistent set of gauge transformations to all orders and show that their
gauge algebra is governed by the Courant bracket of generalised geometry [7, 8, 9, 10, 11]. In this
paper we continue the analysis and construct the action to all orders in the fluctuating fields. We do
so by constructing a background independent action. The fluctuations and the background fields of
the cubic action give enough clues for the definition of full fields in terms of which the action can be
neatly constructed. We use the field Eij = gij+bij, comprising of the metric gij and the antisymmetric
tensor bij, as well as a dilaton field d.
A striking feature of our theory is its duality symmetry. If the spacetime is the product of n-
dimensional Minkowski space Rn−1,1 and a torus T d, string theory has O(d, d;Z) T-duality symmetry
[12, 13] (see also [14] and references therein). In our formulation, the torus coordinates are doubled,
and the double field theory has an O(d, d;Z) symmetry that acts naturally on the 2d coordinates
(x, x˜) of the doubled torus. It is formally useful to double the non-compact coordinates also, and our
double field theory in that case has a continuous O(n, n) symmetry. In particular, when formulated
in non-compact R2D, the double field theory has a continuous O(D,D) symmetry. Compactifying 2d
of these dimensions on a double torus breaks this to O(n, n)× O(d, d;Z). Restricting the fields to be
independent of the extra n non-compact coordinates breaks O(n, n) to the Lorentz group O(n− 1, 1).
Then this O(D,D) symmetry ensures the Lorentz and T-duality symmetries of the compactified cases
relevant to string theory, and it will often be convenient to simply refer to the O(D,D) symmetry
in what follows. The constraint ∂i∂˜
i = 0 is O(D,D) invariant and can be written as ∂M∂M = 0
upon collecting the coordinates xi and dual coordinates x˜i into an O(D,D) vector X
M and using the
constant O(D,D) invariant metric ηMN to raise and lower indices, so that ∂
M∂M = η
MN∂M∂N .
The strong constraint introduced above is in fact so strong that it means that there is a choice of
coordinates (x′, x˜′), related to the original coordinates by O(D,D), in which the doubled fields only
depend on half of the coordinates: they depend on the x′ and are independent of the x˜′. We refer to
such fields as restricted to the null subspace with coordinates x′ [3]. We shall show that all solutions
of the strong constraint are in fact related to a conventional field theory by O(D,D) in this way.
It is interesting to compare with the work of Siegel [5], who performed a direct construction of
the strongly constrained theory discussed above. The gauge algebra, which coincides with ours, was
his starting point. Siegel also constructed an action, but his formalism is sufficiently different from
ours that direct comparison is not straightforward. He uses vielbeins and an enlarged tangent space
symmetry, while we simply use the familiar field Eij and the dilaton. We hope that our identification
and discussion of the role of the Courant bracket as well as the explicit and concrete expressions for
the action given in this paper will stimulate further analysis and a detailed comparison.
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The main result in this paper is the action, which takes the form
S =
∫
dxdx˜ e−2d
[
− 1
4
gikgjlDpEklDpEij +
1
4
gkl
(DjEikDiEjl + D¯jEki D¯iElj)
+
(Did D¯jEij + D¯id DjEji)+ 4DidDid ] . (1.1)
In this action, the calligraphic derivatives are defined by
Di ≡
∂
∂xi
− Eik
∂
∂x˜k
, D¯i ≡
∂
∂xi
+ Eki
∂
∂x˜k
, (1.2)
and all indices are raised with gij , which is the inverse of the metric gij =
1
2(Eij + Eji). The gauge
transformations that leave the action invariant take the form
δEij = Diξ˜j − D¯j ξ˜i + ξM∂MEij +DiξkEkj + D¯jξkEik ,
δd = −1
2
∂Mξ
M + ξM∂M d .
(1.3)
Here ξM∂M = ξ
i∂i + ξ˜i∂˜
i and ∂Mξ
M = ∂iξ
i + ∂˜iξ˜i. All fields, gauge parameters, and all possible
products of them are assumed to be annihilated by ∂M∂M . The algebra of gauge transformations is
governed by an O(D,D) covariant “C-bracket” [5, 3] which reduces to the Courant bracket when fields
and gauge parameters are T-dual to ones that are independent of winding coordinates. This action
is also invariant under the non-linearly realized O(D,D) duality transformations that transform E
projectively and leave the dilaton invariant. Using matrix notation,
E ′(X ′) = (aE(X) + b)(cE(X) + d)−1 , d′(X ′) = d(X) , X ′ = hX , (1.4)
where
h =
(
a b
c d
)
∈ O(D,D) . (1.5)
Finally, when fields are assumed to be independent of the x˜ coordinates, the action (1.1) reduces
to a form that is field-redefinition equivalent to the familiar action
S∗ =
∫
dx
√−ge−2φ
[
R+ 4(∂φ)2 − 1
12
H2
]
. (1.6)
In particular, the usual scalar dilaton φ is related to the field d used here by
√−ge−2φ = e−2d, so
that e−2d is a scalar density. A by-product of our analysis is that we find the explicit form of the
field redefinitions that relate the metric and b-field variables used in string theory to those used in the
conventional Einstein plus b-field theory (see §2.2), completing the work of Refs. [15, 2].
There has been some interest in gravity theories that replace the metric with a non-symmetric
tensor field; see e.g. [16]. The field Eij is non-symmetric, and we believe (1.1) is a natural action
written in terms of this variable. After rotating to a T-duality frame in which all tilde-derivatives are
zero, the action (given in (3.1)) is a rather simple rewriting of the conventional action S∗ using the E
field variable. The theory defined by (1.1) provides therefore a reformulation of S∗ in which O(D,D) is
a symmetry. Moreover, in contrast to theories of non-symmetric gravity of the type discussed in [16],
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here the symmetric and antisymmetric parts of Eij do not provide irreducible representations of the
gauge and duality symmetries but rather transform into each other.
All terms in the action (1.1) contain two derivatives. It is natural to examine a tilde-derivative
(∂˜) expansion S = S(0)+S(1)+S(2) where S(k) contains k tilde derivatives. The action S(0)(E , d, ∂) is
obtained by setting all terms with tilde-derivatives to zero and thus, as mentioned above, is equivalent
to S∗. It is interesting that S
(2) is in fact equal to S(0)(E−1, d, ∂˜), the conventional action for gravity,
b-field, and dilaton but with E → E−1 and ∂ → ∂˜, the changes associated with inversion duality. The
action S(1) is a curious mix, with terms that involve one derivative of each type. Gauge invariance
of the action will be demonstrated explicitly using a similar tilde-derivative expansion of the gauge
transformations. Specifically, the gauge transformations (1.3) can be rewritten as
δξEij = LξEij + ∂iξ˜j − ∂j ξ˜i (1.7)
+Lξ˜Eij − Eik
(
∂˜kξl − ∂˜lξk
)
Elj .
Here, Lξ and Lξ˜ are the Lie derivatives with respect to the parameters ξi and ξ˜i respectively. We
note that, despite appearance in (1.3), these two gauge parameters enter completely democratically
as they combine naturally into the O(D,D) vector ξM = (ξ˜i, ξ
i). In fact, we will show that under the
inversion duality E → E−1, ∂ → ∂˜ the role of ξi and ξ˜i in (1.7) gets precisely interchanged.
We give some preliminary discussion of an attempt to formulate an ‘O(D,D) geometry’. The
analysis of O(D,D) invariance of the action and covariance of the gauge transformations is facilitated
by the introduction of O(D,D) ‘covariant’ derivatives that map O(D,D) tensors to O(D,D) tensors.
We also construct an O(D,D)-invariant scalar curvature R(E , d), all of whose terms contain two
derivatives (see eqn. (4.33)). Being a scalar means that it transforms under gauge transformations as
δξR = ξM∂MR. Since e−2d is a density we obtain an O(D,D) invariant and gauge invariant action
by writing
S′ =
∫
dxdx˜ e−2dR(E , d) . (1.8)
The two actions S′ and S in (1.1) differ by integrals of total derivatives and so are equivalent. It
is a nontrivial fact that the dilaton equation of motion following from (1.8) is simply R = 0. The
variations of d within R combine to a total derivative and do not contribute to the field equation.
When we set tilde-derivatives to zero we find that, after the field redefinition that trades d for φ, the
scalar R becomes
R(E , d)
∣∣∣
∂˜=0
= R+ 4φ− 4(∂φ)2 − 1
12
H2 . (1.9)
Thus assuming that all fields are independent of the x˜ coordinates the action S′ (without discarding
total derivatives) becomes:
S′∗ =
∫
dx
√−ge−2φ
[
R+ 4φ− 4(∂φ)2 − 1
12
H2
]
. (1.10)
This action inherits the curious property of S′: the equation of motion for the dilaton is precisely the
vanishing of the terms in the square brackets. Note that this is not true for the action S∗ in (1.6). The
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curvature R is precisely the beta function βd for the O(D,D) scalar dilaton d. The spacetime action
in [17] used a Lagrangian proportional to βd. The gauge scalar R(E , d) is also an O(D,D) scalar and
can be viewed as a generalization of the scalar curvature of Einstein’s theory. It is interesting that the
object that admits a generalization is the precise combination of terms indicated in (1.9).
We also investigate the relation between the O(D,D) duality symmetry and the gauge symmetry.
We show that GL(D) transformations and constant shifts of the b-field are special gauge symmetries,
but in general the remaining O(D,D) transformations do not arise from gauge symmetries. However,
we find that in the special case in which we truncate the theory to one with fields that are independent
of d coordinates and their d duals there is an O(d, d) symmetry that arises from gauge symmetries.
This gives a geometric insight into theO(d, d) symmetry [25] that emerges from Kaluza-Klein reduction
on a d-torus.
2 Action and gauge transformations
In this section we start by proving background independence of the cubic action given in [2]. Then we
determine the manifestly background independent form both for the action and the gauge transforma-
tions to all orders in the fluctuations. In addition, we prove the O(D,D) invariance of the action and
the O(D,D) covariance of the gauge transformations. Finally, we show that the strong form of the
constraint ∂M∂M = 0 guarantees that one can always find an O(D,D) transformation that rotates to
a duality frame where all fields are independent of the winding coordinates.
2.1 Background independence
In [2] we constructed the double field theory action for the dilaton d and the field eij giving the
fluctuation in the metric and anti-symmetric tensor gauge field around the constant background Eij =
Gij + Bij . The action was obtained to cubic order in the fields eij and d and takes the form (with
2κ2 = 1):
S =
∫
[dxdx˜]
[ 1
4
eije
ij +
1
4
(D¯jeij)
2 +
1
4
(Dieij)
2 − 2 dDiD¯jeij − 4 d d
+
1
4
eij
(
(Diekl)(D¯
jekl)− (Diekl) (D¯lekj)− (Dkeil)(D¯jekl)
)
+
1
2
d
(
(Dieij)
2 + (D¯jeij)
2 +
1
2
(Dkeij)
2 +
1
2
(D¯keij)
2 + 2eij(DiD
kekj + D¯jD¯
keik)
)
+ 4 eijdD
iD¯jd+ 4 d2  d
]
.
(2.1)
In [2] the corresponding gauge transformations were found to linear order in the fields and this action
was shown to be invariant under these gauge transformations up to terms quadratic in the fields,
provided the fields and gauge parameters are annihilated by ∂i∂˜
i. The background dependence in the
action enters through the derivatives
Di =
∂
∂xi
− Eik
∂
∂x˜k
, D¯i =
∂
∂xi
+ Etik
∂
∂x˜k
, (2.2)
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and the inverse metric Gij , which is used to raise indices in this subsection. Note that the field eij
and the derivatives Di and D¯i are defined with indices down.
Background independence is a property that the above action should inherit from the full string
theory. This means that one can absorb a constant part of the fluctuation field eij into a change of
the background field Eij. The dilaton plays no role in the background dependence; we will display
only the E and e dependence in the action and write S[Eij , eij ]. Let χij be an infinitesimal, constant
part of the field eij. The statement of background independence is that
S
[
Eij , eij + χij
]
= S
[
Eij + χij , e
′
ij = eij + fij(χ, e)
]
, (2.3)
where f(χ, e) is a function that is linear in χ and to leading order linear in eij . This function is needed
in general; it means that the new fluctuation field e′ij is a field redefined version of eij . Note that
vanishing e must imply vanishing e′, for consistency. Thus, there is no eij-independent term in fij.
Letting Eij → Eij − χij and noting that to leading order
eij = e
′
ij − fij(χ, e′) , (2.4)
we have
S
[
Eij − χij , e′ij + χij − fij(χ, e′)
]
= S
[
Eij , e
′
ij
]
. (2.5)
Dropping the primes, the condition of background independence to leading order in e becomes
S
[
Eij − χij , eij + χij − fij(χ, e)
]
= S
[
Eij , eij
]
+O(e3) . (2.6)
With the action calculated to cubic order, we can only determine the leading terms in fij, those linear
in e. Our check of background independence fixes fij to be
fij(χ, e) =
1
2
(
χi
kekj + χ
k
jeik
)
+O(e2) . (2.7)
Recall that indices are raised with Gij .
We now explicitly check the background independence to quadratic order by confirming that δS = 0
up to terms cubic in fields under the variations
δeij = χij − 1
2
(
χi
kekj − χkjeik
)
, δEij = −χij . (2.8)
The background shift changes Gij by
δGij = χ(ij) ≡ 1
2
(
χij + χji
)
, (2.9)
with χij = GikχklG
lj . The full variation of eij is needed for quadratic terms in the action, but
only the leading part is needed for the cubic terms. For the computation it is useful to recall that
∂˜i = 12(D¯
i −Di), which implies that
δDi =
1
2
χik(D¯
k −Dk) , δD¯i = 1
2
χki(D
k − D¯k) . (2.10)
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These lead to
δ ≡ δ (GijDiDj) = χijDiD¯j . (2.11)
This identity in fact suffices to prove the background independence for the terms quadratic in the
dilaton in the action (2.1). Indeed, the following variations cancel
δ(−4d d) = −4dχijDiD¯j d ,
δ(4 eijdD
iD¯jd) = 4χijdD
iD¯jd .
(2.12)
Checking the terms linear in d is relatively straightforward. For structures quadratic in e, the variation
of the bilinear terms gives
δL(2) = 1
4
χkleijDkD¯leij +
1
4
χmjDmeijD¯ke
ik +
1
4
χimD¯meijDke
kj . (2.13)
One can verify that, up to total derivatives, this variation is cancelled by the variation of the terms
cubic in eij . We note that these computations do not require using the constraint ∂i∂˜
i = 0.
Having checked background independence, we can introduce a field Eij that combines the back-
ground Eij and the fluctuation eij and is background independent in the sense that it is invariant
under the transformations (2.8). We find that
Eij ≡ Eij + eij + 1
2
ei
kekj +O(e3) , (2.14)
has this property. Indeed, under (2.8),
δEij = δEij + δeij +
1
2
δei
kekj +
1
2
ei
kδekj +O(e2)
= −χij + χij −
1
2
(
χi
kekj − χkjeik
)
+
1
2
χi
kekj +
1
2
ei
kχkj +O(e2)
= 0 +O(e2) .
(2.15)
Note that the index contraction ei
kekj on the right-hand side of (2.14) breaks the O(D,D) covariance,
as will be discussed in subsection 2.4. These are the first terms in the full non-linear form of E in
terms of E and e that was found in [3, 15] and which will be discussed in the next subsection. It
was shown in [3] that upon setting all ∂˜ derivatives equal to zero, the field E has the familiar gauge
transformations associated with gravity and the antisymmetric tensor field.
2.2 The gauge transformations in background independent form
In [2], the action to cubic order in the fields was found to be (2.1), and the corresponding gauge
transformations preserving this action were found to linear order in the fields. Reference [3] considered
the situation in which the fields and gauge parameters are restricted to lie in a totally null subspace
of the doubled space i.e. a subspace in which all vectors are null and mutually orthogonal. Such a
restriction arises when the fields and parameters are all independent of x˜, or any configuration related
to this by T-duality. The restriction guarantees that the strong form of the ∂M∂
M = 0 constraint holds.
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With the restriction, the full gauge transformations to all orders in the fields are in fact quadratic in
the fields [3] and given by:
δλeij = Diλ¯j + D¯jλi
+
1
2
(λ ·D + λ¯ · D¯)eij + 1
2
(Diλ
k − Dkλi) ekj − eik
1
2
(D¯kλ¯j − D¯j λ¯k)
− 1
4
eik (D
lλ¯k + D¯kλl) elj ,
(2.16)
where λi and λ¯i are independent real parameters. In [3] these gauge transformations were shown to
close according to the so-called C-bracket. To define this bracket we introduce new gauge parameters
ξi and ξ˜i defined by
λi = −ξ˜i + Eijξj , λ¯i = ξ˜i + Ejiξj . (2.17)
Using these parameters we can write the gauge algebra in a manifestly O(D,D) covariant form. More
precisely, if we assemble ξi and ξ˜i into the fundamental O(D,D) vector
ξM =
(
ξ˜i
ξi
)
, (2.18)
the closure of the gauge transformations defines the algebra
[
δξ1 , δξ2
]
= −δ[ξ1,ξ2]C , where the C-bracket
[· , ·]C is given by
[
ξ1, ξ2
]M
C
= ξN1 ∂N ξ
M
2 −
1
2
ηMNηPQ ξ
P
1 ∂Nξ
Q
2 − (1↔ 2) . (2.19)
The bracket (2.19) was the starting point for the construction of Siegel [5]. In generalized geometry this
is a bracket for a ‘Courant bi-algebroid’, and when restricted to fields and parameters independent
of tilde coordinates, it reduces to the Courant bracket; see the discussion in [3]. The background
independent form of the gauge transformations we are about to derive provide just a rewriting of
the symmetry transformations, and therefore they will close according to the same bracket. Thus the
gauge algebra of the background independent theory can be said to be defined by the Courant bracket.
Let us now turn to the rewriting of the gauge transformations (2.16). We first write them as
δλeij =
1
2
(λ ·D + λ¯ · D¯)eij + Dˆiλ¯j + ˆ¯Djλi +
1
2
(Dˆiλ
k) ekj +
1
2
eik
ˆ¯Djλ¯
k , (2.20)
where
Dˆi ≡ Di −
1
2
eik D¯
k, ˆ¯Dj ≡ D¯j −
1
2
ekjD
k . (2.21)
The full metric is gij = Gij + hij and the antisymmetric tensor gauge field is bij = Bij + bˆij where Gij
and Bij are constant background fields. These are combined into
Eij ≡ Eij + eˇij , (2.22)
where eˇij = hij + bˆij. It was shown in [3] that the field eˇij is related to (eij , d) by eˇij = fij(e, d), where
f =
(
1− 1
2
e
)−1
e , (2.23)
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so that
eˇ = Fe , (2.24)
where we use matrix notation and
F ≡
(
1− 1
2
e
)−1
. (2.25)
Then the full non-linear form of (2.14) is
Eij = Eij + Fik(e)ekj . (2.26)
Here and in the rest of this subsection, indices i, j are raised and lowered using the background metric
Gij .
It is shown in appendix A that for any variation or derivative
δE = δeˇ = FδeF . (2.27)
Rewriting the gauge transformations using this naturally involves the derivatives
Di ≡ FijDˆj ,
D¯i ≡ Fji ˆ¯Dj .
(2.28)
Remarkably these can be written (see appendix A) in manifestly background-independent form:
Di = ∂i − Eik∂˜k ,
D¯i = ∂i + Eki∂˜k .
(2.29)
From these derivatives one can reconstruct the ordinary partial derivatives through the formulae
∂i =
1
2
(EjiDj + EijD¯j) , ∂˜i = 1
2
(−Di + D¯i) . (2.30)
It is useful to rewrite the gauge transformations in terms of the gauge parameters ξi and ξ˜i defined
in (2.17) [3]. Then after some work (see appendix A) the gauge transformations take the manifestly
background-independent form
δEij = Diξ˜j − D¯j ξ˜i + ξM∂MEij +DiξkEkj + D¯jξkEik . (2.31)
The gauge transformations can be expanded using the derivatives ∂i, ∂˜
k as
δEij = ∂iξ˜j − ∂j ξ˜i
+ ξ˜k ∂˜
kEij − ∂˜k ξ˜i Ekj − ∂˜k ξ˜j Eik
+ ξk∂kEij + ∂iξkEkj + ∂jξk Eik
+ Eik
(
∂˜qξk − ∂˜kξq)Eqj .
(2.32)
Along with the standard Lie derivative Lξ with respect to ξi, we introduce a dual Lie derivative with
respect to the tilde parameter ξ˜i:
Lξ˜Eij ≡ ξ˜k∂˜kEij − ∂˜k ξ˜i Ekj − ∂˜k ξ˜j Eik . (2.33)
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The gauge transformations (2.32) can then be written more compactly as
δξEij = ∂iξ˜j − ∂j ξ˜i + LξEij + Eik
(
∂˜qξk − ∂˜kξq
)
Eqj + Lξ˜Eij . (2.34)
For fields and parameters that are restricted to be independent of x˜ so that ∂˜i = 0, this reduces to
δEij = LξEij + ∂iξ˜j − ∂j ξ˜i , (2.35)
which is the standard form of a diffeomorphism with the infinitesimal vector field ξi and a two-
form gauge transformation with the infinitesimal one-form ξ˜i. The gauge variation of the inverse
E˜ ij ≡ (E−1)
ij
is then
δE˜ ij = −E˜ ik δEkl E˜ lj
= ∂˜iξj − ∂˜jξi + ξ˜k∂˜kE˜ ij + ∂˜iξ˜kE˜kj + ∂˜j ξ˜kE˜ ik
− E˜ ik(∂k ξ˜l − ∂lξ˜k)E˜ lj + ξk∂kE˜ ij − E˜ ik∂kξj − E˜kj∂kξi .
(2.36)
We can write this result as
δE˜ ij = ∂˜iξj − ∂˜jξi + Lξ˜E˜ ij + E˜ ik
(
∂lξ˜k − ∂k ξ˜l
)E˜ lj + LξE˜ ij , (2.37)
where
Lξ˜E˜ ij = ξ˜k∂˜kE˜ ij + ∂˜iξ˜kE˜kj + ∂˜j ξ˜kE˜ ik . (2.38)
By comparing with (2.34) we infer that the role of ξ and ξ˜ and of E and E˜ are precisely interchanged;
we shall see later that this interchange is a T-duality. For fields and parameters that are restricted to
be independent of x so that ∂i = 0, this reduces to
δE˜ ij = ∂˜iξj − ∂˜jξi + Lξ˜E˜ ij , (2.39)
which is the standard form of a diffeomorphism of x˜i with the infinitesimal vector field ξ˜i and a
two-form gauge transformation with the infinitesimal one-form ξi. (Note that here lower indices are
contravariant and upper ones covariant, so that the signs in (2.38) are the conventional ones.)
For the dilaton the full gauge transformation found in [3] is
δλd = −
1
4
(D · λ+ D¯ · λ¯) + 1
2
(λ ·D + λ¯ · D¯) d , (2.40)
and can be rewritten as
δλd = −
1
2
∂M ξ
M + ξM∂M d . (2.41)
The gauge transformations are reducible – there are “symmetries of symmetries”. One can verify
that parameters of the form
ξM = ∂Mχ ↔ ξ˜i = ∂iχ , ξi = ∂˜iχ , (2.42)
generate gauge transformations (2.31), (2.41) that leave the fields unchanged, so that they are trivial
gauge transformations. The transport term is ξM∂MEij = ∂Mχ∂MEij = 0 because of the strong form
of the constraint. For the rest of the terms a small calculation is needed:
δEij = Di∂jχ− D¯j∂iχ+Di∂˜kχEkj + D¯j ∂˜kχEik
= −Eik∂˜k∂jχ− Ekj ∂˜k∂iχ+ ∂i∂˜kχEkj + ∂j ∂˜kχEik
− Eiq(∂˜q∂˜kχ)Ekj + Eqj(∂˜q ∂˜kχ)Eik = 0 .
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2.3 Constructing the action
The analysis in the previous subsection led to a background independent field Eij defined in (2.26)
(see also (2.14)). In this section, we use this to construct a background independent action that
agrees with (2.1) to cubic order. There is, however, a significant constraint. The action (2.1) only
has O(D,D) consistent index contractions while the redefinition (2.26) contains O(D,D) violating
contractions. It is a stringent consistency test that the action in terms of Eij should only have O(D,D)
consistent contractions. We find a non-polynomical action that is background independent and has
only consistent index contractions. In the following sections, we check that this action is duality
covariant and gauge invariant, so that it must be the full non-linear action.
Given that the action to be constructed involves E it is natural to modify the derivatives (2.2) and
use the calligraphic derivatives (2.29) introduced in the previous subsection. From these derivatives
one can reconstruct the ordinary partial derivatives through the formulae (2.30). The constraint
∂MA∂
MB = 0, or equivalently ∂iA∂˜
iB+∂˜iA∂iB = 0 takes a simple form using calligraphic derivatives.
A short calculation shows that it is equivalent to
DiADiB = D¯iA D¯iB . (2.43)
We also must have for any A:
∂i∂˜
iA = 0 , (2.44)
or equivalently ∂M∂
MA = 0. Using (2.30) this constraint can be written with calligraphic derivatives as
Eij
(D¯jD¯i −DiDj − D¯jDi +DiD¯j)A = 0 . (2.45)
We define gij as the inverse of the metric gij =
1
2(Eij + Eji). A short calculation shows that
gij = Gij − e(ij) + 1
4
eike
j
k +
1
4
ekiek
j +O(e3) . (2.46)
Indices on the fluctuation field eij are raised with the constant background (inverse) metric G
ij . The
calligraphic derivatives can be written in terms of D, D¯ derivatives and fluctuations
Di = Di −
1
2
eik(D¯
k −Dk)− 1
4
ei
kekl(D¯
l −Dl) +O(e3) ,
D¯i = D¯i +
1
2
eki(D¯
k −Dk) + 1
4
ek
leli(D¯
k −Dk) +O(e3) .
(2.47)
The indices on the calligraphic derivatives will be raised with the full metric gij . We thus find:
Di ≡ gijDj = Di −
1
2
eij D¯j −
1
2
ejiDj +O(e2) ,
D¯i ≡ gijD¯j = D¯i − 1
2
ekiDk −
1
2
eikD¯k +O(e2) .
(2.48)
An action written only using the calligraphic derivatives, gij , Eij and d will be manifestly back-
ground independent. As discussed in the following subsection, it will be duality covariant provided
the index contractions all satisfy the rules of contraction formulated in [2]. Our strategy now is to
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seek such a background independent duality covariant action that agrees with the action (2.1) to cubic
order. The dilaton theorem states that a constant shift of the dilaton is equivalent to a change of the
coupling constant. This theorem is manifest in actions where the dilaton appears in an exponential
prefactor that multiplies all terms in the Lagrangian, and all other occurrances of the dilaton involve
its derivatives. We thus aim for an action where the overall multiplicative factor takes the conventional
form e−2d and elsewhere the dilaton appears with derivatives.
We now begin the computation. The (−4dd) term in the action (2.1) could come from a term
4e−2dgijDidDjd. Expansion in fluctuations gives the desired quadratic term and extra cubic terms:
4e−2dgijDidDjd = −4dd+ 4eijdDiD¯jd+ 4d2d− 2d2DiD¯jeij + (td) , (2.49)
where (td) stands for ∂i and ∂˜
i total derivatives, (td) = ∂Mv
M for some vM . These terms can be
ignored as we integrate to form the action. For the quadratic terms mixing the dilaton and eij we use
e−2d
(Did D¯jEij + D¯jdDiEij) = −2dDiD¯jeij + deij(DiDkekj + D¯jD¯keik)
+
1
2
d
(
Dieij
)2
+
1
2
d
(
D¯jeij
)2
(2.50)
+
1
2
dD¯jeil D¯leij +
1
2
dDiekjDkeij + 2d
2DiD¯jeij + (td) .
To obtain the terms quadratic in eij we need three structures
1
4
e−2dgklDjEikDiEjl =
1
4
(Dieik)
2 − 1
4
eij D
keil D¯jekl −
1
2
dDjeikD
iej
k + (td) , (2.51)
1
4
e−2dgklD¯jEkiD¯iElj =
1
4
(D¯ieki)
2 − 1
4
eijD
ieklD¯
lekj − 1
2
d D¯jeki D¯iekj + (td) , (2.52)
−1
4
e−2d gikgjlDpEklDpEij =
1
4
eijeij +
1
4
eijDie
kl D¯jekl (2.53)
+
1
4
dDiejkDiejk +
1
4
d D¯iejkD¯iejk + (td) .
In all of the above equations we are ignoring terms of higher order than cubic in the fields. We also
note that here the constraint ∂M∂
M = 0 is not used. The five structures above, added together, give
the action
S =
∫
dxdx˜ e−2d
[
− 1
4
gikgjlDpEklDpEij +
1
4
gkl
(DjEikDiEjl + D¯jEki D¯iElj)
+
(Did D¯jEij + D¯id DjEji)+ 4DidDid ] , (2.54)
and, by construction, reproduce all quadratic terms in the action (2.1). Remarkably, they also repro-
duce precisely the cubic terms in (2.1), with no further terms needed!
Terms have been grouped in parentheses to make the Z2 symmetry of the action manifest. This
symmetry, discussed in [2], exchanges the indices in E , exchanges barred and unbarred derivatives, and
leaves the dilaton invariant. For the first and last term the constraint (2.43) is needed to guarantee
the Z2 symmetry of the action.
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Making all metrics explicit, the action is
S =
∫
dxdx˜ e−2d
[
− 1
4
gikgjl gpq
(
DpEklDqEij −DiElpDjEkq − D¯iEpl D¯jEqk
)
+ gikgjl
(Did D¯jEkl + D¯id DjElk)+ 4gijDidDid ] . (2.55)
This action is background-independent and, as we will show in the next subsection, it is invariant under
T-duality. Any non-trivial background independent term with two derivatives that could be added to
S would also contribute to the quadratic and cubic actions and so would spoil the agreement with (2.1).
Thus we conclude that S is the complete background independent action! Indeed, we will establish
that this is the case, and in particular show that S is invariant under the gauge transformations (2.31),
is duality invariant, and reduces to the standard action for suitably restricted fields.
2.4 O(D,D) invariance
The action (2.1) was proven in [2] to possess T-duality covariance. In that work a notation was used
that allowed to deal with T-duality transformations in a theory with both compact and non-compact
directions. The spacetime has dimension D = n + d and is the product of n-dimensional Minkowski
space Rn−1,1 and a torus T d. Although we write O(D,D) matrices, the ones that are used describe
T-dualities that belong to the O(d, d) subgroup associated with the torus. The subgroup preserving
the periodicity conditions of the doubled torus is the discrete group O(d, d;Z), and this is the proper
T-duality group. It is interesting to note, however, that our action could also be used for a situation in
which all coordinates are non-compact but are nonetheless doubled, so that we have 2D non-compact
coordinates x, x˜. For such a set-up, the theory formally has a continuous O(D,D) symmetry and for
this reason we will not always distinguish here between the discrete and continuous groups, and will
refer to both as T-dualities. We stress, however, that the case relevant to string theory is that in
which there are d compact coordinates and their doubles, with T-duality group O(d, d;Z).
The O(D,D) matrices h take the form
h =
(
a b
c d
)
, h−1 =
(
dt bt
ct at
)
, htηh = η , η =
(
0 I
I 0
)
. (2.56)
If the background field E is viewed as a parameter in the action (2.1), then any change of its value would
represent, a priori, a different theory. The T -duality covariance of (2.1) established the equivalence
of two such actions written with different backgrounds E and E′ related by T-duality. Of course,
if we transform both the background and the fluctuations, we get an invariance of the action. In a
background independent formulation, like that of (2.54), the invariance is natural since we transform
the full fields that include background and fluctuations. The doubled coordinates XM transform
linearly under O(D,D)
X ′ ≡
(
x˜′
x′
)
= hX =
(
a b
c d
)(
x˜
x
)
. (2.57)
The derivatives ∂M = (∂˜
i, ∂i) then transform as
∂′ = (h−1)t ∂ . (2.58)
13
It was argued in [2] that the dilaton should be an O(D,D) ‘scalar’:
d′(X ′) = d(X) , (2.59)
while the transformation of Eij should take the fractional linear form
E ′(X ′) = (aE(X) + b)(cE(X) + d)−1 , (2.60)
when written in terms of D ×D matrices. For the special case in which the fields are independent of
the toroidal coordinates and their duals, these are the familiar Buscher transformations.
It is useful to introduce matrices M(X) and M¯(X) that control the transformations of certain
tensors:
M(X) ≡ dt − E(X) ct , M¯(X) ≡ dt + E t(X)ct . (2.61)
Similar matrices were defined in [2] but with the constant background E instead of the position-
dependent E(X). We record some useful identities:
bt − Eat = −M(X)E ′ ,
bt + E tat = M¯(X) E ′t .
(2.62)
The O(D,D) transformations of the inverse metric g−1 can be given in two equivalent forms, one
in terms of M and one in terms of M¯ . The transformations are found following the arguments used
in [1] and give
g−1 = (M¯ t)−1 g′−1 M¯−1 , g−1 = (M t)−1 g′−1M−1 . (2.63)
Here M and M¯ depend on X, g depends on X and g′ on X ′, so that e.g. the second expression is
g−1(X) = (M t)−1(X) g′−1(X ′)M−1(X). The matrices M and M¯ also control the transformation of
the calligraphic derivatives:
Di =Mik D′k , D¯i = M¯ik D¯′k . (2.64)
We will refer to quantities transforming in this way with the matrices M and M¯ acting on the
indices as transforming covariantly or tensorially under O(D,D). Our definition may be a little per-
verse, as it differs from the usual usage for tensor representations of O(D,D) in which transformations
such as (2.57) would be termed covariant. Then the inverse metric and the calligraphic derivatives
transform tensorially. The transformation properties can be indicated using barred and unbarred in-
dices, as in [2]. In this notation, we use lower unbarred indices for indices transforming with M , lower
barred indices for indices transforming with M¯ , upper unbarred indices for indices transforming with
M−1 and upper barred indices for indices transforming with M¯−1.
In this terminology, an O(D,D) tensor Ti1...ip,j¯1...j¯q(X) has a number of unbarred and barred indices
and transforms as follows:
Ti1...ip,j¯1...j¯q(X) =M
k1
i1
. . .M
kp
ip
M¯ l¯1
j¯1
. . . M¯
l¯q
j¯q
T ′k1...kp,l¯1...l¯q(X
′) . (2.65)
Here and throughout this section, M = M(X) and M¯ = M¯(X) depend on X, not X ′. In other
sections of the paper, we drop the bars and just write Ti1...ip,j1...jq(X). An O(D,D) tensor with upper
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indices transforms as
U i1...ip,j¯1...j¯q(X) = U ′
k1...kp,l¯1...l¯q (X ′) (M−1) i1k1 . . . (M
−1)
ip
kp
(M¯−1) j¯1
l¯1
. . . (M¯−1)
j¯q
l¯q
. (2.66)
With index notation and explicit barred and unbarred indices, the transformation of g−1 in (2.63) is:
gi¯ j¯ = (M¯ t
−1
)i¯ p¯ g
′ p¯q¯ (M¯−1) j¯q¯ , g
ij = (M t
−1
)ip g
′ pq (M−1) jq , (2.67)
or eliminating the transposes,
gi¯ j¯ = (M¯−1) i¯p¯ g
′ p¯q¯ (M¯−1) j¯q¯ , g
ij = (M−1) ip g
′ pq (M−1) jq . (2.68)
Note that the inverse metric can be viewed as an object with two unbarred upper indices or two barred
upper indices. This means that gi¯ j¯ = gij when i¯ = i and j¯ = j. The transformations (2.65) and (2.66)
are then consistent with using the metric g to raise and lower indices. Our calligraphic derivatives
transform as (2.64), so the index on the D¯ is of barred type and the index on D is unbarred.
The field E(X) transforms projectively, as indicated in (2.60), but variations of the field transform
as an O(D,D) tensor. Defining E ′+ δE ′ as the image of E + δE under an O(D,D) transformation, one
finds that δEij(X) and δE ′ij(X ′) are related by
δE(X) =M(X) δE ′(X ′)M¯ t(X) , (2.69)
which means that the first index in δE is unbarred and the second is barred. This relation applies to
any variation or derivative:
∂iE =M ∂iE ′M¯ t , ∂˜iE =M ∂˜iE ′M¯ t , (2.70)
and therefore it also applies for calligraphic derivatives in the form
DiE =M DiE ′M¯ t , D¯iE =M D¯iE ′M¯ t . (2.71)
Note that the D and D¯ derivatives are identical on both sides of these transformations; the E ’s
within the derivatives have not been transformed. Inserting all indices in the above and using the
transformation (2.64) of the calligraphic derivatives
DiEjk =M qi M pj M¯ `k D′qE ′p` , D¯iEjk = M¯ qi M pj M¯ `k D¯′qE ′p` . (2.72)
Thus calligraphic derivatives of E are O(D,D) tensors! With barred and unbarred indices, these are
DiEjk¯ and D¯i¯Ejk¯.
Using barred and unbarred indices, the Lagrangian in (2.54) can be written as
L = e−2d
[
− 1
4
gikgj¯ l¯DpEkl¯DpEij¯ +
1
4
(
gk¯l¯DjEik¯DiEjl¯ + gklD¯j¯Eki¯ D¯i¯Elj¯
)
+
(Did D¯j¯Eij¯ + D¯i¯d DjEji¯)+ 4DidDid ] .
(2.73)
We see that all appearances of E are with single calligraphic derivatives, thus as O(D,D) tensors. More
than one derivative or no derivatives on Eij would imply complications with O(D,D) covariance. Since
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all contractions in the above Lagrangian are between upper and lower unbarred indices or between
upper and lower barred indices, the Lagrangian is an O(D,D) scalar:
L′(X ′) = L(X) . (2.74)
As the measure is invariant, this establishes the O(D,D) invariance of the action.
The O(D,D) covariance of the gauge transformations is more nontrivial to verify. We have (2.31)
that reads
δEij = Diξ˜j − D¯j ξ˜i +DiξkEkj + D¯jξkEik + ξM∂MEij . (2.75)
Here the gauge parameters can be grouped into the O(D,D) ‘vector’
ξM =
(
ξ˜i
ξi
)
. (2.76)
We have the transformation ξ′ = h ξ, which implies that ξ = h−1ξ′. Using (2.56), we find for the
components in (2.76)
ξ˜ = dt ξ˜′ + bt ξ′ , ξ = ct ξ˜′ + at ξ′ . (2.77)
Using this, (2.64), (2.69), and noting that the operator ξM∂M is O(D,D) invariant, (2.75) becomes
M ki M¯
`
j δE ′k` = M ki D′k(dt ξ˜′ + bt ξ′)j − M¯ `j D¯′`(dt ξ˜′ + bt ξ′)i
+M ki D′k(ct ξ˜′ + at ξ′)pEpj + M¯ `j D¯′`(ct ξ˜′ + at ξ′)kEik
+M ki M¯
`
j (ξ
′M∂′ME ′k`) .
(2.78)
Expanding out the derivatives and combining terms we readily find
M ki M¯
`
j δE ′k` = M ki D′k ξ˜′` (d+ cE)`j − M¯ `j D¯′`ξ˜′k (dt − Ect)ik
+M ki D′kξ′`(aE + b)`j + M¯ `j D¯′`ξ
′k(Eat − b)ik
+M ki M¯
`
j (ξ
′M∂′ME ′k`) .
(2.79)
We now identify using (2.61) and (2.62)
M ki M¯
`
j δE ′k` = M ki M¯ `j (D′k ξ˜′` − D¯′`ξ˜′k)
+M ki D′kξ′p(E ′M¯ t)pj + M¯ `j (ME ′)ip D¯′`ξ
′p
+M ki M¯
`
j (ξ
′M∂′ME ′k`) .
(2.80)
This finally yields
M ki M¯
`
j δE ′k` =M ki M¯ `j (D′k ξ˜′` − D¯′`ξ˜′k +D′kξ′pE ′p` + D¯′`ξ
′pE ′kp + ξ′M∂′ME ′k`) . (2.81)
Deleting the matrices M and M¯ we find that the gauge transformations for the primed variables take
exactly the same form as those for the unprimed variables. This confirms the O(D,D) covariance
of the gauge transformations. Thus the action and the gauge transformations are consistent with
O(D,D) symmetry.
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2.5 The strong constraint and restricted fields
The strong constraint requires that all fields and gauge parameters and all of their possible products
and powers are annihilated by ∂M∂M . We will show here that this constraint implies that all fields
and gauge parameters are restricted in the sense of [3]: they depend only on the coordinates of a
totally null subspace N , so that the theory is related by an O(D,D) transformation to one in which
all fields and gauge parameters depend on x but do not depend on x˜. Note that here we only consider
classical field theory, so that all products of fields are conventional classical products.
The constraint means that for any two fields A and B, ∂M∂MA = ∂
M∂MB = 0 as well as
∂M∂M (AB) = 0, which requires
∂MA∂MB = 0 , (2.82)
or equivalently ∂iA ∂˜
iB + ∂iB ∂˜
iA = 0. Indeed, if this is true, ∂M∂M will annihilate all multiple
products or powers of fields.
Consider first a field comprised of a single Fourier mode
A(x˜i, x
i) = Aei(p˜
ix˜i+pix
i) . (2.83)
As (x˜, x) transforms as a vector under O(D,D), the ‘dual vector’
PM ≡
(
p˜i
pi
)
(2.84)
also transforms as a vector under O(D,D). In terms of (2.84), the constraint ∂M∂MA = 0 implies
∂˜i∂iA = 0 ⇔ p˜ipi = 0 ⇔ P · P ≡ ηMNPMPN = 0 . (2.85)
The momentum vector P corresponding to each Fourier component of each field is then a null vector.
Moreover, the constraint (2.82) implies that any two momentum vectors Pα, Pβ associated with two
Fourier components (of the same or different fields) must be orthogonal, so that
Pα · Pβ = 0 ∀ α, β . (2.86)
Then all momenta Pα must lie in a subspace of R
2D that is totally null or isotropic, i.e. any two
vectors in the space are both null and are mutually orthogonal.
The maximal dimension for such an isotropic subspace is D and a maximal isotropic subspace is
one of dimension D – it is maximal as there can be no isotropic space of dimension larger than D.
The canonical example of a maximal isotropic subspace is the subspace T ∗ ⊂ R2D spanned by P ’s
with p˜ = 0, so that
PM ≡
(
0
pi
)
. (2.87)
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This is the momentum space when all fields depend on x and not on x˜, so that all momenta lie in
T ∗. Any isotropic subspace is a subspace of a maximal one.1 Then the strong constraint implies
all momenta must lie in some maximal isotropic subspace N of dimension D. This implies that all
the fields and gauge parameters are restricted to depend only on the coordinates of a totally null
D-dimensional subspace of the 2D-dimensional double space. In [3] we considered the subsector of
double field theory in which all fields and parameters are restricted in this way. Thus we find that the
strong constraint used here is equivalent to the restriction of all fields and parameters to a maximally
isotropic subspace, as stated in [3].
Now, any maximal isotropic subspace of R2D is related to any other by an O(D,D) transformation.2
Then the strong constraint implies that all momenta lie in a totally null subspace that is related by an
O(D,D) transformation to the canonical one in which p˜ = 0. As a result, any subsector of the double
field theory satisfying the strong constraint is related by an O(D,D) transformation to the canonical
subsector of fields with no dependence on the winding coordinates.
Suppose that there are some compactified dimensions, so that xi = (xµ, xa) where xµ are n
coordinates of Rn−1,1 and xa are periodic coordinates of T d. The doubled space then has further
coordinates x˜i = (x˜µ, x˜a) with x˜a periodic and x˜µ non-compact. As discussed in [3], the physically
interesting case is that in which the fields are independent of the x˜µ, so that p˜
µ = 0. The toroidal
momenta pa, p˜
a are discrete and lie in a discrete lattice Γ ⊂ R2d, so that the space of allowed momenta
is Rn×Γ. The subgroup of O(d, d) preserving Γ is the T-duality group O(d, d;Z). We have seen above
that the strong constraint implies that the momenta lie in a totally null subspace N of R2D that is
related to the canonical one T ∗ by an O(D,D) transformation. This O(D,D) transformation is fixed
once one chooses a basis for N and a basis for T ∗ and demands that the m’th basis vector of N is
mapped to the m’th basis vector of T ∗. Here, the momenta actually lie in the space N ′ = N∩(Rn×Γ),
while the momenta for fields independent of x˜ are in T ′ = T ∗ ∩ (Rn × Γ). Choosing the basis vectors
for N and T ∗ to be in N ′ and T ′ respectively fixes an O(D,D) transformation from N to T ∗ that in
fact takes N ′ to T ′ and so must be in the O(d, d;Z) subgroup of O(D,D).
In summary, the strong constraint (2.82) implies we can always use the symmetry O(D,D) or
O(d, d;Z) to rotate to fields with no dependence on the winding coordinates, which is what we wanted
to show.
1Suppose E is an isotropic subspace of dimension n < D. Then it is straightforward to construct a maximal isotropic
subspace L containing E. Let E⊥ be the space of vectors orthogonal to E; this contains E so can be written as E⊥ = E⊕F
for some space F which has dimension 2(D − n). Then it is straightforward to show that K = T ∗ ∩ F is an isotropic
subspace of dimension D−n and that L = E⊕K is isotropic and of dimension D and so is a maximal isotropic subspace
containing E. Other such maximal isotropic subspaces can be obtained by acting on L with O(D,D) transformations
preserving E.
2 As discussed in e.g. [9], maximal isotropic subspaces can be associated with pure spinors of SO(D,D). They split
into two classes, corresponding to the two chiralities of SO(D,D) spinors, and any maximal isotropic subspace within
a given class is related to any other in that class by an SO(D,D) transformation. Transformations in O(D,D) relate
the two classes, so that any maximal isotropic subspace can be obtained from any other by an O(D,D) transformation.
This result can also be seen as a corollary of Witt’s theorem [28, 29].
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3 Reduction to Einstein gravity and derivative expansion
In this section we are going to check that the action (2.54) or (2.55) correctly reduces to the standard
one for Einstein gravity coupled to a two-form and a dilaton when the dependence on the x˜i coordinates
is dropped. Next, we discuss a derivative expansion in ∂˜i and use it to verify the full gauge invariance.
3.1 Reduction to the Einstein-Kalb-Ramond-dilaton action
In order to recover the standard action S∗ in (1.6) we take the action (2.55) and assume that no field
depends on the x˜ coordinates. Thus, effectively, we set ∂˜i = 0, which implies Di = D¯i = ∂i and
Di = D¯i = ∂i = gij∂j . The resulting action S¯ takes the form
S¯ =
∫
dxe−2d
[
− 1
4
gikgjlgpq
(
∂pEkl ∂qEij − ∂iElp ∂jEkq − ∂iEpl ∂jEqk
)
+ 2 ∂id ∂jgij + 4 ∂
id ∂id
]
,
(3.1)
where we drop a constant volume factor
∫
dx˜. We now rewrite in terms of g and b:
Eij = gij + bij . (3.2)
No terms couple derivatives of g and derivatives of b. We find
S¯ =
∫
dxe−2d
[
− 1
4
gikgjlgpq
(
∂pgkl ∂qgij − 2∂iglp ∂jgkq + ∂pbkl ∂qbij − 2∂iblp ∂jbkq
)
+ 2 ∂id ∂jgij + 4 ∂
id ∂id
]
.
(3.3)
Next it will be convenient to rewrite the terms involving bij such that the two-form gauge invariance
becomes manifest. For this we note that the gauge-invariant three-form field strength satisfies
− 1
12
H2 = − 1
12
gikgjlgpqHijpHklq
= −1
4
gikgjlgpq ∂pbkl (∂ibjq + ∂jbqi + ∂qbij)
= −1
4
gikgjlgpq
(
∂pbkl ∂qbij − 2∂iblp∂jbkq
)
,
(3.4)
after relabeling and permuting indices. Using this we get
S¯ =
∫
dxe−2d
[
− 1
4
gikgjl ∂pgij∂pgkl +
1
2
gpq∂igpj ∂
jgqi + 2 ∂
id ∂jgij + 4 (∂d)
2 − 1
12
H2
]
. (3.5)
We now consider the action S∗, conventionally written as
S∗ =
∫
dx
√−ge−2φ
[
R+ 4(∂φ)2 − 1
12
H2
]
. (3.6)
We will show that S∗ equals S¯, after a field redefinition and discarding the integral of a total derivative.
The redefinition is √−ge−2φ = e−2d , (3.7)
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and gives
∂iφ = ∂id+
1
2
Γi , Γi = Γ
k
ik =
1
2
gkl∂igkl . (3.8)
Using this in S∗ we get
S∗ =
∫
dxe−2d
[
R+ gijΓiΓj + 4Γi∂
id+ 4(∂d)2 − 1
12
H2
]
. (3.9)
Let us focus on the Einstein term, and integrate by parts the terms with derivatives of Christoffel
symbols, ∫
dxe−2dR =
∫
dxe−2d gij
(
∂kΓ
k
ij − ∂jΓkik + ΓkijΓk − ΓlikΓkjl
)
=
∫
dxe−2d
[
2∂id(−Γi + gjkΓijk) + ∂jgijΓi − ∂kgij Γkij
+ gij
(
ΓkijΓk − ΓlikΓkil
)]
,
(3.10)
where Γijk = gilΓ
l
jk =
1
2 (∂jgik + ∂kgji − ∂igjk). Further simplifying the terms with the dilaton deriva-
tives yields ∫
dxe−2dR =
∫
dxe−2d
[
−4 ∂idΓi + 2 ∂id ∂jgij + ∂jgijΓi − ∂kgij Γkij
+ gij
(
ΓkijΓk − ΓlikΓkil
)]
.
(3.11)
Using this in S∗, we find that the terms coupling ∂
id to Γi cancel and we get
S∗ =
∫
dxe−2d
[
2 ∂id ∂jgij + 4(∂d)
2 − 1
12
H2
+ ∂jg
ijΓi − ∂kgij Γkij + gij
(
ΓkijΓk − ΓlikΓkil
)
+ gijΓiΓj
]
.
(3.12)
A straightforward computation shows that
∂jg
ijΓj − ∂kgij Γkij + gij
(
ΓkijΓk − ΓlikΓkjl
)
+ gijΓiΓj = −
1
4
gikgjl ∂pgij∂pgkl +
1
2
gpq∂igpj ∂
jgqi . (3.13)
To check this it is best to see first that all structures in (3.13) of the form gij∂kgij cancel out. Then
the left-over terms combine correctly. With this
S∗ =
∫
dxe−2d
[
2 ∂id ∂jgij + 4(∂d)
2 − 1
12
H2 − 1
4
gikgjl ∂pgij∂pgkl +
1
2
gpq∂igpj ∂
jgqi
]
. (3.14)
This shows that the action S∗ is in fact identical, up to total derivatives, to the reduced doubled action
S¯ in (3.5). This is what we wanted to show.
Since the gauge transformations reduce for ∂˜i = 0 to the standard gauge transformations, it follows
that the reduced action is gauge invariant. As a warm-up for the proof of the full gauge-invariance it
will be instructive to verify this explicitly. First, we turn to the derivative expansion in ∂˜, which will
be useful for organizing the check of gauge invariance.
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3.2 Tilde derivative expansion, dual structure, and gauge invariance
Our strategy here will be to work in a derivative expansion in ∂˜. We write the action (2.55) as
S = S(0) + S(1) + S(2) , (3.15)
with the superscript denoting the number of ∂˜ derivatives in the action. In the following we also refer
to the corresponding Lagrangians defined by
S(k) =
∫
dxdx˜L(k) , k = 0, 1, 2 . (3.16)
Since L(0) contains no ∂˜ derivatives, S(0) takes the same form as the action S¯ in equations (3.1) and
(3.5), but with fields that depend both on xi and x˜i (subject to the constraint) and integration measure
dxdx˜. We thus have the expression, corresponding to (3.1),
L(0) = L(0)
[
E , ∂, d
]
= e−2d
[
− 1
4
gikgjlgpq
(
∂pEkl ∂qEij − ∂iElp ∂jEkq − ∂iEpl ∂jEqk
)
+ 2 ∂id ∂jgij + 4 ∂
id ∂id
]
.
(3.17)
Performing the split Eij = gij + bij, this Lagrangian can be rewritten as
L(0) = e−2d
(
− 1
4
gikgjl∂pgkl ∂pgij +
1
2
gkl∂jgik ∂
igjl + 2∂
id ∂jgij + 4∂
id ∂id− 1
12
H2
)
, (3.18)
which corresponds to (3.5).
Let us next consider L(2). It can be obtained from (2.55) by collecting the terms quadratic in ∂˜
from the derivatives D and D¯. It is given by
L(2) = e−2d
[
−1
4
gikgjlgpq
(
EprEqs∂˜rEkl ∂˜sEij − EirEjs∂˜rElp ∂˜sEkq − EriEsj ∂˜rEpl ∂˜sEqk
)
− gikgjl
(
EipEqj ∂˜pd ∂˜qEkl + EpiEjq∂˜pd ∂˜qElk
)
+ 4gijEikEjl∂˜kd ∂˜ld
]
.
(3.19)
A crucial observation is that L(2) is the T-dual version of L(0) in the following sense. Writing Eij = (E)ij
with E a matrix, we define the inverse
E˜ ij ≡ (E−1)
ij
⇒ E˜ ikEkj = δij . (3.20)
The transformation E → E˜ = E−1 is a special T-duality transformation (an inversion in all circles)
with a = 0, b = 1, c = 1, and d = 0. This implies M = −E and M¯ = E t. We can then use (2.63), with
g˜ij corresponding to g
′−1, to derive
gij = E˜ki g˜kl E˜ lj = E˜ ik g˜kl E˜jl . (3.21)
The inverse of these relations are given by
g˜kl = Eki gij Elj = Eik gij Ejl . (3.22)
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The Lagrangian L(2), as given in (3.19), can be obtained from L(0) given in (3.17) by taking
Eij → E˜ ij , gij → g˜ij , ∂i → ∂˜i , d → d . (3.23)
This is checked by verifying that
L(2) = L(0)
[
E˜ , ∂˜, d
]
= e−2d
[
− 1
4
g˜ikg˜jlg˜pq
(
∂˜pE˜kl ∂˜qE˜ ij − ∂˜iE˜ lp ∂˜j E˜kq − ∂˜iE˜pl ∂˜j E˜qk
)
+ 2 ∂˜id ∂˜j g˜
ij + 4 ∂˜id ∂˜id
]
.
(3.24)
Consider, for example, the last term in (3.19). By virtue of (3.22) we see that it is equal to the last
term in (3.24):
4e−2d gij Eik Ejl ∂˜kd ∂˜ld = 4e−2d g˜ij ∂˜id ∂˜jd . (3.25)
It is straightforward to check that all other terms work out similarly, demonstrating the equality of
this expression for L(2) with the one given in (3.19); this is a consequence of the T-duality invariance.
Next we give the mixed action S(1), which is obtained from (2.55) by collecting all terms from the
quadratic expressions in D, D¯ that have one ordinary derivative ∂ and one tilde derivative ∂˜. The
resulting Lagrangian is given by
L(1) = e−2d
[ 1
2
gikgjlgpq
(
Epr ∂˜rEkl ∂qEij − Elr ∂˜rEip ∂kEjq + Erl ∂˜rEpi ∂kEqj
)
+ gipgjq
(
Erq ∂pd ∂˜rEij − Epr ∂˜rd ∂qEij + Erp ∂˜rd ∂qEij − Eqr ∂pd ∂˜rEji
)
− 8gij Eik ∂˜kd ∂jd
]
.
(3.26)
As before we decompose Eij = gij + bij, after which the Lagrangian reads
L(1) = e−2d
[ 1
2
gikgjlgpq
(
bpr ∂˜
rbkl ∂qbij − 2blr ∂˜rbip ∂kbjq + bpr ∂˜rgkl ∂qgij − 2blr ∂˜rgip ∂kgjq
)
+ gikgpq
(
−∂˜jgip ∂kbjq − ∂˜jbip ∂kgjq + 2brq ∂kd ∂˜rgip − 2bkr ∂˜rd ∂qgip
)
+ 2gij
(
∂jd ∂˜
kbik − ∂˜kd ∂jbki − 4bik ∂˜kd ∂jd
) ]
.
(3.27)
Because of T-duality L(1) is invariant under the transformation (3.23).
In order to check the full gauge invariance, we write the gauge transformation (2.34) as
δξ = δ
(0)
ξ + δ
(1)
ξ , (3.28)
where, again, the superscript denotes the number of tilde derivatives:
δ
(0)
ξ Eij = ∂iξ˜j − ∂j ξ˜i + LξEij , (3.29)
δ
(1)
ξ Eij = −Eik
(
∂˜kξl − ∂˜lξk
)
Elj + Lξ˜Eij , (3.30)
using the Lie derivative (2.34). Using (2.36) we see that δ(0) and δ(1) are T-dual to each other. More
precisely, under the transformation (3.23) together with ξ ↔ ξ˜ we have, for instance,
δ(0)Eij → δ(1)E˜ ij . (3.31)
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Acting on (3.15) with a gauge transformation, we infer that gauge invariance requires
δ(0)S(0) = 0 ,
δ(1)S(2) = 0 ,
δ(0)S(1) + δ(1)S(0) = 0 ,
δ(1)S(1) + δ(0)S(2) = 0 .
(3.32)
The first condition is the standard gauge invariance of Einstein’s theory coupled to a two-form and
a dilaton. The second relation is the T-dual version of this statement, and follows from the first by
virtue of (3.24). Similarly, the third and fourth relation are T-dual and thus equivalent. Therefore,
the only non-trivial check is, say, the third condition, which we verify explicitly.
In general, an action
∫
e−2dL constructed from a density e−2d and a Lagrangian L that transforms
as a scalar under diffeomorphisms is manifestly gauge invariant. More precisely, given
δξ
(
e−2d
)
= ∂i
(
ξie−2d
)
, δξL = ξ
i∂iL , (3.33)
we find δξ
(
e−2dL
)
= ∂i
(
ξie−2dL
)
, and the action is gauge invariant (up to a surface term). The
analogous statements hold for the dual diffeomorphisms parameterized by ξ˜i. Therefore, a large part
of the variation is guaranteed to combine into total derivatives, and we only have to keep track of
two types of structures during the variation. First, we have to focus on the terms in the gauge
transformations (2.32) that are not of the form of a Lie derivative, as the non-linear terms in (3.30).
Second, we have to compute the variations of terms that involve a partial derivative, since these do
not transform purely with a Lie derivative. An explicit calculation, which we defer to appendix B,
shows that all these variations cancel upon use of the strong form of the constraint ∂i∂˜
i = 0. This
proves the gauge invariance.
4 Towards an O(D,D) geometry
Recall that in the definition (2.65) of an O(D,D) tensor, position-dependentM(X) and M¯(X) matrices
control the transformation law. Due to thisX-dependence, neither ordinary nor calligraphic derivatives
of O(D,D) tensors are O(D,D) tensors. We introduce here ‘O(D,D) covariant derivatives’ that
acting on O(D,D) tensors yield O(D,D) tensors. These derivatives will allow us to write the gauge
transformations of Eij in a form similar to that of conventional gravity. Note that we make no claims
for the covariance of our derivatives under gauge transformations.
We then turn to the construction of an O(D,D) scalar R that is also a scalar under gauge trans-
formations: δξR = ξM∂MR. This scalar R is built from Eij and the dilaton d and each term contains
two derivatives. Together with the density exp(−2d) this scalar can be used to construct an action.
Our investigation shows that this action is equivalent to the earlier one in (2.55); the two differ by a
total derivative term.
Finally, we investigate the relation between T-duality and gauge symmetries by asking to what
extent the former can be seen as a special case of the latter. We stress that the gauge transformations
are not diffeomorphisms on the doubled space. However, we will borrow the language of geometry, and
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refer to the transformation δξR = ξM∂MR as that of a scalar, and refer to covariance and curvatures
in a mild abuse of language.
4.1 O(D,D) covariant derivatives and gauge transformations
We have already shown in §2.4 that the gauge transformations are O(D,D) covariant. Since these
transformations involve derivatives they are a natural place to investigate how to make O(D,D)
covariance manifest by the use of covariant derivatives. We now introduce ηi and η¯i gauge parameters
similar to the original λi and λ¯i in (2.17), but related to ξ
i and ξ˜i using E instead of E:
ηi ≡ −ξ˜i + Eijξj , η¯i ≡ ξ˜i + ξjEji . (4.1)
As before, one can also show that
ξi =
1
2
(ηi + η¯i) , (4.2)
where the indices of η and η¯ have been raised using g−1. Using the duality transformations (2.77) of ξ˜
and ξ, it is a few lines of calculation to show that η and η¯ are O(D,D) tensors (withM =M(X), M¯ =
M¯(X) as usual):
ηi(X) =M
p
i η
′
p(X
′) , η¯i(X) = M¯
p
i η¯
′
p(X
′) . (4.3)
We now rewrite the gauge transformation (2.31) as
δEij = Diξ˜j − D¯j ξ˜i + ξM∂MEij +Di(ξkEkj)− ξkDiEkj + D¯j(ξkEik)− ξkD¯jEik
= Di(ξ˜j + ξkEkj) + D¯j(−ξ˜i + ξkEik) + ξM∂MEij − ξkDiEkj − ξkD¯jEik .
(4.4)
The above can be rewritten in terms of η and η¯ as follows:
δEij = Diη¯j + D¯jηi + 1
2
(ηkDk + η¯kD¯k)Eij −
1
2
(ηk + η¯k)DiEkj −
1
2
(ηk + η¯k)D¯jEik . (4.5)
Reordering we have
δEij = Diη¯j −
1
2
(DiEkj + D¯jEik − D¯kEij) η¯k
+ D¯jηi −
1
2
(D¯jEik +DiEkj −DkEij)ηk . (4.6)
We have underlined the terms that do not transform as O(D,D) tensors. In the top line, Diη¯j does
not transform well because the derivative acts on the M¯ that appears for the transformation of η¯. All
DE or D¯E factors are tensors (as we proved earlier), but the contraction with η¯ on the first line does
not respect the index type: the k index is unbarred on E but barred in η¯. Similar remarks apply to
the second line. We will show below that the non-covariant terms in the variation of the first line and
in that of the second line in fact cancel, so that the transformation is covariant.
It is natural to introduce Christoffel-like symbols and covariant derivatives. We define
Γk¯ij¯ ≡
1
2
gkl
(DiElj + D¯jEil − D¯lEij) ,
Γki¯j ≡
1
2
gkl
(D¯iEjl +DjEli −DlEji) . (4.7)
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With these we can define O(D,D) covariant derivatives:
∇iη¯j ≡ Diη¯j − Γk¯ij¯ η¯k ,
∇¯jηi ≡ D¯jηi − Γkj¯i ηk .
(4.8)
These are O(D,D) tensors, thus, for example ∇iη¯j transforms as an O(D,D) tensor with an unbarred
index i and a barred index j. With the use of the covariant derivatives the gauge transformations
(4.6) become the remarkable
δEij = ∇iη¯j + ∇¯jηi . (4.9)
This expression makes manifest the O(D,D) covariance of the gauge transformations.
Additional O(D,D) covariant derivatives are needed for the remaining index structures. The
following definitions are O(D,D) covariant:
∇iηj = Diηj − Γkij ηk , Γkij =
1
2
gklDiEjl ,
∇¯iη¯j = D¯iη¯j − Γk¯i¯ j¯ η¯k , Γk¯i¯ j¯ =
1
2
gkl D¯iElj .
(4.10)
The covariant derivatives introduced above are metric compatible:
∇igjk = 0 . (4.11)
This is true both if we consider g to have two barred indices or two un-barred indices. For two barred
indices, for example, we have
∇igj¯k¯ = Digj¯k¯ − Γl¯ij¯ gl¯k¯ − Γl¯ik¯gj¯ l¯
= Digj¯k¯ −
1
2
gl¯p¯
(DiEpj¯ + D¯jEip¯ − D¯pEij¯)gl¯k¯ − 12gl¯p¯(DiEpk¯ + D¯kEip¯ − D¯pEik¯)gj¯l¯
= Digj¯k¯ −
1
2
(DiEkj¯ + D¯jEik¯ − D¯kEij¯)− 12(DiEjk¯ + D¯kEij¯ − D¯jEik¯)
= Digj¯k¯ −
1
2
Di
(Ekj¯ + Ejk¯) = 0 .
(4.12)
The dilaton gauge transformations (1.3) can also be rewritten in terms of covariant derivatives and
the η, η¯ gauge parameters as follows:
δd = −1
4
(
∇i −
1
2
(D¯pEip + 4Did)) ηi − 1
4
(
∇¯i −
1
2
(DpEpi + 4D¯id)) η¯i . (4.13)
In finding this we used ∇iAj = DiAj + ΓjipAp and a similar equation for barred derivatives. The
above transformations are not as simple as those for E in (4.9) and perhaps indicate that defining new
connections could be useful.
Let us conclude this section with a verification of the transformation properties claimed concerning
the first line of (4.6). The term with the calligraphic derivative transforms as follows
Diη¯j → M ki D′k
(
M¯
p
j η¯
′
p
)
=M ki M¯
p
j D′kη¯′p +M ki (D′kM¯ pj )η¯′p . (4.14)
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The underlined term is a non-covariant transformation. Let us now look at the transformation of the
second underlined term in the first line of (4.6):
− 1
2
η¯k DiEkj → −
1
2
η¯′p(M¯−1) kp M
r
k M
s
i M¯
l
j (D′sE ′rl) . (4.15)
This is not covariant because the k indices on η¯ and E are of different type, thus we get the matrix
product M¯−1M which is not equal to the identity. We can, however, easily find the difference from
unity:
M¯−1M = M¯−1(M¯ + (M − M¯)) = 1+ M¯−1(M − M¯) = 1− 2M¯−1gct , (4.16)
where we used (2.61) to evaluate M − M¯ . Using (2.63) we find that M¯−1g = g′M¯ t and therefore
M¯−1M = 1− 2 g′M¯ tct = 1+ 2 g′cM , (4.17)
where we noted that cM = −M¯ tct (using cdt = −dct). Back in (4.15) we get
−1
2
η¯k DiEkj → −
1
2
η¯′p(1+ 2 g′cM) rp M
k
i M¯
l
j (D′kE ′rl)
= − 1
2
η¯′pM ki M¯
l
j (D′kE ′pl)− η¯′p(cM)prM¯ lj M ki (D′kE ′rl) .
(4.18)
The first term on the right-hand side is covariant, the second is not. For that one we use (2.69) in
reverse to transform the D′E ′ into a D′E :
−1
2
η¯k DiEkj → −
1
2
η¯′pM ki M¯
l
j (D′kE ′pl)− η¯′p(cM)prM ki (M−1) qr (D′kEqm)(M¯−1) ml M¯ lj
= − 1
2
η¯′pM ki M¯
l
j (D′kE ′pl)−M ki η¯′pD′k(cE)pj
= − 1
2
η¯′pM ki M¯
l
j (D′kE ′pl)−M ki η¯′pD′kM¯ pj ,
(4.19)
where we used M¯ t = d + cE . Finally, making use of (4.14) we see that the two non-covariant terms
cancel exactly! As a result, the combination that transforms covariantly is
Diη¯j −
1
2
η¯k DiEkj → M ki M¯ lj
[
(D′kη¯′l) −
1
2
η¯′p (D′kE ′pl)
]
. (4.20)
This is what we wanted to show. Note that this is the minimum combination that transforms covari-
antly. The covariant derivative ∇i includes two additional terms that transform covariantly.
4.2 Curvature scalar
In this section we will construct a curvature R that transforms as a scalar under gauge transformations
δξR = ξM∂MR , (4.21)
and we will show that the background-independent action (2.54) can be written in the Einstein-Hilbert
like form
S′ =
∫
dxdx˜ e−2dR(E , d) . (4.22)
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The action (4.22) is then clearly gauge invariant as e−2d is a density and R is a scalar. We have seen
that the dilaton is an O(D,D) scalar (see (2.59)) and we will show that R is also an O(D,D) scalar.
It will then follow that the Lagrangian is an O(D,D) scalar (as in (2.74)) and the action (4.22) is
O(D,D) invariant. We will refer to R as a curvature, even though it does not arise here from the
commutator of covariant derivatives. Indeed, R involves the dilaton d while the covariant derivatives
∇ do not. A similar scalar curvature with a geometric origin was discussed by Siegel [5], and it would
be interesting to understand better the relation with his curvature.
To get some feeling for the structure of this curvature scalar, we start constructing it perturbatively,
as a function R(e, d) built using the fluctuation fields eij and d. Expanding in fields, we write
R(e, d) = R(1)(e, d) +R(2)(e, d) + . . . , (4.23)
where a superscript (n) denotes a term of n’th order in fields. Splitting the gauge transformations
similarly, δ = δ(0) + δ(1) + . . ., the conditions that R is a scalar give
δ(0)R(1) = 0 ,
δ(1)R(1) + δ(0)R(2) = ξM∂MR(1) =
1
2
(
λiDi + λ¯
iD¯i
)R(1) , (4.24)
where we used (2.17) to express the gauge parameters in terms of λ, λ¯. We require that the scalar R
is invariant under the Z2 transformation
eij → eji , Di → D¯i , D¯i → Di , d→ d . (4.25)
This is a symmetry of the action so it should be a symmetry of R. This symmetry simplifies the
constraint of gauge covariance, making it sufficient to check the transformations with unbarred gauge
parameter λ. From eqn. (3.27) of [2] we read
δ(0)eij = D¯jλi , δ
(1)eij =
1
2
[
(Diλ
k)ekj − (Dkλi)ekj + λkDkeij
]
,
δ(0)d = −1
4
D · λ , δ(1)d = 1
2
(λ ·D) d .
(4.26)
R(1) is linear in the fields, has two derivatives, and must be left invariant by δ(0). The unique possibility,
up to normalization, was determined in [3]:
R(1)(e, d) = 4D2d+DiD¯jeij . (4.27)
The calculation of R(2) uses the strong form of the constraint ∂M∂M = 0. The result is:
R(2)(e, d) = − 4DidDid− 4eijDiD¯jd− 2 (DieijD¯jd+ D¯jeijDid)
− 1
2
eij(DiD
kekj + D¯jD¯
keik)−
1
4
(Dle
liDkeki + D¯le
ilD¯keik)−
1
4
DpeijDpeij .
(4.28)
Both R(1) and R(2) are O(D,D) scalars because all index contractions are of the right kind. Since the
aim of the construction is a scalar R such that (4.22) is the action, we have verified that
S′ =
∫
dxdx˜ e−2dR =
∫
dxdx˜
(R(2) − 2dR(1) + · · · ) , (4.29)
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gives an action that to quadratic order in the fluctuations reproduces (2.1).
We now extend this to all orders, using the strategy of §2.3. We find a background-independent
expression that is an O(D,D) scalar that agrees with R(1) +R(2) to quadratic order. We then argue
that this expression is the unique one with these properties and so this must be the desired curvature
scalar. For any term with two derivatives on E or on d, O(D,D) covariance requires that the second
derivative cannot be a D but must be an O(D,D) covariant derivative ∇, introduced in §4.1. We
maintain the Z2 symmetry by introducing symmetrized combinations where necessary. The natural
background-independent and O(D,D) covariant term that agrees with the first term on the right-hand
side of (4.27) to lowest order then has the following expansion to second order in the fields
2gij
(∇iDjd+ ∇¯iD¯jd) = 2 (D2d+ D¯2d)− (Dieij D¯jd+ D¯jeij Did)− 4eijDiD¯jd+O(cubic). (4.30)
Similarly, for the second term on the right-hand side of (4.27) we find
1
2
gikgjl
(∇kD¯lEij + ∇¯lDkEij) = DiD¯jeij − 1
4
(
Dkelj Dlekj + D¯
kejl D¯lejk
)
(4.31)
−1
2
eij
(
DiD
kekj + D¯jD¯
keik
)
+O(cubic) .
In addition to reproducing the terms linear in the fields, we also obtain the structures quadratic in the
fields that contain an undifferentiated eij . This was necessary for the construction to succeed: such
terms cannot be added in background-independent form without giving unwanted terms linear in the
fluctuations upon expansion about a constant background.
So far, we have found that
R(1) +R(2) = 2gij (∇iDjd+ ∇¯iD¯jd)+ 1
2
gikgjl
(∇kD¯lEij + ∇¯lDkEij) (4.32)
+
1
4
(
DkeljDlekj + D¯
kejl D¯lejk
)
− 1
4
(Dle
liDkeki + D¯le
ilD¯keik)
−1
4
DpeijDpeij −
(
Dieij D¯
jd+ D¯jeij D
id
)− 4DidD¯id+O(cubic) .
There are unique background independent expressions that give the terms on the second and third
lines, at least to cubic order. Replacing the second and third lines with these gives the following
candidate for the full curvature scalar:
R(E , d) = 2 (∇iDid+ ∇¯iD¯id)+ 1
2
(∇iD¯jEij + ∇¯jDiEij) (4.33)
+
1
4
gij
(
DkElj DlEki + D¯kEjl D¯lEik
)
− 1
4
gij
(
DlElj DkEki + D¯lEjl D¯kEik
)
−1
4
gikgjlDpEij DpEkl −
(DiEij D¯jd+ D¯jEij Did)− 4DidDid .
This is background-independent and is an O(D,D) scalar that is second-order in derivatives and
which reduces to R(1) + R(2) upon linearization. No additional terms can be added that have all
these properties: if they are not to contribute to quadratic order, they cannot have more than two
E ’s since at least one would be undifferentiated, nor can they have more than two dilatons since an
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undifferentiated dilaton violates the dilaton theorem. Then this must be the curvature scalar R. We
now proceed to check that it has the required properties.
The Lagrangian L for our action (2.55) differs from e−2dR by a total derivative, so that the action
S′ in (4.22) is equivalent to (2.55). Indeed, we show in appendix C that
e−2dR = L+ ∂MΘM , (4.34)
where ΘM = (θ˜i, θ
i) transforms in the fundamental of O(D,D) so that the last term on the right-hand
side is an O(D,D) scalar. The expressions for θ˜i and θ
i are given in appendix C.
A rather surprising fact is that the equation of motion of the dilaton — obtained by a straightfor-
ward variation of the action S in (2.55) — is precisely R = 0:
δS =
∫
dxdx˜ e−2d(−2δd)R . (4.35)
As S and S′ are the same up to total derivatives, both must give the same equations of motion.
Varying the dilaton in S′ gives
δS′ =
∫
dxdx˜ e−2d
[
(−2δd)R + δR
]
. (4.36)
This must agree with the variation in (4.35) and this requires that e−2dδR be a total derivative: the
variation of the dilaton in R does not contribute to the equation of motion. The full equation of
motion of the dilaton arises from the variation of exp(−2d) alone.
Consider the case in which there is no dependence on x˜, so that all the terms in R involving ∂˜
drop out. A calculation similar to that in §3.1 using e−2d = √−ge−2φ shows that R reduces to
R
∣∣∣
∂˜=0
= R+ 4φ− 4(∂φ)2 − 1
12
H2 . (4.37)
The Lagrangian e−2dR
∣∣∣
∂˜=0
defines the action
S′∗ =
∫
dx
√−ge−2φ
[
R+ 4φ− 4(∂φ)2 − 1
12
H2
]
, (4.38)
which differs by integrals of total derivatives from the familiar action S∗ in (1.6). Moreover, one
quickly verifies that the dilaton equation of motion arises from S′∗ by solely varying the exponential
exp(−2φ). This is, of course, the same equation of motion that follows from S∗.
The dilaton equation of motion of S∗ can be expressed as a linear combination of graviton and
dilaton beta-functions βgij and β
φ of the associated two-dimensional sigma model. Using the formulae
in §3.7 of [18], and α′ = 1 we readily find that
βd ≡ βφ − 1
4
gijβ
g
ij = −
1
4
(
R+ 4φ− 4(∂φ)2 − 1
12
H2
)
. (4.39)
Since e−2d =
√−ge−2φ, it follows that βd, as the notation suggests, can be thought as the beta function
for the T-duality invariant dilaton d. Thus, in S′∗ the Lagrangian is proportional to the beta function
of the dilaton d. Indeed, βd was used in [17] to write the spacetime action as
∫ √−ge−2φβd. Let us
note that, in contrast, the integrand of S∗ is not proportional to a linear combination of beta functions.
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4.3 T-duality and gauge invariance
In this section we examine the relationship between the O(D,D) duality symmetry and the gauge
symmetry of the theory we have constructed. We first consider the theory in R2D and focus on the
infinitesimal form of the O(D,D) transformations. We write the group element as 1 + T , with T in
the Lie algebra, and use the basis(
h 0
0 −ht
)
,
(
0 e
0 0
)
,
(
0 0
f 0
)
, (4.40)
where h is an arbitrary D×D matrix, while e and f are antisymmetric D×D matrices.3 From (2.60),
the corresponding infinitesimal O(D,D) transformations are given by
h : E ′(X ′) = E(X) + E(X)ht + h E(X) ,
e : E ′(X ′) = E(X) + e ,
f : E ′(X ′) = E(X) − E(X) f E(X) .
(4.41)
If we write
X ′M = XM − ξM (X) , (4.42)
these transformations can be written as variations δE(X) ≡ E ′(X) − E(X) that take the form
δhE = ξM∂ME + E ht + h E , (4.43)
δeE = ξM∂ME + e , (4.44)
δfE = ξM∂ME − E f E . (4.45)
The strong constraint implies that the fields are restricted to a null subspace N . In the case in
which the fields depend just on x and are independent of x˜, the constraint is satisfied by parameters
that depend just on x and are independent of x˜. All other choices of N are related to this by an
O(D,D) transformation, so it is sufficient to consider this case. Choosing parameters
ξ˜i = −1
2
eijx
j , ξi = xjh ij , (4.46)
the gauge transformation (2.31) take the form
δξEij = ξk∂kEij +
(E ht + h E)
ij
+ eij . (4.47)
We see that the O(D,D) transformations (4.43) and (4.44) arise from gauge transformations. This
is the expected result that the infinitesimal GL(D,R) transformations with parameter h arise from
diffeomorphisms and the constant shifts of the b-field with parameter e from anti-symmetric tensor
gauge transformations. Note that exponentiating the h transformations only generates a subgroup
of GL(D,R) (with positive determinant). However, the full GL(D,R) symmetry in fact arises from
3We only use e, f, h in this way in this subsection, and this should not be confused with the uses of e, f, h elsewhere
in the paper.
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diffeomorphisms of the spacetime with coordinates xi. Thus, the GL(D,R) n RD(D−1)/2 ‘geometric
subgroup’ of O(D,D) consisting of GL(D,R) transformations plus b-shifts arises from gauge transfor-
mations.
Consider now the remaining infinitesimal O(D,D) transformations with constant parameter f . A
natural ansatz is to consider gauge transformations with parameters
ξ˜i = 0 , ξ
i = −1
2
f ijx˜j . (4.48)
The constraint requires that ∂Mξi∂MA = 0 for all fields A, which here implies
f ij∂jA = 0 (4.49)
for all fields A. In general, the fields E , d will depend on all the coordinates xi and (4.49) will have no
solutions, so that the f -symmetries do not arise from gauge transformations. If the theory, however,
is truncated to a subsector in which the fields are also independent of some of the coordinates xi,
then some of the O(D,D) transformations generated by f ij do arise from gauge symmetries. Suppose
then that the D coordinates xi are split into d coordinates xa and D − d coordinates xµ, with a
corresponding split x˜i = (x˜µ, x˜a), and consider the truncation to the subsector in which the fields are
independent of the d coordinates xa as well as independent of x˜i. The fields Eij and d in the truncated
sector then depend on xµ only, so that ∂aA = 0 for all fields A. We take the only non-vanishing
components of f ij to be fab, giving gauge parameters
ξ˜i = 0 , ξ
µ = 0 , ξa = −1
2
fabx˜b . (4.50)
The constraint (4.49) is now satisfied as ∂aA = 0, and so (4.50) leads to allowed gauge transformations
in the truncated subsector. They read
δξEij = − (E f E)ij = −EiafabEbj , (4.51)
which agrees with (4.45) using the fact that ξM∂MEij = 0 for these parameters.
The parameters ha
b are generators of a GL(d,R) symmetry arising from diffeomorphisms acting
on the xa, while the transformations generated by eab arise from b-field gauge transformations. Then
the parameters ha
b, eab, f
ab are generators of an O(d, d) subgroup of the O(D,D) symmetry. These
infinitesimal O(d, d) symmetries all arise from infinitesimal gauge transformations of the truncated
theory, as we have seen. Thus the theory truncated to be independent of the xa (as well as x˜i) has an
O(d, d) symmetry that arises from gauge transformations. Strictly speaking, we have only shown this
for the subgroup that arises from exponentiating infinitesimal generators. The remaining symmetries
in O(d, d) might be thought of as large gauge transformations – to understand this better would require
knowledge of the finite form of the gauge symmetries. Note that the vector fields ∂∂xa can be regarded
as d commuting Killing vectors.
We return now to the general case (without isometries), where the h and e transformations generate
a GL(D,R)nRD(D−1)/2 subgroup of the O(D,D) symmetry that can arise from gauge transformations.
If d of the D coordinates are compactified on a torus the spacetime is Rn−1,1 × T d and the O(d, d)
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subgroup of the O(D,D) symmetry acting on the toroidal directions is broken to O(d, d;Z) by the
periodic boundary conditions. Then aGL(d,Z)nZd(d−1)/2 subgroup of O(d, d;Z) arises through (large)
gauge transformations. Indeed, GL(d,Z) is the familiar mapping class group of large diffeomorphisms
of T d. In Kaluza-Klein compactification, one considers the truncation of the theory to the subsector
of fields that are independent of d toroidal coordinates. As there is no dependence on the d toroidal
coordinates, this is the same as the truncation of the theory on Rn × Rd to fields on Rn considered
above. This truncated theory has a continuous O(d, d) symmetry and we have already seen that this
is generated by gauge transformations on Rn × Rd. However, these are not gauge transformations of
the theory on Rn × T d; at most the discrete subgroup O(d, d;Z) can arise from gauge symmetries of
the theory on Rn × T d.
The previous discussion sheds an interesting light on the symmetries of Kaluza-Klein theory. Any
gravity theory reduced on a d-torus has a GL(d,R) symmetry [26]. The truncated theory is the same as
the theory in which the internal torus is replaced by Rd with no dependence on the extra d coordinates,
and the GL(d,R) symmetry is then a remnant of the ordinary diffeomorphism symmetry of Rd. Only
a discrete subgroup GL(d,Z) is inherited from diffeomorphisms of the internal space T d. Similarly,
the continuous shift symmetry of the internal two-form is a remnant of the abelian gauge symmetry
of the Kalb-Ramond field on Rd, and again only a discrete subgroup is properly a consequence of the
gauge symmetry on T d. The most interesting symmetries are the non-linear transformations (denoted
by f in (4.40)), which complete the GL(d) and shift symmetries to the duality group O(d, d). These
do not have a higher-dimensional explanation in the usual formulation and are often referred to as
‘hidden symmetries’, see, e.g., [25, 27] and references therein. These are now seen as arising from gauge
transformations of the double field theory. For the Kaluza-Klein theory on Rn × T d, the O(d, d;Z)
transformations are precisely the so-called Buscher rules [30, 31]. We should stress, however, that at
best only the discrete subgroup O(d, d;Z) arises from gauge transformation of the theory on Rn× T d,
and to complete the proof of this would require knowledge of the so far unknown finite form of the
gauge transformations.
5 Concluding remarks
In this paper, we have extended spacetime by introducing extra coordinates x˜ and constructed a theory
in the doubled space that is O(D,D) invariant and which reduces to the conventional theory of Einstein
gravity plus antisymmetric tensor plus dilaton when the fields are restricted to be independent of the
extra coordinates x˜. As such, it could be viewed as an O(D,D) covariantization of the usual theory
in which a dependence on dual coordinates x˜ is introduced and an O(D,D) invariant constraint that
effectively removes this dependence is imposed.
The theory has a remarkable O(D,D) duality symmetry in flat space, broken to a subgroup
containing the T-duality group O(d, d;Z) when d dimensions are compactified to form a d-torus. Not
only are g and b mixed by this symmetry, but the diffeomorphism and antisymmetric tensor gauge
parameters are also rotated into each other. The T-duality transformations are a generalisation of the
usual Buscher transformations to the case in which the fields can have arbitrary dependence on the
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toroidal coordinates.
The full double field theory that arises from the massless sector of closed string theory is expected
to have many novel features, as we have discussed elsewhere [2, 3]. Our construction here can be
viewed as a reduction of the complete double field theory using our strong constraint, or equivalently
restricting to a totally null subspace. We view our construction as an important step towards the
elucidation of the full theory.
An important feature of (1.1) is the background independence. Our construction has been based
on a flat doubled space with possible toroidal identifications, but it is interesting to ask whether
it could have a wider validity to more general double spaces. The action uses double coordinates
XM , together with a way of splitting the 2D vector indices into two sets of indices, so that a vector
decomposes as VM = (v˜i, v
i), allowing quantities with i, j indices such as Eij to be defined. This index
splitting requires that the double space admit an almost local product structure. The constraint uses
an O(D,D) metric η. Here it is a constant metric and the existence of this flat metric restricts the
double space to be a flat space, given by R2D or obtained from it by suitable identifications. It would
be interesting to seek generalisations to more general spaces in which the constraint involves a non-flat
metric of signature (D,D). For example, there is some evidence that doubled groups should play a
role in formulating less trivial string backgrounds in this context [19, 20]. It would be of considerable
interest to seek an extension of this formalism that was applicable to spaces with a torus fibration or
to T-folds; in both cases, it is expected that double geometry should play a useful role [21, 22].
It is interesting to discuss the relation of our work to that in non-symmetric gravity theories [16].
A geometric action for a theory based on a non-symmetric tensor E is usually taken to involve the
use of E and its inverse to define curvatures and torsions and contract indices. A theory of the type
R + H2 + ... that appears in string theory requires an infinite number of geometrical terms and is
thus not considered natural in that framework [16]. Such actions generally have a problem: if E is
used to contract indices, the antisymmetric tensor b appears without derivatives, which violates gauge
invariance. Our theory avoids this problem by using g = 12(E + E t) to contract indices.
The fields g and b transform independently under diffeomorphisms, so that E = g + b transforms
reducibly. In contrast, the double field theory constructed in this paper admits an enlarged gauge sym-
metry, under which the symmetric and antisymmetric part of Eij transform into each other. Moreover,
the O(D,D) symmetry acts irreducibly on E . Therefore, the action (1.1) can be seen as a geometrical
unification of metric and 2-form, even though it would not be considered geometrical in the sense
of [16] because we contract indices using the inverse metric gij instead of the inverse of Eij . For us,
using gij is natural — it is an O(D,D) tensor and does not involve bij . If there had been inverses of Eij
appearing without derivatives, there would be terms with undifferentiated bij fields which could not
be gauge invariant. A gauge invariant action cannot be constructed using Eij alone, and introducing
the dilaton d is essential for gauge invariance.
There remain a number of issues to be investigated. We have made some preliminary remarks
about a possible O(D,D) geometry, but it is important to understand fully the geometry underlying
our theory, its symmetries, and the ‘scalar curvature’ that appears in the action. One geometry has
been proposed in this context by Siegel [5], and generalised geometry [7, 8, 9, 10, 11] might provide
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a useful geometric framework. It would be interesting to understand whether our construction fits
within either of these geometric structures.
There are a number of natural directions in which this research might be developed. It would be
interesting to extend the field content to incorporate the RR p-form gauge fields of type II supergravity.
Another interesting generalisation would be to try to go beyond the T-duality group O(D,D) and
‘geometrize’ the exceptional U-duality groups that arise in compactifications of the full type II theory.
In [21], it was proposed that the double torus representing momentum and string winding modes had
a natural generalisation to a higher torus representing brane wrapping modes as well, with a natural
action of the U-duality group on it [32]. For toroidal compactifications to 4 dimensions, for example,
the appropriate torus is 56-dimensional with a natural action of the U-duality group E7(Z) [27, 21].
Generalisations of generalised geometry were proposed in [23] and developed in [24] in which O(D,D)
was replaced by U-duality groups; see also [33]. Such geometries may play a key role in U-duality
generalisations of our present work.
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A Derivation of the background independent gauge transformations
In this appendix, we give some of the details of the derivation of the background independent gauge
transformations given in section 2.2, using results from [3].
Recall that the full background independent field is
Eij ≡ Eij + eˇij , (A.1)
with a constant background Eij and a fluctuation field eˇij related to the double field theory fluctuation
eij by the matrix relation
eˇ = F (e)e = eF (e) = f(e) , (A.2)
where the function F (e) is given by
F (e) ≡
(
1− 1
2
e
)−1
. (A.3)
It is an immediate consequence of the definitions that eˇ and e commute:
eˇ e = e eˇ . (A.4)
It follows that
e =
(
1− 1
2
e
)
eˇ = eˇ
(
1− 1
2
e
)
. (A.5)
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The above leads to
eˇ− e = 1
2
eeˇ =
1
2
eˇe , (A.6)
and one readily verifies that (
1 +
1
2
eˇ
)(
1− 1
2
e
)
= 1 . (A.7)
Varying (A.6) and using (A.7) we find a relation between arbitrary variations,
δe =
(
1− 1
2
e
)
δeˇ
(
1− 1
2
e
)
. (A.8)
Then for any variation or derivative
δE = δeˇ = FδeF . (A.9)
It will be useful to split the variation in (2.20) into a transport variation δT given by
δT eij =
1
2
(λ ·D + λ¯ · D¯)eij , (A.10)
and the rest δR, so that δe = δT e+ δRe. Then we find
δTE = FδT eF =
1
2
F
[
(λ ·D + λ¯ · D¯)e]F = 1
2
(λ ·D + λ¯ · D¯)E , (A.11)
using that (A.9) implies DE = F (De)F , etc. Thus,
δT Eij = 1
2
(λ ·D + λ¯ · D¯)Eij . (A.12)
Next, we consider
δReij = Dˆiλ¯j +
ˆ¯Djλi +
1
2
(Dˆiλ
k) ekj +
1
2
eik
ˆ¯Dj λ¯
k , (A.13)
which implies
δREkl = Fki
[
Dˆiλ¯j +
ˆ¯Djλi +
1
2
(Dˆiλ
m) emj +
1
2
eim
ˆ¯Dj λ¯
m
]
Fjl . (A.14)
We now claim that the derivatives
Di ≡ FijDˆj , D¯i ≡ Fji ˆ¯Dj , (A.15)
agree with the previous definitions, as they are given by
Di = ∂i − Eik∂˜k , D¯i = ∂i + Eki∂˜k . (A.16)
This is readily confirmed. For example,
D = F (D − 1
2
eD¯) = FD − 1
2
fD¯ = (1 +
1
2
f)D − 1
2
fD¯ (A.17)
= D − 1
2
f(D¯ −D) = D − eˇ∂˜ = ∂ − E ∂˜ ,
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where we used 1 + 12f = F . Then (A.14) can be rewritten as
δREkl = FjlDkλ¯j + FkiD¯lλi +
1
2
(Dkλm) eˇml +
1
2
eˇkm D¯lλ¯m . (A.18)
Using 1 + 12f = F this can be further rewritten as
δREkl = Dkλ¯l + D¯lλk +
1
2
eˇmlDkλ¯m +
1
2
eˇkmD¯lλm +
1
2
(Dkλm) eˇml +
1
2
eˇkm D¯lλ¯m . (A.19)
We then infer
δREkl = Dkλ¯l + D¯lλk +
1
2
eˇmlDk(λ¯m + λm) +
1
2
eˇkmD¯l(λm + λ¯m) . (A.20)
Next we rewrite this in terms of the gauge parameters (ξ˜, ξ). First, using 12(λ
m + λ¯m) = ξm we
have
δREkl = Dkλ¯l + D¯lλk + (Eml − Eml)Dkξm + (Ekm −Ekm)D¯lξm
= Dk(λ¯l − Emlξm) + D¯l(λk − Ekmξm) + EmlDkξm + EkmD¯lξm .
(A.21)
Using further the inverse relations (2.17) one finds
λ− Eξ = −ξ˜ + Eξ − Eξ = −ξ˜ ,
λ¯− Etξ = ξ˜ + Etξ − Etξ = ξ˜ .
(A.22)
This gives the final result for the gauge transformations
δEij = Diξ˜j − D¯j ξ˜i +DiξkEkj + D¯jξkEik +
1
2
(
λ ·D + λ¯ · D¯) Eij . (A.23)
The only terms that look out of place here are those in the last term, the transport one. They are
easily seen, however, to be equal to ξi∂i + ξ˜i∂˜
i = ξM∂M . Then the gauge transformation can be
rewritten as
δEij = Diξ˜j − D¯j ξ˜i + ξM∂MEij +DiξkEkj + D¯jξkEik , (A.24)
which is the final form used in the main text.
B Explicit check of gauge invariance
As a warm-up we begin by checking that the action S(0) in (3.18) is gauge invariant under δ(0). This,
of course, is guaranteed to work. As explained in the main text, the strategy will be to keep track
only of those transformations that do not take the form of a Lie derivative and that are therefore not
guaranteed to yield terms that combine into total derivatives. For the variation δ(0)L(0) it is therefore
sufficient to focus on the terms that involve a partial derivative. For the variations of the partial
derivatives we use
δ(∂pgkl) = Lξ(∂pgkl) + ∂p∂kξq glq + ∂p∂lξq gkq , (B.1)
δ(∂id) = Lξ(∂id)−
1
2
∂i∂jξ
j ,
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where the Lie derivative Lξ represents the covariant terms. We do not have to vary the H2 term
because the 3-form field strength transforms covariantly. The variation reads
δL(0) = e−2d
[
− gik∂pgkl ∂p∂iξl + ∂jgik ∂i∂jξk
+ ∂qgik g
kl∂i∂lξ
q − ∂i∂kξk ∂jgij
+ 2∂id ∂j∂iξ
j + 2∂id g
kl∂k∂lξ
i − 4∂id ∂i∂jξj
]
.
(B.2)
Commuting partial derivatives and relabeling the indices, we see that the two terms in the first line
cancel and that two terms in the last line combine. Since ultimately we have to partially integrate it
is convenient to rewrite terms in the last line as derivatives on e−2d. In total we get
δL(0) = e−2d
(
gklgij∂qgik ∂j∂lξ
q − gijgkl∂j∂qξq ∂kgil
)
(B.3)
+gij∂j
(
e−2d
)
∂i∂qξ
q − gkl∂i
(
e−2d
)
∂k∂lξ
i .
Here all metrics are written explicitly. If we use gklgij∂qgik = −∂qglj , etc., the terms in the first line
can be written up to total derivatives as
− e−2d∂qglj∂j∂lξq = ∂q
(
e−2d
)
gjl∂j∂lξ
q + e−2dglj∂l∂j∂qξ
q , (B.4)
e−2d∂kg
jk∂j∂qξ
q = −∂k
(
e−2d
)
gjk∂j∂qξ
q − e−2dgjk∂k∂j∂qξq .
The terms with ∂3ξ cancel each other, while the terms with ∂
(
e−2d
)
cancel against the terms in the
second line of (B.3). Thus, as expected, δL(0) = 0 follows.
We now turn to the proof of full gauge invariance using the derivative expansion (3.15). As
we stated in the main text, it is sufficient to verify the third condition in (3.32). For this, it is
convenient to simplify the expression for S(1) given in (3.27). Upon relabeling of indices, the terms
cubic in b can be rewritten in a form that is proportional to the invariant field strength Hijk. To
identify terms unambiguously we rewrite every term with a single dilaton derivative term according
to e−2d∂id = −12∂i(e−2d) and then partially integrate in order to move the derivative away from the
dilaton. This leads to further simplifications and the final form of L(1) reads
L(1) = e−2d
[ 1
2
gikgjlgpq
(
bir ∂˜
rbjpHklq + bpr ∂˜
rgkl ∂qgij − 2blr ∂˜rgip ∂kgjq
)
− gikgpq ∂˜jbip ∂kgjq + 2bir ∂j ∂˜rgij + 2∂˜kbik ∂jgij
+ 2gij∂i∂˜
kbjk + ∂˜
kgij ∂ibjk − 8gij bik ∂˜kd ∂jd
]
+ (td) .
(B.5)
We do the same with the single dilaton derivative in L(0),
L(0) = e−2d
(
− 1
4
gikgjl∂pgkl ∂pgij +
1
2
gkl∂jgik ∂
igjl
− ∂i∂jgij + 4∂id ∂id−
1
12
H ijkHijk
)
+ (td) .
(B.6)
For simplicity we begin the check of gauge invariance with only ξ˜i non-zero. To vary L(1) we use
δ(0)bij = ∂iξ˜j − ∂j ξ˜i, while δ(0) is trivial on all other fields. Thus we have to vary only the b’s inside
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(B.5). For the variation of L(0) under δ(1) we use
δ(1)gij = Lξ˜gij , δ(1)bij = Lξ˜bij , δ(1)d = ξ˜i∂˜id−
1
2
∂˜iξ˜i , (B.7)
where Lξ˜ denote the Lie derivative with respect to the ‘dual diffeomorphism’ parameter ξ˜i. Moreover,
the dilaton transforms as a density under these dual diffeomorphisms. Again, it is guaranteed that all
variations that are covariant in this sense combine into the total derivative ∂˜i(ξ˜iL). Since we have an
integration over dx˜, these total derivatives can be ignored. We only have to work out the variations
that are non-covariant (in the dual sense), and the only source for those terms are partial derivatives.
Even the H field is not covariant anymore under the dual diffeomorphisms:
δ
(1)
ξ˜
Hijk = Lξ˜Hijk + 3∂˜pξ˜[i ∂|p|bjk] + 3∂[iξ˜|p| ∂˜pbjk] + 6∂[i∂˜pξ˜j bk]p . (B.8)
For the partial derivatives of gij, bij , and d one finds
δ
(1)
ξ˜
(
∂igjk
)
= Lξ˜
(
∂igjk
)
+ ∂˜pξ˜i ∂pgjk + ∂iξ˜p ∂˜
pgjk − 2∂i∂˜pξ˜(jgk)p , (B.9)
δ
(1)
ξ˜
(
∂ibjk
)
= Lξ˜
(
∂ibjk
)
+ ∂˜pξ˜i ∂pbjk + ∂iξ˜p ∂˜
pbjk + 2∂i∂˜
pξ˜[j bk]p , (B.10)
δ
(1)
ξ˜
(
∂ig
jk
)
= Lξ˜
(
∂ig
jk
)
+ ∂˜pξ˜i ∂pg
jk + ∂iξ˜p ∂˜
pgjk + 2gp(j∂i∂˜
k)ξ˜p , (B.11)
δ
(1)
ξ˜
(
∂id
)
= Lξ˜
(
∂id
)
+ ∂˜k ξ˜i ∂kd+ ∂iξ˜k ∂˜
kd− 1
2
∂i∂˜
k ξ˜k . (B.12)
Finally, we need the variation of the double (partial) divergence of gij ,
δ
(1)
ξ˜
(
∂i∂jg
ij
)
= Lξ˜
(
∂i∂jg
ij
)
+ 2∂i∂jg
ip ∂˜j ξ˜p + 2∂iξ˜p ∂˜
p∂jg
ij + 2∂jg
ip ∂i∂˜
j ξ˜p + ∂i∂j ξ˜p ∂˜
pgij . (B.13)
It is now straightforward to vary the partial derivatives in L(0) by the non-covariant terms given here
and the bij in L(1) according to the standard abelian 2-form transformations. To see how this gauge
invariance works let us illustrate the cancellation for the terms quadratic in derivatives on d. Varying
these terms in L(0) and L(1) one finds
δ(0)L(1) + δ(1)L(0) = δ(0)
(
−8e−2dgijbik∂˜kd ∂jd
)
+ δ(1)
(
4e−2dgij∂id ∂jd
)
(B.14)
= 8e−2d∂id
(
∂k ξ˜i ∂˜
kd− ∂iξ˜k ∂˜kd+ ∂˜k ξ˜i ∂kd+ ∂iξ˜k ∂˜kd−
1
2
∂i∂˜
j ξ˜j
)
= 8e−2d∂id
(
∂k ξ˜i ∂˜
kd+ ∂˜k ξ˜i ∂kd
)
− 4e−2d∂id ∂i∂˜k ξ˜k
= −2e−2d
(
∂jg
ij ∂i∂˜
k ξ˜k + g
ij∂i∂j ∂˜
k ξ˜k
)
,
where in the last equation we used the constraint and performed a partial integration. As stated,
all terms quadratic in d have cancelled. The remaining structures cancel against other contributions.
Indeed, one may check that all remaining variations cancel without performing partial integrations
since we have fixed the possible total-derivative ambiguity by moving all derivatives away from the
dilaton. This proves full gauge invariance under ξ˜i.
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Let us now turn to gauge invariance under ξi. As before, we split Eij = gij + bij. With only ξi
non-vanishing δ(0) takes the form of the standard diffeomorphism symmetry,
δ
(0)
ξ gij = Lξgij , δ
(0)
ξ bij = Lξbij , δ
(0)
ξ d = ξ
i∂id− 1
2
∂iξ
i , (B.15)
with the dilaton transforming as a density. Thus, in S(1) we only have to vary the terms that involve
partial derivatives and therefore transform non-covariantly. For this we use (B.1) together with
δ
(0)
ξ
(
∂˜rbjp
)
= Lξ
(
∂˜rbjp
)
+ ∂˜kbjp ∂kξ
r + ∂˜rξk∂kbjp − 2∂˜r∂[jξk bp]k , (B.16)
δ
(0)
ξ
(
∂˜kgij
)
= Lξ
(
∂˜kgij
)
+ ∂˜pgij ∂pξ
k + ∂˜kξp ∂pg
ij − 2∂˜k∂pξ(i gj)p , (B.17)
δ
(0)
ξ
(
∂˜kd
)
= Lξ
(
∂˜kd
)
+ ∂˜pd ∂pξ
k + ∂˜kξj ∂jd−
1
2
∂˜k∂jξ
j , (B.18)
δ
(0)
ξ
(
∂˜rgkl
)
= Lξ
(
∂˜rgkl
)
+ ∂˜pgkl ∂pξ
r + ∂˜rξp ∂pgkl + 2∂˜
r∂(kξ
p gl)p , (B.19)
δ
(0)
ξ
(
∂ibjk
)
= Lξ
(
∂ibjk
)− 2∂i∂[jξp bk]p , (B.20)
δ
(0)
ξ
(
∂˜r∂jg
ij
)
= Lξ
(
∂˜r∂jg
ij
)
+ ∂˜p∂jg
ij ∂pξ
r + ∂˜rξp ∂p∂jg
ij − ∂jgpj ∂˜r∂pξi (B.21)
−∂˜rgpj ∂j∂pξi − gpj ∂˜r∂j∂pξi − ∂˜rgip ∂p∂jξj − gip∂˜r∂p∂jξj ,
δ
(0)
ξ
(
∂i∂˜
kbjk
)
= Lξ
(
∂i∂˜
kbjk
)
+ ∂i∂kξ
p ∂˜kbjp + ∂kξ
p ∂i∂˜
kbjp + ∂i∂jξ
p ∂˜kbpk (B.22)
+∂i∂˜
kξp ∂pbjk + ∂˜
kξp ∂i∂pbjk + ∂i∂˜
k∂jξ
p bpk − ∂˜k∂jξp ∂ibkp .
Next, we look at δ(1). It acts trivially on d, while on g and b we find the non-linear transformations
δ
(1)
ξ gij = 2
(
∂˜kξl − ∂˜lξk)gk(i bj)l , (B.23)
δ
(1)
ξ g
ij = −(∂˜iξk − ∂˜kξi)gjlblk + (i↔ j) , (B.24)
δ
(1)
ξ bij = gik
(
∂˜lξk − ∂˜kξl)glj + bik(∂˜lξk − ∂˜kξl)blj . (B.25)
The variation δ(1)L(0) is lengthy because we have to vary the metric everywhere, not only under
partial derivatives. For this it is convenient to slightly rewrite L(0) with less appearances of metrics
and inverse metrics,
L(0) = e−2d
(1
4
gpq∂pg
ij ∂qgij −
1
2
gij∂jg
kl ∂lgik − ∂i∂jgij + 4gij∂id ∂jd−
1
12
gilgjpgkqHijkHlpq
)
. (B.26)
Here we need to vary everything under δ(1) as given in (B.23) – (B.25). Then we have to vary all
terms involving partial derivatives in (B.5) according to (B.1) and (B.16) – (B.22). A tedious but
straightforward calculation then shows that these two sets of variations precisely cancel, thus proving
gauge invariance.
C Properties of the curvature scalar
In section §4.2 we defined a curvature scalar R and claimed that it transforms as (4.21), and that the
action (4.22) is equivalent to (2.54). We also claimed that the dilaton equation of motion is precisely
R = 0. In this appendix we verify these claims.
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We first test these ideas for S(0). We add a total derivative to the corresponding Lagrangian
density L(0) in (3.18), so that the dilaton equation arises just by varying the exponential prefactor.
Then we confirm that the resulting Lagrangian density L′(0) agrees with R, also evaluated to leading
order in the tilde-derivative expansion. Indeed, choosing the total derivative term
L′(0) ≡ L(0) + ∂i
[
e−2d gij(4∂jd+ ∂
kgjk)
]
, (C.27)
leads to
L′(0) = e−2d
[
− 1
4
gikgjl∂pgkl ∂pgij +
1
2
gkl∂jgik ∂
igjl + ∂i
(
gij∂kgjk
)− 1
12
H2
+ 4
(−∂id ∂jgij − ∂id ∂id+ gij∂i∂jd)] . (C.28)
It is straighforward to confirm that the variation of d in the terms on the last line of the above equation
yields a total derivative. This confirms that the dilaton equation of motion that results from L′(0) is
obtained by varying only the dilaton exponential; the equation of motion is simply the vanishing of
the terms within square brackets.
It is natural to expect that L′(0) is the Lagrangian associated with S′, when tilde-derivatives are
set to zero. To confirm this we evaluate R for ∂˜ = 0. A computation starting with (4.33) gives
R
∣∣∣
∂˜=0
= 2
(
gip
[
∂p − 1
2
∂kEkp
]
∂id+ g
ip
[
∂p − 1
2
∂kEpk
]
∂id
)
+
1
2
(
gip
[
∂p − 1
2
∂kEkp
]
∂jEij + gip
[
∂p − 1
2
∂kEpk
]
∂jEji
)
(C.29)
+
1
4
gij
(
∂kElj ∂lEki + ∂kEjl ∂lEik
)
− 1
4
gij
(
∂lElj ∂kEki + ∂lEjl ∂kEik
)
−1
4
gikgjl∂pEkl ∂pEij − 2∂jgij ∂id− 4∂id ∂id .
Collecting terms this becomes
R
∣∣∣
∂˜=0
= 4
(−∂id ∂jgij − ∂id ∂id+ gij∂i∂jd)
+
1
4
gij
(
∂kElj ∂lEki + ∂kEjl ∂lEik
)
− 1
4
gij
(
∂lElj ∂kEki + ∂lEjl ∂kEik
)
(C.30)
−1
4
gij
(
∂kEkj ∂lEil + ∂kEjk ∂lEli
)
− 1
4
gikgjl∂pEkl ∂pEij + ∂i∂jgij .
A short calculation then shows that, as expected,
L′(0) = e−2dR
∣∣∣
∂˜=0
. (C.31)
So far we have proved that e−2dR and the original Lagrangian L differ only by a total derivative
when restricted to ∂˜ = 0. Indeed, combining (C.27) and (C.31) we get
e−2dR
∣∣∣
∂˜=0
= L
∣∣∣
∂˜=0
+ ∂i
[
e−2d gij(4∂jd+ ∂
kgjk)
]
. (C.32)
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We now state a simple but useful lemma. Given two O(D,D) scalars A(x, x˜) and B(x, x˜) that differ
by total derivative terms, then after an O(D,D) transformation they again differ by total derivative
terms. The proof is immediate. Let the scalars A,B differ by total derivative terms in the (x, x˜) frame,
A(x, x˜) = B(x, x˜) + ∂iF
i + ∂˜iF˜i . (C.33)
Being O(D,D) scalars we have A(x, x˜) = A′(x′, x˜′) and B(x, x˜) = B′(x′, x˜′), so that the above becomes
A′(x′, x˜′) = B′(x′, x˜′) + ∂iF
i + ∂˜iF˜i . (C.34)
Recall now that under an O(D,D) transformation (2.56) the derivatives ∂M = (∂i , ∂˜
i) transform as(
∂′
∂˜′
)
=
(
a b
c d
)(
∂
∂˜
)
→
(
∂
∂˜
)
=
(
dt bt
ct at
)(
∂′
∂˜′
)
. (C.35)
Since a, b, c, d are constant matrices, the total derivative terms in (C.34) remain total derivatives in
the primed variables. This proves the lemma.
Returning to our application, consider the two O(D,D) scalars: L and e−2dR. Given the strong
constraint, one can always use an O(D,D) transformation to rotate into a frame where fields have no
x˜ dependence, allowing us to set ∂˜ = 0. In this frame we have verified that the two scalars differ by
a total derivative. The lemma implies that the original Lagrangians L and e−2dR differed by a total
derivative before the O(D,D) transformation.
We can describe the general form of the total derivatives more explicitly by writing
e−2dR = L+ ∂MΘM . (C.36)
The last term on the right-hand side must be an O(D,D) scalar since the other two terms are. This
happens if ΘM = (θ˜i, θ
i) transforms in the fundamental of O(D,D). The components of ΘM can be
constructed as
θi =
1
2
(−Y i + Y¯ i) , θ˜i = 1
2
(EjiY j + EijY¯ j) , (C.37)
where Y and Y¯ , to be determined below, transform with M and M¯ and are therefore O(D,D) tensors
in the sense of §2.4. This ensures that ΘM transforms in the fundamental of O(D,D). This statement
should be compared with equations (2.30) that relate ∂M = (∂˜
i, ∂i) transforming in the fundamental
to D and D¯ transforming with M and M¯ , respectively. For these variables the proof was given in §4.2
of [2], and this proof readily extends to any ΘM defined as in (C.37). Specifically, here we have
Y i = −e−2dgij
(
4Djd+ gklD¯kEjl
)
, (C.38)
Y¯ i = e−2dgij
(
4D¯jd+ gklDkElj
)
. (C.39)
These expressions are fixed by the requirement that they transform covariantly under O(D,D), i.e.,
with M and M¯ , and that θi correctly reduces to (C.27) for ∂˜ = 0. As a consistency check one may
verify that θ˜i reduces for ∂ = 0 to the T-dual expression, the one which is obtained from (C.27) by
mapping E → E˜ , ∂ → ∂˜ as in §3.2.
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We now relate L′(0) or R
∣∣
∂˜=0
to the standard quantities in the conventional action. A calculation
similar to that in §3.1 gives
R
∣∣∣
∂˜=0
= R+ 4φ− 4(∂φ)2 − 1
12
H2 . (C.40)
This means that to zeroth-order in the tilde derivative expansion we have
S′∗ =
∫
dx
√−ge−2φ
[
R+ 4φ− 4(∂φ)2 − 1
12
H2
]
. (C.41)
Equation (C.40) also gives further evidence that R is a scalar under gauge transformations. We use
an O(D,D) transformation to fields with no x˜ dependence so that R takes the above form, and the
gauge transformations become the familiar ones for which the right-hand side is clearly a scalar.
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