Based on the definition of the instantaneous frequency (signal phase derivative) as a local moment of the Wigner distribution, we derive the relationship between the instantaneous frequency and the derivative of the squared modulus of the fractional Fourier transform (fractional Fourier transform power spectrum) with respect to the angle parameter. We show that the angular derivative of the fractional power spectrum can be found from the knowledge of two close fractional power spectra. It permits us to find the instantaneous frequency and to solve the phase retrieval problem up to a constant phase term, if only two close fractional power spectra are known. The proposed technique is noniterative and noninterferometric. The efficiency of the method is demonstrated on several examples including monocomponent, multicomponent, and noisy signals. It is shown that the proposed method works well for signal-to-noise ratios (SNRs) higher than about 3 dB. The appropriate angular difference of the fractional power spectra used for phase retrieval depends on the complexity of the signal and can usually reach several degrees. Other applications of the angular derivative of the fractional power spectra for signal analysis are discussed briefly. The proposed technique can be applied for phase retrieval in optics, where only the fractional power spectra associated with intensity distributions can be easily measured.
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I. INTRODUCTION
P HASE retrieval and instantaneous frequency estimation from the distributions associated with the instantaneous power of the signal, its Fourier power spectrum, or, more generally, its fractional power spectra, are important problems in signal processing, radio location, optics, quantum mechanics, etc. In spite of the existence of several successful iterative algorithms for phase reconstruction from the squared modulus of the signal and its power spectrum, or its Fresnel spectrum, that were proposed recently [1] - [4] , the development of noniterative procedures remains an attractive research topic.
Fractional power spectra, which are the squared moduli of the fractional Fourier transform (FT) [5] , are now a popular tool in optics and signal processing [5] - [13] . As it is known, they are equal to the projections of the Wigner distribution of the signal Manuscript under consideration [13] , [14] . Thus, by using a tomographic approach and the inverse Radon transform, the Wigner distribution-and therefore the signal itself, up to a constant phase term-can be reconstructed if all its projections are known [6] , [9] . The method is based on the rotation in the time-frequency plane of the Wigner distribution under fractional FT. It demands the measurements of the fractional FT spectra in the wide angular region , which is sometimes impossible or very cost consuming [6] .
A different approach for phase retrieval, based on the so-called transport-of-intensity equation in optics, was proposed by Teague [15] and then further developed in [16] - [18] . It was shown that the longitudinal derivative of the Fresnel spectrum is proportional to the transversal derivative of the product of the instantaneous power and the instantaneous frequency of the signal.
In this paper, we show that a relationship similar to the transport-of-intensityequationforFresneldiffractionalsoholdsforthe fractional FT system. We derive that the instantaneous frequency, or the first derivative of the signal's phase, at any fractional domain is determined by the convolution of the angular derivative of the corresponding fractional power spectrum and the signum function. Based on this, we propose a new method for the reconstruction of the signal's phase from only two close fractional FT spectra, i.e., only two Wigner distribution projections. Some preliminary results on this topic were published in [19] and [20] . This approach significantly reduces the need for projections measurements and calculations. Moreover, it is direct and does not use iterative procedures. Note that the Gerchberg-Saxton algorithm applied in the fractional Fourier domain for phase retrieval from two fractional FT power spectra for angles and becomes unstable and does not converge if [1] , while our method works especially for small . We show that this technique can also be applied for signal reconstruction from certain projections of other time-frequency distributions from the Cohen class [21] . The application of the angular derivative of the fractional power spectrum for signal/image processing is discussed.
The efficiency of the proposed method is illustrated on several examples. In particular, the reconstruction of monocomponent and multicomponent PM signals from several pairs of close fractional FT power spectra is considered. The influence of noise and angle difference to the estimation of the angular derivative of the fractional power spectrum, and to the reconstruction quality, is investigated. Note that the noise robustness was not considered in [1] - [4] . These papers were devoted to the recursive algorithms for phase retrieval from the fractional FT power spectra. Signal reconstruction from fractional power spectra taken in the fractional Fourier domain, where the instantaneous power of a signal significantly changes, is considered. We discuss the reconstruction of the signal with zero-amplitude region.
The paper is organized as follows. In Section II, we present a review of the definition of the fractional FT as well as the relationship between the fractional FT power spectra and the ambiguity function of a signal. In Section III, the connection between the instantaneous frequency in a fractional domain and the angular derivative of the fractional FT power spectra is established. Similar relationships between the projections of Cohen's class distributions and the instantaneous frequency are briefly discussed. Some practical issues with respect to phase retrieval from two close fractional FT power spectra are discussed in Section IV. Useful relationships for signal/image analysis, including the derivatives of fractional spectra, are given in Section V. In Section VI, we discuss the discrete version of the proposed phase retrieval method. Section VII is devoted to the demonstration of its efficiency on several examples. The advantages of the new algorithm and its possible applications are discussed in the conclusions.
II. FRACTIONAL POWER SPECTRA AND AMBIGUITY FUNCTION
The fractional FT of a function can be written in the form [5] (1)
where the kernel , which is a generalized function, is given by (2) Thus, for and , the kernel reduces to the Dirac delta functions and , respectively; therefore, , and . The fractional FT can be considered as a generalization of the ordinary FT: For the parameter values and , the transforms and correspond to the ordinary forward and inverse FT, respectively. The fractional FT is additive in the parameter and periodic with a period . Due to the fact that the fractional FT corresponds to a rotation of the Wigner distribution [21] (3) and the ambiguity function (4) of the function , the parameter can be interpreted as a rotation angle in the phase plane.
It is well known that the fractional power spectra , i.e., the squared moduli of the fractional FT, are equal to the projections of the Wigner distribution of the signal (5) The set of fractional power spectra in the angular region is also called the Radon-Wigner transform. The implementation of the inverse Radon transform permits the reconstruction of the Wigner distribution from this set.
Since the ambiguity function is the two-dimensional (2-D) FT of the Wigner distribution , the values of the ambiguity function along the line defined by are-according to the Radon transform properties-equal to the FT of the Wigner distribution projection for the same [7] , [9] : (6) We can also say that the fractional power spectrum is the FT with respect to the radius variable of the ambiguity function represented in polar coordinates.
III. WIGNER DISTRIBUTION PROJECTIONS AND INSTANTANEOUS FREQUENCIES
In this section, we derive that the well-known expression for the instantaneous frequency at the time moment [21] 
can be written in terms of the fractional power spectra. Indeed, using the relationship [19] 
and taking into account that assumes real values, we get (9) Supposing that the derivative of the fractional power spectra is a continuous function of , we change the order of integration. Then, we obtain that sgn (10) where sgn is the signum function sgn for for for (11) We thus get for the signal that its phase derivative is determined by the intensity and the convolution of the signum function with the angular derivative of the fractional power spectrum at the angle . Note that for a real-valued signal, the angular derivative of its fractional power spectra equals zero for . This is in accordance with the fact that the fractional FT of a real-valued signal satisfies the symmetry relation , and thus, . Because of the properties of the fractional FT, (10) can easily be generalized for an arbitrary angle to [19] sgn (12) where and are the instantaneous power and the instantaneous frequency of the signal in the fractional FT domain corresponding to the angle . We notice that in general the reconstruction of the instantaneous frequency has sense if the amplitude is nonzero. Therefore, in general, we suppose that does not take zero values. Nevertheless, as we will show in Section VII (Example 2), the instantaneous frequency can be successfully reconstructed in the intervals limited by the zero-crossings of the amplitude.
The instantaneous frequency of the signal can also be found from close projections of other time-frequency distributions from the Cohen class [21] satisfying the generalized marginal property. A Cohen class distribution is a 2-D FT of the generalized ambiguity function , where the choice of the function depends on the particular application. According to the Radon transform properties, we then get [cf. (6) ] (13) where (14) cf. (5) . For distributions satisfying the generalized marginal property for a certain angle [9] , we get . Hence, for these Cohen class distributions, we can expect that [cf. (12) ] sgn (15) A special and important member of the Cohen class is the pseudo Wigner distribution, which, as well as the Wigner distribution itself, is often used in numerical implementations. For this distribution, we have , where is an appropriately chosen window function with . For , we get . Therefore, this lag window does not significantly influence the quality of the signal reconstruction as long as is small.
IV. PHASE RETRIEVAL FROM TWO CLOSE FRACTIONAL FT POWER SPECTRA
In general, the complex-valued fractional FT , and, in particular, the signal , can be completely reconstructed (except for a constant phase shift) from its intensity distribution and its instantaneous frequency . Since , the phase can be reconstructed up to a constant term. The constant produces a phase uncertainty. Since the instantaneous frequency is determined by the angular derivative of the fractional power spectra (see (10) and (12)), this implies that only two fractional power spectra for close angles suffice to solve the signal retrieval problem, up to the constant phase term. Indeed, as it follows from the Taylor expansion of the fractional power spectrum in the region where the linear approximation with respect to the parameter is valid, we can represent its angular derivative as (16) The accuracy of this approximation is . Moreover, from the knowledge of two fractional power spectra and , the fractional power spectrum can be found as (17) Because is related to through the inverse fractional FT, we can conclude that the signal phase can be reconstructed up to a constant term-in a noniterative way-from any two fractional power spectra taken for close angles. The choice of the appropriate angular difference depends on the complexity of the signal.
Beside the general importance of the noniterative and noninterferometric phase reconstruction from intensity information only, this technique can be applied to filtering operations. It has been shown that in some cases, filtering is more effective in the fractional FT domain than in the Fourier domain [22] . Thus, for example, filtering of the linear-PM signal can be successfully performed in the fractional domain for which the angle parameter satisfies the condition [5] ; see Case 1 of Section V. Another example [22] is related to the signal-noise separation in a certain fractional domain.
Often, for example, in optics, only information about the fractional FT spectra is available. Before applying the proposed signal reconstruction technique, an appropriate filtering (modification) of the corresponding fractional FT spectra can be carried out. Certainly, after this operation, the fractional FT spectra have to remain positive valued. The simplest modifications of two close fractional FT spectra are related to the elimination of the undesirable peaks associated with concentration of linear-PM components or of noise-only regions.
V. SIGNAL ANALYSIS AND FRACTIONAL FT POWER SPECTRA DERIVATIVES
In this section, we briefly discuss other problems that can be solved from the analysis of the derivatives of the fractional FT power spectrum. This topic becomes especially important if the signal itself is not known, and only its close fractional FT power spectra (Wigner distribution projections) are available. Such a situation occurs in optics, for example, where only intensity distributions related to the fractional power spectra can easily be measured.
As we have seen, the instantaneous frequency (or normalized first derivative of the phase) of a signal in the fractional domain is related to the angular derivative of the fractional power spectrum by (12) . Then, by using the relationship sgn , we obtain the expression for the second derivative of the phase (18) which can be written in the more compact form (19) Note that (18) and (19) can be obtained by a direct differentiation of the fractional power spectrum or from the nonstationary Schrödinger equation for a harmonic oscillator, whose propagator is the fractional FT kernel. This result resembles the so-called transport-of-intensity equation, which deals with the Fresnel transformation [15] - [17] . This is not surprising since both the fractional FT and the Fresnel transform belong to the class of canonical integral transforms, and the properties of any member of this class are related as well.
Although, in this paper, we consider one-dimensional signals, the main results can be extended to the multidimensional case. In particular, the application of the 2-D, anamorphic fractional FT allows one to obtain information about the partial derivatives of the phase. Thus, (19) can be generalized as (20) Below, we assume that at the fractional ( )-domain, some a priori knowledge about the signal behavior is available. In particular, phase-and amplitude-modulated signals will be considered. For phase-modulated signals  ,  where is a constant, (18) reduces to (21) and the th derivative of the phase for can be written as (22) In many applications, such as radar, sonar, and communications, polynomial phase signals (23) with constant or slowly varying amplitude are used as a model. Then, the angular derivative of the fractional FT spectra can also be represented as a polynomial function (24) In this case, the coefficients for can be found as the best fitting to the angular derivative of the fractional power spectrum or as (25) where the first method is more noise robust. This result can easily be checked for the quadratic chirp signal for which the fractional power spectrum takes the form , cf. [5] ; note that is independent of . Finally, we obtain , and thus, . Although this method does not permit to reconstruct the coefficients and in the decomposition (23), it can be useful for the estimation of the higher order coefficients because of its relative simplicity. Otherwise, the full algorithm, which is described in Sections III and IV, has to be applied.
Case 1) Phase-Modulated Signal-Polynomial Phase Estimation:
Case 2) Phase-Modulated Signal-Edge Detection: The application of high-resolution phase spatial light modulators in optics, which permits the phase of the optical field to be proportional to an image , makes optical image processing more flexible. One of the important problems of image analysis is the localization of its edges. In spite of the fact that in digital image processing the diverse algorithms for edge detection are successfully implemented, not all of them are appropriated for optical image processing. Similar to the method proposed in [23] , which is based on Fresnel diffraction, the positions of the edges can be found as the zero-crossings of the angular derivative of the fractional power spectrum. Indeed, for the 2-D, phase-modulated signal , where controls the depth of the phase modulation, (21) can be generalized as (26) Authorized licensed use limited to: Eindhoven University of Technology. Downloaded on May 19,2010 at 13:14:49 UTC from IEEE Xplore. Restrictions apply. where stands for the Laplacian operator. The zero-crossings of the fractional power spectra , thus correspond to the zero crossings of and, therefore, determine the positions of the image edges.
Case 3) Amplitude-Modulated Signals-Extremum Point Detection: Let us consider a 2-D signal
, where is a constant vector, and . This type of signals in particular arises after propagation of a plane wave through an amplitude screen with transmittance function . In this case, it follows from (19) that the angular derivative of the fractional power spectrum is proportional to the positional derivative of the signal's intensity (27) and its zero crossings thus correspond to the extremum points of and . We believe that this relationship can be helpful for modeling of early vision systems where the scratch of the image, i.e., the maxima of , can be obtained from the knowledge of two close defocused images associated with .
VI. DISCRETIZATION OF THE ALGORITHM
In this section, we will discuss the discrete version of the phase retrieval technique proposed in Section III. We suppose that two fractional power spectra and (corresponding to two Wigner distribution projections) at the close angles and , where is small (for example ), are known for a set of equidistant sensor points. The fractional power spectra and can be obtained in several ways: i) measured in experiments (a simple optical setup for the measurements of the fractional power spectra was described in [24] ); ii) calculated as the squared moduli of the corresponding fractional FT of ; iii) calculated as the Radon transform of the Wigner distribution of for two angles .
The discrete version of (12) for the estimation of the instantaneous frequency in the fractional domain can then be written in the form sgn (28) where is the discretization step, and denotes a discrete-time convolution. In order to avoid a separate estimation of , the denominator can, at least for small , be approximated by . The reconstructed signal at the fractional domain can, up to the constant phase term, be found as (29) where is chosen such that for . In the case when two fractional FT spectra are taken around the angle , corresponds to the reconstructed version of the original signal. For , a subsequent discrete version of the fractional FT for the angle has to be applied to in order to reconstruct the original signal. Several algorithms for the calculation of the fractional FT have been proposed in [25] - [27] .
Inwhatfollows,wewillillustrateinseveralnumericalexamples how the signal, up to a constant phase term, can be reconstructed fromtwoclosefractionalpowerspectraonly,i.e.,fromtwoWigner distribution projections. In order to emphasize the quality of the reconstruction, we will also show the pseudo Wigner distribution of the original and the reconstructed signal. The pseudo Wigner distribution is calculated according to its definition
is an appropriately chosen window function, and the value of is chosen such that for .
Note that by choosing an appropriate window function, the signal reconstruction can also be achieved from two close projections of the pseudo Wigner distribution as long as the angle is small; see Section III.
VII. EXAMPLES
In this section, we demonstrate the efficiency of the proposed algorithm on various examples.
Example 1-Monocomponent Signal With Monotonic Instantaneous Frequency: We start with the reconstruction of a monocomponent signal, whose instantaneous frequency is a monotonic function. A signal of the form is considered inside the time interval , with . Its pseudo Wigner distribution is calculated, by using a Hanning window having a width . After the Wigner distribution has been obtained, we assume that only two of its projections, for angles and sampled at points are known. Note that these two fractional power spectra and ( ) can be measured in an optical system. In our case , these two projections are simulated by using the MATLAB Radon function, taking the pseudo Wigner distribution matrix as the argument. The described procedure [cf. (28)] is then used for the reconstruction of the signal's instantaneous frequency, its phase, and the signal itself [(29)] from these two projections only.
The original pseudo Wigner distribution is given in Fig. 1(a) . Its Radon-Wigner transform for angles [cf. (5) ] is presented in Fig. 1(b) . The difference of the two projections, for is shown in Fig. 1(c) . The reconstructed instantaneous frequency and the reconstructed phase are given in Fig. 1(d) and (e), respectively, by a dash-dot line, whereas the original, exact values are represented by solid lines. We can see that the agreement between the reconstructed and the original instantaneous frequency is very high. The phase has a constant shift, as expected. In order to demonstrate the quality of the signal reconstruction, the reconstructed pseudo Wigner distribution calculated according to (30) is given in Fig. 1(f) .
Example 2-Monocomponent Signal With Nonmonotonic Instantaneous Frequency: Next, we consider a signal with a nonmonotonic instantaneous frequency sgn The peculiarity of this signal is that it has a region with almost zero amplitude. The discretization parameters are the same as in Example 1. Fig. 2 shows the original pseudo Wigner distribution, its Radon transform, the difference of two projections, and the reconstructed instantaneous frequency, phase, and pseudo Wigner distribution. As in the previous example, a high-quality reconstruction of the instantaneous frequency and phase, outside the zero amplitude region, is observed. Certainly, the phase reconstruction inside the region of zero amplitude has no sense. Since this signal can be considered as the concatenation of two different parts, the reconstructed phase of both parts is in good agreement with the original one, up to different constant terms.
Example 3-Multicomponent Signal: The reconstruction of a multicomponent signal is considered in this example. Note that the instantaneous frequency of this signal shows a rather complex form. Nevertheless, for this multicomponent signal, we are still able to obtain a satisfactory reconstruction of the phase and the pseudo Wigner distribution, using only two close fractional power spectra (see Fig. 3 ). The discretization parameters are the same as in Example 1 ( , ).
Example 4-Reconstruction of a Monocomponent Signal From Projections Around a Nonzero Angle:
In this example, we consider the reconstruction of a signal that is similar to that in Example 1 but from two close projections around the angle where the instantaneous power of the signal changes significantly. Now, we use a wide lag window function, extending over the entire considered time interval , corresponding to points. This window produces a distribution which is close to the pure Wigner distribution, without the attribute pseudo. The signal discretization parameters and the window size in this example are such that the number of points along the time and the frequency axes is the same; i.e., the Wigner distribution in discrete form is a square matrix. We now reconstruct the signal in the fractional domain for the angle , with , which implies that the reconstructed signal is the fractional FT of the original signal for . The original signal can easily be obtained as an inverse fractional FT for the same angle. Comparing Fig. 4(a) and (d) , one can observe a high quality of the signal reconstruction. Indeed, Fig. 4(d) is the rotated version of the WD reconstructed from two close projections around the angle . Example 5-Influence of the Angle Difference on the Reconstruction Quality: The signal from the previous example is used for the numerical illustration of the influence of the angle difference in (28). The reconstructions are performed from the projections around for three values of : , , and (see Fig. 5 ). We can see that near the end points, a deviation in the reconstructed distribution and the instantaneous frequency exists for and that this deviation is very emphatic for . The accuracy of reconstruction also depends on the complexity of the fractional amplitude in (28). From this illustration and other similar numerical experiments with various signals, we have concluded that values of in the order of , up to a few degrees, produce satisfactory numerical results.
Example 6-Noisy Signal:
The reconstruction algorithm is tested for noisy cases as well. The signal from Example 1, contaminated by Gaussian, complex-valued, white noise is considered. Various values of the local SNR have been used in simulations. Fig. 6 presents the reconstruction result for a SNR dB. Small deviations of the reconstructed distribution can be seen in this case. From numerous calculations, we have concluded that the reconstruction threshold is at about SNR dB. Below this value, the degradation of the reconstructed distribution is significant. Nevertheless, it seems that for signal reconstruction in a very high noise, the knowledge of several pairs of close projections would improve the results. In that case, we can calculate the differences of the fractional power spectra for several small angles and then average them. Furthermore, using other discrete differentiators that are different from the simple one given by a mere difference would also improve noisy case results. However, since the original algorithm produces a satisfactory reconstruction, even for as low a SNR as a few decibels, we have not implemented this variation of the algorithm, for now. Note that the original noisy distribution Fig. 6(a) and the reconstructed distribution Fig. 6 (f) differ slightly. The noise in the original distribution is additive, whereas the reconstructed distribution is obtained from the estimated noisy instantaneous frequency and reconstructed noisy amplitude. Due to extremely fast variations of the noise, some mismatching between the variations in the amplitude and the instantaneous frequency can exist and cause a slightly different behavior of these distributions. It is exhibited more and more for lower SNR values, and below about 3 dB, the algorithm stops to produce satisfactory results.
VIII. CONCLUSIONS
In this paper, we have established the relation between the angular derivative of the fractional power spectra and the instantaneous frequency, and we have proposed a method of phase reconstruction from only two close projections of the Wigner distribution. The numerical simulations show that the discussed phase retrieval algorithm produces good results for several types of signals. The reconstruction technique works well for a signal-to-noise ratio as low as about 3 dB. The main advantages of the proposed method are that it is noniterative and demands a minimum number of initial data-only two close fractional FT power spectra-which are related to easily measurable power distributions. In optics and quantum mechanics, for instance, the fractional FT spectrum corresponds to the intensity distribution and the probability distribution, respectively.
We have also briefly discussed the possible applications of the angular derivatives of the fractional FT power spectra for signal processing, time-varying filtering, edge detection, etc. It becomes especially attractive if only the fractional spectra of a signal are known.
