The Pearson correlation, correlation ratio, and maximal correlation have been well-studied in the literature. In this paper, we studied the conditional versions of these quantities. We extend the most important properties of the unconditional versions to the conditional versions, and also derive some new properties.
Introduction
In the literature, there are various measures available to quantify the strength of dependence between two random variables, including the Pearson correlation coefficient, the correlation ratio, the maximal correlation coefficient, etc. The Pearson correlation coefficient is such a well-known measure that quantifies the linear dependence between two real-valued random variables. For real-valued random variables X and Y , it is defined as
, var(X)var(Y ) > 0, 0, var(X)var(Y ) = 0.
The correlation ratio was introduced by Pearson (see e.g. [6] ), and studied by Rényi [15, 14] . For a realvalued random variable X and an arbitrary random variable Y , the correlation ratio of X on Y is defined by θ(X; Y ) = sup g ρ(X; g(Y )),
where the supremum is taken over all Borel-measurable real-valued functions g(y) such that var(g(Y )) < ∞. It was shown that θ(X; Y ) = var(E[X|Y ]) var(X) = 1 − E[var(X|Y )] var(X) .
Another related dependence measure is Hirscbfeld-Gebelein-Rényi maximal correlation (or simply maximal correlation), which measures the maximum possible (Pearson) correlation between square integrable realvalued random variables generated by either of two random variables. For two arbitrary random variables X and Y , the maximal correlation of X and Y is defined by ρ m (X; Y ) = sup f,g ρ(f (X); g(Y )),
By the definitions, it is easy to verify that
where the supremum is taken over all Borel-measurable real-valued functions f (x, u) such that E[var(f (X, U )|U )] < ∞.
Note that the unconditional versions of correlation coefficient, correlation ratio, and maximal correlation were well studied in the literature; see [15, 14] . The conditional version of maximal correlation was first introduced by Ardestanizadeh et al. [1] . Later Beigi and Gohari [3] used it to study the problem of nonlocal correlations. In this paper, we study these conditional correlations, especially the conditional maximal correlation, and derive some useful properties. Furthermore, to state our results clearly, we also need to define event conditional correlations as follows.
Definition 4. Given an event A, denote the conditional distribution of (X, Y ) given A as P X,Y |A . Assume
as the event conditional correlations of X and Y given A, where κ ∈ {ρ, θ, ρ m } and κ(X ′ ; Y ′ ) denotes the corresponding unconditional correlation of X ′ and Y ′ .
Obviously, event conditional correlations are special cases of corresponding conditional correlations. Moreover, if the distribution of (X ′ , Y ′ ) is the same as the conditional distribution of (X, Y ) given U = u, then the unconditional correlations of (X ′ , Y ′ ) respectively equal the corresponding event conditional correlations of (X, Y ) given U = u, i.e., κ(X ′ ;
If the distribution of U satisfies P (U = u) = 1 for some u, then the conditional correlations of (X, Y ) given U respectively equal the corresponding event conditional correlations of (X, Y ) given U = u, i.e., κ(X;
Properties

Basic Properties: Other Characterizations, Continuity, and Concavity
In this subsection, we provide other characterizations for the conditional correlation ratio and conditional maximal correlation, and then study continuity (or discontinuity) and concavity properties of the conditional maximal correlation. First by the definitions, we have the following basic properties. Theorem 1. For any random variables X, Y, Z, U , the following inequalities hold.
Next we characterize the conditional correlation ratio and conditional maximal correlation by ratios of variances.
Theorem 2. (Characterization by the ratio of variances). For any random variables X, Y, Z, U , the following properties hold.
Remark 3. The correlation ratio is also closely related to the Minimum Mean Square Error (MMSE). The optimal MMSE estimator is E[X|Y, U ], hence the variance of the MMSE for estimating X given (Y, U ) is
The unconditional version of Theorem 2 was proven by Rényi [15] . Theorem 2 can be proven by a proof similar to that in [15] , and hence omitted here. Next we characterize conditional correlations by event conditional versions.
Theorem 3. (Characterization by event conditional correlations). For any random variables X, Y, U,
where (It is obvious that there are many random variable pairs satisfying the conditions.) Denote the distribution of (W, Z) as P W,Z . Now we consider a triple of random variables (X, Y, U ) such that P U (0) = P U (1) = 1 2 and (X, Y )|U = 0 ∼ P W,Z and (X,
where P U denotes the pmf of U . Note that Beigi and Gohari [3] defined the conditional maximal correlation via (7) . This theorem implies the equivalence between the conditional maximal correlation defined by us and that defined by Beigi and Gohari.
Remark 6. If U is an absolutely continuous random variable, then
where p U denotes the pdf of U .
Proof. We first prove (4) . Denote A λ := {u : ρ(X; Y |U = u) > λ} and λ * := inf {λ : P U (A λ ) = 0}. Hence P U (A λ ) = 0 for any λ > λ * ; and P U (A λ ) > 0 for any λ < λ * . It means that λ * = ess sup u ρ(X; Y |U = u). Therefore, to show (4), we only need to show ρ(X; Y |U ) ≤ λ * . We can upper bound ρ(X; Y |U ) as follows.
where (9) follows by the Cauchy-Schwarz inequality, and (10) follows from Theorem 15.2 of [4] and the fact P U (A λ ) = 0 for any λ > λ * . From (2), (5) follows immediately. Finally, we prove (6) . Similarly as in the proof above, we denote A λ := {u : ρ m (X; Y |U = u) > λ} and λ * := inf {λ : P U (A λ ) = 0}. Hence P U (A λ ) = 0 for any λ > λ * ; P U (A λ ) > 0 for any λ < λ * ; and λ * = ess sup u ρ m (X; Y |U = u). Therefore, to prove (6), we only need to show ρ m (X; Y |U ) = λ * . On one hand, by derivations similar as (8)-(11), we can upper bound ρ m (X; Y |U ) as follows.
On the other hand, we assume f (x, u) is a function such that
var
The existence of f (x, u) follows from the definition of ρ m (X; Y |U = u). According to the definition of A λ , we have that P U (A λ ) > 0, and for each
where (13) follows from (12) . Since λ < λ * and 0 < α < 1 are arbitrary, we have ρ m (X; Y |U ) ≥ λ * . Combining the two points above, we have ρ m (X; Y |U ) = λ * .
For discrete (X, Y ) with finite supports, without loss of generality, the supports of X and Y are assumed to be {1, 2, ..., m} and {1, 2, ..., n}, respectively. For this case, denote λ 2 (u) as the second largest singular value of the matrix Q u with entries
For absolutely-continuous X, Y , denote λ 2 (u) as the second largest singular value of the bivariate function
, where p(x, y|u) denotes a conditional pdf of (X, Y ) respect to U . Then we have the following singular value characterization of conditional maximal correlation. 
Remark 7. This property is consistent with the one of the unconditional version by setting U to a constant, i.e., ρ m (X; Y ) = λ 2 .
Proof. The unconditional version of this theorem was proven in [17] . That is, for discrete X, Y with finite supports, ρ .
Combining this with Theorem 3, we have (14) .
Note that, ρ m (X; Y |U ) is a mapping that maps a distribution P X,Y,U to a real number in [0, 1]. Now we study the concavity of such a mapping. Proof. This theorem directly follows from the characterization in (6) .
For a discrete random variable, the distribution is uniquely determined by its pmf. Therefore, for discrete random variables (X, Y, U ), ρ m (X; Y |U ) can be also seen as a mapping that maps a pmf P X,Y,U to a real number in [0, 1]. Assume X , Y, U ⊂ R are three finite sets. Denote P (X × Y × U) as the set of pmfs defined on X × Y × U (i.e., the |X | |Y| |U| − 1 dimensional probability simplex). Consider ρ m (X; Y |U ) as a mapping ρ m (X; Y |U ) : P (X × Y × U) → [0, 1]. Now we study the continuity (or discontinuity) of such a mapping.
Corollary 2. (Continuity and discontinuity). For finite sets
On the other hand, singular values are continuous in the matrix (see [9, Corollary 8.6.2]), hence λ 2 (u) is continuous in P X,Y |U=u . Furthermore, since P U (u) > 0, ∀u ∈ U, Q X,Y,U → P X,Y,U in the total variation distance sense implies Q U → P U and Q X,Y |U=u → P X,Y |U=u , ∀u ∈ U. Therefore, ρ 
2) Moreover, ρ m (X; Y |U ) = 0 if and only if X and Y are conditionally independent given U . Furthermore, for discrete random variables X, Y, U with finite supports, ρ m (X; Y |U ) = 1 if and only if f (X, U ) = g(Y, U ) for some functions f and g such that H(f (X, U )|U ) > 0 (i.e., X and Y have conditional Gács-Körner common information given U [7] ), where H(Z|W ) := −E log P Z|W (Z|W ) denotes the conditional entropy of Z given X.
Proof. The statement 1) follows from the definitions of these three conditional correlations. The statement 2) with degenerate U (unconditional version) was proven by Rényi [15] . The statement 2) (conditional version) follows by combining Rényi's results and the characterization in (6) .
Next we show that the three conditional correlations are equal for the Gaussian case. Theorem 6. (Gaussian case). For jointly Gaussian random variables X, Y, U , we have
Proof. The unconditional version of (15) 
Other Properties: Tensorization, DPI, Correlation ratio equality, and Conditioning reducing covariance gap
The tensorization property and the data processing inequality for the unconditional maximal correlation were proven in [17, Thm. 1] and [20, Lem. 2.1] respectively. Here we extend them to the conditional case.
Theorem 7. (Tensorization). Assume given U, (X n , Y n ) with X n := (X 1 , X 2 , ..., X n ) and Y n := (Y 1 , Y 2 , ..., Y n ), is a sequence of pairs of conditionally independent random variables, then we have
Proof. The unconditional version
for a sequence of pairs of independent random variables (X n , Y n ) is proven in [17, Thm. 1] . Hence the result for the event conditional maximal correlation also holds. Using this result and Theorem 4, we have
where (18) follows by the following lemma. This lemma follows from the following two points. For a number ǫ > 0, assume i * ∈ I satisfies that ess sup u f (i * , u) ≥ sup i∈I ess sup u f (i, u) − ǫ. Then for any function f ,
Since ǫ > 0 is arbitrary, we have ess sup u sup i∈I f (i, u) ≥ sup i∈I ess sup u f (i, u).
On the other hand, denote λ * i := ess sup u f (i, u). Then by the definition of ess sup, we have P U (u : f (i, u) > λ * i ) = 0 for all i ∈ I. Hence by the union bound, we have P U (u : ∃i ∈ I s.t. f (i, u) > λ * i ) = 0. Furthermore, for a number ǫ > 0, sup i∈I f (i, u) > sup i∈I λ * i + ǫ implies that there exists an i ′ ∈ I such that
By the definition of ess sup, we have ess sup u sup i∈I f (i, u) ≤ sup i∈I λ * i + ǫ. Since ǫ > 0 is arbitrary, we have ess sup u sup i∈I f (i, u) ≤ sup i∈I ess sup u f (i, u). 
Moreover, equalities hold in (19)-(21) if (X, Z, U ) and (Y, Z, U ) have the same joint distribution.
Proof. Consider 
. This completes the proof.
We also prove that conditioning reduces covariance gap as shown in the following theorem, the proof of which is given in Appendix A.
Theorem 10. (Conditioning reduces covariance gap). For any random variables X, Y, Z, U,
i.e.,
Remark 10. The following two inequalities follow immediately.
Concluding Remarks
In this paper, we defined several conditional correlation measures and derived their properties, especially for the conditional maximal correlation. From these properties, one can observe that the maximal correlation and correlation ratio share many similar properties as those of the mutual information, such as invariance to bijections, chain rule (correlation ratio equality), data processing inequality, etc. On the other hand, the maximal correlation and correlation ratio also have some different properties, such as for a sequence of pairs of independent random variables, the mutual information between them is the sum of mutual information over all pairs of components (i.e., additivity); while the maximal correlation is the maximum of the maximal correlations over all pairs of components (i.e., tensorization). In inference and privacy, a fundamental question is that: given an observation Y , how much information can we learn about a hidden random variable X from Y ? Or equivalently, how much information is leaked from X to Y ? In [2, 5, 11, 12, 13] , the maximal correlation ρ m (X; Y ) was used to measure the information leakage from X to Y (or from Y to X). The maximal correlation admits the following operational interpretation [11] . Assume that the adversary's interest about X could be any function of X, and is unknown by the system designer. Then according to the characterization in (3),
where mmse(f (X)) mmse(f (X)|Y ) is the ratio of MMSEs for estimating X without or with Y being given. Hence the maximal correlation characterizes such an information leakage (which is termed Worst-Case Variance Leakage). Furthermore, if the adversary's interest is known, and it is X itself, then the Variance Leakage can be defined as log mmse(X) mmse(X|Y ) , which can be shown to equal − log 1 − θ 2 (X; Y ) . Now we consider a more general case, in which there exists some public random variable U that can be accessed by both the system designer and the adversary. For this case, it is natural to replace the unconditional correlations ρ m (X; Y ) and θ(X; Y ) with the corresponding conditional versions ρ m (X; Y |U ) and θ(X; Y |U ) to measure the information leakage. Such conditional correlations are generalization of the unconditional versions, and have similar operational meanings as the unconditional versions, i.e., the Worst-Case Variance Leakage and Variance Leakage.
Furthermore, the correlation ratio and maximal correlation are also related to rate-distortion theory. The maximal correlation were used to compute Wyner's common information for Gaussian sources in [19] , and used to derive converse results for distributed communication in [1, 20] .
A Proof of Theorem 10
For simplicity, we only prove the degenerate Z case, i.e., Evar(X|U )Evar(Y |U ) − Ecov(X, Y |U ) ≤ var(X)var(Y ) − cov(X, Y ).
(28)
For non-degenerate Z case, it can be proven similarly. By the law of total covariance, we have cov(X, Y ) = Ecov(X, Y |U ) + cov(E(X|U ), E(Y |U )).
Hence to prove (28), we only need to show Evar(X|U )Evar(Y |U ) + cov(E(X|U ), E(Y |U )) ≤ var(X)var(Y ).
To prove this, we consider 
Since Evar(X|U ) ≥ 0, from (32), we have var(E(X|U )) ≤ var(X).
Similarly, we have var(E(Y |U )) ≤ var(Y ).
Therefore, var(E(X|U ))var(E(Y |U )) ≤ var(X)Evar(Y ).
Combining (31) and (33), we have Evar(X|U )Evar(Y |U ) ≤ var(X)var(Y ) − var(E(X|U ))var(E(Y |U )).
Furthermore, by the Cauchy-Schwarz inequality, it holds that
= var(E(X|U ))var(E(Y |U )). This is just the inequality (29). Hence the proof is complete.
