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Abstract-Univariate polynomial root-finding is the oldest classical problem of mathematics and 
computational mathematics, and is still an important research topic, due to its impact on computa- 
tional algebra and geometry. The Weierstrass (Durand-Kerner) approach and its variations as well 
as matrix methods based on the QR algorithm are among the most popular practical choices for si- 
multaneous approximation of all roots of a polynomial. We propose an alternative application of the 
inverse power iteration to generalized companion matrices for polynomial root-finding, demonstrate 
its effectiveness, and relate its study to unifying the derivation of the Weierstrass (Durand-Kerner) 
algorithm (having quadratic convergence) and its extensions having convergence rates 4,6,8,. Our 
experiments show substantial improvement versus the latter algorithm, even though the inverse power 
iteration is most effective for the more limited tasks of approximating a single root or a few selected 
roots. @ 2004 Elsevier Ltd. All rights reserved. 
Keywords-Polynomial root-finding, Weierstrass (Durand-Kerner) algorithm, Higher-order root- 
finders, Generalized companion matrices, Matrix methods for root-finding, Inverse power iteration. 
1. INTRODUCTION 
Univariate polynomial root-finding is the oldest problem of mathematics and computational 
mathematics. It remained the central subject in these fields for about four millennia since Sume- 
rian time (see [l-3] for the bibliography and a survey). The problem still remains an important 
research topic, particularly due to its applications to algebraic and geometric computations. From 
the asymptotic computational complexity point of view, the problem was solved in [4-61, where 
optimal (up to polylog factors) computational time bounds were reached under both arithmetic 
and Boolean and both sequential and parallel computational models. The algorithms in [4-61, 
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however, are quite involved, which complicates their numerical analysis and practical implemen- 
tation. The users presently prefer some easily implementable iterative algorithms. As a rule, 
rapid convergence of these algorithms is proved only locally, that is, where the roots are isolated 
from each other and are already approximated closely. Under the customary choices of initial 
approximations, however, rapid global convergence has been confirmed by statistics of extensive 
application of the algorithms in computational practice. 
For simultaneous approximation of all n roots of a given polynomial, most popular practical 
choices are the Weierstrass (Durand-Kerner) iteration (hereafter, we refer to it as the W(D-K) 
iteration) and its variations such as Aberth’s (Ehrlich/BGrsch-Supan’s), Farmer-Loizou’s, and 
Werner’s (see [7] on derivation of such algorithms). Their convergence rate is quite high (it varies 
from 2 to 4), but the matrix methods based on the QR algorithms are still considered competitive. 
The latter methods (see [8-131, and the bibliography therein) implemented numerically with the 
standard IEEE arithmetic use the order of n3 flops for all zeros (versus O(n2) per iteration step 
in the W(D-K) iteration and its modifications). 
In the present paper, our first innovation (in Section 2 and Corollary 4.6) is a simple unified 
derivation of the W(D-K) iteration and its extensions having convergence rates 4,6,8,. . . . This 
is a purely technical innovation, not leading to any acceleration of the W(D-K) iteration but 
showing once again the relevance of matrix methods. We briefly recall some effective policies 
for choosing initial approximations to the roots in Section 3. Then in Sections 4-8, we revisit 
the inverse power iteration and apply it to the general class of generalized companion matrices 
associated with the input polynomial. This class includes Frobenius-plus-diagonal matrices as 
well as rank-one-plus-diagonal matrices and was much studied in the literature (see [7,14,15], and 
the bibliography therein), but never with the use of the inverse power iteration. The latter quite 
natural but yet unexplored approach, which can be immediately applied to approximating a single 
zero, uses O(n) flops per iteration step and exhibits fast convergence in our tests. We supply 
some details of application of the method to the generalized companion matrices; in particular, 
we show explicit expressions for the eigenvectors of a generalized companion matrix in terms 
of its eigenvalues and their approximations. The derivation of the expressions turns out to be 
closely related to our derivation of the W(D-K) iteration and its cited extensions to iterations 
with higher convergence rates. 
The main part of our work (Sections 4-8) is the elaboration upon the inverse power iteration for 
the diagonal-plus-rank-one matrices including the deflation and extension of the approximation 
from a single root to several or all roots. In Section 8, we report the results of our numerical 
experiments. These results demonstrate improvement over the W(D-K) iteration even for com- 
puting all roots, which is the hardest task for the inverse power versus W(D-K) iteration. In 
Section 9, we summarize our study and comment on its further directions, in particular based on 
associating Frobenius or Frobenius-plus-diagonal matrices with the given polynomial. 
Our analysis of the inverse power iteration can be partly extended to the eigencomputation for 
an important class of semiseparable + diagonal matrices. 
2. THE WEIERSTRASS (DURAND-KERNER) 
ITERATION AND ITS HIGHER-ORDER EXTENSIONS 
Given n distinct values sr, . . . , s, approximating the unknown distinct roots (zeros) ~1,. . . , z, 
of a polynomial 
the W(D-K) iteration consists in recursive computation of improved approximations 
ti = si - di, i=l,...,n, (2.2) 
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where 
Qi(Si) = q’(s,), i = 1,. . . ,727 (2.3) 
(2.4) 
The W(D-K) iteration has a local quadratic convergence and only requires computation of the 
values p(si) and q’(si), i = 1,. , R. Hereafter, we refer to d,s as to the W(D-K) corrections. 
To derive the iteration, one may apply Newton’s method to the Vi&e system of polynomial 
equations, relating the coefficients of p(x) to the symmetric functions in its zeros 21,. . . , z,. 
Moreover, the iteration can be written as 
zllew old = zi P (ZP’“) z 
-q” 
i=l,...,n, 
which is Newton’s iteration 
with p’(x) replaced by 
interpolation formula 
,&j 
z,new zz zi 
P ('2"'") 
-pl’ 
i=l,...,rz, 
its approximation q’(z). Our next alternative derivation via the Lagrange 
P(x) = 4C2) + 2 diqi(z) 
i=l 
(2.5) 
also produces iterations with the convergence rates 4,6,8, . . We present this unified derivation 
because it is technically simple and provides new insights, even though it implies no acceleration 
of the original W(D-K) lg th ( a ori m see Table 1 and the end of this section). 
THEOREM 2.1. Let zi # sj for all j # i. Then we have 
4 
si-zi= l+?z dj/(zi-sJ’ 
i=l,...,n. 
i 
(2.6) 
PROOF. Substitute z = zi into (2.5) and obtain that q(.Zi) + CyZ, djqj(zi) = 0. If zi = si, 
then di = 0, and (2.6) trivially holds. Otherwise, divide by q(zi), substitute (2.3) and (2.4), and 
obtain that 
$ 4 c, 4 
1+EL&=o; LA+%. 
z 3 Si - Zi 
Multiply both sides by (si - zi)/(l -/- Cjfi dj/(zi - ~j)) to obtain (2.6). 
Let us write 
A = m,q{ldil + Izi - sil}. 
We immediately deduce from (2.6) that 
zi = ti + 0 (A’) 1 
ti = pi - di, 
i = l,...,n, 
I 
(2.7) 
(2.8) 
which shows quadratic local convergence of the W(D-K) iteration (2.2). 
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Substitute (2.8) on the right-hand side of (2.6) and obtain a known iteration of the fourth order 
(cf. m 
zi = ti + 0 (A4) , 
4 
ti = si - - 
1 + Ui’ i= l,...,n. 
I& = 
Cjfi di 
si - di - sj ’ 
Similarly, substitute (2.9) into (2.6) and obtain an iteration of the sixth order 
zi = ti + 0 (A6) , 
4 ti = si - - 
1 +ui’ i=l,...,n. 
vi = 
cj+ di 
si - di/(l + ui) - ~j ’ 
(2.9) 
(2.10) 
Continue this pattern, substitute (2.10) into (2.6), obtain an iteration of the eighth order 
zi = ti + 0 (As) y 
and so on. In this process, each increase of the convergence rate by two requires additional 
computation of the values 
c 4 
yi=l+E- 
hi - sj ’ 
i=l,...,n, (2.12) 
where hi are readily computable. 
Observe that the cost of performing a single step of the W(D-K) iteration is just 4n2 + O(n) 
arithmetic operations (ops), whereas each step of a higher-order extension requires 3n2 ops. If 
we assume that all arithmetic operations have the same cost, then the arithmetic cost of a step of 
the k th-order extension is c(k) = (4 + 31c)n2 ops, Ic = 0, 1, . . . . We may evaluate the performance 
of each iteration in terms of the weighted cost c(k) log2(2k + 2), where (21c + 2) is the order 
of convergence. This expression represents the ratio of two estimates for the arithmetic cost of 
ensuring an upper bound E on the approximation error, E + 0. These two estimates are given 
by the selected method, and by an ideal quadratically convergent method having unit cost per 
iteration. Table 1 shows that if we assume that all arithmetic operations have the same cost, then 
acceleration of the fourth order is the best choice. On the other hand, if we work with complex 
numbers, each complex addition costs two real ops, each complex multiplication costs 6 ops and 
complex division 11 ops. Therefore, the approximation of the complex roots of a polynomial with 
real coefficients costs 12n2 + O(n) ops for each step of the W(D-K) iteration, and 15n2 additional 
ops for each step of higher-order extension. In this case, the W(D-K) iteration is still the most 
efficient method. 
Table 1. Weighted cost of the higher-order extensions. 
Method DK2 
weighted cost over W 471’ 
weighted cost over Cc 1271~ 
DK4 DK6 DK8 
3.5n2 3.8n2 4.3n2 
13.5n2 16.2~1~ 19n2 
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3. THE CHOICE OF INITIAL APPROXIMATIONS 
It is well known from extensive numerical tests that as a rule the W(D-K) algorithm as well as its 
various extensions converge rapidly if they use a random set of initial approximations ~1, . , s,. 
A customary choice is .si = awiP1, i = 1, . . ,n, where w = exp(27r&i/n) is a primitive n th root 
of 1, a/maxi IziJ is set to, say 1.5 or 2, and Izil are the unknown zeros of p(z). Carstensen in [lG] 
chooses sl,... , s, by using Gershgorin’s discs. Bini in [17] chooses the initial approximations on 
circles with radii computed based on Rouchk theorem and Newton’s polygon. Fortune [13] applies 
the QR algorithm to the Frobenius matrix F(p) and uses the computed approximations to the 
eigenvalues as the initial approximations si. In spite of the order of n3 flops involved, this single 
precision computation is quite fast, according to Fortune. Finally, a slower but reliable customary 
option is the continuation (or homotopy) approach, where one begins with a polynomial p,(x) = 
q(x) = nj(x - sg(~o)), which has n fixed zeros sl(~o), . . , s,(T~) and then recursively computes 
the zeros sj (TV) for a sequence of polynomials p,(x) = T&Z) + (1 - r,)q(z), i = 0, 1, , I(: 
To < ‘1 < . . . < 7~ = 1, using the values s3 = sj (pi) as th e initial approximations to tj = sj (7,+1)! 
j=l,... , IZ. We refer the reader to [7,18-211 on these and some other choices. 
4. GENERALIZED COMPANION 
MATRICES AND THEIR EIGENVECTORS 
DEFINITION 4.1. An n x n matrix C = C@(X)) IS a g enerulized companion matrix for a polyno- 
mial p(x) in (2.1) if {zl, , z,,} is the set of the eigenvalues of C. 
Thus, root-finding for p(z) amounts to the eigenvalue problem for C, where matrix methods 
can be applied. Next, we recall two most important classes of generalized companion matrices C 
and express their eigenvectors via ~1, : 2,. In the next section, we examine application of the 
inverse power method to these matrices, which can be viewed as an alternative or as a complement 
to the algorithms of Section 2. 
EXAMPLE 4.2. The Frobenius (companion) matrix C = F@(z)) is given by 
,t 
0 1 
Q(x)) = 
" 1 
1 
-Po -P1 "' -Pn-1 
provided that p(x) = 9 + Cyzol pix2. It has the eigenpairs (zi, vi), where 
n-l 
v, = z; ) ( > i=1,...,71. j=o (4.1) 
A natural generalization (see [14]) is the matrix F(p(z)) + D, where D, is a diagonal matrix 
with diagonal entries ~1, s:!, . . , s,. Its characteristic polynomial can be represented in Newton’s 
form as 
2 Pk ficx - Si), p, = 1. 
k=O i=l 
Here is another important subclass of generalized companion matrices. 
DEFINITION 4.3. (See [15,22,23].) F or a polynomial p(x) of (2.1) and n distinct values ~1,. : s,,, 
define a rank-one matrix Ed with diagonal entries dl, . . , d, of (2.4) and an associated n x n 
generalized companion matrix 
C = C+ = D, - Ed. (4.2) 
Definition 4.3 leaves us with some freedom in choosing the matrix Ed. In particular, Fiedler 
in [8] proposes Ed = af fT, f = (fi)Tcl, of,? = di, i = 1,. , n, for a fixed scalar or whereas 
Elsner in [22] proposes 
Ed=IdT, (4.3) 
where 1 = (1, 1, . , l)T. 
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The next well-known result [15] easily follows from the Lagrange interpolation formula (2.5). 
THEOREM 4.4. For any pair of matrices C and Ed of Definition 4.3, we have 
det(z1- C) = p(z). 
Our next goal is the expressions for the eigenvectors of the maf;rix C in (4.2),(4.3) via the 
eigenvalues 21, . ..,&. 
Hereafter, write D = D,, E = Ed. 
THEOREM 4.5. Let C be the matrix in (4.2),(4.3) h w ere si are pairwise distinct, d = (di), 
c& = P(Si)/ &+(Si - Sj), i = 1,. . .) k 5 n, and p(x) is the polynomial (2.1) having pairwise 
distinctzeroszl,..., z,. Letsi#zj,fori,j=l,..., n. Then for the right and left eigenvectors uj 
and vi of C, respectively, we have 
j = 1,. . . , k. (4.4) 
PROOF. From Cvj = zjvj we obtain vj = (D - zjI)-‘1 dTvj. Whence, up to the normalization 
factor dTvj we have vj = (D - zjI)-‘l = (l/(si - zj))i. Similarly, from u:C = n:zj we 
obtain uj = (di/(si - ~j))i. I 
COROLLARY 4.6. Equation (2.6) holds. 
PROOF. Equate the ith coordinates on both sides of the vector equation Cvj = zjvj, substi- 
tute vj from (4.4) and obtain (2.6). I 
5. THE INVERSE POWER METHOD FOR A SINGLE 
EIGENVALUE OF A GENERALIZED COMPANION MATRIX 
Under the assumptions of Theorem 4.5, let z be a sufficiently close approximation to an eigen- 
value zj of a matrix C and let v = CT=“=, aivi, llvljz = 1, where vj, j = 1,. . . ,n, are the 
eigenvectors of C and ai # 0. Then the shifted inverse power iteration is defined as follows: 
x(O) = v, Y(k) = (C - zI)-‘x(“-l), dk) = & (5.1) 
zW = XWTcXW, k=1,2,.... (5.2) 
The pair (#“),z(~)) rapidly converges to an eigenvector/eigenvalue pair (vj,zj) (see [24, Sec- 
tion 7.61) provided that for all i # j the ratios /z - zjl/lz - ij z are substantially less than 1 and 
the ratios laj/ai) are not close to 0. Initial approximations z can be computed as in Section 3. By 
the next theorem, each iteration step uses 0(n) flops provided that C is a Frobenius + diagonal 
or generalized companion matrix in (4.2). 
THEOREM 5.1. Given a scalar z such that p(z) # 0, a vector x, and a Frobenius + diagonal 
matrix C = F(p(z)) + D, or a generalized companion matrix C of Definition 4.3, the vectors CX 
and (C - zl)-lx can be computed by using O(n) flops. 
PROOF. We only specify the computation of (C - zl)-lx for C in (4.2). Let us apply Sherman- 
Morrison-Woodbury formula [24, p. 501 to invert the matrix C - ZI for C = D, - ldT of (4.2) 
and (4.3), that is, 
& (D - zI)-ll dT) (D - zI)-l, 
-r = dT(D - zI)-ll. 
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Thus, we have 
(C - d-lv = (D - zl)-lv + & (D - z1)-11, 
u = dT(D - z1)-‘v. 
Therefore, we can compute y = (C - ~1)~‘x by performing n reciprocations, 4n multiplications, 
and 4n additions. For complex data the overall cost amounts to 37n + 0( 1) arithmetic operations 
with real numbers. I 
ALGORITHM 5.2. Shifted inverse power iteration for a generalized companion matrix. 
STEP 1: compute g = (D - A)-'1. 
STEP 2: compute u = g * x where * denotes the component-wise product of vectors. 
STEP 3: compute T = EYE”=, digi. 
STEP 4: compute u = Cr=r diui. 
STEP 5: compute y = u + crg/(l - 7). 
Elaborations upon a similar algorithm for a Frobenius + diagonal matrix is left as an exercise 
for the reader (see [14]). 
Practical statistics shows that random initial eigenvector is usually a good choice for v (see [24]). 
Having some initial information about the eigenvalues, we may further improve this choice based 
on (4.1) or (4.4). If si is close to zi but not equal to z;, then (4.4) suggests the choice of the ith 
coordinate vector as v. For C = F@(z)), one may consider the choice of v = (Cl”=, z,“);:,‘, 
where the power sums of all the zeros zi can be computed in O(nlogn) flops. Consider also 
shifting to v for the reverse P(X). If a crude approximation z to a zero z of p(x) is available, 
then (4.1) suggests (~jj)~ as v. 
As soon as a zero zi of p(x) is closely approximated, one may reapply the algorithm to the de- 
flated polynomial ~(x)/(z-pi). The deflation for C = F(p(z)) only re q uires 2n - 2 multiplications 
and n - 1 subtractions. 
Finally, Theorem 5.1 can be easily extended to the important class of semiseparable + diagonal 
matrices [25,26]; consequently, the inverse power algorithm can be extended to the eigencompu- 
tation for these matrices. 
REMARK 5.3. The convergence of the shifted inverse power algorithm can be accelerated if the 
shift value z is replaced at each step by the current approximation z(‘) of the eigenvalue. In this 
way local convergence to simple eigenvalues becomes superlinear. 
REMARK 5.4. In the shifted power method, we may replace equation (5.2) with the following 
less expensive formula for the eigenvalues approximation: 
Z(k) _ (cy(“))i 
-7’ 
z 
where the subscript i is such that yi # 0. For the matrix C = D - E of (4.2) and (4.3) the latter 
formula turns into 
5 &y!k) 3 3 
p) = Si _ j=l 
y(k) ’ (5.3) 2 
6. DEFLATION OF A GENERALIZED COMPANION 
MATRIX AND APPROXIMATING ALL ITS EIGENVALUES 
Consider implementation of the shifted inverse power method for the matrix C = D-E of (4.2) 
and (4.3). Observe that for the matrix C = D - E the deflation of each approximated eigenvalue 
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can be performed automatically. Let sr, . . . , s, be the initial approximations to the eigenvalues 
and let 
di = 
P(Q) 
g (Si - Sj) 
i 
be the W(D-K) corrections. Let z denote the computed eigenvalue of C, and without loss of 
generality assume that s, is the initial approximation closest to z (recall that we can sort the 
initial approximations in any order). 
REMARK 6.1. Let B = (&) = (sr,. . . , snM1, z)~ and h = (&) be the vector of the W(D-K) 
corrections corresponding to 0 such that 
(6.1) 
Since p(z) = 0, the last row of Cj d is given by (0,. . . , 0,~). Therefore, the (n - 1) x (n - 1) leading 
principal submatrix of Cg 2 coincides with the generalized companion matrix associated with the 
deflated polynomial p(~)](x - Z) and with the vector (sr , . . . , s,-1). This matrix is defined by 
the (n - 1)-dimensional vectors (~1,. . . , ~~-1)~ and bjr the W(D-K) corrections (21,. . . , (i,-1)‘. * n 
The components ~1,. . . , s,-1 are available, whereas the values dr, . . . , d,-r must be computed, 
From (6.1), we immediately deduce that 
(ii =&Si, i=l,...,n-1, 
Si - % 
which provides a simple means for performing deflation with 2(n - 1) additions, n - 1 divisions 
and n - 1 multiplications. 
According to Remark 6.1 we may approximate the eigenvalues of Cs,d by applying the shifted 
inverse power method to a sequence of k x k matrices Cc”) for k = n, n - 1,. . . ,2, where the 
matrix Cck) updates C(“+l) according to (6.1) and (6.2). The eigenvalue.of the matrix C’(l) is 
just sr - dr. The resulting algorithm, with the dynamic choice of the shift value according to 
Remark 5.3, is described below. 
ALGORITHM 6.2. Computing all eigenvalues of a generalized companion matrix. 
INPUT: An integer n and the vectors s = (sr,. . . ,s,)~, d = (dr,. . . ,d,)T; the maximum 
number of iterations N; an error bound E. 
OUTPUT: Approximations ((1, . . . , &) within E to the eigenvalues of the matrix C+. 
COMPUTATION: 
sort sl,...,~~, so that lsil I lsjl f or i > j; apply the same permutation to dr, . . . , d,. 
For j = n, n - 1, . . . ,2 do 
If ldjl > lsjl th enset z = sj(l+c), v = ej, else set z = sj-dj, v = ((sj-z)/(si-z))i 
(compare with (4.4)) 
Set v = 0, err = 1. 
While err > E and u < N do 
v=v+l 
Apply a single shifted inverse power step with x = v according to Algorithm 5.2 
which outputs vector y 
sj - (Ci divi)hj ( compare with (5.3)) set z,,, = 
If err < E then output & = z, else output Failure. 
Choose the si closest to & (compare with the next Remark 6.4), set sj = & and 
exchange sj with si and dj with di. 
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Update the Weierstrass (D-K) corrections di = d, * (si - sj)/(si - z), i = 1,. ,j - 1 
by means of (6.2). 
End do 
output 61 = Sl - dl 
REMARK 6.3. Our main goal is the approximation of the eigenvalues of C (which are the zeros 
of p(x)). Thus, we may alternatively deflate by dividing p(z) by z - Z. For C = F(p(z)) this 
requires only 2n - 2 multiplications and n - 1 subtractions, that is, even less than based on 
Remark 6.1. 
REMARK 6.4. The choice of the initial vector for the shifted inverse power iteration is usually 
heuristic. In many cases a relatively large value of dj does not correspond to a great distance 
from s3 to the closest eigenvalue. Moreover, if Id,/ 5 Is3 1, then the modulus of the W(D-K) 
correction is smaller than the modulus of the approximation, and it is likely that the approx- 
imation sj is not far from an eigenvalue. Once & have been computed, the algorithm selects 
the approximation s, closest to &. Actually, this is not the best strategy. What we have really 
implemented is the closeness condition min( Isi - 63 j + 21 lsi 1 - I& I I). In fact, when we apply the 
shifted inverse power method to approximate polynomial roots (see the next section), we may 
have “approximations” s = peie to some root p’e”’ where p z p’ are very large and 0 may be 
much different from Q’, say, 0 = 0, 0’ = 7r. In this case, the approximation s = pe”O would be 
closer to an eigenvalue with a very small modulus than to p’e”‘. However, the inverse power 
algorithm generally provides a better convergence to pIei*’ if it uses the shift z = pe”. 
7. APPROXIMATING POLYNOMIAL ROOTS 
The inverse power method can be applied to a generalized companion matrix as an efficient 
polynomial rootfinder (for all roots) in the same fashion of [13], although, unlike the method 
in [13] the inverse power method is also effective (and in fact most effective) for approximating a 
single eigenvalue of C (root of p(x)) or a few eigenvalues (roots). It is interesting that even the 
less effective application of the shifted inverse power method to computing all eigenvalues (roots) 
is still superior to the W(D-K) iteration. 
We first recall the following result of [27] (see also [17,28]) which allows us to say if a given 
approximation [ to a zero of p( z 1s a zero of a slightly perturbed polynomial. This will be a ) . 
condition for terminating the iterations. 
THEOREM 7.1. Let p(x) be the polynomial in (2.1) and < a complex number. Denote with fl(p([)) 
the value obtained b,y computing p(c) by means of Horner rule, 
W+l = Eui + J&--i-l, i=O,...,n-1, 
P(t) = WI 
in floating point arithmetic with machine precision p. If 
IflME))I 5 62 lkw, 6 = (12n + 3)/L, (7.1) 
i=O 
then there exists a polynomial $2) = EYE”=, -. a,2 such that & = ai(l+ ti), Itij 5 6, and $0 = 0. 
If inequality (7.1) is not satisfied, then for any polynomial p(z) such that IE,I 5 (l/3) 6 it holds 
that I?(<) # 0. 
If equation (7.1) is satisfied we say that < is a b-approximated zero of p(x). 
ALGORITHM 7.2. Approximating all polynomial zeros. 
INPUT: The degree n and the coefficients a~, . . . , a, of the polynomial (2.1). 
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OUTPUT: Approximations (1, . . , &, to th e zeros of p(z) such that (7.1) is satisfied for [ = xi, 
i =l,...,?z. 
COMPUTATION: 
Compute initial approximations sr , . . . , s, to the zeros of p(x) by means of the recipes 
of [17] or other recipes in Section 3. Set m = n, S = (12n + 3)~~ where ,U is the machine 
precision. 
While m > 0 do 
compute the W(D-K) corrections di, . . . , d, defined by (2.4) and check if si is a S- 
approximated zero of p(x). 
Sort si so that the b-approximated components are at the bottom and the components 
which are not yet d-approximated are ordered with nonincreasing modulus. 
Denote with m the number of components which are not yet S-approximated. 
Apply the shifted inverse power method (Algorithm 6.2) to the m x m generalized 
companion matrix C+ defined by ~1,. . . , s,, dl, . . . , d, and output 
approximations &, . ..,tm. Setsi=&,i=l ,..., m. 
End While 
8. NUMERICAL EXPERIMENTS 
Algorithm 7.2 has been implemented in FORTRAN 90 (the file ips. tgz can be downloaded 
at www . dm. unipi . it/Nbini/software) and compared with the simple W(D-K) iteration imple- 
mented in the Gauss-Seidel style. In order to avoid overflow in the computation of the prod- 
uct fljn_l,j+(Xi - Xj)7 we have replaced this product with its logarithm both in our and in the 
W(D-K) algorithms. The algorithms have been tested with the following set of polynomials. 
l The binomials xn - 1. All the zeros are well conditioned. 
0 Mignotte-like polynomials xn + (100x - 1)3 which modify Maurice Mignotte’s polynomi- 
als. Each of them has three zeros clustered around l/100 and very ill conditioned so 
that Mahler’s root separation bound is almost reached; the remaining zeros are roughly 
uniformly displaced along a circle. 
l Polynomials with unbalanced zeros: xn + 10100x”-3 + 10100x3 + 10P200. Three zeros of 
this polynomial have very large moduli and three zeros have very small moduli. Here it 
is crucial to use the starting criterion of [17]. 
l Mandelbrot polynomials. The polynomials are recursively defined by means of the relation 
mi+l(x) = xmi(x)2 - 1, i=0,1,..., k-1, n=2k-l. 
The value of the Mandelbrot polynomial at a point is computed in O(log, n) ops by a 
suitable subroutine based on the above relations. In order to avoid overflow/underflow, 
the program computes the logarithm of p(x). The stopping condition is similar to the one 
of Theorem 7.1 and is obtained by computing an upper bound on the relative error in the 
floating point computation of p(z). 
The zeros of this class of polynomials determine the Mandelbrot set. Therefore, they 
are clustered in a fractal, and this feature makes it difficult to approximate all the zeros, 
The results are reported in Tables 2-5 where n denotes the degree of the polynomial; cpu is the 
cpu time needed by our algorithm (on the left) and by the W(D-K) algorithm (on the right) run 
over a laptop with a CELERON~ CPU; sweeps denotes the number of times that a new generalized 
companion matrix is generated and that its eigenvalues are computed; w-iter denotes the overall 
weighted number of shifted inverse power iterations, where the weight is m/n with m the size of 
the matrix to which the iteration is applied; finally, iter denotes the overall number of iterations 
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Table 2. Polynomials zn - 1. 
CPU 
0.03 
0.05 
0.09 
0.35 
1.9 
9.5 
37.0 
sweeps 
1 
1 
1 
2 
2 
2 
2 
whiter 
52 
190 
251 
684 
1767 
4394 
6012 
0.02 
0.05 
0.1 
0.4 
15.2 
12.8 
349.1 
iter 
130 
682 
658 
1537 
22585 
9675 
126431 
Table 3. Polynomials zn + (100~ - l)3. 
CPU 
0.01 
0.02 
0.11 
0.4 
1.6 
9.3 
25.6 
sweeps w-iter CPU iter 
99 0.01 206 
204 0.12 1364 
333 0.14 900 
844 0.6 2066 
1165 7.7 11018 
4196 47.4 34671 
3053 342.4 44156 
Table 4. Polynomials 2” + 10100~n-3 + 10”‘Oz3 - 10-200. 
n CPU 
0.02 
0.04 
0.09 
0.4 
2.9 
10.4 
51.5 
sweeps w-iter CPU iter 
72 0.02 224 
189 0.07 514 
253 0.11 598 
597 0.39 1376 
2403 3.6 5511 
3438 10.3 7834 
9103 94.6 36154 
20 
50 
100 
200 
500 
1000 
2000 
Table 5. Mandelbrot polynomials. 
CPU 
0.01 
0.02 
0.12 
0.79 
4.3 
31.5 
265 
sweeps w-iter 
2 131 
2 477 
3 1050 
6 3993 
12 10685 
26 40555 
58 167149 
CPU 
0.01 192 
0.05 623 
0.21 2009 
1.24 7177 
9.8 28404 
78.7 116974 
623 453734 
iter 
15 
31 
63 
127 
255 
511 
1023 
of the W(D-K) method (a whole sweep is performed on all the n approximations and covers n 
iterations). 
According to the results of our experiments, our implementation of the inverse power rootfinder 
significantly accelerates the W(D-K) method, and some additional acceleration is possible with 
better implementation (see, e.g., Remark 6.3). M oreover, the performance of our algorithm 
improves as the degree of the polynomial increases. This makes our approach a valid tool for 
replacing the QR iteration technique used by Fortune in the implementation of his polynomial 
rootfinder. In fact, our algorithm computes all the eigenvalues of a generalized companion matrix 
in O(n2) ops per step, whereas the QR iteration uses the order of n3 ops per step. 
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9. CONCLUSION 
In Section 2, we unified the derivation of the W(D-K) algorithm and its higher-order extensions 
to give a new insight into this approach. In Corollary 4.6 in Section 4, we again revealed the 
correlation between this algorithm and a matrix approach to the same problem. To accelerate 
the W(D-K) iteration, we then applied the shifted inverse power iteration to the generalized 
companion matrices of (4.2) and Example 4.2. The acceleration was confirmed by our numerical 
experiments performed for the matrices in (4.2) and reported in Section 8. We note, however, 
that our method is substantially more powerful for approximating a single root or a few roots or 
even for the highly important task of splitting a polynomial over a fixed root-free annulus [29]. 
A path to further improvement may also lie in application of the inverse power method to the 
Frobenius matrix of Example 4.2 due to simplicity of deflation in this case (see Remark 6.3). 
This method can be tried for other classes of structured matrices, such as diagonal + semisepa- 
rable matrices and diagonal -+ Frobenius matrices. The latter class is associated with polynomials 
represented in Newton’s (rather than Lagrange’s) form [14], and most of our study (except for 
Remark 6.3 on deflation) can be extended. Our further progress will be reported in our upcoming 
papers. 
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