Abstract The genome of eukaryotes is organized into a dynamic nucleoprotein complex referred to as chromatin, which can adopt different functional states. Both the DNA and the protein component of chromatin are subject to various post-translational modifications that define the cell's gene expression program. Their readout and establishment occurs in a spatio-temporally coordinated manner that is controlled by numerous chromatininteracting proteins. Binding to chromatin in living cells can be measured by a spatially resolved analysis of protein mobility using fluorescence microscopy based approaches. Recent advancements in the acquisition of protein mobility data using fluorescence bleaching and correlation methods provide data sets on diffusion coefficients, binding kinetics, and cellular concentrations on different time and length scales. The combination of different techniques is needed to dissect the complex interplay of diffusive translocations, binding events, and mobility constraints of the chromatin environment. While bleaching techniques have their strength in the characterization of particles that are immobile on the second/minute time scale, a correlation analysis is advantageous to characterize transient binding events with millisecond residence time. The application and synergy effects of the different approaches to obtain protein mobility and interaction maps in the nucleus are illustrated for the analysis of heterochromatin protein 1.
FCS

Introduction
The eukaryotic genome is organized by histone proteins into a highly dynamic and polymorphic complex termed chromatin (van Holde 1989) . Large local variations of the chromatin composition exist with respect to the presence and absence of so-called epigenetic modifications of DNA and histones (methylation, acetylation, phosphorylation, etc.) and of associated protein complexes as inferred from genome-wide mapping studies (Campos and Reinberg 2009; Lee and Mahadevan 2009) . Different functional chromatin states are established by regulatory epigenetic networks that control the accessibility of the DNA for transcription, DNA repair and replication machineries. The underlying networks operate via the highly dynamic chromatin binding of proteins that recognize specific epigenetic modifications of histones and DNA, set or remove these, recruit epigenetic modifiers to certain sites or serve as architectural chromatin components (Campos and Reinberg 2009; McBryant et al. 2006; Taverna et al. 2007 ).
Fluorescence microscopy-based methods are ideally suited to measure chromatin interactions in single living cells. Spatially resolved protein mobility data are related to images of cellular structures from fluorescence confocal laser scanning microscopy (CLSM) to identify localization-specific dynamics and interactions of a fluorescently labeled species (Wachsmuth et al. 2008) . The spatial resolution of the mobility and interaction analysis is usually restricted by the diffraction-limited size of the excitation volume in a confocal fluorescence microscopy setup with typical dimensions of at least 200× 200×600 nm. The fluorescent tagging is conducted frequently via fusion of the protein of interest with a green/cyan/yellow/red autofluorescent domain (GFP, CFP, YFP, RFP) (Wang et al. 2008) . The fluorescent labeling of epigenetic modifications in living cells is less well established and a currently emerging field (Kimura et al. 2010) . Approaches include for example (1) the detection of DNA methylation via binding of a 5-methyl-cytosine-binding domain fused to GFP and a nuclear localization signal (Yamagata et al. 2007) , (2) a chromatin-incorporated histone H4 construct that shows a fluorescence resonance energy transfer signal between CFP and a YFP variant that depends on the acetylation state of lysines 5 and 8 (Sasaki et al. 2009 ), and (3) the microinjection of an antibody fragment that recognizes the H3S10 phosphorylation (Hayashi-Takanaka et al. 2009 ).
To measure protein mobility three groups of approaches can be distinguished: One group relies on local photo-induced bleaching (or activation) of fluorescence and a subsequent evaluation of the spatial distribution of the fluorescence signal over time. This approach is used by FRAP (fluorescence recovery after photobleaching) (Axelrod et al. 1976; Peters et al. 1974) , continuous fluorescence photobleaching (CP) or fluorescence loss in photobleaching (FLIP) (Cole et al. 1996; Cutts et al. 1995; Peters et al. 1981; Wachsmuth et al. 2003) . The second group of approaches uses the intensity signal fluctuations of fluorescent molecules entering and leaving the focal volume of a confocal microscope. In fluorescence correlation spectroscopy (FCS) these fluctuations are evaluated by a so-called temporal autocorrelation analysis as reviewed previously (Haustein and Schwille 2007; Wachsmuth et al. 2008; Wachsmuth and Weisshart 2007) . The third group of approaches measures the translocation of individual particles directly over time (Li and Elf 2009; Siebrasse et al. 2007 ). Such single particle tracking methods represent a direct approach to identify diffusive translocations and binding events of a molecule of interest. However, they are frequently limited to relatively short observation periods (<1 s) over which the fluorescence signal can be detected and a rather small number of trajectories that can be acquired for the analysis. Here, we focus on the acquisition of protein mobility maps obtained by the currently available repertoire of bleaching and correlation methods that provide a spatial resolution at or near the diffraction limit, i.e., the focal volume of a confocal microscope (Fig. 1) . Theoretical considerations for analyzing protein mobility data are summarized. Finally, the application of fluorescence microscopy based methods to the analysis of chromatin interactions of heterochromatin protein 1 (HP1) is discussed.
Measuring spatially resolved dynamics and interactions
Bleaching and correlation measurements at a single point Point fluorescence recovery after photobleaching Fluorescence recovery after photobleaching is a widely used photobleaching technique to investigate protein mobilities within living cells. FRAP monitors the redistribution of fluorescently labeled molecules back to an equilibrium state resulting from diffusion or directed transport into a cellular region of interest after having bleached most fluorophores in this region with high intensity laser illumination (Fig. 1a) . Imaging-based FRAP measurements are limited by the efficiency of the bleaching process (multiple bleaching steps may be required for highly photostable fluorophores) as well as the acquisition speed of the fluorescence recovery for the microscope used. The latter usually requires at least a few tens of milliseconds to acquire one image, i.e. diffusion coefficients below 1-10 μm 2 s -1 can be measured.
The drawback of the slow acquisition speed can be overcome by point FRAP (pFRAP), which uses the small observation volume of a confocal microscope fixed at a position of interest to record pre-as well as post-bleach intensities within this focal volume (Table 1) . Taking advantage of this very small bleaching and observation volume (submicrometer dimensions) and a sensitive detection system, shorter bleaching periods and much lower pre-and postbleach intensities are possible. Furthermore, singlepoint detection allows a much higher temporal resolution below the millisecond range (Table 1 ) (Schmidt et al. 2009; Wachsmuth et al. 2008) .
Point continuous fluorescence photobleaching In point CP, the focus of a confocal system is fixed at a desired position in a cell and the decrease of fluorescence in the so-defined observation volume is recorded under continuous illumination ( Fig. 1a ) (Peters et al. 1981) .
Gradually, a dynamic equilibrium between association to and dissociation from immobile structures, diffusion/ transport, and photobleaching is established. This is represented by a characteristic decay of the fluorescence signal which often shows biphasic behavior: a fast initial decay mainly from bleaching of an immobilized or slowly mobile/transiently bound fraction fades into a slow asymptotic decay originating from bleaching of the whole pool of freely mobile molecules exchanging with the bound fraction. Thus, from inspection of the shape of the CP curve one can distinguish the case of fully diffusive or fully immobilized molecules or a mixture of slowly diffusive and transiently bound molecules. Since the bleaching and observation volume of a point CP experiment are sufficiently well-defined a quantitative analysis can also be conducted (Delon et al. 2006; Wachsmuth et al. 2003) . It yields the different fractions and properties of the binding reaction. Moreover, the focus volume dimensions are small in relation to the diffusion distances on the relevant time scale so that the conditions for a pseudo-first order approximation of the immobilization reaction are met in most cases when the bleaching and the dissociation rate are of the same order of magnitude.
Single-point fluorescence correlation spectroscopy FCS employs thermal concentration fluctuations in an equi- librium state in order to determine diffusion properties and interactions Magde et al. 1974; Wachsmuth and Weisshart 2007) . Concentration fluctuations can be measured at concentrations of fluorescently labeled proteins in the nM to μM range. In a point FCS (pFCS) experiment, the focus of a confocal laser illumination and fluorescence detection system like that of a CLSM defines a small observation volume. As for pFRAP and point CP, it is fixed at a position of interest (Fig. 1a) . Due to their diffusion, fluorescently labeled molecules can enter and leave the focus, resulting in signal fluctuations at the detector. The amplitude of the fluctuations is related to the number of molecules, whereas the characteristic dwell time inside the focal volume is determined from the decay of the curve. Thus, appropriate models for the source of fluctuations and the characteristic shape of the focal volume allow for deriving concentrations and diffusion coefficients as well as for distinguishing freely diffusing proteins from proteins bound to large complexes or cellular structures. FCS measurements at different cellular locations (typically of 10-60 s at each locus) can be performed sequentially to look for correlations between mobility and interactions with cellular structures (Dross et al. 2009; Müller et al. 2009; Schmidt et al. 2009 ). In principle, this can be done at enough positions to derive a mobility map with the caveat that during the data acquisition period cell dynamics usually become significant. Depending on mobility and brightness of the particle the acquisition time for a correlation analysis can be reduced to some seconds or even tens of milliseconds to increase the number of cellular regions that are sampled (Roth et al. 2007) . By extending the FCS setup to a two-color system and by labeling potentially interacting proteins with two spectrally distinct fluorophores, fluorescence cross-correlation spectroscopy provides a highly sensitive readout for bimolecular interactions (Ricka and Binkert 1989; Rippe 2000; Schwille et al. 1997 ).
Point scanning correlation spectroscopy methods
Scanning fluorescence correlation spectroscopy The scanning FCS (sFCS) technique refers to a variety of FCS methods, in which the focus is scanned repetitively along a line or a circle (Fig. 1b) (Berland et al. 1996; Petersen 1986; Petrasek and Schwille 2008; Weissman et al. 1976) . By moving the observation volume, very slow diffusion and transport processes can be studied, extending the range of diffusion coefficients accessible with FCS to lower values around 10 −3 μm² s −1 (Ries and Schwille 2006) . Photobleaching effects are alleviated and statistical accuracy is improved due to short time lags between sequential measurements at multiple points within the sample. With sFCS it is possible to measure diffusion coefficients, flow direction, and speed as well as the position of immobilized particles (Skinner et al. 2005) . Another difficulty in pFCS is the correct determination of the focal volume to calculate the diffusion coefficient and the concentration exactly. Using circular scanning FCS with a known scan radius as a spatial measure or two-foci cross-correlation analysis of two alternately scanned parallel lines, sFCS becomes insensitive to disturbances affecting the size of the focal volume (Petrasek and Fig. 1 Fluorescence microscopy-based methods for the investigation of protein mobility in living cells with high spatial resolution. Methods are classified according to the geometry of the excitation setup. For references see Table 1 . a Single-point measurements in a confocal volume element kept at a fixed position within the sample. In point fluorescence recovery after photobleaching (pFRAP), the initial fluorescence signal is recorded, followed by a bleach with a short laser intensity burst, and measurement of the fluorescence signal recovery. For point continuous fluorescence photobleaching (pCP), partial bleaching occurs via continuous illumination with moderate intensity. The decay of the fluorescence signal is recorded. In point fluorescence correlation spectroscopy (pFCS), the intensity fluctuations of the fluorescence signal are measured. b Scanning FCS methods. In line/circular sFCS, the focus volume is moved along a line or a circle (scan progress is depicted by a color gradient). The fluorescence signal at corresponding points is sequentially detected. Scanning is repeated and averaged to improve the signal-to-noise ratio. STICS/RICS (spatio-temporal/raster image correlation spectroscopy) uses sequential illumination of the sample by confocal point scanning. The correlation of intensity fluctuations between different points of the optical section is calculated. RICS and STICS differ with respect to the data analysis and mobility information retrieved (see text for details). c FCS methods with parallel data acquisition. For multifocal FCS (mfFCS) simultaneous illumination at multiple foci is conducted with parallel data acquisition at these sites. Two experimental setups have been implemented to date: the double focus FCS (dfFCS) and the spinning disk confocal microscopy- Image correlation spectroscopy methods (TICS, STICS, and RICS) A variety of image correlation spectroscopy (ICS) methods exist that extract information like densities and concentrations, aggregation, diffusion coefficients, velocities and flow directions as well as interaction parameters from image series acquired with standard fluorescence confocal laser scanning microscopes ( Fig. 1b ) (Kolin and Wiseman 2007; Petersen et al. 1993) . In general, temporal and/ or spatial correlations are computed from fluorescence intensity fluctuations of image pixels. By averaging over cellular areas, a larger number of molecules per frame is sampled and thus better statistics are obtained, albeit at the cost of spatial resolution: ICS can be performed on μm² regions, but the larger the region, the more accurate the results. As a mathematical image-processing method, ICS is based on the calculation of the spatial autocorrelation function (SCF) from intensities recorded at each pixel and fitting with 2D Gaussian functions to extract parameters of interest. From spatial ICS, cluster densities and aggregation states can be determined. To extract molecular dynamics from CLSM images the temporal correlation function of a time series of images is calculated and fitted to an analytical decay model describing the molecular transport (temporal image correlation spectroscopy (TICS)) (Kolin and Wiseman 2007; Srivastava and Petersen 1996; Wiseman et al. 2000) . The amplitude and the decay shape of the temporal correlation function describe the particle number as well as the rate (diffusion/transport coefficient) and the mode of the underlying transport process (free/obstructed/confined diffusion, directed movement). Additionally, the percentage of immobilized molecules can be calculated. The time resolution of TICS is limited to the imaging rate of the microscope and diffusion faster than 10 -2 μm²s -1 is difficult to resolve. The sequential nature of the scanning process used to acquire a CLSM image defines not only a spatial but also a well-defined temporal sampling of the pixels as defined by the scanner settings. Typical pixel dwell times are in a The point CP, FRAP, and FCS as well as the dfFCS experiments are conducted with a confocal microscopy setup with a resolution of about 200×200×600 nm under optimal conditions. sFCS and TICS/STICS/RICS are based on point scanning with the same resolution. However, in practice averaging along the scan line as in sFCS or of an area (raster ICS methods) is conducted to improve the accuracy. In 1D-and 2D-FCS, the lateral resolution is somewhat reduced because a different optical setup is used the μs range, while the time lags between lines are on the ms scale and the times between successive images in the range of s. In raster image correlation spectroscopy (RICS) (Digman et al. 2005a, b) , twodimensional SCFs of the CLSM images are computed that contain contributions from both the scanning process and from the diffusion process, which allows to derive diffusion coefficients up to~100 μm²s -1 . It is essential to correct the data for immobile or slowly mobile components that tend to mask the correlations arising from rapidly diffusing molecules. A critical parameter in RICS is the scan velocity, which has to be chosen in an appropriate relation to particle mobility (Digman et al. 2005a; Kolin and Wiseman 2007) . This limitation can be overcome by using a broad range of scan velocities (Gröner et al. 2010) .
FCS (SDCM-FCS). The technique of 1-dimensional FCS (1D-
While TICS and RICS enable the calculation of diffusion or flow constants, the direction of (rather slow) movements can be determined by a complete spatial and temporal, i.e., frame-to-frame, image correlation analysis (spatio-temporal image correlation spectroscopy (STICS)) (Hebert et al. 2005) . Here, the resulting peaks of the 2D autocorrelation functions broaden but remain centered owing to diffusion, whereas directional flow shifts the peaks towards the flow direction without changing their shape. Similar to RICS, data must be corrected for immobile and slowly diffusing molecules to get accurate flow data. All image correlation methods depend on an analysis of areas at least in the range of micrometer squared, but larger sections ensure a higher accuracy of the data, where possibly many frames should be taken and averaged to improve statistics. Nevertheless, the analysis of certain regions within the cell allows for calculating maps of concentrations, diffusion and flow parameters and-using STICS-for assembling vector maps illustrating flow velocity and direction.
Multifocal FCS with parallel data acquisition and mobility mapping
Multifocal FCS Shape and size of the focal volume, i.e. of the point spread function of the optical setup, are quite sensitive to parameters like coverglass thickness, refractive index mismatch of sample, glass and immersion medium or heterogeneity of the cellular interior. This may affect the calculation of diffusion coefficients or concentrations. These problems are avoided in setups termed dual-or two-focus FCS (dfFCS, 2fFCS) that evaluate the cross-correlation of signals between two distinct detection foci (Fig. 1c) (Brinkmeier et al. 1997; Dertinger et al. 2007; Dittrich and Schwille 2002) . A good signal-to-noise ratio is obtained by adjusting the distance of the foci such that the particle flux between the foci is sufficiently high, i.e., for pure diffusion the typical distance between the foci is chosen to be smaller than in the presence of directional flow.
In order to measure at more foci simultaneously, spinning disk microscopes have been used (Needleman et al. 2009; Sisan et al. 2006) . They enable measurements inside three-dimensional objects, but their coverage of the sample is still incomplete either in space (when parking the disk) or in time (when rotating the disk). Thus, either a restricted number of points is measured with moderate to high temporal resolution or a complete coverage is obtained with a lower temporal resolution of about 1 ms. Spinning disk microscopes usually employ ultra-sensitive electron-multiplying charge-coupled device (EMCCD) cameras. The recent generation of these detectors has a quantum efficiency of up to 90% that is similar to that of an avalanche photodiode at a good signal-to-noise ratio (Art 2006) . This allows for spatially resolved single photon detection on a pixel array.
FCS along a line In a recently introduced optical instrument termed the spatial and temporal fluctuation microscope (STFM), the conventional point-confocal focus volume is elongated in one lateral direction to the optical axis by using cylindrical lenses. Thus, the sample is illuminated along a line. The fluorescence emission is acquired simultaneously at tens or hundreds of pixels arranged continuously on a row of the EMCCD detector array (Fig. 1c) (Heuvelman et al. 2009 ). A high line acquisition rate, i.e., good time resolution of a few tens of μs was obtained with nearly point-confocal spatial resolution. This allows for auto-and cross-correlation data analysis, with the cross-correlation curves being calculated for spatially separated pixels on the line. The result is a spatially resolved line profile for the diffusion coefficient, the concentration and the anomaly parameter. The STFM can be used for simultaneous multi-position measurements, the determination of flow velocities and directed motion or-in homogeneous samples-for time-effective high-precision measurements by averaging over all positions. In comparison to single-point FCS, a FCS measurement along a line (1D-FCS) with a typical acquisition time of 60 s at 120 positions would only last 1 min instead of more than 2 h-which would be a prohibitively large time for the observation of typical nuclear dynamics or chromatin structure-affecting processes.
FCS with plane excitation and detection To perform parallel FCS measurements of a complete image plane, total internal reflection fluorescence (TIRF) microscopy was used (Kannan et al. 2007 ). Illumination in the proximity of the coverglass surface is achieved with an evanescent wave, and fluorescence intensity fluctuations in two dimensions are recorded with an EMCCD. A drawback of TIRF-based FCS with plane excitation and detection (2D-FCS) is that only the plane close to the coverglass can be illuminated and analyzed, making it impossible to study proteins in the nucleus. This limitation does not exist for light sheet-based fluorescence microscopy (LSFM). LSFM is a technique that allows optical sectioning inside three-dimensional objects with good background suppression and reduced photobleaching (Dodt et al. 2007; Huisken et al. 2004) . Fluorescence signals of the optical section are recorded with an EMCCD detector. The intensity traces of the pixels are subjected to an auto-and cross-correlation analysis so that a spatially resolved FCS analysis of a complete image plane becomes possible (Fig. 1c) . This setup is referred to here as 2D-FCS. It was recently introduced to conduct first mobility measurements of fluorescent beads with ms time resolution (Wohland et al. 2010 ) and fluorescent proteins with μs time resolution inside living cells or tissues . Thus, the 2D-FCS approach can provide comprehensive spatial maps of diffusion coefficients or concentrations extracted from up to thousands of correlation curves acquired simultaneously.
Theoretical considerations for analyzing protein mobility data
Brownian motion
The microscopic origin of Brownian motion is the collision with solvent molecules that move randomly due to their thermal energy. This counteracts any concentration gradient that is actively established within the cell and leads to particle diffusion with random translocations. In the absence of perturbations, diffusing particles explore an area, the so-called mean squared displacement (MSD), which increases linearly with time. The corresponding slope is proportional to the diffusion coefficient. Considering typical diffusion coefficients at physiological temperatures, diffusion can be very fast and efficient for transferring particles to all accessible locations on the scale of a cell nucleus, i.e. a few tens of micrometers and below. For a small inert protein with a typical diffusion coefficient in the range of 20-25 μm 2 s -1 at the viscosity of the nucleoplasm it takes less than one second to diffuse across the whole cell nucleus. However, unperturbed diffusion is virtually never observed inside a cell due to several types of interactions, namely binding interactions and collisions with the surrounding environment (Fig. 2) .
Binding leads to decreased mobility
Many proteins undergo some sort of binding interactions while they translocate through the cell nucleus. Although core histones and their variants as well as some centromere proteins are stably associated with chromatin for up to an hour or more, most chromatin-interacting proteins bind transiently, i.e., on the time scale from milliseconds to minutes (Hager et al. 2009; Hemmerich et al. 2010; Misteli 2007; Wachsmuth et al. 2008) . The trajectory of these proteins can be imagined as sequential "hopping", i.e., there are periods in which the protein is free and diffuses and periods in which the protein is bound to the rather slowly moving chromatin fiber (Fig. 3) . Depending on the temporal distribution of diffusion and immobilization, it is either possible to distinguish a bound and a free fraction of the molecules, or their behavior can be described as effective diffusion where the apparent diffusion coefficient D eff is decreased because the particle is trapped part of the time. The fraction of molecules in the bound state is related to the pseudo-equilibrium constant K eq * =k * on /k off =k on c B /k off , which includes the free binding site concentration c B and kinetic on and off rates. Thus, the free mobility of the particle described by its diffusion coefficient D is related to its binding properties according to Sprague et al. 2004) . If the particle interacts transiently with different binding sites with similar dissociation rates, the particle's motion still follows a normal diffusion process. However, if binding occurs at many different binding sites with a sufficiently broad distribution of interaction rates, mobility follows a continuous time random walk (Blumen 1983) . This is referred to as anomalous diffusion or subdiffusion (Saxton 1996) . Accordingly, the MSD of the particle over time is no longer linear as for free diffusion but shows reduced diffusion distances that can be described by a power law. The corresponding exponent, the anomaly parameter α, is smaller than 1 for anomalous diffusion caused by binding interactions as described above. In practical terms, anomalous diffusion means that the effective diffusion coefficient depends on the length or time scale. For α<1 the diffusion coefficient decreases on larger scales, i.e., the transport over longer distances is slower than expected. Thus, diffusion coefficients of an anomalous diffusion process measured experimentally on different length scales, e.g. by using FCS, dfFCS or FRAP, do not necessarily yield the same value.
Volume exclusion and collisions lead to decreased mobility A large part of the cell nucleus is occupied by chromatin. The average nucleosome concentration in mammalian cells is 0.14 mM , and the equivalent of 18-19 mgml −1 DNA yields a typical nuclear volume of 0.4 picoliter or a radius of~4.5 μm ( (Zeskind et al. 2007 ) and references therein). In more densely packed heterochromatin, nucleosome concentrations of 0.2-0.3 mM up to 0.4-0.5 mM are observed (Görisch et al. 2005a; Weidemann et al. 2003) . During interphase, particles up to~20 nm in size experience no restrictions with respect to their nuclear distribution within the 200-300 nm diffraction limit of light microscopy, while larger particles are progressively excluded from dense chromatin regions (Görisch et al. 2005b; Grunwald et al. 2008; Pack et al. 2006; Verschure et al. 2003) . At sizes around 100 nm they are completely excluded from the chromatin network (Görisch et al. 2003; Tseng et al. 2004 ). Thus, exclusion effects can lead to locally increased accumulations of larger proteins or complexes, potentially causing an effective attraction or a spatial confinement or caging (Fig. 2) . It should be noted that a particle size of 20 nm would correspond to protein complexes in the MDa range. Thus, at least on the 200-300 nm scale routinely accessible for diffraction-limited resolution imaging of living cells, essentially all parts of chromatin are accessible to protein factors. However, in the presence of a large amount of immobile obstacles, as it is the case in the chromatin environment, collisions affect the mobility, allowing a particle to "sense" its environment and the corresponding geometry. Similar to binding sites with a broad distribution of dissociation rates, this results in anomalous diffusion behavior due to the presence of obstacles, which can be distributed randomly or fractally (Saxton 1994 (Saxton , 1996 . In consequence, virtually all proteins in the cell nucleus display anomalous diffusion at least on a certain length scale.
Microscopic origin and macroscopic readout
The analysis of protein mobility and the dissection of the different contributions listed above require a careful experimental analysis (Mueller et al. 2010) .
To determine whether a diffusion process is anoma- (Saxton 1994; Saxton 1996) lous, a simple FCS measurement is usually enough, yielding the diffusion coefficient on the length scale of the confocal microscope's resolution and the anomaly parameter α (Fig. 3) . To verify the FCS data in the presence of multiple mobility populations, measurements on different length scales are instructive (Mueller et al. 2010; Müller et al. 2009 ).
However, distinguishing between the different origins of anomalous diffusion is challenging, and it is noted that FCS experiments or MSD measurements alone are not sufficient but have to be supported by other observables (Condamin et al. 2008 curve encodes information about the immobile fraction and the dissociation rate for slow binding processes. However, fast binding events on the time scale of the microscope's acquisition rate or below the diffusion time scale cannot be resolved. A number of more or less explicit expressions for the intensity recovering over time have been reported (Axelrod et al. 1976; Calapez et al. 2002; Simon et al. 1988; Soumpasis 1983; Yguerabide et al. 1982) . For the case that neither diffusion nor binding/immobilization dominate the mobility, a more detailed spatiotemporal description in combination with numerical modeling of the complete reaction-diffusion scheme is necessary for the correct interpretation of the data (Beaudouin et al. 2006; Carrero et al. 2003; Mueller et al. 2010; Sprague et al. 2004 ). Moreover, anomalous diffusion is usually not taken into consideration for the evaluation of FRAP data although the resulting long-tail kinetics can feign slowly diffusing or transiently bound components and has been theoretically considered (Lubelski and Klafter 2008; Nagle 1992; Saxton 2001) . In general, careful evaluation of the data in terms of the number of free parameters is necessary to avoid overinterpretation of the experimental FRAP data. If binding processes do not occur on well-separated time scales, they usually cannot be extracted from the FRAP curve. Thus, a combination of different fluorescence fluctuation microscopy-based techniques is required for accurate determination of interaction parameters (Mueller et al. 2010; Müller et al. 2009) (Fig. 3) .
Analysis of chromatin interactions of heterochromatin protein 1
As discussed previously, most chromatin-interacting proteins are surprisingly mobile. Only a few structurally relevant proteins such as the core histones, some centromere proteins and cohesins are stably integrated into chromatin with typical residence times in the range of hours (Hager et al. 2009; Hemmerich et al. 2010; Misteli 2007; Wachsmuth et al. 2008) . In contrast, architectural chromatin proteins like linker histone H1, high mobility group proteins, and HP1 have residence times on chromatin that are in the order of only a few seconds to minutes for the majority protein fraction. Here, we summarize findings on heterochromatin protein 1 as a prototypic example for a chromosomal protein that is involved in establishing and maintaining a biologically inactive heterochromatin state with a dependence on a specific set of epigenetic signals (Eissenberg and Reuter 2009; Grewal and Jia 2007) . HP1 is present in three very similar isoforms HP1α, HP1β and HP1γ in mice and humans (Hiragami and Festenstein 2005; Kwon and Workman 2008; Maison and Almouzni 2004) . It contains an N-terminal chromodomain (CD) that binds preferentially to H3 histone tails that carry the K9me2/3 modification (Fischle et al. 2003; Jacobs and Khorasanizadeh 2002) . Since HP1 interacts with the histone methyltransferases Suv3-9h1/2 and Suv4-20h1/2 that induce the characteristic histone modifications of pericentric heterochromatin H3K9me2/3 and H4K20me2/3, it has been proposed that heterochromatin assembly is nucleated by the targeting of HP1 via its CD to H3K9me2/3. Through the interaction of HP1 with Suv3-9h1/2 a feedback loop of HP1 binding-mediated H3K9 methylation could promote HP1 binding to adjacent nucleosomes to both maintain the heterochromatin and propagate it to adjacent regions (Eissenberg and Reuter 2009; Grewal and Jia 2007) . This type of interconnection between epigenetic modifications of histone residues with the readout of these marks by specific protein domains is a typical feature of epigenetic networks (Dodd et al. 2007; Schreiber and Bernstein 2002) . Accordingly, the formation of pericentric heterochromatin via HP1, Suv3-9h1/2, Suv4-20h1/2 and other proteins can be considered as a prototypic example.
Since the nuclear mobility and chromatin interactions of HP1 have been characterized in a number of FRAP and FCS studies it is also particularly suited to compare different fluorescence bleaching and correlation approaches (Cheutin et al. 2003 (Cheutin et al. , 2004 Dialynas et al. 2007; Festenstein et al. 2003; Krouwels et al. 2005; Müller et al. 2009; Schmiedeberg et al. 2004; Souza et al. 2009 ). Initial mobility studies of HP1 based on the imaging FRAP measurements revealed the high mobility of the protein and the frequent turnover between its chromatin-bound state and the freely mobile state within the nucleoplasm (Cheutin et al. 2003; Festenstein et al. 2003) . Subsequent FRAP studies led to a model with at least three mobility states with different on and off rates that were related to the histone H3 methylation state (Cheutin et al. 2004; Schmiedeberg et al. 2004) . However, the contribution of diffusion versus binding interactions to the observed mobility was not clearly separated in these studies. For HP1 interactions in the nucleus diffusion is relevant since the time scale to associate with a binding site is similar to the time the protein needs to translocate across a FRAP bleach spot in the μm range. This was accounted for in a recent multiscale reaction-diffusion analysis that applied complementary photobleaching and fluorescence correlation microscopy methods (FRAP, FCS, CP, and FLIP) in mouse fibroblast cells (Müller et al. 2009 ). Three different binding classes that characterized the inactive or active chromatin state were extracted from a spatially resolved mobility analysis of HP1α and HP1β. Furthermore, the results from FRAP, FCS, and CP experiments could be integrated into a consistent description when considering the different temporal and spatial scales of the different types of measurements. The results of various types of HP1 mobility measurements obtained with different methods are summarized in Table 2 . The interaction of HP1 with chromatin is expressed in terms of an effective diffusion coefficient D eff that reflects the mobility reduction due to binding events (see "Binding leads to decreased mobility" and Fig. 3) . As a reference for the freely mobile state of HP1 a diffusion coefficient of 23-26 μm²s −1 in the cytoplasm was measured ( Table 2 ). The previous studies based on imaging FRAP measurements yielded half times, diffusion coefficients or on/off rates for HP1 that vary over a large range. Effective diffusion coefficients were caluclated to be in the range from 0.003 to 0.43 μm²s −1 in the less DNA dense euchromatin and from 6·10 -4 to 0.49 μm²s −1 in heterochromatin (Table 2 ). For each individual study the diffusion coefficients of HP1 in euchromatin and heterochromatin differed significantly. However, when considering all FRAP studies, the smallest and the largest D values covered a large range of two orders of magnitude that is almost identical for euand heterochromatin. The large variation of these data might reflect to some extent specific features of the experimental system studied as for example the cell type (yeast, mouse, or human), the HP1 isoform (α, β, or γ), the concentration of the GFP tagged HP1 construct or cell cycle effects. However, differences by a factor of >100 also point to fundamental problems with the integration of results that arise from the various types of data analysis used (Mueller et al. 2010) . It is noted that the available data clearly point to the existence of different binding site classes that reflect the histone H3K9 methylation status (Cheutin et al. 2004; Müller et al. 2009; Schmiedeberg et al. 2004) . By relying on imaging-based FRAP as the sole experimental approach the associated binding site heterogeneity is difficult to resolve. A complementary use of photobleaching and correlation experiments is advantageous to characterize transient binding sites by an effective diffusion coeffi- (Cheutin et al. 2003 (Cheutin et al. , 2004 Dialynas et al. 2007; Festenstein et al. 2003; Krouwels et al. 2005; Müller et al. 2009; Schmiedeberg et al. 2004; Souza et al. 2009 ). Effective diffusion coefficients D eff (including also binding contributions) were calculated from half times of recovery or refitting the data taking into account the size of the spot or rectangular bleach geometry (Sprague et al. 2004; Wachsmuth and Weisshart 2007) . The immobile fractions comprised 0-10% (euchromatin) and 5-30% (heterochromatin) and were determined from 30-150 s measurements. Immobilization over this time period corresponds to kinetic off rates k off below 0.03-0.007 s −1 .
b RICS data are shown in Fig. 4b and were acquired from averaging over the indicated 1.5×1.5 μm 2 areas. The signal-tonoise ratio precluded a distinction between two components of different mobility as in the FCS experiments. Similar values in the range of 0.3-2 μm²s −1 were measured in another RICS analysis of HP1 (Hemmerich et al. 2010) c Data are given for measurements of GFP-HP1α in the same mouse NIH 3T3 line (Müller et al. 2009 ). The D eff values refer to the more mobile species determined in a two component analysis, in which the second slower component reflects intensity fluctuations due to chromatin dynamics (Fig. 3) . In another study, lower values of D eff =0.6-0.7 μm²s −1 for GFP-HP1α/β/γ were derived from a one component fit (Schmiedeberg et al. 2004) d The 1D-FCS data were acquired with the STFM (Fig. 4b ) (Heuvelman et al. 2009 ). For 2D-FCS a newly built instrument was used . For the latter, the relatively large error in D eff precluded a distinction of HP1α mobility in eu-and heterochromatin cient and to resolve higher affinity binding in terms of distinct kinetic on/off rates. In terms of comparing mobilities and interactions at different nuclear locations, the development of FCS approaches with parallel "multifocal" data acquisition offers a number of advantages (Fig. 1c) . It can provide a more comprehensive spatial picture of mobility and interaction differences, and particle mobilities can be evaluated via the spatial cross-correlation of signals between different loci (Heuvelman et al. 2009 ). For HP1 a comparison between FRAP, RICS, pFCS, 1D-FCS, and 2D-FCS is made in Table 2 and Fig. 4 . Since the RICS analysis sacrifices spatial resolution to retrieve mobility information a distinction between small euand heterochromatin structures becomes difficult. With pFCS and 1D-FCS the apparent diffusion coefficients of HP1α within eu-and heterochromatin were reliably resolved and similar results were obtained. In the 2D-FCS analysis, the relative large error for the determination of D eff with the current experimental setup precluded a distinction between eu-and heterochromatin. However, it is anticipated that the signal-to-noise ratio can be significantly improved in the future to resolve spatial mobility differences of HP1. Experimental results of mobility measurements in the cell nucleus. Bright regions are HP1-rich heterochromatin domains. Diffusion coefficients for heterochromatin protein 1 (HP1) were determined with fluorescence microscopy techniques featuring different focus geometries: a pFCS. Three single measurements in the cytoplasm, heterochromatin and euchromatin with an acquisition rate of 50 kHz and a total recording time of 60 s. Exemplary autocorrelation functions are illustrated for each region and the diffusion coefficient of the mobile protein fraction is indicated (Müller et al. 2009 ). b 1D-FCS. Data were acquired simultaneously at 100 positions with the STFM with a line rate of 7 kHz and a total recording time of 60 s. The profiles show fluctuations in heterochromatic and euchromatic domains (Heuvelman et al. 2009; Baum, Erdel, Müller, Wachsmuth and Rippe, unpublished) . c FCS of a whole image plane. If translocations are sufficiently slow the intensity fluctuations within the optical section can be derived from a time series of confocal images as in RICS. In the example, images were acquired with a range of scanning velocities and subjected to RICS analysis at 1.5×1.5 μm 2 areas (red squares). The resulting apparent diffusion coefficients and errors were calculated as described elsewhere and are overlaid in appropriate color coding (Gröner et al. 2010) . For HP1 the spatial/ temporal resolution associated with RICS is not sufficient. This issue can be addressed by using a 2D-FCS setup in which light sheet illumination is combined with detection of intensity fluctuations on an EMCCD Wohland et al. 2010) 
Conclusions
The extension of FCS measurements from a single point to simultaneous measurements of particle mobilities along a line or even in a complete image plane is now becoming technically feasible. This will permit determination of spatially resolved protein mobility maps (Fig. 1, Fig. 4) . The current analysis of the temporal dependence of the fluorescence intensity in these experiments is focused on the computation of an autoor spatial cross-correlation function. This ignores the protein fraction that is immobile on the second time scale as it is bleached by continuous illumination. One possibility to address this shortcoming is to conduct complementary FRAP experiments as reviewed here for the characterization of the mobility of HP1 (Table 2) . Usually, imaging-based FRAP experiments are conducted with a resolution in the μm range. However, it is well possible to acquire data with diffraction-limited resolution as implemented in point FRAP or CP experiments ( Fig. 1 ; Table 2 ) (Delon et al. 2006; Schmidt et al. 2009; Wachsmuth et al. 2003 Wachsmuth et al. , 2008 . Thus, mobility maps obtained from bleaching approaches along a line or a plane can in principle be acquired with the same spatial resolution as the maps generated by intensity correlation analyses (but being potentially limited by the associated reduction of the fluorescence signal to be evaluated). It is noted that for a combined FCS-CP analysis the experimental 1D-or 2D-FCS setups need no further modifications but only an additional analysis of the spatially resolved intensity signal in addition to the computation of the correlation function. The use of these complementary fluorescence fluctuation microscopy approaches in combination with appropriate theoretical descriptions is a powerful approach to dissect protein mobility and interaction parameters in living cells. By deriving chromatin interaction data at different nuclear localizations essential parameters like kinetic on and off rates for different classes of binding sites and concentrations can be determined to develop quantitative models. These will provide insights into the mechanisms that govern the establishment and maintenance of different functional chromatin states as well as other cellular functions.
