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Introduction
The proportional hazards model introduced by Cox (1972) is commonly used to model survival data as a function of covariates. In the Cox model, the hazard rate or intensity of failure for the survival time of an individual with covariate vector X is
A(t I X) = Ao(t) exp(O/X), t > 0O
where 3 is a vector of unknown regression coefficients, and Ao(t), the underlying hazard, is an unknown and unspecified nonnegative function. The statistical problem is that of estimating 3 and the function Ao on the basis of n possibly right-censored survival times V.,... ,Vn and the corresponding covariate vectors Xl ..
. , Xn, each corresponding to a single individual on study. Cox (1972) suggested that inference on :3 be based on the function where Ri = {j: Vj > Vi}, and 1 -Ai is an indicator for censoring. Cox (1975) derived (1.1) as a partial likelihood function. Letting 3be the value that maximizes (1.1), Breslow (1972 Breslow ( , 1974 suggested that the underlying cumulative hazard Ao(t) = fo AO(s)ds be estimated by Ao(t) (1.2)
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Regression Calibration
The basis of the method of regression calibration (Carroll et al., 1995) is to replace the covariate of interest X by the regression of X on W in the standard analysis to obtain parameter estimates. This method has been used extensively and serves as a first-order correction to the bias (see, e.g., Rosner, Spiegelman, and Willett, 1990) . This is the basic approach used by Hughes (1993) n(w;Xi7os), where n(. ;7 ,2) is the normal density with mean ,u and variance o2. The assumption that a2 is known may be weakened if replicate measurements are available, as will be illustrated in the example in Section 6. Different assumptions on the underlying distribution of X lead to the different inferential methods discussed in this section. In all cases, these use a form of nonparametric maximization of the likelihood, where the underlying hazard function takes on mass only at the failure times. thus, the parameter space of interest is Q = {3, Ao(tj), ... ., Ao(tm), v}, and the two essential aspects are the specification of the Cox parameters 3 and Ao (.) and the parameter v that characterizes the distributional structure of X.
Formal proofs of consistency and asymptotic normality for such estimators are technically complex and are beyond the scope of this paper. In the absence of measurement error, this approach for maximizing the full likelihood as a function of /3, O(tl),... , Ao (tm) is known to lead to the maximum partial likelihood estimator for 3 and Breslow's estimator for Ao(.).
Covariate Distribution Structure
Estimation methods may be developed by considering a range of assumptions on the distribution of X. Although, strictly speaking, two of the three methods we discuss would be considered semiparametric in the sense that the likelihood involves both parametric and nonparametric components, we distinguish them by using this terminology in a different way, as discussed below.
Fully parametric likelihood method. For the fully parametric method, it is assumed that the distribution of X may be specified in terms of a finite number of parameters. For definiteness, suppose that X is normally distributed with unknown mean ,tx and variance a2; then the probability density function of X is given by
2~~~~~
where v = {btx, x2}. Other parametric assumptions on h would also be possible. The designation fully parametric indicates that the assumption on the distribution of X is that of a specific parametric family.
Fully nonparametric method. Alternatively, one may take a fully nonparametric approach and make no assumptions on the distribution of X, so that (3.1) involves no parametric component. An appropriate representation of h in (3.1) may be determined by appealing to the literature on nonparametric maximum likelihood estimation of a mixing distribution (Laird, 1978; Mallet, 1986) , where it is established that the estimator is restricted to the class of discrete distributions with at most n support points. Thus, for J < n, letting {sl, .. . , sj} be the locations of these points with corresponding probability masses 0= P(X = sl), 1 = 1,... , J, summing to one, the probability mass function of X is represented as Semiparametric method. The estimation methods discussed above make either a parametric assumption or no assumption on the distribution of X, neither of which may really capture the true nature of the covariate distribution. The distribution of X may be quite different from that assumed in the parametric model, yet the distribution may be smooth and not well approximated by the discrete distribution used for the nonparametric approach. Misspecification of the covariate distribution under a parametric approach may produce biased estimates; however, incorporation of many additional parameters needed to specify the probability mass function may also lead to instability. We thus consider a compromise between these two methods, which we refer to as the semiparametric approach, because, although the representation of the distribution of X involves a parametric specification, it does not correspond to a specific parametric family. Methods that may be considered semiparametric in this context may be arrived at in a number of ways. The key aspect is that some realistic but mild assumption on the distribution of X (e.g., that it has a density, is exploited). We consider in particular one such approach, referred to in the econometric literature as seminonparametric, or SNP (Gallant and Nychka, 1987) . Assume that the density of X belongs to a class of "smooth" densities 7H (Gallant and Nychka, 1987) . A density h(-) from 7H 
Parameter Estimation
Under each of the foregoing assumptions on h(x, v), the corresponding likelihood is found by substituting (3.2), (3.3), and (3.4) into the likelihood (3.1). We discuss these in an order different from that in Section 3.2 that proves convenient for describing practical implementation. Fully parametric method. The estimation procedure is the same as in the semiparametric approach because (3.2) is a special case of (3.4) with k = 0. Thus, the software Nlmix may be used to maximize (3.1). Other methods, such as the EM algorithm, may also be used. 
Numerical Comparisons
We performed a number of simulation studies, each involving 500 Monte Carlo data sets and a sample size of n = 100. The observed value W was generated by adding two random variables X and U, where U was generated from a normal distribution with mean 0 and variance a2 = 1.00. Two scenarios for the true variable X were considered. In the first, X was generated from a standard normal distribution n( *; 0, 1); in the second, X was generated by mixing two normal distributions n(. ; 0, 1) and n(.; 3,5) with mixing probability 50%; this mixture density has a visually perceptible second mode or bump. The second scenario allowed investigation of the effect of misspecification of the parametric model for the density of X on the estimates for /3 and A0 (t). We considered the Cox model with: /3 1 and the underlying hazard to be constant and equal to 1. The failure time, T, given X, was generated from an exponential distribution with hazard eX. The censoring time C followed an exponential distribution with mean of 1 year.
The estimators considered were the naive maximum partial likelihood estimator ignoring measurement error, the regression calibration approach, and the three likelihood-based approaches. In all cases, W, given X, was assumed to be normally distributed. For the fully parametric method, X was taken as normally distributed. The fully nonparametric approach was implemented using the EM algorithm; for the fully parametric and semiparametric methods, the likelihood was maximized by standard optimization methods as part of the Nlmix software. For the semiparametric approach, the density h(x, vi) in (3.4) was taken with the parameter k = 2.
The starting values used for A(ti),... , A(tm) for the fully parametric, fully nonparametric and semiparametric methods were the naive Breslow estimators. For the fully nonparametric method, the starting value of /3 was equal to 0.5. We considered a range of values for J, the number of mass points; results were not sensitive to the choice of J. We report here on the case of J = 20 mass points sl, 1 = 1, .. ., J, equally spaced between W(i) and W() , with starting values assigning equal mass for Oi each at sl for 1 = 1, ... , J. For the fully parametric and semiparametric methods, we considered several combinations of starting values for ,3, p,ux a2 or ,3, ,ux, a2, al, a2 for each data set to ensure that the solution obtained represented the global maximum, as suggested by Davidian and Gallant (1993) . The step value v used for estimating the standard error of ,3 was 0.1. The five different approaches and related assumptions are summarized in Table 1 .
Results for estimation of ,3 are presented in Table 2 . When X is normal, the naive approach yields a substantially biased estimate for /3. The regression calibration and fully nonparametric approaches improve the estimates but still exhibit some bias. In contrast, the fully parametric and semiparametric approaches are virtually unbiased, and, interestingly, the semiparametric estimator is somewhat less variable. When X has a nonnormal distribution, the naive and regression calibration approaches again result in biased estimates for /3, with the bias for the latter, which uses a normality assumption on X, worse than that in the normal X case. The three likelihoodbased approaches exhibit small biases, with the semiparametric method the least biased. Notable in Table 1 both scenarios is the greater variability associated with the fully nonparametric method relative to the other likelihood-based strategies. One possible explanation is that the latter methods restrict attention to smooth densities and therefore are able to characterize the true distribution more efficiently. For all three likelihood-based methods, the estimator of standard error using profile likelihood with sizes agrees well with the true finite-sample variance. Estimation of the cumulative hazard A0O(t) for a range of t values using each method was also examined. For both scenarios, the results were entirely similar to those in Table 2 . The naive and regression calibration methods produced biased estimates of the true cumulative hazards; these two estimators for A0o(t) are the same. All of the likelihood-based approaches resulted in virtually unbiased estimates.
Example
We now consider application of the methods to the data from ACTG 116b/117, introduced in Section 1. As is customary, CD4 counts were log-transformed to ensure that the assumption of normality is better satisfied; that is, that X represents log CD4. The results of the previous section suggest that the naive and regression calibration approaches may yield unreliable estimates of the relationship between log CD4 count and survival, whereas the likelihood-based methods, in particular the semiparametric technique, may yield more credible inferences.
As is standard practice, CD4 counts were considered replicates if measured within a window of 3 weeks before of after entry into the study for each subject. Under this convention, of 913 subjects, 1, 56, 310, 541, and 5 had 0, 1, 2, 3, and 4 replicate measurements, respectively; thus, we analyzed the data from the 912 subjects having at least one CD4 measurement.
Denoting as (Wi, W2, W3,W4), the four log CD4 replicates in time order (Wi, W2, W3) had essentially the same means (4.27,4.28,4.29) and standard deviations (1.15,1.16,1.15 ) (we omit W4 owing to the small sample size). The assumption of additive measurement error on the log scale seems reasonable for these data, which may be verified in two ways. Figure Ic and Id show kernel estimates of the densities of W1 and W3 (solid lines), respectively. These plots, which exhibit apparent skewness, taken with the evidence for normality of U, suggest that the true covariate log CD4 may not be normally distributed.
A log-rank test for differences in survival among the three treatment groups yielded a p-value of 0.79, suggesting that there is little reason to believe the treatments are of different therapeutic value. A comparison of baseline CD4 in the three groups suggests that there is no imbalance with respect to this covariate. Thus, we focus on the relationship between log CD4 and survival, ignoring treatment information. The five estimation methods described in Sections 2 and 3 were applied to the data. In the basic plug-in approach, we used as the covariate the average of the baseline replicate log CD4 counts. To implement regression calibration, we estimated the measurement error variance a2 using the replicate measurements. The estimate of the variance of the true covariate, ax, is given by (Carroll et al., 1995 The corresponding likelihood functions may then be maximized using the same algorithms described in Section 3. For the semiparametric approach, we used k = 2 and k = 3 (see below).
Estimates for fi and estimated standard errors are presented in Table 3 . In agreement with the simulation evidence, the naive plug-in estimate exhibits the smallest effect for log CD4 count on hazard rate. In contrast, the semiparametric method yields estimates implying at least a 10% increase in effect over the naive. The regression calibration and fully parametric and nonparametric estimates are intermediate to these extremes. Methods that account for measurement error provide similar estimates of the measurement error variance au2, although that from the fully parametric approach is somewhat larger. Estimates of the variance of the true distribution of log CD4, ax), differ in accordance with the relationship between ax2, au2, and ar2, with that for the fully parametric method smaller relative to the others. These results suggest that inference on these variance parameters may be sensitive to the assumption on the distribution of the true covariate and how it is incorporated. For the semiparametric approach, we investigated the value of k that seemed to provide the best characterization of the true density of X by inspecting the Akaike and Bayes information criteria and computing the likelihood ratio test for fits with k = 2 and k = 3, as suggested by Davidian and Gallant (1993) . The fit with k = 3 was preferred by all selection criteria we examined. The estimate of h obtained is shown in Figure Ic and Id (dashed line) and seems to track the shape of the distr-ibution of X + U; because measurement error is not large here, the density of X likely resembles that of the convolution. ofigusreng1. ACT the / datainsip an Abisoeamlue, dhifferjenctWve Wis coplottsed, againste W o +tWke measurement error into account yields an attenuated estimate of the effect. Here, measurement error was not large, so that this effect is not too dramatic; however, it is interesting that the relative behavior of the estimators is entirely similar to that seen in the simulations.
Discussion
We have considered five different approaches for estimating the parameter : in the Cox model in the presence of covariate measurement error. Our simulation studies indicate that the naive approach may result in unacceptably biased estimates for /, in agreement with previous evidence. More reliable estimates may be obtained by other methods that take the measurement error into account. The regression calibration approach, which is easiest to implement, offers some improvement over the naive but unfortunately exhibits substantial bias when the measurement error is large and is sensitive to the use of normality assumptions to calculate the calibration. Thus, our investigation indicates that more sophisticated methods are required, and likelihood-based approaches seem to hold more promise under these conditions. Interestingly, the fully parametric approach based on normality performed well in our simulations even when the true covariate distribution deviates far from this assumption; whether this is a general phenomenon requires further experience. The less restrictive fully nonparametric and semiparametric approaches offer reliable performance under different true covariate distributions; however, of these, the semiparametric approach seems most appealing for its uniformly good performance. The fully nonparametric method resulted in more variable estimates for the situation we considered. The major drawback of likelihood-based approaches is the associated computational burden. Although we were able to use the Nlmix software to implement the semiparametric method with a sample size of 100 and one covariate, this approach would become prohibitive when the number of parameters for the discrete hazard approximation or the number of covariates is large. However, our results suggest that likelihood-based strategies may hold the greatest promise for taking appropriate account of covariate measurement error.
In this article, we considered a particularly simple situation in which a single, scalar covariate is measured with error. As defined, the likelihood-based approaches do not allow for incorporation of additional covariates Z, say, that may be correlated with X. This issue is a topic for future research.
