Abstract-A performance comparison is presented between two types of code-division multiple-access wireless local area networks: centrally controlled and ad hoc networks. Based on a finite-population model, the network throughput, the average packet delay, and the network first exit time are derived for both systems. Two aspects of the performance comparison are addressed: 1) the comparison between the centrally controlled and the ad hoc architecture; and 2) the impact of spreading gain and error control coding on both systems. The efficiency of bandwidth utilization is investigated by normalizing the network performance with respect to the consumed bandwidth. Evaluations of these performance comparisons are also provided.
A defining characteristic of CDMA is the possibility of receiving multiple packets at the same time. As demonstrated in this paper, the multipacket reception (MPR) capability of the network nodes can have a significant impact on the network performance, which affects the selection of network architecture. In contrast, for narrowband transmissions without using spatial and temporal diversity techniques, simultaneously transmitted packets are destroyed. Under this classical collision model, Aloha behaves the same in either a centrally controlled network or a fully connected ad hoc network.
The slotted Aloha protocol has been studied extensively. (See [1] for a collection of papers.) The work by Raychaudhuri [16] laid the foundation for the performance analysis of slotted Aloha CDMA systems, where simultaneously transmitted packets are assumed to have different spreading codes and are intended for different receivers. Pursley studied the performance of CDMA packet radio networks (the name for ad hoc systems in 1970s and 1980s) [15] , [14] under the similar assumptions as that in [16] . A performance comparison between a slotted Aloha CDMA network and a multichannel narrowband slotted Aloha network can be found in [4] , where the centrally controlled architecture with a transmitter-based CDMA scheme is assumed. When multiple transmitters transmit to the same receiver, CDMA systems can have the so-called "capture" effect which enables the receiver to recover the strongest or the earliest arrival packet out of multiple packets in a time slot. The effect of capture on the network performance for centrally controlled systems are investigated in [3] , [5] , and [11] . Polydoros and Silvester proposed a general framework [12] to incorporate the multiple-access capability and the capture effect into the analysis of slotted Aloha CDMA systems with dedicated transmitters and receivers.
While the behavior of the slotted ALOHA in a centrally controlled CDMA network is understood, little has been reported for ad hoc CDMA systems where nodes transmit directly to each other and any node can be a potential transmitter or receiver. One reason, as suggested in [17] , is that the analysis becomes intractable due to the uncoordinated behavior of nodes in such networks. Therefore, the effect of the ad hoc architecture on the network performance has not been investigated. Furthermore, the effects of spreading gain and error control coding on the network performance are not fully understood. In this paper, we present analysis that overcomes this difficulty.
The contribution of this paper is as follows: 1) the performance of ad hoc systems employing transmitter-based CDMA scheme is analyzed; 2) the effect of the network architecture on the network performance is studied by comparing the performance of an ad hoc system with that of a centrally controlled system; and 3) impacts of the spreading gain and error control coding on the network performance of both systems, which also lead to the understanding of efficiency of bandwidth utilization in both systems, are investigated. Specifically, based on a finite-population model, the network throughput, average packet delay and the first exit time (FET) of the two systems are derived and performance comparisons are evaluated. Furthermore, effects of spreading gain and error control coding on the network performance of both systems are quantitatively analyzed. The paper is organized as follows. In Section II, we provide models of these two networks and necessary assumptions for the analysis. Section III characterizes the Markov chain modeling of these two systems. We devote Sections IV, V, and VI to the performance comparison of the network throughput, average packet delay, and the network stability, respectively.
II. TWO SYSTEM MODELS
We consider a packet-switched CDMA network using the slotted Aloha random access protocol under two different network architectures: the centrally controlled network and the ad hoc network. First, we describe the models of these two systems, then, we present necessary assumptions for the performance analysis.
A. System Descriptions
Centrally Controlled Network: The first system is the centrally controlled system as shown in Fig. 1(a) . This is equivalent to a cellular network with a single cell. In this paper, the term "cellular" network is used synonymously with the "centrally controlled" network. In this architecture, multiple nodes transmit packets to each other through the BS, i.e., nodes transmit packets to a BS via the uplink and the BS relays these packets to potential receiving nodes through the downlink. We assume a time division duplex (TDD) system with equal-sized uplink and downlink packets, each occupies one time slot. Nodes are half-duplex and are always in the receiving mode during the downlink period. During the uplink period, nodes are in the transmitting mode. A slotted Aloha random access protocol is used by all nodes in the uplink: whenever a node has a new packet to transmit, it sends the packet in the earliest available uplink time slot. If the packet is not successfully received by the BS, the node will retransmit the packet with a fixed probability in each successive uplink slots until a successful transmission occurs.
Each node in the network transmits packets in the uplink using an unique spreading code which is assumed to be randomly generated. The BS has the knowledge of each node's code. We assume that the receiver at the BS is a bank of matched filters. Furthermore, we assume that in the downlink the BS uses orthogonal codes for packets intended for different nodes so that each receiving node always successfully receives its packets and the transmission success of a packet depends on the uplink reception alone.
Ad Hoc System: Fig. 1(b) illustrates an ad hoc network. Nodes transmit to each other directly through a common channel by which all nodes are fully connected. Each node can be a transmitter or receiver. The same slotted Aloha random access protocol used in the centrally controlled network is also employed by all nodes. The transceiver at each node is also half-duplex [15] . Every node uses a unique code to spread its transmitted packets. In order to receive packets from any potential nodes, we assume that each node has the knowledge of all possible spreading codes and the receiver at each node is also a bank of matched filters.
While the multiple packet reception (MPR) capability of a node due to the spread-spectrum modulation in the ad hoc network is the same as that of the BS in the centrally controlled network, the reception capability of nodes in the two systems are fundamentally different. For example, because transceivers are half-duplex, a transmitting node in the ad hoc network cannot receive packets from other nodes. One can view this as a "collision" between a transmitter and a receiver. In a centrally controlled network, in contrast, only transmitters can collide among each other.
B. Assumptions and Notations
We follow the convention used in the classical analysis of slotted Aloha by Kleinrock and Lam [8] : a node which needs to retransmit a packet is referred to as in the backlogged state; otherwise a node is in the unbacklogged state. We adopt the finite population model, i.e., the total number of nodes in both systems is finite. To simplify analysis, we ignore noises and assume that errors in a packet are caused by multiple-access interference (MAI) alone. A linear block code is used for error correction. We make the following five assumptions about both Assumption 3: There is no buffer at any node, i.e., each node can at most hold one packet at a time.
Assumption 4: With probability , the receiver at the BS or a node in the ad hoc system detects successfully out of colliding packets in a time slot.
Assumption 5: Each node has equal probability to transmit to every other node.
Note that Assumption 1-Assumption 3 are standard assumptions for the analysis of slotted Aloha systems with finite number of nodes [2] . Assumption 4 is due to the matched filter receiver structure described previously. Further, note that Assumption 4 implies the perfect power control, which is approximately valid for LANs. This assumption enables us to obtain analytical expressions of the network performance which can provide insights into the behavior of ad hoc CDMA systems.
III. MARKOVIAN ANALYSIS
We follow the Markov chain approach proposed by Kleinrock and Lam [8] for the finite-population model analysis with the number of backlogged nodes as the network state. For an -node network, the Markov chain is characterized by the transition matrix with being the probability that the network state goes from to in one transition. Next, we characterize the Markov chain for both systems by obtaining the transition matrix of each system.
A. Characterizations of the Centrally Controlled Network
In the centrally controlled system, the network state changes every two time slots (packets are transmitted during the uplink time slot and received in the downlink time slot), therefore, the transition probability is the probability that the network state goes from to in two time slots. To obtain the state transition matrix , we first define the reception matrix for the BS . . . . . .
where is the probability that the BS successfully demodulates out of packets.
Elements of are a function of the probability of a node to successfully detect a packet in a collision. For CDMA packet systems, given total number of packets in a slot, it is difficult to determine the exact probability of successfully detecting a packet by a receiver. Even if we ignore channel noise, evaluating bit-error rate (BER) is a nontrivial task [9] . Furthermore, bit errors in a packet do not occur independently [6] . Since we do not intend to study how to obtain a more accurate approximation of packet success probability, we use a standard Gaussian assumption provided in [6] about the MAI, i.e., the output of a matched filter corresponding to MAI components is assumed to be a white Gaussian random process. Furthermore, we assume bit errors happen independently within a packet.
The computation of packet success probability also follows [6] . Let be the total number of packets in a slot, be the spreading gain, and be the output of each correlator corresponding to the MAI components. In the standard Gaussian assumption, is assumed to be a white Gaussian random process. The variance of is given in [9] to be . The BER is given by (2) where . Under the assumption that errors occur independently in a packet, we then have the packet success probability (3) where is the number of bit errors that can be corrected by coding. If each matched filter works independently at the BSs receiver, is the probability that out of independent Bernoulli trials are successful with single trial success probability , hence, we have (4) Following [16] and utilizing the fact that the change of the network state is determined by the difference between the number of unsuccessful transmissions from unbacklogged nodes and the number of successful transmissions from backlogged nodes, we can obtain as follows: let be the probability that unbacklogged nodes transmit packets in a given uplink slot and the probability that backlogged nodes transmit (5) and (6) where is the the probability that there is at least one packet arrives at an unbacklogged node during two slots for the Poisson arrival with rate and is the retransmission probability for a backlogged node during the uplink slot. The transition probability is given by (7) shown at the bottom of the page with defined to be one. Since the Markov chain defined is irreducible and aperiodic, the stationary distribution of the network state can be obtained by solving the following balance equation: (8) where and .
B. Characterizations of the Ad Hoc Network
Since the network state can change during one time slot in the ad hoc network, the transition probability is defined for every time slot. In the centrally controlled system, the Markov chain transition matrix only depends on which is related to the receiver capability. In the ad hoc system, however, determining the Markov chain transition matrix is not straightforward. The reason is that does not completely characterize the multiple packet reception capability of the network. For example, in Fig. 2 node A and B are transmitting, node C is receiving. A solid line indicates the packet is intended for a node, whereas a dotted line indicates the packet is not intended for the node but is also presented at the receiver because of the full connectivity. Clearly, node B cannot receive node A's packet due to half-duplex operation of its transceiver. Furthermore, if node C successfully detects one packets, there is only half chance that the packet from B's is detected. To take into account the node availability and the possibility that a node detects packets not intended for it, we define the network reception matrix as
where is the probability that out of packets in the time slot are received by their intended receivers in the network.
In general, is a function of and the network traffic pattern. The conversion of to in an ad hoc system is provided by the following theorem.
Theorem 1: Under Assumption 1-Assumption 5, given total packets are transmitted in a time slot, the probability that there are successfully received packets by their intended receivers in the network is given by (10) where and
A proof is provided in Appendix A.
Once we have , we can substitute by into (7) and obtain the Markov chain transition matrix of the ad hoc network by (13) at the bottom of the page, where (14) and (15) are probabilities that packets are transmitted by unbacklogged and backlogged nodes in one time slot, respectively, and and are packet transmission probabilities for unbacklogged and backlogged nodes in one time slot in the ad hoc system, respectively, is also defined to be one. The Markov chain is also irreducible and aperiodic. Note the difference between and :
is the probability that an unbacklogged node transmits a packet in one time slot and is given by . Similar to the centrally controlled system, the stationary distribution of the ad hoc system can be obtained by solving the Markov-chain balance equation (16) where and Next, we proceed to compare the performance of the centrally controlled and the ad hoc system.
IV. THROUGHPUT COMPARISON
The network throughput is defined as the average number of packets successfully received by their intended receivers in a time slot. We can apply classical results [2] to obtain formulae for the throughput for both systems.
Throughput of the Centrally Controlled Network: Given network state , the number of packets successfully received by their intended receivers in two time slots is (17) where (18) is the probability that total packets are transmitted in the uplink time slot. Because the throughput and the average throughput is defined per time slot, we can obtain them by the following: (19) where is the stationary distribution of the network state Markov chain.
Throughput of the Ad Hoc Network: Similarly, we can have the throughput and the average throughput of the ad hoc system (20) where is the probability that total packets are transmitted in one time slot in the ad hoc network.
A. Throughput Bound
When we have the perfect receiver, i.e., all collided packets can be received successfully by a receiver, intuition suggests that the throughput should reach the maximum. Indeed, for centrally controlled systems, when for every transmitted packets will be received correctly by the BS, therefore, the throughput is equal to the arrival traffic. However, for the ad hoc system, the architecture and the half-duplex mode of transceivers impose limits on the throughput. The following theorem provides the performance bounds of an ad hoc system. The proof can be found in Appendix B.
Theorem 2: Under Assumption 1-Assumption 5
The equality holds iff , where 
B. Normalization of the Throughput
Because the throughput is a function of network resources such as the bandwidth, to compare fairly the throughput of systems with different bandwidth requires a normalization. We define the normalized throughput as the average number of information bits successfully received by their intended receivers per second per hertz [12] . Assuming binary phase-shift keying (BPSK) modulation, given the network throughput , spreading gain , length of the packet , coding rate , and symbol duration , the average number of successfully transmitted information bits per slot is ; duration of each time slot is and the consumed bandwidth is . Therefore, we have the normalized throughput (23) Spreading gain is a design parameter that can be varied. To determine coding rate , we apply the Gilber-Varsharmov lower bound for block codes [13] . Following [7] , given packet length and number of correctable errors , we can have the maximum coding rate by the following two steps:
The normalization in (23) applies to both throughput and average throughput. Given the total number of nodes to achieve the perfect receiver , we can let the spreading gain to be and assign each node one of the orthogonal codes. Therefore, we can let and , then apply (23) to obtain the normalized maximum throughput.
C. Throughput Comparison Evaluation
In the following throughput comparisons, we assumed nodes in both the centrally controlled (cellular) and the ad hoc system, each packet is 1000-b long (i.e., ). Two types of comparison are presented. First, we compared the throughput performance between the centrally controlled and the ad hoc network under the same physical parameters (i.e., same and ). Second, we investigated the effects of and on the throughput for both systems.
Comparison between the centrally controlled and the ad hoc system: We evaluated throughput of both the centrally controlled (cellular) and the ad hoc systems with varying at a particular . Figs. 3-5 shows both the actual throughput versus offered load and normalized throughput versus normalized offered load (left: actual, right: normalized) for these two systems with varying error correction capability ( , respectively).
We observed from Figs. 4 and 5 that with a moderately powerful receiver (spreading gain and number of correctable bit errors ), the ad hoc system had higher throughput than that of the centrally controlled system under light traffic conditions (offered load ); but under heavy traffic conditions (offered load ), the centrally controlled system out-performed the ad hoc system. The reason is that under light traffic conditions and with a moderate powerful receiver, most of the transmitted packets were successfully received by either the BS in the centrally controlled network or by intended nodes in the ad hoc network, but in the centrally controlled system, these successfully received packets had to be transmitted again by the BS to their intended receivers during the downlink slot. Although we assume that these packets are never lost on the downlink, the throughput is only half of the number of successfully received packets by the BS. Under heavy traffic conditions, however, the performance bound of the ad hoc system limits the throughput; while in the centrally controlled system, there is no such throughput bound and the throughput can be higher than that of the ad hoc system. In centrally controlled systems with a poor performance receiver (see Fig. 3 with ), the advantage of no throughput bound cannot show up because under heavy traffic conditions, most of the packets cannot be received by the BS. Hence, the ad hoc system still out-performed the centrally controlled system.
Another interesting observation from Figs. 3-5 is that with the same spreading gain and error control coding, the offered load that maximizes the throughput was higher in the centrally controlled network than in the ad hoc network (for example, in Fig. 4 with and , the centrally controlled system reached the maximum throughput when offered load was five; but in the ad hoc network, the maximum throughput was achieved at around 4.4. This behavior, again, is due to the throughput bound of the ad hoc system. As the traffic became heavier, packets were more likely targeted for busy nodes and the possibility of a node detecting packets intended for other nodes increased in the ad hoc network. Even a node is still capable of detecting packets successfully, the throughput of the ad hoc system started to decrease, but in the centrally controlled system, the throughput began to decrease only after the traffic was beyond the BSs capability. Therefore, the centrally controlled system could reach the maximum of the throughput at heavier offered load than the ad hoc system could.
Effects of Spreading Gain on the Throughput: For both systems, receivers should have higher probability to successfully detect packets for larger because larger leads to more orthogonal codes, hence, less MAI. In the centrally controlled system, the actual throughput approached half of the offered load as increased. For example, as shown in Fig. 5 , with and , the BS recovered almost all packets in a collision. Therefore, the throughput was almost half of the offered load at all load conditions. However, for the ad hoc system, as indicated by Theorem 2, the actual throughput was only close to the performance bound as shown in Figs. 4 and 5.
Although it is intuitive that a higher spreading gain will lead to higher actual throughput, the effect of on normalized throughput is not obvious. We observed from Figs. 3-5 that in centrally controlled systems, larger indeed lead to higher normalized throughput except when and normalized throughput was greater than 0.35. For ad hoc systems, in contrast, larger actually lead to smaller normalized throughput. Apparently, in the centrally controlled system, the throughput improvement was large enough to offset the bandwidth expansion introduced by the increased spreading gain before the normalized offered load reached certain threshold after which the bandwidth expansion became the dominant factor in determining the normalized throughput (see Fig. 3 ). We can also observe that as the receiver became more powerful ( increased), the threshold after which the normalized throughput began to decrease for larger became higher. In the ad hoc system, the bandwidth expansion cannot overcome the limitation on the throughput imposed by the node availability, and the normalized throughput actually decreased with increasing .
Effects of Error Control on the Throughput: Next, we compare the throughput of these two systems with a fixed at different and investigate effects of error control on the throughput for both systems. Fig. 6 shows both the actual and the normalized throughput versus offered load for these two systems with at . For the centrally controlled system, because the bandwidth expansion caused by larger is smaller than that caused by increasing , both the normalized and the actual throughput increased as became larger. Although it is not surprising that more powerful error control will improve the actual throughput in the ad hoc network as shown in the left part of Fig. 6 , the relationship between and normalized throughput turns out to be interesting. As can be observed from the right part of Fig. 6 , the normalized throughput increased for all normalized offered load when was increased from zero to five. But as was increased from 5 to 15, larger did not necessarily lead to higher normalized throughput.
To investigate the relationship between and the normalized throughput, we plotted the maximum normalized throughput versus for both systems as shown in Fig. 7 (left: centrally controlled networks, right: ad hoc networks). Clearly, we can see that in centrally controlled networks, larger leads to higher maximum normalized throughput, but, in the ad hoc network, the maximum normalized throughput is not monotonic. The maximum normalized throughput increased as was increased from zero to ten. However, for , larger actually leads to decreased maximum normalized throughput. Therefore, a tradeoff can be reached to select a to maximized the normalized throughput.
V. DELAY-THROUGHPUT CHARACTERISTICS COMPARISON
Denote as the packet backlogged time, as the time between the packet arrival and the start of the first available time slot. The delay and the average delay of a (coded) packet in the centrally controlled system are (25) where we assume that a time slot is one unit time and uniformly distributed packet arrival time within a time slot. The last equality follows the approach of Kleinrock and Lam [8] . Similarly, we can have the formulae for the delay and average delay for the ad hoc system (26)
Delay Normalization: Using different values in error control coding introduces different degrees of redundancy into a packet. In order to make a fair comparison among networks using different , we define the the average packet delay of an uncoded packet as the normalized average packet delay (i.e., the summation of the average backlogged time, the transmission time and the average waiting time for the first available time slot of an uncoded packet).
The normalized packet delay can be computed in the following way. From (25) and (26), we can obtain the average delay for a coded packet. For the sake of presentation, we assume the coding rate , where and are two integers with . The average delay of coded packets is . Since codes packets contain only uncoded packets, the average delay for an uncoded packet is (27) which is the same as the normalization of delay used in [10] .
A. Delay Versus Average Throughput Evaluation
Similar to the throughput comparison, we evaluated the delay versus average throughput relation for both the centrally controlled and the ad hoc system at different and and studied the effects of spreading gain and error control on delay-throughput characteristics of both systems. and were the same as in the throughput evaluation.
Comparison Between the Centrally Controlled and the Ad Hoc System: Figs. 8 and 9 show the average delay versus average throughput for both systems with a varying at . We observed the well-known behavior of the existence of two stable point [8] in both systems: for one average throughput, there are two corresponding delays, one is small (the desired) and the other is large (undesired). This behavior indicates that both the centrally controlled and the ad hoc system are not stable; there is an undesirable stable point of the network state.
The penalty imposed by the centrally controlled architecture on the delay performance can be clearly observed in Figs. 8 and 9. Under light traffic conditions, most of the packet can be received successfully in a time slot. In the ad hoc system, the packet delay was only the transmission and waiting time for the beginning of a time slot. In the centrally controlled system, however, the delay must also includes the downlink transmission time. Therefore, the ad hoc system had smaller packet delay under light traffic conditions. When traffic became heavier, more powerful receivers (larger and ) lead to smaller packet delay in the centrally controlled system than in the ad hoc system (see Fig. 9 ).
Effects of Spreading Gain: Given the relationship between and the network throughput observed in Section IV-C, it is not surprising to see that in the centrally controlled network, for a fixed delay value, higher value increased the normalized average throughput for the centrally controlled network except in networks with poor performance receivers (see the right part of Fig. 8) where larger decreased the normalized average throughput at the same delay level. In the ad hoc network, larger uniformly lead to smaller normalized average throughput for the ad hoc system at the same normalized delay.
Effect of Error Control:
We also varied at and evaluated the delay versus average throughput for these two systems as shown in Fig. 10 . It is interesting to observe that there is a big gap between the curves with (with error control coding) and the curve corresponding to (no error control coding). This behavior suggests that using error control coding can have significant performance gain in terms of packet delay for both systems.
We included the delay versus average throughput for the perfect receiver (using orthogonal codes with and ) for the ad hoc system as a reference in Fig. 10 . We can observe that for the centrally controlled system, when the receiver becomes a perfect receiver, there will be no backlogged time for a packet. As a result, the delay is the summation of the transmission time in the uplink and the downlink and the waiting time for beginning of a time slot. For the ad hoc system, however, even with the perfect receiver, packets still have delay. Larger value only makes the packet delay performance approaches that of a perfect receiver in the ad hoc network (see the curves corresponding to the perfect receiver and and the ad hoc bound).
The effect of on the throughput-delay characteristics in the centrally controlled network is the same as on the throughput. For the ad hoc network, we observed that larger lead to better throughput-delay behavior for the ad hoc system (higher normalized average throughput at a given normalized delay level).
VI. STABILITY COMPARISON
It is well-known that slotted Aloha is unstable and has an undesirable stationary point [2] . This behavior is also verified by the delay-throughput characteristics evaluation in the previous section for CDMA slotted Aloha systems. We characterize the stability behavior in terms of FET [8] of the network state. Given a state threshold , FET is the average time the network state first exceeds assuming at time zero the network is in state . Following [8] , we can obtain by solving the following sets of linear equations:
Note that in the centrally controlled system, the network state changes every two time slots whereas in the ad hoc network the state changes every time slot. Therefore, the FET of the centrally controlled system obtained by (28) has a unit of two time slots.
In evaluating FET, we chose the network state threshold as the state corresponding to the largest throughput for simplicity as is similarly chosen in [4] . Again, we varied and to investigate the effect of spreading gain and error control on the FET performance of these two systems. The FET versus normalized arrival rate is illustrated in Figs. 11 and 12 for different at .
Comparison Between the Centrally Controlled and the Ad
Hoc System: Because the throughput was higher in the ad hoc system than in the centrally controlled system under light traffic conditions, the FET of the ad hoc system was longer than that of the centrally controlled system when the normalized arrival rate was small. As the normalized arrival rate became larger, both systems were saturated and the FET approached one in the ad hoc system and two in the centrally controlled system, respectively. For more powerful receivers , the centrally controlled system had similar FET as that of the ad hoc system under all normalized arrival rate. The reason is two-folded. First, the FET has a unit of two time slots in the centrally controlled system. Second, the offered load (consequently the network state) corresponding to the maximum throughput is higher in the centrally controlled system than in the ad hoc system. Because we define the FET as the time the network state first exceeds the state threshold which maximizes the throughput, the network state in the centrally controlled had to reach a higher threshold than in the ad hoc network, hence, the FET of the two systems could be approximately the same although the ad hoc network had higher throughput than the centrally controlled system under light traffic.
We did not plot FET curves corresponding to for the centrally controlled system in Fig. 12 because these FET approached infinity. The reason is that with such a powerful receiver in the centrally controlled system, the throughput almost grew linearly with the arrival rate; hence, the network state never reaches the threshold which corresponds to the maximum throughput. However, in the ad hoc network, the throughput bound made the FET always finite.
Effect of Spreading Gain: In Figs. 11 and 12 , we can see that before the network became saturated (FET approached one in the ad hoc network, two in the centrally controlled network), larger made the network more stable in the centrally controlled system. In the ad hoc system, only under light load (normalized arrival rate less than 0.15 in Fig. 11 ), did higher value increase FET at a fixed normalized arrival rate. As the traffic became heavier and before the network saturation, smaller actually leads to longer FET at a given normalized arrival rate as shown in both Figs. 11 and 12.
Effect of Error Control Coding: Comparing Figs. 11 and 12 for the same , we can observe that more powerful error control coding can greatly increase the FET in the centrally controlled system (for example, with at normalized arrival rate 0.1, without error control coding, the FET is only about ; but with , the FET is ). For the ad hoc system at small , error control coding can also greatly improve the FET. For example, at , without error control coding the system became saturated when normalized throughput was greater than 0.15. With error control coding, the system reached saturation after normalized arrival rate was greater than 0.3. However, at large , more powerful error control did not affect the FET too much (see the curve corresponding to in Figs. 11 and 12 ). The reason is again attributed to Theorem 2 because that at larger most of colliding packets can be recovered by a receiver, it is the ad hoc network throughput bound that limits the throughput. Therefore, increasing will not affect the throughput too much. Hence, the transition of number of backlogged nodes will not be affect by significantly.
VII. CONCLUSION
We have compared the performance of two types of slotted Aloha CDMA wireless LAN: ad hoc and centrally controlled. Based on a finite-population model, the network throughput, the average packet delay and the network FET are derived for both the centrally controlled and the ad hoc system. A performance bound is derived for the ad hoc network. The efficiency of bandwidth utilization is measured by the normalized network performance. The performance comparison between the ad hoc and the centrally controlled networks is evaluated. We also quantitatively analyzed the effect of the spreading gain and the error control coding on the network performance for the two systems.
The performance of the ad hoc network is negatively affected by two factors: 1) availability of a node to receive packets; and 2) the possibility that a node detected packets intended for other nodes. The penalty on the network performance of the ad hoc network caused by these two factors is more significant when the traffic is heavier. Although there is no similar issues in the centrally controlled network, the process of relaying packets by the BS penalized the network performance, especially at light traffic conditions. We observed that with the same spreading gain and error control coding, the ad hoc system had higher throughput and smaller packet delay than the centrally controlled system under light traffic conditions; however, the centrally controlled system out performed the ad hoc systems when the traffic was heavy.
For centrally controlled networks, we observed the following.
• For centrally controlled networks with moderate powerful receivers, higher spreading gain can increase normalized network performance.
• When the receiver performance is poor in a centrally controlled network, higher spreading gain actually decreases the normalized network throughput under heavy traffic conditions. • Because of the smaller bandwidth expansion introduced by the error control than by the spreading gain, it is more efficient to use error control than to use higher spreading gain to improve the centrally controlled network performance. The effects of spreading gain and error control on the performance of ad hoc networks are more complicated than that of the centrally controlled networks due to the throughput bound imposed by the ad hoc architecture. Specifically, the following observations can be made.
• The improvement of the network throughput obtained from increased spreading gain cannot offset the bandwidth expansion caused by such spreading gain. Increasing spreading gain monotonically decreases normalized throughput; hence, lower efficiency of bandwidth utilization.
• For a given spreading gain, the relationship between the normalized throughput and the number of correctable bit errors is not monotonic. An optimum value of the number of correctable bit errors can be selected to maximize the normalized throughput.
• There is a significant throughput-delay performance improvement from no error control coding to having error control coding both before and after the normalization. As error control coding becomes more powerful, the network reaches the performance bound, hence, the improvement becomes marginal. • Higher spreading gains improves the network stability at light normalized throughput, but reduces the network stability at heavy normalized throughput.
• Although more powerful coding can increase the network stability for all normalized traffic conditions, the improvement becomes marginal when the spreading gain becomes higher.
APPENDIX A A PROOF OF THEOREM 1 Let be the random variable for the total number of successfully received packets at the link layer, be the random variable for the total number of packets transmitted in a time slot, and be the random variable for the total number of packets intended for idle nodes in the network ( packets are lost due to the use of half-duplex receivers). Then (29) where . For the second step above, we have used the fact that only those packets intended for idles nodes have a chance to be detected correctly. Under Assumption 5, we have (30) To determine , we can view the transmission of packets to idle nodes as the classic problem of assigning balls randomly to boxes. Each assignment corresponds to a particular transmitting-receiving pattern for the packets. By solving this problem, we can have (31) Substituting (31) into (29) yields (12) . Now we need to determine , the probability that out of packets intended for the node is received given total packets are transmitted in a time slot. We again get this probability by solving the following equivalent problem: there are total balls (total packets in a slot), of them are red (intended for this node), the rest of them are white (not intended for this node). One takes out balls (detect packets) without putting them back. Every trial the probability that balls are taken out is and is the probability that exactly red balls are taken out out of these balls ( intended packets are detected).
Denote random variable as the number of balls taken. In order to take out exactly red balls, we must have . Let random variable be the number of red balls are taken out, we have (32) where . Applying (36) to Theorem 1, we have . Now, we need to show that implies . For a fixed , from step 1, we know that if and only if , i.e., when there are packets for idle nodes, all of them will be correctly received by their intended receivers with probability 1. Assume . Then, if all packets are all intended for the same idle node, the probability of receiving packets will be less than 1, which contradicts . Therefore, only if if leads to
