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Abstract 
This thesis presents an investigation of brain networks mediating both language-
specific and domain-general control of propositional speech production in health and 
following left hemisphere stroke. The research used univariate and multivariate 
analyses of functional magnetic resonance imaging data as participants produced 
sentential speech in response to stimuli (Speech). The activity of specific brain 
networks during Speech was compared against different baseline conditions. Two 
studies on healthy participants confirmed a language-specific role for a left fronto-
temporo-parietal (LFTP) network. Propositional speech was accompanied by a 
relative suppression of activity in domain-general networks including a right fronto-
temporo-parietal (RFTP) network, default mode network (DMN), and cingulo-
opercular (CingOper) network.  
 
A separate study investigated alterations in the activity of these networks following a 
chronic left hemisphere stroke. The network measures in patients were related to 
those from the healthy participants. There was an up-regulation of the CingOper 
network during Speech, a task the patients found difficult. Although the activity within 
individual networks was not predictive of speech production in patients, the relative 
activity between networks was a predictor of both within-scanner and out-of-scanner 
performance, over and above that predicted from lesion volume and various 
demographic factors. Specifically, the robust functional imaging predictors were the 
differential activity between the DMN and both the left and right fronto-temporo-
parietal networks. The patients also demonstrated an altered speech-related 
between-networks functional connectivity. A further study of cerebrovascular 
reactivity measurements suggested that signal changes in the healthy tissue remote 
from the infarct were unlikely to be confounded by cerebrovascular reactivity changes 
following stroke. 
 
The results of the thesis indicate that recovery of speech production after stroke, is 
not adequately captured by notions of brain regions ‘taking over’ lost domain-specific 
functions. Rather it is best considered as the interaction between what remains of 
domain-specific networks and the domain-general systems that regulate behaviour.  
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1. Introduction 
1.1. Contribution of functional neuroimaging to our understanding 
of language processing 
1.1.1. The introduction of functional neuroimaging 
The modern era of functional neuroimaging was heralded by a publication in Nature 
(Petersen et al., 1988), now cited >2,000 times. This reported a study on healthy 
participants using positron emission tomography (PET) and what became the classic 
‘subtraction’ design, whereby activity in one behavioural state is subtracted from 
another to identify the anatomical location of the cognitive function of interest. Two 
semantic tasks were reported as showing a conjunction of activity in the left inferior 
frontal gyrus (IFG). The authors concluded that the left IFG, largely incorporating 
‘classic’ Broca’s area (Brodmann areas 44 and 45) and adjacent ventrolateral inferior 
frontal cortex, ‘participates in processing for semantic association’. In the discussion 
of this result, the authors explicitly contrasted their result with the neurological model 
of single word processing proposed by Geschwind (1965a, b), who argued that the 
processing of semantic associations is located in the inferior parietal cortex. 
 
The paper of Petersen and colleagues (1988), and a further publication by the same 
group (Petersen et al., 1990), were very influential in terms of introducing a new 
methodology to human neuroscience and advancing our understanding of the 
functional anatomy of language. However, most would now agree that one plausible 
interpretation of their studies, that representations of semantic knowledge are stored 
in the left IFG, is an unlikely explanation for their results. Semantic processing is 
likely to be very distributed, with anterior and ventral temporal cortex playing a key 
role (Acosta-Cabronero et al., 2011; Lambon Ralph, 2014; McClelland and Rogers, 
2003; Patterson et al., 2007). What has become evident is that the left IFG is a core 
component in processes involved in accessing these representations in a context-
dependent manner. Therefore, alternative proposals were made based on further 
experiments, using the alternative (and now almost universal) methodology of 
functional magnetic resonance imaging (fMRI): for example, that it is not the retrieval 
of semantic knowledge per se that results in increased left IFG activity, but rather 
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selection of information amongst sometimes competing alternatives from semantic 
memory (Thompson-Schill et al., 1997; Wagner et al., 2001). As another example, an 
interpretation based on retrieval processes rather than on representations was also 
made in relation to the effects of semantic ambiguity in sentence comprehension. 
Thus, “the shell was fired towards the tank” is effortlessly accepted as meaningful, 
despite the two nouns and the verb having a number of alternative meanings. Were a 
listener to select incorrectly from among these alternative meanings, the sentence 
would be perceived as nonsensical. When participants in an fMRI study parsed ‘high-
ambiguity’ sentences, they demonstrated increased left IFG activity compared to 
when they heard ‘low-ambiguity’ sentences, comprised of words with only one 
meaning that were otherwise matched for linguistic variables (Rodd, 2004). 
 
Interpretations of the function of Broca’s area have continued as a major 
preoccupation of functional neuroimaging research (entering the search terms 
‘Broca’s AND (fMRI OR PET)’ in PubMed returns 774 references). Given its pre-
eminence as a cortical ‘module’ for language, most functional neuroimaging research 
directed at this region has been by scientists who are preoccupied with the 
processing of phonology, words or syntax, and how separable sub-components of 
Broca’s area are involved in these different linguistic processes (Vigneau et al., 
2006). Nevertheless, activity in Broca’s area has also come to feature prominently in 
studies that have hypotheses and interpretations unrelated to language-specific 
processing. Broca’s area is anatomically and neurochemically heterogeneous 
(Amunts et al., 1999; Amunts and Zilles, 2012). Further, the anatomical and 
functional connectivity of this region is widely distributed (Lemaire et al., 2013), 
particularly if one views Broca’s area as including not only the pars opercularis and 
triangularis, but also the adjacent lateral orbital, ventral premotor and anterior insular 
cortices, various combinations of which appear in publications referring to Broca’s 
area (see Figure 1-1).  
 
Given its extensive anatomical and functional connectivity, it is not surprising that this 
region activates in response to non-linguistic as well as linguistic stimuli. The 
functional heterogeneity of Broca’s regions has been demonstrated in a further fMRI 
study on healthy participants. This set out to determine the response of the left pars 
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opercularis and triangularis across a wide range of language and non-language 
tasks. Within these two regions, although sub-components were active only during a 
language task, others were active across all tasks (Fedorenko et al., 2012).  
 
                    
Figure 1-1. Broca’s area in neuroimaging studies of language. Broca’s area, adjacent frontal 
operculum and the insula are commonly activated in neuroimaging studies employing 
language tasks. Activations in these regions are often less precisely interpreted as activity in 
a larger Broca’s area.  Top panel shows a schematic drawing of the lateral view of the left 
hemisphere and the position of the classic Broca’s area defined as encompassing 
Brodmann’s areas (BA) 44 (yellow) and 45 (blue) and adjacent cortex in BA 47 (orange) and 
ventral BA 6 (green). Bottom panel shows axial slices from T1-weighted MRI images in 
Montreal Neurological Institute (MNI) standard space, superimposed with bilateral BA 44 
(yellow) and 45 (blue) from the Juelich histological atlas (http://www.fmrib.ox.ac.uk/fsl/) and 
insular cortices (magenta) from the Harvard-Oxford cortical structural atlas 
(http://www.fmrib.ox.ac.uk/fsl/). The probabilistic maps of these brain regions overlap 
considerably. Numbers attached to the axial slices represent the coordinates in the Z plane 
above the anterior-posterior commissural line. 
 
An additional observation in the study of Fedorenko and colleagues (2012) was that 
the harder a task, the greater the activity in Broca’s area. Often, activity associated 
with task difficulty, as reflected in the reaction times and/or error rates, has been 
considered a confound when the motivation for a study is to determine the functional 
anatomy of domain-specific processes. Dealing with this confound can be achieved, 
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at least in part, in several ways: ensuring that in a subtraction design the activation 
and baseline tasks are matched for reaction times and error rates; failing that, by 
regressing out these variables in the analysis; or, if the study was an event-related 
fMRI study, simply by discarding the functional images from the trials with prolonged 
reaction times or errors. Occasionally, researchers have included the activity 
associated with task difficulty alongside their main findings. One example of such a 
publication is that by Binder and colleagues (2005), who investigated the functional 
anatomy of domain-specific representations for concepts conveyed by abstract 
compared to concrete words. The healthy participants performed a lexical decision 
task on concrete words, abstract words and non-words (the last being the baseline 
condition). The length of the reaction times for making the decision were: non-words 
> abstract words > concrete words. In the main analyses, the reaction times were 
accounted for by including them in the regression model. However, an analysis 
investigating the effect of reaction times across all trials was also included. This 
analysis demonstrated positive correlation between reaction times and distributed 
activity in regions including bilateral anterior insular cortices and the adjacent IFG 
(aI/IFG), the middle frontal gyri, extending posteriorly to the precentral sulci and the 
intraparietal sulci, dorsal anterior cingulate cortex and adjacent superior frontal gyrus 
(dACC/SFG). These regions form two networks, the cingulo-opercular and one of 
several fronto-parietal networks, that have now been studied in detail by groups 
interested in domain-general attention and cognitive control of domain-specific 
processes (Dosenbach et al., 2007; 2008; Duncan, 2013; Menon and Uddin, 2010). 
Therefore the up-regulation of activity in these regions in response to increased 
reaction time in the study by Binder and colleagues (2005) may be a refection of 
increased task demands. 
 
I will provide a review of these domain-general networks in section 1.1.3. In the next 
section, however, I would like to discuss a number of functional-anatomical models of 
language that have contributed to our understanding of functional specialisation of 
the left hemisphere brain regions engaged in speech production. I will conclude the 
next section by the supposition that these neophrenological models of language do 
not accord well with the emerging notions of functional network organisation of the 
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brain, and in particular often underestimate the role of domain-general networks to 
language function.  
 
1.1.2. Functional-anatomical models of speech production in health 
Guenther and colleagues (2006) proposed a functional-anatomical model of the 
sensory-motor control of speech production in the form of words, syllables or 
phonemes (Figure 1-2). This was termed the DIVA model  (Directions into Velocities 
of Articulators), with sets of neurons constituting a neural process represented as a 
block (or maps), and feed-forward and feedback projections represented as arrows.  
Producing speech requires rapid fine motor control of multiple muscles including: the 
respiratory muscles responsible for controlled exhalation; the larynx controlling vocal 
fold vibration; and the articulators, including the tongue, lips, pharynx, uvula, and the 
hard and soft palates. Guenther and colleagues (2006) proposed that this fine motor 
control occurs through feed-forward and feedback flow of information. The DIVA 
model posits that the speech sound neurons, situated in the left ventral premotor 
cortex, send efferent signals, through the feed-forward system, to the articulators to 
produce the target sound. The speech sound neurons also send afferent signals to 
the auditory (planum temporale and Heschl’s gyrus) and somatosensory cortical 
areas to encode sensory expectations for the sound. Once the sound is produced, 
the expected auditory and somatosensory target is compared to the produced 
auditory or somatosensory state, through auditory and somatosensory feedback 
signals. Any discrepancies between the target and the current state, the error, will 
lead to a feedback signal to motor cortex to correct the discrepancy. The model 
situates the auditory error cells in the bilateral posterior superior temporal gyri and 
area SPT [the sylvian-parietal-temporal region, see Hickok and Poeppel (2007) and 
Hickok and colleagues (2008)]. The somatosensory error cells are placed in the 
bilateral supramarginal gyri.  The model also has a role for subcortical areas and 
cerebellum. It is through the repeated use of this system that phonology develops in 
young children. As the child becomes more skilled, the feedback mechanisms 
become less important.  
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Figure 1-2 . Neural processing stages of speech production according to the DIVA model. 
Reprinted with permission from Elsevier: Guenther FH, Ghosh SS, Tourville JA. Neural 
modeling and imaging of the cortical interactions underlying syllable production. Brain and 
Language 2006; 96: 280–301. 
 
A further model proposed by Indefrey and Levelt (2004) demarcated cortical regions 
and time windows of activation for the core processes of word production, namely 
lexical selection, phonological code retrieval, syllabification, and phonetic/articulatory 
preparation. This model was based on meta-analysis of imaging literature on word 
production (82 experiments) and data on the timecourse of activations mainly 
obtained from magnetoencephalographic (MEG) and cortical stimulation studies. 
Once the concept to be articulated is identified, the correct item from the lexicon 
needs to be selected. The model situates lexical selection in the left middle temporal 
gyrus (Figure 1-3, yellow). This is the followed by lexical phonological code retrieval 
(Figure 1-3, orange) in the posterior sections of the left middle and superior temporal 
gyri. Syllabification, an incremental clustering of segments to form syllables, occurs in 
the left posterior IFG including the Broca’s region (Figure 1-3, blue). Finally phonetic 
encoding and articulation occur in the bilateral sensorimotor cortices (Figure 1-3, 
dark green), supplementary motor area (SMA), cerebellum, and thalami. This model 
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identified bilateral superior temporal areas as possible neural correlates of self-
monitoring (Figure 1-3, light green). An update on this model published some years 
later, concluded that the earlier proposed brain structure-function relationships was in 
keeping with the evidence from more recent publications, with the exception that 
syllabification occurs in a more restricted dorsal area within the left IFG, and that 
there is a probable role of the inferior parietal cortex in word production (Indefrey, 
2011). 
                     
Figure 1-3. Functional-anatomical model of core processes engaged in word production. The 
numbers indicate the time windows (in milliseconds) during which the regions are activated 
during picture naming. See text for explanation of the processes underlying each coloured 
region. Reprinted with permission from Elsevier: Indefrey P, Levelt WJM. The spatial and 
temporal signatures of word production components. Cognition 2004; 92: 101–144. 
 
Price (2012) produced a functional-anatomical model of language that incorporated 
areas associated with speech production, as well as processing of heard speech and 
reading (Figure 1-4). This model demarcates the location of the language regions 
and the most consistent functions that have been assigned to them through decades 
of functional neuroimaging studies of language. Some processes such as sensory 
 
 
22 
and motor processing are localised to single regions whilst others such as semantics 
are distributed across a number of regions. 
  
                
Figure 1-4. Illustrative sketch of the location of language related activations, created by 
overlaying activations from many different studies. The colours indicate the type of task or 
processing; blue: auditory, red/brown: visual , orange: general action selection (hand or 
speech). The green shades relate to speech generation; light green: word retrieval, dark 
green: phonological decisions, khaki green: mouth movements. Pink and purple shades refer 
to different levels of semantic and syntactic processing; dark pink: semantic, light pink: 
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semantic and to a lesser extent phonological decisions. Dark purple refers to activity 
resulting from meaningful spoken and written sentences, whilst white areas are activated by 
both perception and production tasks. Reprinted with permission from Elsevier: Price C. A 
review and synthesis of the first 20 years of PET and fMRI studies of heard speech, spoken 
language and reading. NeuroImage 2012; 62: 816–847. 
 
Price’s map, whilst more detailed in its boundaries and distribution, is reminiscent of 
that by Indefrey and Levelt (2004). These models thus attempt to reveal functional 
specialisation at the level of a brain region. This neophrenology of language does not 
accord well with a meta-analysis of functional imaging studies of language 
processing, which demonstrated phonology, semantics and syntax overlapping 
throughout the left frontal, temporal and parietal regions (Vigneau et al., 2006). This 
is in keeping with specialisation of function emerging from overlapping and 
distributed left fronto-temporo-parietal functional systems (also referred to as 
networks) rather than the modular organisation implied by the earlier reviews.  
 
Furthermore this modular organisation of language also appears to be in conflict with 
hundreds of neuroimaging studies that have now reported co-activation of brain 
regions during specific cognitive states, known as functional connectivity (Friston, 
2004; 2011). It is now clear that the brain is at least partly organised into functionally 
connected networks; for example see papers by Fox and Raichle (2007) and Power 
and colleagues (2011). In keeping with these developments in systems 
neuroscience, Fedorenko and Thompson-Schill (2014) have argued that instead of 
thinking about functional specialisation for language processing at the level of brain 
regions, as was the case with the models I summarised above, it is best to consider 
functional specialisation at the level of brain networks, e.g. collection of brain regions 
coactivated during the language task. The authors positioned the language network 
in relation to domain-general networks and propose that the neurobiology of 
language is better understood as functionally specialised ‘core’ language networks 
and a domain-general ‘periphery’ of regions that regulate the language networks, 
depending on the communicative goals and context (Fedorenko et al., 2012; 2013; 
Fedorenko, 2014; Fedorenko and Thompson-Schill; 2014). 
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In the next section I will summarise the literature on domain-general brain networks 
and end the section by discussing two recent studies on healthy participants that 
specifically related activations during language fMRI tasks to these networks.     
 
1.1.3. Domain-general cognitive control brain systems 
The human brain contains cortical regions that are specialised for domain-specific 
processes: for example, early visual or auditory processing, orthographical 
perception or motion perception. However over the last decade there has been 
considerable research on domain-general functional brain systems that are engaged 
across a wide range of cognitive tasks. In this thesis I refer to these functional brain 
systems as networks, in keeping with the existing literature.  
 
The existence of domain-general cortical regions is reasonably well established. One 
influential hypothesis is that a set of these regions, termed the ‘Multiple-Demand 
System’ (MDS), rapidly adapt to exert top-down control during a broad range of tasks 
(Duncan, 2010; 2013; Duncan and Owen, 2000; Fedorenko et al., 2013). The MDS 
relates to general psychological constructs like intelligence quotient, cognitive 
flexibility, behavioural inhibition, and attentional control (Duncan, 2005; Hampshire et 
al., 2012). The MDS is minimally engaged when performing an overlearned (habitual) 
task, but becomes engaged when solving novel problems, when task conditions 
change and habitual responses require modification, and more generally whenever 
tasks require a greater level of top-down control. One can conceptualise that 
language tasks may engage all of these processes, particularly when domain-specific 
resources alone do not suffice, either in healthy participants performing difficult 
metalinguistic tasks (Hampshire et al., 2013) or when the habitual functioning of 
language networks have been impaired by pathology. 
 
The regions in the MDS include bilateral intraparietal sulcus, inferior frontal sulcus, 
anterior insula and adjacent frontal operculum, and the pre-supplementary motor 
area and adjacent dorsal anterior cingulate (pre-SMA/dACC). The regions in the 
MDS have been further fractionated by some authors into sub-components 
(Hampshire and Owen, 2006; Hampshire et al., 2012). Depending on the exact task 
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demands, these regions activate to varying degrees; however, the same sub-regions 
commonly co-vary in activation levels across tasks (Hampshire et al., 2012) and even 
across time during rest (Dosenbach et al., 2007). These intrinsic networks have been 
variously named as ‘task positive’ (Fox et al., 2005), ‘task-activation ensemble’  
(Seeley et al., 2007), or  ‘task control’ networks (Dosenbach et al., 2007). These are 
sometimes further divided into sub-networks including ‘fronto-parietal control,’ ‘dorsal 
attention’, and ‘cingulo-opercular’ (e.g., Dosenbach et al., 2007; Power et al., 2011; 
Power and Petersen, 2013; Vincent et al., 2008). The exact mental processes that 
are mediated by these domain-general cortical and subcortical systems have not yet 
been clearly defined (Hampshire et al., 2012). Similarly the use of over-specified 
labels may fail to capture the broader contributions of these networks to domain-
general control. In the subsequent text, I will briefly describe these networks (also 
see Figure 1-5).  
 
A combination of coactivation of cortical regions that overlap with the MDS is termed 
by some as the ‘fronto-parietal control’ (Dosenbach et al., 2007, 2008; Power, 2011; 
Power and Petersen, 2013) or ‘executive control’ network (Seeley et al., 2007). This 
network incorporates left and right anterior and dorsolateral prefrontal cortices and 
the intraparietal sulci/adjacent dorsal inferior parietal cortices. The activity in the 
fronto-parietal control system has been attributed to initiation of task performance, 
and adjustment of cognitive control on a continuing trial-by-trial basis. Some studies 
have segregated the bilateral fronto-parietal control system into a left lateralised and 
a right lateralised system (Smith et al., 2009; 2012). Smith and colleagues (2009) 
demonstrated that correlated activity within a left lateralised fronto-parietal network, 
identified using a ‘resting state’ fMRI dataset in healthy participants, has a similar 
anatomical distribution to regional ‘language activations’ obtained from the a large 
databank of many functional imaging studies (BrainMap) involving nearly 30,000 
human participants (Laird et al., 2005). This network included correlated activity in 
the left inferior parietal, inferolateral temporal, dorsolateral prefrontal cortex and 
dorsal midline frontal cortex. Thus, activity in this left ‘fronto-temporo-parietal’ 
network was indirectly attributed to ‘language’ processing (Smith et al., 2009; 2012). 
In Chapter 4, I specifically test this assertion by confirming the presence of correlated 
activity within this network in two fMRI studies of healthy controls performing a 
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speech production task, and directly testing the activity of this network during the 
language task against baseline tasks.  
 
                        
Figure 1-5. Schematic drawing of the typical spatial distribution of domain-general networks 
that may be engaged during neuroimaging of language tasks in healthy controls as well as 
aphasic patients. Many functional neuroimaging studies depict these networks as spatially 
overlapping. (A) The coloured networks are the Default Mode Network in blue, the fronto-
parietal control network in yellow, and the cingulo-opercular network in red. The Default 
Mode Network is sometimes referred to as a  ‘task-negative’ network that is deactivated 
during task performance. Although they are functionally separable networks, the fronto-
parietal control and cingulo-opercular networks often co-activate and are considered to exert 
attention and executive control, and other processes involved in making a decision, selecting 
a response, and monitoring and correcting for errors. (B) Attentional networks can be divided 
into two broad systems; the dorsal attention network, in green, is thought to be a goal-driven 
‘top–down’ attentional system, and is distributed symmetrically between the two 
hemispheres. The ventral attention network, in orange, is considered a stimulus-driven or 
‘bottom–up’ attentional system, and is largely lateralised to the right hemisphere. 
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A further well established domain-general network is the ‘Dorsal Attention Network’ 
(DAN). This includes correlated activity within occipito-temporal cortex, the superior 
parietal lobule, intraparietal sulcus and frontal eye field in each hemisphere (see 
Figure 1-5). Activity in this network has been mainly studied using goal-directed top-
down selection of visual stimuli based on internal goals and shifts of spatial attention 
(Corbetta and Shulman, 2002; Corbetta et al., 2008; Vincent et al., 2008). This is in 
contrast to a predominantly right-lateralised ‘Ventral Attention Network’ that also 
incorporates the junction of the inferior parietal lobe with posterior temporal cortex. 
This system is engaged in stimulus driven attention and detects salient and 
behaviourally relevant stimuli (Corbetta and Shulman, 2002; Corbetta et al., 2008; 
Singh-Curry and Husain, 2009). These two networks overlap spatially with a set of 
regions implicated in processes that require attention sustained over time. Regions in 
both these networks have been proposed to contribute to vigilant attention (Langner 
and Eickhoff, 2013). However, the exact processes that they support remain the topic 
of debate. 
 
The coactivation of a network of brain regions in the dorsal anterior cingulate cortex 
and adjacent medial superior frontal gyrus (dACC/SFG) and bilateral anterior insulae 
and adjacent inferior frontal gyri (aI/IFG) has been termed the cingulo-opercular 
network (Dosenbach et al., 2007, 2008; Power, 2011; Power and Petersen, 2013). 
The coactivation of a similar set of regions has been termed the ‘salience system’  
(Menon and Uddin, 2010; Seeley et al., 2007). These regions often coactivate with 
the fronto-parietal control network (Vincent et al., 2008). The activity in this network 
has been attributed to goal-directed behaviour through the stable maintenance of 
task sets, or detection of salient events. In this thesis, I adopt the label cingulo-
opercular (or CingOper in the results Chapters) network that focuses on anatomical 
description rather than the more controversial process-based labels (e.g. salience 
network). 
  
The midline frontal region of the cingulo-opercular network, namely the dACC/SFG 
has been observed to be active in many language studies of healthy participants (for 
example, Blank et al., 2002; Braun et al., 2001; Price, 2012). In addition to language 
tasks, this region is activated by many non-linguistic cognitive tasks, such as 
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processing of emotion, pain, attention, motor control, memory, reward, and the 
monitoring of responses and errors (Alexander and Brown, 2011; Kennerley et al., 
2006; Lovstad et al., 2012; Paus, 2001; Ridderinkhof, 2004; Rushworth et al., 2003; 
Torta and Cauda, 2011). It remains unclear the amount to which the responses to 
these very disparate stimuli are processed by a common system or by anatomically 
overlapping but functionally distinct sub-systems within the dACC/SFG (Torta and 
Cauda, 2011). However, a small number of fMRI studies on healthy participants have 
study designs that allowed the investigators to explicitly dissociate language-specific 
fMRI activity from that related to domain-general processes involving the cingulo-
opercular network. I have summarised these studies and their results in Table 1-1 
and Figure 1-7B. Two of these studies are now discussed in more detail. 
 
Vaden and colleagues (2013) tested the prediction that elevated cingulo-opercular 
activity increases the likelihood of immediate correct word recognition. The 
participants were required to repeat heard words presented against a background of 
babble. The signal-to-noise ratio during speech perception had two levels, so that 
one repetition task was more difficult and resulted in greater errors. Activity in the 
cingulo-opercular network increased during the trials with lower signal-to-noise ratio, 
and activity in this system correlated with error rates across all trials. Further, using 
partial correlations functional connectivity analyses on each trial, the authors 
demonstrated that increased cingulo-opercular activity was predictive of better word-
recognition performance on the next trial. In a second study, Piai and her colleagues 
(2013) required their subjects to perform three tasks, each with two or three levels of 
difficulty. Two tasks involved verbal stimuli and responses while the third was a visual 
task with manual responses (see Table 1-1). Reaction times were longer and errors 
more frequent, for the more difficult levels of each task. Activity in the dACC was 
increased across all tasks in keeping with its domain-general role. Furthermore, in 
two of the three tasks activity was significantly greater during the more difficult trials. 
 
Table 1-1. Functional MRI studies on healthy participants that explicitly dissociated 
language-specific activity from that related to non-linguistic or domain-general processes. In 
all these studies activity was related to non-linguistic processing in components of the 
cingulo-opercular network (also see Figure 1-7B. Abbreviations are: dACC, dorsal anterior 
cingulate; aI/IFG, anterior insula/inferior frontal gyrus; dlPFC, dorsolateral prefrontal cortex; 
R, right; L, left; MNI, Montreal Neurological Institute stereotactic co-ordinates.  
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Task 
[number of levels of task difficulty] 
Outcome Reported MNI coordinates of activity in 
regions associated with the cingulo-
opercular network (X,Y,Z) 
ACC R insula L insula 
E
ck
er
t e
t a
l. 
(2
00
9)
 
  
1) Visual attention: Eriksen 
Flanker task [Two] 
2) Single word 
recognition: repeating heard 
filtered words 
[Four] 
1) The same frontal regions (ACC, R 
aI/IFG, R dlPFC) were engaged, 
regardless of the task. 
2) Activity in these regions increased with 
task difficulty. 
Visual Task 
-3,45,18 
 
Language 
Task 
9,27,30 
Visual Task 
39,3,-3 
 
Language 
Task 
30,21,9 
- 
 
 
 
- 
E
rb
 e
t a
l. 
(2
01
3)
 
1) Repeating heard sentences 
[Two: vocoded vs. clear 
sentences] 
2) Non-speech sound amplitude 
discrimination using button 
responses [Seven] 
1) The difficult verbal task was associated 
with activity in the cingulo-opercular 
network.  Parts of this network 
(dACC/SFG and left aI/IFG) also showed 
increased activity as the non-verbal task 
became more difficult. This activity was 
attributed to domain-general cognitive 
control. 
-6,17,49 33,23,1 -30,23,-2 
B
au
m
ga
er
tn
er
 e
t a
l. 
(2
01
3)
 
Three tasks: 
1) Perceptual manipulation 
judgement: detect pitch or font 
size change 
2) Semantic judgement 
3) Phonological judgement 
 
Stimuli were presented in two 
domains: written and heard words 
 
1) R pars opercularis responded to non-
linguistic perceptual processing 
2) There was greater activity in regions 
in a cingulo-opercular network for the 
perceptually manipulated stimuli during 
the perceptual processing but not 
phonological or semantic processing. 
3) Activity in the left and right anterior 
insulae, was present for all three 
decision tasks on all stimuli relative to 
‘rest’. 
 
-3,33,39 36,21,-6 -42,21,-6 
V
ad
en
 e
t a
l. 
 (2
01
3)
 
1) Repeating words that were 
heard over background babble 
[Two] 
1) Activity in the cingulo-opercular network 
increased in proportion to percentage 
errors and task difficulty. 
2) Elevated cingulo-opercular activity 
increased the likelihood of immediate 
correct word recognition. 
 
-7,31,40 
 
 
 
 
-1,35,34 
42,27,-10 
 
 
 
 
43,21,-9 
-42,24,-4 
 
 
 
 
- 
P
ia
i e
t a
l. 
 (2
01
3)
 
1) Vocal picture naming whilst 
ignoring visual distractors 
[Three] 
2) Vocal colour naming whilst 
ignoring visual distractors (Stroop 
task) 
[Three] 
3) Non-language task (Simons 
task) 
[Two] 
1) All 3 tasks showed activity in the dACC, 
in the contrast of difficult trials 
(incongruent) against rest baseline. 
2) In the two language tasks, this area 
showed increased activity for the difficult 
(incongruent) relative to easier 
(congruent) stimuli, consistent with the 
involvement of domain-general 
mechanisms of attentional control in word 
production 
-4,12,36 - - 
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Unlike the networks described above that activate during ‘exteroceptive’, externally 
driven tasks, the Default Mode Network (DMN) (see Figure 1-5) is an ‘interoceptive’ 
network that deactivates when participants are engaged in stimulus-response tasks 
(Buckner et al., 2008; Esposito et al., 2006; McKiernan et al., 2006; Raichle et al., 
2001). The DMN has a distinct and reproducible anatomical distribution with 
correlated activity located in the ventral anterior and posterior cingulate cortex, 
precuneus, the angular gyri (posterior inferior parietal cortices), rostral dorsolateral 
prefrontal cortex, and the medial temporal lobes.  
 
Although typically considered a ‘resting state’ network, part of this network overlaps 
with those supporting speech production and the semantic processing of verbal 
stimuli (Seghier and Price, 2012; Seghier et al., 2010; Smith et al., 2012). Binder and 
colleagues (2009) argued that during ‘rest’ human brains are far from inactive, with 
stimulus independent thoughts engaging the retrieval of both episodic and semantic 
memories, and that this function explains activation of components of the DMN 
during some language studies. Furthermore a net deactivation of the DMN over time 
does not exclude a role for components of the DMN in narrative language. Thus, 
Regev and colleagues (2013) have shown that fluctuating correlated activity over 
time in the DMN occurs in response to both comprehension of written and spoken 
narratives. I will discuss this concept in more detail in the discussion section relating 
to Chapter 5 of this thesis. 
 
The exteroceptive or task-positive networks demonstrate anticorrelated activity with 
the interoceptive DMN network (Fox, 2005; Spreng et al., 2010). The balance 
between the two has been studied in healthy participants (Kelly et al., 2008; Leech et 
al., 2011; Weissman et al., 2006), and it is now apparent that this balance becomes 
disrupted during pathological conditions. This has been demonstrated in traumatic 
brain injury (Bonnelle et al., 2011; Jilka et al., 2014), dementia (Zhou et al., 2010), 
cerebrovascular disease (Sheorajpanday et al., 2013; Tuladhar et al., 2013) and 
brain changes during normal ageing (Andrews-Hanna et al., 2007).  
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This balance might also predict residual speech performance after post-stroke 
aphasia, a hypothesis tested in Chapter 5 of this thesis. Aphasia therapy was 
associated with increased functional connectivity within the posterior nodes of the 
DMN, although this change in functional connectivity did not correlate with the degree 
of improvement in aphasia (Marcotte et al., 2013). Other studies have demonstrated 
that aphasic stroke may be associated with reduced functional connectivity between 
nodes of a left frontal-parietal network (Zhu et al., 2014). Finally a study of aphasic 
patients in the chronic phase of stroke, has shown that the recovery of language 
function may be attributed to increased functional connectivity between the left frontal 
and parietal regions (Sharp et al., 2009).  
 
Damage to these networks can occur after stroke. A cerebral hemispheric stroke may 
be a focal disease of acute onset, but in addition to damage to a limited (albeit often 
large) region of cortex, it also invariably results in damage to white matter tracts, 
including long intra- and inter-hemispheric pathways (Crofts et al., 2011) as well as 
possible damage to highly connected subcortical nuclei. The contributions of 
‘disconnection syndromes’ to the behavioural consequences of stroke are well 
recognised (Catani and ffytche, 2005; Geschwind, 1965 a, b) but those of ageing, 
microangiopathic cerebrovascular disease as the result of co-existing hypertension 
and diabetes, and unsuspected neurodegenerative pathology are difficult to assess 
in individual cases. It is intuitive that these will have an adverse effect on stroke 
recovery and rehabilitation.  
 
This role of domain-general networks in recovery from aphasic stroke is also 
becoming recognised in the neuropsychological literature. Although most of the 
neuropsychological studies on aphasia recovery design their assessments and 
consider their results in terms of residual function in domain-specific language 
systems, there is a small literature that has associated communication problems in 
patients with aphasia with impairments of executive control (Fillingham et al., 2006; 
Fridriksson et al., 2006; Lambon Ralph et al., 2010; Murray, 2012; Purdy, 2002; 
Robertson and Murre, 1999), attention (Lambon Ralph et al., 2010; Murray, 2000; 
2012), problem solving as measured by Raven’s Coloured Matrices and Wisconsin 
Card Sorting Test (Baldo et al., 2005; Gainotti et al., 1986), memory (Fillingham et 
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al., 2006; Lambon Ralph et al., 2010; Murray, 2012; Swinburn et al., 2005), semantic 
control (Corbett et al., 2009), or the ability to inhibit distracting stimuli (Wiener et al., 
2004). These non-linguistic verbal cognitive problems appear to have an impact on 
the response to behavioural therapy (Fillingham et al., 2006; Goldenberg et al., 1994; 
Lambon Ralph et al., 2010; Robertson and Murre, 1999; Yeung and Law, 2010). 
Thus, for example, in a study on 33 patients with chronic post-stroke aphasia and 
naming difficulties (Lambon Ralph et al., 2010), a principal component analysis 
revealed both a phonological factor and a cognitive factor as best predicting therapy 
outcome designed to improve the residual anomia. 
 
1.2. Aphasic stroke  
Stroke is the third leading cause of premature mortality worldwide with an increasing 
incidence in the last decade (World Health Organisation, 2014). There are approximately 
152,000 strokes in the UK every year, that is more than one every five minutes (Stroke 
Association, 2013). It is claimed that one third of all stroke patients have an aphasic 
deficit as part of their presenting symptoms (Laska et al., 2001; Lazar et al., 2008; 
Pedersen et al., 2004). Although half of these patients recover much or all of their 
language function, the remainder are left with a persisting and disabling impairment 
of communication. It is estimated that in the USA and the UK alone, the prevalence 
of post-stroke aphasia is one million and 250,000, respectively. 
 
Not surprisingly, most studies and subsequent meta-analyses that have investigated 
prognosis have concluded that the initial severity of the overall stroke deficit, and of 
the aphasic deficit specifically, and the size of the lesion afford the most reliable 
indicators of prognosis (Lazar et al., 2008; Maas et al., 2012; Pedersen et al., 1995; 
Plowman et al., 2012). However, these factors explain only ~one third of the 
variability in recovery from aphasia, with lesion volume contributing little to the 
variance in one multiple regression analysis on 22 patients (Lazar et al., 2008). The 
contribution of demographic factors, such as sex, age, premorbid intelligence and 
handedness, as explanatory variables for prognosis appears to contribute even less 
to the prediction of final outcome (Plowman et al., 2012); although in one large series 
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it has been demonstrated that increasing age is associated with a worse prognosis 
(Knoflach et al., 2012). In Table 1-2 I have provided a summary of these studies and 
the factors they identified as predictors of recovery from post stroke aphasia.  
 
Although determining prognosis after aphasic stroke remains uncertain, there is often 
a considerable amount of spontaneous natural recovery. The early studies from 
1970s and 1980s, that largely studied patients in the subacute to chronic stage, 
demonstrated that 40% of patients with aphasia achieve a near complete recovery 
within 1 year (Ferro et al., 1999). In a study that assessed recovery crudely by the 
National Institute of Health Stroke Scale (NIHSS), and followed the fate of the 
patients after the hyperacute stage of stroke, 74% of those who were aphasic very 
early after stroke onset experienced ‘full’ remission of language impairment at 6 
months (Maas et al., 2012). This degree of spontaneous recovery is higher than 
other reports, and may reflect early recovery of aphasia in the first few hours and 
days after stroke (Inatomi et al., 2008; Pedersen et al., 2004), an early remission that 
may have been missed in previous studies. It probably also reflects the insensitivity 
of the NIHSS score to detect higher order aphasic syndromes. Evaluating patients 
immediately after the stroke runs the methodological risk of emphasising the impact 
of early reversible ischaemia (Reineck et al., 2005). Therefore, it would seem 
advisable to delay a detailed aphasic assessment until at least 24 hours after the 
onset of stroke symptoms. 
 
Most studies have shown that recovery of aphasia is maximal within three months, 
and only minimal improvements in language function can be expected after this time 
(Brust et al., 1976; Demeurisse et al., 1980; Laska et al., 2001; Pedersen et al., 
1995; Wade et al., 1986). Therefore assessing language at three to four months after 
stroke is expected to reflect near maximal language recovery. This timeline was 
borne in mind when recruiting patients for the study presented in Chapter 5 of this 
study. 
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Table 1-2. Epidemiological studies of spontaneous recovery following aphasic stroke. 
Incidence of aphsia, and variables associated with recovery are summarised. NIHSS: 
National Institute of Health Stroke Scale, m: months. 
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Based on these studies, the evidence for lesion size as an indicator of outcome is 
uncertain. A question that arises concerns the contribution of the location of the 
lesion, in ‘critical’ brain regions, to predictions about aphasic deficit and recovery 
after stroke. There is increasing evidence that lesion site influences outcome after 
post stroke aphasia. Anatomical imaging analyses have attributed specific aphasic 
deficits to damage to specific brain regions-of-interest (Kreisler et al., 2000), or group 
of many smaller volume units (voxels) using voxel-based morphometry (VBM: see 
Leff et al., 2009; Price et al., 2010) or voxel-based lesion-symptom mapping (VLSM: 
see Baldo et al., 2006; Borovsky et al., 2007; Dronkers et al., 2004; Geva et al. 
2011a). Periodically it is reported that infarction of a certain small region reliably 
results in a specific and lasting aphasic deficit, but such reports may attract further 
studies suggesting that the anatomical-behavioural association is not as strong as 
originally suggested (for example, see Dronkers, 1996, and the subsequent paper by 
Hillis et al., 2004). Indeed it has been suggested that such lesion-deficit mapping 
studies are prone to mislocalising the ‘critical’ region, as these vascular lesions often 
follow a distribution based on a relatively consistent vascular anatomy and do not 
conform to functional boundaries (Mah et al., 2014a). As a result, Mah and 
colleagues argued that such lesion-based group studies should be analysed with 
multivariate rather than univariate statistics. A further disadvantage of a lesion-based 
approach is that it may only identify sub-components of a wider network of brain 
regions responsible for performing a function, particularly if certain lesion sites are 
‘oversampled’. This may occur as a result of white matter pathology disconnecting 
remote but intact grey matter regions that are functional homologues of the damaged 
site.  
   
Therefore aphasic stroke recovery is influenced by factors that are only partially 
explained by the current clinical and imaging measures. These uncertainties 
regarding predicting prognosis, as well as the ambiguities regarding the efficacy of 
therapeutic interventions such as speech and language therapy (Bhogal et al., 2003; 
Brady et al., 2012), pharmachotherapy (Berthier et al., 2011) or brain stimulation 
(Elsner et al., 2013; Hamilton et al., 2011) would be reduced if the mechanisms of 
recovery were better understood.  In the remaining sections of the Introduction to this 
thesis I will consider the role of functional neuroimaging in fulfilling this goal.  In 
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particular, I will argue that when interpreting functional neuroimaging results in the 
context of aphasic recovery, studies have usually neglected the contribution of 
domain-general systems (discussed in section 1.1.3) acting on damaged domain-
specific language networks.  In essence, this is a refinement of a common bedside 
clinical intuition; that if executive function and attention are impaired in an aphasic 
patient, due to the lesion distribution or co-morbid brain pathology, the worse the 
prognosis and potentially the response to rehabilitative interventions. 
 
1.3. Suggested proposals about mechanisms of language recovery 
after a stroke 
Functional neuroimaging studies investigating aphasia recovery usually interpret their 
results in the context of three broad mechanisms. The first two predate the 
introduction of functional neuroimaging.  
 
The ‘perilesional’ hypothesis proposes that recovery is the consequence of the 
reconstitution of domain-specific language systems in the tissue around the lesion 
(Heiss et al., 1999; Hillis et al., 2006; Meinzer and Breitenstein, 2008; Rosen et al., 
2000; Szaflarski et al., 2013; Warburton et al., 1999; Winhuisen et al., 2007). The 
second, the ‘laterality-shift’ hypothesis, is that recovery is attributable to a ‘shift’ of 
language function to the homotopic cortex in the contralateral hemisphere (Blasi et 
al., 2002; Leff et al., 2002; Musso et al., 1999; Saur, 2006; Turkeltaub et al., 2012; 
Winhuisen et al., 2005). The third, the ‘disinhibition’ hypothesis, has come out of 
functional neuroimaging research. It proposes that right-sided activity is the product 
of loss of transcallosal inhibition. It is further proposed that this contributes little to 
recovery, and may even hinder it by reciprocal inhibition of any remaining 
undamaged tissue in the left hemisphere (Belin et al., 1996; Blank et al., 2003; 
Naeser et al., 2004; 2005; Rosen et al., 2000; Thiel et al., 2006). 
 
A hierarchy for aphasia recovery has been proposed (Heiss and Thiel, 2006) that 
attempts to incorporate these disparate findings. On their synthesis, the best 
recovery is achieved by the restoration of the original activation patterns within the 
network of the dominant hemisphere, which is less likely after large lesions. 
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Compensation may also involve secondary centres of the ipsilateral network, a less 
efficient reorganisation. If most of the ipsilateral perisylvian cortex is infarcted, least 
efficient compensation is mediated by homotopic contralesional regions. However, 
conflicting opinions about the roles of ‘laterality shift’ and ‘transcallosal disinhibition’ 
result in opposing views about rehabilitative interventions; for example, should one 
attempt to activate or inhibit a contralateral homotopic region with cortical stimulation 
techniques to promote recovery? 
 
Consideration is rarely given in these proposals to the influence of intact domain-
general networks on recovery, or the possibility that some of the ‘abnormal’ activity 
recorded in post-stroke aphasia is the result of the up-regulation of normal activity 
within domain-general networks (Wise, 2003). Thus, activity in response to a 
language task observed at the margins of a lesion that has affected Broca’s area, or 
in the homologous region, may not reflect partial domain-specific recovery, but be 
attributable to activity within intact components of the domain-general system such 
as the cingulo-opercular system. Further, the greatest activity may be observed in the 
right homologue of Broca’s area in those patients who have shown the least recovery 
because they have the greatest difficulty with tasks performance, and not necessarily 
because this reflects an ‘inefficient’ domain-specific system for recovery (Heiss and 
Thiel, 2006), or that it is actively inhibiting recovery (Naeser et al., 2005). Despite an 
increasing number of published studies that have investigated aphasia using 
functional neuroimaging in the last decade, the proportion of these studies that 
correlate recovery with domain-general cognitive processes has remained constant, 
even though an extensive parallel literature has emerged on these domain-general 
systems over this period (see Figure 1-6). 
 
In the next sections I will suggest a reinterpretation of specific examples from 
amongst published studies; but, of course, separating activity in domain-specific 
networks from that in domain-general networks is not straightforward without explicit 
adaptation of study designs, something that has only been performed in a few 
studies. 
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Figure 1-6. Graphical representation of the increasing number of publications that have 
reported functional neuroimaging studies investigating the effects of, or recovery from, 
cerebral lesions resulting in aphasia. There has been no corresponding increase in 
interpreting the results from these studies in terms of domain-general cognitive processes. 
The solid black represents the annual number of publications returned from the search terms 
“Aphasia AND Functional Neuroimaging” in PubMed. The hatched line represents the annual 
number of publications returned from the search terms “(Aphasia AND Functional 
Neuroimaging) AND (Executive OR Cognitive Control OR Conflict OR Attention)” in PubMed. 
The shaded area represents the emergence of the parallel literature on domain-general 
cognitive control networks from functional neuroimaging studies on healthy participants. 
 
1.3.1. Interpreting task induced activations in contralateral cortex 
following left hemisphere lesions 
There are earlier studies, using non-neuroimaging techniques and a variety of patient 
populations, that have implicated the right hemisphere in recovery of language-
specific functions (Gazzaniga, 1983; Gazzaniga et al., 1984; Kinsbourne, 1971; 
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Papanicolaou et al., 1988; Vargha-Khadem et al., 1997). There have been additional 
reports of right-handed patients who had recovered some language function after a 
left hemisphere aphasic stroke, but who then deteriorated further after a second 
stroke affecting the right hemisphere (Barlow, 1877; Basso et al., 1989; Cappa and 
Vallar, 1992; Lee et al., 1984; Turkeltaub et al., 2012). Of course, such single-case 
studies or case series on a few patients are rarely conclusive. 
Interpretation of functional neuroimaging studies has not, as yet, allowed a 
consensus to be reached about the function of the right hemisphere in recovery 
(Crinion and Leff, 2007; Price and Crinion, 2005). A recent meta-analysis concluded 
that aphasic patients consistently activated spared left hemisphere language nodes, 
adjacent left hemisphere cortical regions, and right hemisphere homotopic regions 
(Turkeltaub et al., 2011). Patients with left inferior frontal lesions recruited right IFG 
more reliably than those without. It was considered that some regions, including right 
dorsal pars opercularis, were functionally homologous with corresponding areas in 
control subjects, while others, including right pars triangularis, were functionally 
dissimilar. 
There have been other studies that have used brain stimulation techniques, with or 
without functional neuroimaging, and have reported a supportive role for the right 
hemisphere in language recovery after a left hemisphere infarct (Winhuisen et al., 
2005; 2007) or gliomas (Thiel et al., 2005). For example, two studies by Winhuisen 
and colleagues (2005; 2007) applied inhibitory repetitive transcranial magnetic 
stimulation (rTMS) to both the right and left IFG and measured brain activity using 
PET in patients with either sub-acute or chronic post-stroke aphasia. In the sub-acute 
setting it was concluded that in ~half of the patients the right IFG was ‘essential for 
language function’. At a later stage after the onset of stroke, the role of the right IFG 
in supporting single word tasks was demonstrated in a smaller proportion of patients. 
The study populations were small, and, as in most studies, the language tasks were 
‘metalinguistic’, requiring a decision and a response; processes that place demands 
on attention and executive functions. Therefore, specifically relating activity in 
residual tissue in the left IFG and in the right IFG to domain-specific language 
function rather than these other domain-general processes may be too narrow an 
interpretation of these findings. 
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The hypothesis that activity in the right IFG may inhibit residual left IFG function in 
aphasic stroke patients (the ‘disinhibition’ hypothesis) was explicitly investigated in a 
study based on data from healthy participants (Hartwigsen et al., 2013). A virtual 
lesion of either the anterior or posterior left IFG with continuous theta burst 
stimulation was created, and its immediate effects on the repetition of real words and 
pseudowords assessed. The behavioural effect was very mild, but inhibition of the 
posterior left IFG resulted in slight slowing of the reaction time during the repetition of 
pseudowords, but not real words. This was associated with increased activity in the 
right posterior IFG. Using effective connectivity analysis, the authors showed that the 
right IFG was influencing activity in the partially inhibited left IFG, and across the 
group the strength of this connectivity correlated inversely with the slowing of 
reaction time (‘repetition onset time’). The authors concluded that the right posterior 
IFG activity was ‘adaptive’ or, to be more precise, showed ‘adaptive plasticity’, the 
latter term implying a change within a language-specific network. The model used to 
determine effective connectivity only included two regions, the left and right posterior 
IFG. Considering the emerging literature on the relationship between these regions 
and the dACC/SFG, which together form the cingulo-opercular network, (see section 
1.1.3) it would have been of interest to observe changes in effective connectivity had 
the dACC/SFG been included in their connectivity model. This might have given a 
very different impression, namely up-regulation of top-down control from a domain-
general network in response to impaired task performance rather than rapid adaptive 
plasticity in the right pars opercularis. 
One of the most thorough fMRI studies on aphasic stroke patients, cited over 400 
times, was by Saur and colleagues (Saur et al., 2006). This study is a good exemplar 
of the difficulties inherent in the interpretation of right IFG activity in recovery. A 
particular merit of this study was that three fMRI studies were performed on the 
majority of their patients: within a few days of the stroke (acute phase), at two weeks 
(subacute phase) and finally at ~one year (chronic phase). The lesions were of very 
different sizes and distributions in the left middle cerebral artery territory. Participants 
performed two tasks. The first, simpler task was to distinguish between two heard 
sentences: normal sentences and sentences rendered unintelligible by playing them 
in reverse. The patients had to perform significantly better than chance at detecting 
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this gross difference in the stimuli. The second, and more difficult task was to detect 
a semantic violation in half the forward sentences (e.g. ‘The pilot flies the plane’ 
compared to ‘The pilot eats the plane’). Performance on the easier first task earned 
only a maximum of 10% of the behavioural score for in-scanner performance, 
whereas performance on the second task could earn up to 90% of the marks. 
Patients improved their performance on both standard tests of language abilities and 
on within-scanner performance over time. Comparing the raw scores over time (in 
table 2 of the paper), it can be concluded that few patients were able to detect 
semantic violations in the acute stage and most likely attended to the easier task of 
differentiating between sentences. However, the scores indicate that by two weeks 
post-stroke almost all were ‘having a go’ at the much more difficult semantic violation 
task, although at the expense of an appreciable number of errors. Then, by one year 
the semantic violation task had become easier, with a performance very similar to 
that achieved by healthy participants. Therefore, the study design included both a 
change in language scores across the scanning sessions and, plausibly, fluctuating 
cognitive ‘effort’ in the performance of the more difficult semantic violation task.  
The crux of the interpretation of the results related to what happened to brain activity 
in the right aI/IFG (Figure 1-7A, yellow peaks on axial slices). There was task-related 
activity at this location in the healthy participants. Activity here was low in the patients 
at the time of the first scan, but was greater than normal by two weeks, before 
declining to the level observed in the healthy participants by one year. This trajectory 
plausibly follows engagement on the difficult task demand when detecting the 
semantic violations: little effort at the first time point when the subjects realised the 
task was too difficult; considerable effort at two weeks when there had been partial 
recovery, resulting in a better performance; and declining activity at six months when 
recovery had made the task much easier. However, the authors dismissed task-
related activity as an explanation for their finding, and related it to a dynamic 
language-specific process contributing to recovery from aphasia after stroke. In 
contrast, the alternative interpretation was adopted by authors of a study that related 
right IFG activity in aphasic patients to non-linguistic processing due to task difficulty 
or learning (van Oers et al., 2010). 
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Figure 1-7. Activation peaks from the neuroimaging studies of language tasks that can be 
attributed to domain-general function. Each activation peak is represented as a sphere with a 
5 mm radius around the reported peak coordinate of activity, superimposed on a single T1-
weighted MR image, anatomically normalised into the MNI standard stereotactic space. A) 
Activation peaks from studies on patients with stroke that showed a positive correlation with 
measures of aphasic recovery. These peaks localised to the dorsal anterior cingulate cortex 
(sagittal view) and right IFG/ right anterior insula (axial views). The red regions lie within the 
‘cingulo-opercular’ network described by Dosenbach and colleagues (2007). Yellow, purple 
and green regions are from the studies of Saur and colleagues (2006), Brownsett and 
colleagues (2013), and Raboyeau and colleagues. (2008), respectively.  B) Activation peaks 
from studies on healthy participants that explicitly dissociated language-specific fMRI activity 
from that related to domain-general processes. In all these studies activity was related to 
domain-general processing in components of the cingulo-opercular network. Red region 
represents peak activity in the ‘cingulo-opercular’ network described by Dosenbach and 
colleagues (2007). Blue represents activation peaks from studies listed in the Table 1-1. C) 
Activation peak (yellow) in the right posterior superior temporal sulcus (pSTS) from the study 
on stroke patients with left posterior temporal infarction by Leff and colleagues (2002). In that 
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study increased activity in the right pSTS was attributed to a “shift” of language function from 
the left to the right pSTS, and was attributed to the recovery of word comprehension. This 
region is just inferior to the right temproparietal junction (TPJ) that is engaged in attentional 
processes. Red represents convergence of activity in the right TPJ related to vigilant 
attention from a meta-analyis of attentional neuroimaging studies by Langner and Eickhoff 
(2013).  
 
It could be argued that inferring participants’ cognitive ‘effort’ across time in the study 
of Saur and colleagues (2006) based on the behavioural scores is speculative. 
However, the study went further in relating regional activity with an out-of-scanner 
composite language score achieved by the patients. At the time of the first study, the 
language score correlated strongly with activity in both the left and right aI/IFG. 
Further, the improvement in language scores between the acute and second scans 
correlated with activity in the right aI/IFG and a midline frontal region that, on the co-
ordinates supplied, locates to the dACC/SFG (Figure 1-7A, yellow peak on the 
sagittal slice). Although a contribution from language-specific networks to this result 
is possible, which was the conclusion made by the authors, overall the results would 
seem to fit as well or better with varying activity in the domain-general cingulo-
opercular network; the greater the up-regulation of the cingulo-opercular network, the 
more top-down control was being exerted, and the better the performance on 
language tasks that was based broadly on speech comprehension. 
 
The identification of a correlation between improved language outcome and 
activation in dACC/SFG in aphasic patients is in keeping with results from two further 
studies (Brownsett et al., 2014; Raboyeau et al., 2008). See Figure 1-7A, for peak 
coordinates of dACC/SFG in these studies. Both of these two studies had taken 
steps to reduce the task performance (i.e. increase the task difficulty) in the healthy 
control group, and were able to relate activity in the dACC/SFG in aphasic patients 
and controls to task difficulty and task demands rather than linguistic processing per 
se. In the study by Brownsett and colleagues (2013) the patients were required to 
listen to a sentence in preparation to repeat that sentence immediately afterwards. 
They achieved ~60% accuracy as a group. The healthy control subjects performed 
the same task, except that in some trials the sentences had been manipulated to 
reduce spectral information, using an established technique (Sharp et al., 2010; see 
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also a meta-analysis by Adank, 2012). When contrasting listening to the perceptually 
difficult sentences with the clear sentences in the healthy participants, they clearly 
demonstrated increased activity in the cingulo-opercular network, which therefore 
related to task difficulty but not language processing (which must have been greater 
during perception of the normal sentences). In patients, activity in the dACC/SFG 
was observed when they listened and prepared to repeat normal sentences, a task 
that they found difficult, and this activity correlated with performance on an out-of-
scanner overt picture description task. The study was interpreted as demonstrating 
the influence of domain-general control when task difficulty increased, as the result of 
perceptual distortion of the stimuli in the healthy participants and aphasic impairment 
in the patients; and that the individual ability to activate this network influenced 
outcome after stroke. These findings will be discussed again in relation to the results 
of Chapter 5.  
 
1.3.2.  ‘Laterality shifts’ in temporo-parietal cortex 
Most studies of aphasia recovery that relate recovery to ‘laterality shifts’ of language 
processing have reported these changes in the inferior frontal cortex, Broca’s area. 
Many fewer studies have reported a similar laterality shift in another eponymous 
language region, namely Wernicke’s area, in left posterior temporal cortex and 
adjacent inferior parietal cortex (for examples, see Leff et al. 2002; Teki et al. 2013). 
Although the evidence from lesion studies strongly implicate the left posterior 
temporal cortex in language processes, a recent functional-anatomical model has 
proposed that the acoustic analysis of heard speech and lexical access is a function 
of both the left and right posterior temporal cortex (albeit with a ‘weak left hemisphere 
bias’) (Hickok and Poeppel, 2007). This model proposes that the language processes 
that are strongly left-lateralised either decode meaning conveyed by the syntactical 
structuring and ordering of words to access sentence-level semantics or are central 
to speech production. On this basis, it might be expected that the homologue of 
Wernicke’s area can support at least some of the functions associated with the 
spectrotemporal analysis of heard speech and access to lexical representations. One 
study in support of this view was that of Leff and colleagues (2002), who 
demonstrated that the response of the right posterior superior temporal sulcus 
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(pSTS) changed after chronic aphasic stroke, showing a profile that came to 
resemble that of the left pSTS in healthy right-handed subjects. It was proposed that 
this was due to a reorganisation of synaptic function in a domain-specific language. 
Although this interpretation may be correct, and many consider that the perception as 
opposed to the production of language is not left-lateralised (Hickok and Poeppel, 
2007), it is a region just inferior to the right temporoparietal junction, at the 
intersection of the posterior end of the superior temporal sulcus with the inferior 
parietal lobule and the lateral occipital cortex (Figure 1-7C). A meta-analysis of 55 
studies has concluded that the right temporoparietal junction forms part of a 
distributed network of brain regions mediating vigilant attention (Langner and 
Eickhoff, 2013). This network consists of top-down and bottom-up attentional 
processes, and overlaps with other fronto-parietal components of the ventral 
attentional system (Figure 1-5) that respond to salient and behaviourally relevant 
stimuli (Corbetta et al., 2002; 2009). In the model proposed by Langner and Eickhoff 
(2013), the right temporoparietal junction may be engaged in ‘reorientation signalling’ 
and become active when attention has drifted away from the task and needs to be 
refocused. Thus, a response at the pSTS that is greater in aphasic patients than in 
healthy controls as they listen to verbal stimuli could plausibly reflect differences in 
the degree of engagement of the ‘bottom-up’ attentional processes rather than a 
change in the response of language-specific cortex. This again addresses the issue 
that aphasic patients and healthy controls differ not only in terms of language 
processing, but also in the demands on attention and executive control, with aphasic 
patients almost invariably having to exert different levels of attention and cognitive 
control when processing verbal stimuli and performing linguistic tasks.  
 
1.3.3. Interpreting training induced changes following aphasic stroke 
With the exception of the earlier discussion on neurostimulation-induced changes in 
aphasic stroke, I have so far mainly focused on the brain responses to spontaneous 
recovery after aphasic stroke. Functional neuroimaging has also been used to 
investigate training-induced recovery (Musso et al., 1999; Fridriksson et al., 2006; 
Cherney and Small, 2006, Thompson et al., 2010). However, these studies have 
included few patients (i.e. < 4) (Cherney and Small, 2006; Fridriksson et al., 2006, 
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Meizner et al., 2007, Vitali et al., 2007) or larger case-series of patients analysed 
individually (Meizner et al., 2008; Musso et al., 1999; Thompson et al., 2010), which 
makes generalisation of their findings to the larger population unreliable. 
 
Two studies that have looked at training-induced effects using a group level analysis 
approach emphasised the role of systems supporting language rather than shift of 
language function per se. Raboyeau and colleagues (2008) studied the effect of 
lexical training on ten patients performing a naming task in their native language 
compared directly with twenty healthy participants completing the same task in a 
foreign language.  They found an increase in activity in the right aI/IFG after training 
in both groups. The activity in the right aI/IFG correlated with behavioural 
improvement in patients (see Figure 1-7A, green sphere on axial slices) whilst the 
activity in a right dACC region correlated with behavioural improvement in both 
groups. There was also a post training deactivation in the regions associated with the 
DMN, suggesting that all participants were engaging more in the task. The authors 
interpreted these findings as a neural correlate of lexical learning and suggested that 
it ‘illustrates the specific monitoring role of the attention network in resolving verbal 
conflict’.  However, the second study (Brownsett et al., 2014), found no neural 
correlates of training. The authors studied both healthy participants and patients with 
aphasia while they undertook auditory discrimination training. The authors suggested 
that this null result may have been due to the use of conventional univariate 
statistical analyses, which may be too insensitive to reveal the training–induced 
functional changes (see section 1.4). Further neuroimaging studies investigating 
training induced changes in domain-general brain networks are needed to explore 
the influence of these networks on training related recovery after aphasic stroke. 
 
1.4. Practical implications for studying language impairment after 
stroke  
In the absence of valid animal models, the study of recovery of speech and language 
following aphasic stroke has either to rely on clinical studies or depend on studies on 
healthy participants and the modulatory effects of task difficulty or the effects of non-
invasive brain stimulation. In order to combat some of the pitfalls in interpreting 
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functional neuroimaging signals, a few methodological issues need to be considered 
when designing experiments.  
 
First is the selection of appropriate baseline tasks.  Two points need to be taken into 
account when selecting these tasks: One is an inclusion of a non-linguistic baseline 
task. Ideally, this task should match the language task in terms of difficulty as 
measured by similarities in error rates and reaction times. This is needed in order to 
help differentiate activations resulting from linguistic networks from domain-general 
networks. Examples in which this issue was considered include the studies on 
healthy participants by Eckert et al. (2009) and Piai et al. (2013) (see Table 1-1). 
Another issue when interpreting baseline tasks includes the likely modulation of 
activity in the DMN. As activity in the DMN is up-regulated during ‘rest’ conditions, 
many now consider that ‘rest’ or other ‘passive’ conditions have limitations as a 
baseline condition for subtractive experimental designs that investigate language 
processing, and incorporate a higher-level baseline task (Awad et al., 2007; Spitsyna 
et al., 2006). When designing the studies in this thesis, I attempted to address this 
specific issue, by incorporating several baseline tasks to compare against the speech 
production task of main interest (see the studies in Chapters 4 and 5). 
 
The second issue relates to the comparative task difficulty of the language task(s) 
between the aphasic patient group and the healthy controls. It has been suggested 
that this can only be achieved by performing functional neuroimaging studies on 
patient populations who are able to do a task with comparable error rates and 
reaction times to the control population (Price and Friston, 1999). This has its 
obvious limitations, and will exclude a disproportionate number of even relatively 
mildly affected subjects from a study. As a result, it is a restriction that has clearly 
been ignored in almost all patient studies. An alternative is to make the same task 
more difficult for the control participants. Although this may be achieved in speech 
comprehension paradigms (Brownsett et al., 2013; Sharp et al., 2010), it is more 
difficult to do in speech production paradigms. Nevertheless attempts have been 
made to this effect by comparing activations in controls naming objects in a partially 
learnt foreign language and aphasics patients naming objects (Raboyeau et al., 
2008).  
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 Third is the need for longitudinal imaging studies of spontaneous aphasic stroke 
recovery. To date only a few studies, on a small number of patients, have performed 
longitudinal functional neuroimaging studies in aphasic patients from the acute to 
chronic stage (Heiss et al., 1999; Saur, 2006). One limitation of longitudinal studies is 
the potential for alterations in the cerebrovascular reactivity throughout the course of 
the study. It may be necessary to measure the vascular reactivity, using, for example, 
a short breath-hold fMRI task to observe the response to mild hypercarbia to prove 
that the lack of fMRI activation in stroke patients is not just due to a lack of 
neurovascular decoupling (Murphy et al., 2011). I will explore this confound in section 
2.2.4 in more detail, and will investigate the implementation of a breath-hold method 
in patients with stroke, to measure cerebrovascular reactivity, in Chapter 3. 
  
Fourth, multivariate imaging techniques, such as Independent Component Analysis 
(ICA) (Beckmann and Smith, 2004; 2005), may identify functionally distinct but 
anatomically overlapping networks that are not always apparent from a subtractive 
univariate analysis (Leech et al., 2011; 2012; Xu et al., 2014). The application of this 
technique is particularly valuable when investigating functionally heterogeneous brain 
regions such as the parietal and frontal lobes (Braga et al., 2013a). ICA takes 
advantage of low frequency fluctuations in the fMRI data to separate the signal into 
spatially distinct components that will include domain-general and domain-specific 
cognitive networks (Smith et al., 2009). This is emerging as a powerful tool for 
separating multiple brain networks in healthy controls and patient groups (Basile et 
al., 2013; Filippini et al., 2009; Smith et al., 2013; 2014; Tuladhar et al., 2013; Veer, 
2010). A methodological caveat is that the effects of large lesions, such as stroke, on 
the validity of multivariate analyses remains to be investigated.  
 
In Chapters 4 and 5 I will discuss the implementation of ICA to identify domain-
general and domain-specific brain networks in task fMRI data from healthy controls 
and patients with stroke. 
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Other major challenges relevant to this thesis, and associated with studying spoken 
language production with fMRI after post stroke aphasia include: patient cooperation 
with the task and the inevitable exclusion of the most severely affected patients; 
overcoming movement related artefact associated with the movements of articulators 
(see section 2.3.1); and the heterogeneous nature of the lesion distribution in most 
studies of post stroke aphasia. 
 
1.5. Main aims and hypothesis of the thesis  
 
This thesis used fMRI to investigate normal speech in healthy adults and impaired 
speech in patients after a left hemisphere stroke. Chapter 2 describes the general 
methods used in the thesis. Then the results are presented in the following three 
chapters: Chapter 3, a methodological study implementing a breath-hold fMRI task, 
explored alterations in regional vascular reactivity after stroke over time; Chapter 4 
presents two fMRI studies on healthy participants performing a speech production 
task; and Chapter 5 describes an fMRI study on speech production in 53 patients 
with left hemisphere stroke. Chapter 6 provides a general summary of the findings 
presented in the earlier chapters. The final chapter discusses the future directions 
that my post-doctoral research could take in the light of my original findings. 
 
The three results chapters were motivated by four main aims: 
 
1 – To test activity within a left lateralised fronto-temporal-parietal network (LFTP) 
during spoken language production. 
 
A publication by Smith and colleagues (2009) attributed activity in a left lateralised 
fronto-temporo-parietal network (LFTP in this thesis), obtained from resting state 
fMRI, to a ‘language network’ (see section 1.1.3). I confirmed the presence of 
correlated activity within this network in two task-dependent fMRI studies on healthy 
controls as they produced speech. I specifically tested the assertion made by Smith 
and colleagues (2009) for the domain-specific role of this network by directly 
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examining the activity of the LFTP network during language tasks compared with 
several baseline tasks.  
 
My main hypothesis was that this left-lateralised network would be revealed by 
multivariate analysis (ICA) to be engaged in propositional speech production 
(Speech), but not when the subjects performed other baseline tasks. In study 1, the 
baseline task was non-communicative repetitive movements of the tongue (Tongue). 
The study design of the baseline tasks was enhanced in study 2, to include an 
automatic counting task (Count), a non-propositional speech task that makes minimal 
demands on higher-order linguistic processing, and a non-verbal decision task 
(Decision). In both studies a ‘rest’ baseline was also included.  
 
2 - To identify the relative engagement of domain-general and domain-specific 
networks during speech production in health. 
 
A subsidiary aim of the second study presented in Chapter 4 was to demonstrate 
overlapping nodes of the domain-general and domain-specific networks, and their 
relative roles during spoken language production in healthy participants. I 
hypothesised that the LFTP network would spatially overlap with other networks that 
deactivate during propositional speech production and are therefore functionally 
different from the speech-related LFTP network. It was expected that a multivariate 
analysis, using ICA, would be required to reveal these overlapping networks. 
 
3 - To investigate the balance of activity between the networks that overlap in the 
midline frontal cortex, after left hemisphere stroke, and its relationship to residual 
impairment of speech production. 
 
This was the focus of the study presented in Chapter 5. Motivated by the results of 
studies discussed earlier in section 1.3.1 and Figure 1-7, relating midline frontal 
cortex to domain-general activations supporting language function, activity in several 
distributed brain networks that overlap in the midline frontal cortex were investigated 
in patients after left hemisphere stroke. These networks included the left and right 
lateralised fronto-temporo-parietal networks (LFTP and RFTP), the cingulo-opercular 
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network (CingOper) and the default mode network (DMN). The design of the study 
was the same as that presented in study 2 of Chapter 4. Patient activations were 
related to those from healthy controls. 
 
The main hypothesis was that the relative balance of the activity in a number of these 
networks would be altered in patients compared to the control participants, and that 
this balance would predict residual speech production abilities after left hemisphere 
stroke. Based on the results of Chapter 4, a specific prediction was that the balance 
of activity between the LFTP (shown to be activated during Speech relative to 
baseline task) as well as the RFTP (shown to be deactivated during Speech relative 
to baseline task) and the DMN would predict performance on the Speech task. 
  
A secondary hypothesis was that the task-specific effect of Speech on the functional 
connectivity between both the LFTP and the DMN, and the RFTP and the DMN 
would be altered in patients. This was tested using psychophysiological interaction 
analyses (see Chapter 5, section 5.2.4.4). 
 
4 - To measure longitudinal regional cerebrovascular reactivity changes after stroke 
and compare it with age-matched neurologically healthy adults 
 
Chapter 3 presents results of a methodological study that investigated cerebral 
vascular reactivity (CVR) after stroke. Vascular reactivity changes are potential 
confounds in the study of post stroke recovery using BOLD fMRI, a technique that is 
dependent on neurovascular coupling between cerebral blood flow and neural activity 
(see section 2.2.4 for more detail). The purpose of this study was to demonstrate the 
feasibility of using a validated breath-hold task in patients with stroke, both to assess 
group level changes in CVR, and to determine how alterations in regional CVR over 
time would affect interpretation of task-related BOLD signal changes in the cohort of 
patients tested. The CVR measures were compared over healthy tissue, infarcted 
tissue, and the peri-infarct tissue, both sub-acutely (~two weeks) and chronically 
(~four months) after the left hemisphere stroke. 
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It was hypothesised that the CVR measures across these tissue segments would be 
different in patients. Specifically the CVR measures were compared in healthy tissue 
between the patients and controls to aid interpretation of group level signal change 
observed in these regions in longitudinal fMRI studies. The results on patients 
presented in Chapter 5 were obtained ~four months after the ictus, and it was 
important to determine that any differences in distributed network activity, remote 
from the infarct, between patients and healthy controls was not due to a widespread 
alteration in neurovascular coupling in the patients. I have discussed the specific 
methodology associated with this study within Chapter 3 itself, rather than in the 
general methods chapter (Chapter 2).  
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2. Methods  
In this Chapter I discuss the general methods and analyses used in the studies 
included in this thesis. This includes a brief introduction to the general principles of 
magnetic resonance imaging (MRI).  
 
2.1. Principles of Magnetic Resonance Imaging 
MRI images are produced using a series of changing magnetic gradients and pulse 
sequences that create fluctuating electromagnetic fields. The different layers of 
magnetic coils in the scanner include: the static magnetic field coil (B0); shimming 
coils; radiofrequency (RF) coils; and three gradient coils (Gz, Gy, Gx). These are 
discussed below. 
 
The main magnetic field is supplied by the superconducting electromagnet, 
immersed in liquid helium, in the bore of the scanner. This field is known as the B0, 
and is aligned with the longitudinal plane (Z-axis) of the scanner.  The RF coils are 
aligned orthogonally to the B0 field, in the transverse plane (X and Y axes). They are 
responsible for transmitting pulses of RF energy at the resonant frequency of protons 
in the tissue, which absorb the energy. When the pulse ceases, the tissue re-emits 
the RF energy, and the RF coils receive this signal. Specialised arrays of RF coils 
with overlapping fields are used for functional or structural MRI of the brain to provide 
good coverage of the whole head. 
 
Gradient coils are used to localise the MR signal. Three sets of gradient coils are 
used to modify the strength of the B0 field linearly over the X, Y and Z dimensions. 
For example, in the z-axis, a pair of conducing loops are arranged to make the B0 
field stronger at one end of the bore and weaker at the other end. In the centre of the 
bore, the gradient field will be zero and the B0 field will be its normal strength. By 
modifying the three sets of gradient coils rapidly over the course of a scanning 
sequence, slices through the brain can be targeted sequentially, and the source of 
the signal emitted from the brain can be identified. 
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The final essential components of the MRI scanner are the shimming coils. Shimming 
coils are used to adjust the magnetic fields to correct for any inhomogeneities in the 
main magnetic field, such as the distortions caused by the participant’s head in the 
scanner. The shimming coils produce additional magnetic fields to bring the main 
field as close to being homogenous across the field of view as possible. 
 
2.1.1. Nuclear Magnetic Resonance  
Hydrogen ions (1H) are abundant in all human tissues as water or hydrocarbon 
chains of fat molecules. As with any element with an odd number of protons and 
neutrons in its nucleus, (i.e. one proton), these ions carry a very small positive 
electrical charge and spin around their own central axis. This electrical field 
movement creates a magnetic field perpendicular to it. Normally these spinning 
protons will be randomly aligned, so the net magnetisation vector (M0) will be zero.  
 
When placed in the B0 field of the MRI scanner, it is energetically favourable for the 
nuclei to align so that their magnetic fields are either parallel (low energy) or anti-
parallel (high energy) with the longitudinal axis of the B0 field (Figure 2-1). The 
relative proportion of parallel and anti-parallel spins depends on the strength of the 
B0 and the temperature – the stronger the B0 field strength and the lower the 
temperature, the higher the proportion of parallel-aligned spins. In a 3T (tesla) 
scanner, there is a small preference for parallel spins such that the net magnetisation 
vector of the tissue will be in the direction of B0. The aligned spinning nuclei take on a 
complex motion known as ‘precession’, which is akin to the way a spinning top 
gyrates around its main axis. The Larmor frequency of the precession can be 
calculated by the Larmor formula: 
       ω0 = γ Β0 
 
where ω0 is the Larmor precessional frequency, γ is the gyromagnetic ratio (a known 
constant for a particular nucleus) and Β0 is the field strength.  
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Figure 2-1. The nuclear magnetic momentum of spinning nuclei adopt parallel (low energy) 
and anti-parallel (high energy) configuration when exposed to an external magnetic field (B0). 
 
The precessing hydrogen nuclei absorb the pulses of RF energy that is supplied at 
their resonant frequency by the RF transmitter coils. This excitation causes some 
nuclei to tip into a higher energy state. In terms of the net magnetisation vector (M0), 
this can be visualised as a movement of the vector away from the longitudinal z-axis. 
The angle between the M0 vector and the longitudinal axis is proportional to the 
amount of energy absorbed, so ‘flip angles’ of 90o or 180o can be achieved if the RF 
pulse transmits sufficient energy. In a 90o flip the M0 vector moves to be at right 
angles to the longitudinal axis and aligns instead with the transverse plane. In 
addition to this change in the direction of the M0 vector, the application of the RF 
pulse causes the protons’ precession cycles to move into phase with each other, 
which further strengthens the magnetisation vector in the transverse plane (Blink, 
2010; Huettel et al., 2009). 
 
2.1.2. T1, T2 and T2* Relaxation  
Once the RF pulse is switched off, the nuclei re-radiate the absorbed RF energy into 
 
 
56 
their surroundings, which is detected by the scanner’s receiver coils. This relaxation 
occurs in two ways. First, the M0 moves back towards the Bo, increasing energy in 
the longitudinal plane (T1 recovery). The length of time that the M0 takes to return to 
the parallel orientation is called the T1 relaxation time. Different tissue types have 
different T1 relaxation times, resulting in different tissue contrast. For example, 
hydrogen atoms are more tightly bound in lipids that in water, thus dissipating energy 
to its surrounding more efficiently and resulting in faster T1 relaxation.  
 
Second, the spins rapidly loose phase coherence, resulting in a loss of energy in the 
transverse plane (T2 decay). Compared to T1 recovery, the T2 decay process is very 
rapid. Tightly bound hydrogen atoms, such as in lipids, dephase more rapidly than in 
water. Hence, fatty and solid tissues have shorter T2 times than cerebrospinal fluid.  
 
There are two causes of dephasing: one caused by inhomogeneities in the B0 field 
itself, which are due to imperfections in the scanner magnet as well as from magnetic 
susceptibility effects in the patient inside the field; and one caused by 
inhomogeneities due to interactions between neighboring molecules of the tissue 
(spin-spin interactions). The inhomogeneities in the B0 field cause very rapid decay, 
known as T2* decay, which translates to a loss of signal at the receiver coil. Crucially 
for functional brain imaging, one source of T2* effects is deoxygenated blood (which 
is paramagnetic) in the blood vessels (Thulborn et al. 1982). Therefore, acquiring 
T2*-weighted MRI images allows the detection of local changes in blood 
oxygenation, and thereby measurements of brain activity indirectly. See section 2.2. 
 
2.1.3. Signal Localisation 
Three magnetic gradients are used to localise the source of the radiofrequency signal 
emitted from protons. These are applied along three dimensions (Gz, Gy, and Gx) via 
the gradient coils (Figure 2-2). The gradients alter the magnetic field such that the 
magnetic field strength at each position along the gradient is slightly different. This 
means that the hydrogen nuclei at each gradient location will ‘feel’ a different 
magnetic strength, which makes them ‘precess’ at slightly different frequencies. 
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The first gradient (Gz) is called the slice-encoding gradient. By changing the 
frequency of the excitation pulse, only a given XY transverse plane (or slice) is 
excited along the Gz axis. Only protons located at the z-coordinate where the 
gradient field is zero will precess at the resonant (Larmor) frequency required to 
absorb enough RF energy to flip the magnetisation vector.  
                       
Figure 2-2. Signal localisation. Schematic representation of the scanner bore is 
superimposed over the magnetic field gradients along the three axes. 
 
Once the XY slice has been selected and excited, the second gradient (Gy) is 
applied along the Y plane. This is called the phase-encoding gradient. This gradient 
changes the precession frequency of the nuclei along the Y-axis such that nuclei at 
one end of the gradient will ‘speed up’, and at the other end will ‘slow down’. The Gy 
gradient is then switched off, allowing the nuclei to return to their original uniform 
precession frequency. However, due to the effects of the Gy gradient the nuclei will 
now be slightly out of phase with one another. This allows the position of the nuclei to 
be determined along the Y-axis by the relative phase of their precession. To achieve 
this along the entire length of the Y-axis, multiple phase encoding steps are acquired, 
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each with a different phase encoding gradient that corresponds to each voxel in the 
Y-axis.  
 
The third gradient (Gx) is the frequency encoding gradient, and is applied along the 
X-axis. This has the effect of changing the Larmor frequency along the X-axis, 
meaning that the X-axis location can be determined by the frequency of the signal 
detected in the receiver coil. Fourier decomposition is used to calculate the signal 
intensity of each frequency band, and these bands are then assigned to the 
corresponding locations in the X-axis. 
 
Using these three gradients, a 2D image can be obtained. The process is then 
repeated at different slices along the Z-axis in order to reconstruct a 3D image. Each 
3D pixel in the resulting image is referred to as a ‘voxel’ (Blink, 2010; Huettel et al., 
2009). 
 
2.1.4. T1- and T2-weighted images 
The time between two RF excitation pulses is known as the repetition time (TR). 
Longer TRs allow more relaxation to occur between each excitation. The excitation 
time (TE) is the time between the RF excitation pulse and the signal read-out at the 
receiver coil. The TE determines how much relaxation will occur following the 
excitation pulse before an image is captured. Manipulating these two parameters 
alters the contrast in the resulting MR image so that it is sensitive to different T1 and 
T2 relaxation rates. 
 
By using an intermediate TR and a short TE time, it is possible to acquire an image 
when some, but not all tissues have completed T1 relaxation (increasing T1 contrast 
through the intermediate TR), and before any dephasing has occurred (minimising T2 
contrast through the short TE). This generates a T1-weighted contrast where tissue 
types can be differentiated based on their different rates of T1 relaxation (Huettel et 
al. 2009). T1-weighted images are used to produce high-resolution anatomical 
images for research and medical imaging that differentiate cerebral gray matter, 
cerebrospinal fluid, white matter and bone.  
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By using a long TR time and an intermediate TE time, this allows all the tissues to 
fully relax by T1 mechanisms (reducing T1 contrast through the long TR), and give 
some of the tissues enough time to dephase through T2 mechanisms (increasing T2 
contrast using intermediate TE). This produces a T2-weighted image, which is 
sensitive to local differences in spin-spin interactions in the tissue. In addition, a T2*-
weighted image (with a faster relaxation than T2) can be produced. Similar to a T2-
weighted image, T2*-weighted acquisition requires a long TR and intermediate TE.  
T2 signal assumes a homogeneous B0 field but the magnetic field is actually 
inhomogeneous. This inhomogeneity results from the presence of a human body in 
the scanner. T2*-weighted image is primarily sensitive to magnetic field 
inhomogeneities, including those induced by deoxygenated blood. Unfortunately, this 
also makes T2*-weighted images susceptible to artefactual signal dropout in certain 
brain regions where field inhomogeneities are present due to air in the sinuses 
(susceptibility artefact). T2*-weighted images form the basis of fMRI sequences, and 
are acquired using gradient echo pulse sequence (Blink, 2010). See 2.2.1. 
 
2.2. Functional MRI 
Functional MRI investigates changes in neural activity in response to particular 
cognitive tasks. Increased synaptic activity leads to a metabolic response, in the form 
of glucose and oxygen consumption, and subsequently a haemodynamic response, 
evident as an increase in cerebral blood flow (CBF), blood volume and blood 
oxygenation. This is known as neurovascular coupling and will be discussed in more 
detail in the following sections describing the physiological basis of the functional 
MRI signal. 
 
2.2.1. Echo-planar Imaging  
Acquiring fMRI images requires a fast acquisition sequence with a similar temporal 
resolution to that of the task used in the fMRI paradigm. The most common sequence 
used in functional imaging is echo-planar imaging (EPI). This is a T2*-weighted 
sequence and emits one RF pulse from a transmitter coil before introducing rapidly 
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changing magnetic field gradients. An entire slice is imaged from a single excitation 
pulse. The high speed of this type of image acquisition (typically in around two or 
three seconds for a whole-brain EPI volume) results in lower spatial resolution than 
for a conventional structural MRI scan and an increase in susceptibility artefacts.  
 
2.2.2. Blood-Oxygen Level Dependent (BOLD) imaging  
The BOLD  (Blood-Oxygen Level Dependent) contrast imaging is currently the 
mainstay of human functional neuroimaging, relying on the difference in 
magnetisation of oxy- and deoxyhaemoglobin. Neuronal activity leads to an increase 
in oxygen consumption rate, and increased in cerebral blood flow (CBF) (Buxton, 
2012; Davis et al., 1998; Hoge et al., 1999). The increase in CBF and hence 
oxygenated blood is greater than the oxygen consumption rate, resulting in an 
increase in local oxygenated haemoglobin. The net effect of neural excitation is thus 
a seemingly paradoxical drop in the deoxyhemoglobin concentration, which in turn 
increases the signal strength. Oxyhaemoglobin is diamagnetic with minimal effects 
on the magnetic field and the deoxygenated haemoglobin is paramagnetic producing 
a clearly measurable, additive magnetic field (Logothetis, 2008). This induces 
magnetic field inhomogeneities and a change in MR signal in a T2*-weighted image. 
This change in signal is known as the BOLD signal.  
 
2.2.3. The Haemodynamic Response Function  
The BOLD response has a delayed temporal sensitivity relative to the underlying 
neural activity. The haemodynamic response function (HRF) describes the shape of 
the neurovascular response to a stimulus and is modelled when analysing fMRI data 
in order to allow identification of changes in the BOLD contrast linked to specific 
cognitive processes. In this thesis a canonical (double-gamma) HRF was used to 
characterise the profile of the vascular response. The time-course of neural activity is 
rapid, whereas the vascular response is considerably slower. There is an initial dip in 
the HRF profile, followed by an increase. A peak is reached approximately 6-8 
seconds after stimulus onset, and finally there is an undershoot before the HRF 
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returns to baseline. The whole haemodynamic response can take up to 15-21s to 
complete (Huettel et al. 2009).  
 
2.2.4. Effects of cerebrovascular reactivity on BOLD: implications for 
stroke studies 
Interpretations of fMRI findings should take into account the limitations of this 
technique, and factors that influence the fMRI derived BOLD signal (Logothetis, 
2008). As explained in section 2.2.2, BOLD contrast fMRI is not only dependent on 
increased oxygen metabolism due to increased neural activity, but also on changes 
in CBF and cerebral blood volume.  Since stroke has a vascular aetiology, this may 
alter the normal neurovascular coupling between the cerebral blood flow and volume, 
and oxygen consumption (taken as representative of neural activity), with resulting 
uncertainty when interpreting BOLD signal changes (Blicher et al., 2012). 
 
Reductions in cerebrovascular reactivity (CVR), the response of cerebral blood 
vessels to a vasodilatory stimulus, are associated with factors that predispose to 
stroke (Gupta et al., 2012; Markus, 2001) and vascular changes as a result of stroke 
may alter the CVR (Krainik et al., 2005). Reductions in CVR will lead to alterations in 
neurovascular coupling; that is, a given change in neural activity will no longer be 
represented by the same BOLD signal change. Combining BOLD fMRI with a 
vasoactive stimulus such as CO2 provides a robust means of characterising the CVR 
(Shiino et al., 2003). This may be achieved through administration of a vasodilatory 
gas during scanning (Heyn et al., 2010) or increasing end-tidal CO2 with a breath-
hold (Bright and Murphy, 2013; Murphy et al., 2011), which may be more comfortable 
for patients. The result Chapter 3, present a successful implementation of a breath-
holding method in patients with left hemisphere stroke, to measure CVR.  
 
Breath-holding offers an alternative to gas administration, and provides a similar 
BOLD CVR measure (Kastrup et al., 2001). Important to the study of patient 
populations, monitoring end-tidal CO2 levels during a breath-hold task, provides a 
robust and repeatable measures of CVR, even if the breath-hold task is poorly 
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performed (Bright and Murphy, 2013), opening the way to using such a task in a 
stroke population to investigate CVR differences. These measures can, in turn, be 
used to adjust the BOLD signal to more accurately reflect the neural responses to 
stimuli in univariate analyses of task-related fMRI data (Murphy et al., 2011).   
 
As alluded to in section 1.4, changes in CVR over time may potentially be a confound 
when investigating post stroke recovery, particularly in longitudinal fMRI studies, 
where activity within the vascular territory of the stroke may initially be absent, but 
later return to ‘normal’ levels. This potential confound was not investigated in the 
longitudinal study by Saur and colleges, 2006. The morphology of the HRF in brain 
regions within the same vascular territory as the stroke (Altamura et al., 2009; 
Bonakdarpour et al., 2007), and remote from the stroke (Pineiro et al., 2002), may be 
altered in some patients. In addition, major arterial stenoses may result in different 
temporal characteristics of the HRF (Carusone et al., 2002) and can induce 
competitive intra-cerebral redistribution of flow from territories with low vasodilatory 
reserve to those with high reserve (Sobczyk et al., 2014). Furthermore, studies that 
have specifically investigated longitudinal changes in cerebral haemodynamic 
function and autoregulation after stroke have shown that the morphology of cerebral 
hemodynamic response function changes, and autoregulation worsens, as the 
patients advance from the acute to the subacute stroke phase (Altamura et al., 2009; 
Reinhard et al., 2012). Thus, it is plausible to assume that CVR may change in 
longitudinal fMRI studies, and without taking into account acute and chronic changes 
in the CVR, task-related BOLD signal changes over time may be prone to 
misinterpretation. This hypothesis will be tested in Chapter 3. 
 
One fMRI study investigating aphasic stroke recovery has used a simple breath-hold 
task to account for differences in haemodynamic responsiveness in stroke patients 
(van Oers et al., 2010). An advantage of using the approach by Bright and Murphy 
(2013) in this thesis compared to the method used in the earlier study is that it 
quantified the end-tidal CO2 changes to the breath-holds, providing more reliable 
quantification of the CVR. The end-tidal CO2 measure provides an accurate model of 
the expected BOLD response for an individual patient, and allows for the regional 
delays in the breath-hold response to be factored in. In addition, the use of paced 
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breathing between breath-hold challenges in the Bright and Murphy (2013) method 
leads to a more consistent baseline condition, and thus a less variable measure 
(Scouten and Schwarzbauer, 2008). Finally, the Bright and Murphy (2013) approach 
uses end-expiration CO2 measures, avoiding the biphasic BOLD response that is 
observed in end-inspiration challenges (Thomason and Glover, 2008), and results in 
a more repeatable starting point for the breath-hold challenge (Scouten and 
Schwarzbauer, 2008). I will discuss the breath-hold paradigm and the analysis 
methods in more detail In Chapter 3 of this thesis. 
 
2.3. FMRI Acquisition 
2.3.1.  ‘Sparse’ scanning for overt speech production  
Studying overt speech production with fMRI can result in excessive motion and 
respiratory related artefacts (Gracco et al., 2005; Hall et al., 1999). Furthermore, 
producing speech over loud background scanner noise creates an unusual 
experience during spoken language production, interfering with normal post-
articulatory self-monitoring of speech output. To minimise these effects, the speech 
production task paradigms in this thesis all used a ‘sparse’ temporal sampling design 
(Hall et al., 1999) rather than the commonly used continuous scanning protocol. Here 
a TR of 10 seconds was used: the participants produced overt speech during silent 
intervals (pauses of 8 seconds) in between each volume acquisition (over 2 
seconds), reducing the negative influence of artefacts and scanner noise. In sparse 
sampling, therefore, data acquisition occurs close to the peak (~ 6 to 8 seconds after 
stimulus onset) of the delayed BOLD response to the stimulus. The Speech 
production scanning paradigms will be discussed separately in Chapters 4 and 5. 
The study 1 of Chapter 4 had a different paradigm to that of study 2 of Chapter 4 and 
the study presented in Chapter 5.  
 
It is worth mentioning that more recently fMRI signals have been successfully 
acquired in a continuous acquisition paradigm whilst the participants produced overt 
narrative speech. This was possible with the application of a multivariate independent 
component analysis technique that identified motion-related components and 
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removed these from the fMRI data through a ‘denoising’ method (AbdulSabur et al., 
2014). This method does not however overcome the problem of the participants 
having to speak over the background scanner noise, which can cause difficulties for 
patients with aphasia.  
 
2.3.2. Acquisition parameters used in Chapters 3, 4 (study 2) and 5  
For Chapters 3, 4 (study 2) and 5, MRI data were obtained on a Siemens Magnetom 
Trio 3 Tesla scanner using T2*-weighted, gradient-echo, echoplanar, parallel imaging 
(GRAPA) sequence with whole-brain coverage. Thirty-six contiguous axial slices with 
a slice thickness of 3 mm were acquired in an interleaved order (resolution: 
3.5×3.5×3.0 mm; field of view: 225×225×108 mm). Dual echo sequence was used; 
first echo time (TE1) 13 ms; second echo time (TE2) 31 ms; flip angle, 90°. The 
second echo time was used in the analysis. Quadratic shim gradients were used to 
correct for magnetic field inhomogeneities within the brain. For the Speech 
production tasks a sparse acquisition was used as described in section 2.3.1 and 
Figure 4-1 (TR = 10s; acquisition time over 2s), and for the breath-hold task in 
Chapter 3 a continuous acquisition was used (TR = 2s). 
A high resolution 1 mm3 T1-weighted whole-brain structural image, and field maps 
were obtained for each subject to aid the registration of EPI images (see section 
2.4.1.7). 
To assist with lesion identification in patients (see section 2.4.1.8), diagnostic 
Diffusion Weighted Images (DWI) and apparent diffusion co-efficient (ADC) imaging 
obtained by the clinical stroke services at the time of each patient’s admission to the 
hospital was obtained in the majority of patients. These images were performed on a 
Siemens Verio 3 Tesla scanner via diffusion-weighted EPI sequences. Nineteen DWI 
axial slices were acquired at b = 0, 500, and 1000 s/mm2 covering the entire brain. 
Other imaging parameters were: TR/TE 4600/90 ms, field of view 267x267, matrix 
192x192, slice thickness 5 mm, with 6.5 mm spacing. The ADC maps were acquired 
with identical parameters with b = 1000 s/mm2. 
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2.3.3. Acquisition parameters used in Chapter 4 (study 1) 
For study 1 of Chapter 4, images were acquired on a Philips Intera 3T scanner. 
Again a sparse acquisition was used (TR 10s; acquisition time, 2s; TE, 30 ms; flip 
angle, 90°). Thirty-two axial EPI slices with a slice thickness of 3.25 mm and an 
interslice gap of 0.75 mm were acquired in ascending order (resolution: 2.19x 
2.19x4.0 mm; field of view: 280x224x128 mm). Quadratic shim gradients were used 
to correct for magnetic field inhomogeneities within the brain.  High resolution 1 mm3 
T1-weighted whole-brain structural images were also acquired.  
 
2.4. The Analysis of fMRI data 
2.4.1. fMRI preprocessing 
The signal strength over time (e.g. for a given voxel, or brain region) is called the 
BOLD timeseries or timecourse. The following preprocessing steps were carried out 
on the fMRI timeseries before any statistical analysis was performed in Chapters 4 
and 5. The preprocessing and analysis of the breath-hold fMRI data presented in 
Chapter 3 will be discussed separately in that Chapter. The fMRI preprocessing and 
most of the statistical analyses were performed using the publically available 
software from FMRIB’s (Oxford’s Centre for Functional Magnetic Resonance Imaging 
of the Brain) Software Library (FSL; Smith et al. 2004).  
 
2.4.1.1. Intensity normalisation 
In Chapters 4 (study 2) and 5 the EPI slices were acquired in an interleaved manner 
and with a TR of 10s (see section on sparse sampling), which did not allow for T1 
stabilisation of spins. This resulted in different intensities of the odd and even slices. 
Therefore, before the standard preprocessing steps were carried out on the second 
echo images, signal intensity normalisation of alternate slices was performed 
separately for the odd and even slices:  
 
𝑣𝑜𝑥𝑒𝑙 𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 𝑖𝑛 𝑎𝑛 𝑒𝑣𝑒𝑛 𝑠𝑙𝑖𝑐𝑒 × (
100
𝑚𝑒𝑎𝑛 𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 𝑜𝑓 𝑒𝑣𝑒𝑟𝑦 𝑣𝑜𝑥𝑒𝑙 𝑎𝑡 𝑒𝑣𝑒𝑟𝑦 𝑡𝑖𝑚𝑒𝑝𝑜𝑖𝑛𝑡 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑒𝑣𝑒𝑛 𝑠𝑙𝑖𝑐𝑒𝑠 
)  
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where 100 is an arbitrary value. This was repeated for the odd slices. It is worth 
noting that this problem would have also existed had the slices been acquired in an 
ascending order, with the variation in intensities occurring gradually in the inferior–
superior direction.  
  
2.4.1.2. High-pass filtering 
This increases the signal-to-noise ratio by removing low frequency noise from the 
EPI data such as that caused by the minor instabilities in the scanning hardware. In 
this thesis a temporal high-pass filter was used to correct for baseline drifts in the 
signal as part of the FEAT analyses. 
 
2.4.1.3. Motion correction 
Head motion during a prolonged fMRI acquisition can result in reduction of the signal-
to-noise ratio as well as artefacts due to ‘spin history’ effects (as motion affects MR 
phase and frequency encoding) that manifest as apparent ‘activations’ or spurious 
alterations in functional connectivity (Power et al., 2012). This can be particularly 
problematic in speech production tasks when the task and motion are likely to be 
time-locked. In addition to the sparse sampling design of the study, I accounted for 
motion in several ways during the data analysis.  
 
First, I used FSL’s MCFLIRT (Motion Correction FMRIB’s Linear Registration Tool) to 
align all the 3D EPI images in the 4D fMRI data set to the middle volume using a 
rigid-body registration (Jenkinson et al., 2002). The magnitude of the transformations 
along 6 dimensions (3 translation (displacement) parameters and 3 rotation 
parameters) were calculated and used to realign the 4D image. The six motion 
parameters were also entered into the design matrix (see section 2.4.2) to model any 
changes in signal intensity correlating with head motion.  
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Second, I used the motion outliers tool within FSL when performing the univariate 
analyses presented in Chapters 4 (study 2) and Chapter 5. Motion outliers, identifies 
timepoints from the motion corrected data with a high amount of residual intensity 
change. A confound matrix of outliers was created and this was included in the FEAT 
design matrix. This is more beneficial than simply removing volumes with high levels 
of motion as it does not require any adjustments to the rest of the model with regards 
to timing, and it correctly accounts for signal changes on either side of the excluded 
timepoint, as well as correctly adjusting the degrees of freedom. 
 
In addition to the above preprocessing steps, when performing the 
psychophysiological interaction analysis presented in Chapter 5, I included the 
timecourse of components relating to motion in the model (see 5.2.4.4), and added 
measures of the subject-specific motion to the multiple regression model used to 
predict speech production in Chapter 5. 
 
2.4.1.4. Pre-whitening 
The haemodynamic response to a stimulus can take up to ~20s to be complete. This 
is longer than the typical TRs used in fMRI acquisition. This means that the BOLD 
signal at a given TR can be predicted from its preceding TRs, which invalidates 
statistical assumptions necessary in fMRI linear modelling. To remove these 
autocorrelations (the correlation of a timeseries with itself), fMRI data is temporally 
filtered, a process known as ‘pre-whitening’. Pre-whitening was performed using 
FMRIB’s Improved Linear Model (FILM; Smith et al. 2004). 
 
2.4.1.5. Spatial smoothing 
Spatial smoothing improves the signal-to-noise ratio by filtering out high spatial 
frequency noise. Signal from a biologically plausible source is assumed to be present 
in adjacent voxels. Smoothing works by averaging the data in each voxel with the 
data in surrounding voxels, so that signals that are not shared by adjacent voxels are 
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filtered, and signals that are shared by neighbouring voxels are enhanced. Spatial 
smoothing convolves the data with a Gaussian kernel, which has a normal 
distribution curve, and typically has a full-width-half-maximum (FWHM) of 6 - 12 mm, 
depending on the task and brain region under investigation (Huettel et al. 2009).  
In the whole-brain analyses of study 1 of Chapter 4, I used a 6 mm FWHM Gaussian 
kernel. For study 2 of Chapter 4, and Chapter 5 an 8 mm FWHM was used. No 
smoothing was performed in Chapter 3 so as not to blur signal across the different 
tissue masks (see Chapter 3 for more details). 
 
2.4.1.6. Brain extraction 
The Brain Extraction Tool (BET) within FSL was used to remove non-brain tissue in 
the structural image (Smith, 2002). In short, this tool first estimates the centre of 
gravity of the head using a sphere and the intensity difference between brain tissue 
and the skull and air. From that centre a triangle-tessellated sphere with a radius of 
half the estimated head size is expanded iteratively until it optimally fits the brain-
skull boundary. Brain extraction was also performed on the EPI images as part of the 
automated processes in the FEAT pipeline. In many cases of patients with larger 
lesions, the BET process was repeated several times with different parameters until 
the most optimal brain extraction was achieved. Often this was accompanied by a 
manual adjustment in these cases. 
 
2.4.1.7. Registration 
The 4D EPI image for each subject was registered to a standard brain template to 
allow accurate multi-session and multi-subject statistical analyses. A two-step 
registration was used in this thesis, performed within the framework of FMRIB's 
Linear Image Registration Tool (FLIRT). In the first step, an example functional 
image from each 4D EPI data was registered to the same subject's structural scan, 
producing the first transformation matrix. In Chapter 4 study 1, this was performed 
using a rigid-body registration with 6 degrees of freedom (3 rotations and 3 
translations only). In Chapters 3, 4 (study 2) and 5, this was performed by Boundary-
 
 
69 
Based Registration (BBR; Greve and Fischl, 2009) and fieldmap-based distortion 
correction (Jenkinson, 2003), which are considered to be more robust registration 
methods. More detail on these two methods is given at the end of this section.  
In the second step of the registration, the subject's structural image was registered to 
a standard template using an affine transformation with 12 degrees of freedom (i.e. 
using linear translations, rotations, zoom and shearing) to produce the second 
transformation matrix. In this thesis the standard template was a high resolution 1 
mm3 T1 brain from the Montreal Neurological Institute (MNI) standard templates 
(Mazziotta et al., 1995). These two transformation matrices were then concatenated 
and applied to the 4D EPI data to register the functional data into the standard space 
(Jenkinson and Smith, 2001).  
 
Boundary Based Registration (BBR) – chapters 3, 4 (study 2) and 5 
BBR is a method used to register EPI images to the structural image. A white-matter 
boundary resulting from the tissue segmentation of the T1 image is mapped onto the 
EPI image (using 6 degree of freedom transformation). Samples of the EPI intensity 
are taken from 2 mm on either side of points along this white-matter boundary. The 
difference between the intensities in each pair is used to calculate the cost function. 
The fit is adjusted until large intensity differences with a correct sign are achieved, 
with higher intensities in the grey-matter and lower intensities in the white-matter of 
the EPI (Grave and Fischl, 2009). BBR implementation within FSL performs 
simultaneous fieldmap-based distortion-correction. 
 
Fieldmap-based distortion correction- chapters 3, 4 (study 2) and 5 
As alluded to in section 2.2.1, EPI images are prone to distortions caused by the 
magnetic field inhomogeneities such as those caused by magnetic susceptibility 
differences at air/bone or air/tissue interfaces. These result in geometrical distortions 
and signal loss, particularly in the inferior frontal and temporal regions. Field 
inhomogeneities can be measured with a fieldmap image, and used to compensate 
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for, but not completely remove, these artefacts. These artefacts are compensated by 
first geometrically unwarping the EPI images, and second, applying cost-function 
masking in the registrations to ignore areas of signal loss. These improve the 
registration but do not restore the lost signal.  
Except for study 1 of Chapter 4, experiments within this thesis all used fieldmap-
based distortion correction. Two magnitude images each with different echo time, 
and a phase image were acquired. The change in the MR phase from one image to 
the other is proportional to both the field inhomogeneity in that voxel and the echo 
time difference. The field value can therefore be calculated by the difference in phase 
between these two images (the phase image) divided by the echo time difference. To 
prepare the fieldmap images, the FSL tool ‘Fsl_prepare_fieldmap’ was used. This 
used the phase difference image and an accurately brain extracted magnitude image 
to output a calibrated fieldmap image in units of radians per second. This together 
with the phase encoding direction of the scanner (-Y), and echo time difference (0.52 
ms) was used to calculate the field inhomogeneities which were subsequently used 
to unwarp the EPI images (Jenkinson, 2003).  
 
2.4.1.8. Lesion masking in patients  
In patients, the presence of a lesion can cause serious distortions during the 
registration process. This occurs as the registration algorithm attempts to reduce the 
image mismatch between the standard template and the structural image at the site 
of the lesion (Brett et al., 2001). In order to avoid this, cost-function masking can be 
used to exclude the lesion from the registration process. In this thesis, the high 
resolution structural images of patients were registered to the MNI space using 
FLIRT with 12 degrees of freedom and a binary inverted lesion mask to down-weight 
the influence of lesion in the registration. The resulting transformation matrix was 
concatenated with the functional-to-structural matrix (as explained above) and then 
applied to the EPI data to achieve EPI to standard registration. 
Individual 3D lesion masks were manually delineated. These were drawn one slice at 
a time, on T1-weighted images using FSLView (http://www.fmrib.ox.ac.uk/fsl/), with 
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additional guidance from the diagnostic acute post-stroke DWI and ADC sequences 
that were available. DWI sequences reveal the early infarct with high contrast, and 
were used to guide the boundaries of the lesion on the high-resolution T1-weighted 
structural images (Mah et al., 2014b). Similar lesion identification based on T1-
weighted images is commonly used in functional neuroimaging studies that 
investigate recovery of cognitive functions after stroke (Bates et al., 2003; Brownsett 
et al., 2014; Crinion et al., 2006; Dronkers et al., 2004; Saur et al., 2006; Teki et al., 
2013). Identification of the lesion manually, although time consuming, is considered 
to be the gold standard when evaluating the efficacy of automated lesion 
segmentation algorithms (Mah et al., 2014b; Seghier et al., 2008).  
 
2.4.2. The univariate analysis- General Linear Model 
Compared to background noise, the effect of stimulus on the BOLD signal is 
generally very small, in the order of 0.5-2% change in the overall BOLD signal. 
However, with accurate modelling of sources of BOLD, this effect can be determined. 
FSL uses a multi-level approach to analysing fMRI data. At each level the General 
Linear Model (GLM) is used to produce summary statistics that are then passed on to 
the next level (Beckmann et al., 2003). Typically, the first level analysis is performed 
for each scan (or run), the intermediate level uses a fixed effects analysis to combine 
runs within a participant, and the higher level uses random effects analysis to 
average data across participants or compare between groups.  
 
The GLM describes a response (Y), such as a voxel’s BOLD response, in terms of all 
its contributing factors (Xaβa) and a noise variable (ε) which accounts for the residual 
variance that is unexplained by the model: 
Y = β0 + X1β1 + X2β2 + X3β3 + … + ε 
Y is known as the dependent variable. The independent variables (Xa), the 
predictors, are based on the experimentally controlled factors and potential 
confounds.  
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To test fMRI data using a GLM, a design matrix is created that contains the onsets 
and durations of each experimental condition, or explanatory variable (EV). These 
EVs are then convolved with an HRF (double-gamma shaped in this thesis), and the 
resulting EV timeseries are modelled in the GLM as the independent variables (Xa). 
At each voxel the combination of weightings, or parameter estimates (βa), for each 
variable (Xa) that best explain the signal Y obtained from the scanner is calculated. 
The design matrix is a description of what would be expected if there were an effect 
of any EV. This is then compared to the real data in order to evaluate if any 
significant effect exist. 
 
The GLM analyses in this thesis were conducted using FSL’s FEAT (fMRI Expert 
Analysis Tool; Smith et al. 2004). This included the task EVs and six motion 
parameters (see section 2.4.1.3). For Chapters 4 (study 2) and 5, additional motion 
outliers were also modelled (see section 2.4.1.3). I used FSL’s one-column format, 
with a binary timecourse for each EV, with 1 indicating a timepoint when the specific 
condition occurred and 0 its absence. 
 
2.4.2.1. First level analysis  
Each individual run was analysed separately in a first level GLM. FEAT creates a 
statistical output image for each EV, where each voxel contains the parameter 
estimate for that EV, which reflects how strongly the EV fits the data at each voxel. 
The parameter estimates computed for different EVs can be subtracted to determine 
the activations for each experimental condition. This produces a ‘contrast of 
parameter estimates’ (COPE) image. In addition, an image containing the variance 
associated with these estimates can be calculated (a VARCOPE image) based on 
the variance of the original data as weighted by the EVs in question. The COPE 
image is normalised into a t-statistic, by dividing by the VARCOPE image.  It can be 
converted to a z-statistic by correcting for the degrees of freedom.  
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2.4.2.2. Fixed-effects analysis (intermediate level) 
Different runs for each subject were analysed separately at the first-level and then 
combined at the intermediate level. This level used a within-participant fixed-effects 
analysis. A fixed-effects model assumes that for a given participant there is no 
difference between the variances of different runs. This type of analysis explores 
significant effects from the specific participants. It does not make any inferences 
about the wider population. 
 
2.4.2.3. Mixed-effects analysis (higher level) 
Mixed-effects analysis considers the variance of each participant and accounts for 
between-participant variance and the possibility of outliers. This type of analysis can 
be used to make inferences at the population-level. Comparisons between different 
groups can also be made with this type of analysis. In this thesis I used FLAME 
(FMRIB’s Local Analysis of Mixed Effects) to carry out the mixed effects analysis 
(Beckmann et al., 2003; Woolrich et al., 2004). 
 
2.4.2.4. Thresholding and multiple comparisons correction 
The z-statistic image derived from the FEAT analysis contains a z-score for each of 
the many thousands of voxels in the brain. With a statistical threshold of P < 0.05, 
there may be up to 5000 voxels that appear significant by chance (e.g. 5% probability 
(alpha) of 100,000 voxels). Subsequently the risk of false positive voxels (type I error) 
is very high and it is therefore necessary to correct for multiple comparisons. If all the 
voxels were considered to be independent, then a Bonferroni correction, a traditional 
multiple comparison correction method, could be used. However, as there are so 
many data points to consider, and as they are not truly independent but display 
spatial correlation, this type of correction is often too conservative for fMRI data 
(Nichols and Hayasaka, 2003).  
In a typical fMRI dataset, the z-score of any one voxel is highly correlated with the 
values of neighbouring voxels, so a more appropriate method of correction is one 
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that accounts for clusters of active voxels. In FSL, cluster-based correction for 
multiple comparisons is carried out using the Gaussian Random Field Theory. The 
likelihood of different size clusters forming can be calculated using random field 
theory, and only those clusters that are bigger than would occur by chance in the 
random field (P < 0.05 level) are retained. The z-statistic image is thresholded 
typically at z > 2.3 so that voxels with a z-statistic of lower than 2.3 are set to 0, which 
allows identification of contiguous clusters. The original z-statistic image is then 
masked using these significant clusters. The studies in this thesis used a z threshold 
of > 2.3 and a cluster significance threshold of P < 0.05. 
 
2.4.3. Univariate Region-Of-Interest (ROI) analysis 
The ROI analyses were carried out when there was a clear hypothesis about a 
region. ROI analyses enhance the statistical power by improving the signal to noise 
ratio and reducing the problems of multiple comparisons by focusing on a specified 
region of the brain. In this thesis, ROIs were either functionally defined based on 
functional activity observed in group-level data from healthy participants (study 1 of 
Chapter 4, and Chapter 5), or defined anatomically (Chapter 3). Specific details of 
the ROIs are provided in each individual Chapter. 
 
The functional ROI masks were registered to the same space as individual 
preprocessed functional data from the univariate analysis. FSL FEATQuery was used 
to extract the effect sizes for the different conditions in each individual run. The mean 
across the runs was then calculated to provide a single value of effect size for each 
participant. T-tests and Pearson correlations were used to analyse the ROI data 
using SPSS (IBM Corp). 
 
2.4.4. The multivariate analysis- Independent Component Analysis 
Independent component analysis (ICA) is a multivariate technique used to measure 
functional connectivity between brain regions.  Multivariate techniques such as ICA 
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are better able to reveal activity in spatially overlapping brain networks, than 
univariate subtractive analyses (Geranmayeh et al., 2012; 2014; Leech et al., 2012; 
Xu et al., 2013; 2014) particularly within heterogeneous brain regions such as the 
parietal and frontal lobes (Braga et al., 2013a). ICA takes advantage of fluctuations in 
the fMRI data to separate the signal into maximally independent spatiotemporal 
maps or components, each explaining unique variance of the 4D fMRI data. The total 
variance in the data is separated among a number of different components. Each 
component has a timecourse that may relate to coherent neural signalling associated 
with a specific task, artefact, or both. ICA may find artefacts that persist over the 
entire duration of the data acquisition, such as those associated with blood flow in 
venous sinuses or noise components related to a specific condition; for example, 
movement related artefact in a spoken language production paradigms not removed 
by the initial image preprocessing. 
 
The separable spatiotemporal networks within any one brain region revealed by ICA 
may have different functional roles. This overlap could be the result of the presence 
of spatially adjacent but functionally different neurons in that region, or of neurons 
that are flexibly involved in different functional networks. ICA itself is unable to pull 
apart these two alternative explanations. Furthermore, describing a spatiotemporal 
network that encompasses a brain region as “inactive” or “deactivated” during a 
specific task does not, by itself, mean that the region is not involved in the task. 
Instead, it simply implies that the specific spatiotemporal signal attributed to that 
network is deactivated in that task. 
 
The number of components of an ICA (its dimensionality) can either be defined a 
priori or an optimal number can be estimated automatically using a cut-off value 
representing the amount of variance that should be retained (Beckmann and smith 
2004). The dimensionality represents a trade-off between granularity and noise, 
where high-dimensional ICA produces smaller spatial networks with more extensive 
compartmentalisation of noise sources into components, whereas low-dimensional 
ICA produces larger components containing more signal attributable to noise.  
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In this thesis, ICA was performed using group concatenation Probabilistic 
Independent Component Analysis (Beckmann and Smith, 2004) as implemented in 
the FSL tool, Multivariate Exploratory Linear Decomposition into Independent 
Components (MELODIC). The following data preprocessing was applied to the input 
data: masking of nonbrain voxels, voxelwise demeaning and normalisation of the 
voxelwise variance, and registration to standard space using the transformation 
matrices derived from the univariate analysis (see section 2.4.1.7). Preprocessed 
data were whitened and projected into a multi-dimensional subspace using Principal 
Component Analysis. The whitened observations were decomposed into sets of 
vectors describing the signal variation across the temporal domain (timecourses), the 
session/subject domain, and the spatial domain (maps) by optimising for non-
Gaussian spatial source distributions using a fixed-point iteration technique 
(Hyvärinen, 1999).  
 
To establish if the components of interest (some referred to as biological ‘networks’ in 
this thesis) were significantly functionally involved in a task condition, a GLM was 
applied to the component’s timecourse. First the associated run-specific timecourses 
for each subject for the network of interest were identified using the first stage of a 
dual-regression analysis (Filippini et al., 2009). In this approach, a regression 
analysis was performed with the 4D fMRI dataset for each run as the dependent 
variable, and the group ICA spatial maps as the independent variables (the first 
regression). This defined a timecourse at each time point for each ICA component for 
that subject run. These subject-specific timecourses may be subtly different to the 
group-averaged timecourse, and importantly they retain the within-subject variance 
associated with the timecourse. Finally, once these run-specific timecourses were 
extracted they were entered into a second regression as the dependent variable, with 
the design matrix for the tasks as the independent variable. This provided a measure 
of the network’s activity during a particular condition or contrast.  
 
In addition, the timecourses were used in a Psychophysiological Interaction analysis 
to investigate the functional connectivity between the networks (Friston et al., 1997; 
O’Reilly et al., 2012). This is discussed in detail in Chapter 5, section 5.2.4.4).   
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3. Using breath-holds to measure longitudinal changes in 
regional vascular reactivity after stroke 
 
Blood oxygenation level dependent (BOLD) contrast fMRI is a widely used technique 
to map brain function, and to monitor its recovery after stroke. Since stroke has a 
vascular aetiology, the neurovascular coupling between cerebral blood flow and 
neural activity may be altered, resulting in uncertainties when interpreting BOLD 
signal changes particularly in longitudinal studies. After a vascular insult, 
cerebrovascular reactivity (CVR), the response of cerebral blood vessels to a 
vasodilatory stimulus, may be altered, confounding the BOLD changes seen in fMRI 
studies (see section 2.2.4 for more detail). One method of assessing CVR is to 
induce hypercapnia through a breath-hold task (Murphy et al., 2011). This chapter 
presents results of a methodological study that investigated CVR after stroke using a 
similar breath-hold method. These results have implications for the interpretation of 
the task fMRI results in patients with stroke, presented in Chapter 5. 
 
3.1. Aims and hypothesis 
The aims of this chapter were: 
1 - to demonstrate the feasibility of using a validated breath-hold task, in order to 
assess CVR in patients with stroke. 
2 - to compare CVR in patients with stroke with neurologically healthy age-matched 
adults.  
3 - to determine how alterations in regional CVR over time might affect interpretation 
of task-related BOLD signal change in the cohort of patients tested. 
The CVR measures in patients were compared over several tissue types (healthy 
tissue of the ipsilesional and contralesional hemispheres, infarcted tissue, the peri-
infarct tissue, and their homologous regions in the contralesional hemisphere), and at 
two time points: sub-acutely (~two weeks) and chronically (~four months) after the 
left hemisphere stroke. Three methods of analysing the data were investigated: 
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GlobOpt, in which a single model of the BOLD response was derived from the end-
tidal CO2 trace; VoxOpt, when the delay between the end-tidal CO2 and fMRI 
timeseries was allowed to vary on a voxel-wise basis to account for slower regional 
haemodynamic responses; and RHsig, a method by which a BOLD model was 
derived from the contralesional right hemisphere and did not require measurement of 
the end-tidal CO2. 
 
The hypotheses were that the: 
1 - breath-hold task can be effectively used in patients with stroke to measure 
regional CVR. 
2 - CVR measures across the four tissue segments in patients would be different in 
patients. 
3 – CVR measures in the different tissue segments change over time in longitudinal 
studies of stroke  
 
3.2. Methods 
 
3.2.1. Participants 
Forty-six stroke patients (also referred to as the PT group) with left lateralised 
cerebral infarction were scanned (30 male, average age 61.2 years, range 26-79 
years). Table 3-1, shows their demographic data, including cerebrovascular risk 
factors, details of the size and site of the stroke lesion, the mode and outcome of 
vascular imaging, and the timing of the fMRI scans. The majority of patients had an 
embolic stroke that was either from a cardio-embolic source (e.g. atrial fibrillation, or 
patent foramen ovale), or artery-to-artery embolism (e.g. from the carotid tree). There 
were 18 patients with occlusive arterial disease either in the intracranial vessels (e.g. 
due to stenosis or fresh thrombus) or dissection in the carotid tree.
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Table 3-1. List of patients. Top, middle and bottom sections show the details of patients with breath-hold scans at two time points, only at 
~2 weeks (SPPS), and only at ~4 months (CPPS) after the stroke, respectively. All patients had strokes caused by a cerebral infarction. 
All patients had carotid artery imaging to ascertain the degree of carotid stenosis. A proportion had additional vertebral artery or 
intracranial arterial imaging. In the context of this study I have stated the degree of carotid tree stenosis if it was >50%, which is less than 
the threshold of 70% stenosis deemed to be clinically significant. A number of patients had significant carotid artery stenosis and the 
majority had multiple cerebrovascular risk factors, all of which could potentially impact the cerebrovascular reactivity. L, left; R, right; ICA, 
internal carotid artery; CCA, common carotid artery; MCA, middle cerebral artery; CTA, CT angiography; MRA, MR angiography; DSA, 
digital subtraction angiography; NSS, no significant stenosis; M1-3 refer to branches of left middle cerebral artery. H, hypertension; Cl, 
hypercholesterolemia; Is, ischaemic heart disease; Ti, previous small cerebrovascular disease or transient ischaemic attacks; S, smoker; 
eS, ex-smoker; A; atrial fibrillation. Lesion location is in the left hemisphere unless stated otherwise: C, cortical; SC wm, subcortical white 
matter; SC gm, subcortical grey matter; I, insular; F, frontal; P; parietal, T; temporal; O, occipital; SPPS, subacute phase post stroke; 
CPPS, chronic phase post stroke.  
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1 M 77 28 104 76 A, H NSS Carotid Doppler C, SC wm (F, I) 23.4 
2 F 46 14 119 105 eS NSS CTA intracranial and cervical vessels C, SC wm (F, I) 2.8 
3 F 77 11 144 133 S NSS Carotid Doppler SC wm, SC gm (I) 1.2 
4 M 50 12 102 90 H, Is, D, Cl NSS Carotid Doppler C, SC wm (F, I O, P) 13.0 
5 M 44 12 161 149 Cl, S Underwent successful endarterectomy of 90% 
L ICA stenosis before the study. Stenosis of R 
vertebral artery with full distal reconstitution 
with collaterals 
CTA intracranial and cervical vessels SC wm, SC gm (F, I) 7.3 
6 M 46 15 200 185 D, H, Cl Short L M1 segment stenosis CTA intracranial and cervical vessels C, SC wm, SC gm  (F, P, T, O 
and right F) 
13.8 
7 M 76 25 124 99 A, H NSS Carotid Doppler C, SC wm (P, I) 0.3 
8 M 60 10 127 117 D, H, Ti, Cl NSS Carotid Doppler SC wm (F) 4.8 
9 M 56 17 96 79 D, H NSS Carotid Doppler C , SC wm (P, F, T) 14.1 
10 M 57 20 90 70 S Complete stenosis of L MCA MRA intracranial and cervical vessels C, SC wm (P, F) 34.3 
11 M 75 16 101 85 Cl, Is Asymptomatic L ICA 90% stenosis CTA intracranial and cervical vessels C , SC wm (T, O) posterior 
circulation 
18.3 
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12 M 65 6 101 95 - NSS Carotid Doppler C, SC wm (F, I) 9.1 
13 M 64 6 89 83 Cl Full occlusion of L M3 CTA intracranial and cervical vessels C, SC wm (I, F, P) 33.9 
14 M 64 12 96 84 A, H, Cl NSS Carotid Doppler C, SC wm ( F, P) 10.5 
15 F 39 20 91 71 Ti NSS CTA intracranial and cervical vessels C, SC wm (F, I) 7.9 
16 M 65 11 104 93 H, I, Cl, S Asymptomatic L vertebral stenosis CTA intracranial and cervical vessels C, SC gm (T) 4.5 
17 F 49 18 88 70 - NSS MRA intracranial and cervical vessels C (F) 1.4 
18 M 53 5 102 97 - NSS CTA intracranial and cervical vessels C SC wm (F) 0.8 
19 F 69 9 87 78 H, eS, D NSS Carotid Doppler C, SC wm (T,P,I) 75.4 
20 M 54 14 99 85 Is, H, Cl NSS Carotid Doppler C, SC wm (F) 19.6 
21 F 53 8   H, A NSS Carotid Doppler C, SC wm (F) 16.7 
22 M 63 7   Cl NSS Carotid Doppler SC wm 2.6 
23 M 50 20   D, H, Cl, S NSS Carotid Doppler C, SC wm (I, T) 3.1 
24 M 75 14   Cl, Is, D NSS Carotid Doppler SC gm 1.4 
25 M 67  90  eS, H, A, Is L M1 thrombus MRA intracranial and cervical vessels C,  SC wm ( I, F, T, P) 49.1 
26 M 79  93  Cl NSS Carotid Doppler C, SC wm (T, F, P) 2.5 
27 F 79  94  A, Cl L M2 thrombus CTA intracranial and cervical vessels C, SC wm, SC gm (I, F) 6.9 
28 M 79  118  A, Is, Cl, H NSS Carotid Doppler C, SC wm (I F) 3.0 
29 M 67  101  H, Cl NSS MRA intracranial and cervical vessels C, SC gm, SC wm ( F, O, P) 17.6 
30 M 56  126  H, Is NSS Carotid Doppler SC wm (F, P, T, O and right P, 
F) 
12.6 
31 M 75  84  H, S NSS Carotid Doppler SC wm 0.5 
32 F 30  100  - NSS MRA intracranial and cervical vessels C, SC gm, SC wm (I, F, T, P) 49.7 
33 F 74  105  H, Cl NSS CTA intracranial and cervical vessels SC wm (O, P) 5.1 
34 F 68  91  - NSS MRA intracranial and cervical vessels SC wm 4.8 
35 F 74  101  Cl Moderate short M1 stenosis CTA intracranial and cervical vessels SC wm (F, O, T, P) 10.7 
36 F 61  160  A, S L M1 thrombus with full recanalisation after 
thrombectomy 
DSA + CTA intracranial and cervical vessels SC wm, C (F, I, T, P) 168.0 
37 M 66  109  eS, H NSS MRA intracranial and cervical vessels + 
Carotid Doppler 
C (F) 7.5 
38 M 63  111  A, D, Cl, H 50-70% stenosis L CCA MRA intra and extra cranial and Carotid 
Doppler. 
C, SC wm, SC gm (F, P T) 31.3 
39 M 68  189  - L ICA dissection MRA intracranial and cervical vessels SC wm, SC gm, C (I, F, P, T) 144.0 
40 M 75  122  Is, Cl, H, D, eS NSS Carotid Doppler C, SC wm, SC gm, (I, F, P) 82.0 
41 F 54  98  S L ICA  aneurysm repair prior fMRI CTA intracranial and cervical vessels SC wm, SC gm (T, P , F, O) 33.7 
42 F 26  170  Cl L M1 thrombus with full recanalisation after 
thrombectomy 
DSA + CTA intracranial and cervical vessels C, SC wm ( F, I, P, T) 53.0 
43 M 48  94  - L ICA dissection CTA intracranial and cervical vessels SC wm ( I, F, T, P) 71.9 
44 F 62  182  H, eS, Cl L ICA dissection CTA intracranial and cervical vessels SC wm (F, P) 12.4 
45 F 38  105  D, S, A, H, Cl L ICA dissection CTA intracranial and cervical vessels C, SC wm, SC gm ( I, F, P, O, T) 104.0 
46 M 79  104  Is, Ti, H, Cl, S Asymptomatic  R ICA 70% stenosis Carotid Doppler C, SC wm ( I, P, T, O) 43.9 
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Twenty-four patients were scanned in the sub-acute phase post-stroke (SPPS, also 
referred to as Sess1) and 42 in the chronic phase post-stroke (CPPS, also referred to 
as Sess2) (Figure 3-3a). Mean time after stroke for SPPS was 14 days (range 5-28 
days) and for CPPS was 114 days (range 84-200 days). Additionally, 26 healthy 
volunteers (also referred to as the HV group) were scanned (9 male, average age 
56.5 years, range 37-78 years), 17 of whom were scanned again after approximately 
100 days. There was no between-group difference in age (t-test: P = 0.15) or sex 
(Fisher's exact test: P = 0.5). The National Research Ethics Service Committee 
(West London) approved the study. 
 
3.2.2. FMRI procedure 
MRI data acquisition is described in detail in section 2.3.2. Briefly, whole-brain EPI 
images were acquired during a breath-hold task (TR=2s), in addition to a high-
resolution 1mm3 isotropic T1-weighted structural image, and fieldmap images used to 
correct for field inhomogeneities. Diagnostic Diffusion Weighted MRI (DWI) and 
apparent diffusion co-efficient (ADC) imaging obtained by the clinical stroke services 
at the time of each patient’s admission to the hospital was available to assist with 
determination of the boundary of regional infarction (see section 3.2.3.3)  
 
3.2.2.1. Breath-hold paradigm and end-tidal CO2 preprocessing 
Each participant performed a breath-hold task during the BOLD imaging to measure 
vascular reactivity (Bright and Murphy, 2013; Murphy et al., 2011). The task 
consisted of 14s of natural breathing, followed by 16s of paced breathing, then a 15s 
end-expiration breath-hold down to an unforced depth. After the breath-hold, a quick 
exhalation of residual air was performed prior to a return to natural breathing, which 
allowed the measurement of end-tidal CO2 increases as a result of the breath-hold. 
This cycle was repeated six times over the course of the scan. The participants were 
trained outside the scanner and instructed to proceed to each stage by a series of 
visual pictorial and written cues presented at the centre of a screen.  
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End-tidal CO2 traces were recorded throughout the experiment at a sampling 
frequency of 200 Hz, via a nasal cannula attached to a Medrad Veris capnograph. 
Figure 3-1 shows a sample of the end-tidal CO2 recording from a participant. It is 
clear from the recording that the CO2 trace was recorded with a lag resulting from the 
transit time of the gas from the lungs to the gas analyser. The approximate 
magnitude of this lag was measured in several participants by instructing him/her to 
exhale into the nasal cannula. The average lag was 7.21s derived from 43 
measurements taken at different times, across 11 subjects (range = 5.69 - 7.85s). 
This delay was used to make a gross adjustment to the CO2 trace. Further fine-
tuning of the delay between the end-tidal CO2 and BOLD signal were made at a later 
stage (see below).  
 
Although the Medrad capnograph measured the CO2 in units of mmHg, this was 
recorded as a voltage value in the multi-channel recorder. In order to convert this 
recording back into the units of mmHg, I calibrated the recording using a 5% CO2 in 
air mixture gas.  The capnograph read a value of 37 mmHg when exposed to this 
gas, and recorded this as 0.75 V in the multi-channel recorder. Therefore a 
calibration factor of 1 V : 49.3 mmHg was used to convert the CO2 trace to units of 
mmHg. 
 
 
 
 
Figure 3-1. Physiological recording from multi-channel recorder for a participant performing 
the breath-hold (BH) fMRI task. Note the higher value in end-tidal CO2 (ET CO2) immediately 
after each breath-hold. Four breath-hold cycles are shown.  
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A peak-detection algorithm was used to determine end-tidal CO2 values by 
identifying the partial pressure of CO2 at the end of each breath (the red vertical  
lines in Figure 3-2 A and B). A linear interpolation was made between the end-tidal 
CO2 of the final breath before the breath-hold and the CO2 measure from the quick 
exhalation after the breath-hold (black trace Figure 3-2 A and B).  
 
After this interpolation, a scale invariant convolution with a standard double gamma 
HRF was performed so that the scaling of the end-tidal CO2 regressors remained the 
same (Figure 3-2 C). More variance can be explained in the BOLD breath-hold data 
using this method (Murphy et al., 2011). In this way, the amplitude of the regressors 
reflected the true increase in end-tidal CO2 so that a quantitative measure of CVR 
could be made.  
 
3.2.3. Imaging analyses 
 
3.2.3.1. fMRI preprocessing  
The BOLD breath-hold data were corrected for motion by performing a rigid body 
alignment of each volume to the middle volume. There was no significant difference 
between the motions in the two groups (mean frame-wise displacement 0.21 ± 0.13 
in the patient group and 0.17 ± 0.08 in the control group, P = 0.06). Each voxel’s 
timeseries was converted to a %BOLD signal timeseries by dividing by the mean 
across time points. A global %BOLD timeseries was calculated for each participant 
by averaging over all voxels in the brain. Linear drifts were removed from the data. 
No smoothing was performed to avoid contamination of CVR values between 
different regions.  
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3.2.3.2. Analyses of breath-hold data - GlobOpt, VoxOpt and RHsig 
With the aim of determining the best way to analyse the breath-hold data, three 
analyses were performed: 1) Global Optimisation (GlobOpt); 2) Voxel-wise 
Optimisation (VoxOpt); and 3) Right Hemisphere Signal (RHsig) (See Figure3-3c). 
First, to remove residual delays between the BOLD data and the end-tidal CO2 trace 
that are caused both by physiological processes (such as the time for alveolar 
diffusion of CO2 in the lung, and the time for blood to travel between the lungs and 
brain) and by the experimental apparatus (delays along the long sampling line 
between the participant in the MR scanner and the capnograph), the delay was 
optimised to the corresponding global BOLD signal (see top panel in Figure 3-3c). In 
practice, this was performed by temporally shifting the end-tidal CO2 timeseries 
Figure 3-2. Algorithm for 
processing the end-tidal CO2. 
A peak detection algorithm 
was used to detect the CO2 
peaks (in blue) with every 
expiration. The red vertical 
lines in panel A and B 
represent the position of the 
peaks. Case A and B are 
from two patients with 
different breath-holding 
abilities. The efficacy of peak 
detection algorithm in all 
participants was quality 
checked and where a peak 
was incorrectly detected, this 
was manually corrected. A 
linear interpolation was made 
between the end-tidal CO2 
measure before and after the 
breath-hold (black trace panel 
A and B). After this 
interpolation, a scale invariant 
convolution with a HRF was 
performed. Panel C shows 
the CO2 trace before (blue), 
and after (green) convolution 
with the HRF. The turquiose 
vertical lines represent each 
TR pulse. 
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between -15s and +15s in 0.1s steps (total of 300 iterations), to find the delay that 
explained the most variance in the global BOLD signal (i.e. the delay that produced 
the highest R2 value for the cross correlation of the two traces). This globally-
optimised CO2 trace then formed the regressor for the GlobOpt analysis; that is, it 
was fitted to each voxel’s timeseries in a general linear model (for more information 
on GLM see section 2.4.2). The estimates from the regression model for each voxel 
gave the breath-hold response in that voxel in units of %BOLD signal change per 
mmHg change in end-tidal CO2.  
 
The VoxOpt analysis differed from the GlobOpt analysis by allowing the CO2 delay to 
be optimised on a voxel-wise basis. In practice, a similar analysis was performed 
where the CO2 trace was included as a regressor in a GLM. This was repeated for 
each delay of the CO2 trace (-15s to +15s in 0.1s steps from the globally optimised 
delay value). On a voxel-wise basis, the delay at which the GLM explained the most 
variance in that voxel was chosen as the optimal delay. Again, the beta estimates of 
the effect size in that voxel for that delay gave the breath-hold response in units of 
%BOLD signal change per mmHg change in end-tidal CO2.  
 
The final analysis, RHsig, provided a way of obtaining breath-hold response maps if 
the CO2 trace was unavailable or of too poor a quality to use. If an area of healthy 
tissue can be defined, the average BOLD response across that region provides a 
good model of the expected breath-hold response, and this can be included as a 
regressor in a GLM. In the RHsig analysis, it was assumed that the average 
response over the entire right hemisphere was a good representation of the BOLD 
signal response to the breath-hold challenge. A similar approach was used by van 
Oers and colleagues (2010). This average was fitted to each voxel in a GLM, and the 
derived beta estimates of the effect size for that voxel was the breath-hold response 
in units of %BOLD (as a ratio of the %BOLD signal change of the RHsig, i.e., 100% 
indicates a signal with the same amplitude as the RHsig timeseries).  
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Figure 3-3. Methods for measuring cerebrovascular reactivity a) Lesion Distributions. The 
spatial distribution of the patient’s acute infarct is shown for both the Subacute Phase Post 
Stroke (SPPS also referred to as Sess1) and Chronic Phase Post Stroke (CPPS also 
referred to as Sess2) time points. The colour-code of each voxel indicates how many 
patients had a lesion that included that voxel. The Venn diagram shows how many patients 
were scanned at each time point and the overlap between them. b) Masks. The schematic 
shows the masks used in the analysis. c) Analyses. The delay of each participant’s end-tidal 
CO2 trace was initially optimised by aligning it to the corresponding global BOLD signal 
timeseries. Three subsequent analyses types were performed. GlobOpt: the optimised CO2 
trace was fitted to each voxel’s timeseries using a GLM. VoxOpt: the same CO2 trace was 
fitted to the voxel’s timeseries but was allowed to vary temporally to optimise the fit. RHsig: 
the average BOLD timeseries signal from the right hemisphere was fitted to the timeseries of 
every voxel in the brain. The latter method did not require end-tidal CO2 measurements. PT = 
Patients. 
 
3.2.3.3. Lesion, peri-infarct and healthy tissue masks 
I manually delineated each patient’s 3D lesion on the T1-weighted images from each 
time point, as described in section 2.4.1.8. Information from the available diagnostic 
ADC maps and DWI scans in 41 patients was used to aid the identification of the 
boundary of the early infarct (Saur et al., 2006; Mah et al., 2014b). Similar lesion 
identification based on T1-weighted images is commonly used in functional 
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neuroimaging studies that investigate recovery of cognitive functions after stroke 
(Bates et al., 2003; Bosnell et al., 2011; Brownsett et al., 2014; Dronkers et al., 2004; 
Crinion et al., 2006, Teki et a., 2013, Saur et al., 2006). Session-specific lesion 
masks were defined independently for each of the SPPS and CPPS scans. For 
examples of lesion identification see Figure 3-8. 
 
Two patients had acute infarcts that included lesions in the right hemisphere 
(maximum volume 1.4 cm3) in addition to the acute infarct in the left hemisphere 
(Figure 3-3a). These were included in the acute lesion mask. Five patients had an 
additional remote small chronic lesion that had not caused any lasting clinical deficits 
(mean lesion volume: 8.4 ± 12 cm3). These were excluded from the acute lesion 
mask. 
  
A schematic of the masks used in this study is shown in Figure 3-3b. The acute 
lesion mask was denoted L-Lesion since the acute stroke lesions were confined to 
the left hemisphere in the majority of cases, and were left-lateralised in the minority 
of patients with bilateral acute strokes. A peri-infarct tissue mask, L-PeriInfarct, was 
defined for each patient by dilating the individual’s L-Lesion by 10mm and then 
removing voxels that were in the L-Lesion. The peri-infarct tissue was investigated as 
some studies have attributed the level of BOLD signal change in this region to 
aphasic stroke recovery (Heiss et al., 1999; Heiss et al., 2006; Rosen et al., 2000; 
Saur et al., 2006). The remaining left hemisphere voxels outside the L-Lesion and L-
PeriInfarct masks, constituted the L-Healthy mask. Homologous masks were defined 
in the right hemisphere and were named R-Lesion, R-PeriInfarct and R-Healthy. This 
was done by transforming the left hemisphere masks into MNI standard space (see 
below), flipping about the left/right plane, and finally transforming them back into 
individual subject structural space. R-Lesion, R-PeriInfarct and R-Healthy masks 
contained unaffected tissue. Full left and right hemisphere masks comprising of all 
voxels (including those in the lesion and peri-infact regions) in the hemisphere were 
also defined and called L-Hemi and R-Hemi, respectively. These were the only 
masks used for the healthy control group. 
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The EPI data were transformed into subject-specific structural space using BBR and 
fieldmap-based correction (see section 2.4.1.7). The high-resolution structural 
images were registered to the MNI standard space, using FLIRT with 12 degrees of 
freedom and cost-function masking of lesions (section 2.4.1.8). These transformation 
matrices were used to transform each mask into individual subject EPI space, from 
where the CVR statistics were derived. 
 
3.2.3.4. Breath-hold response comparisons 
Breath-hold responses for each of the three analyses were averaged over each mask 
for comparison. However, to remove voxels in which no breath-hold response was 
observed (e.g. a white matter voxel in which blood volume is low), each mask was 
thresholded on the basis of both the individual participant and the analysis method. A 
liberal threshold of R2 = 0.03 (P = 0.05, for the number of time points in the end-tidal 
CO2 and the timeseries) was used. If the regressor used in the GLM did not explain 
this amount of variance in a voxel’s BOLD data, the voxel was removed from the 
mask when averaging the breath-hold responses. This ensured that averages across 
the masks were not skewed by voxels in areas of post-stroke atrophy that may show 
no response. In each mask, both the percentage of voxels surviving this threshold 
and their average variance were calculated for all participants. Comparisons between 
analysis methods and across masks were made using paired and unpaired t-tests. 
Specifically, differences in the values in each mask across the analysis methods 
were tested using paired t-tests. Similarly, differences within analysis method but 
across the masks were tested using paired t-tests. Unpaired t-tests were used to test 
differences between the two groups in the L-Hemi masks. These results are 
presented in Figure 3-4 and discussed below.  
 
The average voxel-wise delays across the masks, calculated using the VoxOpt 
analyses, were also compared for both the SPPS and CPPS time points. The 
average delay difference was calculated in the healthy volunteers L-Hemi, patients 
(PT) L-Healthy, PT L-PeriInfarct and PT L-Lesion masks with the corresponding 
delay in the homologous mask as the baseline. In this way, no difference in delay 
between the right and left hemisphere yielded a value of 0. T-tests against 0 
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determined whether the delays were significantly different between the hemispheres. 
The results are shown in Figure 3-5 and discussed below.  
 
CVR and %BOLD change responses were compared across left and right masks and 
SPPS and CPPS time points for both the VoxOpt and RHsig analyses, respectively. 
Paired t-tests were used to determine significant differences between masks within 
analysis methods and between time points. Unpaired t-tests were used to compare 
the patient and control groups. The results are shown in Figure 3-6 and discussed 
below.  
 
Finally, to determine whether the breath-hold responses in the patient group changed 
over time from SPPS to CPPS, the Sess1 and Sess2 results from the 20 patients that 
were scanned at both time points were compared. Paired t-tests were used to 
compare CVR results in each of the masks across the time points. These results are 
shown in Figure 3-7 and are discussed below. 
 
3.3. Results 
3.3.1.1. Lesion distribution 
All patients had been recruited after left lateralised infarcts. Figure 3-3a shows the 
distribution of the lesions across the participants at each of the two phases, SPPS 
and CPPS. For the 24 patients scanned at SPPS, the mean percentage of left 
hemisphere voxels deemed to be in L-Lesion was 1.6%, maximum 9%. L-PeriInfarct  
comprised a mean of 7% of left hemisphere voxels, maximum 22%. In the 42 
patients scanned at CPPS, L-Lesion comprised a mean of 3.2% of left hemisphere 
voxels, maximum 21.2%, and L-PeriInfarct 10.8%, maximum 28.8%. In the 20 
patients scanned at both SPPS and CPPS, the mean lesion size reduced from 1.78% 
to 1.28% of left hemisphere voxels, a small but significant difference (t = 3.2, P = 
0.005).  
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3.3.1.2. End-tidal CO2 and the global BOLD signal 
For the GlobOpt analysis, the delay at which the CO2 trace explained the most 
variance (variance measure as R2) in the BOLD signal was chosen (see Figure 3-3c 
top panel). The average R2 did not differ in either the patient or control groups 
between the first and second time points (PT Sess1 = 0.38 ± 0.28; PT Sess2 = 0.38 
± 0.24; HV Sess1 = 0.58 ± 0.21; HV Sess2 = 0.47 ± 0.22). However, more global 
signal variance was explained by the CO2 trace in the healthy volunteers versus the 
patients (t = 3.2, P = 0.002, combining the data across both sessions).  
 
3.3.1.3. Analysis methods comparison 
Three types of breath-hold analyses were compared: GlobOpt, VoxOpt and RHsig. 
Figure 3-4 shows the relative performance of each of the methods by plotting the 
percentage of voxels that passed the specified threshold in each mask (top panel), 
and the average variance explained in each mask across the participants for Sess1 
(similar results were observed in Sess2). Results from the healthy volunteer group 
are shown with grey bars. The percentage of voxels that passed the threshold in the 
left hemisphere masks, L-Hemi, in healthy volunteer group was 53.1 ± 8.9% for the 
GlobOpt method, increasing to 68.6 ± 7.4% for the VoxOpt analysis and 64.1 ± 5.7% 
for the RHsig method. Both the VoxOpt and RHsig values were significantly greater 
than the GlobOpt values (P < 10-7 and P = 9 x 10-5, respectively). In the healthy 
volunteer group, the variance explained in L-Hemi voxels was 13.7 ± 3.7%, 14.3 ± 
3.6% and 17.9 ± 3.4% for the GlobOpt, VoxOpt and RHsig analysis methods, 
respectively. Again, both the VoxOpt and RHsig values were significantly greater 
than the GlobOpt values (P < 10-7 and P = 9 x 10-6, respectively) with the RHsig 
analysis also explaining significantly more variance than the VoxOpt method (P = 6 x 
10-5). 
 
Similar trends were observed in left hemisphere mask, L-Hemi, of the patient group, 
with significantly fewer voxels passing threshold and significantly less variance 
explained with the GlobOpt analysis than both the VoxOpt and the RHsig analyses 
methods (% voxels: P < 10-7 and P = 2.8 x 10-5, respectively; variance explained: P = 
1.4 x 10-3 and P = 1.2 x 10-5, respectively). However, in all three methods, the results 
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were lower in L-Hemi in the patient group compared with the healthy volunteer group. 
Fewer voxels passed threshold in L-Hemi of the patient group compared to the 
healthy volunteer group (GlobOpt, P = 0.002; VoxOpt, P = 4 x 10-4; and RHSig, P = 
0.009). A trend was observed for more variance explained in healthy volunteers 
compared to the patients for the GlobOpt analysis (P = 0.01), with significantly more 
variance explained in both the VoxOpt and RHsig analyses (P = 0.009 and P = 
0.007, respectively). A similar comparison between the patients and controls in the 
R-Hemi mask, in which areas were expected to be unaffected, also showed 
decreases. When comparing the R-Hemi masks, significantly fewer voxels passed 
the threshold in patients for GlobOpt and VoxOpt analyses (P = 0.009 and P = 
0.002). A trend for a reduction in the amount of variance explained in patients was 
observed in the R-Hemi masks for all analysis methods, with VoxOpt reaching 
significance (P = 0.04). This suggests that voxel timeseries are noisier in patients 
than controls. 
                           
Figure 3-4. The three analyses methods (GlobOpt, VoxOpt and RHsig) were compared 
across different masks for Sess1 (similar results were found for Sess2): the L-Hemi mask for 
both the healthy volunteer (HV) and patient (PT) groups and the L-Healthy (LH), L-PeriInfarct 
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(LP) and L-Lesion (LL) masks for the patient group. Grey bars depict the healthy volunteer 
results and white bars the patient results (bars show means, error bars show standard 
deviations). The top panel shows the percentage of voxels in each mask that passed the 
liberal fitting threshold (R2 = 0.0288, P = 0.05, see text) averaged across subjects in each 
group. The bottom panel shows the across voxel average variance explained in each 
thresholded mask, averaged across the subjects in each group. 
 
In patients, L-Hemi included not only tissue not directly affected by ischaemic 
damage but also the lesion and the peri-infarct masks. Since this may have caused 
the lower values in patients compared to healthy volunteers, L-Healthy, L-PeriInfarct  
and L-Lesion were also compared in Figure 3-4. For all three analyses, the number 
of voxels that passed the threshold in each mask, and the variance explained, 
reduced from L-Healthy to L-PeriInfarct and then to L-Lesion. Only in the GlobOpt 
analysis was the reduction in the number of voxels significant (L-Healthy versus L-
PeriInfarct, P = 4.7 x 10-4; L-Healthy versus L-Lesion, P = 1.7 x 10-4). For the 
measure of explained variance, all analyses showed significant reduction from L-
Healthy to the other two masks. For example, in the VoxOpt analysis, the variance 
explained in L-Healthy was 11.3 ± 4.1%, which reduced significantly to 9.5 ± 4.1% in 
L-PeriInfarct  (P = 0.002) and to 8.6 ± 6.1% in L-Lesion (P = 0.003).  
 
3.3.1.4. Delays in breath-hold responses relative to the contralesional 
hemisphere 
The VoxOpt analysis allowed for a variable delay between the CO2 trace and each 
voxel’s timeseries, independent of other voxels. Figure 3-5 shows the delays in the 
left hemisphere masks compared to their homologous mask in the right hemisphere. 
No difference in delays is defined as 0 on this graph. In healthy volunteers, who were 
also scanned at two time points, the relative delay in L-Hemi was -0.03 ± 0.67s and -
0.15 ± 0.71s for the Sess1 and Sess2, respectively. Neither was significantly 
different from zero. Similarly, the response in L-Healthy in patients was not 
significantly delayed relative to the homologous right hemisphere region, with mean 
delays of 0.03 ± 0.89s and -0.02 ± 0.87s for the Sess1-SPPS and Sess2-CPPS 
data, respectively. The responses in L-PeriInfarct and L-Lesion showed a significant 
delay compared to their homologous right hemisphere regions at Sess1-SPPS, with 
delays of 1.14 ± 2.4s (P = 0.03) and 1.94 ± 4.34s  (P = 0.04), respectively.  Likewise 
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at Sess2-CPPS, the responses in L-PeriInfarct and L-Lesion were also significantly 
delayed compared to their right homologues with delays of 1.24 ± 2.14s (P = 5x10-4) 
and 1.83 ± 3.27s (P = 7x10-4), respectively. These delays do not appear to recover 
over the time periods tested in this study. 
 
 
      
Figure 3-5. Using the VoxOpt analysis, the delay between each individual voxel timeseries 
and the end-tidal CO2 timeseries can be calculated. With the assumption that the right 
hemisphere masks were largely unaffected by the stroke, the delay in the left hemisphere 
masks compared to their right homologous regions are shown for both the SPPS and CPPS 
time points (bars show means, error bars show standard deviations). L-PeriInfarct and L-
Lesion showed a significant delay compared to their homologous right hemisphere regions. 
PT = Patients, HV = Healthy volunteers. 
 
3.3.1.5. Breath-hold responses across all participants 
The average breath-hold responses for the VoxOpt (top panel) and RHsig (bottom 
panel) analyses across all participants are displayed in Figure 3-6. For the healthy 
volunteers, values are shown in L-Hemi and R-Hemi for both Sess1 and Sess2. For 
the patients, both Sess1-SPPS and Sess2-CPPS, the results of the ipsilesional mask 
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are displayed in grey bars (L-Healthy, L-PeriInfarct and L-Lesion) and results from 
the right hemisphere are depicted in white bars (R-Healthy, R-PeriInfarct and R-
Lesion). 
 
                             
Figure 3-6. Breath-hold responses averaged across participants (bars show means, error 
bars show standard deviations). The top panel displays results from the VoxOpt analysis and 
the bottom panel shows results from the RHsig analysis. White bars show results from 
masks in the right hemisphere and grey bars show results from the left hemisphere masks. 
For the HV group, whole hemisphere masks were used. For the patient group at the two time 
points (Sess1-SPPS and Sess2-CPPS), results from three masks in each hemisphere are 
shown: Healthy, PeriInfarct and Lesion. PT = Patients, HV = Healthy volunteers. 
 
In the healthy group, similar breath-hold response levels were observed in both 
hemispheres and across sessions. For the VoxOpt analysis, Sess1 showed mean 
responses of 0.32 ± 0.09 and 0.31 ± 0.09, and the corresponding values for Sess2 
were 0.30 ± 0.07 and 0.29 ± 0.06, for R-Hemi and L-Hemi, respectively (units: 
%BOLD per mmHg change in end-tidal CO2). For the RHsig analysis, the average 
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responses were 147 ± 11 and 141 ± 12 for Sess1 and 149 ± 12 and 142 ± 15 for 
Sess2 (units: %BOLD). Although the differences were small between hemispheres, 
they were significant for the RHsig analysis in both Sess1 (P = 2.1 x 10-4) and Sess2 
(P = 0.001). This might be expected, because the regressor for the RHsig analysis 
was drawn from R-Hemi, and therefore was a slightly better fit to the voxels in that 
hemisphere. However, a similar small significant difference was also observed for the 
VoxOpt analysis in both Sess1 (P = 0.006) and Sess2 (P = 0.023). 
 
In patients, similar levels of response compared to the control group were observed 
in the healthy tissue masks. For the VoxOpt analysis, the response in L-Healthy was 
0.29 ± 0.12 and 0.30 ± 0.10 for Sess1 and Sess2, respectively (%BOLD per 
mmHg). The corresponding results for the RHsig analysis were 143 ± 30 and 143 ± 
17 (%BOLD). For the two methods, there was a drop in response when going from 
Healthy to PeriInfarct to Lesion in both the stroke-affected left hemisphere masks as 
well as the contralesional right hemisphere masks. For example, at SPPS with the 
VoxOpt method, the response dropped from 0.29 ± 0.12 to 0.21 ± 0.09 (P = 4x10-5), 
and to 0.19 ± 0.17 (although not significantly, P = 0.1) in L-Healthy, L-PeriInfarct  and 
L-Lesion. Similar declines from 0.30 ± 0.12 to 0.23 ± 0.10 (P = 5.3 x 10-4) and then 
to 0.19 ± 0.11 (P = 0.002) were also observed in the right hemisphere. This 
demonstrated that the definition of the masks changed the response levels on the 
supposedly unaffected right hemisphere side.  
 
In the comparison between left and right hemisphere masks, the RHsig method 
appears to have distinguished the affected ipsilesional from the unaffected 
contralesional masks better, because the observed decline in response was greater 
on the left side (assuming that the CVR would decline on the lesioned side). For 
example, at CPPS the response difference was 156 ± 16 in R-Healthy compared to 
113 ± 61 in R-Lesion, but on the affected side the difference was much greater, 142 
± 17 compared to 75 ± 56. Although, the left/right differences in the VoxOpt analysis 
appear small, paired t-tests showed differences in Healthy (Sess1, P = 0.001; Sess2, 
P = 8.3 x 10-4) and PeriInfarct  (Sess1, P = 7.8 x 10-4; Sess2: P = 9.5 x 10-4) but not 
Lesion in both sessions. The same comparisons in the three masks for the RHsig 
analysis showed more significant differences: P = 6.4 x 10-4, P = 4 x 10-4 and P = 
 
 
96 
0.015 for Sess1-SPPS; P < 10-7, P < 10-7 and P < 3.6 x 10-3 for Sess2-CPPS, 
respectively. 
 
3.3.1.6. Longitudinal changes in breath-hold responses in 20 patients 
with two scans 
To determine whether CVR changes over time, Sess1-SPPS and Sess2-CPPS were 
compared in the 20 patients who were scanned twice Figure 3-7. For the VoxOpt 
analysis method (top panel) at the SPPS time point (grey bars), there was no 
significant difference between the mean responses in the R-Hemi and L-Healthy 
masks (0.29 ± 0.13 and 0.28 ± 0.13, respectively). The breath-hold responses were 
significantly reduced to 0.20 ± 0.10 in the L-PeriInfarct mask (P = 6.7 x 10-4). 
Although the L-PeriInfarct had a similar response to the L-Lesion mask (0.19 ± 0.18), 
due to a large standard deviation of the L-Lesion responses, the difference between 
the L-Lesion and L-Healthy was not significant (P = 0.093). Almost identical values 
were observed for all four masks at CPPS (white bars). Importantly there was no 
significant difference between SPPS and CPPS in all the masks (P > 0.5).  
 
Using the RHsig analysis (bottom panel of Figure 3-7) at the SPPS time point (grey 
bars), the breath-hold response in the L-Healthy mask was significantly less than that 
in R-Hemi mask (134 ± 29 and 153 ± 23, respectively: P = 2.8 x 10-3). Again, since 
the RHsig draws its regressor from the right hemisphere, this may not be surprising. 
There was a significant reduction from the L-Healthy response to 96±56 in the L-
PeriInfarct mask (P = 8.1 x 10-4) and to 75 ± 99 in the L-Lesion mask (P = 6.5 x 10-3). 
As with the VoxOpt analysis, no differences existed between responses in the SPPS 
and CPPS time points (P > 0.2), demonstrating that reductions in the breath-hold 
response in the Lesion and PeriInfarct masks did not recover over the timecourse of 
this study.  
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Figure 3-7. Breath-hold responses averaged across patients with a scans at both SPPS and 
CPPS time points (n = 20; bars show means, error bars show standard deviations). The top 
panel displays results from the VoxOpt analysis and the bottom panel shows results from the 
RHsig analysis. The grey bars show results from the first SPPS session and the white bars 
from the second CPPS session. In both analyses, there were no significant differences 
between the SPPS and CPPS responses in each of the four masks; R-Hemi, L-Healthy, L-
PeriInfarct and L-Lesion.  
 
3.3.1.7. Analysis of three example cases  
In this section I will examine the CVR variations in the different masks, and the 
changes in CVR over time, in three example patients. Case 2 is an example of a 
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case with small embolic lesions without vascular occlusions, who underwent both the 
SPPS and CPPS scan. Case 10 was the patient with the largest lesion volume who 
was scanned at two time points and had evidence of vascular occlusion. Case 44 
was the patient with the median lesion volume. In all three cases, the CVR measures 
reduce from the L-Healthy to the L-PeriInfarct to the L-Lesion masks as in the group 
analyses. 
 
Case 2 was a 46 year-old female who presented with right-sided hemiparesis and 
mild dysphasia and dysarthria as the result of a multifocal subcortical and small 
cortical embolic infarct in the left middle cerebral artery (MCA) territory. (See Table 
3-1 and Figure 3-8 top). CT angiography of cervical and intracerebral vessels was 
normal. For the VoxOpt analysis, L-PeriInfarct CVR measures were lower than L-
Healthy measures at both time points. At the SPPS time point, CVR reduced from 
0.31 ± 0.34 in the L-Healthy mask to 0.18 ± 0.14 in the L-PeriInfarct mask, a highly 
significant drop (P < 1x10-6). At the CPPS time point, the reduction was from 0.29 ± 
0.3 to 0.13 ± 0.07, again highly significant (P < 1x10-6). There was no significant 
change in the L-PeriInfarct CVR measures between the two time points (P = 0.2), 
demonstrating, as with the group results, that CVR values in this peri-infarct area was 
consistent over time in this patient. Similar trends were observed with the RHsig 
analysis and again no significant differences in L-PeriInfarct CVR over time were 
found (P = 0.46). 
 
Case 10, was a 57 year-old male smoker, who presented with right hemiparesis and 
moderate aphasia as a result of a confluent cortical and subcortical lesion in the left 
MCA territory.  (See Table 3-1 and Figure 3-8 middle).  MR angiography revealed 
normal intracranial appearances but he had a complete occlusion of the left middle 
cerebral artery.  The CVR maps in this patient appeared to show a contralateral (as 
well as a L-Lesion) decrease in CVR at the SPPS time point. However, the same 
trends remained. For the VoxOpt analysis at the SPPS time points, the CVR reduced 
from 0.50 ± 0.42 in the L-Healthy mask to 0.31 ± 0.19 in the L-PeriInfarct mask, a 
significant reduction (P < 1x10-6). Similar significant reductions were observed in the 
RHsig analysis and at the CPPS time point. The L-PeriInfarct CVR did not change 
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between SPPS and CPPS time points for both types of analyses (P = 0.57 and P = 
0.27 for VoxOpt and RHsig, respectively). 
 
Case 44, was a 62 year-old female, who presented with mild aphasia and right-sided 
weakness. She had multiple embolic infarcts in the left MCA territory due to a left 
internal carotid artery dissection. (See Table 3-1 and Figure 3-8 bottom). She 
underwent the breath-hold fMRI scan once at 182 days post stroke. Both analyses 
showed a significant reduction from L-Healthy to L-PeriInfarct CVR: 0.21 ± 0.24 to 
0.12 ± 0.07 (P < 1x10-6) for the VoxOpt analysis and 1.25 ± 1.97 to 0.46 ± 0.85 (P < 
1x10-6) for the RHsig analysis. 
 
3.3.1.8. Results summary 
The results of this chapter may be summarised as follows: 
1. The VoxOpt and RHsig analyses method provided a better fit for the breath-
hold data compared with the GlobOpt analysis (Figure 3-4).  
2. Compared to the contralesional hemisphere, delays in the breath-hold 
response were observed in the L-PeriInfarct and the L-Lesion masks in 
patients at both the SPPS and CPPS time points (Figure 3-5).  
3. At both time points, the CVR measures decreased from the Healthy to the 
PeriInfarct to the Lesion regions (Figure 3-6).  
4. The CVR values did not change over the course of this study and the 
decreased CVR in the L-PeriInfarct and L-Lesion masks did not recover over 
time (Figure 3-7). 
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Figure 3-8. DWI maps, lesion definitions, CVR maps and graphs showing the average CVR 
values in the masks, are shown for three example cases (2, 10 and 44). Case 2 is an 
example of a case with small multifocal embolic lesions without vascular occlusions. Case 
10 was the patient with the largest lesion volume and evidence of vascular occlusion. Case 
44 was the patient with the median lesion volume and was only scanned at the CPPS time 
point. DWI maps show the acute lesion location. Two axial T1-weighted slices are shown 
for each case at each relevant time point (SPPS and CPPS). For each slice, the image is 
shown with and without the lesion mask. For both the VoxOpt and RHsig analysis, CVR 
maps are shown along side graphs depicting average CVR values in the mask (blue and 
red colours represent low and high CVR values respectively). The average over each 
individuals R-Hemi, L-Healthy, L-PeriInfarct and L-Lesion are shown with the bars and the 
standard deviation is calculated over all voxels in the mask. All three cases demonstrate 
the same trends as the group level analyses. 
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3.4. Discussion 
Erroneous interpretation of BOLD fMRI group results can be caused by stroke-
induced changes in cerebrovascular reactivity (CVR). As stated in section 1.4, this 
can be particularly problematic for longitudinal fMRI studies investigating stroke 
recovery. For instance, in the study by Saur and colleagues (2006), examining 
language recovery after stroke, there was no activity in the left hemisphere language 
areas within the same vascular territory as the infarct, during the first few days after 
the stroke. This was interpreted as a lack of language-related neural activity caused 
by the stroke. However an equally plausible alternative explanation could be that the 
absence of BOLD signal was the result of altered cerebral haemodynamics rather 
than a decline in neural activity per se. Bright and Murphy (2013) have previously 
established that CVR can be reliably quantified with breath-hold tasks, even when 
poorly performed, demonstrating that this approach is useful in patients who may not 
comply fully with the task. Since stroke has a vascular aetiology, changes to CVR, 
especially within the infarct and the peri-infarct tissue, might be expected, making this 
a pathology for which this simple measure of CVR may be well utilised.  
 
In the present study, patients with left hemisphere infarcts were examined. In the sub 
group of patients that were scanned twice, SPPS and CPPS time points were 
approximately 4 months apart. A steady state of recovery is assumed at the CPPS 
time point, since it has been shown that clinically maximum recovery has been 
reached after 3 months, beyond which the rate of recovery plateaus and very little 
further recovery occurs (Laska et al., 2001; Pedersen et al., 1995; Ward et al., 2003). 
 
In all patients, masks of four separate regions were defined: the lesion itself (L-
Lesion); the peri-infarct tissue (L-PeriInfarct); the regions in the left hemisphere 
unaffected by stroke (L-Healthy); and the unaffected contralesional right hemisphere 
(R-Hemi). The peri-infarct tissue was arbitrarily defined as a 10mm wide region 
around the lesion. This mask was included in the analysis as some studies have 
attributed activity, or lack of activity, in the peri-infarct tissue to stroke recovery (Heiss 
et al., 1999; Heiss et al., 2006; Rosen et al., 2000; Saur, 2006; Ward et al., 2003). 
Although this mask was arbitrarily defined and may not fully overlap with affected 
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areas, it was included as an example of a region that might have reduced CVR. In a 
BOLD study investigating recovery after stroke, any other region could be analysed 
in a similar way to determine if CVR changes are likely to cause problems when 
interpreting the BOLD signal for that region (as an example see Chapter 5 section 
5.3.3). 
 
One aspect of the lesion and peri-infarct BOLD data that might change compared to 
healthy tissue is the response delay to the breath-hold. Previously, studies have used 
the end-tidal CO2 trace as a regressor in a GLM (Bright and Murphy, 2013; Murphy et 
al., 2011) to produce a CVR measure that is comparable across subjects. If a region 
has a delayed response that is unaccounted for, the CVR measure might be 
artificially reduced. For this reason, in this chapter I explored two methods of analysis 
with the CO2 trace: GlobOpt and VoxOpt. The GlobOpt method represents the 
standard analysis for breath-hold data in which the same regressor is used for all 
voxels. The VoxOpt analysis allowed for a voxel-wise delay. Figure 3-5 demonstrated 
that the delay between the responses within the peri-infarct and lesion tissue 
compared to the responses in their homologous regions on the contralateral side 
may be appreciable. This can explain why fewer voxels passed threshold in GlobOpt 
analysis versus the VoxOpt analysis (see Figure 3-4). For this reason, the VoxOpt 
analysis was considered superior to the GlobOpt analysis, which was dropped from 
further study. 
 
The VoxOpt analysis requires an end-tidal CO2 trace, which may not be available in 
all situations. In addition, patients may have difficulties using the nasal cannula, 
especially if they prefer to breathe through the mouth, or the equipment may not be 
available in all settings. The finding that more global signal variance was explained 
by the end-tidal CO2 trace in the healthy volunteer group versus the patients 
suggests that the end-tidal CO2 recordings in the patient group may be less reliable. 
For this reason, the RHsig analysis, in which the model of breath-hold signal change 
was derived from the contralesional hemisphere, was also compared. A similar 
number of voxels passed threshold with this method compared to the VoxOpt 
method. However, the RHsig method also explained significantly more variance in 
those voxels that passed threshold (Figure 3-4). Perhaps this is not so surprising 
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since the regressor derived from the RHsig is more likely to resemble a BOLD 
response than an end-tidal CO2 trace convolved with a standard HRF. The 
advantages of the RHsig method are that it is a better fit to the individual voxel BOLD 
responses, and it does not need end-tidal CO2 traces that require equipment and 
setup time that may not result in accurate recordings. On the other hand, there are a 
number of disadvantages to the RHsig compared to the VoxOpt technique: it may not 
be truly comparable across subjects, since it is not a quantitative measure and, 
therefore, not suitable for correcting task-related BOLD responses; it requires an 
assumption of where unaffected regions lie (indeed, in this study, seven of the R-
Hemi masks were slightly contaminated by small lesions in the right hemisphere); it 
does not account for delays between the model and a voxel’s BOLD response; the 
model is an average over voxels that may have differing delays, and will therefore 
represent a more dispersed HRF; and finally, the CVR measures are biased towards 
the mask from which the regressor is derived, in this case R-Hemi, and so may not 
be reliable across the entire brain.  
 
Since it was difficult to determine which analysis approach was superior, results from 
both VoxOpt and RHsig analyses were investigated further. Comparisons of the 
responses in healthy unaffected tissue in patients with responses in the healthy 
volunteer group showed no differences (Figure 3-6). Despite lower number of voxels 
passing the threshold in patients, this suggests the CVR measures are as reliable in 
the patient group as in the controls. In both analyses, the CVR measures reduced as 
the mask size decreased (from Healthy to PeriInfarct and then Lesion) in both the 
stroke-affected left hemisphere and the contralesional right hemisphere. It is possible 
that this represents a reduction in CVR due to the anatomical location of the masks. 
However, since the lesions are in largely heterogeneous locations (Figure 3-3), it is 
more likely that this reduction is simply a function of mask size. 
 
The interesting question was how the masks on the left side compared with their 
homologous masks on the right. The observed small but significant difference in CVR 
between the healthy tissue masks of the right and left hemisphere in the patients 
might be indicative of increased cerebrovascular disease on the stroke-affected left 
side of the brain. However, since a similar small significant difference was observed 
 
 
104 
between the L-Hemi and R-Hemi mask in the controls, it is difficult to determine 
whether this was the case. For the peri-infarct mask compared to its homologue, 
small but significant differences were observed with the VoxOpt analysis and much 
larger and significant differences observed with the RHsig analysis. The RHsig 
analysis showed differences in CVR between the lesion and its homologue (Figure 
3-6). Assuming that the CVR would be reduced in the lesion, this might suggest that 
the RHsig was better at distinguishing CVR changes in that area. However, in Figure 
3-5, I demonstrated that there was a delay in the BOLD response in the lesion that 
could not be accounted for by the RHsig analysis. Although differences exist, both 
methods provided similar interpretations of the data.  
 
It is important to note that a breath-hold challenge results in mild hypoxia alongside 
the intended hypercapnia. Since oxygen is vasoactive, this might directly influence 
the BOLD contrast (Bulte et al., 2012). Breath-hold induced changes in end-tidal O2 
and CO2 traces may be significantly negatively correlated (Bright and Murphy, 2013), 
making the respective effects on BOLD signal difficult to disentangle. However, end-
tidal O2 levels of 60-150 mmHg, easily encompassing the level expected in the 
breath-hold task, have minimal impact on cerebral blood flow (Brugniaux et al., 
2007). A recent study comparing CVR measures derived from breath-hold paradigms 
and gas challenges demonstrated that mild hypoxia caused by breath-holds did not 
significantly alter CVR results compared to an iso-oxic CO2 challenge (Tancredi and 
Hoge, 2013). These studies indicate that any mild hypoxia caused by the breath-hold 
challenge is unlikely to influence the CVR values in this study. 
 
The peri-infarct region is important when studying stroke recovery. Many longitudinal 
BOLD fMRI studies focus on activity in the peri-infact tissue, to determine if neural 
activity has returned to what would be expected in healthy brains (Saur, 2006; Ward 
et al., 2003). Others have attributed activity in the peri-infarct region, or lack of it, to 
stroke recovery (Heiss et al., 1999; Heiss et al., 2006; Rosen et al., 2000). Alterations 
in the peri-infarct CVR over time may adversely affect the interpretation of task-
related BOLD signal change in fMRI studies of patients in the acute stages of stroke, 
as well as in longitudinal studies. In the present study, for both the VoxOpt and RHsig 
analysis methods, the CVR in the peri-infarct tissue was shown to be reduced 
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compared to the healthy tissue in the stroke-affected hemisphere, but did not change 
between the sub-acute and chronic phases after the ictus (Figure 3-7). These 
findings suggests that in the cohort of patients studied, a relative lack of group-level 
task-related BOLD signal in the peri-infarct tissue compared to the healthy controls, 
may not accurately reflect neural deficits. However, since CVR in the peri-infarct 
tissue remains unchanged over time, a finding of increased group-level peri-infarct 
activity in the chronic phase in such a longitudinal study is less likely to be due to 
changes in vascular reactivity, and may be more reliably interpreted as a change in 
neural activity in the peri-infarct tissue after stroke. The lack of a difference in the 
CVR over time in the current study, seems at odds with the earlier studies that had 
shown worsening cerebral autoregulation as the patients progress from the acute to 
the subacute phase after a stroke (Altamura et al., 2009; Reinhard et al., 2012). 
However this may not be unexpected given that the time course of the current study 
was from the subacute to the chronic phase, at a time when autoregulation may have 
stabilised. 
 
In summary, this study demonstrated that CVR can be successfully measured using 
a breath-hold task in patients after stroke. The resulting CVR measures can be used 
to disentangle vascular and neural changes caused by stroke, increasing confidence 
when interpreting group-level BOLD signal results in terms of neural activity (oxygen 
consumption).  A lack of CVR differences in healthy tissue between patients and 
controls in this cohort suggests that task-related BOLD signal changes in these 
regions should be unaffected by the stroke and be more representative of task-
related oxygen metabolism. This has implications for the results on patients 
presented in Chapter 5, as it was important to determine that any differences in 
distributed network activity, remote from the infarct, between patients and healthy 
controls was not due to a widespread alteration in neurovascular coupling in the 
patients. 
 
In contrast, since CVR was reduced in the stroke peri-infarct tissue, a lack of BOLD 
signal in that area compared to controls may not accurately reflect neural deficits. 
However, the CVR in the peri-infarct tissue remained unchanged over time, 
suggesting that any group-level BOLD changes in this region over time in a 
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longitudinal fMRI study are less likely to be due to a change in vascular reactivity, 
and may be more confidently attributed to changes in oxygen metabolism caused by 
altered neural function. This study provides a framework for stroke researchers to 
account for CVR-related confounds in BOLD fMRI stroke studies. By including a 
similar breath-hold protocol in longitudinal studies of stroke recovery and performing 
similar analyses, researchers can more confidently interpret BOLD signal change, 
disentangling its vascular and neural influences. 
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4. Distributed brain networks engaged in propositional 
speech production  
The field of functional neuroimaging has provided overwhelming evidence for 
presence of spatiotemporal signals within distributed brain regions, termed brain 
systems or networks (Fox and Raichle, 2007; Power et al., 2011).  These networks, 
as I will term them from now on, mediate domain-specific (such as visual or sensory-
motor processing) or domain-general (such as executive function and attention) 
functions (section 1.1.3). As discussed in the introduction, there is increasing 
evidence that these brain networks are engaged during linguistic tasks. One such 
network is a left lateralised fronto-temporo-parietal network (LFTP, in this thesis), that 
was identified by Smith and colleagues (2009) from resting state fMRI, and was 
related to ‘language activations’ based in its spatial similarity to peak activations for 
language tasks from a large database (BrainMap). However this was not directly 
tested in a language task-related fMRI paradigm. Other networks that are attributed 
to domain-general function, but may support language function, include the cingulo-
opercular (CingOper), right lateralised fronto-pariatal (RFTP) and default mode 
(DMN) networks. See section 1.1.3 for more detail. 
 
4.1. Aims and Hypothesis 
The aims of this chapter were: 
1 – To confirm that a left lateralised fronto-temporo-parietal network (LFTP) is 
activated during spoken language production but not baseline tasks. 
 
2 – To investigate the relative engagement of overlapping domain-general and 
domain-specific networks during spoken language production. 
 
The hypotheses were: 
1 – Multivariate analysis (ICA) would identify a left-lateralised network with similar 
spatial distribution to that described by Smith and colleages (2009). 
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2- This network would be engaged in propositional speech production (Speech) but 
not when the subjects performed other baseline tasks.  
In study 1, the baseline task was non-communicative repetitive movements of the 
tongue (Tongue). The study design of the baseline tasks was enhanced in study 2, to 
include an automatic counting task (Count) requiring minimal linguistic processing, 
and a non-verbal decision task (Decision). In both studies a ‘rest’ baseline was also 
included.  
 
3 – The LFTP network would show an overlap with other domain-general networks 
some of which deactivate during Speech. 
 
4.2. Methods 
The Speech production scanning paradigms in this thesis all used a sparse 
acquisition (see section 2.3.1) with a 10s TR, during which subjects had 7 seconds to 
perform the required tasks. Study 1 had a different paradigm to that of study 2. These 
will be discussed separately below.  
 
4.2.1. Study 1 
4.2.1.1. Participants 
Twenty-three right-handed, native English speakers participated after giving informed 
written consent. The data from two participants were excluded because of excessive 
movement (>4mm in any plane), one performed very poorly on the speech 
production task and a fourth showed unexpected brain pathology. Therefore, 
nineteen subjects were included in the final analysis (thirteen females; mean age, 30 
years; range, 22–62 years). Approval for the study was provided by the ethics 
committee for the North West Thames region. 
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4.2.1.2. fMRI procedure 
The acquisition parameters are described in section 2.3.3.  
 
The stimuli were designed using E-Prime software (Psychology Software Tools) and 
presented through an IFIS-SA system (In Vivo Corporation). The experimental 
paradigm consisted of three conditions that were randomly presented: spoken 
language production in response to viewing written nouns (Speech), repetitive silent 
tongue movements (Tongue), and a silent rest condition (Rest). During Speech trials, 
subjects were required to define written nouns, selected from the Medical Research 
Council psycholinguistic database (Wilson, 1988). They were displayed on the centre 
of a screen to the participants inside the bore of the scanner.  
 
The concrete nouns were all monosyllabic and were selected, based on the following 
measures derived from the Medical Research Council psycholinguistic database: 
familiarity (mean 554, standard deviation – s.d. 37, range, 498– 645); imageability 
(mean 588, s.d. 24, range 535–647); concreteness (mean 591, s.d. 28, range: 492–
646); age of acquisition (mean 258, s.d. 43, range 161–344); and Kucera–Francis 
frequency (mean 40, s.d. 49, range 1–220). The word was preceded by a fixation 
crosshair for 0.25 s, followed by the presentation of the word in lower case font in the 
centre of the screen. The word was replaced after 7s by the crosshair for 0.75s, 
which was the signal for the subject to cease speaking prior to image data acquisition 
over 2s. A different word was used for each trial. Subjects received training 
immediately prior to the experiment to familiarise them with the task. They were 
asked to speak for the entire 7s to generate as much verbal information pertaining to 
the given noun as possible. An example of a participant’s response to the word ‘cake’ 
was ‘‘cake is a sweet item, it’s usually made of flour, eggs, margarine, and butter’’.  
 
The cycle was the same for tongue movements, except that the participants saw the 
instruction ‘move tongue’ instead of a noun for 7s, during which time they were 
required to repeatedly place the tip of the tongue against the upper alveolar ridge at a 
rate of about 1/s. During the rest trials the participants saw the crosshair for the entire 
8s before data acquisition. As sparse image acquisition was used, the design was 
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event-related. Participants performed two runs of the paradigm. After combining the 
two runs, each of the three conditions (Tongue, Rest, Speech) was presented a total 
of 80 times, divided equally over the two runs. 
 
4.2.1.3. Behavioural analysis 
The speech output was recorded using an MR-compatible microphone attached to 
ear-defending headphones (MR-Confon). The recordings of Speech trials were 
transcribed verbatim and analysed to calculate both the number of content words 
(nouns, verbs and adjectives, with function words excluded) and the total number of 
syllables (including function words, and occasional errors and repetitions). Pearson 
correlation analyses and t-tests on the measures were carried out.  
 
4.2.1.4. Image analyses 
The fMRI data were preprocessed as described in section 2.4.1 and whole brain 
univariate analyses (section 2.4.2) were carried out to investigate the activity of brain 
regions during various contrasts.  
 
A multivariate analyses using ICA (see section 2.4.4 for more detail) was set up to 
identify brain regions that showed correlated activity. The ICA was set up to 
decompose the data into 30 independent components in keeping with previous 
applications of ICA to fMRI data that had used 20-30 component maps (Beckmann, 
et al., 2005; Leech et al., 2011; Smith et al., 2009). Of the 30 components, 19 were 
clearly related to residual movement artefact (characterised by the majority of the 
signal distributed around the edge of the brain or within the lateral ventricles).  Eleven 
had correlated signal distributed within brain parenchyma. Of these, two networks 
(illustrated in Figure 4-4), were chosen as being most likely to be involved in 
language processing, based on an extensive meta-analysis (Vigneau et al, 2006), 
that attributed language functions (phonology, semantics and syntax) to distributed 
but anatomically overlapping LFTP networks. In addition, one further component 
incorporating a large part of the DMN was included, given its possible role in retrieval 
of episodic and semantic memory during language tasks (see Binder and colleagues 
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(2009) and section 1.1.3). The associated subject-specific timecourses for these 
three components were regressed against the GLM design matrix and tested for 
significance (P <0.05), in order to identify within these three components whether 
activity was greater during Speech than Tongue, and vice versa.  
 
An ROI analysis (section 2.4.3) was also performed in order to determine the 
activation of brain regions within the component (Component 24 or C24) that 
resembled the LFTP network described by Smith and colleagues (2009). The ROIs 
were defined by splitting this component into its constituent large left parietal (51.2 
cm3) (IPC), left inferolateral temporal (12.4 cm3) and left posterior frontal regions 
(43.5 cm3); see Figure 4-5A. For each participant and each ROI, the mean BOLD 
activity effect size during Speech and Tongue contrasted with Rest, were calculated. 
 
4.2.2. Study 2 
4.2.2.1. Participants 
Twenty-six right-handed fluent English-speaking participants without neurological 
illness were scanned. None had taken part in Study 1. The data from two participants 
were excluded because of excessive movement (>4.5 mm relative motion) and in 
one case, additional atrophy. Therefore, 24 subjects were included in the final 
analysis (7 male, average age: 57 years, range: 37-78 years). Approval for the study 
was provided by the National Research Ethics Service Committee - West London.  
 
4.2.2.2. fMRI procedure 
The acquisition parameters are described in section 2.3.2.  
 
The task paradigm in study 2, differed to that of study 1, mainly in the number of 
baseline tasks incorporated, and the nature of the speech production task (Speech). 
Whereas speech production was in the form of orthographically presented nouns in 
study 1, study 2 used pictorial stimuli, since the same paradigm was to be used in 
patients with post-stroke aphasia with additional acquired alexia. Furthermore, in 
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order to dissect out the contribution of sensory-motor networks and domain-general 
networks that may be used in the Speech task, study 2 was designed to include a 
non-verbal decision task (Decision), and an overt counting task (Count).  
 
As with study 1, a sparse sampling design was used, and tasks were performed in 
response to specific visual stimuli during 7s epochs (see Figure 4-1). Following this, 
a fixation cross was displayed, which was the cue for the participants to discontinue 
the task. One second later whole brain functional imaging data was acquired over 2s. 
The cycle was then repeated.  
During each scan, the participants performed three runs of task fMRI. Each run 
consisted of three main conditions that were pseudo-randomly grouped in blocks of 
two or four trials; each run consisted of 20 spoken language production (Speech), 16 
counting (Count), and 16 non-verbal decision response conditions (Decision). There 
were an additional 15 silent rest condition (Rest), and 4 TRs during which 
participants read an instruction page that preceded the Decision trials. Therefore 
each run contained 71 repetitions. Twenty participants were scanned again after an 
average interval of 98 days (range 64-173 days). A paired t-test of the univariate 
analysis and the In-scanner performance showed no significant differences between 
the two scans. Therefore all 3 runs for the two scans for these participants were 
combined in a fixed effect analysis and included as inputs to higher level analysis. 
During the Speech trials, participants were required to define coloured pictures of 
objects (see Figure 4-1A), selected from a standardised picture set (Snodgrass and 
Vanderwart, 1980; Rossion and Pourtois, 2004). 120 pictures representing 
monosyllabic nouns were selected from this picture set. The nouns were matched 
across each of the runs and scanning sections with respect to imageability, 
concreteness, familiarity, and Kucera–Francis frequency based on measures derived 
from the Medical Research Council psycholinguistic database (Wilson, 1988).  A 
different picture was used for each trial. The pictures were displayed at the centre of 
a screen inside the bore of the scanner. The participants were instructed to speak for 
the entire 7s when the picture was displayed and to generate as much verbal 
information pertaining to the given object as possible. After 7s the picture was 
replaced by a fixation cross for 1s, a signal for the participant to cease speaking prior 
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to image data acquisition over 2s  (see Figure 4-1A).  As with study 1, the 
participants received training prior to the scan. 
          
Figure 4-1. Sparse scanning paradigm used in Chapters 4(study2) and 5. A = Speech trials; 
B = Non-verbal Decision trials; s = seconds. Other tasks included counting and a rest 
baseline.  
 
The cycle was the same for the Count trials, except that the participants saw a sign 
“1…” printed in large black font for 7s, during which time they were required to count 
up from 1 at a rate of 1/s. During the Rest trials the participants saw the fixation cross 
for the entire 8s before data acquisition.  The Decision trials were presented in blocks 
of four consecutive trials, preceded by a trial containing an instruction page with 
simple written and pictorial instructions, reminding the participants of the task. The 
task itself required no explicit verbal or linguistic processing; audio recording during 
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the Decision task showed that less than 0.5% of the decision trials across all 
participants involved any overt verbalisation. The participants were instructed to 
press a button placed in the left hand every time they saw a blue square and ignore 
orange circles. During the 7s, either a blue square or an orange circle was presented 
at the centre of the screen in random order, each displayed for up to a maximum of 
1.5s. The next stimulus followed with a gap of 0.5s, either after 1.5s had elapsed, or 
if the participant made a response (See Figure 4-1B).  
 
4.2.2.3. Behavioural analysis.  
Again, the speech output was recorded (Optoacoustics FOMRI-III noise cancelling 
microphone) and transcribed. The transcription was then analysed to calculate both 
the number of appropriate information carrying words (AICW), as defined by the 
Comprehensive Aphasia Test battery (Swinburn et al., 2005), and the total number of 
syllables produced per trial, as in study 1. As measures of speech production in this 
study population was intended to be compared to that in patients with stroke, I 
decided that AICW would be a more informative measure to quantify speech 
production in this study than content words (as was used in study 1).   A Pearson 
correlation analysis was used to identify the relationship of AICWs to syllables in both 
runs. These measures were correlated with activations derived from the fMRI.  
The number of words during the Count trials, and the percentage of correct 
responses for the Decision trials were calculated. 
 
4.2.2.4. Image analyses 
Univariate analysis 
The fMRI data were preprocessed as described in section 2.4.1 and whole brain 
univariate analyses (section 2.4.2) were carried out to produce contrast images. Final 
statistical images were corrected for multiple comparisons using Gaussian Random 
Field-based cluster inference with a height threshold of z > 2.3 and a cluster 
significance threshold of P < 0.05. 
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ICA 
A group concatenation Probabilistic ICA was carried out to investigate overlapping 
functionally segregated brain network (see section 2.4.4 for more detail). ICA was set 
up to decompose the data into 55 components. Of the 55 components, 44 were 
clearly related to residual movement artefact (characterised by the majority of the 
signal being distributed around the edge of the brain or within the CSF spaces), 
variation in head size, or vascular blood flow. The high proportion of components 
classified as artefactual was comparable to previous fMRI studies investigating 
speech production, which attributed approximately two-thirds of the derived 
components to artefact (see study 1 of Chapter 4, and study by Simmonds and 
colleagues, 2014a). For comparison, in an ICA of fMRI data from resting state, which 
arguably has less motion-related artefact than that from speech production studies, 
the investigators attributed 25 of 70 components to artefact (Smith et al., 2009).  
 
Therefore, 11 components had correlated signal distributed within the brain 
parenchyma, corresponding to functional networks. To demonstrate how the 11 
components spatially differ from each other, a pairwise spatial correlation was per- 
formed between each pair of components. 
Unlike in study 1, where I restricted my analysis to the networks with a spatial 
distribution attributable to language function based on the previous literature, in study 
2, I specifically chose to investigate the function of all of the 11 identified distributed 
networks to determine the extent to which each is involved in the three conditions 
(Speech, Count, Decision). For each of the 11 components, I established whether 
that component was significantly functionally involved in any task condition by 
entering each subject’s run-specific timecourse for that component into a regression 
analysis as the dependent variable, with the design matrix for the tasks as the 
independent variable. This provided a measure of the network’s activity during a 
particular condition or contrast (β coefficient estimate of BOLD signal evoked for the 
different task conditions). I used a conservative multiple comparison correction of the 
results, by applying a Bonferroni correction for the 11 components and 9 possible 
contrasts, resulting in a significance threshold of P < 0.0005. 
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One of the identified networks was the LFTP network. To test the robustness of this 
network, the ICA was repeated by decomposing the data into varying number of 
components: 20, 25, 30, 35, 40, 45, 50, 55, 60. The dimensionality of the ICA is 
usually driven by previous published work, and is chosen somewhat arbitrarily (Smith 
et al., 2009; 2012). Fifty-five was initially chosen as representing a good balance 
between richness and interpretability of the derived components. Networks defined at 
lower dimensionalities have, in some cases, been shown to split at higher 
dimensionality into sub-networks (Smith et al., 2009), whilst higher-dimensional ICA 
models noise more accurately by extracting variations in the data as additional 
components (Braga et al., 2013b). In this study, higher dimensionalities were 
predicted to be better able to separate out temporally independent but spatially 
overlapping networks that were hypothesised to exist within the left frontal and 
parietal lobes. 
 
Confirmatory functional connectivity analysis of the LFTP network 
As a confirmatory analysis for the contribution of the LFTP network to the Speech 
task, I performed the first stage of a dual regression analysis with the LFTP derived 
from study 1 (an independent experiment) as a “seed” region (Filippini et al., 2009; 
Zuo et al., 2010; Leech et al., 2011). This involved back-projecting, or spatially 
regressing the spatial-map of the LFTP ‘language’ network from study 1 (Component 
24, Figure 4-4) into each run’s 4D dataset for each participant (total 138 runs) to give 
a set of time-courses for this spatial component. This time-course was then 
regressed against the design matrix to calculate a β coefficient that is the estimate of 
BOLD signal evoked for the different task conditions. The β coefficients for each 
individual were then tested at the group level. 
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4.3. Results 
4.3.1. Study 1 
4.3.1.1. In-scanner performance 
During Speech, the mean rate of syllable production across the two runs was 2.32/s 
(range across all subjects and all trials: 1.1 - 3.2). The mean rate of content word 
production was 10 words per 7s epoch (range across all subjects and all trials: 5.2-
14.9). There was no overall difference in mean performance between the two runs (P 
= 0.9 for syllables; P = 0.8 for content words). The rates for both the number of 
syllable and content word production were highly correlated across each subject 
(correlation coefficient, r = 0.9). The rate of performing repetitive tongue movements 
were not recorded, but subjects had rehearsed to perform the task at a rate of  ~1/s. 
 
4.3.1.2. Univariate subtraction analysis. 
The contrast of Speech with Tongue (Speech > Tongue) demonstrated significantly 
greater activity in the following cortical regions: the pre-supplementary motor area 
(pre-SMA), merging with activity in the dorsal anterior cingulate cortex (dACC); left 
dorsolateral prefrontal cortex (dlPFC), with activity in the middle frontal gyrus 
extending into the left inferior frontal gyrus (IFG), incorporating the pars triangularis, 
pars opercularis, and lateral orbito-frontal cortex; left and right anterior insula; and left 
and right superior temporal gyri (incorporating primary auditory cortex, planum 
temporale and lateral temporal neocortex as far ventral as the more dorsal middle 
temporal gyrus) (Figure 4-2, Appendix Table 9-1A).  
 
The reverse contrast of Tongue > Speech revealed activity distributed across the 
posterior extent of the default mode network (Figure 4-3, Appendix Table 9-1A). The 
lateral parietal activity was more evident on the right than on the left, although it is 
usually described as symmetrical for the default mode network (Buckner et al., 2008; 
Raichle et al., 2001); this provided an indirect clue that left parietal cortex was, in 
part, engaged by the Speech condition, even though this was not evident on the 
reverse contrast of Speech > Tongue. In addition, there was bilateral anterior parietal 
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and mid-insular activity, presumably related to the greater somatosensory feedback 
during the Tongue condition (Dhanjal et al., 2008).  
 
 
Figure 4-2 . Univariate contrast of Speech>Tongue. The statistical threshold was set at z 
>2.3, cluster-corrected. Anterior is to the left. The MNI co-ordinates are along the X-axis. 
Regions of activity were located in: 1. pre-SMA and anterior cingulate cortex; 2. bilateral 
anterior insula; 3. bilateral superior temporal cortex including left and right medial planum 
temporale; 4. left posterior inferior gyrus (incorporating Broca’s area) and extending dorsally 
into posterior middle frontal gyrus. 
 
 
Figure 4-3 . Univariate contrast of Tongue > Speech. The statistical threshold was set at z  
>3, cluster-corrected. The numbers refer to the MNI co-ordinates. Activity was predominantly 
distributed across sensory cortices and posterior half of the default mode network: 1. left and 
right mid-insular cortex; 2. posterior cingulate cortex 3. left and right motor-sensory cortex; 4. 
precuneus; 5, right posterior inferior parietal cortex (angular gyrus) extending  back into 
lateral occipital cortex. 
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4.3.1.3. Independent component analysis 
Of the 30 components generated, 19 were related to movement and other sources of 
artefact, as evidenced by activity as a rim around the edge of the brain, within the 
lateral ventricles, or throughout the venous sinuses. These were excluded from 
further consideration. Eleven distributed brain networks were identified with 
correlated signal confined to the brain parenchyma. Another eight were excluded 
from further consideration, as the correlated signal was distributed throughout 
regions that have not been related to language and semantic processing per se 
(Binder et al., 2009; Vigneau et al., 2006). Examples of excluded components (not 
illustrated), were the eighth component with activity confined to the cerebellum, the 
eighteenth component with activity in the visual cortex and the second component 
which was distributed over visual, bilateral primary motor-somatosensory cortices. 
This last component was equally active during both Speech and Tongue conditions, 
and is best interpreted as a distributed system for perception of the visual stimuli and 
the execution of a motor response, irrespective of the task demand. 
 
The two components related specifically to Speech are shown in Figure 4-4 (see also 
Appendix Table 9-1B); Component one (C1) in which coherent activity during Speech 
was significantly greater than during Tongue (t (17) = 1.73, P = 0.05), encompassed 
the following regions: pre-SMA and dACC; left and right lateral premotor and primary 
motor cortex; the left dlPFC; left and right anterior insula; and the length of both 
superior temporal gyri, including planum temporale. Additional subcortical correlated 
activity, not seen in the thresholded univariate analysis, was observed in the left and 
right putamen, thalamus and paravermal cerebellum. Therefore, this component 
proved sensitive to revealing most of the regions previously described as being 
involved in the motor control of speech production (Bohland & Guenther, 2006; 
Guenther et al., 2006). 
 
The second component, C24, also showed correlated activity for Speech > Tongue (t 
(17) = 2.11, P = 0.025). As illustrated in Figure 4-4 (see also Appendix Table 9-1B), 
C24 was a predominantly left-lateralised fronto-temporo-parietal (LFTP) network. This 
component had a high spatial correlation (r = 0.7) with a single network derived from 
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an independent resting state data and attributed to language functioning (Smith et al., 
2009). The constituent parts of C24 were: medial frontal cortex, centred on the 
dACC, and a separate region in posterior cingulate cortex; extensive left dlPFC 
including Broca’s area; left anterior insula; left inferolateral temporal cortex; the left 
IPC, including both supramarginal and angular gyri, extending as far dorsal as the 
intraparietal sulcus and as far posterior as the lateral occipital cortex; and the right 
IPC, confined to the dorsal half of the angular gyrus. The only subcortical regions 
were the left putamen and right lateral cerebellum. There were areas of partial 
overlap with C1, shown in Figure 4-4. 
 
Component 30 (C30) showed coherent activity for Tongue > Speech (t (17) = 3.15, P 
= 0.003) (Figure 4-4 and Appendix Table 9-1B). This component comprised a 
predominantly posterior network with a distribution conforming to the posterior half of 
the DMN. This was in keeping with the univariate results (see Figure 4-3), and a 
graded deactivation of the DMN with increasing task demands of the Speech 
condition relative to the Tongue condition.  
 
 
Figure 4-4. Three components from the ICA analysis: 1, 24 and 30. Components 1 (shown in 
blue) and 24 (shown in red/yellow) demonstrated correlated activity for Speech > Tongue. 
Component 30 (shown in green) demonstrated correlated activity for Tongue > Speech. The 
statistical threshold was set at z >4. Numbers above the slices refer to MNI co-ordinates. The 
results from the ICA analysis demonstrated a much more widely distributed network for 
Speech compared to the univariate analysis displayed in Figure 4-2. Component 30 revealed 
a network, with a distribution attributable to the posterior regions of the DMN.  The numbered 
regions showing correlated activity for Speech > Tongue are: 1. posterior cingulate cortex; 2. 
dorsal anterior cingulate cortex; 3. left and right inferior parietal cortex; 4. left dorsolateral 
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prefrontal cortex, including Broca’s area; 5. left inferolateral temporal cortex; 6. pre-
supplementary area and dorsal anterior cingulate cortex; 7. lateral premotor cortex; 8. 
anterior insula 9. left and right superior temporal gyri. The numbered regions showing 
correlated activity for Tongue > Speech are: 10. bilateral inferior parietal cortex; 11. 
extensive posterior medial activity, in precuneus and posterior cingulate cortex. Areas of 
overlap between Components 24 and 30 in the left inferior parietal cortex and posterior 
midline regions are demonstrated with . An area of overlap between Components 1 and 24 
in Broca’s area is demonstrated with §. 
 
4.3.1.4. ROI analysis 
 
              
Figure 4-5. A. Three ROIs, as determined from the ICA analysis (regions 3, 4 and 5 in Figure 
4-4 represent the left inferior parietal (blue); left dorsolateral frontal (yellow); left inferolateral 
temporal (red) regions. B. The bars, with 95% confidence intervals, show mean percentage 
signal change averaged across the region-of-interest during Speech and Tongue, relative to 
Rest. There was a deactivation in the left parietal region during Speech compared to Tongue. 
In the frontal region, there was more activity during Speech compared to Tongue and a 
smaller but similar trend was seen in the inferolateral temporal region.  
 
The three broad regions of the LFTP network, were subjected to an ROI analysis 
(Figure 4-5). The left inferior frontal ROI predictably showed more activity during 
Speech relative to Tongue as evident in the whole-brain contrast, and there was a 
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smaller but similar trend in the same direction in the left inferolateral temporal cortex. 
In contrast, activity in the large left IPC decreased in Speech. This is in contrast to 
the ICA analysis that demonstrated that the activity in this region was associated with 
Speech, even though the ROI results showed that the overall activity in the left IPC 
was less during Speech than Tongue. Thus the ICA analysis was better able to 
reveal the contribution of the left IPC to the spoken language task than the univariate 
contrast. 
 
4.3.2. Study 2 
4.3.2.1. In-scanner performance 
During Speech, the participants spoke 7.42 appropriate information carrying words 
(AICW) per 7s epochs (s.d. 1.54) and 2.64 syllables per second (s.d. 0.59). As with 
study 1, across each scanning run, the two measures significantly correlated with 
each other (r = 0.81, P < 0.0001). There was no significant difference between the 
two scanning sessions with respect to the syllable rate and AICW (paired t-test, P > 
0.05). 
 
In the Decision task, participants correctly identified the blue square target on 98.8% 
of trials, and correctly inhibited a response to the orange circles on 99% of trials 
(suggesting a ceiling effect with respect to the level of task difficulty). During the 
Count trials the participants produced an average of 7.2 words per 7s epoch (s.d. 
1.5). 
 
4.3.2.2. Univariate subtraction analysis 
As with study 1, I performed a whole brain univariate subtractive analysis prior to the 
multivariate analyses intended to reveal multiple distinct and partially overlapping 
patterns of activation. Univariate analysis of Count > Rest (Figure 4-6 and Appendix 
Table 9-2) revealed patterns of activation in regions previously associated with 
speaking: bilateral motor-sensory cortices, superior temporal gyri (the primary and 
association auditory cortices, including the plana temporale and adjacent parietal 
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opercula), and supplementary motor areas (SMA), merging with activity in the dorsal 
anterior cingulate gyri (dACC) and the adjacent superior frontal gyri (SFG). Right-
lateralised activity was evident in the IFG, and inferior parietal cortex. The ventral 
fronto-parietal asymmetry for counting was in accord with a previous study that 
showed a reversal of interhemispheric asymmetry in BA 45 between sentential 
speech and counting, with counting lateralising to the right hemisphere and sentential 
speech to the left (Dhanjal et al., 2008). 
 
 
Figure 4-6. Univariate analysis of study 2. Standard T1-weighted anatomical slices overlaid 
with activity from the contrast of Count > Rest (green), Speech > Rest (red/yellow), and 
Speech > Count (blue). Cluster corrected P < 0.05, z = 2.3. The images are in MNI co-
ordinate space (from left to right: X = 52; Z = 94; X = -52). The numbered regions are: 1, 
motor-sensory cortices; 2, primary and association auditory cortices; 3, pre-supplementary 
motor areas merging with activity in the dorsal anterior cingulate gyri and the adjacent 
superior frontal gyri, 4; visual cortices extending to the posterior fusiform gyri, 5; lateral 
occipital cortices extending to the superior parietal lobules, 6; Count associated activity in the 
right inferior frontal gyrus, and inferior parietal lobe; 7, left dorsolateral prefrontal cortex, 
including the pars triangularis and opercularis, the middle and inferior frontal gyri. See 
Appendix Table 9-2 for the coordinates. 
 
The contrast of Speech > Rest (Figure 4-6 and Appendix Table 9-2) revealed similar 
areas of activation to that of study 1. Activity overlapped with that observed in the 
contrast of the Count > Rest in bilateral motor-sensory cortices, the superior temporal 
gyri, the paravermal cerebellum, and SMA/dACC/SFG.  
 
The contrast of the Speech > Count (Figure 4-6 and Appendix Table 9-2) revealed 
additional activity in left dlPFC, including the pars triangularis and opercularis, the 
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middle and inferior frontal gyri, and the middle and inferior temporal gyri (more on the 
left than right). There was also greater activity in the SMA/dACC/SFG, in the Speech 
condition compared to Count, extending more anteriorly, in keeping with previous 
studies (Blank et al., 2002; Awad et al., 2007; Dhanjal et al., 2008). There was also 
additional symmetrical activation in visual cortices, the posterior fusiform gyri and in 
regions associated with the dorsal visual attention network (lateral occipital cortices 
extending to the superior parietal lobules and the bilateral precentral gyri). These 
activations related to the visual nature of the picture description task. Importantly, as 
with study 1, there was no left parietal activity observed in the univariate analysis for 
the Speech condition.  
 
4.3.2.3. Independent component analysis 
The initial spatial ICA was constrained to calculate 55 components. Of the 55 
components generated, 44 were judged to be related to movement and other 
sources of artefact (see 4.2.1.4). These were excluded from further consideration. 
The remaining eleven components showed patterns of temporally coherent signal 
confined to the brain parenchyma. As with study 1, I refer to these components as 
brain networks and label them according to their spatial location (e.g., LFTP) or 
previously well-described labels (e.g., DMN). 
 
Figure 4-7 and Appendix Table 9-3 show the spatial distribution of each of these 
eleven components. Figure 4-8 displays the result of the regression analysis on each 
component, showing how they are modulated by the three task conditions.  
 
In contrast to the results of the univariate analysis (particularly in the left parietal 
lobe), the ICA with 55 dimensions revealed a LFTP network (C4) that was uniquely 
activated in the Speech condition (t (137) = 6.0, P = 4.0 x 10-9) and suppressed in the 
Count and Decision trials. This is consistent with the results of study 1, where activity 
in a spatially similar LFTP network was significantly greater in spoken language 
production than silent movements of the tongue. To confirm this similarity with the 
previous study, I used the LFTP network from study 1 (C24 from study 1), in the first 
stage of a dual regression analysis to calculate subject-specific timecourses for this 
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spatial distribution of the LFTP network. These timecourses were then regressed 
against the task design matrix, revealing the same speech-specific pattern of 
activation as observed with C4 (i.e., LFTP significantly correlated with Speech (t 
(137) = 3.97, P = 0.0001, and significantly anticorrelated with Count (t (137) = -3.19, 
P = 0.001). This is perhaps not surprising given the high spatial correlation (r = 0.7) 
between the two LFTP networks identified in both studies.  
 
In addition to C4, several other components showed Speech related activity. 
Consistent with the univariate analysis, ICA revealed two motor-sensory systems (C2 
and C19) associated with Speech and Count (C2, Speech t (137) = 8.5, P=1.3 x 10-13 
; C2, Count t (137) = 8.6, P = 1.0 x 10-13; C19, Speech t (137) = 12.4, P=3.0 x 10-20 ; 
C19, Count t (137) = 11.2, P = 4.3 x 10-18). C19 was also significantly activated to a 
lesser degree during the Decision trials that required the subjects to respond to a 
visual stimulus by pressing a button (t (137) = 3.5, P = 3.0 x 10-5). These two 
components revealed many of the regions previously described as being involved in 
the motor-sensory control of spoken language production as detailed in section 1.1.2 
(Riecker et al., 2005; Bohland and Guenther, 2006; Guenther et al., 2006). 
 
Component 1 (C1) showed activity related to the visual cortices and DAN engaged in 
goal-directed attention to the pictures, shift of spatial attention across features of the 
picture and eye movements (Corbetta and Shulman, 2002; Vincent et al., 2008). This 
component was specific to the Speech trials (t (137) = 5.0, P = 2.2 x 10-7). 
 
Component 30 (C30) showed significant Speech related activity  (t (137) = 12.1, P = 
8.0 x 10-20) in the anterior temporal lobes (left more than right). This activation was 
significantly more than that seen in Count and Decision trials. It may have been 
related to semantic retrieval processes engaged by the Speech task, a task impaired 
in patients with semantic dementia in whom the site of major atrophy is the anterior 
temporal lobes, left > right (Acosta-Cabronero et al., 2011).   
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Figure 4-7. Spatial 
distribution of 11 
biologically plausible 
independent task related 
components out of the 
total of 55 components 
derived from the group 
concatenated ICA 
analysis of study 2. Red-
yellow represents 
correlated activity whilst 
blue represents anti-
correlated activity. This 
figure shows every 8th 
axial slice in 2 mm 
MNI152 standard space, 
starting with the lowest 
slice at Z = -16 mm and 
the highest at Z = 46 mm.  
Statistical threshold was 
set at z > 2.3. See 
Appendix Table 9-3 for 
coordinates. 
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Figure 4-8. Bar chart showing the mean β value for each condition against the rest baseline, 
from a regression analysis performed on each of the 11 components displayed in Figure 4-7. 
Dark grey, light grey and blank bars represent Speech, Count, and Decision trials 
respectively. Significance between conditions is shown with horizontal bars, P < 0.0005, 
(Bonferroni corrected). 
 
A number of other components either failed to activate for speech, or showed relative 
deactivations. Component C3 showed significant deactivation in all three tasks, with 
significantly greater deactivation during Speech than Count (t (137) = 7.1, P = 6.0 x 
10-11) or Decision (t (137) = 5.5, P = 3.1 x 10-8) trials. C3 is spatially similar to the 
classic DMN, which as described in section 1.1.3, has consistently been shown to 
activate more during interoceptive cognition and deactivate during responses to 
external stimuli (Buckner et al., 2008; Esposito et al., 2006; Gusnard and Raichle, 
2001; Raichle et al., 2001).  
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A right-lateralised fronto-temporo-parietal (RFTP) network (C5), that mirrored the 
spatial distribution of the LFTP network (C4), was activated during Count (t (137) = 
10.0, P = 3.2 x 10-16) and Decision (t (137) = 8.5, P = 1.5 x 10-13) but deactivated 
during Speech (t (137) = -3.7, P = 2.2 x 10-5). This network may be involved in top-
down attentional processes necessary to perform the Count and non-verbal Decision 
trials. Its relative deactivation during Speech trials compared to other tasks would 
accord with the attention and control of language production being lateralised to the 
left, while for other domains it is lateralised mainly to the right. These mirroring fronto-
temporo-parietal systems overlapped in the left parietal and frontal lobes, suggesting 
there are overlapping subregions within these cortical regions that support separate 
functional neural networks (see Figure 4-9). 
  
Component 7 included bilateral fronto-parietal and CingOper networks, and bilateral 
precentral gyri. This component was significantly activated during the Decision trials 
(t (137) = 7.3, P = 2.3 x 10-11) whilst deactivated during the Speech trials (t (137) = -
11.6, P = 6.5 x 10-19). Activity in motor regions related to the execution of the motor 
response to the Decision task. Activity in the bilateral fronto-parietal and CingOper 
networks relate to the executive demands of the Decision trials, with identification of 
the salient stimuli (blue squares) while inhibiting any response to the orange circles 
(Dosenbach et al., 2007; Duncan, 2010; Menon and Uddin, 2010; Spreng et al., 
2010; Vincent et al., 2008).  
 
Interestingly, although in some ways spatially similar to the left-lateralised Speech 
component (C4), Component 28 (C28) was strongly deactivated in both the Speech 
(t (137) = -21.6, P = 1 x 10-20) and Count (t (137) = -9.0, P = 2.2 x 10-14) trials. It is 
another left lateralised fronto-temporo-parietal network that overlaps with the LFTP 
language network (C4) in all three lobes. The areas of overlap included the left IFG, 
left parietal lobule, and left middle temporal gyrus (Figure 4-9).  
 
Component 33 (C33) was significantly deactivated during all tasks (Speech> Count > 
Decision), with significantly greater deactivation during Speech condition than Count 
(t (137) = 7.8, P = 3.4 x 10-12) or Decision (t (137) = 5.5, P = 4.3 x 10-18) trials.  This 
component corresponds to the rostral medial occipital lobes, extending up into the 
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cuneus. It corresponds to a resting state network identified previously (Smith, 2002; 
Smith et al., 2012), but its precise role is not yet clear. Negative alongside positive 
BOLD signal has been previously identified in visual cortex during visual tasks 
(Goense et al., 2012; Wade and Rowland, 2010), but the activity observed in C33 
seems to located rostral to this previously observed negative signal.  
 
 
 
Figure 4-9. Overlapping neural networks (shown in dark blue) in the left lateral frontal and 
parietal lobes supporting separate functions. A) The Speech specific LFTP network  (C4, 
magenta) overlaps with a mirror RFTP network (C5, turquoise) that corresponds to the Count 
and Decision trials. B) The LFTP Speech network (C4, magenta) also overlaps with a less 
spatially extensive left lateralised fronto-temporo-parietal network that is deactivated in all 
three conditions with most deactivation in Speech (C28, green).  
 
Component 9 (C9) showed activation during all three tasks. It is a noisy component 
with activation in the bi-frontal cortices, mixed with movement related noise at the 
edge of the brain and CSF-parenchyma interface. Due to the large contribution of 
noise to this component, it will not be discussed further.  
 
To demonstrate how the 11 components spatially differed from each other, a pair-
wise spatial correlation was performed between each pair of components (Figure 4-
10). The maximum pair-wise correlation ratio was 0.17 suggesting that although 
some components load the different tasks in the same manner (e.g. C9 and C19, or 
C3, C28 and C33), they were clearly spatially distinct.  
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Figure 4-10. Correlation matrix showing the pairwise spatial correlation of the 11 components 
tested. The maximum correlation ratio between components was r = 0.17, suggesting that 
although some components load the different tasks in the same manner (for example see C9 
and C19, or C3, C28 and C33 in (Figure 4-8) they are predominantly spatially distinct. The 
bar char, refers to the spatial correlation coefficient. Blue colours have a low correlation 
coefficient; red colours have a high correlation coefficient.  
 
To demonstrate the similarity of the components in study 2 to well-recognised 
intrinsic brain networks, a further spatial correlation analysis was performed, this time 
using resting state intrinsic networks identified in 36 individuals (Smith et al. 2009).  
In that study the authors had used ICA to decompose the data into 20 components, 
some of which were assigned functional labels with reference to task data.  The 
majority of the networks identified in study 2, had a unique and high spatial 
correlation with a single corresponding network derived from the independent resting 
state data (see Figure 4-11).  In particular, and relevant to the study presented in 
Chapter 5, with a focus on the activity within the DMN, LFTP, RFTP, and CingOper 
networks, these four networks had a high spatial correlation with their corresponding 
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intrinsic resting-state brain network, r = 0.8, 0.7, 0.6, and 0.6 respectively, suggesting 
that they are spatially robust across subjects and brain states. 
 
 
 
Figure 4-11. Spatial correlation between the functional components identified in study 2, and 
intrinsic brain networks identified in an independent resting state data set. The 55 component 
numbers on the X axis refer to the independent components from study 2, and the 20 
components on the Y axis refer to those from the study by Smith and Colleagues (2009). 
 
Robustness of the LFTP network at different ICA dimensionalities 
Setting a higher dimensionality in ICA may be better able to decompose larger 
networks into more discrete sub-networks (Smith et al., 2009). In order to test the 
stability of the Speech-specific LFTP network (C4) in study 2 (and how the analysis 
separated it from C28, the other spatially partially overlapping left fronto-temporo-
parietal network) I performed the ICA at different dimensionalities.  
 
At higher dimensionalities (60, 50, and to some extent 45), a component with high 
spatial correlation with C4 (r  > 0.5) was identified and its timecourse remained 
strongly associated with the Speech trials. Similarly, component 28 (with the opposite 
pattern of deactivation with Speech) was consistently found at these higher 
dimensionalities. However, at lower dimensionalities (20, 25, 30, 35, 40), there was 
no single component with a strong spatial correlation with C4. Instead multiple 
components with moderate or weak correlations were identified that either did not 
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significantly activate for Speech, or showed a relative deactivation during Speech. 
Therefore the higher decompositions were better able to differentiate between 
overlapping components in the left frontal and parietal regions. At lower 
dimensionalities the two networks (C4 and C28) with opposite patterns of functional 
activation could not be differentiated (Figure 4-12). 
                    
Figure 4-12. Bar chart shows the highest spatial correlation (r  >  0.3) between either 
component C4 (top chart, magenta) or C28 (bottom chart, green) from the 55 ICA 
decomposition and all the components derived from the ICAs performed at different 
dimensionalities. Number of ICA decomposition dimension is displayed on the X-axis. The Y-
axis shows the correlation coefficient for each of the components. Top: lower dimensional 
ICA extracted multiple networks, each with lower spatial correlations with C4. In contrast, 
higher ICA decompositions extracted components, one of which showed a strong spatial 
correlation with C4. In this data set, higher dimensionalities were better able to extract the 
Speech specific LFTP network. Bottom: C28 was not well extracted at low dimensionalities 
(20 and 25), but was uniquely and strongly extracted with ICAs at lower dimensionalities, 
than ICAs that were able to identify C4.  
 
Conjunction of networks modulated by the task conditions 
The multivariate analysis breaks up the fMRI data into multiple components with 
independent sources of variance. Although these components are spatially dissimilar, 
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they can be functionally modulated by tasks in a similar manner. Figure 4-13 
recombines networks with a spatiotemporal signal that are either (a) uniquely 
activated for propositional speech (Speech); (b) activated during general speaking 
(propositional speech and counting); and, (c) relatively deactivating during 
propositional speech. These conjunction maps show that across all components, 
there is a generally left-lateralised system activated for propositional speech, a more 
bilateral sensory-motor system involved in general speech tasks (Count and 
Speech), and a more right lateralised relative deactivation during Speech. 
                     
Figure 4-13. Conjunction of networks modulated by the different task conditions. A) The 
components specifically activated in propositional speech condition (Speech). C1, turquoise; 
C30, yellow; C4, magenta. B) Components that are activated more in the Speech and Count 
trials compared to the Rest baseline or the Decision trials. C2, green; C19, red; C9, blue. The 
latter predominantly reflects non-neural noise, intermixed with bilateral frontal parenchymal 
signal. C) Components that either showed a deactivation only in the Speech condition, or 
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showed most deactivation in the Speech condition compared to the other conditions. C3, 
yellow; C5, turquoise; C7, red; C28, blue; C33, tan. The components are overlaid on slices 
from a 2 mm MNI152 standard brain, marked with coordinates in the Z direction. Statistical 
threshold was set at z = 4. 
 
4.4. Discussion 
The findings of this chapter have a number of implications for understanding the 
neural systems underlying speech production. First, both study 1 and study 2 were 
able to confirm, through multivariate analyses, the presence of correlated activity 
within a left lateralised fronto-temporo-parietal (LFTP) network, which was associated 
with spoken language production (Speech). The function of this network was 
independent of the modality of presentation of the Speech stimuli (orthographic 
stimuli in study 1, and pictorial stimuli in study 2). 
Second, study 2 revealed that spoken language production in health is mediated by 
differential activations of overlapping domain-general and domain-specific networks. 
Whilst a specific LFTP network is activated in Speech, a right lateralised network, the 
RFTP, was deactivated in Speech relative to baseline tasks of Count and non-verbal 
Decision. The RFTP network mirrored the spatial distribution of the LFTP network, 
and overlapped with it in the left superior parietal lobe. The Speech task was also 
associated with deactivation within the DMN and another left-lateralised fronto-
temporo-parietal system that was functionally distinct from the language-specific 
LFTP network.  Sensory-motor cortices were identified as separate networks that 
mediated both Count and Speech conditions. 
 
4.4.1. Univariate subtraction analyses  
The univariate contrasts revealed summed cerebral activity across the processing 
levels involved in producing spoken discourse, for example, from the formulation of 
the message through to the construction and completion of an articulatory plan 
(Indefrey & Levelt, 2004). Using a conventional statistical threshold, the univariate 
analysis ‘subtracted’ activity related to somatosensory feedback and motor 
feedforward activity in primary motor-sensory cortices and subcortical  structures that 
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was expected in the Tongue (study 1, Figure 4-2) and the Count (study 2, Figure 4-6) 
tasks (Bookheimer et al., 2000). 
 
Much of the left inferior frontal activity extending ventrally into classic Broca’s area 
(Brodmann areas 44 and 45), seen in Figure 4-2 and 4-6, can be attributed to 
language-specific processes, including phonological, semantic and syntactic 
processing (Binder et al., 2009; Indefrey and Levelt, 2004; Vigneau et al., 2006). 
However, as described in sections 1.1.2 and 1.1.3, this region is also responsible for 
domain-general processes (Fedorenko et al., 2012; 2013), such as those required for 
conflict resolution when selecting among a range of possible semantic and lexical 
representations during spoken language (Novick et al., 2009; 2010; Schnur et al., 
2009; Thompson-Schill et al., 1999).  
 
Midline dorsal frontal activity, in the dACC and in pre-SMA, have also been strongly 
associated with speech production (Bohland and Guenther, 2006; Riecker et al., 
2005; Tremblay and Gracco, 2009). Again, however, activity in these regions is not 
necessarily language-specific as highlighted in section 1.1.3 and Figure 1-7. This will 
be discussed in greater detail in Chapter 5. The same regions have also been 
implicated in domain-general cognitive control across many different kinds of task 
(Kerns, 2004; Miller and Cohen, 2001; Ridderinkhof, 2004; Torta and Cauda; 2011). 
Activity in relation to domain-general cognitive control may also apply to the bilateral 
activity in the insular cortices observed in study 1 (Figure 4-2). The superior 
precentral gyrus of the left anterior insula has been associated with a speech-specific 
role, based on clinical (Baldo et al., 2011; Dronkers, 1996) and functional imaging 
studies (Ackermann and Riecker, 2004; Riecker et al., 2005). However, study 1 
demonstrated increased activity in more ventral and bilateral anterior insular cortices 
during Speech compared to Tongue movement. This discrepancy may be the result 
of involvement of this region in cognitive control that is not specific to language 
(Menon and Uddin, 2010; Seeley et al., 2007; Ullsperger et al., 2010). 
 
The posterior cortical activity observed in the univariate contrast of Speech > Tongue 
(in study 1), and Speech > Rest (in study 2) was limited to the left and right superior 
temporal gyri. Much of this activity is attributable to post-articulatory self-monitoring 
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(Golfinopoulos et al., 2010) and processing of self-generated auditory feedback 
related to speech production. When compared with another auditory baseline task 
(Speech > Count, in study 2), this Speech related activity is subtracted away. Neither 
study showed statistically significant Speech related activity in the left IPC, and in fact 
the ROI analysis of this region in study 1 showed an overall deactivation during 
Speech. This is in contrast to meta-analyses of functional neuroimaging studies that 
have implicated the left IPC in linguistic and semantic processes (Binder et al., 2009; 
Vigneau et al., 2006). It required the ICA analysis to demonstrate the parietal activity 
involved in the production of spoken discourse. This will be discussed in the next 
section. 
 
4.4.2. ICA analyses  
ICA analyses of both studies were able to demonstrate coherent activity across 
distributed systems that largely mirrored the result from the univariate analyses; thus, 
C1 from study 1 comprised the medial frontal, left dlPFC (including Broca’s area in 
the posterior IFG), and bilateral auditory cortices, regions in which activity was 
observed in the univariate contrast of Speech > Tongue. C2 and C19 of study 2 
revealed bilateral sensory-motor, SMA, and auditory activity shared by the Count and 
Speech trials, whilst C1 of study 2 represented activity associated with the visual 
processing of pictorial Speech stimuli. 
 
 LFTP 
Both studies clearly demonstrated a left lateralised fronto-temporo-parietal  (LFTP) 
network, with coherent activity in the left IPC, left inferior and middle temporal gyri, 
and dlPFC, including ‘classic’ Broca’s area, during propositional speech production 
compared to the baseline tasks of repetitive movement of the tongue, sequential 
counting, and a non-verbal decision task. The apparent paradox was that overall 
activity in parts of the network, namely the left IPC, appeared to be weaker during 
Speech than the non-speech baseline task (as evident from the univariate ROI 
analysis, section 4.3.1.4). This can be attributed, at least in part, to the suppression 
of activity within the DMN and other fronto-parietal networks not involved directly in 
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propositional production, but which overlap in the left IPC (see subsequent sections 
for more detail). 
 
The LFTP networks derived from study 1 and 2 had a similar spatial distribution to 
each other, and to a resting state network attributed to language function (Smith et 
al., 2009). I have shown that the activity in this network is specifically related to the 
Speech task. This is therefore more direct evidence for the role of this left fronto-
temporo-parietal network in language, over and above comparing the distribution of 
the network at rest to previously published foci of language activation, as performed 
by Smith and colleagues (2009). The role for this network extends beyond low-level 
motor-sensory aspects shared with counting and repetitive tongue movements. 
Equally, its deactivation during the Decision trials suggests that it is at least relatively 
less engaged by tasks requiring non-verbal domain-general cognitive control. Instead 
the LFTP network may be engaged in cognitive control processes that are heavily 
involved in language processing and propositional speech.  
 
The LFTP shares a similar distribution to the networks engaged in control of 
semantic processing (Noonan et al., 2013; Thompson-Schill et al., 1997; Wagner et 
al., 2001; Whitney et al., 2011; 2012). Noonan and colleagues (2013) revealed that 
left and right prefrontal cortex, left middle temporal and left dorsal angular 
gyrus/intraparietal sulcus, regions overlapping with the LFTP networks in this 
Chapter, respond to the executive demands of semantic tasks. These left-lateralised 
regions also overlap with the most common areas of damage in patients with post-
stroke ‘semantic aphasia’. These patients have relatively preserved semantic 
representations, but are impaired at accessing these representations in the context of 
specific tasks (Jefferies and Lambon Ralph, 2006; Noonan et al., 2010). Moreover, 
transient inhibition of these regions using TMS techniques in normal participants 
compromises semantic control (Whitney et al., 2011; 2012). 
 
There was no correlation between speech production measures and BOLD signal 
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change within this network. Control networks, as opposed to linguistic systems, are 
likely to operate independently of actual linguistic output. Thus, stimuli that a subject 
finds difficult to describe, particularly in the time-limited manner that the trials 
required, may have generated greater cognitive control even when the actual speech 
output for that trial was relatively low. Furthermore the healthy participants did not 
show a lot of inter-individual variability in fluency, which may have contributed to a 
lack of correlation between ‘effort’ and ‘output’.  
 
Role of parietal lobe in spoken language production 
Although the whole-brain univariate analyses demonstrated no Speech related 
activity in the left IPC, and the ROI analysis of study 1 showed a depression of 
activity in this region during Speech, the ICAs clearly implicated this region as one 
component of a very distributed left hemisphere cortical system involved in 
formulating and/or production of spoken sentence production. Clinical lesion studies 
(Borovsky et al., 2007; DeLeon et al., 2007) and meta-analyses of language studies 
(Binder et al., 2009; Vigneau et al., 2006) have implicated the left IPC with language 
processing. This region also overlaps with the DMN (Buckner et al., 2008; Gusnard, 
& Raichle, 2001; Raichle et al., 2001), a network that showed Speech related 
deactivation in the studies presented in this chapter. Seghier and colleagues (2010), 
have demonstrated a partial overlap between task-dependent semantic processing 
and the DMN within the left angular gyrus, in keeping with both of my studies (see 
Figure 4-4 and Figure 4-7). In addition, study 2 demonstrated Speech-related 
deactivation within fronto-parietal systems that also overlapped in the left parietal 
lobe (see Figure 4-9). 
 
The ICA analyses cannot determine the specific processes during spoken language 
that are supported by the left IPC. This region, is functionally heterogenous (Braga et 
al., 2013a; Humphreys and Lambon Ralph, 2014), and consists of at least seven 
cytoarchitectonic zones (Caspers et al., 2006) with separable anatomical white 
matter connectivity (Mars et al. 2011), implying that each zone may have a different 
processing function. Individual language studies have implicated parietal cortex in 
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processes as diverse as selection of articulatory gestures (Tremblay and Gracco, 
2010), semantic control (Noonan et al., 2013), integration of verbal information over 
long (sentence and paragraph length) time scales during speech comprehension 
(Lerner et al., 2011), and operation of verbal working memory (Jacquemot and Scott, 
2006). Whereas investigating low-order cortices, such as the early visual system, has 
worked well with functional imaging, high-order cortices, such as in the parietal lobe, 
are perhaps best understood in terms of overlapping components supporting 
separate distributed functional networks (Braga et al., 2013a; Henson, 2005). 
 
4.4.2.1. Domain-general networks  
DMN 
Both studies revealed Speech-related deactivation relative to the baseline tasks 
within the DMN. As described in section 1.1.3, the DMN is recognised as a task-
negative network where activity decreases with increasing task demand (Raichle et 
al., 2001). The graded deactivation of the DMN in study 2, with the most deactivation 
observed in the Speech task, followed by the Decision and the Count trials, is in 
keeping with the observation of graded deactivation of the DMN with increasing task 
demands (Singh and Fawcett, 2008). These findings are also in accord with the 
finding that resting state activity within the DMN is anticorrelated with a network that 
is spatially similar to the language related LFTP networks identified in this Chapter 
(Smith et al., 2012). 
 
RFTP 
Study 2 investigated the activity of a RFTP network. This network was active during 
Count and Decision trials, and deactivated during Speech. Counting is highly 
overlearned, relatively devoid of linguistic processing and relies much less, if at all, 
on semantic memory retrieval. Therefore, attention and cognitive control during 
counting will be very different from that during propositional speech. The right 
lateralisation of this component is in keeping with the observation of preserved 
‘automatic’ speech in aphasic patients with word production difficulties after a left 
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hemisphere stroke (Van Lancker and Cummings, 1999; Vanlancker-Sidtis et al., 
2003). Additionally, other studies have suggested that ‘automatic’ speech, (including 
counting), either shows a right lateralised distribution in healthy controls (Vanlancker-
Sidtis et al., 2003) or shows reduced left lateralisation compared to that seen in 
naming or sentential speech production (Bookheimer et al., 2000; Petrovich Brennan 
et al., 2007). 
  
Counting is a monotonous task that requires sustained attention to execute. The 
Decision task required both sustained vigilance and ‘bottom-up’ capture, initiating a 
response, by the salient stimulus. Both forms of attention have been shown to 
depend on a right-lateralised fronto-parietal system (Corbetta et al., 2008; Singh-
Curry and Husain, 2009). These systems were not separated out in study 2. See 
section 1.1.3 for more detail on fronto-parietal networks mediating attention and 
domain-general cognitive-control. 
 
CingOper 
Study 2 also investigated activity within a network that included bilateral fronto-
parietal and CingOper networks. This component was significantly activated in the 
Decision trials whilst deactivated in the Speech trials. As well as containing activity in 
motor regions necessary to execute the motor response to the Decision task, this 
component also included activity in the CingOper networks that is likely to be related 
to the executive demands of the Decision task (Dosenbach et al., 2007; Duncan, 
2010; Menon and Uddin, 2010; Spreng et al., 2010; Vincent et al., 2008). As 
discussed in the introduction to this thesis, the CingOper network is thought to be 
engaged in language tasks when the task demands increase either in patients, or 
healthy participants (see Figure 1-7, and Table 1-1). Based on their performance on 
the Speech trials (low trial-by-trial and between subject variability in responses, and 
very low error rates), it can be argued that the healthy participants found the Speech 
task relatively easy, and thus activated the CingOper network relatively little during 
this task. It would be predicted that when patients with aphasia perform the Speech 
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task, activity in this network would increase in response to the increase in task 
difficulty as the result of aphasia (Brownsett et al. 2014). This will be addressed 
further in Chapter 5. 
 
4.4.2.2. Spatially overlapping networks 
Both studies revealed overlapping brain networks, mainly within the frontal, and 
parietal regions. The two left lateralised fronto-temporo-parietal networks (C4 and 
C28) in study 2 overlapped in the left IFG, left parietal lobule, and left middle 
temporal gyrus. The functional role of C28 is unclear; however, recent evidence 
suggests that there are similarly distributed left-lateralised networks that have high 
connectivity to posterior midline structures of the DMN, and that deactivate on 
externally focused tasks (Leech et al., 2012; Braga et al., 2013a). It has been 
speculated that one possible functional role of such networks may be in maintaining 
a broad vigilant state (Leech & Sharp, 2014) that is distinct from the narrowly 
focused-attentional state required for the performance of most fMRI tasks. 
 
The existence of these overlapping networks was only revealed through the use of a 
multivariate analysis. This overlap of functionally distinct networks is the result of 
structural and functional heterogeneity in the lateral frontal (Amunts and Zilles, 2012; 
Fedorenko et al., 2012; Kelly et al., 2010) and parietal lobes (Cabeza et al., 2012; 
Caspers et al., 2008; Humphreys and Lambon Ralph, 2014; Mars et al., 2011). 
Multimodal cortices in the parietal and frontal lobes have been shown to contain 
topographic maps (or ‘echoes’) of multiple distributed intrinsic brain networks, making 
them uniquely placed to be able to mediate the cross talk between these networks 
(Braga et al., 2013a). Such spatial organisation, and the close proximity and overlap 
of brain networks, may reflect an underlying neurobiological organisation that is 
necessary for efficient information processing and rapid integration of information 
from multiple sources (Braga et al., 2013a; de Pasquale et al., 2012; Hellyer et al., 
2014; van den Heuvel and Sporns, 2011). Spoken language control is likely to 
require the ability to rapidly deactivate competing networks that would otherwise 
interfere with its production, whilst activating the LFTP network that may both 
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incorporate and control phonological, semantic and syntactic expression.  
 
A further region of overlap was in the midline frontal cortex where the net signal 
emanates from several overlapping components belonging to different distributed 
functional networks. Figure 4-14 illustrates some of the networks identified in study 2 
of Chapter 4, (originally displayed in Figure 4-7), with specific views of the midline 
frontal cortex that reveal the overlap of the functionally distinct networks within this 
region. Similar findings have been identified in resting state data (Braga et al., 2013a) 
and using a meta-analytical approach (Eickhoff et al., 2014). 
 
These findings are consistent with the functional and structural heterogeneity of the 
midline frontal cortex (Bludau et al., 2014; Johansen-Berg et al., 2004; Ridderinkhof 
et al., 2004). The contribution of this region and its constituent brain networks, to 
speech production in health and after stroke, will be the subject of the study 
presented in the next Chapter. 
 
 
Figure 4-14. Networks with overlapping midline frontal components from the ICA  analysis of 
Study 2. These systems showed different patterns of activity during Speech. There was a 
common motor-sensory-auditory system for Speech and Count [green (C2) and turquoise 
(C19) overlays on left and right cerebral hemispheres]. Speech alone resulted in increased 
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activity in a predominantly left fronto-temporo-parietal (LFTP) system [red (C4) overlay], but 
activity during Speech was suppressed compared to the baseline conditions of Rest, Count, 
and Decision in three other systems [yellow (C5), mauve (C7) and blue (C3) overlays]. The 
number of components underneath the sagittal slices refer to the labeling used for these 
networks in Figure 4-7. All images were rendered onto a T1-weighted MNI single-subject 
template using MRIcron.   
 
4.4.3. Summary 
In summary, the studies presented in this Chapter have strengthened the case for 
using multivariate analyses techniques to discern overlapping functionally distinct 
brain networks engaged during spoken language production in healthy participants. 
Sensory-motor brain networks are activated during speech production but are not 
specific to propositional speech, at least within the spatial resolution of fMRI. A left 
fronto-temporo-parietal (LFTP) system is reliably and specifically activated whilst the 
DMN and a right lateralised system (RFTP) are relatively deactivated during 
production of propositional spoken language. When performing a propositional 
speech task, a task that the healthy participants performed with relative ease, they 
did not require an up-regulation of the activity of a brain system that primarily 
included the CingOper network. The next Chapter investigates the balance of activity 
within these higher-level brain networks in patients with variable degree of aphasia 
after a left hemisphere infarction.  
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5. Investigating overt speech production in patients after 
left hemisphere stroke 
As discussed in the Introduction to this thesis, functional-anatomical models of 
language have demarcated precise cortical regions to which domain-specific 
language functions are attributed (see section 1.1.2). However, there is now 
emerging evidence that language specialisation is the functional property of 
distributed left fronto-temporo-parietal (LFTP) networks, rather than the more 
modular organisation that dominated hypothetical models throughout the last century 
[for example, see results of the two studies presented in Chapter 4, and studies of 
Vigneau et al., (2006), and Smith et al., (2009)]. Furthermore, it is now being 
proposed that the neurobiology of language is better understood as modulation of 
functionally specialised ‘core’ language networks by domain-general networks [see 
section 1.1.2, and studies by Fedorenko and Colleagues (2011; 2013; 2014)]. 
 
Based on the results of Chapter 4, and the findings discussed in sections 1.1.3 and 
1.3.1, it is plausible that the balance of activity between networks attributed to the 
processing of high-level cognitive functions, namely the default mode network 
(DMN), left and right fronto-temporo-parietal (LFTP and RFTP) and the cingulo-
opercular (CingOper) networks, may influence the ability to produce language. 
Furthermore, a key region of the CingOper network in midline frontal cortex, 
encompassing the dorsal anterior cingulate cortex (dACC) and the adjacent pre-
supplementary motor area (preSMA), may support recovery of language function 
from post-stroke aphasia (see Figure 1-7).  
 
However, the medial frontal cortex encompassing the pre-SMA/dACC is a 
functionally heterogeneous region, as demonstrated in Chapter 4 (Figure 4-14) and 
by others (Braga et al., 2013a; Eickhoff et al., 2014). The LFTP, RFTP, CingOper, 
and the DMN networks all have nodes that overlap within this region.  The study 
presented in this Chapter, examined the activity of the midline frontal cortex in 
relation to speech production in health and after left hemisphere stroke. Specifically, 
the balance of activity and interactions between these distributed networks were 
investigated. 
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5.1. Aims and hypothesis 
 
The aims of this chapter were: 
 
1 - To investigate the balance of activity between the networks that overlap in the 
midline frontal cortex after left hemisphere stroke, and its relationship to residual 
impairment of speech production. 
 
The design of the study was the same as that presented in study 2 of Chapter 4. 
Participants performed the same tasks: Speech, Count and Decision. A ‘rest’ 
baseline was included. Patients with left hemisphere stroke were recruited and 
scanned ~4 months after the ictus. Patient activations were related to those from 
healthy controls.  
 
The hypotheses were: 
 
1 - The relative balance of the activity in a number of the networks attributed to 
higher-level function would be altered in patients compared to the control 
participants, and that this balance would predict residual speech production abilities 
after left hemisphere stroke.  
 
Based on the results of Chapter 4, a specific prediction was that the balance of 
activity between the LFTP (shown to be activated during Speech relative to baseline 
tasks) as well as the RFTP (shown to be deactivated during Speech relative to 
baseline tasks) and the DMN would predict performance on the Speech task. 
  
2 - A secondary hypothesis was that the task-specific effect of Speech on the 
functional connectivity between both the LFTP and the DMN, and the RFTP and the 
DMN would be altered in patients.  
 
This was tested using psychophysiological interaction analyses. 
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5.2. Methods 
 
5.2.1. Participants  
Approval for the study was obtained from the National Research Ethics Service 
Committee-West London. The study was registered with the UK Clinical Research 
Stroke Network Study Portfolio. Patients with a left hemisphere infarct and premorbid 
fluency in English were recruited from two hyperacute stroke units, and if applicable 
followed-up in local stroke units in London. Patients with a previous history of a 
stroke resulting in aphasia, other neurological illness, a contraindication to MRI 
(metal implants, claustrophobia, etc.), and concurrent use of psychoactive drugs 
were excluded. Fifty-three patients were followed-up for ~4 months after the ictus and 
were then scanned (aged 62 ± 14 years (mean ± s.d.), average years of formal 
education 13.4 ± 13 years, male : female ratio = 1 : 0.71). Three were left handed, 
but were aphasic at stroke onset. The average lesion volume was 25.4 ± 13.5 cm3 
(see Figure 5-1 for the lesion distribution). Seven patients had additional small 
infarcts in the right hemisphere. In two cases these were concurrent with the left 
hemisphere infarct based on the MRI signal characteristics (maximum volume 1.4 
cm3). In 5 cases the right hemisphere infarct was a small remote chronic lesion that 
had not caused any lasting clinical deficits, and predated the infarct in the left 
hemisphere (mean lesion volume: 8.4 ± 12 cm3).  Other clinical details are 
summarised in Appendix Table 9-4.  
 
Twenty-four right-handed, fluent English-speaking healthy participants (hereafter 
referred to as ‘controls’) were included in the study (aged 57 ± 11 years; average 
years of formal education 16 ± 1.8 years; male : female, 1 : 4). The data from these 
participants were presented as study 2 in Chapter 4.  
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Figure 5-1. Overlay of the lesion distribution in the patients with left hemisphere stroke, 
projected on standard brain templates. Lesions were defined based on scans at ~ 4 months 
after the stroke. The colour code represents the number of patients with a lesion in a given 
voxel. The numbers above the brain slices represent the MNI coordinates in the Z plane in 
millimetres. All patients had infarcts in the left hemisphere. Seven patients had additional 
infarcts in the right hemisphere. See text for more detail. 
 
5.2.2. Behavioural assessments 
A language and more general cognitive assessment were performed on all patients  
(see Table 5-1).  The tests used were the Comprehensive Aphasia Test (CAT, 
Swinburn et al., 2005), a modified version of the quantitative analysis of spontaneous 
speech production (Spontaneous Speech) based on patient’s overt narrative 
description of the Cinderella story (Rochon et al., 2000; Saffran et al., 1989), and the 
short version of the Raven’s Progressive Matrix Test (Arthur and Day, 1994). 
Patients had the assessments at two time points:  <2 weeks (4.8 ± 3.2 days) and at ~ 
4 months (111 days ± 27) post stroke.  The controls performed the Cognitive section 
of the CAT, Spontaneous Speech and Ravens Progressive Matrix Test on one 
occasion only. 
 
5.2.2.1. Spontaneous Speech (Cinderella story) 
The test of Spontaneous Speech using Cinderella Story (a narrative task) was 
performed for a more detailed assessment of narrative speech production ability 
(Saffran et al., 1989; Rochon et al., 2000). The participants were provided with 
picture cards depicting the story of Cinderella. The cards were then removed prior to 
the patient giving his or her account of the fairy tale, which was recorded for further 
analysis. Some patients found the task difficult and could not complete the task within 
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the standard procedure. For these patients, direct prompts were given in an attempt 
to elicit the narrative. An example of a direct prompting includes: “What happened to 
Cinderella’s slipper?” For a minority of patients, a picture book was provided in order 
to elicit the narrative.  Audio recordings were transcribed by a trained researcher. 
The International Phonetic Alphabet was used in cases of neologisms, speech errors, 
and streams of unintelligible speech. In instances of a long period of unintelligible 
speech, the duration of pauses were recorded. Although prompts were transcribed, 
any irrelevant conversation or fillers such as /ɜ:/ and /əm/ were not. 
 
In order to comprehensively analyse the linguistic abilities of the participants, a 
Linguistic Aphasia Score (LAS) was developed (Cramer, 2014). This was an 
adaptation of the CAT picture description scoring method (Swinburn et al., 2005). 
The Spontaneous Speech sample was first divided into utterances. The total LAS 
(average per utterance) was calculated by the following formula: 
 
               LAS =
AICW − IICW
number of utterances
+ syntactic variety +  grammatical wellformedness 
 
Appropriate and Inappropriate Information Carrying Words (AICW and IICW) were 
calculated based on the CAT picture description guidelines (Swinburn et al., 2005). 
Syntactic variety (on a 6 point scale, as in the CAT) was calculated by tallying the 
number of pronouns, nouns, verbs, adjectives, adverbs, prepositions and 
conjunctions. Each count was then divided by the total number of utterances. Tallies 
that exceeded the total number of utterances were capped (e.g. if the number of 
verbs was 34, and the number of utterances was 21; then only the first 21 verbs were 
taken into account). This was done to ensure that participants would only be 
accredited for one word type per utterance. Syntactic variety was then calculated by 
Pronouns/Utterances + Nouns/Utterances...etc... - 1, to generate a score out of 6. 
 
Grammatical ‘well-formedness’ (on a 6-point scale, as in the CAT) was then 
calculated by analysing each clause and making a yes or no judgement on whether 
or not it was grammatically correct. The ‘yes’ tally was divided by the total number of 
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utterances to create a percentage score. This was then multiplied by 6, to generate a 
score out of 6. 
 
5.2.2.2. In-scanner performance  
In addition to the assessments mentioned above, several In-scanner measures of 
fMRI task performance were assessed as described in section 4.2.2.3. The average 
syllable rate, and the average AICWs produced during the Speech trials, as defined 
in the instruction for the CAT (Swinburn et al., 2005) was calculated per participant. 
The measure for the Count trials was the average of the total of numbers produced in 
each trial. For the Decision trials, the percentage of trials with correct target 
identification and the median reaction time for the correct responses were recorded.  
 
5.2.2.3. Analysis of the behavioural measures 
A hierarchical cluster analysis was performed based on the behavioural assessments 
and In-scanner performance scores from the patients (Table 5-1). This was 
performed in order to investigate whether the patients clustered into distinct groups 
based on their overall performance on the assessments. The cluster analysis was 
carried out using SPSS (IBM Corp) default settings of Between-groups linkage and 
Squared Euclidean distance.  
 
A principal component analysis (PCA) of the behavioural assessments and In-
scanner scores from the patients (Table 5-1) was performed to reduce these 
measures into a limited number of scores that best explained the global variability in 
performance, using previously published methods (Butler et al., 2014). Scores for the 
tests were entered into a PCA model using the varimax rotation method in SPSS 
(IBM Corp). Factors with Eigenvalues >1 were extracted. 
  
5.2.3. fMRI procedure 
Whole-brain fMRI data using T2*-weighted echo planar imaging, a high resolution 1 
mm3 T1-weighted image, and field maps were acquired using acquisition parameters 
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detailed in section 2.3.2. A ‘sparse’ fMRI design was used to acquire the task fMRI 
data (see section 4.2.2.2 and Figure 4-1). Briefly, four tasks were performed: an overt 
propositional speech task using pictorial object stimuli (Speech); non-propositional 
speech task of counting up from 1 at a rate of 1/s (Count); a non-verbal visual target 
detection task (Decision); and a ‘rest’ baseline.  
 
Across each scanning session, the participants performed three runs of task fMRI. Of 
the 24 healthy controls, 22 were scanned again after a mean interval of 98 days 
(range 64-173 days), to determine test-retest reliability. Since there was no 
significant between-session difference on the univariate image analyses or In-
scanner performance measures, the data from the two scans were combined in a 
fixed effect analysis to increase the power of the study. 
 
The majority of the participants also underwent a 4.5 minutes breath-hold paradigm, 
a six minutes resting state fMRI paradigm, and a ten minutes Diffusion Tensor 
Imaging (DTI) scan with 64 directions. Twenty-six of the most mildly affected patients 
were also scanned within 2 weeks of the ictus to provide data for longitudinal 
analysis of recovery. The result of the breath-hold paradigm analysis was presented 
in Chapter 3. The resting state, the DTI, and the longitudinal task-fMRI data have not 
been analysed as part of this thesis, and will form the basis of future research in my 
post-doctoral years as described in Chapter 7. 
 
5.2.4. Imaging analyses 
A high-level overview of the methodology is presented in Figure 5-2 and explained in 
the following sections. Briefly, I first investigated the regional changes in medial 
frontal cortex activity in response to Speech using whole-brain and Region-of-Interest 
(ROI) univariate analyses (Figure 5-2A). The activity of specific networks of interest 
(DMN, LFTP, RFTP and CingOper) during Speech against the different baseline 
conditions (Rest, Count, and Decision) was then investigated using a multivariate 
approach (Figure 5-2B-D). Finally the interactions between specific networks were 
investigated using psychophysiological interaction analyses (Figure 5-2E).  
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Figure 5-2. Methodology pipeline. A) The data was initially explored using univariate whole 
brain and ROI analyses. The 16 cm3 preSMA/dACC ROI was defined based on the activity in 
healthy controls during the contrast of Speech > Rest, extended from -2 to +30 mm in the Y 
axis in MNI coordinates, and encompassed bilateral preSMA/dACC in the midline frontal 
cortex. B) The reference brain networks were identified using a temporal concatenation 
group ICA that decomposed the healthy control data into 55 components. C) The 
timecourses of each component were extracted in a regression analysis using the spatial 
maps of the networks as the independent variable. In patients an additional step was 
performed to create a patient-specific control group for each patient, by extracting the 
network timecourses only in the non-lesioned brain. Finally the timecourse of each patient 
was ‘normalised’ to the patient-specific controls. D) A further regression analysis using the 
task design matrix as independent variable, and the extracted timecourses as dependent 
variable was performed. The resulting activations during Speech in four networks (LFTP, 
RFTP, CingOper, DMN) were examined (referred to as Activations in healthy controls and 
NormActivations in patients). The activity of these networks relative to the DMN 
(DiffActivations) was also investigated. E) The timecourses were entered into a GLM to 
perform a PPI analysis. The dependant variable was the timecourse of DMN. The 
independent variables included a constant, the timecourse of the network of interest (e.g., 
LFTP or RFTP), the task conditions, interaction term, and eight noise components. The 
generated parameter estimates (referred to as PPI in healthy controls and NormPPI in 
patients) for the interaction term formed the contrasts [e.g., (Speech x LFTP interaction) - 
(Count x LFTP interaction)]. 
 
 
5.2.4.1. Univariate whole-brain and ROI analyses (Figure 5-2A) 
The EPI images were pre-processed and registered to MNI standard space as 
described in section 2.4.1. Whole-brain univariate analyses were performed via a 
GLM using FEAT (see section 2.4.2.). The combination of different runs at the 
individual subject level was analysed using a fixed effects model. The design matrix 
modelled the different task conditions, the four Decision instruction trials at the 
beginning of each Decision block, and the EPI volumes recognised as motion 
outliers. Contrast images produced from these individual analyses were passed on to 
the higher-level between-subject analyses using a mixed effects model. One sample 
t-tests for group means and independent samples t-test for between-group 
differences were performed.  Final statistical images were corrected for multiple 
comparisons using Gaussian Random Field-based cluster inference with a height 
threshold of z > 2.3 and a cluster significance threshold of P < 0.05. 
 
An ROI analysis was performed to investigate the activity in midline frontal cortex in 
relation to Speech. The ROI was defined functionally based on the activity of this 
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region during Speech in controls, and encompassed bilateral preSMA/dACC in the 
midline frontal cortex. The activity in this ROI most likely reflected cognitive control of 
Speech rather than low-level sensory-motor processing for the following reasons; 
First, the ROI was predominantly in the preSMA, anterior to the anatomical border 
between the SMA and preSMA (vertical line passing through the anterior commissure 
at Y = 0). Both the preSMA (Johansen-Berg et al., 2004; Nachev et al., 2008; Picard 
and Strick, 2001) and the dACC (Kerns, 2004; Miller and Cohen, 2001; Ridderinkhof, 
2004) have been associated with cognitive control functions. Activity within the SMA 
proper, evident in C2 and C19 in Figure 4-14, did not differentiate between the 
Speech and Count conditions, compatible with its role in articulation (motor 
processing). In contrast, activity within the more anterior midline frontal region was 
significantly greater in the contrast of Speech > Count (Figure 5-4D) despite very 
similar number of words produced in the two conditions by the control group (Table 
5-1). Second, activity in the ROI was increased in the contrast of Decision > Rest, 
when there was no articulation, but the task depended on a decision and response 
within the context of a specified goal. Third, covert speech has been associated with 
increased activity within this region [see Simmonds et al., (2014b)]. 
 
The ROI mask was re-registered to each individual pre-processed EPI space. The 
median effect size within the ROI was calculated for the contrast of Speech > Rest 
for each run, and combined across the runs for each participant. See section 2.4.3 
for more detail. 
 
As an additional analysis any difference between the patients and controls in 
vascular reactivity that might impact on neurovascular coupling within the ROI was 
measured using a breath-hold paradigm as described in Chapter 3. 
 
5.2.4.2. Multivariate analysis - Extraction of timecourses from the 
reference networks (Figure 5-2B and Figure 5-2C) 
The reference networks of interest (LFTP, RFTP, DMN, and CingOper) were defined 
based on the ICA decomposition of the healthy control fMRI data into 55 
components, as described in Chapter 4, study 2 (see section 4.3.2.3 and Figure 4-7). 
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The timecourses from these four reference networks were extracted in individual 
healthy controls and patients using slightly different methods. For both groups, the 
fMRI data was first preprocessed and registered into standard space as described in 
section 2.4.1. In addition, six motion parameters (relating to 3 translations and 3 
rotations) were included as regressors for each fMRI run as part of the preprocessing 
step.   
 
For the healthy controls, the first stage of the dual regression pipeline was used to 
extract timecourses from all of the 55 reference components simultaneously (Filippini 
et al., 2009; Zuo et al., 2010; Leech et al., 2011). Each fMRI run was used as the 
dependent variable, and the 55 spatial maps as the independent variable. Including 
all 55 components in this step, provided group-level estimates of several sources of 
variance and noise in the data, including from head motion, blood flow in the venous 
and arterial system, and signal form cerebrospinal fluid and white matter.  
 
In patients the timecourse extractions were limited to the non-lesioned tissue by 
using a patient-specific mask in the regression step. Furthermore, for each patient 
the same mask was applied to all of the control runs (a total of 138 runs from 24 
participants), so that for each of the 53 patients a separate timecourse was derived 
for each control run, masking out the lesioned tissue. This method enabled patient 
fMRI measures (of both connectivity and activity) to be normalised to those of the 
control group, restricted to the same intact tissue as each of the individual patients, 
thereby controlling for the effect of lesion (see below).  
 
5.2.4.3. Network activations during Speech (Figure 5-2D) 
Another regression analysis was performed to assess the activity of the four 
networks of interest (LFTP, RFTP, DMN, CingOper) during Speech against each of 
the baseline conditions (Speech > Rest, Speech > Count, or Speech > Decision). 
The design matrix for the tasks (the independent variable) was regressed against the 
run-specific timecourses for each participant (the dependent variable). The 
participant-specific estimated effect size (β), averaged across separate runs for each 
participant, was entered into an ANOVA. The resulting group averages are referred 
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to as network Activations in the controls.  The degree of freedom in all ANOVAs was 
corrected using Greenhouse-Geisser estimates of sphericity.  
 
For each patient the mean network activation for the 3 runs, was normalised against 
the patient-specific controls. The resulting normalised values are referred to as 
NormActivations. This was calculated by subtracting the mean Activation of all of the 
138 patient-specific control runs for a patient (all with the same amount of lesion) 
from that patient’s mean network Activation. The resulting NormActivations were 
entered into an ANOVA. A non-significant NormActivation for a given network 
indicated that the activity in that network was similar in the patients and controls.   
 
In addition, since one hypothesis was that the patients would demonstrate an altered 
relationship between networks, the relative activation (DiffActivation) of networks 
during Speech > Rest, were investigated. The NormActivations of the LFTP, RFTP or 
CingOper were subtracted from that of the DMN. The resulting DiffActivations, as 
well as non-fMRI predictors (lesion volume, age, sex and years of formal education) 
were entered into a hierarchical multiple regression analysis to predict Speech 
performance in patients. 
 
5.2.4.4. Psychophysiological Interactions (PPI), (Figure 5-2E) 
A GLM was used to perform the PPI analysis to examine the change of functional 
connectivity between the DMN and the LFTP or RFTP networks, during the Speech 
trials compared with the baseline tasks (Friston et al., 1997; O’Reilly et al., 2012). A 
context-dependent change in the functional connectivity between two regions (a PPI 
effect) suggests a context-dependent change in the relationship or exchange of 
information between the regions (O’Reilly et al., 2012). The interaction timecourse 
(PPI) is an element-by-element product of the zero-centered task timecourse and 
demeaned seed ROI timecourse (bottom panel Figure 5-2E). 
 
This GLM was calculated separately for each run for each participant. The subject-
specific DMN timecourse was the dependent variable. The independent variables 
were as follows: (1) a constant; (2) the timecourse of the network of interest (e.g. 
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LFTP) which assesses the context-independent functional connectivity between the 
LFTP and the DMN; (3) the mean-centred task timecourses for Speech, Count, 
Decision, and Instructions, which model the main effects of task; (4) the interaction 
timecourse between the task and the network timecourse (e.g. Speech x LFTP); and 
(5) covariates of no interest consisting of timecourses of eight noise components (top 
panel in Figure 5-2E).  
 
The GLM resulted in parameter estimates for each of the independent variables. In 
this thesis, the parameter estimate for the interaction term is referred to as the PPI 
value. The PPI values for Speech were contrasted against baseline tasks (e.g., 
Speech PPI > Count PPI; Speech PPI > Decision PPI). A positive PPI indicated that 
the condition was associated with an increase in the strength of the task-specific 
functional connectivity, or the relationship between the DMN and the network of 
interest (e.g. LFTP) such that as the Speech condition increased the DMN activity it 
also increased the LFTP activity. The Speech > baseline PPIs were entered into an 
ANOVA.  
 
For each patient the PPI values were normalised against the patient-specific controls, 
referred to as NormPPI. This was calculated by subtracting the mean PPI of all of the 
138 patient-specific control runs, from the patient’s mean PPI. A NormPPI that was 
not significantly different from zero indicated that the relationship between the 
networks during Speech was similar in patients and controls.  A significantly positive 
NormPPI suggested that the strength of this relationship was greater in patients than 
controls, and a negative NormPPI the reverse. The resulting NormPPIs were entered 
into an ANOVA. 
 
5.3. Results 
5.3.1. Behavioural results 
Prior to scanning, the participants were tested on: the Comprehensive Aphasia Test 
(CAT); Spontaneous Speech production (based on the recollection and retelling of 
the Cinderella Story); and the shortened version of the Raven’s Progressive Matrix 
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Test. The mean scores and their standard deviations for the behavioural 
assessments are presented in Table 5-1.  
 
Table 5-1. Behavioural results and In-scanner performance. Spontaneous Speech 
production, the shortened Raven’s Matrices and the cognitive and verbal fluency subsets 
from the Comprehensive Aphasia Test (CAT) were performed on both the patients and 
controls. The patients completed all subsets of the CAT (identified as CAT). Numbers in 
brackets accompanying the CAT subsets refer to (aphasia ‘cut-off’ score / maximum score). 
Data are mean ± s.d. of the mean. Tests are non-parametric except for In-scanner speech 
measures where the data was normally distributed. AICW, Appropriate Information Carrying 
Words; ms, milliseconds; * P < 0.05; ** P < 0.005. 
  
 Healthy Control 
N = 24 
Patients 
N = 53 
Behavioural assessment 
Spontaneous Speech 25.9 ± 2.5 16.8 ± 6.9** 
Cognitive score  (max = 38)CAT 37.7 ± 0.6 35.4 ± 4.2 ** 
Ravens Matrix (max = 12) 11.7 ± 0.9 10.5 ± 2.2 
Verbal fluency (semantic and phonetic) CAT 42.9 ± 9.8 24.4 ± 14.6** 
Spoken picture description (>33) CAT  69.2 ± 41 
Object naming (51/58) CAT  49.3 ± 11.5 
Repetition (67/74) CAT  65 ± 9.9 
Comprehension of Written language (53/62) CAT  54.5 ± 9.3 
Comprehension of Spoken language (56/62) CAT  60.4 ± 6.2 
Reading (58/70) CAT  57.9 ± 18.1 
In-scanner performance 
Speech task (AICW / trial) 7.6 ± 1.6 4.1 ± 2.1** 
Speech task  (coefficient of variation of AICW / trial) 0.3 ± 0.1 0.6 ± 1.1 ** 
Speech task  (syllable rate - per second) 2.7 ± 0.6 1.5 ± 0.7 ** 
Speech task  (coefficient of variation of syllable rate) 0.2 ± 0.1 0.3 ± 0.1 ** 
Count task (number of words / trial) 7.2 ± 1.5 7.7 ± 2.3 
Decision task (% correct responses) 1.0 ± 0.03 0.95 ± 0.2 
Decision task (median reaction time in ms) 0.37 ± 0.1 0.37 ± 0.1 
Decision task (coefficient of variation in reaction time) 0.3 ± 0.1 0.4 ± 0.4 * 
    
Patients had significantly reduced performance compared to the controls on 
measures of spontaneous speech, verbal fluency, and In-scanner speech 
performance during the picture description task. The last returned significantly 
reduced values of AICW and syllable rate, as well as greater within-group variability 
in production across trials as measured by the coefficient of variability of the two 
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measures. AICW and syllable rate were significantly correlated in both control 
participants and aphasic patients (r = 0.9, P < 0.001). The patients performed at a 
normal level during both the Count trials (non-propositional speech) and the Decision 
trials (a non-verbal task). In the Decision trials, response accuracy was close to 
ceiling, and reaction times were similar in the two groups, but patients showed 
significantly greater variability in their reaction times (Table 5-1). 
 
5.3.1.1. Cluster analysis 
Of the 53 patients, 17 patients were initially identified as ‘non-aphasic’ on the aphasia 
screening test (CAT) performed within two weeks of the stroke. Some of these ‘CAT-’ 
patients had a rapidly resolving aphasia, which was not revealed by the initial CAT 
assessment. The performance of these initially CAT– patients were indeed 
significantly less than that of the healthy controls on detailed measures of speech 
production such as Spontaneous Speech  [21.6 ± 4.0 vs. 25.9 ± 2.5 (P = 0.04)] and 
In-scanner AICW [6.3 ± 1.5 vs. 7.6 ± 1.5 (P = 0.03)] even at 4 months after the ictus. 
 
Therefore a hierarchical cluster analysis (Figure 5-3) was performed based on the 
scores of the behavioural assessments and In-scanner speech scores.  This 
confirmed that at follow-up the initially CAT– patients (blue lines on the left of the 
dendogram) and those identified as ‘aphasic’ (referred to as ‘CAT+’ and shown with 
black lines) did not segregate into distinct clusters. The same pattern was observed 
when patients were classified as CAT+ and CAT-, based on their scores at 4 months 
following the stroke. Therefore all patients were combined to form a single patient 
group.  
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Figure 5-3. Dendrogram from two hierarchical cluster analyses based on the patient’s 
behavioural and In-Scanner performance at ~ 4 months after the stroke. The clusters are 
linked at increasing levels of dissimilarity. The numbers refer to scaled euclidian distance.  
The subjects are classified as CAT- (blue) or CAT+ (black) based on either the initial 
performance on the CAT screening test of aphasia at ~ 2 weeks post stroke (Panel A) or at ~ 
4 months (Panel B). The CAT + and CAT – patients did not segregate into distinct clusters, 
in keeping with the CAT classification being a screening tool and not sensitive enough to pick 
up all deficits. Therefore the patients were combined to form a single patient group.   
 
5.3.1.2. Principle Component Analysis (PCA)  
In order to reduce the behavioural measures listed in Table 5-1 into a smaller number 
of factors that best explained the variability in all the behavioural results, a PCA was 
performed. Three principal orthogonal components were generated by the PCA with 
eigenvalues >1, accounting for 25.6%, 22.1% and 11.7% of variance, respectively. 
The component loadings for each factor are summarised in Table 5-2.  
 
Factor 1 primarily reflected variation in performance on tests of phonology and verbal 
fluency (fluency/phonology factor) and showed the highest component loading on the 
In-scanner Speech performance. This factor had the highest correlation with AICW (r 
= 0.91, P = 7 x 10 -20). This variable was used as a correlate with imaging 
parameters, as it reflected most of the variability in the other measures. 
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Factor 2 primarily reflected variation in performance on the cognitive tests followed 
by comprehension assessments. This cognitive/comprehension score loaded mainly 
on the In-scanner performance on the Decision task, cognitive scores and 
comprehension of spoken language. Factor 3 primarily reflected processing speed, 
and loaded mainly on the In-scanner reaction time for the Decision trials. 
 
Table 5-2 .Principle Component Analysis of the behavioural assessments and In-scanner 
performance in patients. Factor 1 mainly reflected tests of fluency and phonology. Factor 2 
reflected cognitive and comprehension scores. Factor 3 related most to the speed of 
processing. Underlined values indicate the tests with high loading to each factor.  
 Component 
 1 2 3 
Rotation sums of squared loading (Measure of 
Eigenvalue) 
2.95 2.66 1.41 
% variance explained 25.6 22.1 11.7 
In-scanner Speech (syllable rate) 0.886 0.238 -0.078 
In-scanner Speech (AICW) 0.821 0.157 0.049 
Word fluency 0.713 0.333 -0.144 
Repetition 0.762 0.361 -0.195 
Spontaneous Speech 0.781 0.365 0.068 
Spoken picture description 0.598 -0.072 0.19 
Naming 0.518 0.287 -0.129 
Comprehension -Written 0.567 0.753 0.09 
Comprehension -Spoken 0.454 0.8 -0.028 
Cognitive 0.381 0.733 0.333 
Ravens Matrix -0.147 0.592 0.493 
In-scanner Decision (% correct response) 0.187 0.837 -0.29 
In-scanner Decision (Median RT) 0.012 -0.022 0.909 
Reading 0.279 0.205 0.193 
    
 
5.3.2. Univariate whole-brain results 
As with the two studies presented in Chapter 4, the starting point for the imaging 
analysis was the whole-brain univariate contrasts. Figure 5-4 and Appendix Table 9-5 
show the within-group activation patterns and peak coordinates of the main contrasts 
of interest, namely: Speech against all the three baseline conditions (Speech > Rest, 
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Speech > Count, Speech > Decision); high-level > low-level baselines (Count > Rest, 
Decision > Rest); and Count > Speech. These are displayed for both the patients and 
controls in Figure 5-4, and described below. 
 
Except for the contrast of Count > Rest (Figure 5-4B, sagittal views), there were no 
significant between group differences in any of the contrasts of the univariate 
analysis. Here, patients activated the left IFG (including pars opercularis, pars 
triangularis and frontal operculumn) significantly more than the healthy controls. The 
whole brain univariate analyses were not able to differentiate between patients and 
healthy controls with respect to activity during Speech > any baseline task, despite 
the clear group differences in performance during this task. The activation patterns 
during each contrast for the healthy controls, with a similar pattern in patients, are 
described below: 
 
The contrast of Speech > Rest (Figure 5-4A) revealed patterns of activation that have 
been previously reported during speaking: the bilateral motor-sensory cortices, 
superior temporal gyri, the preSMA/SFG merging with the activity in the dACC, and 
bilateral frontal opercular cortices.  
 
The contrast of the Count > Rest (Figure 5-4B) revealed shared areas of activity with 
the contrast of Speech > Rest in the bilateral motor-sensory cortices, superior 
temporal gyri, the paravermal cerebellum, and SMA/dACC/SFG. Right-lateralised 
activity was evident in the IFG and inferior parietal lobe. The right hemisphere 
lateralisation for counting was in accord with previous studies as discussed in 
Chapter 4. This lateralisation was also evident in the contrast of Count > Speech 
(Figure 5-4F) which revealed activity in a right fronto-parietal distribution in addition to 
activity in the posterior cingulate cortex/precuneus, regions associated with the DMN 
(Raichle et al., 2001).  Similar findings of activity in the posterior regions of the DMN, 
were observed in the contrasts of Speech > Tongue in Study 1 of Chapter 4 (see 
Figure 4-3).  
 
The contrast of Decision > Rest (Figure 5-4C), revealed activity in large cortical 
territories within bilateral fronto-parietal and CingOper networks. Activity within these 
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regions is likely related to the executive demands of the Decision trials (see section 
1.1.3). Activity was also seen in the bilateral precentral gyri and right post-central 
gyrus relating to the motor response of the left hand in the task. Lateral occipital 
cortex activity, relating to the visual processing of the targets, was also observed. 
 
The contrast of Speech > Count (Figure 5-4C) revealed activity in the dlPFC, 
including the pars triangularis and opercularis, the middle and inferior frontal gyri, and 
the inferior temporal gyrus extending to middle temporal gyrus on the left.  There was 
also greater activity in the preSMA/dACC in keeping with previous studies (Awad et 
al., 2007; Blank et al., 2002; Dhanjal et al., 2008). There was additional symmetrical 
activation in the visual cortices, the posterior fusiform gyri and in regions associated 
with the DAN (lateral occipital cortices extending to the superior parietal lobules and 
the bilateral precentral gyri). These activations related to the visual nature of the 
picture description task.  
 
The contrast of Speech > Decision predominantly revealed activity in cortical regions 
associated with sensory (visual, auditory, somatosensory) and motor processing 
(Figure 5-4E).  
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Figure 5-4. Univariate analysis. Standard T1-weighted anatomical slices overlaid with activity 
from the group-level contrasts of A, Speech > Rest (red); B, Count > Rest (green); C, 
Decision > Rest (violet); D, Speech > Count (turquoise); E, Speech > Decision (yellow); and 
F, Speech > Count (blue). Cluster corrected P < 0.05, z > 2.3. The images are in MNI 
coordinate space. For each contrast, activations for control participants are shown in the top 
row in a lighter shade, and activations for patients are shown in the bottom row in a darker 
shade. There were no between-group differences for any of the contrasts shown except for 
Count > Rest, that revealed greater activation in patients compared to controls in the left 
dorsolateral prefrontal cortex (see sagittal slices in panel B).  R, right; L, Left; A, anterior; P, 
posterior.  
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5.3.3. Region-of-interest (ROI) analysis of midline frontal cortex (Figure 
5-5) 
As shown above, the whole-brain univariate analysis did not reveal any between-
group differences in activity within the midline frontal cortex in the contrasts of 
Speech against any baseline task. An ROI analysis of the preSMA/dACC region 
(shown in turquoise in Figure 5-2A) also showed no significant difference in between-
group activity, either for the contrast of Speech > Rest (P > 0.5) or Speech > Count 
(P > 0.2). However, the activity in this region correlated significantly with In-Scanner 
measures of performance on the Speech task (AICW) in the healthy participants (r = 
0.53, P = 0.008), although not in the patients (r = 0.1, P > 0.5) (Figure 5-5). Excluding 
the five patients with lesions that had overlap within this ROI (range of ROI overlap = 
2.6 – 30 %) did not influence this result (r = 0.08, P > 0.5). Similar results were 
obtained in patients when correlating the phonological/fluency factor (PCA factor 1 – 
see Table 5-2) against the activity in the ROI.  
                                  
Figure 5-5. Coupling between activity in the midline frontal ROI (X-axis) and In-scanner 
performance (appropriate information carrying words) during the Speech task. There was a 
significant positive correlation in the control participants (green symbols), with no correlation 
in patients with left hemisphere lesions who had reduced speech production relative to the 
normal participants (red symbols). 
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Importantly, there was no difference (P > 0.3) in the vascular reactivity of this ROI 
between healthy controls (0.22 ± 0.07 %BOLD rise per unit of end-tidal CO2) and 
patients (0.20 ± 0.11 %). This was measured using a breath-hold paradigm in 44/53 
patients and all healthy controls using methods described in Chapter 3. 
 
5.3.4. Multivariate analyses 
5.3.4.1. Activity of networks with midline frontal connectivity during 
Speech (Figure 5-6) 
As discussed in section 4.4.2.2, the activity in midline frontal cortex is the net signal 
from several different components belonging to differently distributed brain networks 
including RFTP, LFTP, DMN, and CingOper networks. Speech-related activations in 
these networks were investigated. The sensory-motor networks were equally 
activated by Speech and Count (C2 and C19 in Figure 4-14), and were not 
investigated further as this profile of activity across conditions related to lower-level 
phonological and articulatory processes.  
 
The data for patients and healthy controls were entered separately into a repeated-
measures ANOVA with within-subjects factors of network Activation (LFTP, RFTP, 
CingOper, DMN) and Contrast (Speech > Rest, Speech > Count, Speech > 
Decision). Figure 5-6A, shows the mean network Activation across networks in 
control participants. There was a main effect of network Activation [F(2.3, 50.7) = 
81.1, P <0.001], but not a main effect of Contrast, [F(1.3, 30.5) = 2.27, P >0.1]. There 
was an interaction between these two factors, [F(4.6, 105.3) = 74.1, P <0.001]. Post 
hoc comparisons indicated that the mean activation in the LFTP network was 
significantly more than the other three networks during Speech > any baseline (P 
<0.001). There was no difference in the mean activity between the CingOper, RFTP 
and DMN networks, all of which significantly deactivated during Speech > any 
baseline.  
 
 
 
166 
Figure 5-6B shows the mean normalised network activation in patients 
(NormActivation), where zero on the Y axis represents the mean activation in the 
healthy controls. There was no main effect of network NormActivation [F(33.5, 1379) 
= 1.3, P >0.2], or Contrast [F(2, 102) = 0.6, P >0.6]. There was, however, an 
interaction between these two factors [F(3.9, 203.3) = 8.5, P <0.001].  Post hoc t-
tests indicated that patients had similar levels of activity compared to the healthy 
controls in each of these networks during most contrasts. The exceptions were: 
patients demonstrated greater activity in the CingOper network during the contrasts 
of Speech > Rest (P = 0.009) and Speech > Count (P = 0.04); and the patients 
demonstrated reduced activity in the LFTP during Speech > Count (P = 0.004), the 
consequence of greater activity in this network in the contrast of Count > Rest. 
                 
Figure 5-6. Speech-related activity of the networks. Error bars represent 95% confidence 
intervals. Zero on the Y axis represents the Rest baseline in panel A, and the mean 
activation of the controls in panel B. Three tones for the bars represent the activation values 
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in the contrast of Speech against different baselines.  P <0.05  * P <0.005 results of post 
hoc two tailed t-tests. A) In the healthy state, the activity in the LFTP network was up-
regulated compared to the activity in the DMN, RFTP and CingOper networks. In these three 
networks the activity was either down-regulated or indistinguishable from the rest baseline. 
B) In general, patients showed similar levels of normalised activity compared to the healthy 
controls (NormActivation), evident from the 95% confidence intervals crossing the zero line. 
Exceptions were up-regulation of activity in the CingOper network during Speech>Rest and 
for Speech > Count; and reduced activity in the LFTP during Speech > Count.  
 
5.3.4.2. Altered differential activity between the DMN and the other 
networks predicted Speech production after stroke  (Figure 5-7) 
Since the hypothesis of the study was centred on the interactions between these 
networks, the differences in activity of the task positive systems (LFTP, RFTP, 
CingOper) and the DMN were investigated. This was performed by subtracting the 
normalised patient activation values (NormActivation) of the DMN from each of the 
other networks, using the contrast Speech > Rest. The resulting differential 
activation, referred to as DiffActivation, is displayed in Figure 5-7. In addition, the 
DiffActivation of the CingOper network activity, again relative to the DMN, was 
investigated for the Decision trials, a task that the patients had performed as well as 
the healthy controls. The DiffActivations of these networks were significantly more in 
the patient groups in all the networks (P <0.01, Bonferroni-corrected for multiple 
comparisons). 
 
A hierarchical multiple regression analysis with the In-scanner AICW speech score 
as the dependent variable was performed to establish whether the DiffActivtions 
predicted the magnitude of this score over other potential non-fMRI predictors. In the 
first step of the model, potential confounding variables of age, sex, lesion volume, 
and years of formal education, were entered as predicting factors. In the second 
step, the DiffActivations of the LFTP-DMN, RFTP-DMN, and CingOper-DMN were 
entered as three additional dependent predictors. 
 
The first step of the model (without fMRI predictors) was statistically significant, 
accounting for 39% of the variance in AICW [adjusted R2 = 0.39, F(4,48) = 9.6, P 
<0.001]. The addition of the three fMRI predictors in the second model accounted for 
an additional 17% of the variance in the AICW scores, explaining a total of 56% of 
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the variance [adjusted R2 = 0.56, F(7,45) = 10.6, P <0.001]. Increasing LFTP-DMN 
DiffActivation (i.e. increased difference between the LFTP and the DMN activation) 
positively predicted AICW (Beta = 0.54, P <0.001), whilst increasing DiffActivation of 
RFTP-DMN (Beta = -0.49, P = 0.001), and lesion volume (Beta = -0.50, P <0.001), 
negatively predicted AICW. The DiffActivation of CingOper-DMN, age, sex and years 
of education were not significant predictors. Similar results were obtained when using 
the PCA factor 1 (phonological/fluency) as the dependent variable instead of AICW, 
or when adding subject specific motion (average relative root mean squared 
framewise displacement) as an additional predictor. 
 
           
Figure 5-7. The normalised patient activations of the LFTP, RFTP and CingOper network 
relative to the DMN (DiffActivations). The dark grey bars represent the DiffActivations during 
the contrast of Speech>Rest. The DiffActivation of the CingOper network during the Decision 
trials, is displayed in white. Error bars represent 95% confidence intervals. Zero on the Y axis 
represents the mean value in the healthy controls.  P <0.01  *P <0.005. 
 
 
Neither the NormActivation of the LFTP nor the DMN correlated independently with 
the AICW or the PCA factor 1 (P >0.5), whilst the DiffActivation of LFTP-DMN did 
correlate with AICW (r = 0.30, P = 0.03, 2-tailed). Therefore whilst LFTP and DMN 
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activity did not differ significantly in the patients, the relative activity between the two 
networks was greater in patients, and the degree of this relative activity correlated 
with measures of speech output.  
 
 
Table 5-3. Multiple regression analysis with the In-scanner AICW speech score as the 
dependent variable and RelativeActivations of the LFTP-DMN, RFTP-DMN, and CingOper-
DMN during the contrast of Speech > Rest as the dependent predictors of main interest. 
Increasing LFTP-DMN positively predicted performance whilst increasing RFTP-DMN (and 
unsurprisingly the lesion volume) negatively predicted performance. R2 = 0.56, P <0.001. 
Significant predictors are denoted with a  *. 
Predictor 
Unstandardised 
Beta 
Std. Error 
Standardised 
Beta Significance 
LFTP-DMN 0.282 0.068 0.541 < 0.001* 
RFTP-DMN -0.580 0.175 -0.488 = 0.001* 
Lesion volume -0.031 0.006 -0.498 < 0.001* 
Years of Education 0.116 0.059 0.207 0.06 
Age -0.027 0.015 -0.171 0.07 
CingOper-DMN -0.044 0.107 -0.054 0.68 
Sex -0.018 0.441 -0.004 0.97 
 
 
Although the RelativeActivation of CingOper-DMN during Speech did not predict 
speech output, its DiffActivation during the contrast of Decision > Rest (white bar in 
Figure 5-7), correlated negatively with reaction time, so that the greater the difference 
between CingOper and the DMN during the Decision trials, the faster the responses 
when correctly identifying the blue target (r =  -0.41, P = 0.004). This correlation held 
true when controlling for lesion volume (r = -0.37, P = 0.008). Therefore, although the 
activity in the CingOper network was increased in patients during both the Speech 
and Decision trials, there was some specificity in the performance predictive ability of 
the RelativeActivation of this network, depending on the task being investigated. So 
that it only predicted performance on the Decision task, which was performed as 
accurately by the patients as the controls albeit with greater inter-individual variability 
in reaction times, and not the Speech task.  
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5.3.4.3. Patients showed altered connectivity between the left and 
right FTP networks and the DMN (Figure 5-8) 
The above analysis identified two networks (LFTP and RFTP) whose activity relative 
to the DMN predicted speech output abilities after stroke. In order to investigate the 
effect of the Speech task on the pairwise trial-by-trial relationship between these 
networks and the DMN, PPI analyses were performed. The PPI values for healthy 
controls, and the PPI values for patients normalised to those of the healthy controls 
(NormPPI), were entered into separate repeated-measures ANOVAs. The within-
subjects factors were Network PPI values (for LFTP and RFTP) and Contrast 
(Speech > Rest, Speech > Count, Speech > Decision).  
 
Figure 5-8A shows the Network PPI values in healthy controls. There were significant 
main effects of Network PPI [F(1, 23) = 44.3, P < 0.001], Contrast [F(1.4, 32.7) = 4.9, 
P = 0.02], and an interaction between these two factors [F(1.5, 33.7) = 29.1, P 
<0.001]. Post hoc comparisons indicated that the mean PPI for the two networks 
were significantly different from each other during Speech > any baseline (P < 
0.001). Whilst the LFTP network showed a negative PPI effect (-0.17 ± 0.05, mean ± 
SE), the RFTP networks showed a positive PPI effect (0.44 ± 0.06). Across both 
networks, the PPI effect was the same in the contrasts Speech > Rest and Speech > 
Count (P = 0.5). 
 
Taken together, these results indicate that in the healthy controls there was an 
increased trial-by-trial anticorrelation between the LFTP and DMN during Speech 
compared to any of the baseline conditions. Thus, when the LFTP became more 
active during Speech, the DMN became less active (Figure 5-8C, top). The opposite 
occurred within the RFTP network, so that when it became less active during Speech 
the DMN also became less active. Contrasts of Speech > any baseline increased the 
functional connectivity between the DMN and RFTP.  The lack of a significant 
difference in the strength of the PPI between the contrasts Speech > Rest and 
Speech > Count in both networks, suggests that the PPI effect was the product of 
higher level processes involved in Speech rather than shared lower-level sensory-
motor processes during Speech and Count. 
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Figure 5-8B shows the normalised PPI values in patients (NormPPI). There was a 
main effect of Network NormPPI [F(1, 52) = 17.8, P < 0.001], and an interaction 
between the two factors tested [F(1.4, 76.0) = 9.0, P = 0.001], but no main effect of 
Contrast was observed [F(1.3, 68.8) = 2.0, P = 0.15]. Post hoc comparisons 
confirmed that the mean NormPPI for the two networks were significantly different 
from each other (P < 0.001), with the LFTP NormPPI significantly greater and in the 
positive direction (0.94 ± 0.04) compared to the RFTP NormPPI (-0.19 ± 0.04) during 
contrasts Speech > any baseline. As there was no main effect of Contrast, post hoc t-
tests were performed only on the contrast Speech > Rest, to investigate if the 
strength of the PPI was significantly different from healthy controls. Both the 
NormPPI values for the LFTP and RFTP networks were significantly different from 
healthy controls. The LFTP network NormPPI was significantly greater (P = 0.009), 
whilst the RFTP network NormPPI was significantly less (P = 0.001). 
 
In summary, these results suggest that when the patients were performing the 
Speech task, there was a significant increase in trial-by-trial functional connectivity 
(positive NormPPI) between the LFTP and DMN, such that the normal anti-
correlation between these two networks was significantly reversed. Therefore, in 
patients relative to controls, as the Speech task increased the LFTP activity it also 
increased DMN activity relative to controls (Figure 5-8C, top). Similarly, the normal 
connectivity between the RFTP and the DMN observed in healthy controls was 
significantly reversed (Figure 5-8C, below). The lack of a significant main effect of 
Contrast indicated that these changes in connectivity following left hemisphere stroke 
were driven by higher-level rather than lower-level sensory-motor processes. 
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Figure 5-8. Speech-related Psychophysiological Interactions (PPI) between the LFTP and 
RFTP networks and the DMN. Error bars represent 95% confidence intervals. The three 
shades of tone for the bars represent the PPI values in the contrast of Speech against the 
different baselines. A) Healthy controls demonstrated a negative PPI for the LFTP, reflecting 
an increase in trial-by-trial anticorrelation between the LFTP and DMN during Speech > 
baseline tasks. The opposite occured with the RFTP network, so that Speech > any baseline, 
increased its functional connectivity with the DMN. B) The patients demonstrated a 
significant increase in the normalised PPI strength for the LFTP, (a positive NormPPI) and a 
significant decrease for the RFTP (a negative NormPPI) compared to controls. Zero on the Y 
axis represents the mean interaction values for the healthy controls. C) Illustration of the 
relationship between the LFTP and DMN (top) and RFTP and DMN (bottom). Dashed lines 
represent the task-independent connectivity between the two networks. Solid line represents 
the Speech related connectivity in the healthy controls. Curved arrows represent the direction 
of significant change in the PPI in the patients.  When the patients performed the Speech 
task, the ‘normal’ trial-by-trial anticorrelation between the LFTP and DMN was significantly 
reversed. Likewise the normal correlation between the RFTP and the DMN, during Speech 
was also significantly reversed. 
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5.4. Discussion 
The majority of previous functional neuroimaging studies on aphasic stroke patients 
have used univariate analyses purporting to demonstrate regions that appear to have 
‘taken over’, or in some instances inhibited, language processing (for example see 
section 1.3 and Naeser et al., 2004; Price and Crinion, 2005; Saur et al., 2006; 
Winhuisen et al., 2005). These interpretations have the merit of simplicity in terms of 
generating hypotheses about the mechanisms underlying recovery, or lack of it, from 
post-stroke aphasia. However, most of these studies have used tasks on which the 
patients have performed poorly relative to normal participants. This makes it difficult 
to separate activity associated with language-specific processes from that associated 
with the increased demands on attention and cognitive control when using univariate 
analyses (section 1.3.1). Further, the univariate whole-brain analyses from the 
current study demonstrated no difference in speech-related perisylvian activity, in 
either the left or right hemisphere, between patient and control groups, with the 
obvious exception of absent activity within the individual infarcts. Abnormally 
distributed activity may, of course, have been present in individual patients but not at 
the group level.  
 
Although a null result does not disprove the results and interpretations of earlier 
group studies, it does support a hypothesis that aphasic stroke patients do not need 
to acquire new regions supporting language processes, but rather continue to make 
use of the residual ‘core’ language network  (Brownsett et al., 2014). On the basis 
that language function results from interactions between language-specific and 
domain-general systems in a context- and task-dependent manner (as discussed in 
the introduction to this thesis and reviewed by Fedorenko and Thompson-Schill, 
2014), this study made extensive use of analyses that explored the functions of 
widely distributed brain networks, many remote from the region of infarction. The 
results emphasised the importance of both task-dependent activations and 
deactivations of networks and their interactions, for the production of propositional 
speech, in keeping with the proposal that cognitive function is the product of dynamic 
anti-correlated networks (Fox et al., 2005). 
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A measure of the relative difference in the activity between two networks was 
DiffActivation, and it was this measure that correlated with performance in patients. 
Thus, the balance of activity between the LFTP and DMN in the patients with left 
hemisphere stroke positively predicted performance on the Speech task, such that 
the combination of higher activity in the LFTP and lower activity in the DMN was 
associated with better scores for propositional speech production. Conversely the 
DiffActivation between the RFTP and DMN negatively predicted speech production in 
patients, so that the less the difference in the speech-related deactivation within 
these networks, the better the scores for speech production.  
 
This suggests that high RFTP network activity relative to the DMN is detrimental to 
speech production. These results are in keeping with reports that demonstrated a 
beneficial effect on language outcomes after inhibitory non-invasive brain stimulation 
of the right inferior frontal gyrus (Barwood et al., 2010; Elsner et al., 2013; Kang et 
al., 2011; Naeser et al., 2005). Any such inhibition of the right IFG should 
theoretically aim to inhibit the frontal lobe component of the RFTP network without 
inhibiting the more posterior frontal lobe component of the CingOper network within 
the right anterior insula/frontal operculum. The CingOper network activity was up-
regulated in this study in patients, and its activity has been shown to be associated 
with measures of language recovery in other studies (see Figure 1-7). This 
hypothesis is in keeping with a meta-analysis of studies in patients with chronic 
aphasia, that demonstrated that the activity in the right pars triangularis was not 
functionally homologous to language regions, in contrast to the activity in the more 
posterior dorsal pars opercularis which was functionally homologous (Turkeltaub et 
al., 2011). 
 
Although the relative activity between these networks was predictive of behavioural 
outcomes after stroke, the activity within the LFTP, RFTP and DMN alone had no 
predictive value for measures of speech production, with no significant difference in 
speech-related activity between the patient and the control groups. This may seem 
counterintuitive, but only because it overlooks the complexity of the functional 
connections afforded by the many sub-regions within the DMN and other brain 
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networks. Thus, for example, separate but anatomically overlapping nodes within the 
posterior cingulate cortex, which forms only a small part of the total volume of the 
DMN, have been demonstrated to be variously functionally connected to the left and 
right-lateralised fronto-parietal networks (Leech et al., 2012).  
 
The posterior cingulate cortex also displays functional connectivity with the CingOper 
network (Leech et al., 2012), which was the only network in this study that 
demonstrated increased activity during Speech when comparing the patients with the 
control group. However, neither the activity in this network nor its activity relative to 
that in the DMN (DiffActivation) during the Speech trials correlated with measures of 
speech production. The relative activity within the CingOper network compared to the 
DMN was also increased in the patients compared to the healthy controls during the 
Decision trials, but for this task this relative activity correlated with performance on 
the Decision trials in patients. This result indicates that the CingOper network is 
engaged in both communicative and non-communicative tasks that require 
processing stimuli and producing a response; but that an up-regulation of its activity 
only results in a correlation with behavioural performance when down-stream 
domain-specific processes are intact. 
 
Based on univariate analyses, increased activity in components of the CingOper 
network has also been demonstrated in normal participants when performing 
demanding language tasks (Brownsett et al., 2014; Raboyeau et al., 2008); and in 
these studies activity in regions within components of the CingOper network 
correlated with measures of language function after stroke (see also study by Saur 
and colleagues, 2006). However, a correlation with language behaviour in some 
studies and not others is to be expected, as language behaviour is the result of a 
complex interaction between the partially damaged language-specific and the 
domain-general networks, which will be influenced by the location and size of the 
infarct. For instance, in the study of Brownsett and colleagues (2014), the majority of 
patients were selected on the basis of having a left temporo-parietal infarction, 
different in distribution from the majority of patients in the present study. It may also 
be influenced by the language activation task employed in the study design, which 
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again were different across the various studies: for example, in the study of 
Brownsett (2014) and Saur (2006) the tasks were based on speech perception and 
comprehension, not production. Finally, it cannot be assumed that the domain-
general networks are free from premorbid pathology in stroke patients, or that the 
stroke does not result in anatomical disconnection between language-specific and 
domain-general systems as the result of white matter injury (Johansen-Berg et al., 
2010). For instance, although there was no overall significant difference in activity in 
the midline ROI between the patient and normal groups in the present study, 12 
patients had lower activity than any of the normal participants. There is also one 
further caveat. As evident from the ICA on the normal controls (Figure 4-14), the 
midline frontal components of the networks discussed lie in close anatomical 
proximity to one another, and partially overlap. Sampling this region with a univariate 
ROI analysis will result in a net signal with contributions from these different networks 
regions. This is in keeping with the relative insensitivity of univariate analyses, 
discussed in Chapter 4. 
 
Patients showed an altered functional connectivity between the LFTP and DMN in 
that the normal anticorrelation between these two networks in the Speech task, 
relative to each of the other baseline conditions, was reduced in patients relative to 
controls (Figure 5-8). This reduction in functional connectivity is different from the 
relative local changes in brain activity, as the difference in activity between the LFTP 
and DMN was greater in patients than normal participants (Figure 5-7). Therefore, a 
relative reduction in the functional “communication” between brain regions occurred 
despite a relative increase in the difference in activity between the networks. 
Likewise the normal functional connectivity between the RFTP and the DM networks 
that was seen in healthy controls was significantly reduced in patients. In both 
connectivity analyses using PPI there was no main effects of Contrast; that is, the 
change in functional connectivity between networks as the consequence of left 
hemisphere stroke was in relation to the higher-level processes associated with the 
Speech task, as the value of the functional connectivity was not influenced by the 
baseline task to which the Speech task was related.  
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Although overall DMN activity was reduced by the Speech task in this study (as 
shown in the studies presented in Chapter 4), this does not imply that components of 
this network were not involved in the Speech task. Components of the DMN have 
been shown to be involved in both narrative language comprehension and production 
(AbdulSabur et al., 2014; Awad et al., 2007; Braun et al., 2001) and lexical semantic 
processing  (Binder et al., 2009). The Speech task required retrieval of very specific 
semantic (or episodic) memory representations related to the presented object, a 
function associated with the DMN. Furthermore, the speech-specific LFTP network is 
functionally connected with the posterior cingulate cortex, a node within the DMN 
(Leech et al., 2012; also see Figure 4-4). Again, a sub-component of the posterior 
cingulate cortex is functionally connected to the RFTP network, also modulated by 
the Speech task (Leech et al., 2012; also see Figure 4-7). The posterior cingulate 
cortex, containing a number of closely adjacent or overlapping nodes that are likely to 
be closely connected anatomically by short white matter connections, may co-
ordinate simultaneous activation of the LFTP network and deactivation of the RFTP 
network, the latter being necessary to prevent interference during execution of a task 
that depends on left hemisphere networks. Further, it is equally possible that the 
coordination between these networks takes place within the medial frontal cortex, 
another region with which these networks have functional connectivity (Braga et al., 
2013a; see also Figure 4-14). 
 
This study had a number of potential limitations. The analysis was focused on higher-
order brain networks whereas any residual language function after stroke is likely to 
reflect a complex interaction between these networks and lower-order domain-
specific motor-sensory networks (for example C2 and C19 in Figure 4-14). Further, 
the PPI analyses did not determine the direction of information flow, i.e. causality, as 
the technique detected Speech task-specific changes in the relationship between the 
networks tested, measured in terms of the strength of regression of activity in one 
network during Speech relative to the other. This does not determine which network 
drives the other, or whether the connection is direct or mediated by other regions or 
networks.  
 
 
 
178 
The patients and controls differed in the degree of in-scanner motion. There was a 
significant between-group difference in the mean relative root mean squared 
framewise displacement (P = 0.01). However, the results of functional connectivity 
and activations were very unlikely to be secondary to motion: in patients there was 
no correlation (P > 0.05) between the degree of motion and any of the network 
measures (NormActivation or NormPPI values). Further, I minimised the effects of 
motion in a number of ways. The univariate analyses were corrected for motion using 
MCFLIRT (within FSL), and motion outlier detection. The fMRI timecourses of all 
participants were entered into a regression analysis with six motion parameters (3 
rotations and 3 translations) before any multivariate analyses were performed. The 
GLM used to carry out the PPI analysis included timecourses of eight noise 
components as covariate of no interest, including those related to head motion. 
Finally, the multiple regression analysis (Table 5-3) produced very similar results 
when adding subject motion to the model as an extra predictor of speech production 
abilities. 
 
This study has a number of implications for studies of speech production after post-
stroke aphasia. It strengthens the case for domain-general and domain-specific 
networks working together to achieve the goals of communication, both in health and 
in disease states (Fedorenko and Thompson-Schill, 2014). The demonstration of the 
altered relationship between networks as the consequence of left hemisphere stroke 
suggest that a much broader approach to rehabilitation may achieve more than 
therapies directed solely at language-specific networks. Recent evidence, based on a 
number of cerebral diseases, indicates that targeted modulation of distant nodes, all 
within the same dysfunctional brain network in a disease state, may be equally 
effective at improving outcome (Fox et al., 2012; 2014). Therefore, stimulation within 
the LFTP network remote from the infarct, and inhibition of the RFTP network may 
prove as, or more, effective than concentrating on modulating the function of ‘classic’ 
perisylvian language nodes or their mirror regions in the contralateral hemisphere. 
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6. Thesis summary 
In this thesis I have presented results from three studies that investigated 
propositional speech production in healthy adults and in patients after left 
hemisphere stroke. As laid out in Chapter 1, the broad main aims of the thesis were 
to investigate: 
 
1 – the activity within a left lateralised fronto-temporo-parietal network (LFTP) during 
spoken language production. 
2 - the relative engagement of domain-general and domain-specific networks during 
speech production in health. 
3 - the balance of activity between the networks that overlapped in the midline frontal 
cortex, after left hemisphere stroke, and its relationship to residual impairment of 
speech production.  
4 – the regional vascular reactivity changes after stroke. 
 
With regards to the first two aims, Chapter 4 presented two fMRI studies on healthy 
participants performing a speech production task. Both studies confirmed the 
presence of correlated activity within a LFTP network. Importantly the activity in this 
network was significantly greater during propositional speech compared to several 
different baseline tasks across both studies. The LFTP networks identified in the two 
studies were spatially similar (r = 0.7) and both had a unique high spatial correlation 
(r > 0.7) with a single component of an ICA analysis performed on an independent 
resting state fMRI dataset (Smith et al., 2009). The study by Smith and colleagues 
(2009) attributed the function of this resting-state network to domain-specific 
language processing, based on its spatial similarity to activations peaks from 
language studies (see section 1.1.3). By directly examining the activity of the LFTP 
network during speech production, the studies in this thesis provided more direct 
evidence for the function of this network in cognitive control and linguistic processing 
during propositional speech production. This system was involved in higher-level 
processing than that required for sensory-motor control of speech. This was evident 
from its greater activity during propositional speech compared with either counting or 
silent movement of the articulators. Also, this system was specific for verbal cognitive 
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control rather than domain-general cognitive control, as it was not active during a 
stimulus-decision-response non-verbal target detection task. These two studies were 
not designed to assess the precise language-specific role of the LFTP network. 
Based on neurostimulation studies of healthy participants (Noonan et al., 2013; 
Whitney et al., 2011; 2012) or studies of patients with semantic aphasia (Jefferies 
and Lambon Ralph, 2006), it has been proposed that the various component regions 
of the LFTP network contribute to the task-dependent control of access to semantic 
representations.  
 
Study 2 of Chapter 4 addressed the second aim of the thesis by demonstrating the 
presence of overlapping domain-general and domain-specific networks with 
differential activity during spoken language production. In addition to the LFTP 
network specific to the propositional speech task, this study identified a network with 
bilateral anterior temporal lobe activity that was also specifically activated in 
propositional speech, rather than when counting or making non-verbal judgments. 
These regions play an important role in semantic processing and it is proposed that 
they act as a transmodal semantic hub, binding together widely-distributed 
representations of concepts (Lambon Ralph, 2014; Patterson et al., 2007). Not 
surprisingly, two sensory-motor networks were identified associated with 
propositional and non-propositional speech production.   
 
A right fronto-temporo-parietal (RFTP) network was also identified, but one that was 
deactivated in Speech relative to the baseline conditions. This was attributed to the 
sustained attention required to complete the repetitive non-communicative tasks 
(Singh-Curry and Husain, 2009). Another network identified was the default mode 
network (DMN), which was deactivated during all tasks but most during Speech. 
DMN reliably demonstrates task-dependent deactivation (Buckner et al., 2005; 
Raichle et al., 2001;), and a graded deactivation with increasing task demand (Singh 
and Fawcett, 2008) as would be expected with the propositional speech task. 
However, the DMN incorporates regions that support several cognitive functions 
(Leech et al., 2011; Leech and Sharp, 2014; Seghier and Price, 2012), many 
associated with ‘internally-directed’ cognition, including access to episodic and 
semantic memories, both of which are likely to be required during production of 
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language (Binder et al., 2009). Therefore, in line with the arguments laid out in the 
discussion of Chapter 5, the net deactivation of the DMN over time during the specific 
tasks deployed in this study does not reflect a lack of involvement of the DMN in 
propositional speech production. Indeed studies have shown that components of the 
DMN respond to both comprehension and/or production of narrative speech 
(AbdulSabur et al., 2014; Awad et al., 2007; Braun et al., 2001; Regev et al., 2013).  
 
Activity was also observed in the cingulo-opercular (CingOper) network, specific to 
the non-verbal decision task, in keeping with one proposed role for this network, 
namely responding to salient stimuli (Dosenbach et al., 2007; Menon and Uddin, 
2010; Seeley et al., 2007). This network was associated with domain-general 
cognitive control, and its activity would be predicted to increase when language tasks 
become more difficult, such as after aphasic stroke. The results of this Chapter 
emphasised the importance of simultaneous task-dependent activations and 
deactivations of brain networks necessary for the production of propositional speech, 
in keeping with the proposal that cognitive function is the product of dynamic anti-
correlated networks (Fox et al., 2005).  
 
The studies in Chapter 4 strengthened the case for using multivariate analytical 
techniques, such as ICA, to separate overlapping functionally distinct brain networks. 
Significant amounts of regional activity in these networks were not apparent in the 
univariate analyses, as overlapping components of different networks demonstrated 
opposite changes in activity during propositional speech production, cancelling the 
net fMRI signal in these regions. Examples included the left parietal lobe where the 
speech-activated LFTP network overlapped with the speech-deactivated DMN, RFTP 
network and another left lateralised fronto-temporo-parietal network. Therefore 
spatial ICA revealed more task-related brain activity than the univariate GLM based 
analyses alone.  
 
A further region of overlap between these functionally separate networks was the 
midline frontal cortex.  Some studies using univariate analyses have purported to 
show that activity within this region increases when normal participants perform 
demanding language tasks (Brownsett et al., 2014; Raboyeau et al., 2008); and that 
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this regional activity correlates with measures of language function after stroke 
(Brownsett et al., 2014; Raboyeau et al., 2008; Saur et al., 2006). This led on to the 
third aim of the thesis. 
 
To meet the third aim, the study in Chapter 5 investigated several distributed brain 
networks that overlapped in the midline frontal cortex in patients after left hemisphere 
stroke. The study focused on networks associated with processing of higher-level 
functions, specifically the LFTP, RFTP, CingOper and DMN. The low-level sensory-
motor networks that were activated in both the propositional and non-propositional 
speech task were not investigated further. The design of the study was the same as 
that presented in study 2 of Chapter 4. Patient activations were normalised against 
those from the healthy controls using a method that accounted for the effect of the 
infarct volume in each individual patient. The results revealed that although the 
activity within individual networks was not predictive of speech production, the 
relative activity between networks was a predictor of both within-scanner and out-of-
scanner performance, over and above that predicted from lesion volume and various 
demographic factors. Specifically, the robust functional imaging predictors were the 
differential normalised activity between the DMN and both the left and right fronto-
temporo-parietal networks, respectively activated and deactivated during speech. 
The combination of higher activity in the LFTP and lower activity in the DMN 
predicted greater speech production abilities in the patients. Conversely, the less the 
difference in the speech-related deactivation in the RFTP and the DMN the better the 
scores for speech production. Furthermore, psychophysiological interaction analyses 
showed that the normal trial-by trial anticorrelation between the LFTP and DMN seen 
in healthy participants during spoken language production was reduced in patients 
after left hemisphere stroke. Similarly, the normal trial-by-trial correlation between the 
RFTP and DMN seen in healthy participants was also reduced in patients when they 
produced propositional speech. Therefore speech production is dependent on 
complex interactions within and between widely distributed brain networks, 
suggesting that recovery depends on more than the restoration of local domain-
specific functions. This argues that the systems neuroscience of recovery of function 
after focal lesions is not adequately captured by notions of brain regions ‘taking over’ 
lost domain specific functions (as was extensively reviewed in Chapter 1), but is best 
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considered as the interaction between what remains of domain-specific networks and 
the domain-general systems that regulate behaviour (Fedorenko et al., 2011; 2013; 
Federenko and Thompson-Schill; 2014). 
 
Chapter 3 addressed the fourth aim of this thesis. It presented results of a 
methodological study that investigated cerebral vascular reactivity (CVR) after stroke. 
The study demonstrated the feasibility of using a breath-hold task in patients with 
stroke, both to assess group level changes in CVR, and to determine how alterations 
in regional CVR over time may affect interpretation of task-related BOLD signal 
changes. The CVR measures were compared over healthy tissue, infarcted tissue, 
and the peri-infarct tissue, both sub-acutely (~two weeks) and chronically (~four 
months) after the left hemisphere stroke. A lack of CVR differences in the healthy 
tissue between patients and controls suggested that task-related BOLD signal 
changes in these regions should be more representative of task-related oxygen 
metabolism at least in this cohort of subjects. The implications of this finding for the 
results presented in Chapter 5 was that the changes in relative activations of 
distributed brain networks remote from the infarct, and their functional connectivity, 
was not due to a widespread alteration in neurovascular coupling in the patients. 
 
In addition this study revealed that the CVR was reduced in the stroke peri-infarct 
tissue and it remained unchanged over the 4 months duration of the study. Therefore 
although a lack of BOLD signal in that area compared to controls may not accurately 
reflect neural deficits, any group-level BOLD increases in this region over time in a 
longitudinal fMRI study are less likely to be due to an improvement in vascular 
reactivity, and may be more confidently attributed to changes in oxygen metabolism 
caused by altered neural function. This study provided a framework for stroke 
researchers to account for CVR-related confounds in BOLD fMRI stroke studies.  
 
In conclusion, this thesis deepens our understanding of the complex neural 
mechanisms underlying spoken language production in health and after stroke, by 
providing insight into how the coordinated activity between the domain-specific and 
domain-general brain network are modulated in order to produce speech. In addition 
the thesis, demonstrated that the relative activity between the DMN and both the 
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LFTP and RFTP, is able to predict speech production capabilities over and above 
what may be expected from the size of the stroke lesion and demographic factors. 
Furthermore the normal functional connectivity between these networks was altered 
during the task of overt speaking in patients with left hemisphere stroke. These 
changes in activations and functional connectivity were unlikely to be due to vascular 
reactivity changes as the vascular reactivity of the healthy tissue remote from the 
infarct site was demonstrated to be similar in both patients and healthy controls.   
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7. Plan of future work 
 
The work presented in this thesis has raised a number of predictions for investigation 
in future studies, some of which I intend to explore in my post-doctoral years. First, 
Chapter 5 examined effects of chronic left hemisphere infarction on the interplay 
between distributed higher-level cognitive brain networks and subsequent 
performance on speech production tasks, in a cross sectional study. Future work that 
could elaborate on the work presented in the final chapter of this thesis would be to 
conduct a longitudinal analysis of both imaging and behavioural data, and to 
correlate any recovery in speech production abilities to possible ‘normalisation’ of the 
function of these network. Pilot longitudinal data is currently available on 26 patients 
with small to moderate left hemisphere infarct volumes, and is awaiting more detailed 
analysis. Furthermore the majority of these patients also have longitudinal measures 
of vascular reactivity (as presented in Chapter 3), which will be helpful when 
interpreting changes in BOLD signal across brain regions or within distributed 
networks. 
 
Second, the network interplay and interactions presented in Chapters 4 and 5 were 
derived from task-dependent fMRI studies. This had the advantage of allowing online 
measures of Speech performance to be related to fluctuations in BOLD signal, and 
hence provide a valid neurobiology of propositional speech production. The 
disadvantage of using this technique in patients is that it requires a certain degree of 
patient cooperation and task engagement. Therefore, more severely affected patients 
were excluded. Indeed, in this thesis the degree of aphasia ranged mainly from 
minimal to moderate aphasia, with a minority of participants having severe aphasia. 
All patients had at least a minimum of residual language comprehension retained in 
order to be able to carry out the fMRI task with reasonable success. 
 
Any demonstration that the changes in network function presented in Chapter 5 hold 
true for connectivity measures derived from resting state fMRI in patients, would have 
important clinical implications. Resting state fMRI measures low frequency signal 
fluctuations as the subject lies in the scanner when instructed to do ‘nothing’.  Whilst 
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the subject is ‘doing nothing’, (s)he is engaging in spontaneous stimulus independent 
cognition that engages different brain networks during the experiment. The observed 
brain networks during rest are robust and strongly overlap with the topography of 
brain networks defined on the basis of task-related fMRI (see Figure 4-11, and paper 
by Smith and colleagues, 2009). Functional connectivity analysis of resting state data 
may therefore offer a way of inferring abnormal brain function, especially in patients 
who cannot co-operate with explicit task demands. The images can be acquired in a 
relatively short period of time (5-6 minutes), with minimal effort on the part of the 
patient, and would be the preferred method of investigation if the results were both 
robust and interpretable.  
 
Third, the results presented in Chapter 5 have implications for future studies that 
investigate the effect of transcranial neurostimulation techniques such as (TDCS or 
TMS) on functional connectivity between language and domain-general systems. It 
may be possible to modulate the activity in these networks in sites remote from the 
location of the infarct. For example an inhibitory cathodal stimulation of the RFTP 
network and/or up-regulation of the LFTP network via anodal stimulation may be able 
to shift the balance of activity in these networks in favour of improved speech 
production as discussed in Chapter 5. One potential site for stimulation of the LFTP 
network may be the midline frontal cortex (see Figure 4-14) remote from the site of 
the left middle cerebral artery infarct that commonly results in aphasia. The primary 
aim of performing such study will be to determine whether behavioural and functional 
imaging markers can identify a subgroup of patients most likely to respond to the 
intervention, and whether TDCS or TMS brain stimulation can improve interactions 
between language-specific and domain-general systems. 
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Figure 7-1. Proposed schematic model of activation of domain-general (blue spheres) and 
language-specific (magenta spheres) systems and the likely outcome for speech production 
in seven plausible clinical scenarios. The size of spheres relative to those in scenario 1, 
depicting normal language production, represent up-regulation of activity (in larger spheres) 
or damage to the system (smaller spheres). The solid links represent the hypothetical 
structural connectivity between the systems, and the dashed lines represents anatomical  
disconnection by white matter pathology. In the healthy state, domain-general systems are 
up-regulated to achieve a successful performance during a demanding language task 
(scenario 2). In patients with partial damage to language systems, a good outcome is 
achieved when patients up-regulate the domain-general systems, but only if the anatomical 
(and functional) connectivity between the two systems is intact (scenario 3, but not 4).  In 
cases of extensive damage to language-specific systems, no amount of up-regulation of 
activity in domain-general network is sufficient for a favourable outcome (scenario 5). When 
both systems are partially damaged (scenario 6 and 7), augmented up-regulation of either 
system (for example with neurostimulation) may improve outcomes if the communication 
between the two systems is intact (6). 
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Of course the patients that may be recruited in any such future study will function 
along a continuum depending on the extent of the damage to the language-specific 
and domain-general networks (Figure 7-1). At one extreme, there may be minimal to 
moderate damage only to language-specific processes. These patients may show a 
near complete or partial recovery with a modulation of activity in their healthy 
domain-general networks. At the opposite extreme, a language-specific function may 
be completely destroyed, and this function will not return regardless of the 
modulation of function in domain-general networks either naturally or through 
neurostimulation techniques. In between will be those patients in whom both 
language processes and domain-general systems are partially damaged either 
directly as the result of the stroke, or through long standing cerebrovascular risk 
factors that had predisposed to the stroke. In these patients the outcome is less 
clear. It may be that added stimulation of domain-general systems in these patients 
may prove beneficial.  This will of course also depend on intact structural connectivity 
between both domains.  
 
This thesis has focused on local functional activations and measures of functional 
connectivity within and between distributed brain networks supporting spoken 
language production. Coordinated activity between language-specific regions, and 
between these regions and domain-general networks, is also dependent on the 
integrity of white matter structural connectivity between these regions. White matter 
injury may occur at the site of the infarct, remote from the infarct, and even in the 
contralesional hemisphere (Crofts et al., 2011). Integrity of white matter tracts 
between cortical language regions has an important role in supporting language 
function (Breier et al., 2008; Catani and Mesulam, 2008; Catani et al., 2005; 
Friederici, 2009; Geva et al., 2011b; Saur et al., 2008; 2010). Specifically, the arcuate 
fasciculus within the dorsal language pathway (Catani and Mesulam, 2008), the 
aslant tract in the medial frontal lobe (Catani et al., 2013), and the temporal lobe 
inter-hemispheric connections, such as the anterior commissure (Warren et al., 2009; 
Northam et al., 2012) have been shown to be related to residual language function 
after stroke, brain injury or neurodegeneration. 
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Future studies would be enhanced by combining functional with structural 
neuroimaging such as using diffusion tensor imaging (DTI) to define better 
biomarkers of recovery or of response to therapy (Johansen-Berg et al., 2010). I 
would like to explore this possibility using DTI data that I have acquired in a number 
of patients studied in Chapter 5. My starting point would be to correlate the integrity 
of several white matter tracts associated with language function (such as the aslant 
tract) with the functional connectivity measures in patients, using previously 
published methods (Jilka et al., 2014).  
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9. Appendix 
9.1. Tables 
Table 9-1. Table of coordinates for Chapter 4, study 1. A, Activation peaks within significant 
clusters (P < 0.05 cluster corrected) for univariate subtractive contrasts of Speech > Tongue 
and Tongue > Speech. B, Independent Component Analysis (Figure 4-4). For each 
component, the percentage of the total variance in the data explained by that component is 
given in parenthesis. MNI coordinates refer to the voxel with the highest z value situated 
within the centre of a particular region. Cluster sizes are included for areas of activity 
determined by the univariate analysis. L: Left, R : Right. 
 
Z 
MNI 
Co-ordinates 
(X Y Z) 
Cluster Size (voxel 
number) 
/volume 
(cm3) 
A, Univariate subtractive analysis 
Speech > Tongue 
Anterior cingulate cortex 
 
L 3.25 -8 22 32 1787 / 14.3 
R 4.60 10 18 36 
Pre supplementary motor area L 4.98 -4 16 52 
 R 4.18 6 14 56  
L inferior frontal/ dorsolateral prefrontal cortex 4.37 -50 16 10 3083 / 
24.7 Anterior insula L 3.66 -34 14 -6 
R 3.63 34 12 -10  
802/6.4 
R Putamen  4.00 28 8 -6 
Superior temporal gyri L 5.16 -52 -22 -4 1886 / 15.1 
R 4.85 48 -30 -4 1321 / 10.6 
Tongue > Speech  
Primary motor-sensory cortex L 4.95 -58 -4 26  
R 5.87 62 -2 24  
Mid insula L 5.08 -42 -8 6  
R 5.01 40 -4 6  
Posterior cingulate L 4.28 -6 -30 32  
R 5.77 6 -44 36 69979 / 
560 R angular gyrus 4.60 46 -56 22 
Precuneus L 4.64 -4 -60 34  
R 5.92 12 -62 26  
R lateral occipital cortex 6.17 48 -72 20  
      
B, Independent Component Analysis  
Greater coherent activity in Speech > Tongue  (C1), (17.9%)  
Anterior insula L 5.20 -34 22 -6  
R 5.35 34 22 -6  
Anterior cingulate cortex L 8.83 -2 21 34  
R 9.04 2 20 36  
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L inferior frontal/ dorsolateral prefrontal cortex 6.96 -50 18 24  
Pre-supplementary motor area L 9.48 -2 16 48  
R 9.30 2 14 52  
Putamen L 5.14 -18 11 -2  
R 3.54 21 14 -6  
Pre motor cortex L 6.60 -47 4 44  
 R 4.60 47 2 43  
Superior temporal gyri L 15.05 -57 -14 -2  
R 14.54 56 -11 -2  
Thalamus L 4.40 -11 -18 -2  
R 3.55 12 -15 -2  
Paravermal cerebellum L 5.20 -10 -62 -24  
R 4.20 10 -62 -24  
Greater coherent activity in Speech > Tongue  (C24), (0.7%)  
Anterior cingulate cortex/ Para cingulate gyrus L 6.31 -4 27 40  
R 5.50 3 27 41  
L ventral anterior insula 5.50 -34 22 -6  
L inferior frontal/ dorsolateral prefrontal cortex 10.8 -50 19 23  
Posterior cingulate cortex 
 
L 5.40 -2 -38 23  
R 4.91 3 -37 23  
Inferior parietal cortex L 12.8 -43 -50 42  
R 4.67 43 -52 48  
L inferolateral temporal cortex 7.60 -54 -50 -16  
Greater coherent activity in Tongue against Speech (C30), (4.23%)  
Posterior cingulate cortex L 12.9 -6 -44 32  
R 14.8 6 -47 33  
Precuneus L 14.7 -6 -65 26  
R 16.7 6 -61 24  
Inferior parietal cortex L 8.82 -42 -71 35  
R 9.00 42 -74 35  
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Table 9-2. Coordinates for the univariate subtractive analysis results of Chapter 4, study 2. 
Coordinates for each local maxima within significant clusters of activation (P < 0.05 cluster 
corrected) given for contrasts of Count > Rest, Speech > Rest, and Speech > Count (Figure 
4-6). L, left; R, right.  
Cluster  
Cluster size 
(Voxel Number 
/cm3) 
Z 
MNI co-ordinates       
( X Y Z ) 
Harvard-Oxford Cortical structural atlas 
Speech > Rest 
1 62135 / 62 
6.1 38 -70 -9 R lateral occipital, occipital Fusiform gyrus 
6.0 23 -60 -17 
5.7 36 -65 -15 
5.5 -11 -59 -18 L superior Cerebellum 
5.4 -11 -61 -17 
5.2 -34 -92 9 L occipital pole 
2 
150278 / 
150 
6.7 44 -8 38 R precentral gyrus 
6.5 -44 -12 40 L precentral gyrus, middle frontal gyrus 
6.2 -46 1 48 
6.1 -42 -8 42 
6.0 -50 0 48 
6.0 59 -3 0 
R superior temporal gyrus, planum 
temporale 
Count > Rest 
1 49305 / 49 
7.3 -46 -12 39  L precentral and post gyrus 
7.2 -45 -12 36 
7.2 -42 -12 39 
6.5 -58 -5 21 
6.4 -54 -7 31 
6.0 -38 -31 15 L planum temporale, parietal operculumn 
2 193817 / 19 
7.4 65 -17 5 R planum temporale, posterior division of 
superior temporal gyrus, parietal 
operculum 
6.8 62 0 6 
6.4 59 -30 17 
7.1 44 -7 41 R precentral and post gyrus 
6.7 53 -4 25 
6.4 59 0 40 
Speech > Count 
1 46672 / 47 
5.9 -11 20 50 L superior frontal gyrus 
5.9 -44 9 32 L middle frontal gyrus, inferior frontal 
gyrus, pars opercularis, pars triangularis 5.1 -51 26 18 
5.0 -52 22 19 
5.0 -54 15 30 
5.1 -42 7 50 L precentral gyrus, middle frontal gyrus 
2 
164170 / 
164 
7.3 37 -81 10 R lateral occipital cortex, Occipital fusiform 
gyrus 6.2 39 -72 -10 
6.7 -37 -87 6 L lateral occipital cortex 
6.6 -39 -60 -14 L temprooccipital fusiform gyrus, 
temproocipital part of the inferior temporal 
gyrus extending to middle temporal gyrus 
6.6 -39 -65 -9 
6.2 -32 -45 -17 
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Table 9-3. Coordinates for the results of the Independent Component Analysis of Chapter 4, 
study 2. Coordinates for each local maxima within significant clusters of activity (P < 0.05 
cluster corrected) given for components shown in Figure 4-7. R, right; L, left; ACC, anterior 
cingulate cortex; PCC, posterior cingulate cortex; AG, angular gyrus; SMG, supramarginal 
gyrus; MTG, middle temporal gyrus. For each component, the percentage of the total 
variance in the data explained by that component is given in parenthesis.  
 
Z 
MNI co-ordinates          
( X Y Z ) 
Harvard-Oxford Cortical structural atlas 
C1- Visual and Dorsal Attention. (9.6%) 
2.4 42 4 34 R precentral gyrus, frontal eye fields 
3.5 -44 4 50 L precentral gyrus, frontal eye fields 
7.3 30 -70 34 R lateral occipital cortex extending to superior parietal lobule 
5.5 -24 -70 38 L lateral occipital cortex extending to superior parietal lobule 
10.1 38 -82 -6 R inferior lateral occipital cortex and occipital fusiform gyrus 
11 -40 -80 -6 R lateral occipital cortex and occipital fusiform gyrus 
C2- Motor-Sensory. (7.4%) 
13 52 -12 8 R planum temporale, central opercular cortex, Heschl's gyrus 
15.5 -52 -12 10 L planum temporale, central opercular cortex, Heschl's gyrus 
15.4 52 -6 34 R precentral and post central gyrus 
16.1 -58 -6 20 L precentral and post central gyrus 
C3- Default Mode Network. (6.7%) 
7.9 2 56 -4 Bilateral medial frontal cortex, extending into ACC 
11.1 2 -56 34 Bilateral PCC and precuneous 
8.9 46 -64 34 R lateral occipital cortex extending to AG and SMG 
12.4 -42 -72 34 L lateral occipital cortex extending to AG and SMG 
4.8 26 32 44 R superior and middle frontal gyri 
7.4 -22 30 44 L superior and middle frontal gyri 
C4- LFTP. (6.1%) 
8.2 -2 28 44 L Paracingulate cortex 
11.7 -48 34 20 L inferior and middle frontal gyri 
6.9 -46 -44 50 L superior parietal lobule, AG, SMG 
4.1 -56 -46 -4 L middle temporal gyrus 
C5- RFTP. (5.2%) 
7.6 4 36 44 R paracingulate cortex 
11.5 48 30 30 R inferior and middle frontal gyri 
15.5 44 -52 50 R superior parietal lobule, AG, SMG 
7.4 -44 -56 50 L superior parietal lobule, AG, SMG 
8.3 62 -28 -8 R middle frontal gyrus 
C7- Network related to the Decision trials. (4.0%) 
6.9 2 6 44 ACC 
4.6 40 4 4 R anterior insular/frontal operculum 
5 -38 4 8 L anterior Insular/frontal operculum 
9 60 -26 32 R AG, SMG, parietal operculum 
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8.5 -58 -30 32 L AG, SMG, parietal operculum 
3.7 30 48 32 R middle frontal gyrus /frontal pole 
4.7 -34 40 32 L middle frontal gyrus /frontal pole 
4.1 52 10 30 R precentral gyrus 
3.6 -58 8 28 L precentral gyrus 
5.4 54 -58 4 R middle temporal gyrus, lateral occipital cortex 
5.9 -54 -64 4 L MTG, lateral occipital cortex 
C9 – movement related noise mixed with bilateral frontal activity. (3%) 
6.9 4 50 34 R superior frontal gyrus 
11 56 32 0 R inferior frontal gyrus 
6.4 -48 24 -2 L frontal operculum extending to left anterior insula 
C19- Motor-Sensory. (1.9%) 
10.1 44 -20 54 R precentral and post central gyrus 
8.4 -50 -26 54 L precentral and post central gyrus 
6.4 2 -8 54 SMA 
C28 - LFTP deactivation in Speech. (1.3%) 
3.6 -6 -56 36 L precuneous 
9.6 -50 -52 50 L AG, SMG, lateral occipital cortex 
5.3 54 -46 26 R AG, SMG 
4.2 -34 24 44 L middle frontal gyrus 
5.6 -6 50 36 L midline seperior frontal gyrus 
6.7 -64 -32 -10 L middle frontal gyrus 
4.3 -52 26 -4 L inferior frontal gyrus / pars triangularis 
C30- Anterior temporal lobe. (1.3%) 
20.5 -54 0 -22 L anterior middle and superior temporal gyri 
4.4 60 -6 -2 R anterior superior temporal gyri and planum temporale 
C33 - Medial occipital deactivation. (1.1%) 
15.6 -2 -76 8 L intracalcarine, supracalcarine and lingual gyri 
16.5 10 -74 8 R intracalcarine, supracalcarine and lingual gyri 
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Table 9-4. List of patients studied in Chapter 5. All patients had strokes caused by cerebral infarction, and all had at least carotid artery imaging 
+/- other cervical or intracranial imaging to establish the presence of vascular occlusion (here the degree of carotid tree stenosis is stated if it 
was >50%, which is less than the threshold of 70% stenosis deemed to be clinically significant). A number of patients had significant carotid 
artery stenosis and the majority had multiple cerebrovascular risk factors.  All patients were right handed (except 3 patients marked with *, who 
had clear aphasia after a left hemisphere infarct suggestive of left hemisphere dominance for language). Patients marked with + were initially 
classified as “Aphasic” on an aphasia screening test (Comprehensive Aphasia Test), and those marked with – were not classified as aphasic by 
this test. However this subgroup had impaired speech production on more detailed assessments when compared to normal participants.  The 
average NIHSS (National Institute of Health Stroke Scale) was 5.3  ± 5.1 immediately post stroke (or 2 hours after thrombolysis if they had been 
thrombolysed). At follow-up this had reduced to 1.4  ± 2, reflecting the natural spontaneous recovery seen in the first three months after stroke 
(Demeurisse et al., 1980; Pedersen et al., 1995; Ward et al., 2003). Patients had received variable amount of speech therapy (SALT). L, left; R, 
right; ICA, internal carotid artery; CCA, common carotid artery; MCA, middle cerebral artery; CTA, CT angiography; MRA, MR angiography; 
DSA, digital subtraction angiography; M1-3 refer to branches of left middle cerebral artery. H, hypertension; Cl, hypercholesterolemia; Is, 
ischaemic heart disease; Ti, previous small cerebrovascular disease or transient ischaemic attacks; S, smoker; eS, ex-smoker; A; atrial 
fibrillation. Lesion locations are all in the left hemisphere unless stated otherwise: Ψ, patients with old small right hemisphere infarcts; C, 
cortical; SC wm, subcortical white matter; SC gm, subcortical grey matter; I, insular; F, frontal; P; parietal, T; temporal; O, occipital. α , 
thrombectomy.   
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1 + M 67 11 Y 12 1 3 90 2 C,  SC wm ( I, F, T, P) 49.1 eS, H, A, I L M1 thrombus 
MRA intracranial and 
cervical vessels 
2 + M 77 9 N 4 1 2 104 2 C, SC wm (F, I) 23.8 A, H NSS Carotid dopplers 
3 + F 68 19 N 2 0 5 154 10 C (F) anterior circulation 15.4 A, H A2 stenosis DSA 
4 + F 79 16 Y 6 3 2 94 22 C, SCwm, SC gm (I, F) 6.9 A, C L M2 thrombus 
CTA intracranial and 
cervical vessels 
5 + M 50 16 N 2 0 8 102 5 C, SC wm (F, I O, P) 7.1 H, I, D, C NSS Carotid dopplers 
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6 + M 44 11 Y 7 1 2 161 1.5 SC wm, SC gm (F, I) 5.8 C, S 
Underwent successful 
endarterectomy of 90%  L ICA 
occlusion before the study. 
Occlusion of R vertebral artery 
with full distal reconstitution 
with collaterals. 
CTA intracranial and 
cervical vessels 
7 + M 79 13 N 2 1 2 118 15 C, SC wm (I F) 3.0 A, I, C, H NSS Carotid dopplers 
8 + M 67 10 N 6 1 9 101 22 C, SC gm, SC wm ( F, O, P) 17.6 H, C NSS 
MRA intracranial and 
cervical vessles 
9 + M 56 19 N 9 2 6 126 0 SC wm (F, P, T, O)  Ψ 12.6 H, I NSS Carotid dopplers 
10 + M 46 11 N 1 1 4 200 4 
C, SC wm, SC gm  (F, P, T, O and 
right F) 
10.7 D, H, C Short L M1 segment stenosis 
CTA intracranial and 
cervical vessles 
11 + F 30 19 N 16 3 1 100 60 C, SC gm, SC wm (I, F, T, P) 49.7 - NSS 
MRA intracranial and 
cervical vessles 
12 + F 74 17 N 4 1 6 101 20 SC wm (F, O, T, P) 10.7 C Moderate short  M1 stenosis 
CTA intracranial and 
cervical vessles 
13 + F 61 16 Y α 11 7 8 160 20 SC wm, C (F, I, T,  P) 168.0 A, S 
L M1 thrombus with full 
recanalisation after 
thrombectomy 
DSA + CTA intracranial 
and cervical vessles 
14 + M 66 10 N 2 0 2 109 1 C (F) 7.5 eS, H NSS 
MRA intracranial and 
cervical vessles + 
Carotid dopplers 
15 + M 56 9 N 5 1 4 96 10 C , SC wm (P, F, T) 16.1 D, H NSS Carotid dopplers 
16 + M 57 13 Y 6 1 5 90 7 C, SC wm (P, F) 28.3 S Full occulusion of L MCA 
MRA intracranial and 
cervical vessles 
17 + M 63 11 N 12 6 10 111 35 C, SC wm, SC gm (F, P T) 31.3 A, D, C, H 50-70% stenosis L CCA 
MRA intra and extra 
cranial and Carotid 
dopplers. 
18 + M 65 11 Y 2 0 3 101 0 C, SC wm (F, I) 4.5 - NSS Carotid dopplers 
19 + M 75 9 Y 14 2 2 122 6 C, SC wm, SC gm, (I, F, P) 82.0 
I, C, H, D, 
eS 
NSS Carotid dopplers 
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20 + F 54 13 N 5 1 6 98 18 SC wm, SC gm (T, P , F, O) 33.7 S 
L ICA  aneurysm repair prior 
fMRI. No residual occlusion. 
CTA intracranial and 
cervical vessles 
21 +* M 64 17 Y 13 2 2 89 7 C, SC wm (I, F, P) Ψ 19.0 C Full occlusion of L M3 
CTA intracranial and 
cervical vessles 
22 + M 64 19 N 1 0 1 96 18 C, SC wm ( F, P) 3.7 A, H, C NSS Carotid dopplers 
23 + F 26 17 N α 13 3 12 170 60 C, SC wm ( F, I, P, T) Ψ 53.0 C 
L M1 thrombus with full 
recanalisation after 
thrombectomy 
DSA + CTA intracranial 
and cervical vessles 
24 + M 48 11 Y 16 6 9 94 30 SC wm ( I, F, T, P) 71.9 - L ICA dissection 
CTA intracranial and 
cervical vessles 
25 + F 72 11 N 9 9 2 134 35 
C, SC wm, SC gm (O, T) posterior 
circulation infarct 
138.9 H, S NSS 
MRA intra and extra 
cranial and Carotid 
dopplers. 
26 +* F 56 16 N 18 5 4 99 30 C, SC wm, SC gm (F , I) 47.4 H, C, S NSS Carotid dopplers 
27 + F 69 10 N 4 1 2 87 4 C, SC wm (T,P,I) 51.2 H, eS, D NSS Carotid dopplers 
28 + F 62 10 N 5 1 3 182 4 SC wm (F, P) 12.4 H, eS, C L ICA dissection 
CTA intracranial and 
cervical vessles 
29 + M 54 10 N 1 0 11 99 0 C, SC wm (F) 15.2 I, H, C NSS Carotid dopplers 
30 + M 80 7 N 2 2 14 97 6 C, SC wm (F) 32.1 H, A NSS Carotid dopplers 
31 + F 38 11 N 19 3 4 105 22.5 C, SC wm, SC gm ( I, F, P, O, T) 104.0 
D, S, A, H, 
C 
L ICA dissection 
CTA intracranial and 
cervical vessles 
32 + M 79 10 N 2 1 5 104 30 C, SC wm ( I, P, T, O) 43.9 I, T, H, C, S 
Asymptomatic  R ICA 70% 
occlusion 
Carotid dopplers 
33 + F 53 9 Y 3 1 2 92 12 C, SC wm (F) 14.0 H , A NSS Carotid dopplers 
34 + F 83 16 N 4 0 1 113 5 SC gm, SC wm (F) 13.6 H NSS Carotid dopplers 
35 + M 50 10 Y 10 4 2 90 27 C, SC wm (F, P, I) 28.5 C, eS NSS 
CTA intracranial and 
cervical vessles 
36 +* F 77 11 Y 2 1 2 167 34 C, SC wm (F, I, P, O) 48.4 H, I, A 
M3 segment of LMCA 
thrombus 
CT and carotid dopplers 
37 - M 56 11 N 2 0 7 93 0 C (P) 7.3 A , S NSS 
MRA intractanial vessles 
and carotid dopplers 
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38 - F 46 7 N 3 0 5 119 0 C, SC wm (F, I) 2.5 eS NSS 
CTA intracranial and 
cervical vessles 
39 - M 79 11 N 3 0 6 93 0 C, SC wm (T, F, P) 2.5 C NSS Carotid dopplers 
40 - F 77 16 N 2 0 4 114 0 SC wm, SC gm (I) 0.7 S NSS Carotid dopplers 
41 - M 76 20 Y 2 0 1 124 0 C, SC wm (P, I) 0.3 A, H NSS Carotid dopplers 
42 - M 75 10 N 2 0 3 84 0 SC wm 0.5 H, S NSS Carotid dopplers 
43 - M 51 18 N 2 0 7 91 0 SC wm (right and left F and P) 6.2 H NSS 
MRA intracranial and 
cervical vessles 
44 - M 60 16 N 2 1 5 127 0 SC wm (F),  Ψ 6.4 D, H, T, C NSS Carotid dopplers 
45 - F 74 17 Y 1 0 3 105 0 SC wm (O, P) 5.1 H, C NSS 
CTA intracranial and 
cervical vessles 
46 - F 68 16 N 2 0 3 91 1 SC wm (P) 4.8 - NSS 
MRA intracranial and 
cervical vessles 
47 - M 75 21 Y 1 0 2 101 0 
C , SC wm (T, O) posterior 
circulation 
19.4 C, I 
Asymptomatic L ICA 90% 
occlusion 
CTA intracranial and 
cervical vessles 
48 - F 39 17 N 0 0 4 91 0 C, SC wm (F, I) Ψ 3.2 T NSS 
CTA intracranial and 
cervical vessles 
49 - M 65 9 N 5 1 3 104 0 C, SC gm (T) 4.0 H, I, C, S 
Asymptomatic L vertebral 
occlusion 
CTA intracranial and 
cervical vessles 
50 - F 49 19 N 0 0 7 88 0 C (F) 0.5 - NSS 
MRA intracranial and 
cervical vessles 
51 - M 53 17 N 1 0 3 102 0 C SC wm (F) 1.3 - NSS 
CTA intracranial and 
cervical vessles 
52 - M 63 13 N 1 0 3 90 0 SC wm 1.2 C NSS Carotid dopplers 
53 - M 50 12 N 0 0 15 101 0 C, SC wm (I, T) 1.7 D, H, C, S NSS Carotid dopplers 
 
 
235 
 
Table 9-5. Univariate subtractive analysis from Chapter 5 (see Figure 5-4). Coordinates for 
each local maxima within significant clusters of activation (P < 0.05 cluster corrected). L, left; 
R, right; preSMA, pre supplementary motor cortex. 
 
 
Cluster Volume (cm3) Z 
MNI coordinates 
(mm) Harvard-Oxford Cortical structural atlas 
X Y Z 
A. Speech > Rest  
1 81.0 6.88 44 -8 38 R Precentral gyrus extending into postcentral gyrus 
  4.81 54 -26 4 R Superior temporal gyrus extending into planum temporale 
2 67.8 6.47 38 -82 10 R and L lateral occipital cortex extending anteriorly  to fusiform gyrus and dorsally into occipito-parietal junction 
3 53.8 6.33 -47 -11 41 L Postcentral gyrus extending into precentral gyrus and superior frontal gyrus 
  5.82 -6 10 64 L Superior frontal gyrus / preSMA 
4 17.6 5.68 -62 -31 5 L Superior temporal gyrus 
  3.72 -47 -39 21 L Planum temporale 
B. Count > Rest 
1 212.5 8.04 65 -17 3 R Planum temporale, superior tempral gyrus extensing posteriorly to supramarginal gyrus 
  7.37 44 -7 41 R Pre and post central gyrus 
  7.17 64 -10 7 R Planum temporal 
  6.96 62 0 6 R Planum Polare 
  6.73 2 4 64 R PreSMA 
2 50.6 7.32 -42 -12 34 L Pre and post central gyrus extending into superior temporal gyrus 
Count > Rest   patients > healthy control 
1 13.5 3.99 -35 16 19 L Inferior frontal gyrus, extending into frontal operculum, pars opercularis and triangularis and middle frontal gyrus 
C. Decision > Rest 
1 602.7 7.02 57 -35 15 Extensive bilateral cluster with peak in the R supramarginal gyrus 
  6.5 47 -35 48 R supramarginal gyrus 
  6.74 13 10 51 R Pre-SMA extending into dorsal anterior cingulate 
  6.66 19 11 64 R Superior frontal gyrus 
  6.45 36 9 35 R middle frontal and precentral gyrus 
D. Speech > Count 
1 149.8 7.27 37 -81 10 R Lateral occipital cortex 
  6.97 -38 -86 7 L Lateral occipital cortex 
  6.72 -39 -65 -9 L Fusiform gyrus 
  6.45 39 -72 -10 R Fusiform gyrus 
2 46.6 6.19 -11 19 50 L PreSMA dorsal anterior cingulate 
  6.12 -43 8 32 L Middle frontal gyrus extending into inferior frontal gyrys 
  5.14 -52 21 19 L Inferior frontal gyrus, extending into pars opercularis and triangularis 
E. Speech > Decision 
1 37.8 6.99 44 -9 37 R Precentral gyrus extending into R superior temporal gyrus 
2 20.1 6.83 35 -87 4 R Lateral occipital cortex 
3 17.4 5.58 -34 -93 8 L Lateral occipital cortex 
F. Count > Speech 
1 393.5 6.49 2 -68 37 Bilateral precuneus cortex 
  6.4 9 -31 46 Bilateral Posterior cingulate cortex extending anteriorly to R frontal gyrus 
  6.35 51 3 8 Bilateral central operculum and precentral gyrus 
  5.89 44 -68 50 Lateral occipital cortex extending into parietal lobe 
  5.84 65 -36 16 R Supramarginal gyrus 
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9.2. Copyright permissions 
Figure 1-2 
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Figure 1-3 
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Figure 1-4 
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Chapter 4, Study 1: 
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