Introduction
Sklyanin bracket was first introduced in [1] in the elliptic case. It was generalized later by Feigin and Odesski [2] , and the rational case has been treated by Scott [10] . Present survey of the subject may be found in [3] .
Sklyanin bracket appears in the Hamiltonian formulation of many integrable systems. Typically, in the finite-dimensional case the phase space L consists of meromorphic matrix functions. The rational case corresponds to rational functions, i.e. when L consists of rational matrix functions with fixed position of poles. An evolution of such system may be seen as a flow on the space L. In this paper we deal only with rational functions L(z) ∈ L in general position, i.e. when they belong to an open big cell in the space of meromorphic matrix functions. In other words, L(z) may only have simple poles with residues of rank one. All other cases may be obtained as a result of some limiting procedure.
A Hamiltonian formulation implies that the space L has some Poisson structure on it, such that the flow is Hamiltonian.
Two Poisson structures are known in the rational case -a linear bracket and Sklyanin bracket. They have been defined in [10] using the R-matrix approach. Commutation relations for Sklyanin bracket are complicated and non-linear.
One important drawback of the R-matrix approach is that there is no general way to define an R-matrix, and there exist different R-matrices in the rational, trigonometric, and elliptic cases.
Krichever and Phong [6, 7] suggested an alternative approach to the Hamiltonian theory of integrable systems, which is based on Lax-type equations, i.e. when the evolution is given by an equatioṅ
where L and P are some operators.
They introduced a two-form ω on the space L, which represents the Hamiltonian structure of the system. Their formula is universal and works even in infinite-dimensional cases.
The goal of this paper is to introduce Darboux coordinates for rational Sklyanin bracket, and to show that it coincides with Krichever-Phong's universal form.
We also compute the linear form following [8] , and show that it coincides with linear Poisson brackets.
Two different Hamiltonian structures on the space L correspond to its dual nature, i.e. to two different algebraic structures -Lie group and Lie algebra structures. This dual nature yields two possible representations of the function
where
e ij ⊗ e ji = P u .
Equivalently, in the coordinate notation
Notice, that the latter formula does not provide explicit relations between the original coordinates a i and b i . In fact, they are very complicated. Our main idea is to introduce different coordinates on the space of Lax functions which reflect the multiplicative nature of the Sklyanin bracket. We claim that any function L(z) may be represented in the multiplicative form
where p i and q i are r-dimensional vectors. It seems that a representation of this type first appeared in [5] and later has been used by Borodin [4] .
The following lemma proves the equivalency of additive and multiplicative representations.
Lemma 1. A meromorphic matrix function L(z) in general position (i.e. only with simple poles of rank one) has two equivalent representations:
• an additive representation,
where L 0 is a constant non-degenerate matrix, a i and b i are r-dimensional vectors, and
• a multiplicative representation
where p i and q i are also r-dimensional vectors.
Proof. An additive representation follows immediately from the multiplicative one from taking the residues at the points z i . The converse is a little bit more complicated. First of all, notice that det L has n simple zeroes, which are unordered in the additive representation, but are ordered in the multiplicative representation, since each zero equals to z
Therefore, let us assume that we have an additive representation and some fixed ordering z
Let ψ * be a left eigenvector of L, and the corresponding eigenvalue k have a pole at z d . If the principal part of k is C/(z − z d ), then the principal parts of both sides of the equation In the same way, we can find all the factors B 1 , B 2 , ...B d , which proves the lemma. Now, our claim is that Sklyanin bracket (1) is equivalent to
Strictly speaking, relations (1) do not determine commutators {q l i , p s j } in the unique way. However, formulas (1) follow from (2), which is possible to verify directly in the simplest cases (when r = 2 and d = 2, 3).
Brackets (2) are equivalent to the 2-form
and we are going to show that ω may be obtained from Krichever-Phong's universal formula, which coincides with Sklyanin bracket [9] . In the rational case, the universal form [6, 7] is
are zeroes of det L, and Ψ is an eigen-matrix of L, i.e. LΨ = ΨK, and K is a diagonal matrix. The matrix function Ψ has some poles due to normalization.
In general, form (3) depends on the normalization of Ψ, i.e. transformations of the form Ψ → ΨV , where V is a diagonal matrix. As it is shown in [9] , it is well-defined on the space of Lax functions (i.e. it does not depend on V ) when restricted to the leaves where the one-form δ ln Kdz is holomorphic. 
As a by-product, it turns out that ω is symplectic on these leaves and does not depend on gauge transformations L → gLg −1 , where g ∈ GL(r). Now, we are in a position to prove
The following computation is almost identical to the construction of integrable chains in [9] .
Using the identities
Notice, that the last sum does not have any poles except the points z i and z 
Therefore, our formula for ω becomes
After computing the residues, we obtain
Let us fix some number i. Matrix function T i equals to U i B i , where U i is holomorphic and B i has a simple pole at z i . Ψ i is holomorphic at z i , and K is a diagonal matrix with all but one entries being holomorphic at z i . Without loss of generality, assume that K 11 has a simple pole at z i . The principal part of the identity
, where α i is some scalar function. Combining the latter identity and its variation, we deduce
Similar arguments for Ψ
T and
Substitution of (5) and (6) into (4) completes the proof of the theorem.
Linear form in the rational case
The linear brackets are defined by a formula [10]
or, in the coordinate form
It is instructive to see that in the additive representation
brackets (7) are equivalent to
and that the linear version of Krichever-Phong's universal form
equals to
Similarly to the quadratic case, form (10) is well-defined if and only if the form δKdz is holomorphic [8] . The last requirement yields δL 0 = 0, δL 1 = 0, and the singular (principal) parts of K at the points z i also have to be fixed (the notation here is the same as for the quadratic form).
Since the poles of L(z) are simple, only one entry of K is singular for each z i . Let k i /(z − z i ) be the principal part of the singular entry, and ψ i (z) be the corresponding eigenvector of L(z). Then the principal part of the equation
From the latter identity we deduce that ψ i (z i ) ∝ a i and k i = b 
Since δKdz is holomorphic and Ψ −1 δΨ does not have poles at z i in general position, the last term does not contribute to formula (10), and we can rewrite it as
Each term ω m can be identified [8] with Kirillov's form defined on the orbit of a co-adjoint representation of a Lie group (where the principal part of L(z) at the point z m is identified with the Lie algebra). In the above construction, the principal part of K is fixed at each point z m . It corresponds precisely to the choice of some orbit in the Lie algebra.
Let L m be the residue of L(z) at the point z m . We identify L m with a point of gl * (r), and we also identify the Lie algebra and its dual with help of the Killing form.
Let O m be the orbit in gl * (r) that contains L m . Any tangent vector to O m at the point L m has the form Therefore, the evaluation of δΨΨ −1 on the vector ∂ ξ equals to −ξ up to the equivalency class C(L m ), and the evaluation of ω m on a pair of vectors ∂ ξ , ∂ η is
which coincides with Kirillov's form. One can check that formula (12) is well-defined and does not depend on a choice of representatives of ∂ ξ , ∂ η in gl(r).
Thus, the form ω on the symplectic leaves is nothing more but the KirillovKostant form on the direct product of d coadjoint orbits of GL(r), and it must coincide with (7) .
The inverse of (12) is
Formula (8) Similarly to the quadratic case, commutators {b l i , a s j } are not uniquely defined by (7) and (13).
