Recognizing actions of others across the whole visual field is required for social interactions. In a previous study, we have shown that recognition is very good even when life-size avatars who were facing the observer carried out actions (e.g. waving) and were presented very far away from the fovea (Fademrecht, Bülthoff, & de la Rosa, 2016) . We explored the possibility whether this remarkable performance was owed to life-size avatars facing the observer, which -according to some social cognitive theories (e.g. Schilbach et al., 2013) -could potentially activate different social perceptual processes as profile facing avatars. Participants therefore viewed a life-size stick figure avatar that carried out motion-captured social actions (greeting actions: handshake, hugging, waving; attacking actions: slapping, punching and kicking) in frontal and profile view. Participants' task was to identify the actions as 'greeting' or as 'attack' or to assess the emotional valence of the actions. While recognition accuracy for frontal and profile views did not differ, reaction times were significantly faster in general for profile views (i.e. the moving avatar was seen profile on) than for frontal views (i.e. the action was directed toward the observer). Our results suggest that the remarkable well action recognition performance in the visual periphery was not owed to a more socially engaging front facing view. Although action recognition seems to depend on viewpoint, action recognition in general remains remarkable accurate even far into the visual periphery.
Introduction
Most of the actions that we encounter in everyday life are likely to fall within the visual periphery. Depending on the social engagement, the viewpoint of those action changes. If the actions are directed towards the observer, as it is the case in social interactions, chances are that an observer sees the action from a front facing perspective. In contrast, if the observer is a third person not involved in the interaction, it is likely that she will see the actions from a different viewpoint, e.g. profile view. Does action recognition performance in the visual periphery depend on the viewpoint of the action?
Viewpoint sensitivity
Viewpoint-specific encoding of visual information by neural units seems to be a general organizational principle of the visual system (for an alternative view see Biederman & Gerhardstein, 1993) . There is evidence that visual processes involved in the recognition of objects (Logothetis & Pauls, 1995; Logothetis, 1995; Logothetis, Pauls, Bülthoff, & Poggio, 1994; Tarr, 1995; Tarr & Bülthoff, 1998) , faces (Bruce, Valentine, & Baddeley, 1987; Hill, Schyns, & Akamatsu, 1997; Perrett, Hietanen, Oram, & Benson, 1992; Troje & Bülthoff, 1996; Troje & Kersten, 1999) and actions (Daems & Verfaillie, 1999; de la Rosa, Mieskes, Bülthoff, & Curio, 2013; Jokisch, Daum, & Troje, 2006; Troje et al., 2005; Verfaillie, 1993) are sensitive to the viewpoint of the stimulus. Physiological single cell studies provide supporting evidence by showing that some cells in the temporal cortex are only activated by a particular viewpoint of objects, faces or bodies (Barraclough, Keith, Xiao, Oram, & Perrett, 2009; Jellema, Maassen, & Perrett, 2004; Jellema & Perrett, 2003 Logothetis et al., 1994; Perrett et al., 1989 Perrett et al., , 1992 . As for actions, viewpoint dependent recognition effects have been reliably found under varying testing conditions. For example, viewpoint dependent recognition has been found using biological motion stimuli in a recognition task (de la Rosa et al., 2013; Jokisch et al., 2006) , in an identification task (Prasad & Shiffrar, 2009; Troje et al., 2005) , as well as in an adaptation paradigm with computer-generated mannequins (Benton, Thirkettle, & ScottSamuel, 2016) . However, the viewpoint dependency of action recognition seems to depend on whether the actions are carried out by oneself or by others (Jokisch et al., 2006; Prasad & Shiffrar, 2009; Troje et al., 2005) . Moreover, Daems and Verfaillie (1999) showed that priming stimuli that had the same orientation as the test stimuli were more effective than their mirror-images in an action naming task. Verfaillie (1993) examined the effects of orientation of a point-light walker (i.e. walking to the left or to the right) using short-term priming. Subjects discriminated between a point-light walker and a nonhuman walker. Their results revealed that priming effects only occurred when the priming walker and the test walker had the same orientation. Additionally, physiologically grounded computational models of action recognition outline how viewpoint-sensitive action recognition units are linked to behavioral performance. These models show that view-dependent action recognition can be explained in a physiologically plausible way (Fleischer, Caggiano, Thier, & Giese, 2013; Giese & Poggio, 2003; Lange & Lappe, 2006) . Overall, there is strong evidence in favor of the idea that action recognition mechanisms are tuned to specific views.
Preferred viewpoints for action recognition
The functional role of viewpoint-dependent action recognition mechanisms is unknown. It is possible that viewpoint dependent action recognition is tied to the active social involvement in an interaction in the sense that active engagement in a social interaction often causes observers to see an action from a frontal view. In contrast, observing other people will result in mainly non-frontal views, e.g. profile views. In line with this idea some social cognitive theories suggests the primacy of first person over other views (Vogeley & Fink, 2003) . The origin of this effect is believed to be the activation of perceptual cognitive processes under first person viewing conditions that resemble those when participants are actively engaged in a social interaction (Schilbach et al., 2013) . Supporting evidence for this first person perspective comes from studies showing that participants give socially relevant facial expressions a higher rating when they are directed toward them than toward a third person (Schilbach et al., 2006) . Furthermore, neural activation patterns differed when the facial expressions were directed towards the observer or not. Hence one might expect that front facing actions are better recognized than profile views of the same actions due to their larger visual resemblance to real social interactions.
Differences in visual action recognition between the fovea and the visual periphery
Some evidence suggests that the viewpoint dependent encoding of actions as observed in foveal vision might not straightforwardly apply to peripheral action recognition. Existing studies concerning the perception of biological motion have mainly focused on detection and direction discrimination of locomotive actions (e.g., walking, running) at eccentricities up to 12°(near periphery). Their results show that these actions can be readily detected at small eccentricities (up to 12°), although there was always a disadvantage in the periphery compared with central vision (Ikeda, Blake, & Watanabe, 2005; Ikeda, Watanabe, & Cavanagh, 2013; Thompson, Hansen, Hess, & Troje, 2007) . Thompson et al. (2007) provide evidence that compared to foveal vision the visual periphery suffers from a deficit in segregating signal from noise. Thurman and Lu (2013) showed that in peripheral vision local motion cues, orientation cues and spatial cues interact with each other whereas foveal vision is dominated by global motion cues. These differences between foveal and peripheral vision leave open the question whether orientation sensitivity for action recognition differs between central and peripheral vision. In the present study, one aim was to investigate this question. In the current study, we wanted to examine viewpoint dependent recognition of actions in the visual periphery. Since it is well known that different tasks are associated with different action recognition performances (de la Rosa et al., 2014; Fademrecht, Bülthoff, & de la Rosa, 2016) . We used two recognition tasks to investigate the influence of action orientation (first and third perspective) and action presentation (foveal vs peripheral) on participants' action recognition performance. Specifically in the first recognition task participants categorized actions. Specifically, participants saw six actions (i.e. shaking hands, hugging, waving, slapping, punching and kicking) and reported whether they saw a greeting or an attack. In the other task, participants were asked to report the emotional valence of the same actions (valence task).
Methods

Participants
30 participants (11 males, 20 females) from the local community of Tübingen participated in the experiment. The age ranged from 21 to 32 years (mean: 25.5). All participants received monetary compensation for their participation and gave their informed written consent prior to the experiment. The participants had normal or corrected to normal vision (using contact lenses). The study was conducted in accordance with the Max Planck Society policy and the Code of Ethics of the World Medical Association and has been approved by the ethics committee of the University of Tübingen.
Stimuli
The same stimuli were used as in Fademrecht et al. (2016) . Six actions were acted out by six actors (three female) and recorded via motion capture. Three actions with positive emotional valence (handshake, hugging and waving) and three actions with negative valence (slapping, punching and kicking) were acted out by each actor six times, leading to 216 stimuli in total. The action sequences used as stimuli lasted between 800 and 1500 ms. Each action started with the actor standing in a neutral position and ended with the peak frame of the action. The peak frame of an action is defined here as the point in time just before the actor started moving back into the neutral position. The motion data was mapped onto a grey life-size 'stick-figure avatar' (avatar height: 170 cm, about 32°visual angle; see Fig. 1 ) that participants viewed on a large screen (see below for more details). The figures were either oriented towards the participant (frontal view, first person perspective) or orthogonal to the participant's direction of view (profile view, third person perspective). A stick figure was used instead of a full-fleshed avatar to prevent any other visual cues apart from motion from influencing participant's recognition judgements (for more details about the stimuli, see Fademrecht et al. (2016) ).
Apparatus
Stimuli were presented in 2D on a large panoramic screen with a semi-cylindrical projection system. The semi-circular wide screen was 7 m long (diameter) and 3.2 m high (230°horizontally, 125°vertically). Six EYEVIS LED DLP projectors (1920 Â 1200, 60 Hz) were used to display the stimuli against a grey background. The geometry of the screen can be described as a quarter-sphere. The visual distortions caused by the curved projection screen were compensated with the use of warping technology software. With this setup visual stimuli can be presented to the whole horizontal human visual field. Participants placed their head on a chin and forehead rest. An eye tracker (Eyelink II, SR Research Ltd., Canada) was used to control for eye movements. If the participant's gaze shifted more than 2°away from the fixation cross in the middle of the screen (0°) the trial was discarded. When the stick figure was presented at 0°it was presented behind the cross. The Unity 3D (Unity Technologies, USA) game engine in combination with a custom written control script was used to control the presentation of the stimuli and to collect responses.
Procedure and design
Prior to the experiment an oral explanation of the experimental procedure was given to each participant. Each trial began with the presentation of a fixation cross in the middle of the panoramic screen and an eye tracker started to record eye movements. Participants were instructed to keep their gaze fixated on the fixation cross while a moving stick figure appeared at one of eleven positions in the participant's visual field. Trials with a gaze shift larger than 2°were discarded from the analysis (0.6% of the trials). The task was to answer one of the following two questions in a between-subject design. Participants either answered the question ''Was the action a greeting or an attack?" meaning that they categorized the action (categorization task), or they answered the question ''Was the action positive or negative?" to evaluate the emotional valence of the viewed action (valence task). The categories 'greeting' and 'attack' were chosen according to the results of de la Rosa et al. (2014) that indicate that participants identify handshake hugging and waving as greeting. For the valence task participants were told to evaluate whether they considered the action as being a positive action or a negative action. Participants were instructed to answer as fast and as accurately as possible. They could answer as soon as the stick figure appeared on the screen. In case participants did not respond before the end of the animation sequence, a prompt appeared on the screen, displaying the above mentioned question and the response keys on a keyboard for the two answer options (1 or 0 on the keyboard; answer-key assignment was counterbalanced across participants). We manipulated the position of the stick figure in the participant's visual field so that it appeared 0°, 15°, 30°, 45°, 60°or 75°away from fixation (eccentricity; see Fig. 1 ). In half of the trials the action was oriented towards the participant (frontal view) and in the other half of the trials the actions were shown in profile view. The factors emotional valence (positive vs. negative), orientation of actions (frontal vs profile) and positions (0°, 15°, 30°, 45°, 60°, 75°) on the screen were completely crossed and the testing order was randomized within a participant. Each factor combination was probed 20 times for a total of 480 trials (=20 repetitions Â 6 positions Â 2 emotional valences Â 2 orientations). Within each of the factor combinations the target appeared 9 times to the left, and 9 times to the right of the fixation cross and 2 times at the location of fixation cross (i.e. 0°). The 216 stimuli (=6 actions Â 6 actors Â 6 repetitions by each actor) were shown on average 2.2 times in the 480 trials.
A separate group of 15 participants performed each recognition task, hence recognition task (action categorization task vs valence task) was a between-subjects factor. Stick figure position and orientation were within-subject factors. Reaction times and accuracy served as dependent variables. At the beginning of an experiment participants received a short training of 10 trials in order to get familiarized with the setup and the task. The stimuli used in the training trials were different from stimuli in the test trials.
Results
Reaction times
Reaction times higher than 3.5 s were regarded as outliers and removed from further analysis (0.25% of the trials). Participant's mean reaction times for correct trials increase with eccentricity for both recognition tasks and both stimulus orientations (Fig. 2) . A three-way mixed-design ANOVA revealed a significant main effect of eccentricity (F(5, 140) = 112.56, g 2 p = 0.36, p < 0.001) . The analysis revealed no other main effects (all other p values higher than 0.05). There was no effect of the recognition task on participant's reaction times. There was a significant interaction between eccentricity and stimulus orientation (F(5, 140) = 8.49, g 2 p = 0.003, p < 0.001), which indicates that the increase of reaction times with eccentricity differed across stimulus orientations. Bonferroni corrected pairwise t-tests (significance level: p = 0.008) showed, no significant difference for the two stimulus orientations at 0°( t paired = 3.12, df = 29, p = 0.92) and 15°(t paired = À2.13, df = 29, p = 0.04). For all other more peripheral presentations, there was a significant difference between the two stimulus orientations (30°: t paired = 3.12, df = 29, p = 0.004; 45°: t paired = 3.12, df = 29, p = 0.004; 60°: t paired = 5.24, df = 29, p < 0.001; 75°: t paired = 4.12, df = 29, p < 0.001). Thus, shorter reaction times were registered in profile view than frontal view trials for positions beyond 15°eccentricity. The ANOVA showed further that all other two-way interactions and the three-way interaction were non-significant (all p values higher than 0.05). An ANOVA of the data for all eccentricities below 60°revealed a significant main effect of eccentricity for both frontal and profile view (frontal view: F(3, 84) = 39.94, g 2 p = 0.04, p < 0.001; profile view: F(3, 84) = 28.54, g 2 p = 0.03, p < 0.001). This shows that the effect of eccentricity on reaction times is not completely owed to the two highest eccentricities (60°, 75°).
Because better recognition performance with profile views was unexpected in terms of first person perspective account we were interested in whether the larger amount of motion in the profile view might explain the superior recognition performance observed with the profile view. To determine the amount of visual information seen by the participants in each orientation we calculated the average number of pixels that changed between two successive movie frames across an entire binarized movie where pixels belonging to the stick figure had a value of 1 and 0 otherwise. We determined the average number of changed pixels for each action separately. Moreover, we calculated the average reaction time across all experimental conditions for each action. We then correlated the mean reaction times with the average number of pixel change. Since the change in amount of visible pixels shows the amount of visual information that is shown on the 2D plane, this correlates with the 2D motion energy of the stimuli. As expected, the profile view has a significantly higher visible motion energy than the frontal view as revealed by comparison using a ttest (t paired = 3.43, df = 188, p < 0.001). The result of a correlation analysis between amount of motion information and reaction time was non-significant (r = 0.084, t = À1.819, df = 357, p = 0.24).
Accuracy
Accuracy for both tasks and both stimulus orientations decreased with eccentricity and was above chance level up to 75° (Fig. 3) . The results of a three-way repeated measures ANOVA revealed a significant main effect of eccentricity (F(5, 140) = 1.46, g 2 p = 0.69, p < 0.001). The analysis revealed no other main effects (all p values higher than 0.05). The two-way interaction between eccentricity and stimulus orientation was significant (F(5, 140) = 4.51, g 2 p = 0.03, p < 0.001), which indicates that the decrease of accuracy with eccentricity differed across stimulus orientations. Bonferroni corrected A pairwise t-tests (significance level: p = 0.008) showed a significant difference between frontal view and profile view only at 45°eccentricity (t paired = 3.14, df = 29, p = 0.003), with higher accuracy for the frontal view (all other p values higher than the significance level after Bonferroni correction for all other positions). All other two-way interactions and the threeway interaction were non-significant (all p values higher than 0.05). An ANOVA of the data for all eccentricities below 60°revealed a significant main effect of eccentricity for both frontal and profile view (frontal view: F(3, 84) = 9.22, g 2 p = 0.104, p < 0.001; profile view: F(3, 84) = 3.17, g 2 p = 0.036, p < 0.001). Therefore, the effect of eccentricity on accuracy is not completely owed to the two highest eccentricities (60°, 75°). We correlated the mean accuracy with the average number of pixel change. The result of a correlation analysis between amount of motion information and accuracy was nonsignificant (r = À0.13, t = À1.82, df = 359, p = 0.07).
In order to investigate whether the viewpoint invariance in central vision was owed to a ceiling effect, a one-sided t-test against 100% accuracy was calculated that showed no ceiling effects for accuracy performance in central vision (t = À9.78, df = 59, p < 0.001). A significant speed accuracy effect was found for central vision (F(1,28) = 13; p < 0.01) and 45°eccentricity (F(1,28) = 6.38; p < 0.02), meaning that at those two positions in the visual field participants that answered more slowly but exhibited a higher recognition accuracy. To examine the relationship between amount of motion information (i.e. change in amount of pixels, see previous section) a correlation analysis using a linear model showed no significant relation (F(1,181) = 0.097; p = 0.756).
Discussion
In sum, our accuracy and reaction time data revealed a decreasing recognition performance with eccentricity for all action stimuli. The major effect of stimulus orientation was visible in the reaction time data. We found that participants were faster for profile views than frontal views beyond 15°eccentricity. The results have shown that the recognition of human actions is more strongly viewpointdependent in the visual periphery than in central vision. Further analyses revealed that the amount of visible motion information was larger in profile views. For example, when participants saw a punch action that was directed toward them the motion mainly consisted of an increasing fist size, while in the profile view, the motion information consisted of the stretching of the arm. These additional motion cues in the profile view could help recognition especially in far periphery where the visual resolution is low (Larson & Loschky, 2009 ). However, we found no significant correlation between reaction times and visible motion information as well as between recognition performance and visible motion information in our stimuli. This result is in line with our previous study (Fademrecht et al., 2016) , where we showed that the motion information of dynamic action stimuli has no specific influence in the visual periphery compared to central vision.
As measure for visible motion information, we considered the amount of changed pixels between two subsequent frames. Another approach would be to compute the 2D optic flow. However, for 2D optic flow calculations, additional assumptions regarding the sampling area and the orientation tuning of motion filters are necessary. This choice of parameters alters the measured amount of motion. As we were not interested in the motion direction and the exact spatial location of the motion, we considered only the actual physical change of visual information given on the screen as amount of pixel change. We argue that this calculation should be sufficient to reveal an influence of the amount of visual information on the recognition of the actions.
The stimuli used in this study are social actions. Therefore, the aspect of social interaction is important in our experiment. One might expect that the recognition of social actions from the firstperson perspective (frontal view condition) should have an advan- tage over the recognition of an action from the third-person perspective (profile view condition). In our study, the two stimulus orientations result in a significant difference in recognition performance. However, this difference was found only in far periphery, not in central vision or near periphery. In far periphery, the third-person perspective (profile view condition) led to shorter reaction times than the first-person perspective (frontal view condition). Therefore, our results do not confirm the prediction of an advantage of first-person over third-person perspective. In contrary, we argue that in the far periphery the lower resolution and therefore the need for more visual information counteracted any potential effect of the viewer's perspective of the presented actions. Johnson, McKay, and Pollick (2011) showed that gender and emotion judgments interact with males being perceived as angrier than females. This, coupled with the observation that males often are found to have faster movements and that angry movements are often fast (Pollick, Paterson, Bruderlin, & Sanford, 2001) , raises the question whether the actor's gender could have modulated the current results. Here we used a counterbalanced number of male and female actors (3 male, 3 female) all remapped onto the same body (stick figure), which should minimize the risk of a gender bias in our results. Moreover, we found no correlation between the visible motion information and reaction times and accuracy, respectively. This speaks against a motion-mediated effect of emotion as suggested by Jonson and colleagues (2011) . Yet, the exact influence of gender on emotional judgements in the visual periphery is an interesting avenue for future research. The high accuracy up to 45°eccentricity shows that participants had no difficulty to categorize the actions into the categories 'greeting' and 'attack' and correctly evaluated the emotional valence. This indicates that the choice of the categories was adequate for the tested actions.
The accuracy results reveal a higher recognition performance for the frontal view at 15°eccentricity. This difference in recognition performance was not owed to a speed-accuracy trade off. Why the frontal view leads to a higher performance at 45°eccen-tricity only is an open question and would require further research to be answered. A significant speed-accuracy trade off occurred only for central vision and eccentricities larger than 30°. Since in central vision action recognition was viewpoint-independent, whereas in far periphery recognition was viewpoint-dependent, the speed-accuracy trade off cannot explain the viewpoint dependency that we found in the periphery.
Our results point towards an image-based representation where the actions are encoded as a set of view-specific representations, at least in the visual periphery. For recognition processes in central vision the viewpoint from which the action is seen does not influence recognition performance. Besides better visual abilities, it could be additionally explained by the high degree of expertise, humans gain for the recognition of social actions in their central vision over the course of their life. Usually, people redirect their gaze toward specific events in their surroundings, therefore they might reach a higher expertise for action recognition in the central part of their visual field.
Our study lines up with recent efforts that aim at investigating the robustness of action recognition. For example, Thornton, Wootton, and Pedmanson (2014) examined the recognition of actions that were presented at various distances from the viewer and found that performance remains remarkably good even when the stimulus is moved far away from the observer. Here, we also find a high level of recognition despite the lower visual acuity in the visual periphery (Kerr, 1971; Millodot, 1972 ). Accuracy was above chance level at all tested eccentricities. It is noteworthy that in their 2001 study, Thorpe, Gegenfurtner, Fabre-Thorpe, and Bülthoff (2001) also reported a recognition performance above chance level for the recognition of static images of animals up to at 70.5°eccentricity. We show with our study that a similarly high performance can be reached for the recognition of social actions up to 75°.
In the present study, the type of recognition task used had neither an effect on participant's reaction times, nor on their accuracy. The single significant main effect revealed by our analysis, the effect of eccentricity, was qualified by a single interaction that showed that this factor affected recognition performance in both stimulus orientations differently, independently of the task. In our previous study (Fademrecht et al., 2016) , we found in contrast a significant difference between the valence and the categorization task. A significant difference in terms of reaction times and accuracy was found between the valence task and the lower level categorization task (i.e. categorization on the subordinate level). How can one explain those differing results? In fact the categorization task used in both studies differed. In the current study the higher level categorization task (i.e. categorization on the basic level) was used for categorization. For the valence task participants had the answer options 'positive' or 'negative' and in the categorization task they answered either with 'greeting' or 'attack'. Both tasks could be answered with the same response strategy. Why we found a difference in reaction times between the valence and the categorization task in the previous study but not in the current study requires further investigation.
Conclusion
Our results have shown that the recognition of human actions is more strongly viewpoint-dependent in the visual periphery than in central vision. Moving actors in profile views are faster recognized than in frontal views in far visual periphery. We explain our results by the higher amount of visual information provided by the profile view of our action stimuli. This higher amount of information helps recognition in low-resolution visual fields more than a potentially higher emotional involvement of the observers when the action is directed toward them. In the case of actions presented in central vision, higher expertise and high visual resolution eliminate any potential differences between stimulus presentation conditions.
