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Nonlinear PDEs for Fredholm determinants
arising from string equations
M. Adler† M. Cafasso‡ P. van Moerbeke§
Abstract
String equations related to 2D gravity seem to provide, quite naturally and
systematically, integrable kernels, in the sense of Its-Izergin-Korepin and Slavnov.
Some of these kernels (besides the “classical” examples of Airy and Pearcey) have
already appeared in random matrix theory and they have a natural Wronskian
structure, given by one of the operators in the string relation [L±, Q±] = ±1,
namely L±. The kernels are intimately related to wave functions for Gel’fand-
Dickey reductions of the KP hierarchy. The Fredholm determinants of these
kernels also satisfy Virasoro constraints leading to PDEs for their log derivatives,
and these PDEs depend explicitly on the solutions of Painleve´–like systems of
ODEs equivalent to the relevant string relations. We give some examples coming
from critical phenomena in random matrix theory (higher order Tracy–Widom
distributions) and statistical mechanics (Ising models).
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1 Introduction
String equations have been introduced in the context of (p, q) minimal models
coupled to gravity by Douglas [16] in 1990; their connections with different areas
of the theory of integrable systems have been studied, after Douglas himself,
by many different authors, see [15] and references therein. Kac and Schwarz,
in particular, related string equations to the Sato’s Grassmannian formulation
of KP theory [18, 26], while Moore provided analogous connections with the
matrix Lax formulation of Drin’feld–Sokolov hierarchies and, more importantly,
with the theory of isomonodromic deformations [24, 25]. More recently, some
connections between the whole set of (p, q) string equations and the scaling limit
of Christoffell–Darboux kernels in multi–matrix models have been suggested in
[9].1
The purpose of this paper is to show how the basic KP integrable structure
behind string relations leads to PDEs for the log of the Fredholm determinants
of intrinsically associated kernels, the PDEs themselves containing explicitly the
solutions to the “Painleve´-like” equations derived from the string relations. To
be precise, consider the string relations for the following differential operators of
1Curiously enough, while the connection between the scaling limit of random matrices and
string equations is known in the physics literature since the nineties, we are unable to make ref-
erence to any work giving, even conjecturally, the general form of the scaling limit of Christoffel–
Darboux kernels in terms of the aforementioned string equations.
1
orders2 p and q (relatively prime) in D :=
∂
∂x
:
[
L±p;Tq , Q±p;Tq
]
= ±1, (1.1)
L±p;Tq := Dp +
p−2∑
i=0
θ±i D
i, Q±p;Tq :=
q∑
ℓ=1
Tp+ℓ
(
L±
ℓ
p
p;Tq
)
+
, (1.2)
where Tq := (Tp+1, . . . , Tp+q) are some constants, L−p;Tq is the formal adjoint of
L+p;Tq and analogously for Q±p;Tq .
As it is known in the context of isomonodromic deformations [25], these string
relations are solved in θ+0 , . . . , θ
+
p−2 by a “Painleve´–like” system of ODEs of the
form3
q∑
ℓ=1
Tp+ℓ
(
δHpℓ
δθ+0
, . . . ,
δHpℓ
δθ+p−2
)
+ n = 0, (1.3)
where
Hpℓ :=
p
p+ ℓ
tr(L+
p+ℓ
p
p;Tq
), (1.4)
“tr” denotes the Adler’s trace [1]
tr
(∑
i
aiD
i
)
:= D−1a−1,
and n is the generic solution of the equation J1n = e
T
1 , where J1 is the (p −
1) × (p − 1) matrix giving the first symplectic structure of the Gel’fand–Dickey
hierarchy (see Section 2.1).
Now denote with Ψ±p;Tq the KP wave functions associated to the differential
operators L±p;Tq , satisfying the eigenvalues equations
L±p;Tq(x, t; z)Ψ±p;Tq(x, t; z) = zpΨ±p;Tq(x, t; z) (1.5)
together with the following asymptotic conditions at infinity
Ψ±p;Tq(x, t; z) = e
±(xz+
∑∞
i=0 tiz
i)
(
1 +O
(
1
z
))
(1.6)
2In this paper the role of p and q have been interchanged with respect to the usual convention
in physics literature (see for instance [16]). We apologize for the inconvenience, but we preferred
to remain consistent with the notation adopted in [2].
3Of course analogue formulas can be written also for the variables θ−0 , . . . , θ
−
p−2.
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and additional equations describing the evolution with respect to t := (t1, t2, t3, . . .)
(see Section 2.1). The wave functions above, together with the string relations
(1.1), lead quite naturally to a Wronskian kernel (see (3.12)) defined by the equa-
tion:
DK
p;Tq
x;t (λ, λ
′) := (1.7)
Φ−p;Tq(x, t;λ
1
p )
(
L+p;TqΦ+p;Tq(x, t;λ
′ 1
p )
)
− Φ+p;Tq(x, t;λ
′ 1
p )
(
L−p;TqΦ−p;Tq(x, t;λ
1
p )
)
i(λ′ − λ) .
The Φ±p;Tq are properly renormalized wave functions, namely
Φ±p;Tq(x, t; z) :=
1√±2πpzp−1 e±
∑q
ℓ=1
p
p+ℓ
Tp+ℓz
ℓ
Ψ±p;Tq(x, t; z). (1.8)
Using this integrable picture (namely combining the KP bilinear equations with
relevant Virasoro constraints) we show, giving several physically–relevant exam-
ples, how to derive non–linear PDEs for the log of the Fredholm determinants on
L2(R):
det
(
1− 2πµχEK(p,Tq)x,t (λ, λ′)
)
most ti=0
, (1.9)
where E is a collection of intervals with endpoints {ai}ri=1 and χE is its indicator
function. These PDEs will depends on the parameters x, the non–zero ti, the
constants Tq = (Tp+1, . . . Tp+q), and also on the operators
∂ :=
r∑
i=1
∂
∂ai
, ε :=
r∑
i=1
ai
∂
∂ai
, (1.10)
and the variables θ+0 , . . . , θ
+
p−2 satisfying the Painleve´–like ODEs (1.3). Such Fred-
holm determinants arise naturally in random matrix theory. The simplest case
is for q = 1; it has already been considered (for p arbitrary,) in [2]. Indeed, for
(p, q) = (2, 1) and (p, q) = (3, 1), the kernels (1.7) correspond to the Airy and the
Pearcey kernel respectively. As we will show in this paper, the case (p, q) = (2, 3)
has been considered in [12] and the generalization for p = 2 and q arbitrary in
[11]. At the moment we are not able to give a “physical” meaning to all the
kernels defined by (1.7) or in particular their Fredholm determinants, but it is
just natural to relate them to the (p, q) kernels described in the introduction of
[9] and conjecturally associated to critical phenomena in multi–matrix models.
3
For example, consider with Claeys and Vanlessen [12] the unitary random
matrix model with probability measure
1
Zn
e−nTrV (M)dM (1.11)
where V is a polynomial such that, in the large n limit, the density of state ρ
behaves at the endpoint of an interval x0 like ρ ∼ c|x − x0|5/2. This is achieved
by setting
V (z) =
1
20
z4 − 4
15
z3 +
1
5
z2 +
8
5
z + αz + β(z3 − 6z) (1.12)
and letting n→∞, α, β → 0 in such a way that that n6/7α→ c1x, n4/7β → c2t,
for some constants c1, c2, with x and t being parameters. Then the usual 2–point
correlation kernel Kn(x, y) (Christoffel–Darboux kernel) has a universal limit,
namely
lim
n→∞
1
cn
2
7
Kn
(
x0 +
u
cn
2
7
, x0 +
v
cn
2
7
)
= K(1)(u, v; x, t) = iK
(2,T5)
x;0 (u, v) (1.13)
with T5 = (−t/2, 0, 0, 0, 1/30) and K(2,T5)x;0 (u, v) is given by (1.7) (see section 4.1).
By Proposition 5.3 this leads to the following PDE for the log of the Fredholm
determinant:
U(E, x, t) := log det(1I− 2πµK(2;T5)x,0 χE),
namely{
60∂∂xU+30t∂
2
xU−6∂2t U+∂t∂2xU+6∂2xU∂x∂tU+6y∂x∂tU, ∂2xU
}
x
+ 6
(
∂2xU
)2
∂ty = 0;
(1.14)
with y = y(x, t) the solution to the Painleve´ equation PI2 (the second member
of the Painleve´ I hierarchy), namely4
1
6
y3 +
1
24
(∂xy)
2 +
1
12
y∂2xy +
1
240
∂4xy − ty + x+ c = 0,
(1.15)
y(x, t) = ∓ (6|x|) 13 ∓ 6 23 t|x|− 13 +O (|x|−1) , x→ ±∞.
More generally Claeys, Its and Krasovsky in [11] have considered the case where
ρ ∼ c|x− x0|(4k+1)/2 at the endpoint. In this case one should set
V (z) = V˜ (z) +
2k−1∑
j=0
αjVj(x), (1.16)
4The case of [12] would correspond to c = 0 and E = [s,∞).
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with n → ∞, αj → 0 appropriately. Then the 2-point correlation kernel Kn is
conjectured to have a universal limit
lim
n→∞
1
cn
2
4k+3
Kn(x0 +
u
cn
2
4k+3
, x0 +
v
cn
2
4k+3
) := K(k)(u, v; x,T4k+1) = iK
(2,T4k+1)
x,0 ,
(1.17)
with T4k+1 = (T3, 0, T5, 0, T7, . . . , T4k+3). The methods of section 5 would lead to
a PDE for det(1 − χ[s,∞)K(k)(u, v; x,T4k+1)), depending on the parameters x, s,
some of the T2j+1 and the variable θ0(x,T4k+1) satisfying the equation (belonging
to the Painleve´ I hierarchy)
2
2k+1∑
j=1
T2j+1ωj
(
θ0
2
)
+ x = 0 (1.18)
where ωj are the Gel’fand–Dickey polynomials defined in (2.45). Very interest-
ingly the results obtained in [11] have been rederived recently [5] using the Lax
operators related to orthogonal polynomials and their asymptotics in the double
scaling limit.
The following two examples come from matrix models and statistical me-
chanics; both of them are taken from [15] and they relate Ising models to some
multi–matrix models. First consider the so–called critical Ising model, which has
a realization as a two-matrix model possessing the string relations
[L+3;T4, Q+3;T4 ] = 1,
with T4 = (0, T5, 0, 1) and with
L+3;T4 =
(
(D2 − u) 32
)
+
+
3
2
w = D3 − 3
2
uD +
3
4
(2w − u′),
Q+3;T4 =(L
+ 4
3
3;T4
)+ + T5(L+
2
3
3;T4
)+. (1.19)
Then u and w are a solution of the Painleve´-like system of equations

1
2
w′′ − 3
2
uw +
3
2
T5w + t2 = 0,
1
12
u(iv) − 3
4
uu′′ − 3
16
(u′)2 +
1
4
u3 − 1
4
T5(3u
2 − u′′) + 3
2
w2 + x = 0,
(1.20)
and it is a consequence of Proposition 5.4 that the log of the Fredholm determinant
V (E, x, t2) := log det(1I− 2πµK(3;T4)x,t χE)
∣∣∣
ti=0
i6=2
5
satisfies the following PDE involving u and w (set ∂i :=
∂
∂ti
):
3T5∂2∂xV −3∂∂xV +∂3x∂2V +6(∂2xV )(∂x∂2V )−12u(∂x∂2V )+6w∂2xV = 0. (1.21)
The last case we consider is related to the so-called tricritical Ising model (see
again [15] and references therein) and is expressed via the string equation
[L+4;T5, Q+4;T5 ] = 1,
with T5 = (0, 0, 0, 0, 1) and with
L+4;T5 = (D2 − u)2 + wD +Dw + v,
(1.22)
Q+4;T5 = (L
+ 5
4
4;T5
)+,
with u, v and w satisfying the Painleve´-like system of equations (4.16). It is a
consequence of Proposition 5.5 that the log of the Fredholm determinant
W (E, x, t2, t3) := log det(1I− 2πµK(4;T5)x,t χE)
∣∣∣
ti=0
i6=2,3
satisfies the following PDE depending on u, v:
1
5
∂6xW − 4∂23W + 2∂2x∂3W + 12
(
∂2xW
)3
+ 6
(
∂4xW
) (
∂2xW
)
+ 12
(
∂2xW
)
(∂x∂3W )
−72u (∂2xW )2 − 12u(∂4xW )− 24u(∂x∂3W ) + (9v + 72u2 − 18u′′) ∂2xW = 365 ∂∂xW.
(1.23)
The PDEs (1.14),(1.21) and (1.23) are new. The technique used to derive the
PDEs, given in section 3, is a generalization of the methods of [4, 2]. Section
2 contains a quick review of KP theory from [13, 14] and [4, 3, 2], plus a quick
discussion with proofs of needed facts from the theory of string equations, since
it is not easy to find actual proofs in the literature (see also [24]). In section 3 we
introduce the (p, q) kernels, put them into a useful Wronskian form (showing en
passant that they are integrable kernels in the sense of [17]) and, moreover, derive
the Virasoro relations we shall need to derive the PDEs. Section 4 provides the
examples we discuss in the paper and finally in section 5 we derive the PDEs for
the log of the Fredholm determinants involving the kernels coming from section
3 restricted to our examples of section 4. In this paper, as opposed to [2], we
choose not to state a general PDE theorem, but rather explain a general method
and implement it in a few well chosen examples. Given the diversity of string
6
relations, that seemed the most transparent way to proceed.
There are certainly many open questions remaining, here we present a list of
the most important ones.
· It would be nice to use the PDEs to derive useful asymptotic information
about the Fredholm determinants, but that would probably require some
insight into the solutions of our Painleve´-like equations.
· The theory of Eynard–Orantin symplectic invariants have been applied to
the study of integrable kernels in many different articles [9, 8, 22, 10]. Nev-
ertheless, till now, just the case of hyperelliptic curves (and related (2× 2)
Lax systems) have been studied. An interpretation of our kernels in terms
of symplectic invariants could give some insight on the asymptotics of the
Fredholm determinants (see previous point), as it has been done for the
Tracy–Widom distribution in [10].
· In [11] the authors proved that the Fredholm determinants related (in our
language) to (2, q) string equations are all expressible in terms of the so–
called Hasting–Mc Leod solution of PII, already appearing in the expression
of the Tracy–Widom distribution. In would be extremely interesting to re–
derive their results with the formalism presented here. After the first version
of this article appeared, the results obtained in [11] have been rederived in
[5] using the Lax formalism. As noticed by Akemann and Atkin, their work
give a partial answer to this question that deserve further investigations.
· The physical significance of the Fredholm determinants going with the Ising
models is, to our knowledge, not known. More generally it would be in-
teresting to find the physical significance of the whole class of kernels we
introduced. This appear to be an ambitious project, since even for the (p, 1)
cases presented in [2], this result has not been achieved.
· We do not know (as it is customary when differential equations are ob-
tained with the method developed in [4, 2]), if our PDEs posses a (properly
formulated) Painleve´ property. Also a Lax formulation of these PDEs is
missing.
2 KP theory and (p, q)–string equations
The basic tools we will need from the theory of integrable systems is the Sato’s
Grassmannian description of the KP hierarchy, Gel’fand–Dickey reductions (see
7
for example [13, 14, 4, 3, 23]) and their relations with the solutions of the so–called
(p, q) string equations, i.e. equations of type
[Dp,Dq] = 1, (2.1)
where Dp and Dq are differential operators of order p and q (see for instance
[26, 25, 24] and references therein). In this section we briefly recall the notations
and some results we used in [2] and add (in the next two subsections) some facts
related to the equation (2.1).
The KP hierarchy is a (infinite) set of integrable PDEs for a function τ(t)
depending on a (infinite) set of variables t := (t1, t2, t3, . . .). The whole set of
equations is encoded in the famous bilinear identity∮
∞
τ(t− [z−1])τ(t′ + [z−1])e
∑∞
i (ti−t
′
i)z
i
= 0. (2.2)
In the expression above we denoted [z] := (z, z2/2, z3/3, . . .) (and similarly for
z−1); the equations of the hierarchy are obtained expanding the integrand as a
formal Laurent series about z−1 = 0 and then taking the (formal) residue about
z =∞.
The hierarchy can also be written in Lax form as follows. Let us start setting
t := t+ xe1 = (x+ t1, t2, t3, . . .), ∂t :=
(
∂
∂t1
,
1
2
∂
∂t2
,
1
3
∂
∂t3
, . . .
)
(2.3)
and denoting with pi(t) the classical Schur polynomials defined by:
e
∑∞
i=1 tiz
i
=
∞∑
i=0
zipi(t); (2.4)
we also define the wave operator W = W (t¯)
W :=
τ(t¯− [D−1])
τ(t¯)
e
∑∞
1 tiD
i
=
(
∞∑
j=0
pj(−∂t)τ(t¯)
τ(t¯)
D−j
)
e
∑∞
1 tiD
i
. (2.5)
Denoting with H∗ the formal adjoint of a given pseudo–differential operator H
(the formal adjoint acts through the formula (a(x)Dj)∗ := (−D)ja(x), j ∈ Z
and linearity) we can define the wave function Ψ+ and Lax operators L+,M+
together with their adjoints (denoted with the minus sign)
L+ :=WDW−1, M+ := WxW−1, Ψ+ := Wexz
L− := (W−1)∗(−D)W ∗, M− := (W−1)∗xW ∗, Ψ− := (W−1)∗e−xz.
(2.6)
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One should think of L± and M± as the “dressing” of ±D and x while the wave
functions Ψ± are “dressing” of e±xz; this leading to the following relations, which
result from “undressing” the operators and functions, to wit:
L±Ψ± = zΨ±, M±Ψ± = ± ∂
∂z
Ψ±, [L±,M±] = ±1. (2.7)
Equations (2.6), together with the bilinear identity (2.2), gives Sato’s formula for
the wave function and its deformation equations5
Ψ±(t¯; z) = e±(xz+
∑∞
i=1 tiz
i) τ(t¯∓ [z−1])
τ(t¯)
,
∂
∂ti
Ψ± = ±(L±i)+Ψ±, i ∈ Z+,
(2.8)
and these deformations, finally, give as compatibility conditions the Lax equa-
tions:
∂
∂ti
L± =
[±(L±i)+, L±] i ∈ Z+, (2.9)
leading to the famous KP equation describing shallow water waves in R2 for
q = ∂
2
∂x2
log τ(t¯), with (t2, t3) = (y, t):
qxxxx + 12q
2
x + 12qqxx + 3qyy − 4qxt = 0.
Following Sato we associate, to any KP solution, two subspaces W± in Sato’s
Grassmannian of vector spaces spanned by a formal basis of the form{
zsi
(∑
j≤0
aijz
j
)}
i≥0
, si = i eventually
through the formula
W± := spani≥0{DiΨ±(x, 0; z)}; (2.10)
these linear spaces W± are t–deformed by the KP flows via
W±(t) = e∓
∑∞
i=1 tiz
iW±. (2.11)
We also need, in the sequel, the following mapping from z–operators A to x–
operators PA given by
5Here and below L−i means (L−)i and not L to the power −i (on the other hand we did
not introduce any operator L), while, given a pseudo–differential operator A :=
∑
i aiD
i, we
denote A+ =
∑
i≥0 aiD
i, A− = A−A+.
9
A+Ψ+ :=
∑
−∞<i<∞
∑
j≥0
cijz
i
(
∂
∂z
)j
Ψ+ =
∑
i,j
cij(M
+)j(L+)iΨ+ =: P+A+Ψ+,
A−Ψ− :=
∑
−∞<i<∞
∑
j≥0
cij
(
− ∂
∂z
)j
ziΨ− =
∑
i,j
cij(L
−)i(M−)jΨ− =: P−A−Ψ−,
(2.12)
where the equalities are proven using (2.7). The following implication follows
from (2.12) and relates the invariance properties ofW± with regard to differential
operators in z to properties of the associated differential operator in x.
A+W+ ⊂ W+ ⇐⇒ P+A+ = (P+A+)+ ⇐⇒ A−W− ⊂ W−. (2.13)
2.1 p–reduced KP–hierarchies and (p, q)-string equations.
The KP hierarchy contains, as reductions, the so–called Gel’fand–Dickey hierar-
chies, which we shall refer to as the p–reduced KP hierarchies. The following
lemma is well known and it has been already proven, with this notation, in [2]:
Lemma 2.1 Let p be a non–negative integer. Given a point W+ in the Sato’s
Grassmanian and let L+ and τ be the Lax operator and the tau function of the cor-
responding solution of the KP hierarchy. The following conditions are equivalent
and are conserved along the KP flows.
1. zpW+ ⊆ W+
2. L+p = (L+p)+
3. τ does not depend on tnp for any n ≥ 1, modulo a removable factor of the
form e
∑∞
i=1 cntnp .
This lemma leads us to the following definition:
Definition 2.2 The p–reduced KP–hierarchy is the KP–hierarchy supplemented
with one of the (equivalent) conditions 1. 2. or 3. of Lemma 2.1.
In the case of p–reduced KP hierarchies the relevant Lax operator, rather then
being L+, is its pth power L+p, since the latter is a differential operator. Indeed,
upon using the Lax formulation of the KP hierarchy and setting
L± := L±p,
10
one finds equations
L±Ψ± = zpΨ±, ∂Ψ
±
∂ti
= (±L±i/p)+Ψ±, i ∈ Z+ (2.14)
and their compatibility conditions give the Lax formulation of the p–reduced KP
hierarchy:
∂L±
∂ti
=
[
(±L±i/p)+,L
]
, i ∈ Z+. (2.15)
In [2] we used, in order to develop our theory, some particular solutions of p–
reduced KP hierarchies satisfying an additional invariance property. Let’s start
defining a z–operator
A±p (z) := z ±
1
pzp
(
z
∂
∂z
− p− 1
2
)
; (2.16)
it is easy to check that A±p satisfies the following condition:
[A±p (z), zp] = ±1.
The operator Ap is sometimes called the Kac–Schwarz operator after the seminal
paper [18]. As a matter of fact it determines uniquely, by invariance, a unique
point in the Sato’s Grassmanian corresponding to a solution of the p–reduced
KP hierarchy, as specified in the Theorem below. Parts of this theorem already
appeared in [18] and [4], but perhaps with sketchy proofs for the case p > 2; in
[2] a complete proof can be found.
Theorem 2.3 The invariance conditions
zpW+ ⊂ W+, A+pW+ ⊂ W+, (2.17)
determine uniquely a planeW+p ∈ Gr, which moreover uniquely determinesW−p ∈
Gr by the relations
zpW− ⊂ W−, A−pW− ⊂ W−. (2.18)
The W±p are linearly generated by the eigenfunctions ϕ±p of the operators
(A±p )p,
namely:
W±p = spani≥0{(A±p )iϕ±p } (2.19)
with
(A±p )pϕ±p = zpϕ±p , ϕ±p (z) = 1 +
∞∑
1
a±i
zi
, (2.20)
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the latter which uniquely determines ϕ±p (z).
The corresponding p–reduced KP wave functions Ψ±p (x, 0; z) are then uniquely
specified by
Ψ±p (0, 0; z) = ϕ
±
p (z)
A±p (z)Ψ±p (x, 0; z) = ±
∂
∂x
Ψ±p (x, 0; z).
(2.21)
Given our subspaces Wp we want to move them along the KP flows so to get
solutions of p–reduced KP equations nicely related to the string equation (2.1)6
Definition 2.4 Let q ∈ N and Tq := (Tp+1, . . . , Tp+q) ∈ Rq a vector such that
Tnp = 0, ∀n > 0 and Tp+q 6= 0. Given W±p uniquely determined by the invariance
conditions (2.17),(2.18) we denote the KP–time deformed subspaces W±p;Tq by
W±p;Tq := e±
p
p+1
zp+1∓
∑q
ℓ=1
p
p+ℓ
Tp+ℓz
p+ℓW±p . (2.22)
Note that, in this setting, W±p =W±p;(1). In the notation of (2.11)
W±p;Tq =W±p (t), with tp+ℓ =
p
p+ ℓ
(Tp+ℓ − δℓ,1), 1 ≤ ℓ ≤ q, ti = 0 otherwise.
In the following we denote with L±p;Tq the Lax operators, as in (2.14), correspond-
ing to these subspaces through the Sato’s theory. The following theorem is a
generalization of a result in [2], which itself was based on the constructions in
[18]. For a further study of the manifold of string relations, one should consult
the paper [26].
Theorem 2.5 The subspaces W±p;Tq satisfy the invariance conditions
zpW±p;Tq ⊂ W±p;Tq , A±p;TqW±p;Tq ⊂ W±p;Tq (2.23)
with
A±p;Tq =
q∑
ℓ=1
Tp+ℓz
ℓ ± 1
pzp
(
z
∂
∂z
− p− 1
2
)
.
The corresponding Lax operators L±p;Tq satisfies the string equations
[L±p;Tq , Q±p;Tq ] = ±1, with Q±p;Tq :=
q∑
ℓ=1
Tp+ℓ(L±ℓ/pp;Tq )+. (2.24)
6This process, at the level of tau functions, corresponds to merely shifting t, hence the choice
of an origin in t is relevant to this paper.
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Here again observe that, in analogy with the notation adopted for the subspaces
W±p;Tq , we have A±p = A±p;(1).
Proof: In (2.23) just the second equation needs to be proven. We observe that, us-
ing straightforward computations, the following commutation relations are easily
verified:
A±p;Tqe±
p
p+1
zp+1∓
∑q
ℓ=1
p
p+ℓ
Tp+ℓz
p+ℓ
= e±
p
p+1
zp+1∓
∑q
ℓ=1
p
p+ℓ
Tp+ℓz
p+ℓA±p;(1). (2.25)
On the other hand, from the previous theorem, we already have
A±p;(1)W±p;(1) ⊂ W±p;(1); (2.26)
so that using (2.25)-(2.26) together with the definition (2.22) of W±p;Tq we get
A±p;TqW±p;Tq = A±p;Tqe±
p
p+1
zp+1∓
∑q
ℓ=1
p
p+ℓ
Tp+ℓz
p+ℓW±p;(1) =
= e±
p
p+1
zp+1∓
∑q
ℓ=1
p
p+ℓ
Tp+ℓz
p+ℓA±p;(1)W±p;(1) ⊂ e±
p
p+1
zp+1∓
∑q
ℓ=1
p
p+ℓ
Tp+ℓz
p+ℓW±p;(1) =W±p;Tq .
Now we have to prove the string equation. Using (2.23) combined with (2.13),
we get P+
A+p;Tq
=
(
P+
A+p;Tq
)
+
, hence7:
±1 =
[
A±p;Tq , zp
]
=
[
P±zp,P±A±p;Tq
]
=
[
P±zp,
(
P±
A±p;Tq
)
+
]
=

L±p;Tq ,

M±p;TqL±
1−p
p
p;Tq
p
− (p− 1)
2p
(
L±p;Tq
)−1
+
q∑
ℓ=1
Tp+ℓL±
ℓ
p
p;Tq


+


=
[
L±p;Tq ,
q∑
ℓ=1
Tp+ℓ(L±
ℓ
p
p;Tq
)+
]
=
[
L±p;Tq , Q±p;Tq
]
,
where in the first and second line we have used (2.12) and (2.13).
The string equations (2.24) can be written as compatibility conditions for a
Lax system. Let us define the normalized wave functions and wave vectors:
Φ±p;Tq(x, t; z) :=
1√±2πpzp−1 e±
∑q
ℓ=1
p
p+ℓ
Tp+ℓz
p+ℓ
Ψ±p;Tq(x, t; z); (2.27)
Φˆ±p;Tq(x, t; z) :=
(
Φ±p;Tq , DΦ
±
p;Tq
, . . . , Dp−1Φ±p;Tq
)T
. (2.28)
7Here M±p;Tq denote the Lax operators associated to W±p;Tq via equations (2.6).
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where Ψ±p;Tq are the wave function canonically associated, through Sato’s theory,
to the subspaces W±p;Tq (so that in particular Ψ±p;(1) = Ψ±p ). Let us also set
L±p;Tq = Dp +
p−2∑
i=0
θ±i D
i.
Theorem 2.6 The normalized wave functions Φ±p;Tq , satisfy the relations
L±p;TqΦ±p;Tq = zpΦ±p;Tq , Q±p;TqΦ±p;Tq = ±
∂
∂(zp)
Φ±p;Tq , (2.29)
whose compatibility conditions are the string relations (2.24)[
L±p;Tq , Q±p;Tq
]
= ±1. (2.30)
The relations (2.29) are, in the usual fashion, equivalent to the first order system:
DΦˆ±p;Tq = U
±Φˆ±p;Tq , ±
∂
∂(zp)
Φˆ±p;Tq = V
±
p,Tq
Φˆ±p;Tq . (2.31)
Here
U± :=


0 1 O
. . .
. . .
. . .
. . .
O
. . . 1
zp − θ±0 −θ±1 . . . −θ±p−2 0


(2.32)
and V ±p,Tq are some p× p matrices whose coefficients are polynomials in the vari-
ables
{
zp, Dkθ±ℓ ; k ≥ 0, ℓ = 0, . . . , p− 2
}
, of degree at most
[
q−1
p
]
+1 in zp, com-
pletely determined by Q±p;Tq. Consequently their compatibility relations are written
in the form
± ∂
∂(zp)
U± −DV ±p;Tq =
[
V ±p;Tq , U
±
]
. (2.33)
Relations (2.29) or (2.33), along with the asymptotic relation as z →∞ :
Φ±p;Tq(x, 0; z) =
1√
±2πpzp−1 e
±(xz+
∑q
ℓ=1
p
p+ℓ
Tp+ℓz
p+ℓ)
(
1 +O
(
1
z
))
, (2.34)
characterizes Φ±p;Tq(x, 0; z) as an asymptotic series and through (2.27) uniquely
determine W±p;Tq of (2.22), and hence L±p;Tq and Q±p;Tq.
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Proof: Let us temporarily denote
C±(z) :=
1√±2πpzp−1 e±
∑q
ℓ=1
p
p+ℓ
Tp+ℓz
p+ℓ
.
The first equation in (2.29) comes from the equality
L±p;TqΨ±p;Tq = zpΨ±p;Tq ;
observing that L±p;Tq acts trivially on C±(z). The second equation comes from
the following equalities:(
± 1
pzp−1
∂
∂z
)
Φ±p;Tq =
(
± 1
pzp−1
∂
∂z
)
C±(z)Ψ±p;Tq =
C±(z)
(
± 1
pzp−1
∂
∂z
)
Ψ±p;Tq + C
±(z)
(
∓p− 1
2pzp
+
q∑
ℓ=1
Tp+ℓz
ℓ
)
Ψ±p;Tq =
C±(z)A±p;TqΨ±p;Tq
(i)
= C±(z)P±
A±p;Tq
Ψ±p;Tq
(ii)
= C±(z)
(
P±
A±p;Tq
)
+
Ψ±p;Tq
(iii)
=
C±(z)
((
q∑
ℓ=1
Tp+ℓL±ℓ/pp;Tq
)
+
Ψ±p;Tq
)
=
((
q∑
ℓ=1
Tp+ℓL±ℓ/pp;Tq
)
+
C±(z)Ψ±p;Tq
)
= Q±p;TqΦp;Tq . (2.35)
where in (i) and (iii) we used the mappings (2.12), and in (ii) we used (2.13)
together with (2.23).
The first equations in (2.29) and (2.31) are clearly equivalent. In order to prove
the equivalence between the second equations in (2.29) and (2.31) we observe that
the one in (2.29) is of the form
± ∂
∂(zp)
Φ±p;Tq =
q∑
j=0
v±j D
jΦ±p;Tq , (2.36)
where v±j are differential polynomials in the variables {θ±0 , . . . , θ±p−2}. Then, using
the first equation in (2.29), for any j we can write DjΦ±p;Tq as a linear combination
of {Φ±p;Tq , . . . , Dp−1Φ±p;Tq} with coefficients in the variables{
zp, Dkθ±ℓ ; k ≥ 0, ℓ = 0, . . . , p− 2
}
so that (2.36) can be rewritten as
± ∂
∂(zp)
Φ±p;Tq =
p−1∑
j=0
w±0;jD
jΦ±p;Tq (2.37)
15
for some polynomials w0;j in the variables {zp, Dkθ±ℓ ; k ≥ 0, ℓ = 0; . . . , p − 2}.
Acting on (2.37) with Dk and then using again the first equation in (2.29), we
find in the same fashion as above
± ∂
∂(zp)
DkΦ±p;Tq =
p−1∑
j=0
w±k;jD
jΦ±p;Tq , ∀k = 1, . . . , p− 1, (2.38)
where again wk;j are polynomials in the variables {zp, Dkθ±ℓ ; k ≥ 0, ℓ = 0, . . . , p−
2} of at most degree
[
q+p−1
q
]
=
[
p−1
q
]
+1 in zp. Equations (2.37),(2.38) gives the
second equation of (2.31) with V ±p;Tq = (w
±
k,j)
p−1
k,j=0.
Finally note that relations (2.29) at t = 0 amount to
L±p;TqΨ±p;Tq(x, 0; z) = zpΨ±p;Tq(x, 0; z) (2.39)
and
A±p;TqΨ±p;Tq(x, 0; z) = P±A±p;TqΨ
±
p;Tq
(x, 0; z), (2.40)
this latter coming from (2.35). The two equations (2.39) and (2.40) completely
characterize Ψ±p;Tq(x, 0; z) as an asymptotic series such that Ψ
±
p;Tq
(x, 0; z) = 1 +
O(1
z
) for z → ∞, while Ψ±p;Tq(x, 0; z) characterizes W±p;Tq by (2.10) and hence
L±p;Tq and Qp;Tq , yielding the assertion after (2.34).
Remark 2.7 We have shown in the proof, using (2.8), that
∂
∂zp
Φˆ±p;Tq =
q∑
ℓ=1
Tp+ℓ
∂
∂tℓ
Φˆ±p;Tq .
Now, given a pseudo–differential operator A =
∑
i aiD
i, recall
tr(A) := D−1a−1.
Then, remembering
L+p;Tq = Dp +
p−2∑
i=0
θ+i D
i, Θ+ := (θ+0 , . . . , θ
+
p−2),
we set
H
(p)
ℓ :=
p
p+ ℓ
trL+
ℓ+p
p
p;Tq
,
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and
R
(p)
ℓ :=
(
δH
(p)
ℓ
δθ+0
, . . . ,
δH
(p)
ℓ
δθ+p−2
)
,
the latter being variational derivatives. Note that by the first symplectic struc-
ture, we have [1]
J1R
(p)
ℓ =
[(
L+
ℓ
p
p;Tq
)
+
, L+p;Tq
]
.
The well–known Lenard relations [1] are used to recursively compute Rℓ through
the relation
J1R
(p)
ℓ+p = J2R
(p)
ℓ ,
where J1 and J2 are the (p − 1) × (p − 1) matrices of the differential operators
defining respectively the first and second symplectic structures of the p–Gel’fand–
Dickey hierarchy [1]. Now let n be the most general solution to the system of
differential equations
J1n = (1, 0, . . . , 0)
T.
We can now state:
Proposition 2.8 The string relation in (2.24)[
L+p;Tq , Q+p;Tq
]
= 1
takes the following form of “Painleve´–like” differential equations for the vector
Θ+ = (θ+0 , . . . , θ
+
p−2), namely
q∑
ℓ=1
Tp+ℓR
(p)
ℓ + n = 0. (2.41)
Proof: The string relations take the form
0 = 1 +
[
Q+p;Tq ,L+p;Tq
]
= 1 +
q∑
ℓ=1
Tp+ℓ
[(
L+
ℓ
p
p;Tq
)
+
,L+p;Tq
]
(2.42)
= 1 +
q∑
ℓ=1
Tp+ℓJ1R
(p)
ℓ = J1
(
n+
q∑
ℓ=1
Tp+ℓR
(p)
ℓ
)
, (2.43)
hence
q∑
ℓ=1
Tp+ℓR
(p)
ℓ + n = 0.
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2.2 An example: p = 2.
Let’s consider the KdV case (p=2). In this case, given any solution of the KdV
hierarchy, its Lax operator L+ is self–adjoint, hence we are dealing just with one
operator that we will denote as
L := L+ = L− = D2 + 2y, y := ∂2x ln τ (2.44)
We will write the “Painleve´–like” equations (2.41) for the casesT2q¯−1 = (0, 0, . . . , 1)
(all the other ones can be deduced by linearity). The equation (2.24) is very con-
veniently written introducing the universal8 Gel’fand–Dickey polynomials ωj(y)
defined by the equations
J1R
(2)
2j+1 =
[(
Lj+ 12
)
+
,L
]
:= 2Dωj+1 (2.45)
and determined recursively by Lenard’s recursion J1R
(2)
2j+1 = J2R
(2)
2j−1 :
ω0 = 1, Dωj+1 =
(
1
4
D3 + 2yD + y′
)
ωj. (2.46)
Indeed, using equation (2.45), we can rewrite (2.24) as
2Dωq¯ = −1
so that, integrating once, we get the equations
2ωq¯(y) + x+ cq¯ = 0, q¯ ≥ 1. (2.47)
where cq¯ are constants. The first few equations, using (2.46), read (denoting with
a prime the derivative with respect to x)
q¯ = 1 : 2y + x+ c1 = 0, (2.48)
q¯ = 2 : 3y2 +
1
2
y′′ + x+ c2 = 0, (2.49)
q¯ = 3 : 5y3 +
5
2
yy′′ +
5
4
(y′)2 +
1
8
y(iv) + x+ c3 = 0. (2.50)
More generally, for Q2;T2q¯−1 =
∑q¯
j=1 T2j+1
(
L+ 2j−12
)
+
, y(x) satisfies
2
q¯∑
j=1
T2j+1ωj(y) + x+ c = 0. (2.51)
8Universal means that they do not depend on the particular solution θ of the KdV hierarchy
we are dealing with. Here J1 = D, J2 =
1
4D
3 + 2yD + y′ and R
(2)
2j+1 = 2ωj+1.
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The equations (2.47) are known as the so–called “Painleve´ I hierarchy” (see for
instance [20, 19, 21] and, for the same approach as the one we used here, [25, 24]
where the same equations are called massive (2q¯ − 1, 2) string equations).
We now exhibit U and V2;T2q¯−1 (for T2q¯−1 given above) as in Theorem 2.6:
U =

 0 1
z2 − 2y 0

 , V2;T2q¯−1 =

 −12u′q¯−1 uq¯−1
(z2 − 2y)uq¯−1 − 12u′′q¯−1 12u′q¯−1

 (2.52)
where uq¯ :=
∑q¯
j=0 z
2(q¯−j)ωj(y) and ωj are the Gel’fand–Dickey polynomials de-
fined in (2.45).
The matrices U and V2;T2q¯−1 in (2.52) give the standard Lax pair for the Painleve´
I hierarchy (2.47) in the form
∂
∂(z2)
U −DV2;T2q¯−1 =
[
V2;T2q¯−1, U
]
. (2.53)
The first few matrices V2;T2q¯−1 read
V2;(1) =

 0 1
z2 − 2y 0

 ; V2;(0,0,1) =

 −y
′
2
z2 + y
z4 − z2y − 2y2 − 1
2
y′′ y
′
2

 ;
V2;(0,0,0,0,1) =

 −
(
z2
2
y′ + 3
2
yy′ + 1
8
y′′′
)
z4 + z2y + 3
2
y2 + 1
4
y′′
f(y)
(
z2
2
y′ + 3
2
yy′ + 1
8
y′′′
)

 (2.54)
f(y) := z6 − yz4 −
(
y2
2
+
y′′
2
)
z2 − 3y3 − 2yy′′ − 3
2
(y′)2 − 1
8
y′′′′ =
= z6 − yz4 −
(
y2
2
+
y′′
4
)
z2 + 2y3 +
1
2
yy′′ − 1
4
(y′)2 + x+ c3
(remark that in the last equality we used (2.50)). More generally, by linearity,
for arbitrary T2q¯−1 = (T1, . . . , T2q¯−1) we find
V2;T2q¯−1 =
q¯∑
j=1
T2j+1V2;T2j−1 , (2.55)
where V acts on the wave vector function as the derivative with respect to t2j−1,
namely
∂
∂t2j−1
Φˆ−2,Tq¯ = V2;T2j−1Φˆ
−
2,Tq¯
.
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Proof: Observe that we have, forT2q¯−1 = (0, . . . , 0, 1), Q2;T2q¯−1 = (L
2q¯−1
2
2;T2q¯−1
)+. We
start proving the following equality (see for instance [7]), upon setting L = D2+θ:
(L 2j+12 )+ =
j∑
i=0
(
ωiD − 1
2
ω′i
)
Lj−i, j ≥ 0. (2.56)
Indeed, using the definition of Gel’fand–Dickey polynomials (2.45), we obtain
2Dωj = [(Lj− 12 )+,L] = [L, (Lj− 12 )−] = [D2+θ, (Lj− 12 )−1D−1+(Lj− 12 )−2D−2+. . .],
forcing
(Lj− 12 )− = ωjD−1 − 1
2
ω′jD
−2 + . . . . (2.57)
On the other hand, since L = L+, and using (2.57) and L = D2 + θ, conclude:
(L 2j+12 )+ = (L
2j−1
2 )+L+ ((L
2j−1
2 )−L)+ = (L
2j−1
2 )+L+ ωjD − 1
2
ω′j,
and this last equation gives (2.56) by induction on j ≥ 0. Then we get, using
(2.56),
∂Φ2;T2q¯+1
∂(z2)
= (L
2q¯+1
2
2;T2q¯+1
)+Φ2;T2q¯+1 =
q¯∑
i=0
(
ωiD − 1
2
ω′i
)
Lq¯−i2;T2q¯+1Φ2;T2q¯+1 =
=
q¯∑
i=0
z2(q¯−i)
(
ωiD − 1
2
ω′i
)
Φ2;T2q¯+1 = −
1
2
u′q¯Φ2;T2q¯+1 + uq¯DΦ2;T2q¯+1 .
This latter gives the first line of V2;T2q¯−1; the second one is easily obtained by
acting on the above equation with D and using the equation
D2Φ2;T2q¯−1 = (z
2 − θ)Φ2;T2q¯−1 .
3 (p, q)-kernels, vertex operators and Virasoro
We start defining some (integrable) kernels generalizing the one given in [2];
Definition 3.1. We recall that we denoted with Ψ±p;Tq the wave functions associated
to W±p;Tq and with Φ±p;Tq the normalized ones defined by (2.27).
Definition 3.1 Given the wave functions Ψ±p;Tq we define the integral (p, q)-
kernels
k
(p;Tq)
x,t (z, z
′) := D−1
(
Ψ−p;Tq(x, t; z)Ψ
+
p;Tq
(x, t; z′)
)
, (3.1)
K
(p;Tq)
x,t (λ, λ
′) := e−
∑q
ℓ=1
p
p+ℓ
zp+ℓTp+ℓ
k
(p;Tq)
x,t (z, z
′)
2πpz
p−1
2 z′
p−1
2
e
∑q
ℓ=1
p
p+ℓ
z′p+ℓTp+ℓ
∣∣∣∣∣
z=λ1/p
z′=λ′1/p
(3.2)
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Note that K
(p;(1))
x,t (λ, λ
′) = K
(p)
x,t(λ, λ
′) in [2]. In the following, given a vector
Tq = (Tp+1, . . . , Tp+q) as in Definition 2.4, we extend it to an infinite vector
(T1, T2, T3, . . .) imposing Tk = 0 ∀ k ≤ p and k > p + q. Since, by (2.11) and
(2.22)
W±p;Tq(t) =W±p;(1)(t˜) with t˜j = tj +
p
j
Tj − p
p+ 1
δp+1,j,
by (2.8) we have for all t and Tq:
Ψ±p;Tq(x, t; z) = e
±(xz+
∑∞
i=1 tiz
i)
τp
(
¯˜t∓ [z−1]
)
τp
(
¯˜t
)
where τp denotes the tau function going with W±p = W±p;(1) and remember ¯˜ti =
t˜i + δi1x . Thus, (3.1) and (3.2) immediately yields the crucial identity
K
(p;Tq)
x,t (λ, λ
′) = K
(p;(1))
x,t˜
(λ, λ′), with t˜j = tj +
p
j
Tj − p
p+ 1
δp+1,j. (3.3)
For sake of clarity we will report here, slightly rephrasing it, Proposition 3.3 of
[2]. This proposition together with (3.3) will give us the new Proposition 3.3
below. In the following we denote (: : means normal ordering)
W
(1)
i (t) =
∂
∂ti
+ (−i)t−i, W (2)ℓ (t) =
∑
i+j=ℓ
: W
(1)
i (t)W
(1)
j (t) : −(ℓ + 1)W (1)ℓ (t)
and cp,j = δ1,j
p2 − 1
12p2
.
Now introduce the KP vertex operator
X(t, y, z) :=
1
z − ye
∑∞
1 (z
i−yi)tie
∑∞
1 (y
−i−z−i) 1
i
∂
∂ti .
Given a p–reduced tau function τ(t) and a disjoint union of intervals E :=⋃r
i=1[a2i−1, a2i] ⊂ R+ define another function τE(t):
τE(t) := e
−µ
∫
E1/p
dz X(t;ωz, ω′z)
τ(t). (3.4)
where E
1
p := {x ∈ R+ s.t. xp ∈ E} and ω, ω′ are two distinct p–roots of unity.
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Proposition 3.2 Consider a disjoint union of intervals E :=
⋃r
i=1[a2i−1, a2i] ⊂
R
+ and the Fredholm determinant det(1I−2πµK(p;(1))x,t χE). The following equality
is satisfied
det(1I− 2πµK(p;(1))x,t χE) =
τp,E (t¯)
τp (t¯)
(3.5)
where we recall that t¯i := ti+xδ1,i, while τp,E and τp are p–reduced KP tau function
satisfying the following Virasoro constraints for every j ≥ 0:
(
1
2p
W
(2)
(j−1)p(t
′)− p− 1
2p
W
(1)
(j−1)p(t
′)
)

τp(t
′)
τp,E(t
′)

 =


−cp,jτp(t′)(
−cp,j +
2r∑
1
aji
∂
∂ai
)
τp,E(t
′).


(3.6)
Here t′i = ti +
p
p+1
δi,p+1.
This proposition is exactly the same as Proposition 3.3 of [2] since, as we said
before, K
(p;(1))
x,t (λ, λ
′) = K
(p)
x,t(λ, λ
′). Also the Virasoro constraints (3.6) are the
same as in (3.9) of [2] since the shift in the argument of the tau function t →
t′ makes the missing term W
(1)
jp+1 disappears in (3.6). Note that the Virasoro
constraint holds for all t; hence using the formula (3.3) we can extend Proposition
3.2 to all the kernels K
(p;Tq)
x,t (λ, λ
′) simply shifting KP times, which of course shifts
W±p ∈ Gr by the KP flow. Thus from Proposition 3.2 and formula (3.3) conclude:
Proposition 3.3 Consider a disjoint union of intervals E :=
⋃r
i=1[a2i−1, a2i] ⊂
R
+ and the Fredholm determinant det(1I−2πµK(p;Tq)x,t χE). The following equality
is satisfied
det(1I− 2πµK(p;Tq)x,t χE) =
τp,E (t¯
∗)
τp (t¯∗)
. (3.7)
where τp,E and τp are the p–reduced KP tau function described in Proposition 3.2,
satisfying the Virasoro constraints (3.6) with t′ → t∗ with t∗i := ti + piTi.
Note that Proposition 3.3 includes as a special case Proposition 3.2, for Tq =
(δp+1,j)
∞
j=1. Our kernels K
(p;Tq)
x,t are given in a rather abstract form in Definition
3.1; now we want to prove that they can be nicely expressed as integrable kernels
a` la Its–Izergin–Korepin–Slavnov [17]. Given three functions y(x), z(x); θ(x) we
define some differential polynomials Bi(y, z; θ) by the formulas
B0(y, z; θ) = 0, Bk+1(y, z; θ) =
k∑
ℓ=0
Dk−ℓy(−D)ℓ(θz) (3.8)
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so that the first ones read
B0(y, z; θ) = 0, B1(y, z; θ) = θyz, B2 = θ(y
′z − yz′)− θ′yz
and so on. Given a differential operator L =
∑n
i=0 θi(x)D
i we also define the
following operation on a pair of functions y, z:
[y, z]L :=
n∑
i=0
Bi(y, z; θi). (3.9)
The following fact goes back at least to Lagrange (see for instance [6]); we will
denote with L∗ the adjoint of L.
Lemma 3.4 Given a differential operator L :=
∑n
i=0 θi(x)D
i and two arbitrary
differentiable functions y(x), z(x) the following Wronskian equation holds:
D[y, z]L = (Ly)z − y(L∗z). (3.10)
Proof: It suffices, by linearity, to do the case Lk := θD
k+1, k ≥ 0; which we do
by induction on k. Compute, using the induction hypothesis,
(θDk+1y)z = θ(Dky′)z = y′(−D)k(θz) +DBk(y′, z; θ)
= y(−D)k+1(θz) +D(y(−D)k(θz) +Bk(y′, z; θ)),
and so (3.10) holds for Lk if and only if we have
Bk+1(y, z; θ) = Bk(y
′, z; θ) + y(−D)k(θz) (3.11)
with B0(y, z; θ) = 0. On the other hand it is easy to see, again by induction, that
formula (3.8) for Bk+1(y, z; θ) is the unique solution of (3.11) with B0(y, z; θ) = 0,
thus concluding the proof.
Proposition 3.5 The integral kernels K
(p;Tq)
x,t (λ, λ
′) can be written in the inte-
grable form
K
(p;Tq)
x,t (λ, λ
′) =
[
Φ+p;Tq(x, t; z
′),Φ−p;Tq(x, t; z)
]
L+p;Tq (x,t)
i(z′p − zp)
∣∣∣∣∣∣∣∣
z=λ1/p
z′=λ′1/p
= D−1
(
1
i
Φ−p;TqΦ
+
p;Tq
)
.
(3.12)
where Φ±p;Tq are the normalized eigenfunctions of L±p;Tq of the Lax system (2.29).
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Proof: The following equality, coming directly from (2.27) and Definition 3.1,
holds:
DK
(p;Tq)
x;t (λ, λ
′) =
1
i
(
Φ−p;Tq(x, t; z)Φ
+
p;Tq
(x, t; z′)
)∣∣∣∣
z=λ1/p
z′=λ′1/p
Multiplying by (z
′p − zp) and using (2.29) and (3.10) we get the following chain
of equations:
(z
′p − zp)DK(p;Tq)x;t (λ, λ′) =
=
1
i
(
−Φ+p;Tq(x, t; z′)
(
L−p;TqΦ−p;Tq
)
(x, t; z) + Φ−p;Tq(x, t; z)
(
L+p;TqΦ+p;Tq
)
(x, t; z′)
)
=
=
1
i
D
[
Φ+p;Tq(x, t; z
′),Φ−p;Tq(x, t; z)
]
L+p;Tq
(x,t)
∣∣∣∣∣
z=λ1/p
z′=λ′1/p
(3.13)
so that, integrating once, we get (3.12).
4 Examples from random matrix theory and the
Ising model
4.1 Higher order Tracy–Widom distributions
The most interesting case for applications in random matrix theory is for p = 2.
In this case we have B2(y, z; 1) = y
′z− z′y =: {y, z}x, L2;Tq is self–adjoint and so
Φ+2;Tq(x; z) = Φ
−
2;Tq
(x;−z) as a consequence of the absence of even times in the
KdV hierarchy. Hence we get from (3.10) and (3.12)
K
2;Tq
x,0 (z
′2, z2) =
{
Φ−2;Tq(x;−z′),Φ−2;Tq(x; z)
}
x
i(z′2 − z2) =
Φˆ−T2;Tq(x; z)
[
0 1
−1 0
]
Φˆ−2;Tq(x;−z′)
i(z′2 − z2) ,
(4.1)
where Φˆ−2;Tq solves the Lax system for the PI hierarchy
DΦˆ−2;Tq = UΦˆ
−
2;Tq
,
∂
∂(z2)
Φˆ−p;Tq = −V2,TqΦˆ−2;Tq , (4.2)
with U, V2,Tq explicitly given in (2.52). Hence these are the same kernels studied
in [11], with q = 2q¯ − 1.
In particular consider the case q¯ = 3 with T5 :=
(− t
2
, 0, 0, 0, 1
30
)
,
L2;T5 = L±2;T5 = D2 + 2y(x, t), ±Q±2;T5 = −
t
2
(
L
1
2
2;T5
)
+
+
1
30
(
L
5
2
2;T5
)
+
. (4.3)
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From (2.48)–(2.51) conclude that y(x, t) satisfies the string relation
0 = x+ c3 − tω1(y) + 1
15
ω3(y) = x+ c3 − ty + 1
30
(
5y3 +
5
2
yy′′ +
5
4
y′2 +
1
8
y′′′′
)
,
(4.4)
which is often called PI2, being the second member of the Painleve´ I hierarchy.
From (2.54) and (2.55) we have in this case
V2;(− t
2
,0,0,0 1
30
) = −
t
2
V2;(1) +
1
30
V2;(0,0,0,0,1) =
(4.5)
1
240

 − (4z2y′ + 12yy′ + y′′′) 8z4 + 8z2y + 12y2 + 2y′′ − 120t
f(y) (4z2y′ + 12yy′ + y′′′)

 ,
with
f(y) := 8z6− 8yz4− (4y2 + 2y′′ + 120t) z2 +16y3+4yy′′− 2(y′)2+240x+240c3.
So, setting c3 = 0, this is the same case as the one studied in [12] (see equations
(1.16),(1.17)). Indeed, from (2.34), conclude that as z →∞
Φ+
2,(− t
2
,0,0,0, 1
30
)
(x, 0;−z) = Φ−
2,(− t
2
,0,0,0, 1
30
)
(x, 0; z) =
e−xz+
t
3
z5− 1
105
z7
√−4πz
(
1 +O(1
z
)
)
,
(4.6)
and so setting
Φ1(z
2; x, t) :=
√−2πe− iπ4 Φ−2;T5(x, t; z), Φ2(z2; x, t) :=
∂
∂x
Φ1(z
2, x, t), (4.7)
one also finds the Φj(ξ; s, t) appearing in [12].
More generally, consider the general cases from [11], q = 4k + 1:
L2;Tq := L±2;Tq = D2 + 2y(x,Tq), ±Q±2;Tq =
2k+1∑
j=1
T2j+1
(
Lj−
1
2
2;Tq
)
+
, (4.8)
Again the string relation (2.51) is a member of the PI hierarchy, namely PI2k.
Not only do we have the Lax system for the PI hierarchy (4.2), with V2;T4k+1
given by (2.55), but in addition (setting tj =
2
j
Tj) we also find from Remark 2.7
and (2.55) that
∂Φˆ+2;T4k+1(x, t; z)
∂t2j+1
= V2;T2j+1Φˆ
+
2;T4k+1
(x, t; z) (4.9)
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with V2;T2j+1 given by (2.52). Now as z →∞
Φ+2;T4k+1(x;−z) =
1√−4πz e
−xz−2
∑2k+1
j=1
T2j+1
2j+1
z2j+1
(
1 +O
(
1
z
))
(4.10)
and as before set
Φ1(z
2, d1T3, . . . , d2k+1T4k+3) =
√−2πe−iπ4Φ+2;T4k+1(x, 0;−z), Φ2 =
∂
∂x
Φ1
(4.11)
for appropriate constants d1, . . . , d2k+1 to find the Φj(ξ; s, t) of [11].
4.2 The Ising model: p = 3 and 4
Next we consider the case, coming from a realization as a two–matrix model of
the critical Ising model (see [15] and references therein). The model comes from
the string equation
[L+3;T4, Q+3;T4] = 1
for the Lax operators
L+3;T4 = (D2 − u)
3
2 +
3
2
w = D3 − 3
2
uD +
3
4
(2w − u′),
Q+3;T4 = (L
+ 4
3
3;T4
)+ + T5(L+
2
3
3;T4
)+, (4.12)
= D4 − (D2u+ uD2) + (wD +Dw) + 1
2
u2 − 1
6
u(iv) + T5(D
2 − u)
with
u = −1
2
∂2x log τ3, w = ∂x∂2 log τ3,
so that, in our notation, we have T4 = (0, T5, 0, 1). The string equation (2.24),
using Proposition 2.8, has a solution of the form

1
2
w′′ − 3
2
uw +
3
2
T5w + t2 = 0
1
12
u(iv) − 3
4
uu′′ − 3
16
(u′)2 +
1
4
u3 − 1
4
T5(3u
2 − u′′) + 3
2
w2 + x = 0.
(4.13)
The last case we consider is related to the so–called tricritical Ising model (see
again [15]) and comes from the string equation
[L+4;T5, Q+4;T5] = 1
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for the Lax operators
L+4;T5 = (D2 − u)2 + wD +Dw + v,
(4.14)
Q+4;T5 = (L
+ 5
4
4;T5
)+ = ((D
2 − u) 52 )+ + 5
4
(wD2 +D2w) +
5
8
(vD +Dv)− 5
4
uw,
with
u = −1
2
∂2x log τ, w = ∂x∂2 log τ, v =
4
3
∂x∂3 ln τ − 1
3
∂4x ln τ + 2(∂
2
x ln τ)
2, (4.15)
so that, in our notation, we have T5 = (0, 0, 0, 0, 1). The string equation (2.24)
leads to the system of ODEs (recall that we denoted the j-th Gel’fand–Dickey
polynomial ωj, see (2.45))

2ω3
(
−u
2
)
+
5
8
v′′ − 5
4
uv +
5
4
w2 +
3
2
t3 = 0
1
2
w(iv) − 5
4
(uw)′′ − 5
4
uw′′ − 5
2
vw +
5
4
u2w − 4t2 = 0
4ω4
(
−u
2
)
+
1
16
v(iv) +
5
8
v2 +
15
8
u2v − 5
8
(uv′′ + u′v′ + vu′′)− 5
4
ww′′ +
5
4
w2u− 3
2
t3u+ t1 = 0.
(4.16)
5 Nonlinear PDEs for (p, q)–kernels.
As it was the case for the previous article [2], also in this case Proposition 3.3
gives a method, combining it with the equations of the KP hierarchy, to derive
nonlinear PDEs for the Fredholm determinants det(1I− 2πµK(p;Tq)x,t χE)
∣∣∣
most ti=0
,
which however explicitly depend on the solutions to the string relations. In this
section we shall work on a few examples of physical interest. We start recalling a
few facts, see [2]. In the following, for every i ∈ N, we denote ∂i := ∂∂ti .
Lemma 5.1 The bilinear identity for KP (2.2) generates two strings of Hirota
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relations,9
0 =
∮
∞
dz
2πi
τ(t− [z−1]τ(t′ + [z−1])e
∑∞
1 z
i(ti−t′i)
∣∣
t 7→t+1
2
y
t′ 7→t− 1
2
y
=
∑∞
j=0 pj(y)pj+1(∂t)e
− 1
2
∑∞
1 yℓ∂ℓτ ◦ τ
=
∑∞
ℓ=1 yℓ
(
pℓ+1(∂t)− 12∂1∂ℓ
)
τ ◦ τ
+
∑∞
ℓ=2 y1yℓ−1
(
pℓ+1(∂t)− 14∂2∂ℓ−1 − 12∂1pℓ(∂t)
)
τ ◦ τ +O(y3i ),
(5.1)
which are independent, for ℓ ≥ 5. The first string, denoted symbolically by Yℓ, is
the standard KP hierarchy and we will denote twice the second one minus twice
the first one by Y1,ℓ−1
Yℓ :
(
pℓ+1(∂t)− 1
2
∂1∂ℓ
)
τ ◦ τ = 0, Y1,ℓ−1 :
(
∂1∂ℓ− 1
2
∂2∂ℓ−1− ∂1pℓ(∂t)
)
τ ◦ τ = 0.
(5.2)
Lemma 5.2 The Hirota symbols corresponding to the coefficients of Lemma 5.1,
with the noncontributing odd terms removed are, up to a constant, as follows
Y4 : −3∂1∂4 + 2∂2∂3 + ∂2∂31
Y1,4 : −18∂2∂4 + 110∂1∂5 + 118∂23 − 136∂31∂3 − 1360∂61
4Y1,4 + 10Y5 :
1
2
∂2∂4 − 2∂1∂5 + 23∂23 + 13∂31∂3 + 12∂21∂22 ,
(5.3)
whose action on τ ◦ τ yields the following differential equations for U = log τ :
9We recall the standard notation for the Hirota symbol of two functions f and g, associated
with any polynomial of many variables
p(∂1, ∂2, . . .)f ◦ g := p
(
∂
∂t1
,
∂
∂t2
, . . .
)
f(t1 + y1, t2 + y2, . . .)g(t1 − y1, t2 − y2, . . .)
∣∣
{yi}=0
.
Also the t′ here has nothing to do with the one in Proposition 3.2.
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Y4 : −3∂1∂4U + 2∂2∂3U + ∂31∂2U + 6(∂21U)(∂1∂2U) = 0
Y1,4 : −36
5
∂1∂5U +
1
5
∂61U + 12(∂
2
1U)
3 + 6(∂41U)(∂
2
1U) + 9∂2∂4U
− 4∂23U + 2∂31∂3U + 12(∂21U)(∂1∂3U) = 0
4Y1,4 + 10Y5 : −4∂1∂5U + ∂2∂4U + 43∂23U +
2
3
∂31∂3U + 4(∂
2
1U)(∂1∂3U)
+ ∂21∂
2
2U + 4(∂1∂2U)
2 + 2(∂21U)(∂
2
2U) = 0.
(5.4)
We can start with our examples. In the following, given an ordered collection
of points a1, a2, . . . , am, we denote with E the collection of intervals with ai as
endpoints; namely if m = 2k is even E := ∪ki=1[a2i−1, a2i]; otherwise, if m = 2k+1
is odd, E :=
(∪ki=1[a2i−1, a2i]) ∪ [a2k+1,∞) or E := (−∞, a1] ∪ (∪ki=1[a2i, a2i+1]).
Also we will denote ∂ :=
∑m
i=1
∂
∂ai
and ε :=
∑m
i=1 ai
∂
∂ai
. When a function U
depends on the endpoints ai of E we write U = U(E).
Proposition 5.3 Let us consider the (2, 3)-kernel (4.1) with T5 = (− t2 , 0, 0, 0, 130)
as in [12]. Then we have that U(E, x, t) := log det(1I − 2πµK(2;T5)x,0 χE) satisfies
the PDE
{
60∂∂xU+30t∂
2
xU−6∂2t U+∂t∂2xU+6∂2xU∂x∂tU+6y∂x∂tU, ∂2xU
}
x
+ 6
(
∂2xU
)2
∂ty = 0;
(5.5)
with y = y(x, t) the solution to the string relation (4.4), namely
1
6
y3 +
1
24
(∂xy)
2 +
1
12
y∂2xy +
1
240
∂4xy − ty + x+ c = 0.
For the case of [12], E = [s,∞), ∂ = ∂s, µ = i2π , c = 0 and
U → 0 as s→∞, U ∼
(
5
16
)2
s7
7
, s→ −∞.
Proof: By (3.6) and (3.7) τE and τ satisfy (we drop the p = 2 from τp)
1
4
W
(2)
−2 (t
∗)τE(t
∗) = ∂τE(t
∗),
1
4
W
(2)
−2 (t
∗)τ(t∗) = 0
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with
t∗1 = x, t
∗
3 = t3 −
t
3
, t∗5 = t5, t
∗
7 = t7 +
1
105
,
so that
∂τE =
1
2
(
3t3∂x + 5t5∂3 + 7t7∂5 + 9t2∂7 + . . .
)
τE +
1
30
∂5τE − t
2
∂xτE +
x2
4
τE ,
0 =
1
2
(
3t3∂x + 5t5∂3 + 7t7∂5 + 9t2∂7 + . . .
)
τ +
1
30
∂5τ − t
2
∂xτ +
x2
4
τ,
hence g := ln τE and g0 := ln τ satisfy(
∂ +
t
2
∂x
)
g =
1
30
∂5g +
1
2
(
3t3∂x + 5t5∂3 + . . .
)
g +
x2
4
,
t
2
∂xg0 =
1
30
∂5g0 +
1
2
(
3t3∂x + 5t5∂3 + . . .
)
g0 +
x2
4
.
Thus
∂x
(
∂ +
t
2
∂1
)
g =
1
30
∂x∂5g +
1
2
(3t3∂x + 5t5∂3 + . . .) ∂xg +
x
2
,
t
2
∂2xg0 =
1
30
∂x∂5g0 +
1
2
(3t3∂x + 5t5∂3 + . . .) ∂xg0 +
x
2
,
and so on the locus L := {t3 = t5 = t7 = t9 = . . . = 0},
∂1∂5g = 30∂1
(
∂ +
t
2
∂1
)
g − 15x, (5.6)
∂1∂5g0 = +15t∂1g0 − 15x, (5.7)
while by Lemma (5.2) applied to the p = 2 case we have that g and g0 both
satisfy (denoting with h one of the two):
4Y1Y4 + 10Y5 : −4∂1∂5h + 4
3
∂23h+
2
3
∂21∂3h+ 4(∂
2
1h)(∂1∂3h) = 0. (5.8)
Substituting (5.6), (5.7) in (5.8) we find
− 120∂1∂g − 60t∂21g +
4
3
∂23g +
2
3
∂21∂3g + 4(∂
2
1g)(∂1∂3g) + 60x = 0, (5.9)
−60t∂21g0 +
4
3
∂23g0 +
2
3
∂21∂3g0 + 4(∂
2
1g0)(∂1∂3g0) + 60x = 0, (5.10)
30
so that taking the difference of the two equations, we find that U = g−g0 satisfies
the equation (setting ∂3 = −3∂t)
−120∂x∂U−60t∂21U+12∂2tU−2∂2x∂tU−12∂2xU∂x∂tU−12∂x∂tg0∂2xU−12∂2xg0∂x∂tU = 0
(5.11)
and this equation (or rather the same one divided by by 2) yields (5.5) upon
dividing by −6∂2xU and differentiating with regard to x, since ∂2xg0 = y (see
(2.44)).
We could also derive PDEs for the cases (4.8) of [11] in a similar fashion.
Proposition 5.4 Let us consider the (3, 4)-kernel (3.12) with T4 = (0, T5, 0, 1),
going with the critical Ising model. Then we have that
V (E, x, t2) := log det(1I− 2πµK(3;T4)x,t χE)
∣∣∣
ti=0
i6=2
satisfies the PDE
3T5∂2∂xV −3∂∂xV +∂3x∂2V +6(∂2xV )(∂x∂2V )−12u(∂x∂2V )+6w∂2xV = 0, (5.12)
with u, w satisfying the string relations (4.13), and V −→ 0 as E −→ ∅.
Proof: By (3.6) and (3.7) τE and τ satisfy (again we drop the p = 3 from τp)
(
1
6
W
(2)
−3 (t
∗)− c3
)
τE(t
∗) = ∂τE(t
∗),
(
1
6
W
(2)
−3 (t
∗)− c3
)
τ(t∗) = 0 (5.13)
with
t∗1 = x, t
∗
2 = t2, t
∗
4 = t4, t
∗
5 = t5 +
3
5
T5, t
∗
7 = t7 +
3
7
, t∗i = ti ∀i ≥ 8.
so that, setting g = ln τE and g0 = ln τ we get equations
∂g =
1
3
(4t4∂x + 5t5∂2 + 7t7∂4 + . . .) + ∂4g + T5∂2g,
0 =
1
3
(4t4∂x + 5t5∂2 + 7t7∂4 + . . .) + ∂4g0 + T5∂2g0,
and so on the locus L := {t4 = t5 = t7 = . . . = 0} we get
∂x∂4g = ∂x (∂ − T5∂2) g, ∂x∂4g0 = ∂x (∂ − T5∂2) g0. (5.14)
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While by Lemma 5.2, using the equation Y4 combined with (5.14), we obtain that
g and g0 satisfies
∂3x∂2g + 6(∂
2
xg)(∂x∂2g) = 3∂x (∂ − T5∂2) g,
∂3x∂2g0 + 6(∂
2
xg0)(∂x∂2g0) = 3∂x (∂ − T5∂2) g0,
and from the difference of these two equations we obtain (5.12), using V = g− g0
and the definitions of u, w in (4.12).
Proposition 5.5 Let us consider the (4, 5)-kernel (3.12) with T5 = (0, 0, 0, 0, 1)
going with the tricritical Ising model. Then we have that
W (E, x, t2, t3) := log det(1I− 2πµK(4;T5)x,t χE)
∣∣∣
ti=0
i6=2,3
satisfies the PDE
1
5
∂6xW − 4∂23W + 2∂2x∂3W + 12
(
∂2xW
)3
+ 6
(
∂4xW
) (
∂2xW
)
+ 12
(
∂2xW
)
(∂x∂3W )
−72u (∂2xW )2 − 12u(∂4xW )− 24u(∂x∂3W ) + (9v + 72u2 − 18u′′) ∂2xW = 365 ∂∂xW,
(5.15)
with u, v satisfying the string relations (4.16) (together with w).
Proof: By (3.6) and (3.7) τE and τ satisfy (again we drop the p = 4 from τp)
(
1
8
W
(2)
−4 (t
∗)− c4
)
τE(t
∗) = ∂τE(t
∗),
(
1
8
W
(2)
−4 (t
∗)− c4
)
τ(t∗) = 0 (5.16)
with t∗1 = x, t
∗
5 = t5+
4
5
and t∗i = ti, i 6= 1, 5 so that, setting g = ln τE and g0 = ln τ
we get equations
∂g =
1
4
(5t5∂x + 6t6∂2 + 7t7∂3 + . . .) + ∂5g,
0 =
1
4
(5t5∂x + 6t6∂6 + 7t7∂3 + . . .) + ∂5g0,
and so on the locus L := {t5 = t6 = t7 = . . . = 0} we get
∂x∂5g = ∂x∂g, ∂x∂5g0 = 0. (5.17)
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While by Lemma 5.2 using the equation Y1,4 combined with (5.17), we obtain
that g and g0 satisfies
1
5
∂6xg + 12
(
∂2xg
)3
+ 6(∂4xg)(∂
2
xg)− 4∂23g + 2∂2x∂3g + 12(∂2xg)(∂x∂3g) =
36
5
∂x∂g,
1
5
∂6xg0 + 12
(
∂2xg0
)3
+ 6(∂4xg0)(∂
2
xg0)− 4∂23g0 + 2∂2x∂3g0 + 12(∂2xg0)(∂x∂3g0) = 0,
and taking the difference of these two equations we obtain (5.15), usingW = g−g0
and the definitions of u, w, v in (4.15).
References
[1] M. Adler. On a trace functional for formal pseudo differential operators and
the symplectic structure of the Korteweg-deVries type equations. Invent.
Math., 50(3):219–248, 1978/79.
[2] M. Adler, M. Cafasso, and P. van Moerbeke. Nonlinear PDEs for gap prob-
abilities in random matrices and KP theory. arXiv:1104.4268, 2011.
[3] M. Adler, T. Shiota, and P. van Moerbeke. A Lax representation for the
vertex operator and the central extension. Comm. Math. Phys., 171(3):547–
588, 1995.
[4] M. Adler, T. Shiota, and P. van Moerbeke. Random matrices, Virasoro
algebras, and noncommutative KP. Duke Math. J., 94(2):379–431, 1998.
[5] G. Akemann, M.R. Atkin. Higher Order Analogues of Tracy–Widom Distri-
butions via the Lax Method. arXiv:1208.3645, 2012.
[6] N. I. Akhiezer and I. M. Glazman. Theory of linear operators in Hilbert
space. Dover Publications Inc., New York, 1993.
[7] Olivier Babelon, Denis Bernard, and Michel Talon. Introduction to classi-
cal integrable systems. Cambridge Monographs on Mathematical Physics.
Cambridge University Press, Cambridge, 2003.
[8] M. Berge`re and B. Eynard. Determinantal formulae and loop equations.
arXiv:0901.3273, 2009.
[9] M. Berge`re and B. Eynard. Universal scaling limits of matrix models, and
(p, q) Liouville gravity. arXiv:0909.0854, 2009.
33
[10] Gaetan Borot and Bertrand Eynard. Tracy-Widom GUE law and symplectic
invariants. arXiv:1011.1418, 2010.
[11] T. Claeys, A. Its, and I. Krasovsky. Higher-order analogues of the Tracy-
Widom distribution and the Painleve´ II hierarchy. Comm. Pure Appl. Math.,
63(3):362–412, 2010.
[12] T. Claeys and M. Vanlessen. Universality of a double scaling limit near singu-
lar edge points in random matrix models. Comm. Math. Phys., 273(2):499–
532, 2007.
[13] Etsuro¯ Date, Masaki Kashiwara, Michio Jimbo, and Tetsuji Miwa. Trans-
formation groups for soliton equations. In Nonlinear integrable systems—
classical theory and quantum theory (Kyoto, 1981), pages 39–119. World
Sci. Publishing, Singapore, 1983.
[14] Etsuro¯ Date, Masaki Kashiwara, and Tetsuji Miwa. Transformation groups
for soliton equations. II. Vertex operators and τ functions. Proc. Japan Acad.
Ser. A Math. Sci., 57(8):387–392, 1981.
[15] P. Di Francesco, P. Ginsparg, and J. Zinn-Justin. 2D gravity and random
matrices. Phys. Rep., 254(1-2):133, 1995.
[16] Michael R. Douglas. Strings in less than one dimension and the generalized
KdV hierarchies. Phys. Lett. B, 238(2-4):176–180, 1990.
[17] A. R. Its, A. G. Izergin, V. E. Korepin, and N. A. Slavnov. Differential
equations for quantum correlation functions. In Proceedings of the Confer-
ence on Yang-Baxter Equations, Conformal Invariance and Integrability in
Statistical Mechanics and Field Theory, volume 4, pages 1003–1037, 1990.
[18] V. Kac and A. Schwarz. Geometric interpretation of the partition function
of 2D gravity. Phys. Lett. B, 257(3-4):329–334, 1991.
[19] A. A. Kapaev. Weakly nonlinear solutions of the equation P21. Zap. Nauchn.
Sem. Leningrad. Otdel. Mat. Inst. Steklov. (LOMI), 187(Differentsialnaya
Geom. Gruppy Li i Mekh. 12):88–109, 172–173, 175, 1991.
[20] A. A. Kapaev. Quasi-linear stokes phenomenon for the Painleve´ first equa-
tion. J. Phys. A, 37(46):11149–11167, 2004.
[21] Nicolai A. Kudryashov and Mikhail B. Soukharev. Uniformization and tran-
scendence of solutions for the first and second Painleve´ hierarchies. Phys.
Lett. A, 237(4-5):206–216, 1998.
34
[22] O. Marchal and M. Cafasso. Double scaling limits of random matrices and
minimal (2m,1) models: the merging of two cuts in a degenerate case. Journal
of Statistical Mechanics: Theory and Experiment, P04013, 2011.
[23] T. Miwa, M. Jimbo, and E. Date. Solitons, volume 135 of Cambridge Tracts
in Mathematics. Cambridge University Press, Cambridge, 2000.
[24] Gregory Moore. Geometry of the string equations. Comm. Math. Phys.,
133(2):261–304, 1990.
[25] Gregory Moore. Matrix models of 2D gravity and isomonodromic deforma-
tion. In Random surfaces and quantum gravity (Carge`se, 1990), volume 262
of NATO Adv. Sci. Inst. Ser. B Phys., pages 157–190. Plenum, New York,
1991.
[26] Albert Schwarz. On solutions to the string equation. Modern Phys. Lett. A,
6(29):2713–2725, 1991.
35
