The paper considers the problem of robust estimating a periodic function in a continuous time regression model with the dependent semimarkov noises. An adaptive model selection procedure, based on the weighted least square estimates, is proposed. Under general moment conditions on the noise distribution, sharp non-asymptotic oracle inequalities for the robust risks have been derived and the robust efficiency of the model selection procedure has been shown. It turns out that for this model the minimax robuste rate may be as more faster and more slowly, than the classical one.
Introduction
Let us consider a regression model in continuous time
where S(·) is an unknown 1 -periodic R → R function, the noise process (ξ t ) t≥ 0 is defined as
where ̺ 1 and ̺ 2 are unknown coefficients, (w t ) t≥ 0 is a standard Brownian motion, the pure jump process (z t ) t≥ 1 is defined in (2.1) through a Semi -Markov process (see, for example, [2] ). The problem is to estimate the unknown function S in the model (1.1) on the basis of observations (y t ) 0≤t≤n . Firstly this problem was considered in the framework "signal+white noise" (see, for example, [4] or [18] ). Later, to introduce a dependence in the continuous time regression model in [7] , [5] , [6] [10] the Ornstein -Uhlenbeck processes has been used to model the "color noise". Moreover, to introduce the dependence and the jumps in the regression models (1.1) the papers [11] and [12] use the Non Gaussian Ornstein -Uhlenbeck processes defined in [1] . The problem in all these papers is that the introduced Ornstein -Uhlenbeck type dependences decreases with the geometrical rate. So, asymptotically when the duration of observations goes to infinity we obtain the same "signal+white noise" model very quick. The main goal of this paper is to consider the regression model with dependent observations for which the dependence don't disappear for sufficient large duration of observations. To this end we model the noise in the model (1.1) through a semi -Markov processes which keep the dependence for any duration n. These models allow, for example, to estimate the signals observed under long impulse noise impact with memory or "against signals". In this paper we use the robust estimation approach introduced in [11] for such problems. To this end we denote by Q the distribution of (ξ t ) 0≤t≤n in the Skorokhod space D[0, n]. We assume that Q is unknown and belongs to some distribution family Q n specified in Section 3. In this paper we use the quadratic risk R Q ( S n , S) = E Q,S S n − S 2 ,
where f 2 = 1 0 f 2 (s)ds and E Q,S is the expectation with respect to the distribution P Q,S of the process (1.1) corresponding to the noise distribution Q. Since the noise distribution Q is unknown, it seems reasonable to introduce the robust risk of the form R * n ( S n , S) = sup Q∈Q n R Q ( S n , S) , (1.4) which enables one to take into account the information that Q ∈ Q n and ensures the quality of an estimate S n for all distributions in the family Q n . The goal of this paper is to develop the robust efficient model selection method for the model (1.1) with the semi-markov dependence having unknown distribution. We use the approach proposed by Konev and Pergamenshchikov in [11] and [12] for continuos tome regression models with non martingale noises. Unfortunately, we can't use directly this method for the Semi -Markov regression models. since their tool essentially uses the fact that the Ornstein -Uhlenbeck dependence decreases with the geometrical rate and we obtain sufficiently quickly the "white noise" case. In this paper we propose the new analytical tools based on the renewal methods to obtain the sharp non-asymptotic oracle inequalities. And as a consequence we obtain robust efficiency for proposed model selection procedures.
The rest of the paper is organized as follows. In Section 2 we construct the model selection procedure on the basis of weighted least squares estimates. In Section 3 we state the main results. Here we also specify the set of admissible weight sequences in the model selection procedure. In Section 4 we develop the oracle inequalities tool for the usual and robust quadratic risks. In Section 5 we study the renewal density. In Section 6 we develop stochastic calculus for semi Markov processes. We give numeric simulations in Section 7. In Appendix some auxiliary propositions are given.
Model selection
In this paper we consider the pure jump process in (1.2) in the following form Here N t is a general counting process (see, for example, [14] ) defined as
where (τ l ) l≥ 1 is an i.i.d. sequence of positive integrated random variables with the distribution η and
is well defined with E Q I n (f ) = 0. Moreover, as it is shown in Lemma 6.1
where
|ρ| * and |ρ| * = sup t≥0 |ρ(t)| < ∞. Here ρ is the density of the renewal measureη defined asη
where η (l) is the lth convolution power of the measure η. Let (φ j ) j≥ 1 be an orthonormal uniformly bounded basis in L 2 [0, 1], i.e. for some constant φ * ≥ 1, which may be depend on n,
For t ≥ 1 we extend these functions φ j (t) by the periodic way, i.e. we set φ j (t)=φ j ({t}), where {t} is the fractional part of t ≥ 0. For example, we can take the trigonometric basis defined as Tr 1 ≡ 1 and for j ≥ 2 To estimate the function S we use here the model selection procedure for continuous time regression models from [11] based on the the Fourier coefficients which is defined as
These coefficients can be estimated by
From (1.1) it follows directly that these Fourier coefficients satisfy the following equation
We estimate the function S(x) for x ∈ [0, 1] by the weighted least squares estimator 12) where the weights λ = (λ(j)) 1≤j≤n belong to some finite set Λ from [0, 1] n , θ j,n is defined in (2.10) and φ j in (2.8). Now we set ν = #(Λ) and |Λ| * = max λ∈Λ L(λ) , (2.13) where #(Λ) is the cardinal number of Λ and L(λ) = n j=1 λ(j). In the sequel we assume that |Λ| * ≥ 1.
To choose a weight sequence λ in the set Λ we use the empirical quadratic risk, defined as Err n (λ) = S λ − S 2 , which in our case is equal to
Since the Fourier coefficients (θ j ) j≥ 1 are unknown, we replace the terms θ j,n θ j,n by
Here σ n is the estimate for the limiting variance of E ξ 2 j,n which we chose in the following form 16) where t j,n are the estimators for the Fourrier coefficients with respect to the trigonometric basis (2.8), i.e.
Finally, to choose the weights we will minimise the following cost function 18) where δ > 0 is some threshold which will be specified later and the penalty term
We define the model selection procedure as
We recall that the set Λ is finite soλ exists. In the case whenλ is not unique we take one of them. Now, we specify the weight coefficients (λ(j)) 1≤j≤n . Consider a numerical grid of the form
where t i = iε and m = [1/ε 2 ]. We assume that both the parameters k * ≥ 1 and 0 < ε < 1 are functions of n, i.e. k * = k * (n) and ε = ε(n), such that
lim n→∞ ς * (n)ε(n) = 0 and lim n→∞ n δ ε(n) = +∞ (2.23)
for any δ > 0. One can take, for example, for n ≥ 2
where k * 0 ≥ 0 is some fixed constant. For each α = (β, t) ∈ A, we introduce the weight sequence
with the elements
Now we define the set Λ as
Note, that these weight coefficients are used in [11, 12] for continuous time regression models to show the asymptotic efficiency.
Main results
We assume that the distribution η has density g which satisfies the following conditions and for any K > 0 there exists δ = δ(K) > 0 for which
For the next condition we need the Fourier transformation for any R → R function f from L 1 (R) defined as
It is clear that the conditions H 1 )-H 4 ) hold for any continuously differentiable g, for example, for the exponential density.
Remark 3.1. It should to note that if τ j is exponential random variables, i.e. g is the exponential density, then (N t ) t≥0 is the Poisson process and in this case (ξ t ) t≥0 is a Levy process for which this models is studied in [8] - [9] and [11] . But in the general case that the process (1.2) is not the Levy process this process has a memory and cannot be treated in the framework of the semi -martingales with independent increments. One needs to develop a new tool based on the renewal theory arguments.
First we set the following constant which will be used to describe the rest term in the oracle inequalities. We set
where Λ n = |Λ| * / √ n, and
Here we used also the following notations
Firstly, we obtain the non asymptotic oracle inequality for the model selection procedure (2.20). < ∞, the function S is continuously differentiable and the conditions H 1 )-H 4 ) hold. Then the procedure (2.20), for any n ≥ 1 and 0 < δ ≤ 1/6, satisfies the following oracle inequality
Now we study the robust risks (2.9) for the procedure (2.20). To this end we need to specify the distribution family Q n . We assume that 6) where the unknown bounds 0 < ς * ≤ ς * are functions of n, i.e. ς * = ς * (n) and
In this case this family consists of all distributions on the Skorokhod space D[0, n] of the process (1.2) with the parameters satisfying the conditions (3.6) -(3.7). Moreover, we assume also that the upper bound for the basis functions in (2.7) may be dependent on n ≥ 1, i.e. φ * = φ * (n), such that for anyǫ > 0
Now we study the model selection procedure for the coefficients (2.26). < ∞ and the unknown function S is continuously differentiable. Moreover, assume that the conditions H 1 )-H 4 ) hold. Then for the robuste risks defined in (2.9) through the distribution family (3.6) -(3.7) the procedure (2.20) with the coefficients (2.25) for any n ≥ 1 and 0 < δ < 1/6, satisfies the following oracle inequality
where the sequence U * n (S) > 0 is such that under the conditions (3.8) and (2.23) for any r > 0 andδ > 0
Now we study the asymptotically efficience properties for the procedure (2.20), (2.25) with respect to the robust risks (2.9) defined by the distribution family (3.6) -(3.7). To this end we assume that the unknown function S in the model (1.1) belongs to the Sobolev ball
where r > 0 , k ≥ 1 are some parameters, C k per
can be written as an ellipsoid in l 2 , i.e.
2i . Similarly to [11, 12] we will show here that the asymptotic sharp lower bound for the robust risk (2.9) is given by
Note that this is the well-known Pinsker constant obtained for the nonadaptive filtration problem in "signal + small white noise" model (see, for example, [18] ).
Let Π n be the set of all estimators S n measurable with respect to the sigmaalgebra σ{y t , 0 ≤ t ≤ n} generated by the process (1.1).
Theorem 3.3. Under the conditions (3.6) and (3.7)
where υ n = n/ς * .
We set the parameter δ in (2.18) as function lim n δ n = 0 and lim
for anyδ > 0. For example, we can take δ n = (6 + ln n) −1 .
Theorem 3.4.
Assume that E Y 4 1 < ∞ and the conditions H 1 )-H 4 ) hold. Then the robuste risks defined in (2.9) through the distribution family (3.6) -(3.7) for the procedure (2.20) with the coefficients (2.25) and the parameter δ = δ n satisfying (3.15) has the following asymptotic upper bound 
Remark 3.2. It is well known that the optimal (minimax) risk convergence rate for the Sobolev ball W k r is n 2k/(2k+1) (see, for example, [18] , [17] ). We see here that the efficient robust rate is υ 2k/(2k+1) n , i.e. if the distribution upper bound ς * → 0 as n → ∞ we obtain the more rapid rate with respect to n 2k/(2k+1) , and if ς * → ∞ as n → ∞ we obtain the more slow rate. In the case when ς * is constant the robuste rate is the same as the classical non robuste convergence rate.
Oracle inequalities
In order to prove the oracle inequality, the following conditions will be needed for the noise (ξ t ) t≥ 0 . Here we use the conditions introduced in [11] for the general semi martingale model (1.1).
C 1 ) For all n ≥ 1 and Q there exist a variance proxy σ Q > 0 and the constant L 1,Q,n ≥ 0 such that for any basis functions with the bound (2.7)
C 2 ) For all n ≥ 1 and Q there exists the constant L 2,Q,n ≥ 1 such that any basis functions with the bound (2.7)
where |x| 2 = n j=1
and B 2,Q,n (x) = n j=1
We start with the sharp oracle inequalities.
Proposition 4.1. Assume that the conditions C 1 ) and C 2 ) hold. Then for any n ≥ 1 and 0 < δ < 1/6, the estimator of S given in (2.20) satisfies the following oracle inequality
We need to study the estimate (2.16).
Proposition 4.2. Suppose that the conditions C 1 ) and C 2 ) hold for the model (1.1) and S(·) is continuously differentiable. Then, for any n ≥ 2,
Note that the Propositions 4.1-4.2 imply Proposition 4.3. Assume that the conditions C 1 ) and C 2 ) hold and the function S is continuously differntiable. Then for any n ≥ 1 and 0 < δ ≤ 1/6, the estimator of S given in (2.20) satisfies the oracle inequality
where Λ n is given in (3.3) and
Now we need to check the conditions C 1 ) and C 2 ) for the model the process (1.2). < ∞. Then the condition C 2 ) holds with 
Renewal density
We start with the following lemma.
Lemma 5.1. Let τ be a positive random variable with a density g, such that Ee βτ < ∞ for some β > 0. Then there exist 0 < β 1 ≤ β for which,
Proof. We will show this lemma by the contradiction, i.e. assume there exists some sequence of positive numbers going to zero (γ k ) k≥1 and a sequence (w k ) k≥1 such that Ee
It is clear, that for random variables having the density the last equality is possible if and only if w ∞ = 0. In this case, i.e. when lim k→∞ w k = 0, the equation (5.1) implies
But under our conditions Eτ > 0. Hence, all these contradictions imply Lemma 5.1
Proposition 5.2. Let τ be a positive random variable with the distribution η having a density g which satisfies the condition H 1 )-H 4 ). Then the renewal measure
is absolutely continuous with density ρ, for which
where µ = Eτ 1 and Υ(·) is some R + → R function such that
Proof. First note, that we can represent the measure ν as ν = η * ν 0 and
. It is clear that in this case the density
Now we use the arguments proposed in the proof of Lemma 9.5 from [3] . For any 0 < ǫ < 1 we set
It is easy to deduce that for any
Moreover, in view of the condition H 1 ) we obtain that the function ρ ǫ (x) satisfies the condition D) in Section A.2. So, through Proposition A.5 we get
So,
One can check directly that sup 0<ǫ<1,θ∈R
Therefore, by the condition H 3 ) through the Lebesgue dominated convergence theorem we can pass to limit as ǫ → 0 in (5.5), i.e. we obtain that
Using here again Proposition A.5 we deduce that
Note now that we can represent the density (5.3) as
and the function ρ c (x) is continuous for all x ∈ R. This means that
and, therefore, the condition H 2 ) implies that for any γ > 0
Now we can rewrite (5.6) as
Taking into account that E e βτ < ∞ for some β > 0 we can obtain that
To study the second term in 5.7 we will use Proposition A.3. Indeed, the condition H 3 implies the first limit equality in (A.1). The second one follows directly from Lemma A.4. Therefore, in view of Proposition A.3 there exists some β * > 0 such that for any 0
Note that due to lemma 5.1 the function 1 − g(θ) has not the zeros on the line {z ∈ C : Im(z) = −β 1 }. Moreover, one can check directly that θ = 0 is isolated zero. So, this means that for any N > 1 the function 1 This means that there exists N > 0 such that the function 1 − g(θ) = 0 for θ ∈ {z ∈ C : −β 1 < Im(z) < 0 , |Re(z)| ≥ N }. So, can be only finitely many zeros of the function 1 − g(θ) in {z ∈ C : −β 1 < Im(z) < 0} for some fixed 0 < β 1 < β. Therefore, there exists some β 0 > 0 for which the function 1 − g(θ)
has not the zeros in {z ∈ C : −β 0 < Im(z) < 0}, i.e. the functionǦ(θ) will be bounded in this set, and we obtain that
Hence Proposition 5.2. Using this proposition we study now the renewal process (N t ) t≥0 , introduced in (2.3). (5.8)
Proof. First, note that thanks to Proposition 5.2.
As to the last bound in (5.8), we use the same reasons as in the previous inequality, i.e. we obtain
6 Stochastic calculus for the Semi-Markov processes Proof. Indeed, taking into account that
we deduce that
Now Proposition 5.2 implies Lemma 6.1.
Lemma 6.2. Let f and g be any non-random functions from L 2 [0, n] and (I t (f )) t≥ 0 be the process defined in (2.4). Then for any 0 ≤ t ≤ n,
where ρ is the density of the renewal measure l≥1 η l .
Proof. In view of (8.1), one has
Moreover, we obtain
Hence Lemma 6.2.
Lemma 6.3. Let f and g be bounded [0, ∞) × R functions. Then for any k ≥ 1
f (s) g(s)ds and G is σ field generated by the sequence (T l ) l≥1 , i.e. G = σ{T l , l ≥ 1}.
Proof. Indeed, it is clear that
Hence Lemma 6.3.
Lemma 6.4. Assume that the conditions H 1 )-H 4 ) hold. Then for any measurable bounded non-random functions f and g
Proof. Using the definition of the process (m t ) t≥0 we can represent this integral as
Note now that
Now, using Lemma 6.3 we can represent the last expectation as
The first term in (6.3) can be represented as
To estimate the last expectation in (6.3) note that
Moreover, using now the representation (6.1) we calculate the expectation of the last term in (6.2)
Note that in view of Proposition 5.2 the function δ can be estimated as
Therefore,
Hence Lemma 6.4.
Lemma 6.5. Assume that the conditions H 1 )-H 4 ) hold and E|Y 1 | 4 < ∞. Then, for any measurable bounded non-random functions f and g, one has
Proof. First note that
Now we show that
To this end we present the stochastic integral I t (f ) as
Therefore, setting
Taking into account that the for any non random square integrated function f the integral I w t (f ) is gaussian with the parameters 0, t 0 f 2 (s)ds , we can estimate for any 0 < t ≤ n the following expectation as
Moreover, taking into account that the processes (w t ) t≥0 and (z t ) t≥0 are independent we obtain that
One can check directly here that for t > 0
Now the last bound in Corollary 5.3 yields sup 0≤t≤n E (I z t (f )) 4 < ∞ and, therefore, sup
It follows directly that EJ 1 = 0. Now we study the last term in (6.5). To this end first note that similarly to the previous reasoning we obtain that
Therefore, to show (6.4) one needs to show that
To check this note that for any 0 < t ≤ n and for any bounded function f
Taking into account that the Wiener process (w t ) t≥0 is independent on the field G z = σ{Y k , T k , k ≥ 1} we obtain that E I klj |G z = 0. Therefore,
So, we obtain (6.6) and hence Lemma 6.5
Simulation
In this section we report the results of a Monte Carlo experiment to assess the performance of the proposed model selection procedure (2.20). In (1.1) we chose 1 -periodic function which for 0 ≤ t ≤ 1 defined as
We simulate the model dy t = S(t)dt + dξ t , where ξ t = 0.5dwt + 0.5dz t ;. Here z t is the Semi -Markov process defined in (2.1) with a Gaussian N (0, 1) sequence (Y j ) j≥1 and χ 2 with 3 freedom degrees i.i.d. random variables (τ k ) k≥1 . We use the model selection procedure (2.20) with the weights (2.25) in which k * = 100 + ( ln(n)), t i = i/ ln(n), m = [ln 2 (n)] and δ = (3 + ln(n)) −2 . We define the empirical risk as
where the observation frequency p = 100001 and the expectations was taken as an average over N = 10000 replications, i.e.
We set the relative quadratic risk as
In our case ||S|| 
Proofs

Proof of Proposition 4.1
First note, that we can rewrite the empirical squared error in (2.14) as follows
whereθ j,n = θ j,n − θ j θ j,n . Now using the definition of θ j,n in (2.15) we obtain thatθ
where ς j,n = E Q ξ 2 j,n − σ Q and ξ j,n = ξ 2 j,n − E Q ξ 2 j,n . Putting
we can rewrite (8.1) as
where e(λ) = λ/|λ|, the function L(·) is defined in (2.13) and the functions B 1,Q,n (·) and B 2,Q,n (·) are given in conditions C 1 ) and C 2 ). Let λ 0 = (λ 0 (j)) 1≤j≤ n be a fixed sequence in Λ and λ be as in (2.21). Substituting λ 0 and λ in the equation (8.3), we obtain
where ̟ = λ − λ 0 , e = e( λ) and e 0 = e(λ 0 ). Note that by (2.13)
Applying the inequality 2|ab| ≤ δa
Taking into account that 0 < δ < 1, we get
((e(λ)). Moreover, noting that in view of (2.13) sup λ∈Λ |λ| 2 ≤ |Λ| * , we can rewrite the previous bound as
To estimate the second term in the right side of this inequality we set
Thanks to (2.5) we estimate the term M (x) for any x ∈ R n as
To estimate this function for random vector x ∈ R n we set
So, through the inequality (8.5)
It is clear that the last term here can be estimated as
where ν = card(Λ). Moreover, note that, for any x ∈ Λ 1 ,
x 2 (j)θ j ξ j,n . Taking into account now, that for any x ∈ Λ 1 the components |x(j)| ≤ 1 , we can estimate this term as in (8.7), i.e.
Similarly to the previous reasoning we set
and we get
Using the same type of arguments as in (8.8), we can derive
From here and (8.10), we get
for any 0 < δ < 1.Using this bound in (8.8) yields
.
Using this bound in (8.6) we obtain
Moreover, for 0 < δ < 1/6 we can rewrite this inequality as
Now, in view of the condition C 2 ), we estimate the expectation of the term B * 2,Q,n in (8.6) as
Now, taking into account that |Λ| * ≥ 1, we get
Using the upper bound for P n (λ 0 ) in Lemma A.1, one obtains (4.1). Hence Proposition 4.1.
Proof of Proposition 4.2
We use here the same method as in [8] . First of all note that the definition (2.17) implies that
So, we have
Note that for the continiously differentiable functions (see, for example, Lemma A.6 in [8] ) the Fourrier coefficients (t j ) for any n ≥ 1 satisfy the following inequality
By the same way as in (8.7) we estimate the term M n , i.e.
and the absolute value of this term for n ≥ 1 we can be estimated as
Moreover, using the conditions C 1 ) and C 2 ) we can represent the last term in (8.15) as
Taking into account that the L 2,Q,n ≥ 1 we obtain the bound (4.3). Hence Proposition 4.2.
Proof of Proposition 4.4
Firstly we check the condition C 1 ). To this end we set
In view of (2.1) the last integral can be represented as
and
Using Proposition 5.2 we get
where ρ is the renewal density introduced in 2.6. Taking into account here that n 0 φ 2 j (t)d t = n and sup j≥1 sup x∈R |φ j (x)| < ∞, we obtain /µ. This directly implies the condition C 1 ).
Proof of Proposition 4.5
Now we check condition C 2 ). By Ito formula one gets
Therefore, using Lemma 6.1 we obtain
where ρ· is the density of the renewal measure ∞ j=1 η (j) and the η is the distribution of τ 1 . Therefore, putting
we obtain
Now for any sequence x = (x j ) j≥1 with #(x) ≤ n and j≥1 x 2 j ≤ 1 we set
we get the following stochastic differential for (8.23)
Applying the Ito formula one obtains
Now we show
To this end note that
Using here Lemma 6.5, we get
Moreover, taking into account that for any nonrandom bounded function f
So, Lemma 6.4 yields
Taking into account that #(x) ≤ n and j≥1
and we come to (8.25) . Note now that thanks to Lemma 6.2 we obtain that
This term can be estimated through Proposition 5.2 as
So we obtain that
Furthermore, by Lemma 6.3 one has
and, therefore, taking into account that the random Y k is independent of A T k − (x) and the field G = σ{T j , j ≥ 1}, we get
Taking into account that
we can estimate the term D 1,n as
Using here Corollary 5.3, we obtain
Now, to estimate the last term in (8.27) note that the process A t (x) can be rewritten as
Applying Lemma 6.3 again, we obtain for any k ≥ 1
So, we can represent the last term in (8.27) as
Thanks to Proposition 5.2 we obtain
In view of the definition of Q x in (8.29) we can rewrite the last integral as
Taking into account that j≥1 x 2 j ≤ 1, we obtain that,
This upper bound yields
Let us estimate now the last term in (8.30). We have
It is clear, that for any 0
Taking into account that Q x (t, s) = Q x (s, t) we obtain through inequality (8.31)
Hence Proposition 4.5.
Proof of Theorem 3.2
It will be noted that the number of weight vectors in Λ is ν = k * m. Therefore, in view of the assumptions (2.23), for anyǫ > 0, one has
Taking into account that τ β < 1 for β ≥ 1 we obtain for the set (2.26)
Therefore, the last condition in (2.23) yields
So, from here we obtain the convergence (3.10). Hence Theorem 3.2.
Proof of Theorem 3.3
First, we denote by Q 0 the distribution of "signal + noise" model, i.e. the distribution of the process (1.1) with ̺ 1 = ς * and ̺ 2 = 0. So, we can estimate with below the robust risk
Now Theorem 6.1 from [9] yields the lower bound (3.14). Hence Theorem 3.3.
Proof of Theorem 3.4
We prove this theorerm through Theorem 3.2 in the same way as Theorem 6.1 from [11] . Hence Theorem 3.4.
Acknowledgements. The research is funded by the Academic D.I. Mendeleev Fund Program of the Tomsk State University (research project NU 8.1.55.2015 L).
Appendix
A.1 Property of the penalty term Lemma A.1. Assume that the condition C 1 ) holds. Then for any n ≥ 1 and λ ∈ Λ,
where the coefficient P
Proof. By the definition of Err n (λ) one has
In view of the condition C 1 ) this leads to the desired result
Hence Lemma A.1.
A.2 Properties of the Fourier transformations
Theorem A.2. Cauchy (1825) Let U be an open subset of C which is simply connected, let g : U → C be a holomorphic function, and let γ be a rectifiable path in U whose start point is equal to its end point. Then Therefore, letting N → ∞ in (A.5) we obtain (A.2). Hence Proposition A.3.
In the sequel we will need the following technical lemma. So, letting in this inequality n → ∞ we obtain the firs limit in and, similarly we obtain the second one. Let now b = +∞ and a = −∞. In this case we obtain that for any −∞ < a < b < +∞ Hence Proposition A.5.
