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Optimization of industrial processes can be achieved through sta- 
tistical analysis of exploratory experiments. Two-level factorial de- 
signs are described in terms of a transformation matrix derived from 
correlation analysis and a power series representation forthe process. 
It is shown that the automatic design of regular fractional factorials 
is facilitated by algorithms based upon this transformation. Further- 
more, the scheme is made continuously adaptive by making subse- 
quent experimental designs dependent upon the results of past experi- 
ments. Digital simulation of the control of a hill-climbing procedure 
demonstrates several points, including the effect of process noise 
upon system performance. 
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unit vector, (1, 1, 1 . - . )  
change in setting of input control variable 
output variable in normMized transformation 
output variable, arbitrary units 
vector with components y 
the product of those x's selected by the l's in 
the binary number equivalent of i. 
variance due to process noise 
coefficient in power series for Y; also, trans- 
formed variable from R applied to y. 
vector with components ¢ 
I. INTRODUCTION 
The task of achieving and maintaining steady-state optimization of 
industrial processes must often be accomplished in the absence of com- 
plete information. Should a well-defined analytical expression be availa- 
ble which describes the process output as a function of its control varia- 
bles ~hroughout the region of interest, then there are mathematical 
procedures which will optimize the system. Alternatively, however, data 
gathered from experiments on the process must be used to realize a model, 
at least in the locality of current operation, upon which to base control 
decisions. Because the model is only locally valid, only small changes or 
moves can be made in the set points or control variables of the process. 
Such an evolutionary operation (Box and Wilson, 1951) results in creep- 
ing control, and is based upon some procedure of the experimental- 
learning type. 
Correlation analysis and the design of factorial experiments provide 
one with statistical methods for extracting information from experi- 
ment's. In process control it is desirable that a correlation analysis extend 
to the higher and nonlinear orders in order to include interaction effects. 
The use of binary perturbations on the control variables greatly simpli- 
fies the process model and therefore the task of measuring parameters. 
Under the restriction of two-valued inputs, there are 2 ~ process coeffi- 
cients which can be evaluated with n control variables. By employing 
an orthogonal transformation, the correlation effects of all orders are 
described by a set of 2 ~ coherence coefficients (Ratz 1965b). 
Such an analysis is directly related to the design and analysis of 
factorial experiments with two-valued inputs. The coherence transforma- 
tion yields a way of describing these designs which is particularly suita- 
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ble for automatic omputation and which facilitates the development of
algorithms for the automatic design of the experiments. In particularly 
noisy environments factorial experiments are often replicated to reduce 
the effect of the noise or the residual error. By comparison, industrial 
processes have low noise and it is possible to consider fractional factorials 
as a means of decreasing the experimentation time used in data gather- 
ing. 
In the work reported here, the coherence transformation derived from 
correlation analysis has been applied to the task of designing two-level 
regular fractional factorial experiments. By making the design proce- 
dures themselves change in accordance with accumulated information 
as optimization proceeds, there results an adaptive procedure for the 
automatic design of the fractional factorial experiments. Results of 
digital~ simulations are presented to illustrate some of the features of 
this procedure. 
II. DEVELOPMENT OF THE MODEL 
A general model describing the output Y of a process with multi- 
variable inputs and no memory can be written in the form of a power 
series, 
: :  Y = polynomial (xl, x2, --. , x~) 
where Y and x~ are changes measured from the current operating point. 
The number of terms of degree m in such a power series is 
since (~) i s  the number of ways of selecting k variables from the n 
(k-l) is the number of ways of forming a product of available, and ~-1 
degree m with the selected It-variables. Thus the total number of terms 
in thepower series, and hence the number of coefficients, is ~, ,  G(m). 
The number of terms in this general model increases rapidly with the 
degree of the polynomial. For example, when 
n = 12 variables, 
G(1) = 12, G(2) = 79, and G(3) = 364. 
Fortunately, realistic process models can be achieved with the maxi- 
mum m much less than n, and often with m as small as one or two. This 
is especially true for incremental models. 
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In a factorial experiment the independent variables are permitted to 
take on only discrete values. Thus, if p levels are permitted for each 
variable, there are p~ different possible experiments, which is indeed a 
prodigious number for any reasonable n. Hence, we shall consider the 
case in which there are only two allowable values for the experimental 
perturbations on the control variables; namely, -t-1 and -1 .  Under this 
restriction a complete factorial design consists of 2 ~ experiments. Now, 
if the values of the x~ are restricted to 4-1, then for any positive integer 
K, 
x2K 2K~- I  i = +1;  xl = xi. 
This means that in the power series representation novariable appears 
to a power higher than the first, so that higher-order terms can only be 
made up from products. It is easily seen that now the number of terms 
in an m degree polynomial is, 
G'(m) = (~) 
and 
V'(m) = 2 ~. 
m 
Each coefficient in this polynomial of symmetrical binary variables is 
the sum of appropriate coefficients from the more general series. For 
example, when x~ = ±1, then 
axl 3 + bxlx2 + cx12x2 + dx2 3 
= (a+b)x l+ (c+d)x2+ . . . .  
Now, each of the 2 ~ terms in the polynomial of symmetrical binary 
variables can be written as the product of variables with each variable 
appearing in the first degree only. Since each variable may be either 
present or absent in a particular term, a convenient notation for the 
series lets the l's and O's in the binary equivalent of the index 
i = 0,1,2, . . .  (2~-- 1) 
designate the variables present in that term by systematically assigning 
each variable to a digit position in the binary form of the index. The 
power series is now, 
2n- - I  
Y = ~ ¢i[Hx]i. 
i=O 
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For example, when n = 3 
Y = ¢000 -t- ¢001xl + ¢010x2 d- ¢onx2xl 
+ ¢1ooX3 + ¢lolX3Xl + . . . .  
This form of power series has been studied by a number of authors 
(Gose, 1965; Fukunaga nd Ito, 1964; Hall, 1964). In addition, it may 
be noted that certain of the processes derivatives may be estimated from 
the ioefficients ¢i, where the output Y is over the unit interval in the 
x's. Thus:we have ¢0ol as an estimate of OY/ax l  and ¢10I as an estimate of 
(a2Y) / (Ox lax3) .  The binary index i indicates ystematically the inde- 
pendent variables in the denominator, while the order of the numerator 
is the order of the coefficient, which in turn is equal to the code weight 
of the b!nary index i (i.e. the number of l's in the equivalent binary 
numlJer). When experiments are restricted to two-level perturbations, 
the independent variables may only appear to the first degree in the 
estimated partial derivatives of all orders. 
Another interesting interpretation of ¢i results if the binary experi- 
ments are random and uncorrelated sothat time averaging ives 
2i -- 0; x~ 2 = 1; x ix jxk  2 -- 2 i '~3  = O. 
Multiplying the series representation f Y by various x~'s and taking the 
time average, gives the following typical results: 
Yx l  = ¢001 ; Yx lx3  = ¢101 
= ¢ooo ; Yx2  = 4~io. 
This clearly offers a simple way of determining the coefficients by meas- 
urements. 
Next consider the 2 ~ possible values of the output variable Y that 
correspond to a complete two-level factorial experiment. These may be 
designated Yk where 
k = 0, 1, 2, . - .  , (2" -1 ) .  
Further, let the binary equivalent of the index ]¢ define the corresponding 
experiment according to the positions of the O's and l's, where a "0" 
represents a unit change of +1 and a "1" represents a change of --1 on 
the corresponding x-variables. For example, 
Yooo is the output when x3 = x2 = xl = + 1 
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Yon is the output when -t-x3 = --x2 = --xl = ~-1 
Y101 is the output when -x3  = x2 = --xl = -t-1 
In terms of the power series, we obtain for the last example, 
Ylol = ¢ooo - ¢ool + ~olo - ¢Oll - ~hoo + ¢1ol - 4alo + ~m .- 
Clearly, each Y is the sum of all 2 ~ coefficients where the polarity of the 
coefficient depends, in a particular case, on both k and i. If we call these 
polarity coefficients rlk = ±1,  then the binary experiments on theprocess 
can be described by a linear transformation; amely, 
1 2n--1 
y~ - (2n)l/~ ~ r~ ~ 
i=0  
The factor (2~) -1/2 is a normalizing factor chosen to make the transforma- 
tion self-inverse, and gives a scaled value of the output such that 
yk = 2-(m)~Yk • 
The rik may be defined in terms of the inner product of two vectors 
i and k, each with n binary (i.e. 0, 1) components ordered as described 
above. Then 
rik = expe (Tr[-111/2i.k) = ( - -1 )  i*k = 4-1. 
The sign of r~k is determined by the product of the selected xi's Which are 
changes of either -t-1 or -1  in control settings. Now, a closer examina- 
tion of this definition shows that the polarity of r~k is determined by the 
parity (even or odd) of the inner product of the binary indices. This 
latter interpretation can be very useful in a computer ealization 'of the 
method. The form of the transformation and the kernels r~k suggest an 
analogy with Fourier series, (Coleman, t961) and indeed the ' inverse 
transformation exists, 
2n--1 
1 ~ (--1) i'k Yk 
(~ i -  (2n) 1/2 }=0 
Finally, if the 2 ~ values of each of yk and 6~ are listed as the components 
of a column vector using (k -t- !)  and (i + 1) respectively as the row 
numbers, then the kernels of this transformation become the elements 
of a 2 ~ X 2 ~ matrix, R~. Thus 
[yk+l] = Y = R~ . . . .  i 
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and as R~ can be shown to be self-inverse, 
[¢i+1] = a) = R~Y. 
The matrix 2~/2.R~ is a Hadamard matrix and, from the properties of 
the elements rik, may be derived by the reeursive formula, 
1 [R~ R.7; 
As an example, if the rows and columns of 2R~ are labelled according 
to the binaLw equivalent of the indices i and k, we have for the array of 
the r~k, 
i! 01 
00 
.1.1 
.1.1 
-t-1 
.1.1 
01 IO 11 
.1.1 .1.1 .1.1 
-1  .1.1 -1  
,1,1 -1  -1  
--1 --1 +1 
Furthermore, it can be proved that R~ is both orthogonal 
inverse. Therefore, we have, 
E¢?  = 
i k 
In addition, 
and 
2n--1 
Yk = 2n/2"q~00,-.0 
k=0 
2n--1 
¢~ = 2~/2.yoo,..  
i=0  
and self- 
since the first row and first column of R~ will consist entirely of ",1,1" 
elements. 
I I I .  FRACTIONAL FACTORIAL DESIGNS 
The matrix transformation Rn serves to describe the analysis of a 
complete factorial experiment in a convenient, form: Similar 'matrices 
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have been used in factorial design (Kempthorne, 1952) but the sys- 
tematic representation given here, along with the advantageous proper- 
ties of the resulting Hadamard matrix, are particularly suited for the 
application to automatic process control by computer. For example, the 
experiments and the results are uniquely designated by the indices i
and k, and these determine the element r~k at row (i + 1) and column 
(k + 1) in a way that facilitates automatic processing by a computer. 
There are strong reasons for developing schemes based on much less 
than a complete factorial experiment (Daniel, 1956). In any engineer- 
ing problem, n will be large and 2 n will be prohibitively so. Besides, in 
process optimization it is often wise to make approximate interim 
improvements based on partial information, as this strategy usually re- 
duces the time integral error. Both these reasons uggest he use of a 
fractional factorial design. However, it must be remembered that the use 
of incomplete information will necessitate more complex techniques in 
both the design and analysis of the experiments. 
Usually a measure of the first derivatives of the process output with 
respect o each of the control variables is the prime requirement. Some 
higher-order derivatives may be required too, and the design problem is 
to select he subset of the 2 ~ complete set of experiments which will yield 
reasonable estimates for the important derivatives with a minimum num- 
ber of experiments. This usually means that the selected erivatives 
n4ust be measured orthogonally to all other derivatives which are not 
negligibly small. 
We shall consider only regular fractional factorial designs for experi- 
ments with two-valued perturbations on the control variables. A regular 
fractional factorial design contains 2 ~-q experiments where q is an in- 
teger and is referred to as a 1/2 q replicate of a 2 ~ factorial design. Now 
each successive smaller egular fractional factorial design contains half 
as many experiments a the next larger design and hence, each can esti- 
mate only half as many mutually-orthogonal coefficients in a power series 
as its predecessor. Thus, if (2" - 2 ~-q) experiments are eliminated, only 
2 ~-q coefficients may be evaluated by mutually-orthogonal estimates. 
However, these stimates will be mixed (confounded) with the remaining 
coefficients in a manner which is described later. In fact, it will be seen 
that in a regular fractional factorial design each coefficient is estimated 
by a value equal to the sum of itself and all the other coefficients with 
which it is confounded. 
An easily-applied prescription for specifying fractional replicates is 
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available in the notion of "defining contrast" (Anderson, 1958), which 
selects those coefficients (4) which will be confounded with each other 
and hence, cannot be individually estimated by this experiment. The 
defining contrast is conveniently written using the notation introduced 
previously for the subscripts on y and 4; namely, the integers i and k. 
These can be written in binary notation and hence, specify the n-di- 
mensional vectors i and k which have the corresponding binary com- 
ponents. For example, consider the null and unit vectors, I and u, re- 
spectively, 
as vectors: I = ( . . .0 ,0 ,0 , ) ;  u = ( . . .1 ,1 ,1 , )  
or  
as integers: I = 0; u = (2~-1). 
A typical "defining contrast" that confounds the highest-order differen- 
tial coefficient (4~) with the mean value (¢~) would be, 
I=u .  
This equation means that a set of experiments i requested which will 
estimate both ¢~ and ¢~ as being equal to the sum of the actual values of 
~ and ¢~ ; or, in other words, a set of experiments which will confound 
¢~ with ¢~. A set of experiments which introduces this confounding will 
be useful only if neither ¢~ nor 4u is of interest o the experimenter, or
if one of these coefficients can be assumed to be zero-valued, thus per- 
mitting the evaluation of the remaining coefficient. If the coefficients 
~ and ¢~ are to be estimated as being equal, the design described by this 
defining contrast can contain only those experiments yk (as designated 
by certain selected values of k) whose results are treated identically in 
the estimation of both the mean (¢i with i = 0) and the highest-order 
derivative (~ with i = 2~-I). In accordance with this restriction, the 
selected values of k are those which satisfy the equation, 
= (_ i )  
But ( - - t )  I'k = +1 for all k and therefore, 
u .k  = even integer. 
Hence, the equation I = u, defines a half-replicate factorial design con- 
taining all experiments corresponding to values of k with an even num- 
ber of "1" components. This specifies experiments with an even number 
of ( - 1) perturbations as opposed to ( ~ 1) perturbations. 
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The phenomenon of confounding is also illustrated by the foregoing 
example. Not only will ¢~ be confounded with ¢~ in this design, but all 
estimates of coefficients ¢~ will be confounded in pairs in the half repli- 
cate,: since only• 2~-~ mutually-orthogonal coefficients can be evaluated. 
In fact, the coefficient ¢~ will be confounded with ¢3 where i and j are 
nontrivial solutions of 
(--1) i°k --- ( -1 )  j'k for all k 
where u.k = even integer 
Note that when this equation is satisfied, the defining contrast 
i= j  
will define the same set of experiments a  did 
I=u ,  
as one definition is a direct consequence of the other. Since u is the vec- 
tor with unit components, these equations mean that the code weight of 
k is even. It is easily shown that the solutions are 
j=2" - - l - - i .  
This may be alternatively expressed as 
u = j @ i = j -]-i (mod 2), 
which means the respective components of i and j are binary complements 
of each other, so that their sum, modulo two, on an individual compo- 
nent basis (with no Carry) is 1 in every position. 
The concepts just outlined can be usefully extended to the task of 
determining a defining contrast which will result in specified confound- 
ings. The basis for this determination is that ¢~ will be confounded with 
Cj if the defining equation contains either the terms i and j or the term 
P where 
P- - j~ i .  
Proper design will confound an important ¢ with those which are ex- 
pected to be negligible since the estimate actually obtained is the sum 
of the Confounded coefficients. For example, the defining equation 
I=u  
has been shown to confound pairs of coefficients of complementary or-
ders: That is, if the order of ¢~ is given by w(i) which is the code weight 
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(i.e., number of l's) of the binary form of the subscript, then this de- 
fining equation will confound i and j such that 
w(  i )  = n - -  w( j ) .  
This follows since j = 2 ~ - 1 -- i and (] (D i) = u. Here, then, the 
lower-order, and presumably more important erms, are confounded 
with the higher-order terms. This separates confoundings as far as possi- 
ble from each other in terms of order. Further eduction in the size of the 
fractional design for q = 2, 3, etc. may be obtained by adding further 
terms to the defining equation. A good policy would be to add u term 
having a code weight of n/2 ,  which would represen~ confoundings of
terms near that order. 
Noise or experimental error on the process output during tests affects 
the estimates of the ~-coefficients. In general, analysis of this situation 
leads to a vafiance-covariance matrix (Kempthorne, 1952), but a rela- 
tively simple solution is available in the case of two-valued inputs. 
Consider ~he case of a regular 2 -q replicate design. If, for this case, the 
transformation is modified to maintain ormalization, i.e., 
yk = ~b0(2'~) l/~, 
(k) 
a new expression is obtained for ¢~, 
2 q 
~i -- (2,~)U 2 ~(k) rlky~ 
where the (/c) are the 2 ~-q values allowed by a defining equation. If 
the variance at the output due to random experimental errors is a~ :, 
then because (rik) 2 = +1,  the v~riance on the estimate of ¢i is 
o-<~ = L(2,9,/~j 
~+ = ~.  (2~) "~. 
This shows how the process noise ~,j affects the estimates of  the co- 
herence coefficients ~ for a 2 -q fractional factorial design. Thus, in addi- 
tion to the confounding of the coefficients in groups of 2 q, the process 
noise as reflected on the coefficients i increased by the fac tor  (2q) 1/2. 
IV. ADAPTIVE EXPERIMENTAL DESIGNS 
We now wish to consider the automatic design of the fractional fac- 
torial experiments. These will be used to determine a sequence of moves 
516 • ~ALT. 
of the process operating point which will tend to optimize the process 
output. Successive fractional designs can be derived from the results of 
previous experiments, and hence the design process itself can be adapted 
to the local properties of the process response surface. Given that the 
design will be fractional factorial and that some confoundiags can be 
specified by the designer, information previously obtained regarding the 
magnitude of contrasts hould be used to specify confoundings in future 
experiments. The choice of algorithm used to select acceptable confound- 
ings is dependent upon the number of variables n, the fraction wanted 
(value of q), and upon which contrasts are likely to have appreciable 
magnitude. 
An example might serve to illustrate these points. Consider a six- 
variable process in which all third-order and higher derivatives can be 
assumed to be negligibly small. In the complete design, there are 64 ex- 
periments and thus 64 coefficients in the corresponding model. These co- 
efficients are distributed as to order according to the number of ways of 
selecting the variables in a given order; that is, according to the bi- 
nomial coefficients. It has already been shown that the half replicate 
resulting from the defining equation 
I=u  
will confound pairs of coefficients of complementary orders. A quarter- 
replicate design is defined when a third term is added to the defining 
equation of such a half replicate. If the additional term is chosen as a 
third-order constant, then another third-order term is implied which is 
the binary complement of the one initially specified. Thus, we have 
I=u=G=G 
as the defining equation of a quarter eplicate. 
Each ~b coefficient will now be confounded with three others. The num- 
ber of coefficients of each order, and the order of those confounded in the 
half and quarter-replicate d signs, are as shown in Table I. 
Several aspects of design policy are apparent from this summary. It 
must be remembered that the object of performing fractional factorial 
experiments i to obtain reasonable stimates for specified model coeffi- 
cients without performing a full set of experiments. For example, if a 
good estimate of the mean of the process output is desired, despite the 
handicap of performing only a quarter of the total set of experiments, 
then the selected third-order term and its complement must represent 
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TABLE I 
COEFFICIENTS AND THEIR CONFOUNDINGS 
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Order number 0 1 2 3 4 5 6 
Number of coeffi- 1 6 15 20 15 6 1 
cients 
k-replicate con- 6 5 4 3 2 1 0 
founding order 
numbers 
k-replicate con- 6 5 5 or 4 6 or 4 5 or 3 4 3 
founding order 3 2 4 3 3 3 2 2 2 3 
numbers 3 4 1 3 0 2 1 2 1 {} 
negligible interactions o that the addition of the two third-order coeffi- 
cients and the sixth-order interaction to the mean will not unduly affect 
its value. 
In process control applications it may be quite reasonable to assume 
that all third-order (and higher) interactions are negligible, but that 
some second-order terms are appreciable. Then, in the particular quarter 
replicate described here, we note the disadvantage that each one of the 
six first-order contrasts will be confounded with a second-order contrast. 
I t  is the task of the controller policy to discover which of the second- 
order interactions are significant and to avoid designs which consistently 
confound them with the same first-order effects. 
I f  the same significant coefficients are consistently confounded uring 
sequential sets of experiments, their individual values cannot be esti- 
mated. When a quarter eplicate of a 26 design is to be based upon a de- 
fining equation of the form 
I=U=G=G 
with the contrast G being of third order, the value of G can be freely 
used by the designer to define one pair of first and second-order coeffi- 
cients which will be confounded. This is done by letting 
G=j@i  
where ~ and ~bj- are the first and second-order contrasts, respectively, 
which the designers are prepared to confound. A method for selecting 
~ and ¢~ is to let ¢~ be the smallest first-order contrast as measured ur- 
ing the last set of experiments, and to select j such that ¢~ is a second- 
order contrast known to be small. This choice will produce a good esti- 
mate for ¢~ during the next set of experiments. 
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The following paragraphs will show that good estimates for the first- 
order coefficients are important because of the use of the measured values 
of the first-0rder derivatives in calculating step and move sizes. Errors 
of small absolute value (which might be introduced by confounding) 
seriously affect he validity of these calculations when the errors occur in 
conjunction with small coefficients. Thus, sets of experiments are de- 
signed to produce good estimates for those first-order coefficients which 
would suffer the largest percent error due to confounding. The insistence 
that two consecutive sets of experiments shall both not have the same 
defining equation prevents the procedure from stagnating. Such a scheme 
assumes that higher-order coefficients are entirely negligible, so that good 
estimates can be obtained for lower-order ones by selection of the con- 
foundings according to the measured magnitude ofthe first-order effects. 
Confounding is not the only feature of experimental design and set- 
point moves which should be made adaptive. In two-level factorial ex- 
periments the choice of the relative size of the perturbations on the vari- 
ous control variables can be very important also. Too great a discrepancy 
between the values of the significant differentials can cause "swamping" 
and the loss of information concerning certain inputs. One straightfor- 
ward method of selecting the perturbations Ax~, which correspond to 
the unit changes ~: 1 in the x~, is such that all variables have the same 
effect on the output when they are perturbed individually. Thus, if Ay 
is the maximum allowable disturbance on the output, then Axi can be 
chosen so that 
Ax~ = Ay__ . 1 
The result is obtained by assuming a linear local process model and 
attempting todistribute the first-order effects evenly among the control 
variables. For the purposes of perturbation-size d termination the as- 
sumption of a first-order surface seems reasonable. However, an impor- 
tant practical note should be added. The procedure calls for very large 
perturbations in control variable x~ when [Og/Ox~] is small. Estimates 
obtained for the derivatives, prior to making the perturbation-size cal- 
culation, are only locally valid. Thus, to prevent the use of perturbations 
which would carry a proeess operating point outside valid boundaries, a 
limit must be placed upon perturbation size. In each cycle of the adaptive 
optimization procedure, new perturbation sizes can be calculated using 
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the estimates of the first-order derivatives obtained from the previous 
experiments. 
After the experimental data has been analyzed and estimates obtained 
for the various coefficients and derivatives, a decision can be reached on 
the operating-point move. One method available for making the neces- 
sary calculation is the Newton-Raphson method (Spang, 1962), in 
which the move increments depend on the first-order differentials and 
hence, on the perturbation sizes deduced above. The move made on 
control variable x~ would be, 
n 1 
2gi ! ~ - -  • 
o r  
Ay Oy 
ax~ 
Xl  t - -  
The factor Ay can be considered the maximum change permissible in 
the process output and can be used to limit the radius over which the 
model is extended. 
v. EXPERIMENTAL RESULTS 
A second-degree polynomial in six independent variables was used as 
a "process" for an experimental demonstration f this adaptive optimiza- 
tion procedure. Interaction among the control variables could be intro- 
duced in a controlled fashion by rotating the coordinate axes away from 
the principal axes of the ellipsoids. The resulting family of ellipsoids 
simulated the response surface of a process on a digital computer. A con- 
troller which included a perturbation generator, a coefficient computer, 
an automatic experiment designer, and a master sequencer was part of 
the same computer program. Fig. 1 illustrates these components and 
shows the relation of the controller to the process in the simulation. 
The controller operated in cycles, each cycle ending in an incremental 
move of the operating point of the process towards the goal of optimum 
process output. After the set-point values of the input controls were ad- 
justed, a set of experiments was performed at the new operating point. 
The coefficients evaluated at the previous point, together with the con- 
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FIG. I .  Exper imenta l  process contro l ler  
foundings which existed uring their estimation, were used to design this 
new fractional factorial experiment. The relative magnitudes of the per- 
turbations to be used was also obtained from the results of the immedi- 
ately-preceding set of experiments using the approach previously dis- 
cussed. The newly-designed set of experiments was performed and the 
results analyzed. Newton-Raphson analysis yielded the size and direc- 
tion information eeded for a decision on an incremental change in the 
set points so as to move the operating point towards the optimum. After 
the move was made, the cycle was repeated beginning with the deter- 
mination of the next fractional factorial design. 
Using this experimental configuration, several interesting observations 
have been made. The first demonstration illustrates the effective use of 
information provided by fractional factorial designs as compared to that 
yielded by complete designs. Results of simulation tests with a process 
having relatively low interaction are shown in Figs. 2 and 3 and compare 
the results obtained using quarter eplicates with those obtained by sets 
of complete factorials. Fig. 2, in which the comparison is a function of 
the number of moves made and hence the number of sets of experiments, 
shows the extent of the improvement in error reduction for the complete 
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FIG. 2. The effect of incomplete information 
factorial because of its superior information acquisition. Note, however, 
that the results suggest this improvement is largely obtained in the first 
few moves, and the extra data collected in subsequent complete factorials 
are not effectively used. Furthermore, with complete factorials, moves 
could only be made a quarter as frequently as in the case of quarter 
replicates ince there were four times as many experiments in each set. 
In Fig. 3 the comparison is shown as a function of the number of experi- 
ments. Assuming that all experiments require equal time to perform, 
"number of experiments" is a linear time scale. Clearly, the gain in in- 
formation per move of the complete design is not worth the time re- 
quired to obtain the additional information, and the time-integrated 
error is overwhelmingly in favor of the quarter-replicate approach. 
The asymptotic value of the time-~ntegrated error for the complete de- 
sign is about four times that for the quarter eplicate. Thus the slight 
improvement resulting from the additionM data (Fig. 2) is more than 
offset by the additional time required to obtain it. (Fig. 3). 
An oscillatory property of the fractionM factorial design Mgorithm was 
demonstrated xperimentally. The scheme used to design the fractional 
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factoriM experiments depended only on the results of the immediately- 
preceding set of experiments, and because of this it was possible for the 
method to alternately specify two particular designs. To illustrate this 
behavior we can examine a typical experimentM run which began with the 
defining equation 
I = u = (000 ,  111)  = (111 ,000) .  
As estimated by the first quarter-replicate set of experiments, the small- 
est first-order coefficient was 
¢1 with i = (000,001). 
The smallest second-order coefficient satisfying our conditions was 
¢10 with i = (001,010). 
Hence the design of the next quarter-replicate set was 
I = u = (OOi, 011) = (ilO, iO0) 
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since 
(000, 001) ~ (001,010) = (001,011). 
The analysis of the results of this set of experiments showed that the 
smallest appropriate first and second-order coefficients were 
~1 with i = (000,001) 
and 
¢6 with i = (000, 110). 
Hence the next design equation derived from 
(000, 001) @ (000, 110) = (000, 111) 
was 
I = u = (000 ,  111)  = (11t, 000). 
This returns the design to the initial one, and these two designs would 
then alternate until the relationship among the measured coefficients 
changed. This can be undesirable if it means that certain other first- 
order coefficients are always confounded with significant second-order 
ones. Such design repetition is unlikely to persist since the local response 
surface over which the experiments are performed changes continually 
as optimizing moves are made on the process set points. Noise in the 
process can also interrupt such a sequence. Alternatively, a procedure 
which depends on more than the immediately-preceding set of experi- 
ments could avoid this situation. 
The next experiments investigated the behavior of two fractional fac- 
torial designs under conditions of noise. It has been shown that 
~ = ~A2q) 112. 
For experimental purposes, the magnitude of the noise is related to the 
output and expressed in units of the output variable. To simulate noisy 
conditions, noise of zero mean with a standard eviation of two units 
was added to the process output y. Thus 
a~ = 2 units. 
For comparison, the experimental perturbations to the input controls 
caused a fluctuation of the output from less than 1 unit to somewhat 
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over 5 units, while a move of the set point resulted in a change in the 
output of approximately 5 units. Now fo r full, half and quarter eplicates, 
we have 
full: ~ = ~ = 2 
half: ~ = %/'2~ = 2~¢/2 
quarter: ~ = ~/4~ = 4 
Four optimizing runs were conducted using half and quarter-replicate 
designs. In each case the experiment was upon the same process and from 
identical starting points. 
The first run used half-replicate designs while the second used quarter 
replicates, to optimize a noiseless process. The third and fourth runs were 
repeats of the first two, but noise was added to the process output. 
The results are shown in Figs. 4 and 5. Fig. 4 illustrates the effects of 
noise upon the integrated error. I t  is expected that the slope of these 
curves for a noisy process will always be greater than for the noiseless 
ease. Comparison of the half and quarter-replicate results in Fig. 5 shows 
that the average progress toward  opt imum per move in the qua1~er- 
replicate case is less than for the half-replicate case. This fact is a direct 
200( 
Inlegrated 
Error 
.~.-'~ N°{sY l Hal f 
f . Replicote 
~ Nolseless j
Iooc ~ Noiseless J 
# "  
Number of 
Experiments 
0 64 128 256 
FzG. 4. Effect of noise on fractional factorials 
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result of the superior estimates obtained by large fractions for the coeffi- 
cients of the process model under noisy conditions. However, the time- 
integrated error curves of Fig. 4 clearly indicate that the superior in- 
formation acquisition capabilities of the half-replicate scheme were not 
worth the additional time required for optimization. These results might 
suggest hat the small fractional designs may be more useful when 
process-response surface gradients are steep, but that in the face of noise 
and low gradients, more complete factorials would be worthwhile. 
VI. DISCUSSION AND CONCLUSIONS 
It is clear from Figs. 2, 3, 4 and 5, that the procedure which employs 
an excessive amount of time-gathering information may not be the best 
one to use. However, the importance of the additional information in- 
creases when there is noise in the process. Thus the best fraction, 2 -~, 
in the fractional factoriM design depends upon the noise level in the proc- 
ess. It is also apparent that the number of experiments conducted be- 
tween set-point moves can be substantially reduced once some informa- 
tion has been accumulated about the significant confoundings. Con- 
versely, the larger fractional factorials are useful at the beginning of a 
run on a new process when little is known about the nature of the con- 
foundings. Larger fractionals are also useful when performing experi- 
ments on a noisy process operating near optimal process output. 
The full realization of advantages from these conclusions depends upon 
the automatic design of fractional factorial experiments, using algorithms 
for manipulating the confoundings. One such algorithm has been demon- 
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strafed. More powerful ones, using more past data, would probably in- 
crease the computational complexity. As has been noted, "q" might be 
made to vary with the process noise level, or with some measure of the 
significant mixed partial derivatives which represent interactions. 
Although only the properties of regular fractional factorial designs 
have been discussed, irregular fractional designs are also possible, and 
despite the greater complexity of the design algorithm and the data 
analysis, may be appropriate in some cases. 
The transformation representation f factorial experiments, as de- 
veloped here, makes a systematic computer approach to the problem 
more tractable. The design can be specified and realized automatically 
using data processing equipment capable of performing only the most 
elementary logical operations with binary numbers. 
The application of these techniques to process-control problems is 
based upon the assumption that higher-order effects and interactions 
would not be significant. Thus, this structural information about the 
system is used to control the design algorithm, In other areas of possible 
application this assumption may not hold, and therefore other guides to 
the designs of confoundings would be required. For example, there may 
be an interdependence among the xi which decreases a  their components 
become more separated in an ordered list. Then higher-order components 
of adjacent variables would be more important than lower-order ones of 
widely-separated variables. 
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