Abstract. Consider the discrete maximal function acting on finitely supported functions on the integers,
Introduction
Modern discrete harmonic analysis began in the late 80s/early 90s, when Bourgain proved his celebrated pointwise ergodic theorems along polynomial orbits [1, 2, 4] ; a key ingredient in the proof of Bourgain's polynomial ergodic theorems were the quantitative estimates sup N 1 N n≤N f (x − P (n)) ℓ p (Z) ≤ C p,P f ℓ p (Z) , P ∈ Z[−], 1 < p ≤ ∞ for some absolute constants C p,P > 0.
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The analogous result for averages along the primes was established by Bourgain [3] and Wierdl in [21] :
f (x − p) log p ℓ p (Z) ≤ C p f ℓ p (Z) , 1 < p ≤ ∞ for some absolute constant C p > 0. Here, P := {p : p is a prime}. Since Bourgain's and Wierdl's work on "arithmetic" ergodic theorems, much work has been devoted to studying discrete maximal functions and discrete singular integrals. For some foundational papers in this direction, we refer the reader to [7, 11, 19, 20] and to the references contained therein.
In 2013, Mirek and Trojan in [14] began a study of maximally truncated discrete "arithmetic" singular integral operators, by proving an analogue of Cotlar's ergodic theorem along the primes. The key quantitative result of their paper is the following: Theorem 1.1 (Theorem 2 of [14] ). The maximal function sup N p∈±P,|p|≤N
log |p| p is ℓ p (Z) bounded for each 1 < p < ∞.
After Mirek and Trojan's result came to light, further study of averaging operators along the primes was conducted by Zorin-Kranich in [22] , where a variational extension of Bourgain-Wierdl was proven. This result was later recovered by Mirek, Trojan, and Zorin-Kranich in [15] , where it was presented with the variational strengthening of Theorem 1.1; we refer the reader to §2.4 below for a further discussion of variation.
Most recently, in December of 2015, two seminal papers by Mirek, Stein, and Trojan [12, 13] established joint extensions of Bourgain [4] and Mirek, Trojan, and Zorin-Kranich [15] , proving -among other things -maximal and variational estimates for averaging operators and truncations of singular integrals along polynomial sequences. In light of their work, it is natural to begin considering discrete analogues of operators which enjoy an additional modulation symmetry -Carleson operators. This work was initiated by Eli Stein, who we have learned [18] was able to bound the discrete Carleson operator on ℓ p (Z), 1 < p < ∞: f (n − m) e(λm) m is bounded on ℓ p (Z), 1 < p < ∞. Here and throughout, e(t) := e 2πit .
Stein was able to transfer this result from its celebrated continuous counterpart; the fact that the phases m → λm are linear plays a crucial role in this transference. Without this linearity, Krause and Lacey in [9] were only partially able to develop an ℓ 2 (Z)-theory for the discrete quadratic Carleson operator sup 0≤λ≤1 m =0
f (n − m) e(λm 2 ) m .
Motivated by this work, Mirek proposed the study of the discrete Carleson operator along the primes C P f (n) := sup 0≤λ≤1 p∈±P f (n − p) log |p| e(λp) p ;
in this paper we begin a study of C P by exhibiting a class of infinite sets Λ ⊂ [0, 1] for which the restricted maximal function C Λ f (n) := sup λ∈Λ p∈±P f (n − p) log |p| e(λp) p is ℓ p (Z) bounded, in the range 3 2 < p < 4. The type of condition that we impose on Λ is described here. For a subset Λ ⊂ [0, 1], define N (δ) = N Λ (δ) to be the smallest number of intervals of length δ needed to cover Λ, and set
for some A, M > 0 absolute constants.
We note that pseudo-lacunary sets are zero-Minkowski-dimensional. As the name suggests, any lacunary set is automatically pseudo-lacunary: if Λ = {ρ
and consequently,
where A ρ > 0 is an absolute constant. Under the above condition, we prove the following theorem. 
The structure of the proof is as follows. Following the lead of Krause and Lacey [9] , we treat the inequality above as a maximal multiplier theorem, where the multipliers are a function of λ, given by
Using the work of [14] , a detailed description of m(λ, β) is available. The analysis splits into the usual major/minor arc dichotomy. On the minor arcs, little is known about the multiplier m(λ, β) except that it is "small;" a major difficulty is that the minor arcs vary with λ. As in [9] , we use trivial derivative estimates and the technical Lemma 2.4 to get around this difficulty. This is one of the places where the pseudo-lacunarity hypothesis is needed.
On each individual major arc, centered at rationals with small denominators, the multiplier looks like a weighted version of the Carleson operator. Taking all rationals with small denominators into account leads to a "multi-frequency Carlesontype operator" -the Carleson analogue of the multi-frequency averaging operator considered by Bourgain in his work on polynomial ergodic theorems, [4] . Fortunately, after another appeal to pseudo-lacunarity, Bourgain's method becomes robust enough to apply to our setting; the key analytic ingredient required is the variational Carleson theorem, due to Oberlin, Seeger, Tao, Thiele, and Wright [16,
The structure of the paper is as follows:
In §2 we collect several preliminary tools; In §3 we adapt Bourgain's argument to our setting; In §4 we reduce the study of our operator to one amenable to our multi-frequency Carleson theory; and In §5 we complete the proof. 2. Preliminaries 2.1. Notation. As previously mentioned, we let e(t) := e 2πit . Throughout, 0 < c < 1 will be a small number whose precise value may differ from line to line.
For finitely supported functions on the integers, we define the Fourier transform
with inverse
For Schwartz functions on the line, we define the Fourier transform
We will also fix a smooth dyadic resolution of the function
where ψ is a smooth odd function satisfying |ψ(x)| 1 [1/4,1] (|x|). This can be accomplished by setting
is a Schwartz function. We will mostly be concerned with the regime |t| ≥ 2, so we will often restrict our attention to j≥2 ψ j (t), which agrees with 1 t for |t| ≥ 2. Finally, since we will be concerned with establishing a priori ℓ p (Z)-or L p (R)-estimates in this paper, we will restrict every function considered to be a member of a "nice" dense subclass: each function on the integers will be assumed to have finite support, and each function on the line will be assumed to be a Schwartz function.
We will make use of the modified Vinogradov notation. We use X Y , or Y X to denote the estimate X ≤ CY for an absolute constant C. We use X ≈ Y as shorthand for Y X Y .
2.2.
Transference. Although the focus of this paper is proving a discrete inequality, it will be convenient to conduct much of our analysis on the line, where we can take advantage of the dilation structure. The key tool that allows us to "lift" our real-variable theory to the integers is the following lemma due to Magyar, Stein, and Wainger [11, Lemma 2.1].
Lemma 2.1 (Special Case). Let B 1 , B 2 be finite-dimensional Banach spaces, and
be a bounded function supported on a cube with side length one containing the origin that acts as a Fourier multiplier from
Then the multiplier operator
The implied constant is independent of p, B 1 , and B 2 .
We will often be in the position of estimating certain Fourier multipliers. The sharpest tool in this regard is the following lemma due to Krause [8, Theorem 1.5] . We begin by recalling the r-variation of a function, 0 < r < ∞:
, where the supremum runs over all finite increasing subsequences {ξ i } ⊂ R. By the nesting of little ℓ p spaces, it is easy to see that for r ≥ 1, the r-variation is no larger than the total variation
with the same restrictions on the supremum, which agrees with m ′ L 1 (R) for differentiable functions. Then: Lemma 2.2 (Special Case). Suppose {m ω : ω ∈ X} are a finite collection of (say) C 1 functions compactly supported on disjoint intervals ω ⊂ R, and {c ω : ω ∈ X} ⊂ C are a collection of scalars. Then
In the special case where each ω ⊂ A ∼ = T, a fundamental domain for the torus with A ⊂ [−1, 1], we may apply Lemma 2.1 with
Lemma 2.3. Suppose {m ω : ω ∈ X} are a finite collection of (say) C 1 functions compactly supported on disjoint intervals ω ⊂ A ∼ = T, A ⊂ [−1, 1], and {c ω : ω ∈ X} ⊂ C are a collection of scalars. Then
Here, the V 2 (A) norm is defined as is the V 2 (R) norm, with the restriction that all subsequences live inside A.
A Technical
Estimate. This lemma exhibits one way in which pseudolacunarity is used. It is a generalization of the maximal multiplier estimate proved in [9, Lemma 2.3] . Its proof follows the same entropy argument used there, so we choose to omit it. In practice, one will apply this lemma at many different scales as well as vary the value of d, which is why we need good control over the constants
where N (δ) is the δ-entropy of Λ as above. Suppose that
and
Variational Preliminaries.
For a sequence of functions, {f λ (x)}, we define the r-variation, 0 < r < ∞
where the supremum runs over all finite increasing subsequences
is comparable to the maximal function, sup λ |f λ |(x), and so is typically not introduced.) These variation operators are more difficult to control than the maximal function sup λ |f λ |: for any λ 0 , one may pointwise dominate
where r < ∞ is arbitrary. This difficulty is reflected in the fact that although having bounded r-variation, r < ∞, is enough to imply pointwise convergence, there are functions which converge as λ → ∞, but which have unbounded r variation for any r < ∞. (e.g. {f λ = (−1)
In developing an L 2 -theory for his polynomial ergodic theorems, Bourgain proved and used crucially the following variational result [4, Lemma 3.11]:
Since then, variational estimates have been the source of much work in ergodic theory and harmonic analysis. An important result for our paper is the following theorem, due to Oberlin, Seeger, Tao, Thiele, and Wright [16, Theorem 1.2]:
Remark 2.7. The dependence on r follows from close inspection of the proof of the stated theorem, [16, page 24] .
In fact, our variational operators will never exactly involve the {S λ } operators, but rather "truncated" versions thereof,
where φ ∈ C ∞ c is compactly supported. The following convexity argument, kindly shared with us by Gennady Uraltsev, shows that the variation corresponding to {S φ λ } may be controlled by the variation corresponding to the {S λ }: Lemma 2.8. Suppose that m(t) is a compactly supported absolutely continuous function. then for any 0 < r < ∞
pointwise; at the endpoint
Here − TV denotes the total variation of the measure.
We will apply this lemma, of course, in the case where m = φ · 1 t<0 .
Proof. We begin with the variation. With x fixed, we select appropriate finite subsequences, {λ i } ⊂ R and {a i } ⊂ C with
and substituting appropriately allows us to express
by the triangle inequality and the definition of the V r norm. The case of the supremum is easier: for any λ, x
which yields the result.
A Key Maximal Inequality
In this section we prove the key maximal inequality of our paper. It is an extension of an inequality of Bourgain [4, Lemma 4.11] , and follows closely his proof, using Lemma 2.6 appropriately.
Let P (t) := 1 t<0 and 1
,2c] be a Schwartz function, where 0 < c ≪ 1 is sufficiently small. Set
where N is a large enough dyadic integer, and s ≥ 0 is an integer which will be fixed throughout. By our variational convexity lemma, we know that
be a Schwartz function, with 0 < c ≪ a < 1, and a sufficiently larger than c.
For a collection of frequencies {θ 1 , . . . , θ K } ⊂ R, we say that
We have the following proposition, whose proof combines the argument of Bourgain and the variational result of [16] : Proposition 3.1. For any collection of s-separated frequencies {θ 1 , . . . , θ K }, we have the following estimate,
is L 2 (R)-bounded with operator norm log 2 K.
Before beginning with the proof proper, we need some tools.
3.1. Tools. We will often work on the Hilbert space H := L 2 (ℓ 2 K ), equipped with the norm
and let the operators under consideration act on f ∈ H componentwise, so that for example
to be the t-jump number of {S s λi f (x) : λ ∈ Λ} (note that the "jumps" are with respect to the parameter λ, with x fixed).
For f ∈ H, we consider V 
for each 0 < r < ∞. Taking Lemma 2.8 into consideration, and using Minkowski's inequality, we are able to deduce that for each r > 2,
uniformly in s. Using also Theorem 2.6, it follows that
We will need the following technical lemmas.
Then for any 1 < p < ∞,
Proof. By Lemma 2.8, we may majorize Lemma 3.3. For a fixed f ∈ H, define the function G : R → R,
Proof. Define F (x) as in (3.4) . Note that for t ≥ 2F (x), J t (x) = 0 by the triangle inequality, so that
Choosing r > 2 so that 1 2
we majorize
where at the last step we used (3.2). We now take the L 2 norms. The first term is acceptable by Lemma 3.2. To estimate the second term, we use that the L 2 (R)-operator norm of V r (S λ f ) grows like r r−2 by (3.3), so that the result follows. We will also use the following maximal lemma on ℓ 2 K . Lemma 3.4. Suppose A ⊂ ℓ 2 K has finite cardinality |A|, and that {θ 1 , . . . , θ K } are s-separated. Then
Proof. For the K 1/2 bound, we just use Cauchy-Schwartz. For the cardinality bound, we use a change of variables and bound the left-hand side of (3.5) by
, where χ is a smooth bump function equal to 1 on [−1, 1] and the λ i are 1-separated real numbers. The desired bound then follows from Plancherel and the Fourier decay of χ.
K is a finite subset, and represent elements a ∈ A as a = (a 1 , . . . , a K ). Assume that the {θ i } are s-separated. Then for any a ∈ A, we have the upper bound
where r is such that 2 r−1 ≤ diam(A) < 2 r , and N * A (t) denotes the minimum number of balls with radius t centered at elements of A required to cover A. and {a r−1,j } is minimal subject to this constraint. Inductively construct collections
subject to the same minimality condition, for all l 0 ≤ l < r, where l 0 is so small that B(a, 2 l0 ) ∩ A = {a} for each a ∈ A.
Define the implicit parent function of a selected element as follows. For each l 0 ≤ l < r, and each 1 ≤ j ≤ N *
and k is the minimal index subject to the above constraint. Note that the parent of any a r−1,j is just a r . Collect for each l 0 ≤ l < r
and note that sup
by the triangle inequality, while
Now, for each a ∈ A, we have the telescoping representation
where each increment lives inside a particular set B l , l 0 ≤ l < r. Consequently, we may majorize
Taking L 2 u [0, cN s ] norms and applying our previous Lemma 3.4 yields the desired estimate.
We are now ready for the proof.
3.2. The Proof. Our goal is to prove Proposition 3.1, reproduced below for convenience: Proposition 3.6. For any collection of s-separated frequencies {θ 1 , . . . , θ K }, the operator M defined by
Proof of Proposition 3.1. First, by continuity we may restrict λ to a countable dense subset of [−cN −s , cN −s ], and by monotone convergence we may restrict to a finite subcollection, λ ∈ ∆ ⊂ [−cN −s , cN −s ], provided that our bounds are eventually independent of ∆.
It is helpful to adopt a vector-valued perspective; define via the Fourier transform
and note that {f 1 , . . . , f K } are pairwise orthogonal and have Fourier support inside [−c 0 N −s , c 0 N −s ], for a suitably small c 0 . We will then consider M as an operator (for now, depending on ∆) on the space
We need to prove that for f 1 , . . . , f k as in (3.6),
Let B denote the best constant in (3.7); that is,
We first claim that
This does not imply (3.7) yet, but it will allow us to proceed later with a bootstrapping argument. To prove (3.8), we use Cauchy-Schwartz to write
and apply Lemma 3.2.
We now proceed with the proof of (3.7). For any u ∈ R, we have
where
The strategy of the proof is as follows. We will prove that if c > 0 is sufficiently small, then
Let f ∈ H with f H = 1 and suppf i ⊂ [−c 0 N −s , c 0 N −s ], and choose u (possibly depending on f ) such that both (a) and (b) hold. Then for some
Taking the supremum over all admissible f , we get that
which proves (3.7). We first prove (a). This is a direct consequence of Plancherel's inequality, taking into account the Fourier support restriction on f i . Indeed, letφ be a smooth function such thatφ
for |u| ≤ cN s with c sufficiently small.
To prove (b), it suffices to show that it holds on average, i.e.,
is bounded by a constant multiple of
With x ∈ R fixed, we consider the set
The quantity N * A (t) (defined in Lemma 3.5) is bounded by J t (x) + 1; in particular, for any t < diam(A) we have N * A (t) J t (x). Applying Lemma 3.5, we majorize the inner integral by a constant multiple of
where λ 0 ∈ ∆ is arbitrary, and
is as above. Taking L 2 (R) norms and applying Lemma 3.3 now completes the proof.
Finally, we have the following straightforward result, which we will use for interpolation purposes in §5 below: Proposition 3.7. For any 1 < p < ∞, and any collection of frequencies {θ 1 , . . . , θ K }, we have the following estimate,
is L p (R)-bounded with operator norm K θ(p) , where
Proof. We use Cauchy-Schwartz in 1 ≤ i ≤ K and then Lemma 2.8 to estimate
Taking L p (R) norms and applying Lemma 3.2 shows that the maximal function is bounded in norm by
by an easy change of variables. By Rubio de Francia's inequality [17] (see also [10] for a nice exposition), we have
for 2 ≤ p < ∞. By the argument of [8, Proposition 4.3], we also have that
which implies that
for 1 < p ≤ 2 by interpolation. Multiplying by K 1/2 completes the result.
Remark 3.8.
A natural question to ask is the correct operator-norm growth of the "multi-frequency Carleson operator"
where {θ 1 , . . . , θ K } are s-separated. Stronger estimates on this operator will lead to an improved range of ℓ p (Z) estimates in Theorem 1.4, see §5 below. We anticipate returning to this problem in the future.
Reduction to Multi-Frequency Carleson
We now reduce the proof of Theorem 1.4 to estimating a multi-frequency Carleson operator of the form considered in Section 3. We first note that Theorem 1.4 can be rewritten as a maximal multiplier problem. Specifically, we have
Using Fourier transforms, we rewrite this as We begin by dyadically decomposing
where j≥2 ψ j (t) = 1 t for |t| ≥ 2. Each m j (λ, β) is the Fourier transform (with n and β as the dual variables) of the kernel
We consider the approximating multipliers where N is our large enough dyadic integer. We will often use the well known estimate on the growth of the totient function: for any ǫ > 0, there exists an absolute constant C ǫ > 0 so that
We also note here that the multipliers ν j depend on the value of the constant α introduced above. Since α will be fixed throughout the rest of this paper, we will not display that dependence. We then have the following.
Proposition 4.1. For every α > 16,
For the similar multipliers without the cut-off in s, this is Proposition 3.2 of [14] . The proof of that proposition can be modified easily to produce Proposition 4.1. We omit the details.
4.2.
Cleaning Up the Multipliers. Our first goal now is to approximate m(λ, β) = j≥2 m j (λ, β), acting as a multiplier on ℓ p (Z), by j≥2 ν j (λ, β). To this end, we introduce the "error function"
Lemma 4.2. For any 1 < p < ∞, Ef is bounded on ℓ p (Z), provided α is taken sufficiently large.
Proof. We first claim that for any 0 ≤ λ ≤ 1,
for each 1 < p < ∞. We first consider (4.2) with ν j replaced by ν s j for a fixed s. To this end, we apply Lemma 2.3 with |X| = |R s | 2 2s . Using that
uniformly in s and j, and that |ϕ(q)| ≥ C ǫ 2 (1−ǫ)s for q ≥ 2 s by (4.1), we get that
Choose ǫ > 0 small enough so that 2| 1 2 − 1 p | − (1 − ǫ) < 0 (note that ǫ here depends only on p and not on s). This proves (4.2) for ν s j ; since, moreover, the bounds we just obtained are summable in s, we get (4.2) for ν j . The proof of (4.3) is identical, except that we use the estimate
by Young's convolution inequality and the prime number theorem; both bounds are uniform in 0 ≤ λ ≤ 1.
Putting everything together, we observe that for each 1 < p < ∞,
Next, we use Proposition 4.1 to improve the first inequality above. For p = 2, we have by Proposition 4.1
Therefore by interpolation,
where δ p = δ p (α) ≫ 1. Note that for a fixed p, δ p → ∞ as α → ∞.
We are now ready to deduce our error term estimate. We have
by Lemma 2.4 with d = 1/j, where
and N (δ) = N Λ (δ) is the smallest number of intervals of length δ needed to cover Λ. By our pseudo-lacunarity assumption on Λ, we know there exists some absolute M 1 so that
for each j. Inserting this estimate into the foregoing leads to a bound on each term in the sum of
provided that α has been chosen sufficiently large, this sums nicely, proving the lemma. 
, where we use the notation
Since for each scale s ≥ 0 our multipliers are compactly supported inside T, we may apply Lemma 2.1 and view them instead as real-variable multipliers. Indeed, restricting our set of modulation parameters to Λ T ⊂ Λ an arbitrary (finite) Telement subset of Λ, if we knew that
were L p (R) bounded with operator norm A s , by invoking Lemma 2.1 with
, we would be able to deduce that the analogously restricted operator on the integers would be similarly ℓ p (Z) bounded with operator norm A s ; invoking monotone convergence would yield the result for the unrestricted maximal operator. Here, we used that our set of modulation parameters may be assumed to be countable, since Z itself is countable.
So motivated, we will shift our perspective to the real-variable setting, with the aim of proving that A s 2
−κps
for some κ p > 0. Our final reduction in this section is the following.
Proposition 4.3. In order to prove Theorem 1.4, it suffices to prove that, for the same range of exponents p, we have
for some κ p > 0, where
Proof. The idea is to "complete" Ψ s (ξ) to
and prove that the difference is bounded on L p (R). To this end, we define 1] is the Schwartz function from §2.1, and
then we may write
where δ is the point mass at the origin. We consider the multipliers
By Lemma 2.2, for each i = 1, 2, and 1 < p < ∞, taking the ǫ in the totient function estimate (4.1), we may find δ p > 0 so that
Indeed, one takes |X| = |R s | 2 2s , and uses that
and Ψ s V 1 (R) may be estimated as follows:
Arguing similarly, one further computes
the key computation here is that for an appropriate finite subsequence {ξ i } ⊂ R
By Lemma 2.4, taking d > 0 sufficiently small, we may estimate the L p (R) operator norm of
Since this error is geometrically decaying, and thus summable, in s ≥ 0, and P is a linear combination of Ψ s , Ψ s , and the identity function, the proposition follows.
Completing the Proof
In the last section we reduced matters to proving that the maximal function C s Λ f is bounded on L p (R) with norm 2 −κps for some κ p > 0. The first move will be to split C s Λ into 2 ǫs separate sub-maximal functions, each of which is closer to the maximal functions considered in §3. To do this, we introduce a covering of Λ,
using N (2cN −s ) 2 ǫs intervals. By an easy change of variables λ → λ + a j , we majorize Note that the shifting R s ∋ a/q → a/q+a j does not affect the separation properties of the a/q. The shifted numbers might no longer be in R s , but this will not be necessary at this stage. 
We will refer to this observation as the "lifting" trick.
for any ǫ > 0.
Proof. By the triangle inequality, it is enough to treat the maximal function with |λ| ≪ N −s and all the frequencies shifted by some a j .
We apply the lifting trick with {θ 1 , . . . , θ K } = a j + R s , and c k := Lemma 5.2. For 1 < p < 2, the maximal function
Proof. By the triangle inequality, it is again enough to treat the maximal function with |λ| ≪ N −s and all the frequencies shifted by some a j . We apply the previous lifting trick in the same context, with {θ 1 , . . . , θ K } = a j + R s , and c k := Interpolating between Lemma 5.1 and Lemma 5.2, with ǫ small enough depending on p, proves that there exists κ p > 0 so that
Simillarly, interpolating between Lemma 5.1 and Lemma 5.3 we see that there exists κ p > 0 so that
provided 2 ≤ p < 4. Summing at last over s ≥ 0 completes the proof of Theorem 1.4.
