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CHOW GROUP OF 0-CYCLES WITH MODULUS AND HIGHER
DIMENSIONAL CLASS FIELD THEORY
MORITZ KERZ AND SHUJI SAITO
Abstract. One of the main results of this paper is a proof of the rank one
case of an existence conjecture on lisse Qℓ-sheaves on a smooth variety U over
a finite field due to Deligne and Drinfeld. The problem is translated into the
language of higher dimensional class field theory over finite fields, which describes
the abelian fundamental group of U by Chow groups of zero cycles with moduli.
A key ingredient is the construction of a cycle theoretic avatar of refined Artin
conductor in ramification theory originally studied by Kazuya Kato.
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Introduction
One of the main results of this paper is a proof of the rank one case of an existence
conjecture on lisse Qℓ-sheaves on a smooth variety U over a finite field suggested
by Deligne [EK], which was motivated by work of Drinfeld [Dr], see also [D]. The
conjecture says that a compatible system of lisse Qℓ-sheaves on the integral closed
curves on U , satisfying a certain boundedness condition for ramification at infinity,
should arise from a lisse sheaf on U . It thus reduces the understanding of lisse Qℓ-
sheaves on U to that of lisse Qℓ-sheaves on curves on U . A precise formulation is as
follows.
Skeleton sheaves. Let U be a smooth variety over a finite field k. Choose a com-
pactification U ⊂ X with X normal and proper over k such that X \ U is the
support of an effective Cartier divisor on X. Consider a family (VZ)Z , where Z runs
through all closed integral curves on U and where VZ is a semi-simple lisse Qℓ-sheaf
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on the normalization Z˜ of Z. We say that that the family (VZ)Z is compatible if
for two different curves Z1, Z2 the sheaves VZ1 and VZ2 become isomorphic up to
semi-simplification after pullback to the finite scheme (Z˜1 ×X Z˜2)red. Such compat-
ible families are also called skeleton sheaves and have been studied by Deligne and
Drinfeld, see [EK].
Let ZN be the normalization of the closure of Z in X, which is by definition the
smooth compactification of Z˜. Let ψZ : Z
N → X be the natural map and Z∞ be
the set of points y ∈ ZN such that ψZ(y) 6∈ U . We say that a skeleton sheaf (VZ)Z
has bounded ramification if there exists an effective Cartier divisor D on X with
|D| ⊂ X \ U and such that for all integral curves Z on U , the following inequality
of Cartier divisors on ZN holds:∑
y∈Z∞
ary(VZ)[y] ≤ ψ
∗
ZD.
Here ψ∗ZD is the pullback of D by ψZ and ary(VZ) is the local Artin conductor of
VZ at the point y, see [Se1].
Question I (Deligne). For any skeleton sheaf (VZ)Z with bounded ramification, does
there exist a lisse Qℓ-sheaf V on U such that for all curves Z on U , the restrictions
of V to Z˜ become isomorphic to VZ after semi-simplification?
In this paper we prove the following:
Theorem II. Question I has a positive answer in rank one and for ch(k) 6= 2.
Class field theory. Using classical class field theory for curves over finite fields,
Theorem II is translated into the language of higher dimensional class field theory
over finite fields, and follows from Theorem III explained below. Instead of the
class group involving higher K-theory which was used in earlier work, see [KS1] for
example, we use a relative Chow group of zero cycles with modulus.
The principal idea is to describe the abelian fundamental group πab1 (U) of U in
terms of the Chow groups C(X,D) with modulus D, where D is an effective Cartier
divisor with support |D| in X \ U . We define
C(X,D) = Coker
(⊕
Z⊂U
k(Z)×D
divZ−→ Z0(U)
)
,
where Z0(U) is the group of zero-cycles on U and Z ranges over the integral closed
curves on U . Here divZ : k(Z)
× → Z0(U) is the divisor map on the function field
k(Z). The group k(Z)×D is the congruence subgroup of elements of k(Z)
× which are
congruent to 1 modulo the ideal ID = OX(−D) at all infinite places of k(Z).
We define
k(Z)×D =
⋂
y∈Z∞
Ker
(
O×
ZN ,y
→ (OZN ,y/IDOZN ,y)
×
)
⊂ k(Z)×,
where OZN ,y is the local ring of Z
N at y. Thus C(X,D) is an extension of the Chow
group of zero-cycles of U which has been used repeatedly, see [ESV] [LW] [Ru]. It
is also an extension of Suslin’s singular homology Hsing0 (U,Z), see [SV] and Remark
1.5 below. In case dim(X) = 1 it is the class group with modulus D used in classical
class field theory.
We then introduce our class group of U as
C(U) := lim
←−
D
C(X,D) ,
where D runs through all effective Cartier divisors on X with |D| ⊂ X \ U and en-
dow it with the inverse limit topology where C(X,D) is endowed with the discrete
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topology. We show that the topological group C(U) is independent of the compact-
ification X of U , and construct a continuous map of topological groups, called the
reciprocity map,
ρU : C(U)→ π
ab
1 (U),
such that its composite with the natural map Z0(U) → C(U) is induced by the
Frobenius maps Frobx : Z→ π
ab
1 (U) for closed points x of U . The reciprocity map
induces a continuous map
(0.1) ρ0U : C(U)
0 → πab1 (U)
0.
Here πab1 (U)
0 = Ker
(
πab1 (U) → π
ab
1 (Spec(k))
)
and C(U)0 = Ker(C(U)
deg
−→ Z),
where deg is induced by the degree map Z0(U)→ Z. Now our main result, see also
Theorem 3.3, is the following.
Theorem III (Existence Theorem). Assuming ch(k) 6= 2, ρ0U is an isomorphism of
topological groups.
In case dim(X) = 1 the theorem is one of the main results in classical class field
theory. In higher dimension a special case of Theorem III, describing only the tame
quotient of πab1 (U), is shown in [SS] (see also [Wi] and [KeSc]).
In [KS1] an analog of Theorem III is shown with C(U) replaced by a different
class group CKS(U) explained below, which can be described in terms of higher
local fields associated to chains of subvarieties on a compactification X of U . Recall
C(U) is defined only in terms of points and curves on U . There is a factorization of
the reciprocity map
(0.2) C(U)→ CKS(U)→ πab1 (U)
and the main result of [KS1] over a finite field, see also [Ra, Thm. 6.2], is a direct
consequence of our Theorem III if ch(k) 6= 2.
Using ramification theory in local class field theory, Theorem III implies.
Corollary IV. Assume ch(k) 6= 2. For an effective divisor D on X with |D| ⊂
X \ U , ρU induces an isomorphism of finite groups
C(X,D)0
∼
−→ πab1 (X,D)
0,
where πab1 (X,D) is the quotient of π
ab
1 (X) which classifies abelian e´tale coverings of
U with ramification over X \ U bounded by the divisor D.
The finiteness of C(X,D)0 is equivalent to the rank one case of Deligne’s finiteness
theorem (see [EK, Thm. 8.1]). Our arguments yield an alternative proof of this
finiteness result.
Ramification theory. The Pontryagin dual filDH
1(U) of πab1 (X,D) is the group
of continuous characters χ : πab1 (U)→ Q/Z such that for any integral curve Z ⊂ U ,
its restriction χ|Z : π
ab
1 (Z˜)→ Q/Z to the normalization Z˜ of Z satisfies the following
inequality of Cartier divisors on ZN , the smooth compactification of Z˜:∑
y∈Z∞
ary(χ|Z)[y] ≤ ψ
∗
ZD,
where ary(χ|Z) ∈ Z≥0 is the Artin conductor of χ|Z at y ∈ Z∞ and ψ
∗
ZD is the
pullback of D by the natural map ψZ : Z
N → X (see Definition 2.9).
Our proof of Theorem III depends in an essential way on ramification theory due
to Kato [Ka1] and its variant by Matsuda [Ma]. Let Kλ be the henselization of
K = k(U) at the generic point λ of an irreducible component Cλ of X \ U and
let H1(Kλ) be the group of continuous characters GKλ → Q/Z, where GKλ is the
absolute Galois group of Kλ. They introduced a ramification filtration filmH
1(Kλ)
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(m ∈ Z≥0) on H
1(Kλ) which generalizes the ramification filtration for local fields
with perfect residue fields (see [Se1]), and defined a natural injective map
(0.3) rarKλ : filmH
1(Kλ)/film−1H
1(Kλ) →֒ Ω
1
X(mCλ)⊗OX k(Cλ) (m > 1)
which we call refined Artin conductor (indeed what Kato originally defined is refined
Swan conductor and we use a variant for Artin conductor introduced by Matsuda),
where k(Cλ) is the function field of Cλ. In case C = X \ U is a simple normal
crossing divisor on smooth X, results from the ramification theory imply
filDH
1(U) = Ker
(
H1(U)→
⊕
λ∈I
H1(Kλ)/filmλH
1(Kλ)
)
.
Here H1(U) denotes the group of continuous characters χ : πab1 (U)→ Q/Z, I is the
set of the generic points λ of C and mλ is the multiplicity of Cλ in D.
Now the basic strategy of the proof of Theorem III is as follows (see §3 for the de-
tails). By an argument due to Wiesend we are allowed to replace X by an alteration
f : X ′ → X and U by a smooth open U ′ ⊂ f−1(U). Then a Lefschetz theorem for
πab1 (X,D) (cf. [KeS]) reduces the proof to the case where X is a smooth projective
surface and C = X \U is a simple normal crossing divisor. The proof then proceeds
by induction on the multiplicity of D reducing to the tame case D = C. A key point
is the construction of a natural map, which we call the cycle conductor, defined for
Cartier divisors D such that D ≥ 2C:
(0.4) ccX,D : C(X,D)
∨ := Hom(C(X,D),Q/Z) → H0(C,Ω1X(D + Ξ)⊗OX OC),
where Ξ ⊂ X is an auxiliary effective Cartier divisor independent of D such that it
contains none of the irreducible components of C. It satisfies
(0.5) Ker(ccX,D) = C(X,D − C)
∨ ⊂ C(X,D)∨,
and the following diagram
filDH
1(U) //
ΨX,D

filmλH
1(Kλ)
rarKλ // Ω1X(D)⊗OX k(Cλ)
C(X,D)∨
ccX,D // H0(C,Ω1X(D + Ξ)⊗OX OC)
OO
commutes. Here ΨX,D is the dual of the reciprocity map C(X,D) → π
ab
1 (X,D)
induced by ρU . Therefore we consider the cycle conductor ccX,D as a cycle theoretic
avatar of the refined Artin conductor of Kato and Matsuda.
By duality, the definition of cycle conductors is reduced to the construction of a
natural map
(0.6) φX,D : H
1(C,Ω1X(−D + C − Ξ)⊗OX OC)→ C(X,D)
such that the following sequence is exact
H1(C,Ω1X (−D + C − Ξ)⊗OX OC)
φX,D
−→ C(X,D)→ C(X,D − C)→ 0.
General base fields. Let now k be an arbitrary perfect field of characteristic p > 0
and let U be a smooth variety of dimension d over k as above. We pose the following
question.
Question V. Is the natural map
τU : C(U)→ C
KS(U)
to Kato–Saito class group over a general perfect field k an isomorphism?
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Recall that the Kato–Saito class group is defined in terms of Nisnevich cohomology
groups
(0.7) CKS(U) = lim
←−
D
Hd(XNis,K
M
d (X,D)).
Here KMd (X,D) is the relative Milnor K-sheaf of [KS2] and D runs through all
effective Cartier divisors on X with |D| ⊂ X \ U .
In case k is finite, the main result of [KS2] with (0.2) implies that the reciprocity
map ρ0U (cf. (0.1)) is an isomorphism if and only if τU is an isomorphism. One should
think of Question V and our main theorem as a particular case of a Nisnevich
descent and a motivic duality statement in a conjectural world of mixed motives
with modulus which still has to be developed (see [KSY]). In view of this lack of
a conceptional framework to approach the problem, our construction of the cycle
conductor (0.4) has to be technical and ad hoc.
We hope that our technique may be used to approach Question I in the higher
rank case by constructing a non-abelian version of the cycle conductor (0.4), where
C(X,D)∨ is replaced by the set of skeleton sheaves on X of a higher rank with
ramification bounded by D and refined Artin conductor is replaced by its non-
abelian version constructed in [TSa].
We give an overview of the content of the paper.
In §1 we introduce a class group W (U) studied by Wiesend [Wi]. We define some
filtrations on W (U) and explain their basic properties. Our class group C(X,D)
can be defined as a quotient of W (U) by a certain filtration. We also introduce a
tool to produce relations in W (U).
In §2 we review some results on ramification theory. The first subsection treats
local ramification theory for henselian discrete valuation fields whose residue fields
are not necessarily perfect, originally due to Kato [Ka1], [Ka2] and [Ka3]. The refined
Artin conductor, see (0.3), is introduced, which plays a key role in this paper. In
the second subsection, some implications on global ramification theory are given.
In §3 the reciprocity map ρU is defined and the Existence Theorem is stated.
The basic strategy of the proof of the Existence Theorem is explained. We explain
an argument due to Wiesend, which allows us to replace X by an alteration. We
reduce the proof to the case dim(X) = 2 by using the Lefschetz theorem for abelian
fundamental groups allowing ramification along some divisor, which is proved in
[KeS].
In §4 we introduce the map φX,D, see (0.6). It is the dual of the cycle conductor
which is a key ingredient of the proof of the Existence Theorem. Two key theorems
are stated (Theorem 4.1 and Theorem 4.4). The first theorem gives a character-
ization of φX,D by its local components which are defined for pairs (x,Z) where
x is a regular closed point of C and Z ⊂ X is an integral curve which intersects
transversally with C at x. We also state a lemma (see Lemma 4.3) which implies
the key property (0.5). The second theorem states a compatibility of φX,D with the
refined Artin conductor. The proof of the Existence Theorem is completed in §5
using these key theorems.
In §6 we introduce a local component of φX,D which only depends on a regular
closed point of C, but not on a curve as above. It is used in the proof of the first
key Theorem 4.1 given in §7 as well as that of the second key Theorem 4.4 given in
§8.
The proof of Theorem 4.1 depends on three technical key lemmas (Lemma 4.3,
Lemma 6.5 and Lemma 7.12), which are restated in §9 over a general perfect field.
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The proof of these lemma occupies the later sections §10 through §14. The tool to
produce relations in W (U) introduced in §1 will play a basic role in the proof.
There is work related to our main results by H. Russell involving a geometric
method based on his joint work with K. Kato on Albanese varieties with modulus.
Acknowledgments. We would like to thank A. Abbes and T. Saito for much advice
and for improving our understanding of ramification theory. We are very grateful
to the referee for numerous constructive comments which brought about substantial
improvement of the paper. We profited from discussions with H. Russell on different
versions of relative Chow groups with modulus. The first author learned about the
ideas of Deligne and Drinfeld in his joint work with H. Esnault. He would like to
thank her cordially for this prolific collaboration. The proof of the main theorem
of this paper hinges on seminal work of Kato on ramification theory and class field
theory for higher local fields. We would like to express our admiration of the depth
of ideas in his work.
1. Wiesend class group and filtrations
In the whole paper we fix a perfect field k with ch(k) = p > 0. At many places
we have to assume p 6= 2. Let X be a proper normal scheme over k and C be the
support of an effective Cartier divisor on X and put U = X \ C. Note that C is a
reduced closed subscheme of pure codimension one.
Definition 1.1. Let Z1(X)
+ be the monoid of effective 1-cycles on X and
Z1(X,C)
+ ⊂ Z1(X)
+
be the submonoid of the cycles Z such that none of the prime components of Z is
contained in C. Take
Z =
∑
1≤i≤r
niZi ∈ Z1(X)
+,
where Z1, . . . , Zr are the prime components of Z and ni ∈ Z≥0. We write
k(Z)× = k(Z1)
× ⊕ · · · ⊕ k(Zr)
×,
|Z| = ∪
1≤i≤r
Zi ⊂ X, IZ =
∏
1≤i≤r
(IZi)
ni ⊂ OX ,
where IZi ⊂ OX is the ideal of Zi. We say Z is reduced if ni = 1 for all 1 ≤ i ≤ r
and integral if it is reduced and r = 1. We say Z intersects C transversally at x ∈ X
(denoted by Z⋓C at x) if |Z| and C are regular at x and the intersection multiplicity
(Z,C)x := lengthOX,x(OX,x/IZ + IC) = 1.
We say Z intersects C transversally (denoted by Z ⋓ C) if Z ⋓ C at all x ∈ Z ∩ C.
Definition 1.2. For Z ∈ Z1(X,C)
+, let ψZ : Z
N → |Z| be the normalization and
put
Z∞ = {y ∈ Z
N | ψZ(x) ∈ |Z| ∩ C}.
For y ∈ Z∞, let k(Z)y be the henselization of k(Z) at y and put
k(Z)∞ =
∏
y∈Z∞
k(Z)y and k(Z)
×
∞ =
∏
y∈Z∞
k(Z)×y .
The Wiesend class group of U is defined as
(1.1) W (U) = Coker
(⊕
Z⊂X
k(Z)×
δ
−→
⊕
Z⊂X
k(Z)×∞ ⊕ Z0(U)
)
,
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where Z ranges over the integral elements of Z1(X,C)
+ [Wi], [KeSc]. Here we map
k(Z)× diagonally in k(Z)×∞ and k(Z)
× → Z0(U) is the composite map
κ(Z)×
divZ∩U−→ Z0(Z ∩ U) →֒ Z0(U).
Obviously W (U) depends only on U , i.e. is independent of (X,C) such that U =
X \ C.
For a morphism f : U ′ → U of smooth varieties there is a canonical induced
morphism
(1.2) f∗ :W (U
′)→W (U),
see [Wi] and [KeSc, Sec. 7]. If f is finite we also speak of the norm map and write
Nf for f∗.
Definition 1.3. Let Z ∈ Z1(X,C)
+.
(1) Assume Z integral. For x ∈ Z ∩C, we have the natural map
{ }Z,x :
⊕
y∈ψ−1Z (x)
k(Z)×y →W (U)
where ψZ : Z
N → Z is the normalization. Taking the sum of these maps for
x ∈ Z ∩ C, we get
{ }Z : k(Z)
×
∞ →W (U).
(2) In general we write Z =
∑
i∈I
eiZi where {Zi}i∈I are the prime components of
Z and ei ∈ Z≥0, and define
{ }Z,x =
∑
i∈I
ei{ }Zi,x ;
⊕
y∈ψ−1Z (x)
k(Z)×y →W (U),
{ }Z =
∑
i∈I
ei{ }Zi ; k(Z)
×
∞ →W (U).
where ψZ : Z
N → |Z| is the normalization.
Let the notation be as in Definition 1.3 and Z ∈ Z1(X,C)
+. Write OZ = OX/IZ
and OhZ,x for the henselization of OZ,x for x ∈ |Z|. We also write
OhZ,C∩Z =
∏
x∈Z∩C
OhZ,x, O
h
ZN ,C∩Z = O
h
Z,C∩Z ⊗OZ OZN =
∏
y∈ψ−1Z (Z∩C)
OhZN ,y.
We have the natural maps
OhZ,C∩Z → O
h
ZN ,C∩Z →֒ k(Z)∞
Definition 1.4. Let D be an effective Cartier divisor such that |D| = C and let
ID = OX(−D) be the ideal sheaf of D.
(1) We define F (D)W (X,C) ⊂W (U) as the subgroup generated by
{1 + IDO
h
Z,C∩Z}Z
for all Z ∈ Z1(X,C)
+.
(2) We define F̂ (D)W (X,C) ⊂W (U) as the subgroup generated by
{1 + IDO
h
ZN ,C∩Z}Z
for all Z ∈ Z1(X,C)
+. Note F (D)W (X,C) ⊂ F̂ (D)W (X,C).
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(3) We define F̂ (1)W (U) ⊂W (U) as the subgroup generated by
{1 +mOhZN ,C∩Z}Z
for all Z ∈ Z1(X,C)
+, where m is the Jacobson radical of Oh
ZN ,C∩Z
. Note
that F̂ (1)W (U) depends only on U and F̂ (D)W (X,C) ⊂ F̂ (1)W (U) if |D| =
C and F̂ (1)W (U)/F (D)W (X,C) is p-primary torsion.
(4) For a dense open subset V ⊂ X containing the generic points of C, we define
F
(D)
⋓V W (X,C) =
∑
G
{1 +OhG,G∩C(−D)}G ⊂ F
(D)W (X,C),
where G ranges over Z1(X,C)
+ such that G ⋓ C and G ∩ C ⊂ V . In case
V = X we simply denote F
(D)
⋓V W (X,C) = F
(D)
⋓ W (X,C).
Remark 1.5. It is shown in [Sc, Thm 3.1] that there is a natural isomorphism
W (U)/F̂ (1)W (U) ≃ Hsing0 (U,Z),
where the right hand side is Suslin’s singular homology.
Definition 1.6. Under the notation of Definition 1.4, we put
C(X,D) =W (U)/F̂ (D)W (X,C).
By the weak approximation theorem, we have an isomorphism
C(X,D) ≃ Coker
(⊕
Z⊂X
k(Z)×D → Z0(U)
)
,
where Z ranges over the integral elements of Z1(X,C)
+, and
k(Z)× ⊃ k(Z)×D = Ker
(
k(Z)× →
∏
y∈Z∞
k(Z)×y /1 + IDOZN ,y
)
=
⋂
y∈Z∞
Ker
(
O×
ZN ,y
→ (OZN ,y/IDOZN ,y)
×
)
.
Thus C(X,D) is an extension of the Chow group of zero-cycles of U .
Lemma 1.7. Let f : X ′ → X be a morphism with f(X ′) ∩ U 6= ∅ and let D be an
effective Cartier divisor on X with |D| ⊂ C. Set U ′ = f−1(U) and D′ = f∗D. Then
the pushforward (1.2) satisfies f∗(F̂
(D′)W (X ′, C ′)) ⊂ F̂ (D)W (X,C).
Proof. This is a direct consequence of the definition and standard properties of the
norm map for local fields. 
In what follows we assume dim(X) = 2.
Definition 1.8. Let X be a projective smooth surface over k. Let Div(X)+ be
the monoid of effective Cartier divisors on X and Div(X,C)+ ⊂ Div(X)+ be the
submonoid of such Cartier divisors D that none of the prime components of D is
contained in C. Then Z1(X)
+ coincides with Div(X)+ and Z1(X,C)
+ coincides
with Div(X,C)+.
Definition 1.9. Let C be the category of triples (X,C), where
• X is a projective smooth surface over k,
• C is a reduced Cartier divisor on X.
A morphism f : (X ′, C ′) → (X,C) in C is a surjective map f : X ′ → X of schemes
such that C ′ = f−1(C)red. For f as above and for D ∈ Div(X)
+, we let f∗D ∈
Div(X)+ be the pullback of D as a Cartier divisor. Let CX ⊂ C be the category of
the objects and the morphisms in C over X.
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Definition 1.10. Let X = (X,C) be in C.
(1) Let B̂X ⊂ CX be the subcategory of the object (X˜, C˜), where g : X˜ → X is
the composite of successive blowups at closed points in the preimages of C.
(2) Let BX ⊂ B̂X be the subcategory of the object (X˜, C˜), where g : X˜ → X
is the composite of successive blowups at closed points of regular loci of
preimages of C.
Lemma 1.11. Let X = (X,C) be in C and D ∈ Div(X)+ such that |D| = C. For
g : (X˜, C˜)→ (X,C) in B̂X , we have
F (D)W (X,C) ⊂ F (g
∗D)W (X˜, C˜) ⊂ F̂ (D)W (X,C).
We have
F̂ (D)W (X,C) = lim
−→
g:X˜→X
F (g
∗D)W (X˜, C˜),
where g : (X˜, C˜)→ (X,C) ranges over B̂X .
Proof. Take integral Z ∈ Div(X,C)+ and let Z ′ ∈ Div(X˜, C˜)+ be its proper trans-
form. Then Z ′ is finite over Z and we have
OhZ,C∩Z ⊂ O
h
Z′,C˜∩Z′
⊂ OhZN ,C∩Z .
The first assertion follows from these facts. The second assertion follows from the
fact that for any integral Z ∈ Div(X,C)+, there is g : X˜ → X in B̂X such that the
proper transform of Z in X˜ is regular (see [SaSa, Appendix Th.A.1]). 
Definition 1.12. For X = (X,C) and D as in Lemma 1.11, we put
F
(D)
B W (X,C) = lim−→
g:X˜→X
F (g
∗D)W (X˜, C˜),
where g : (X˜, C˜)→ (X,C) ranges over BX . Lemma 1.11 implies
F (D)W (X,C) ⊂ F
(D)
B W (X,C) ⊂ F̂
(D)W (X,C).
For g : (X˜, C˜)→ (X,C) in BX , we have
(1.3) F
(g∗D)
B W (X˜, C˜) = F
(D)
B W (X,C).
Remark 1.13. For Z ∈ Div(X,C)+, we have an isomorphism
OZ,C∩Z ⊗OX OC ≃
∏
x∈Z∩C
OhZ,x ⊗OX OC .
For D,D′ ∈ Div(X)+ with D′ ≥ D and |D| = |D′| = C, we have isomorphisms
1 + IDOZ,x
1 + ID′OZ,x
≃
1 + IDO
h
Z,x
1 + ID′O
h
Z,x
,
1 + IDOZ,Z∩C
1 + ID′OZ,Z∩C
≃
⊕
x∈Z∩C
1 + IDO
h
Z,x
1 + ID′O
h
Z,x
,
and we have
{1 + IDO
h
Z,x}Z,x ⊂ {1 + IDOZ,x}Z,x + F
(D′)W (X,C),∑
x∈Z∩C
{1 + IDO
h
Z,x}Z,x ⊂ {1 + IDOZ,C∩Z}Z + F
(D′)W (X,C).
Let X = (X,C) be in C. We introduce a tool to produce relations in W (U) by
using symbols in the Milnor K-group KM2 (k(X)) of the function field k(X) of X.
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Lemma 1.14. Let a, b ∈ k(X)× and assume we can write as divisors
divX(a) = Z
+
a − Z
−
a +Wa, divX(b) = Z
+
b − Z
−
b +Wb,
where Z+a , Z
−
a , Z
+
b , Z
−
b ∈ Div(X,C)
+ such that any common component of Z+a ∪Z
−
a
and Z+b ∪ Z
−
b does not intersect with C, and Wa,Wb have support in C. Then
∂{a, b} := {a}Z+b
− {a}Z−b
− {b}Z+a + {b}Z−a ,
vanishes in W (U). Here the first term {a}Z+b
denotes {a|Z+b
}Z+b
where a|Z+b
is the
image of a in k(Z+b )
×
∞, which is well-defined. The other terms are defined similarly.
Proof. We have a decomposition in Div(X,C)+:
Z+a = Φ
+
a + E
+
a , Z
−
a = Φ
−
a + E
−
a , Z
+
b = Φ
+
b + E
+
b , Z
−
b = Φ
−
b + E
−
b ,
where E±a and E
±
b do not intersect C, and every irreducible component of Φ
±
a and
Φ±b intersects C. The assumption implies that a (resp. b) is invertible at any generic
point of Φ±b (resp. Φ
±
a ). Since k(Z
±
a )
×
∞ = k(Φ
±
a )
×
∞ and k(Z
±
b )
×
∞ = k(Φ
±
b )
×
∞, this
implies that
a|Z±b
∈ k(Z±b )
×
∞ and b|Z±a ∈ k(Z
±
a )
×
∞
are well-defined.
For Z ∈ Div(X,C)+ and a ∈ k(X)× which is invertible at any generic point of Z,
we write
a|Z =
(
(a|Zi)
ei
)
1≤i≤r
∈ k(Z)× =
∏
1≤i≤r
k(Zi)
×,
where Z1, . . . , Zr are the irreducible components of Z and ei is the multiplicity of
Zi in Z (see Definition 1.1). Put
α+ = a|Φ+b
∈ k(Φ+b )
×, α− = a|Φ−b
∈ k(Φ−b )
×,
β+ = b|Φ+a ∈ k(Φ
+
a )
×, β− = b|Φ−a ∈ k(Φ
−
a )
×.
For an integral curve E ⊂ X such that E ∩ C = ∅, let γE ∈ k(E)
× be the image
{a, b} of the tame symbol
∂E : K2(k(X))→ k(E)
×.
Obviously, the elements
δ(α+), δ(α−), δ(β+), δ(β−), δ(γE)
map to zero in W (U), with δ as in (1.1). In order to finish the proof of the lemma
it suffices to show the equality:
∂{a, b} = δ(α+)− δ(α−)− δ(β+) + δ(β−) +
∑
E
δ(γE) ∈
⊕
Z⊂X
k(Z)×∞ ⊕ Z0(U),
where the last sum ranges over the irreducible components E of E±a ∪ E
±
b . This
follows from the fact that the contributions of the right hand side at any closed
point x ∈ U cancel out as a consequence of the Gersten complex for K-theory
K2(k(X))
∂y
−→
⊕
y∈Spec(OU,x)(1)
K1(y)→ K0(x) = Z.

Lemma 1.15. Fix D ∈ Div(X)+ with |D| = C, and F ∈ Div(X,C)+ and a ∈
H0(X,OX (−D + F )) with a 6= 0. Define Z ∈ Div(X)
+ by
Z = divX(1 + a) + F.
(1) We have Z ∩C = F ∩ C.
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(2) Let b ∈ k(X)× and assume we can write as divisors
divX(b) = F1 − F2 +W,
where W has support in C, and F1, F2 ∈ Div(X,C)
+ such that Z ∪ F and
F1 ∪F2 have no common irreducible component which passes through F ∩C.
Then we have
{1 + a}F1 − {1 + a}F2 − {b}Z + {b}F = 0 ∈W (U).
(3) In (2) assume further Fi = Zi +Gi for i = 1, 2, where Zi, Gi ∈ Div(X,C)
+
such that Gi ∩ F ∩ C = ∅. Then we have
{1 + a}Z1 − {1 + a}Z2 − {b}Z + {b}F ∈ F
(D)W (X,C).
(4) Let b ∈ k(X)× be such that b = uπn, where u ∈ O×X,F∩C and π ∈ OX,F∩C is
a local equation of C around F ∩ C and n ∈ Z. Then we have
{b}Z − {b}F ∈ F
(D)W (X,C).
Proof. For x ∈ C\F , 1+ a is regular in a neighborhood of x and its restriction to C
is 1. Hence x 6∈ Z. For x ∈ F ∩ C, we can write a = uπ/f , where u ∈ OX,x and f
(resp. π) is a local equation of F (resp. D) at x. Then f(1 + a) = f + uπ is a local
equation of Z which vanishes at x since f and π do. So x ∈ Z, which proves (1).
By (1), the assumption of (2) implies that any common component of Z ∪F and
F1 ∪ F2 does not intersect C. Hence (2) follows from Lemma 1.14.
As for (3) note a|Gi ∈ OGi,Gi∩C(−D) since a ∈ H
0(X,OX(−D + F )) and Gi ∩
F ∩ C = ∅. This implies {1 + a}Gi ∈ F
(D)W (X,C) and (3) follows from (2).
The assumption of (4) implies divX(b) = G1 −G2 +W , where W has support in
C, and G1, G2 ∈ Div(X,C)
+ such that (G1 ∪ G2) ∩ F ∩ C = ∅ . Thus (4) follows
from (3). 
2. Review of ramification theory
2.1. Local ramification theory. In this subsection K denotes a henselian discrete
valuation field of ch(K) = p > 0 with ring of integers OK and residue field E. Let
π be a prime element of OK and mK = (π) ⊂ OK be the maximal ideal. By the
Artin–Schreier–Witt theory, we have a natural isomorphism for s ∈ Z≥1,
(2.1) δs :Ws(K)/(1 − F )Ws(K)
∼=
−→ H1(K,Z/psZ),
where Ws(K) is the ring of Witt vectors of length s and F is the Frobenius. We
have the Brylinski–Kato filtration
fillogm Ws(K) = {(as−1, . . . , a1, a0) ∈Ws(K) | p
ivK(ai) ≥ −m},
where vK is the normalized valuation of K. In this paper we use its non-log version
introduced by Matsuda [Ma]:
filmWs(K) = fil
log
m−1Ws(K) + V
s−s′fillogm Ws′(K),
where s′ = min{s, ordp(m)} and V : Ws−1(K) → Ws(K) is the Verschiebung. We
define ramification filtrations on H1(K) := H1(K,Q/Z) as
fillogm H
1(K) = H1(K){p′} ⊕ ∪
s≥1
δs(fil
log
m Ws(K)) (m ≥ 0),
filmH
1(K) = H1(K){p′} ⊕ ∪
s≥1
δs(filmWs(K)) (m ≥ 1),
where H1(K){p′} is the prime-to-p part of H1(K). We note that filmH
1(K) is
shifted by one from Matsuda’s filtration [Ma, Def.3.1.1]. We also let fil0H
1(K) be
the subgroup of all unramified Galois characters.
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Definition 2.1. For χ ∈ H1(K) we denote the minimal m with χ ∈ filmH
1(K) by
arK(χ) and call it the Artin conductor of χ.
In case the field E is perfect this definition coincides with the classical definition,
see [Ka2, Prop. 6.8].
We have the following fact (cf. [Ka2] and [Ma]).
Lemma 2.2. (1) fil1H
1(K) is the subgroup of tamely ramified characters.
(2) filmH
1(K) ⊂ fillogm H
1(K) ⊂ film+1H
1(K).
(3) filmH
1(K) = fillogm−1H
1(K) if (m, p) = 1.
The structure of graded quotients:
grmH
1(K) = filmH
1(K)/film−1H
1(K) (m > 1)
are described as follows. Let Ω1K be the absolute Ka¨hler differential module and put
filmΩ
1
K = m
−m
K ⊗OK Ω
1
OK .
We have an isomorphism
(2.2) grmΩ
1
K = filmΩ
1
K/film−1Ω
1
K ≃ m
−m
K Ω
1
OK ⊗OK E.
We have the maps
(2.3) F sd :Ws(K)→ Ω
1
K ; (as−1, . . . , a1, a0)→
s−1∑
i=0
ap
i−1
i dai.
and one can check F sd(filmWs(K)) ⊂ filmΩ
1
K .
Theorem 2.3. ([Ma, 3.2.3]) Assume p 6= 2 and m > 1.
(1) The maps F sd induces an injective map
(2.4) rarK : grmH
1(K) →֒ grmΩ
1
K .
(2) If the residue field of K is perfect the map (2.4) is surjective.
The map rarK is called the refined Artin conductor for K.
Definition 2.4. Let K be as before and KMN (K) be the N -th Milnor K-group of
K. For an integer m ≥ 1, we define V mKMN (K) ⊂ K
M
N (K) as a subgroup generated
by the elements of the form
{1 + a, b1, . . . , bN−1} and {1 + aπ, b1, . . . , bN−2, π},
where a ∈ mmK and b1, . . . , bN ∈ O
×
K .
The following lemma is proved by a similar argument as the proof of [BK, Lem.(4.2)].
Lemma 2.5. Assume ch(E) 6= 2. There is a canonical surjective map
ρmK : m
m−1
K Ω
N−1
OK
⊗OK E → V
m−1KMN (K)/V
mKMN (K),
such that
ρmK(adb1 ∧ · · · ∧ dbN−1) = {1 + ab1 · · · bN−1, b1, . . . , bN−1}.
where a ∈ mm−1K and b1, . . . , bN ∈ OK .
Let K be an N -dimensional local field, namely there is a sequence of fields
k0, . . . , kN such that k0 is finite, kN = K, and for 1 ≤ i ≤ N , ki is a henselian
discrete valuation field with residue field ki−1. In [Ka1] Kato defined the so-called
reciprocity map for K:
(2.5) ΨK : H
1(K)→ Hom(KMN (K),Q/Z).
Lemma 2.6. Assume ch(K) = p > 0 with p 6= 2.
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(i) For m ∈ Z≥1 and χ ∈ H
1(K), we have an equivalence of conditions:
χ ∈ filmH
1(K) ⇐⇒ ΨK(χ)(V
mKMN (K)) = 0.
(ii) The following diagram is commutative
(2.6) filmH
1(K)
ΨK //
−rarK

Hom(KMN (K)/V
mKMN (K),Q/Z)
(ρmK)
∨

m
−m
K Ω
1
OK
⊗OK E
σ // Hom(mm−1K Ω
N−1
OK
⊗OK E,Q/Z)
where the right vertical map is induced by ρmK and σ is induced by the pairing
〈 , 〉Ω : m
−m
K Ω
1
OK
⊗OK E×m
m−1
K Ω
N−1
OK
⊗OK E → m
−1
K Ω
N
OK
⊗OK E → Fp ≃ Z/pZ,
where the last map is induced by ResΩK/Fp : Ω
N
K → Fp, which is the composite
of the residue map ResΩK/k0 : Ω
N
K → k0 from [Ka1, §2 Prop.3] and the trace
map k0 → Fp.
A variant of (i) and (ii) for fillogm H
1(K) is stated in [Ka3, §3.5]. We will sketch a
proof of the lemma in the appendix §15.
2.2. Global ramification theory. Let X be a normal variety over a perfect field
k. Let U ⊂ X be an open subscheme which is smooth over k and whose reduced
complement C ⊂ X is the support of an effective Cartier divisor. Our aim in this
section is to introduce the abelian fundamental group πab1 (X,D) classifying abelian
e´tale coverings of U with ramification bounded by D. Here D ∈ Div(X)+ is an
effective divisor with support in C.
Let I be the set of generic points of C and Cλ = {λ} for λ ∈ I. For λ ∈ I let
Kλ be the henselization of K = k(X) at λ. Note that Kλ is a henselian discrete
valuation field with residue field k(Cλ). We write H
1(U) for the e´tale cohomology
group H1(U,Q/Z).
Proposition 2.7.
(1) Assume C is regular at a closed point x and x ∈ Cλ for λ ∈ I. Let F ∈
Z1(X,C)
+ be such that F ⋓C at x and let k(F )x be the henselization of k(F )
at x. Take χ ∈ H1(U) and let χ|Kλ ∈ H
1(Kλ) and χ|F,x ∈ H
1(k(F )x) be its
restrictions. For an integer m ≥ 0, we have an implication:
χ|Kλ ∈ filmH
1(Kλ) =⇒ χ|F,x ∈ filmH
1(k(F )x).
(2) Assume C = Cλ is regular and irreducible. Let TX be the tangent sheaf of X.
There is a dense open subset Vχ ⊂ P(TX |Cλ) (depending on χ) such that for
any integral F ∈ Z1(X,C)
+ and for any x with F ⋓ C at x the implication
TF (x) ∈ Vχ =⇒ arKλ(χ|Kλ) = ark(F )x(χ|F,x)
holds.
(3) Assume C is a simple normal crossing divisor in a neighborhood of a closed
point x ∈ C. Let g : X ′ = Blx(X) → X be the blowup at x and E ⊂ X
′
be the exceptional divisor and KE be the henselization of K at its generic
point. For a Cartier divisor D supported on C we put
mE =
∑
λ∈Ix
mλ(D),
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where Ix be the set of irreducible components of C containing x and mλ(D)
is the multiplicity of D at λ. Then, for
χ ∈ Ker
(
H1(U)→
⊕
λ∈Ix
H1(Kλ)/filmλ(D)H
1(Kλ)
)
,
we have χ|KE ∈ filmEH
1(KE).
Proof. (1) and (2) follow from [Ma, (7.2.1)]. (3) is proved by the same argument as
[Ka2, Th.(8.1)] using [Ma, Cor.4.2.2] instead of [Ka2, Th.(7.1)]. 
Corollary 2.8. Assume C is a simple normal crossing divisor. For χ ∈ H1(U) and
a Cartier divisor D supported on C, the following are equivalent
(1) for all generic points λ of C we have χ|Kλ ∈ filmλ(D)H
1(Kλ),
(2) for all integral Z ∈ Z1(X,C)
+ and x ∈ Z∞, we have (see Definition 1.2)
χ|Z,x ∈ filmx(ψ∗ZD)H
1(k(Z)x) .
Here χ|Z,x ∈ H
1(k(Z)x) is the restriction of χ and mx is the multiplicity at
x.
Proof. The implication (1)⇒(2) follows from Proposition 2.7(1) and (3) by observ-
ing that for integral Z ∈ Z1(X,C)
+ there is a chain of blowups in closed points
such that the strict transform of Z becomes smooth and such that its intersection
with the total transform of C is transversal. The implication (2)⇒(1) follows from
Proposition 2.7(2). 
For general X and C, not necessarily of normal crossing, we make the following
definition.
Definition 2.9. For D ∈ Div(X)+ with support in C we define filDH
1(U) to be
the subgroup of χ ∈ H1(U) satisfying property (2) in Corollary 2.8. Define
(2.7) πab1 (X,D) = Hom(filDH
1(U),Q/Z),
endowed with the usual pro-finite topology of the dual.
One should think of πab1 (X,D) as the quotient of π
ab
1 (U) classifying abelian e´tale
coverings of U with ramification bounded by D.
Proposition 2.10. The filtration filDH
1(U) is exhaustive, i.e.⋃
D
filDH
1(U) = H1(U),
where D ∈ Div(X)+ runs through all divisors with support in C.
A proof can be found in [EK, Sec. 3.3].
3. Existence Theorem
In this section k is assume to be finite. Let U be a smooth variety over k. Choose
a compactification U ⊂ X with X normal and proper over k such that the reduced
subscheme C = X \U of X is the support of an effective Cartier divisor on X. Put
K = k(X). In §1 we defined the relative Chow group of zero cycles C(X,D), where
D ∈ Div(X)+ is a Cartier divisor with support in C. We endow this relative Chow
group with the discrete topology. We endow the group
C(U) = lim
←−
D
C(X,D)
with the inverse limit topology. Here D runs through all effective Cartier divisors
on X with support in C.
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Lemma 3.1. The topological group C(U) does not depend on the choice of the
compactification X of U .
Proof. Let us write C(U ⊂ X) for the class group relative to the compactification
X in the following. Assume U ⊂ X1 and U ⊂ X2 are two compactifications. Con-
sidering the normalization of the Zariski closure of the diagonal U → X1 ×k X2, we
may assume that there is a morphism f : X2 → X1 which is the identity on U . It is
then sufficient to show that the pushforward map (1.2)
(3.1) f∗ : C(U ⊂ X2)→ C(U ⊂ X1)
is an isomorphism. For an effective Cartier divisor D on X1 with support in X1 \U ,
one easily see that f∗ : C(X2, f
∗D)→ C(X1,D) is an isomorphism (see Definition
1.4(2)). As the divisors f∗D are cofinal in the system of all divisors on X2 with
support in X2 \ U , the isomorphy of (3.1) follows. 
In fact it is also clear from the proof that U 7→ C(U) is a covariant functor from
the category of smooth varieties over k to the category of topological abelian groups.
Proposition 3.2. There is a unique continuous reciprocity homomorphism ρU mak-
ing the diagram
Z0(U) //
$$■
■
■
■
■
■
■
■
■
C(U)
ρU

πab1 (U)
commutative. Here the diagonal arrow is induced by the Frobenius homomorphisms
Frobx : Z→ π
ab
1 (U) for closed points x ∈ U . Moreover, ρU induces a homomorphism
ρX,D : C(X,D)→ π
ab
1 (X,D).
Recall that the pro-finite fundamental group πab1 (X,D) classifies abelian e´tale
coverings of U with ramification over C bounded by the divisor D, see Definition 2.9.
In what follows, for a topological abelian group M , we write
M∨ = Homcont(M,Q/Z),
where we endow Q/Z with the discrete topology.
Proof of Proposition 3.2. In [Wi], [KeSc] a continuous reciprocity homomorphism
rU : W(U) → π
ab
1 (U) is constructed. In order to accomplish the proof of the
proposition we need some ramification theory. It is sufficient to show that for any
character
χ ∈ (πab1 (U))
∨ ∼= H1(U)
there is a divisor D ∈ Div(X)+ with support in C such that r∗Uχ ∈ Hom(W (U) →
Q/Z) factors through C(X,D). In view of Definition 2.9, ramification properties of
classical local class field theory (see [Se1, Sec. XV.2]) imply that the map rU induces
a map
ΨX,D : filDH
1(U) −→ C(X,D)∨.
Finally, the proposition follows from Proposition 2.10. 
Define topological groups C(U)0 and πab1 (U)
0 as kernels in the commutative dia-
gram
(3.2) 0 // C(U)0 //

C(U)
ρU

f∗ // C(Speck)
ρk

0 // πab1 (U)
0 // πab1 (U)
f∗ // πab1 (Speck)
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where f : U → Speck is the natural morphism. Note that C(Speck) = Z and ρk
maps 1 ∈ Z to the Frobenius over k. Let
ρ0U : C(U)
0 → πab1 (U)
0
be the induced map.
Our main theorem says:
Theorem 3.3 (Existence Theorem). Over a finite field k with ch(k) 6= 2, ρ0U is an
isomorphism of topological groups.
Corollary 3.4. Assume ch(k) 6= 2. For an effective divisor D ∈ Div(X)+ with
support in C, ρ0U induces an isomorphism of finite groups
ρX,D : C(X,D)
0 ∼−→ πab1 (X,D)
0.
Proof. In view of Definition 2.9, the corollary follows from the Theorem 3.3 by using
standard ramification properties in local class field theory as is explained in [Se1,
Sec. XV.2]. 
The proof of the Existence Theorem is begun in this section and completed in §5
assuming some technical lemmas that will be shown in later sections.
Now we start the proof of the Existence Theorem 3.3. Consider the following
property
IU : ρU induces a surjection
(3.3) ΨU : H
1(U,Q/Z)→ C(U)∨ = Homcont(C(U),Q/Z).
Note that we already know that the map (3.3) is injective by Chebotarev density
theorem [Se2].
We now give an overview of the steps in the proof of the Existence Theorem 3.3.
• In Lemma 3.5 we show that property IU implies the Existence Theorem for
the triple (X,C,U).
• In Lemma 3.6 combined with de Jong’s alteration theorem we show how to
reduce the proof of IU to the situation where C is a simple normal crossing
divisor.
• We use a Lefschetz hyperplane theorem [KeS] (C simple normal crossing)
which allows us to reduce the proof of IU to the case dim(X) = 2.
• In §4 we study (for dim(X) = 2) ramification filtrations on the Galois side
and the class group side and compare graded pieces to complete the proof of
IU in §5. The understanding of the filtration on the class group side is our
key new ingredient.
Lemma 3.5. Property IU implies that the map ρU in Theorem 3.3 is an isomorphism
of topological groups.
Proof. As πab1 (X,D)
0 is finite by [KeS] for any effective divisor D with |D| ⊂ C,
it is enough to show that ρU induces an isomorphism C(X,D)
0 → πab1 (X,D)
0 of
abstract groups. It is sufficient to show that dually
ΨX,D : filDH
1(U)→ C(X,D)∨
is an isomorphism. The latter is a direct consequence of IU and classical ramification
theory for local fields. 
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We next introduce certain reduction techniques for property IU , based on methods
of Wiesend. In the following lemma we denote by f : X ′ → X an alteration with
X ′ normal. By U ′ ⊂ f−1(U) we denote an open smooth subscheme of X ′, which is
the complement of the support of an effective Cartier divisor. We use the notation
f : U ′ → U, C ′ = X ′ \ U ′.
Lemma 3.6 (Wiesend trick).
(i) For f : X ′ → X and U ′ ⊂ f−1(U) as above, the implication IU ′ ⇒ IU holds.
(ii) Assume that for any character χ ∈ C(U)∨ we can find f : X ′ → X and
U ′ ⊂ X ′ as above such that f∗(χ) = 0. Then property IU holds.
Proof. We first explain the proof of (i). Consider the commutative diagram of ab-
stract groups
(3.4) H1(U)
ΨU //
f∗

C(U)∨
f∗

H1(U ′)
ΨU′
// C(U ′)∨
It is sufficient to see that a character χ ∈ C(U)∨ such that f∗(χ) is of the form
ΨU ′(σ) with σ ∈ H
1(U ′) is in the image of ΨU . We can choose another alteration
f ′ : X ′′ → X ′ with the property that f ′−1(σ) = 0. This means that without loss of
generality we can assume that f∗(χ) = 0 ∈ C(U ′)∨.
Shrinking U ′ we can also assume that U ′ → f(U ′) ⊂ X is the composition of a
finite surjective radicial map U ′ → Ue´t and a finite e´tale map Ue´t → f(U
′). Then
the maps
H1(Ue´t)→ H
1(U ′) and C(Ue´t)
∨ → C(U ′)∨
are isomorphisms: For the first map this is clear. As for the second, in view of the
definition of the norm map for the Wiesend class groups (cf. [KeSc, Lem.7.3] and
its proof), it follows from the facts that the pushforward map Z0(U
′) → Z0(Ue´t) is
an isomorphism, and that for a finite surjective radicial covering Z ′ → Z of integral
normal curves, the norm map k(Z ′)× → k(Z)× is an isomorphism as well as the
norm map k(Z ′)×y → k(Z)
×
x for the henselizations at closed points x ∈ Z and y ∈ Z
′
lying over x. Therefore we can without loss of generality assume that X ′ → X is
generically e´tale. In this situation we finally conclude that χ is in the image of ΨU
by using Wiesend’s method, see [KeSc, Prop. 3.7].
The proof of (ii) is a variant of the proof of (i). 
Lemma 3.7. Assume that property IU holds for all smooth varieties U with dim(U) =
2. Then it holds for arbitrary smooth U .
Proof. By Lemma 3.5 we obtain Corollary 3.4 for two-dimensional X. In the general
case we reduce the proof of property IU to the case C is simple normal crossing and
X is projective by Lemma 3.6 and de Jong’s alteration theorem [dJ]. This means
that for such (X,C,U) we have to show that the map
C(X,D)0 → πab1 (X,D)
0
is an isomorphism for all D.
Let L be an ample line bundle on X. Let i : Y →֒ X be a smooth hypersurface
section, which is the zero locus of some section of L⊗n (n ≫ 0), such that Y ×X C
is a reduced simple normal crossing divisor on Y and let E = Y ×X D. Consider
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the commutative diagram
C(Y,E)0
∼
ρY,E
//
i∗

πab1 (Y,E)
0
≀

Z0(U)
0 // // C(X,D)0 ρX,D
// // πab1 (X,D)
0
The map ρY,E is an isomorphism by induction on dimension. The right vertical map
is an isomorphism for n sufficiently large [KeS]. The map ρX,D is surjective because
of Chebotarev density [Se2] and the finiteness of πab1 (X,D)
0, see [KeS]. So we have
to show injectivity of ρX,D.
For an α ∈ C(X,D)0 with ρX,D(α) = 0 use a Bertini argument to choose Y as
above which contains the support of a lift of α to Z0(U). Then α is in the image of
i∗. A diagram chase shows that α = 0.

4. Cycle conductor
Let the notation be as in §1. Let X = (X,C) be in C and recall dim(X) = 2 (cf.
Definition 1.9). Let {Cλ}λ∈I be the set of prime components of C. Fix a Cartier
divisor
(4.1) D =
∑
λ∈I
mλCλ with mλ ≥ 2.
For a Cartier divisor F on X and Z ∈ Div(X,C)+, we write
OZ(F ) = OZ ⊗OX OX(F ).
In this section we assume k is finite and introduce the key homomorphism called
the cycle conductor for (X,D):
(4.2) ccX,D : C(X,D)
∨ → H0(C,Ω1X(D + Ξ)⊗OX OC),
and state its basic properties. Here Ξ ∈ Div(X,C)+ is some sufficiently big Cartier
divisor introduced below. First we note the canonical duality isomorphism
(4.3) H0(C,Ω1X(D + Ξ)⊗OX OC) ≃ H
1(C,Ω1X(−D + C − Ξ)⊗OX OC)
∨.
Indeed, letting ωC be the dualizing sheaf of C, we have
ωC ≃ Ext
1
OX
(OC ,Ω
2
X) ≃ Ω
2
X(C)⊗OX OC ,
where the second isomorphism follows from the long exact sequence for Ext induced
by the exact sequence 0 → OX(−C) → OX → OC → 0. Thus the Serre duality
implies that the pairing
Ω1X(D + Ξ)⊗OX Ω
1
X(−D + C − Ξ)⊗OX OC → Ω
2
X(C)⊗OX OC ≃ ωC
induces a perfect pairing of abelian groups
(4.4)
H0(C,Ω1X(D+Ξ)⊗OXOC)×H
1(C,Ω1X(−D+C−Ξ)⊗OXOC)→ H
1(C,ωC)
TrC/Fp
−→ Z/pZ,
where TrC/Fp is the composite H
1(C,ωC)
TrC/k
−→ k
Trk/Fp
−→ Z/pZ. This induces (4.3).
Hence, by rewriting D by D + C, the construction of (4.2) is reduced to that of its
dual map:
H1(C,Ω1X(−D + C − Ξ)⊗OX OC)→ C(X,D).
or equivalently that of a map (see Theorem 4.1 below):
(4.5) φX,D : H
1(C,Ω1X(−D − Ξ)⊗OX OC)→W (U)/F̂
(D+C)W (X,C)
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for a Cartier divisor
(4.6) D =
∑
λ∈I
mλCλ with mλ ≥ 1.
Let x be a regular closed point of C. Let Z ∈ Div(X,C)+ be such that Z ⋓ C at
x. Locally on a neighborhood of x, we have an exact sequence
(4.7) 0→ Ω1X(−D)→ Ω
1
X(logZ)(−D)→ OZ(−D)→ 0.
Tensored with OC , it induces a boundary map
(4.8) ∂Z,x : OZ,x(−D)⊗ κ(x)→ H
1
x(C,Ω
1
X (−D)⊗OX OC).
We will let ∂Z,x denote also the composite of ∂Z,x and the natural map
H1x(C,Ω
1
X(−D)⊗OX OC)→ H
1(C,Ω1X(−D)⊗OX OC).
On the other hand we define a map
(4.9) µZ,x : OZ,x(−D)⊗ κ(x)→W (U)/F
(D+C)W (X,C)
as the composite of the natural injection
OZ,x(−D)⊗ κ(x)→ k(Z)
×
x /(1 + ID+CO
h
Z,x) ; a→ 1 + a
and the map
k(Z)×x /(1 + ID+CO
h
Z,x)→W (U)/F
(D+C)W (X,C)
induced by { }Z,x (cf. Definition 1.3 and the notation below it).
We now state the first key theorem for the proof of Theorem 3.3. Its proof will
be given in §7. Recall that k is assumed to be finite in this section.
Theorem 4.1. Assume p = ch(k) 6= 2. There exists Ξ ∈ Div(X,C)+ (cf. Defini-
tion 1.8) and a natural map
φX,D : H
1(C,Ω1X(−D − Ξ)⊗OX OC)→W (U)/F̂
(D+C)W (X,C)
such that Csing ⊂ Ξ and Ξ is independent of D as in (4.6), and that the following
conditions hold:
(i) For any closed point x of C\Ξ and Z ∈ Div(X,C)+ such that Z ⋓ C at x,
the following diagram is commutative:
(4.10) OZ,x(−D)⊗ κ(x)
∂Z,x //
µZ,x **❯❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
H1(C,Ω1X(−D − Ξ)⊗OX OC)
φX,D

W (U)/F̂ (D+C)W (X,C).
(ii) Image(φX,D) = Image(F̂
(D)W (X,C)).
Remark 4.2. The images of ∂Z,x for closed points x of C\Ξ and Z ∈ Div(X,C)
+
with Z ⋓ C at x generate H1(C,Ω1X(−D − Ξ) ⊗OX OC). Thus the condition (i)
uniquely characterizes φX,D.
Theorem 4.1(ii) follows from (i) and Lemma 4.3 below, whose proof will be given
in §14 (see Lemma 9.3 and the leitfaden in §9). It concerns moving elements of
W (U) to symbols on curves transversal to C. Take any dense open subset V ⊂ X
containing the generic points of C and recall Definition 1.4.
Lemma 4.3 (moving). Assume p 6= 2. For any integer N > 0, we have
F̂ (D)W (X,C) ⊂ F
(D)
⋓V W (X,C) + F̂
(D+N ·C)W (X,C).
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For D as (4.1) let
ccX,D : C(X,D)
∨ → H0(C,Ω1X(D + Ξ)⊗OX OC),
be the map induced by
φX,D−C : H
1(C,Ω1X(−D + C − Ξ)⊗OX OC)→ C(X,D) =W (U)/F̂
(D)W (X,C)
using the duality (4.3). By Theorem 4.1(ii) we have an exact sequence
(4.11) 0→ C(X,D − C)∨ → C(X,D)∨
ccX,D
−→ H0(C,Ω1X(D + Ξ)⊗OX OC).
The second key theorem concerns compatibility of the cycle conductor with ramifi-
cation theory reviewed in §2. Its proof will be given in §8.
Theorem 4.4. For λ ∈ I, let mλ be as in (4.1) and
rarKλ : grmλH
1(Kλ)→ filmλΩ
1
Kλ
be the refined Artin conductor for Kλ in Theorem 2.3. We note
Ω1X(D)⊗OX k(Cλ) ≃ grmλΩ
1
Kλ
.
Then the following diagram commutes
filDH
1(U) //
ΨX,D

filmλH
1(Kλ)
−rarKλ // Ω1X(D)⊗OX k(Cλ)
C(X,D)∨
ccX,D // H0(C,Ω1X(D + Ξ)⊗OX OC) .
ιλ
OO
5. Proof of Existence theorem
Let the notation be as in §3. In this section we always assume ch(k) 6= 2 and
dim(X) = 2, but we do not generally assume that C is simple normal crossing or
that X is smooth. We prove property IU in this case. Using Lemma 3.7 we are
going to reduce the proof of the Existence Theorem 3.3 to Theorems 4.1 and 4.4.
We start with the tame case, which is essentially due to Wiesend. Note that
the second statement of the following proposition is motivated by the fact that an
abelian e´tale covering U ′ → U is tame along C if and only if its pullback to integral
F ∈ Z1(X,C)
+ such that F ⋓ C is tame along C ∩ F , see Proposition 2.7.
Proposition 5.1. Assume dim(X) = 2 and that X/k is smooth. The reciprocity
map ρU induces an isomorphism of finite groups
C(X,C)0
∼
−→ πab1 (X,C)
0.
Moreover the closure of the image of F
(C)
⋓ W (X,C) in C(U) is equal to F̂
(C)W (X,C).
Here C is considered as a reduced effective Cartier divisor.
Proof. It is shown in [KeSc, Thm. 8.3] (see also Remark 1.5) that ρU induces an
isomorphism
W (U)0/F̂ (1)W (U)
∼
−→ πab1 (X,C)
0,
where W (U)0 = Ker
(
W (U)
f∗
−→ W (Speck)
)
for the natural map f : U → Speck
(note W (Speck) = Z). The verbatim same argument shows the proposition. 
Corollary 5.2. Assume dim(X) = 2. For any effective Cartier divisor D on X
with |D| = C, C(X,D)0 is torsion of finite exponent and F̂ (1)W (U)/F̂ (D)W (X,C)
is of finite exponent of p-power.
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Proof. Using de Jong’s alteration result [dJ] and a norm trick we can assume without
loss of generality that X/k is smooth. Then by Proposition 5.1, we have
W (U)0/(F
(C)
⋓ W (X,C) + F̂
(D)W (X,C)) ∼=W (U)0/F̂ (C)W (X,C),
and it is isomorphic to πab1 (X,C)
0, which is finite by [KeSc, Th.2.7]. On the other
hand pmF
(C)
⋓ W (X,C) ⊂ F
(D)W (X,C) if pmC ≥ D since for F ∈ Div(X,C)+ such
that F ⋓ C at x ∈ F ∩ C, (1 +OF,x(−C))
pm ⊂ 1 +OF,x(−p
mC). 
Now we turn to the proof of property IU in the wild case. By Wiesend’s trick
(Lemma 3.6) and a standard fibration technique [SGA4, XI, Prop. 3.3], we can
assume that there is a proper smooth curve S over k and morphisms
f : X → S and σ : S → X
where f is a proper surjective morphism with smooth generic fiber and σ is a section
of f . Let J be the set of generic points λ of C which lie over the generic point η of
S and let Cλ = {λ} be the closure of λ ∈ J in X. We can assume:
• f(σ(S) ∩ C) does not contain η.
• C is a Cartier divisor on X.
• The induced morphism Cλ → S is an isomorphism for each λ ∈ J .
• f |U : U → S is smooth.
Let us fix an algebraic closure k(S) of k(S). Write η¯ = Speck(S). Let us consider
pairs Σ = (T, θ) where
• T is the normalization of S in a finite subextension of k(S) in the field
extension k(S) ⊂ k(S)
• θ is an effective divisor on T .
Clearly for such Σ = (T, θ) there is a canonical map T → S. We define a directed
partial ordering on the set of all Σ by setting
Σ1 = (T1, θ1) ≤ Σ2 = (T2, θ2),
if k(T1) ⊂ k(T2), which means that the map T2 → S factors canonically through
T2
gΣ2,Σ1−−−−→ T1 → S and if g
∗
Σ2,Σ1(θ1) ≤ θ2.
Let XΣ be the normalization of X ×S T and write CΣ ∈ Div(XΣ)
+ for the pullback
of ∪λ∈JCλ to XΣ. We also write θΣ ∈ Div(XΣ)
+ for the pullback of θ to XΣ. By
UΣ we denote the preimage of U in XΣ \ supp(θΣ). Using the compatibility of e´tale
cohomology with directed inverse limits of schemes we get an isomorphism
(5.1) lim
−→
Σ
H1(UΣ)
∼
−→ H1(Uη¯).
Thinking of Uη¯ as a smooth curve over η¯ with compactification Xη¯ we endow the
cohomology group H1(Uη¯) with the ramification filtration
filmH
1(Uη¯) = Ker
(
H1(Uη¯)→
⊕
λ∈J
H1(K−λ )/filmH
1(K−λ )
)
where K−λ is the quotient field of the henselization of Xη¯ at the preimage of λ. Note
that
(5.2) filmH
1(Uη¯) = lim−→
Σ
filmH
1(UΣ,η),
where UΣ,η = UΣ ×S η and
filmH
1(UΣ,η) = Ker
(
H1(UΣ,η)→
⊕
λ∈J
H1(KΣ,λ)/filmH
1(KΣ,λ)
)
,
22 MORITZ KERZ AND SHUJI SAITO
and KΣ,λ is the quotient field of the henselization of XΣ at the preimage of λ. If we
fix T and take supp(θ) large enough, then XΣ\supp(θΣ) is smooth and CΣ\supp(θΣ)
is a regular divisor on it. Hence Corollary 2.8 implies
(5.3) filmH
1(UΣ,η) = lim−→
θ
filmCΣ+θΣH
1(UΣ),
where θ ranges over the effective divisors on T and filmCΣ+θΣH
1(UΣ) is defined as
Definition 2.9 for the effective Cartier divisor mCΣ + θΣ on XΣ. Combining (5.1),
(5.2) and (5.3), we get an isomorphism
(5.4) filmH
1(Uη¯)
∼
−→ lim
−→
Σ
filmCΣ+θΣH
1(UΣ).
Composing (5.4) with the dual reciprocity map (see Proposition 3.2), we get a
homomorphism
(5.5) Ψ
(m)
η¯ : filmH
1(Uη¯)→ lim−→
Σ
C(XΣ,mCΣ + θΣ)
∨.
By Wiesend’s trick (Lemma 3.6), the surjectivity of Ψ
(m)
η¯ implies IU .
The following result is essentially due to Wiesend.
Lemma 5.3 (Wiesend). The map Ψ
(1)
η¯ is surjective.
Proof. Consider χ ∈ C(XΣ, CΣ + θ)
∨ for some Σ = (T, θ). By Wiesend’s trick
Lemma 3.6 it is enough to construct a quasi-finite map U ′ → UΣ with dense image
such that the pullback of χ to U ′ vanishes. This is proved by the same argument
as the proof of [KeSc, Prop.3.6]. For convenience of the readers we recall it (see the
first part of [KeSc, §4]).
By Corollary 5.2, C(XΣ, CΣ + θΣ)
0 is of finite exponent so that the map
lim
−→
n
Homcont(C(XΣ, CΣ + θΣ),Z/n)
∼
−→ C(XΣ, CΣ + θΣ)
∨
is an isomorphism, where n ranges over all positive integers. Thus we can find n > 0
such that
χ ∈ Homcont(C(XΣ, CΣ + θΣ),Z/nZ) ⊂ C(XΣ, CΣ + θΣ)
∨.
If we pull back χ along the section σ : T → XΣ we get a character in C(T, θ
′)∨ for
some effective divisor θ′ on T . By one-dimensional global class field theory it comes
from a cohomology element of H1(T \ |θ′|) via the dual reciprocity map. By making
a base change in the base T , we can assume that this cohomology element vanishes.
The maximal abelian pro-finite e´tale covering U ′ → (UΣ)η which splits over the
image of σ, and whose Galois group is n-torsion and which is tame along (CΣ)η is
finite. Let χ′ :W (U ′)→ Z/nZ be the pullback of χ via the composite map
W (U ′)→ W (UΣ)։ C(XΣ, CΣ + θΣ),
where the first map is the map (1.2) induced by U ′ → UΣ. By a specialization
argument for tame fundamental groups and one-dimensional class field theory for
the fibers of UΣ → T , we can deduce that the pullback of χ
′ to the class group of the
fibers of U ′ → T are trivial (see the last paragraph of page 2579 of [KeSc]). By the
Chebotarev density theorem (see [Se2, Th.7]) this implies χ′ is trivial as desired. 
We now prove Ψ
(m)
η¯ is surjective for m ≥ 2 by induction on m. Consider the exact
localization sequence
0→ H1(Xη¯)→ H
1(Uη¯)→
⊕
λ∈J
H1(K−λ )
ι
−→ H2(Xη¯,Q/Z).
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It induces the exact sequences in the commutative diagram
0 // H1(Xη¯) // film−1H
1(Uη¯) //

⊕
λ∈J film−1H
1(K−λ )
ι //

ι(film−1)

// 0
0 // H1(Xη¯) // filmH
1(Uη¯) //
⊕
λ∈J filmH
1(K−λ )
ι // ι(film) // 0
Here the vertical maps are the canonical inclusions. Taking cokernels of the vertical
maps we get an exact sequence
(5.6) 0→ grmH
1(Uη¯)→
⊕
λ∈J
grmH
1(K−λ )
ι
−→ ι(film)/ι(film−1)→ 0.
The map ι in (5.6) vanishes, because ι(film)/ι(film−1) is a subquotient of the coho-
mology group H2(Xη¯,Q/Z), which has no p-torsion by [SGA4, X, Thm. 5.1], and
grmH
1(K−λ ) is a p-primary torsion group. This implies the exactness of the left
column of the following diagram:
(5.7) film−1H
1(Uη¯)
Ψ
(m−1)
η¯ //

lim
−→Σ
C(XΣ, (m− 1)CΣ + θΣ)
∨

filmH
1(Uη¯)
Ψ
(m)
η¯ //

lim
−→Σ
C(XΣ,mCΣ + θΣ)
∨
cc
⊕
λ∈J grmH
1(K−λ )
−⊕λrarλ// //

⊕
λ∈J Ω
1
Xη¯
(mC)⊗ k(Cλ)
0
The map cc is induced by the cycle conductor defined in §4 as follows. For Σ = (T, θ)
take the minimal desingularization X˜Σ → XΣ and let C˜Σ be the proper transform
of CΣ in X˜Σ. Note that the projection C˜Σ → CΣ is an isomorphism. Let θ˜Σ ∈
Div(X˜Σ)
+ be the pullback of θ to X˜Σ. If supp(θ) ⊂ T is sufficiently large, we have
X˜Σ \ supp(θ˜Σ) ≃ XΣ \ supp(θΣ) so that the natural map
lim
←−
θ
C(X˜Σ,mC˜Σ + θ˜Σ)→ lim←−
θ
C(XΣ,mCΣ + θΣ)
is an isomorphism, where the limit is taken over the effective divisors on a fixed T .
Hence Theorem 4.1 and (4.11) applied to (X˜Σ,mC˜Σ+ θ˜Σ) implies an exact sequence
lim
−→
θ
C(XΣ, (m− 1)CΣ+ θΣ)
∨ → lim
−→
θ
C(XΣ,mCΣ+ θΣ)
∨ cc−→
⊕
λ∈J
Ω1XΣ(mCΣ)⊗ k(Cλ).
The right vertical sequence in (5.7) is deduced from this so it is exact. The map
rarλ in (5.7) is the refined Artin conductor for K
−
λ recalled in Theorem 2.3 and it is
surjective. The lower square of (5.7) commutes by Theorem 4.4. The commutativity
of the upper square is obvious. A diagram chase shows that the surjectivity of Ψ
(m−1)
η¯
implies the surjectivity of Ψ
(m)
η¯ . This finishes the induction and therefore the proof
of Theorem 3.3.
6. Reciprocity at a closed point
Let the notation be as in §1. Let X = (X,C) be in C (cf. Definition 1.9). The
purpose of this section is to reduce Proposition 6.1 and Corollary 6.2 to Lemma 6.5
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below. It will play a crucial role in the proof of Theorem 4.1 in §7. We note that
the arguments in this section work over any perfect field k (not necessarily finite).
For a regular closed point x of C, there is a natural isomorphism
H1x(C,Ω
1
X(−D)⊗OX OC) ≃
Ω1X(−D)⊗OX k(Cλ)
Ω1X(−D)⊗OX OC,x
where Cλ is the irreducible component of C containing x. Thus we have a natural
map
(6.1) ιx :
Ω1X(−D)⊗OX OC,x(x)
Ω1X(−D)⊗OX OC,x
→ H1x(C,Ω
1
X (−D)⊗OX OC)
We will let ιx denote also the composite of ιx and the natural map
H1x(C,Ω
1
X(−D)⊗OX OC)→ H
1(C,Ω1X(−D)⊗OX OC).
Let Z ∈ Div(X,C)+ be such that Z ⋓ C at x. Locally on a neighborhood of x, we
have a commutative diagram of exact sequences (cf. (4.7))
0 // Ω1X(−D)
//
=

Ω1X(logZ)(−D)
//

OZ(−D) //

0
0 // Ω1X(−D)
// Ω1X(Z −D)
// Ω1X(Z −D)⊗OX OZ
// 0 .
Tensored with OC , it induces a commutative diagram of boundary maps
OZ,x(−D)⊗ κ(x)
∂Z,x //
dZ,x

H1x(C,Ω
1
X(−D)⊗OX OC)
=

Ω1X(−D)⊗OXOC,x(x)
Ω1X(−D)⊗OXOC,x
ιx // H1x(C,Ω
1
X(−D)⊗OX OC)
where dZ,x has the following explicit description: Let f ∈ OX,x be a local equation
of Z at x. Then, for a ∈ OX,x(−D), we have
(6.2) dZ,x(a|Z) = a|C ·
df
f
∈
Ω1X(−D)⊗OX OC,x(x)
Ω1X(−D)⊗OX OC,x
.
Proposition 6.1. Let x be a regular closed point of C. Let F,Z1, Z2 ∈ Div(X,C)
+
be such that F ⋓ C at x, and F ⋓ Zi and Zi ⋓ C at x for i = 1, 2. For a ∈
OF,x(−D)⊗ κ(x) and bi ∈ OZi,x(−D)⊗ κ(x) for i = 1, 2 satisfying
dF,x(a) = dZ1,x(b1) + dZ2,x(b2) ∈
Ω1X(−D)⊗OX OC,x(x)
Ω1X(−D)⊗OX OC,x
,
we have
µF,x(a) = µZ1,x(b1) + µZ2,x(b2) ∈ W (U)/F
(D+C)W (X,C).
Before going to the proof, we give its corollary.
Corollary 6.2. For a regular closed point x ∈ C, there exists a unique homomor-
phism
µx :
Ω1X(−D)⊗OX OC,x(x)
Ω1X(−D)⊗OX OC,x
→W (U)/F (D+C)W (X,C)
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such that for every Z ∈ Div(X,C)+ with Z ⋓ C at x, the following diagram is
commutative
(6.3) OZ,x(−D)⊗ κ(x)
dZ,x //
µZ,x
**❯❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯
Ω1X(−D)⊗OXOC,x(x)
Ω1X(−D)⊗OXOC,x
µx

W (U)/F (D+C)W (X,C).
Remark 6.3. By Proposition 6.1, Theorem 4.1(i) is equivalent to the commutativity
of the following diagram for any closed point x of C\Ξ:
(6.4) H1(C,Ω1X(−D − Ξ)⊗OX OC)
Ω1X(−D)⊗OXOC,x(x)
Ω1X(−D)⊗OXOC,x
ιx
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
µx
))❙❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
y φX,D
W (U)/F̂ (D+C)W (X,C).
Now we deduce Corollary 6.2 from Proposition 6.1. Put
(6.5) Λx =
Ω1X(−D)⊗OX OC,x(x)
Ω1X(−D)⊗OX OC,x
.
We have
Ω1X,x = OX,x · dπ ⊕OX,x · df.
Hence any element ξ ∈ Λx is written in a unique way as
(6.6) ξ =
1
f
(αdπ + βdf) with α, β ∈ OX,x(−D) mod OX,x(−D − C).
For Z ∈ Div(X,C)+ such that Z ⋓C at x, put
A(Z) = OZ,x ⊗ κ(x).
Let F,Z ∈ Div(X,C)+ be such that F ⋓C, F ⋓Z, Z⋓C at x. From (6.2) one easily
see that the map
dF,Z : A(F ) ⊕A(Z)→ Λx ; (a, b)→ dF,x(a) + dZ,x(b)
is an isomorphism. Define the composite map
µF,Z : Λx
(dF,Z)
−1
−→ A(F ) ⊕A(Z)
µF,x⊕µZ,x
−→ W (U)/F (D+C)W (X,C).
We claim µF,Z independent of the choice of F,Z as above. Indeed, assume given
two choices F,Z1 and F,Z2 as above and a, a
′ ∈ A(F ) and bi ∈ A(Zi) with i = 1, 2.
Then, by Proposition 6.1 an equality
dF,x(a) + dZ1,x(b1) = dF,x(a
′) + dZ2,x(b2)
implies an equality
µF,x(a) + µZ1,x(b1) = µF,x(a
′) + µZ2,x(b2).
Hence we get µF,Z1 = µF,Z2. By the same argument we also get µF1,Z = µF2,Z for two
choices F1, Z and F2, Z as above. This implies the desired claim. The commutativity
of (6.3) is obvious from the construction and the proof of Corollary 6.2 is complete.
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Remark 6.4. The above argument gives the following explicit description of µx. For
g ∈ OX,x, let divX,x(g) denote the effective Cartier divisor on X obtained from
divX(g) by removing its components which do not contain x. Note divX,x(g) =
divX,x(ug) for u ∈ O
×
X,x. Take a system of regular parameter (π, f) of OX,x such
that π is a local parameter of C at x. Then we have (cf. (6.6))
(6.7) µx
( 1
f
(αdπ + βdf)
)
= {1 + (β − α)}F,x + {1 + α}Fπ,x,
where F = divX,x(f), Fπ = divX,x(f + π) ∈ Div(X,C)
+.
We deduce Proposition 6.1 from the following lemma whose proof will be given
in §10 (see Lemma 9.1 in §9).
Lemma 6.5. Let x be a regular closed point of C. Let F,Z1, Z2 ∈ Div(X,C)
+ be
such that F ⋓C at x, and F ⋓Zi and Zi ⋓C at x for i = 1, 2. Let (π, f) be a system
of regular parameters such that
(6.8) F = divX,x(f), Z1 = divX,x(u1f +π), Z2 = divX,x(u2f +π), C = divX,x(π),
where u1, u2 ∈ O
×
X,x. For α ∈ OX,x(−D), we have
{1 − (u1 − u2)α}F,x + {1 − u1α}Z1,x − {1− u2α}Z2,x ∈ F
(D+C)W (X,C).
By the assumption of Proposition 6.1, F,Z1, Z2 can be described as (6.8). For
a, b1, b2 ∈ OX,x(−D), assume an equality
dF,x(a|F ) = dZ1,x((b1)|Z1) + dZ2,x((b2)|Z2) ∈ Λx
holds. Using (6.2) and (6.8), one can compute
(6.9) dZi,x((bi)|Zi) =
df + u−1i dπ
f
for i = 1, 2.
Thus (6.9) is equivalent to equalities
a = b1 + b1, u2b1 + u1b2 = 0 ∈ OX,x(−D)⊗ κ(x),
where z ∈ OX,x(−D)⊗κ(x) is the residue class of z ∈ OX,x(−D). This implies that
there exists α ∈ OX,x(−D) such that
b1 = u1α, b2 = −u2α, a = (u1 − u2)α.
Hence the desired equality of Proposition 6.1 follows from Lemma 6.5.
7. Reciprocity along the boundary
The purpose of this section is to reduce Theorem 4.1(i) to Lemma 6.5 and Lemma
7.12 below. In this section we always assume k is finite. A key point is Proposition 7.4
concerning reciprocity property of the map µx from Corollary 6.2 when xmoves along
C. First we prove a preliminary lemma.
Lemma 7.1. Let X and C be as in Theorem 4.1. Let k′/k be a finite Galois
extension with G = Gal(k′/k) and put X ′ = X⊗k k
′ and C ′ = C⊗k k
′. Assume that
there exists Ξ′ ∈ Div(X ′, C ′)+ such that C ′sing ⊂ Ξ
′ and Ξ′ is independent of D as
in (4.6) and a map defined for every D′ = D ⊗k k
′ with D as in (4.6):
φX′,D′ : H
1(C ′,Ω1X′(−D
′ − Ξ′)⊗OX′ OC′)→W (Uk′)/F̂
(D′+C′)W (Xk′ , Ck′),
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such that the following diagram commutes (cf. Remark 6.3):
(7.1)
⊕
y|x
Ω1
X′
(−D′)⊗O
X′
OC′,y(y)
Ω1
X′
(−D′)⊗O
X′
OC′,y
∑
y|x ιy//
∑
y|x µy **❱❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱
H1(C ′,Ω1X′(−D
′ − Ξ′)⊗OX′ OC′)
φX′,D′

W (Uk′)/F̂
(D′+C′)W (Xk′ , Ck′),
where x is any fixed regular closed point of C not lying in the image of Ξ′ and y
ranges over the points of C ′ lying over x. Then there exists Ξ ∈ Div(X,C)+ such
that Csing ⊂ Ξ and Ξ is independent of D as in (4.6) and a map defined for every
D as in (4.6):
φX,D : H
1(C,Ω1X(−D − Ξ)⊗OX OC)→ W (U)/F̂
(D+C)W (X,C),
which satisfies the condition (i) of Theorem 4.1.
Proof. We may replace Ξ′ by the sum of its Galois conjugates to assume that there
exists Ξ ∈ Div(X,C)+ such that Ξ′ = Ξ⊗k k
′. Note that (7.1) implies that φX′,D′ is
G-equivariant since so are
∑
y|x ιy and
∑
y|x µy. The trace map induces an isomor-
phism
Trk′/k : H
1(C ′,Ω1X′(−D
′ − Ξ′)⊗OX′ OC′)G
∼=
−→ H1(C,Ω1X(−D − Ξ)⊗OX OC),
where MG denotes the coinvariants of a G-module M . We then define φX,D as the
composite
H1(C,Ω1X(−D − Ξ)⊗OX OC)
(Trk′/k)
−1
−→ H1(C ′,Ω1X′(−D
′ − Ξ′)⊗OX′ OC′)G
φX′,D′
−→
(
W (Uk′)/F̂
(D′+C′)W (Xk′ , Ck′)
)
G
Nk′/k
−→ W (U)/F̂ (D+C)W (X,C),
where the last map is induced by the norm map Nk′/k : W (Uk′) → W (U). The
condition of Remark 6.3 for φX,D follows from (7.1) thanks to the commutativity of
the following diagrams⊕
y|x
Ω1
X′
(−D′)⊗O
X′
OC′,y(y)
Ω1
X′
(−D′)⊗O
X′
OC′,y
∑
y|x µy//
Trk′/k

W (UL)/F̂
(D′+C′)W (Xk′ , Ck′)
Nk′/k

Ω1X(−D)⊗OXOC,x(x)
Ω1X(−D)⊗OXOC,x
µx // W (U)/F̂ (D+C)W (X,C),
⊕
y|x
Ω1
X′
(−D′)⊗O
X′
OC′,y(y)
Ω1
X′
(−D′)⊗O
X′
OC′,y
∑
y|x ιy//
Trk′/k

H1(C ′,Ω1X′(−D
′ − Ξ′)⊗OX′ OC′)
Trk′/k

Ω1X(−D)⊗OXOC,x(x)
Ω1X(−D)⊗OXOC,x
ιx // H1(C,Ω1X(−D − Ξ)⊗OX OC).

Definition 7.2. Let (X,C) be in C (see Definition 1.9).
(1) Let H ⊂ X be a hyperplane section. For an integer d > 0 let L(d) = |dH|
be the linear system on X of hypersurface sections of degree d. For t ∈ L(d)
let Ft ⊂ X be the corresponding section. We write Gr(1,L(d)) for the
Grassmannian variety of lines in L(d).
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(2) A pencil {Ft}t∈L of hypersurface sections parametrized by L ∈ Gr(1,L(d)),
is admissible for (X,C) if ∆L ∩ C = ∅ for the axis ∆L of L and Ft ⋓ C for
almost all t ∈ L.
By [SGA7II, XVIII 6.6.1] and Lemma 7.1, we may assume by replacing k by its
finite extension that for a sufficiently large d, there exists L ∈ Gr(1,L(d)) admissible
for (X,C). In what follows we fix such L ∈ Gr(1,L(d)) and π ∈ k(X) satisfying:
(7.2) divX(π) = C +G0 −G∞ with G0, G∞ ∈ Div(X,C)
+.
We also fix a finite set TL ⊂ L such that
(7.3) Ft ⋓ C and Ft ∩ C ∩ (G0 ∪G∞) = ∅ for t ∈ L− TL.
We have the rational map
hL : X · · · → L ; x→ t such that x ∈ Ft.
By Definition 7.2(2) hL is defined at any point of C and it gives rise to
OL,t →֒ OX,x for t ∈ L and x ∈ Ft ∩ C.
Lemma 7.3. For each t ∈ L, choose a prime element ft ∈ OL,t.
(1) For t ∈ L− TL and x ∈ Ft ∩ C, we have
Ω1X,x = OX,x · dπ ⊕OX,x · dft.
(2) There exists an effective divisor θ on L independent of the choice of ft such
that |θ| = TL and that for any t ∈ TL and x ∈ Ft ∩C and for any
ω =
1
ft
(ξ1dπ + ξ2dft) ∈ Ω
1
X ⊗OX k(C) with ξi ∈ k(C) =
∏
λ∈I
k(Cλ),
we have the implication
ω ∈ Ω1X(−Fθ)⊗OX OC,x ⇒ ξi ∈ OC,x(−Ft),
where Fθ =
∑
t∈TL
etFt for θ =
∑
t∈TL
ett with et ∈ Z≥1.
Proof. (1) follows from the fact that (π, ft) is a system of regular parameters of OX,x
if t ∈ L− TL and x ∈ Ft ∩ C. To show (2), note
Ω1X ⊗OX k(C) = k(C) ·
dπ
ft
⊕ k(C) ·
dft
ft
and put
Θx = OC,x ·
dπ
ft
⊕OC,x ·
dft
ft
⊂ Ω1X ⊗OX k(C).
We see that Θx is independent of the choice ft, namely for f
′
t = uft with u ∈ O
×
L,t,
Θx = OC,x ·
dπ
f ′t
⊕OC,x ·
df ′t
f ′t
.
Thus (2) follows from the fact that there exists an effective divisor θ on L such that
|θ| = TL and that for any t ∈ TL and x ∈ Ft ∩ C, we have
Ω1X ⊗OX OC,x(−Fθ) ⊂ OC,x(−Ft) ·Θx.

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We fix θ as in Lemma 7.3 and put
(7.4) Ξ = Fθ +G∞ ∈ Div(X,C)
+.
Note that Ξ is independent of D as in (4.6). Let B be a finite subset of C such that
(7.5) B ∩ Ξ = ∅ and hL(B) ∩ TL = ∅.
Note that this implies that B consists of regular points of C by (7.3). For D as in
(4.6) consider the maps⊕
x∈B
Λx
ψL,B
−−−−→ H1(C,Ω1X(−D − Ξ)⊗OC)y∑µx
W (U)/F (D+C)W (X,C)
where Λx is defined as (6.5) and ψL,B is induced by (6.1). Taking B large enough,
we assume that ψL,B is surjective. We have
Ker(ψL,B) = Image
(
H0(C,Ω1X(−D − Ξ)⊗OC(B))
)
.
Proposition 7.4. Assume p 6= 2. Take
ω ∈ H0(C,Ω1X(−D − Ξ)⊗OC(B))
and let ωx ∈ Λx be the image of ω for x ∈ B. Then we have
(7.6)
∑
x∈B
µx(ωx) ∈ F̂
(D+C)W (X,C).
Remark 7.5. It suffices to show the proposition after enlarging B.
The proposition implies the existence of a map
φL,B : H
1(C,Ω1X (−D − Ξ)⊗OC)→W (U)/F̂
(D+C)W (X,C)
such that the following diagram commutes
(7.7)
⊕
x∈B
Λx
ψL,B //
∑
µx

H1(C,Ω1X(−D − Ξ)⊗OC)
φL,Btt✐✐✐✐
✐✐
✐✐
✐✐
✐✐
✐✐
✐✐
✐✐
✐
W (U)/F̂ (D+C)W (X,C)
This implies that φL = φL,B is independent of B (depending only on L and Ξ). Take
any x ∈ C\Ξ. Note t = hL(x) 6∈ TL (cf. (7.4) and Lemma 7.3(2)) so that we can
choose such B that x ∈ B. Then (7.7) implies that φL = φL,B satisfies (6.4) for x,
which completes the proof of Theorem 4.1(i) by Remark 6.3.
Let D =
∑
λ∈I
mλCλ be as (4.6). For λ ∈ I consider the map
hλ : H
0(C,Ω1X(−D − Ξ)⊗OC(B))→ Ω
1
X(−D)⊗ k(Cλ)→ Ω
1
k(Cλ)
⊗OX(−D).
Claim 7.6. After enlarging B, we may assume hλ(ω) 6= 0 for any λ ∈ I.
Proof. We claim that after enlarging B, we can find
ξλ ∈ H
0(C,Ω1X(−D − Ξ)⊗OC(B)) for λ ∈ I
such that hλ(ξµ) = 0 for µ ∈ I − {λ} and hλ(ξλ) 6= 0. Admit the claim for the
moment. We may assume further that hλ(ξλ) 6= hλ(ω) for any λ ∈ I after replacing
ξλ by c · ξλ with c ∈ k − {0, 1} if necessary. Then, putting
ω1 =
∑
λ∈I
ξλ, ω2 = ω − ω1,
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we have hλ(ωi) 6= 0 for all λ ∈ I and i = 1, 2. Noting ω = ω1+ω2, (7.6) for ω follows
from that for ω1 and ω2, which proves Claim 7.6.
It remains to show the claim. By Bertini’s theorem, we can take F1, F2 ∈ L(d1)
for a sufficiently large d1 > 0 such that Fi ⋓ C for i = 1, 2. Take f ∈ k(X)
× such
that divX(f) = F1 − F2 and put
df ∈ H0(X,Ω1X(2F2)).
For a sufficiently large d2 >> d1, we can take F ∈ L(d2) such that
F ⋓ C, F ⊃ B, F ∩ Ξ ∩C = ∅, hL(F ∩C) ∩ TL = ∅,
and Fλ ∈ L(d2) for λ ∈ I such that
Fλ = D +
∑
µ∈I−{λ}
Cµ + 2F2 +Ξ +Gλ with Gλ ∈ Div(X,C)
+.
Then BF = F ∩ C satisfies the condition (7.5) and B ⊂ BF . Taking gλ ∈ k(X)
×
such that divX(gλ) = Fλ − F for λ ∈ I, we have
gλdf ∈ H
0(X,Ω1X (−D −
∑
µ∈I−{λ}
Cµ − Ξ + F )).
Let ξλ be the image of gλdf under the composite map
H0(X,Ω1X(−D −
∑
µ∈I−{λ}
Cµ − Ξ + F )) →֒ H
0(X,Ω1X (−D − Ξ + F ))
→ H0(C,Ω1X(−D − Ξ)⊗OC(BF )).
Then (ξλ)λ∈I satisfies the claimed condition for BF instead of B. 
We now start the proof of Proposition 7.4. We choose an isomorphism over k:
ι : L ≃ P1k = Proj(k[T0, T1]).
For a finite extension Fq of k, let L(Fq) denote the set of points x ∈ L such that
there exists an embedding k(x) → Fq (note that the notation is not the standard
one that means the set of k-morphisms SpecFq → L). Put
L(Fq)
o = {t ∈ L(Fq)| ι(t) 6= 0,∞}, where 0 = (1 : 0),∞ = (0 : 1) ∈ P
1
k.
By Lemma 7.1 we may assume that k is large enough so that after a coordinate
transformation of P1k, we have
(∗1) hL(B) ∪ TL ⊂ L(Fq)
o for a finite extension Fq of k.
By Claim 7.6 we may assume
(∗2) hλ(ω) 6= 0 for any λ ∈ I.
For t ∈ L− TL and x ∈ Ft ∩C, let ωC,x be the image of ω under the map
H0(C,Ω1X(−D − Ξ)⊗OC(B))→ Ω
1
X(−D)⊗OC,x(B)→ Ω
1
C,x(−D)⊗OC(B).
By (∗2), ωC,x 6= 0. Choose an isomorphism s : Ω
1
C,x(−D) ⊗ OC(B) ≃ OC,x as
OC,x-modules. Then the order of s(ωC,x) ∈ OC,x is independent of the choice and is
denoted by ordx(ωC,x). The set
{x ∈
⋃
t∈L−TL
Ft ∩ C | ordx(ωC,x) 6= 0}
is finite for ω fixed. Therefore we can choose ι : L ≃ P1k (possibly after replacing k
by a finite extension) in such a way that the following condition holds.
(∗3) ordx(ωC,x) = 0 for any x ∈ F∞ ∩ C.
For t ∈ L − TL and x ∈ Ft ∩ C, if x 6∈ B, then ωx = 0 ∈ Λx so that µx(ωx) = 0.
Therefore Proposition 7.4 follows from the following claim.
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Claim 7.7. Under the conditions (∗1), (∗2) and (∗3), we have∑
t∈L(Fq)o\TL
∑
x∈Ft∩C
µx(ωx) ∈ F̂
(D+C)W (X,C).
Remark 7.8. It suffices to prove the claim after replacing Fq by its finite extension.
Proof. We let 0,∞ denote the closed points of L which correspond to 0,∞ ∈ P1Fp by
ι : L ≃ P1k = Proj(k[T0, T1]). Put
(7.8) ρ = T0/T1 ∈ Fp(P
1) and b = 1− ρq−1,
considered as elements of k(L) ⊂ k(X) via ι : L ≃ P1k and hL. Put
(7.9) Wb = divX(b+ π) +G∞ + (q − 1)F0. (cf. (7.2))
Note
(7.10) divX(b) =
∑
t∈L(Fq)o
Ft − (q − 1) · F0,
Claim 7.9. (1) Wb ∈ Div(X,C)
+ and Wb ∩ C ⊂
⋃
t∈L(Fq)o
Ft ∩C.
(2) For t ∈ L(Fq)
o\TL and x ∈ Ft ∩ C, Wb ⋓ C at x and divX,x(b + π) (cf.
Remark 6.4) is the irreducible component of Wb containing x.
(3) For t ∈ L(Fq)
o and x ∈ Ft ∩ C ∩Wb, we have
OWb,x(−Ft −G∞) ⊂ OWb,x(−C).
Proof. (1) and (2) follow immediately from (7.2) and (7.3) and (7.10) except that
Wb∩F0 ∩C = ∅, which holds since C = divX(π) and Wb = divX(σ
q−1− 1+πσq−1)
locally at F0 ∩ C, where σ = ρ
−1 is a local parameter of F0 at F0 ∩ C. The last
fact is checked by using (7.3) and (∗1) and b+ π =
σq−1 − 1 + πσq−1
σq−1
. To show (3),
let π∞ be a local parameter of G∞ at x if x ∈ G∞ and π∞ = 1 otherwise. Putting
π′ = ππ∞, π
′OWb,x ⊂ OWb,x(−C) by (7.2). Note x 6∈ F0 since Ft ∩ F0 ∩ C = ∅ for
t ∈ L(Fq)
o. Hence (7.9) implies Wb = divX(bπ∞ + π
′) locally at x. Thus we get
OWb,x(−Ft −G∞) = bπ∞OWb,x = π
′OWb,x ⊂ OWb,x(−C).
This completes the proof of Claim 7.9. 
For ω from Proposition 7.4 we write
ω =
1
b
(αdπ + βdb) in Ω1X(−D)⊗OX k(C) with α, β ∈ OX(−D)⊗OX k(C).
Recall ω ∈ H0(C,ΩX(−D+Ξ)⊗OC(B)) and B ⊂
⋃
t∈L(Fq)o
Ft∩C. Noting (7.10) and
(7.11)
db
b
=
ρq−2dρ
1− ρq−1
=
dσ
σ(1 − σq−1)
(σ = ρ−1),
Lemma 7.3 implies
(7.12)
α ∈ H0(C,OC (−D + (q − 1)F0 −
∑
t∈TL
Ft −G∞)),
β ∈ H0(C,OC(−D + (q − 2)F∞ −
∑
t∈TL∪{0}
Ft −G∞)),
where for a divisor Γ on X, we write OC(Γ) = OX(Γ) ⊗OX OC . Since F0 and F∞
are ample divisors on X, the restriction maps
H0(X,OX (−D+(q−1)F0−
∑
t∈TL
Ft−G∞))→ H
0(C,OC (−D+(q−1)F0−
∑
t∈TL
Ft−G∞))),
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H0(X,OX (−D+(q−2)F∞−
∑
t∈TL∪{0}
Ft−G∞))→ H
0(C,OC(−D+(q−2)F∞−
∑
t∈TL∪{0}
Ft−G∞))
are surjective for q sufficiently large (cf. Remark 7.8). Thus we can take
(7.13)
α˜ ∈ H0(X,OX (−D + (q − 1)F0 −
∑
t∈TL
Ft −G∞)),
β˜ ∈ H0(X,OX (−D + (q − 2)F∞ −
∑
t∈TL∪{0}
Ft −G∞)),
such that ω = ω˜ ⊗ k(C) with
ω˜ =
1
b
(α˜dπ + β˜db) ∈ Ω1X(−D)⊗OX OX,C ,
where OX,C is the semi-local ring of X at the generic points of C. By Claim 7.9(2)
and (6.7), for t ∈ L(Fq)
o\TL and x ∈ Ft ∩C, we have
µx(ωx) = {1 + β˜}Ft,x − {1 + α˜}Ft,x + {1 + α˜}Wb,x.
Hence Claim 7.7 follows from the following.
Claim 7.10. Under the assumption of (∗3) we have
(7.14)
∑
t∈L(Fq)o\TL
{1 + β˜}Ft ∈ F̂
(D+C)W (X,C),
(7.15)
∑
t∈L(Fq)o\TL
(
{1 + α˜}Ft −
∑
x∈Ft∩C
{1 + α˜}Wb,x
)
∈ F (D+C)W (X,C).
For the proof of the claim we need Lemma 7.12 below.
Definition 7.11. Let F ∈ Div(X,C)+ be a reduced effective Cartier divisor such
that F ⋓ C. For an integer e > 0, let PD,e(F )(X,C) = PD,e(F ) denote the set of
a ∈ H0(X,OX (−D + eF )) satisfying the condition:
(⊛) The image aF∩C ∈ OC,F∩C(−D + eF ) of a is a basis as an OC,F∩C-module.
Here we note that OC,F∩C is a semi-local ring. For a ∈ PD,e(F ), put
Za = divX(1 + a) + eF.
By Lemma 1.15(1), Za ∈ Div(X,C)
+ such that Za ∩ C = F ∩ C.
Fix π, πD, f ∈ OX,F∩C such that locally at F ∩ C
C = divX(π), D = divX(πD), F = divX(f).
By the assumption (π, f) is a system of regular parameters inOX,F∩C . The condition
(⊛) is equivalent to the condition that locally at x ∈ F ∩ C,
(7.16) Za = divX(f
e + πD · u) with u ∈ O
×
X,F∩C .
The proof of the following lemma will be given later (see Lemma 9.2 in §9).
Lemma 7.12 (increasing order). Let Za with a ∈ PD,e(F ) be as above and take
x ∈ Za ∩ C = F ∩C. Assume
(⋆) H1(X,OX (−2D − C + (e− 1)F )) = H
1(C,OC(−2D + F )) = 0,
Assume further p 6= 2. There exists a constant c > 0 depending only on X and D
such that for e ≥ c, we have
{1 + f e+1OZa,F∩C}Za,x ⊂ F̂
(D+C)W (X,C).
Note that (7.16) implies f e+1|Za = −ufπD so that {1 + f
e+1OZa,F∩C}Za,x lies in
F (D)W (X,C) without any assumption.
WILD CLASS FIELD THEORY FOR VARIETIES OVER FINITE FIELDS 33
Remark 7.13. By Serre’s vanishing theorem the condition (⋆) of Lemma 7.12 is
satisfied if F ∈ L(d) for d > 0 sufficiently large (see Definition 7.2).
Proof of Claim 7.10. We first claim β˜ ∈ PD,q−2(F∞). Indeed the condition (∗3)
implies that the image of β under the restriction map (cf. (7.12))
H0(C,OC (−D + (q − 2)F∞))→ OC,F∞∩C(−D + (q − 2)F∞)
is a basis as an OC,F∞∩C-module. Note (cf. Definition 7.11 and (7.13))
divX(1 + β˜) = Zβ˜ − (q − 2)F∞, Zβ˜ ∩ C = F∞ ∩ C,
(1 + β˜)|Ft = 1 for t ∈ TL ∪ {0} and b|F∞ = 1.
In view of (7.10) divX(b) and divX(1+ β˜) have no common component which inter-
sects C. Hence we may apply Lemma 1.15(2) to 1 + β˜ and b to get∑
t∈L(Fq)o\TL
{1 + β˜}Ft + {1− ρ
q−1}Zβ˜ = 0 ∈W (U).
Taking q sufficiently large (cf. Remark 7.8), Lemma 7.12 (where we take e = q − 2
and F = F∞) implies {1− ρ
q−1}Zβ˜ ∈ F̂
(D+C)W (X,C), which proves (7.14).
To show (7.15), put
(7.17) Z ′ = divX(1 + α˜) + (q − 1)F0 ∈ Div(X,C)
+.
By Lemma 1.15(1) we have Z ′ ∩C = F0 ∩ C. Locally at F0 ∩ C,
(7.18) Z ′ = divX(σ
q−1 + πDγ) (γ ∈ OX,F0∩C),
where σ = ρ−1 and πD is a local parameter of D at F0 ∩ C. By (7.9) and (7.10),
(7.19) divX(
b+ π
b
) =Wb −G∞ −
∑
t∈L(Fq)o
Ft.
SinceG∞∩F0∩C =Wb∩F0∩C = ∅ by Claim 7.9(1), divX(1+α˜) and divX(
b+π
b ) have
no common component which intersects C. Hence we may apply Lemma 1.15(2) to
1 + α˜ and b+πb to get
(7.20) {1 + α˜}Wb −
∑
t∈L(Fq)o\TL
{1 + α˜}Ft
− {
b+ π
b
}Z′ + (q − 1){
b + π
b
}F0 = 0 ∈W (U),
where we used the fact (1 + α˜)|G∞ = 1 and (1 + α˜)|Ft = 1 for t ∈ TL in view of
(7.13). We claim
(7.21) {1 + α˜}Wb −
∑
t∈L(Fq)o\TL
∑
x∈Ft∩C
{1 + α˜}Wb,x ∈ F
(D+C)W (X,C).
Indeed, by Claim 7.9(1),
{1 + α˜}Wb =
∑
t∈L(Fq)o
∑
x∈Ft∩C
{1 + α˜}Wb,x.
For t ∈ TL and x ∈ Ft∩C, we have x 6∈ F0 since F0∩Ft∩C = ∅. In view of (7.13) this
implies α˜|Wb ∈ OWb,x(−D−Ft−G∞). Since OWb,x(−D−Ft−G∞) ⊂ OWb,x(−D−C)
by Claim 7.9(3), we get {1 + α˜}Wb,x ∈ F
(D+C)W (X,C).
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By (7.21) we are reduced to showing that the last two terms of (7.20) belong to
F (D+C)W (X,C). The assertion follows from the fact
b+ π
b
= 1−
πσq−1
1− σq−1
(σ = ρ−1)
and that we have in view of (7.18),
(
b+ π
b
)|Z′ = 1 +
γππD
1− σq−1
∈ 1 +OZ′,Z′∩C(−D − C).
This reduces the proof of (7.15) and that of Theorem 4.1 to Lemma 7.12.

8. Compatibility with ramification theory
In this section we prove Theorem 4.4. We need some preliminaries.
8.1. Review of class class field theory for two-dimensional local rings. Let
(A,mA) be an excellent regular henselian two-dimensional local domain with the
quotient field K. Assume F = A/mA is finite. Let P be the set of prime ideals of
height one in A. For p ∈ P let Ap be the henselization of A at p and Kp (resp. k(p))
be the quotient (resp. residue) field of Ap. Let C be a reduced effective Cartier
divisor on Spec(A) and put U = Spec(A)−C. Let PC ⊂ P be the subset of p lying
on C. For λ ∈ PC , let Kλ be the quotient field of the henselization of A at λ.
For an effective Cartier divisor D on Spec(A) with |D| = C (|D| denotes the
support of D), we consider the subgroup of H1(U) = H1(U,Q/Z):
filDH
1(U) = Ker
(
H1(U)→
⊕
λ∈PC
H1(Kλ)/filmλH
1(Kλ)
)
.
where mλ ∈ Z>0 for λ ∈ PC is the multiplicity of λ in D (see 2.1 for the notation).
We introduce an idele class group which controls πab1 (U):
(8.1) WKS(U) := Coker
(
K2(K)
∂=(∂p,∂λ)
−→
⊕
p∈P−PC
k(p)× ⊕
⊕
λ∈PC
K2(Kλ)
)
,
where ∂p for p 6∈ PC is the tame symbol and ∂λ for λ ∈ PC is the map induced by
K → Kλ. We put
(8.2) CKS(A,D) =WKS(U)/F (D)WKS(A,C),
where F (D)WKS(A,C) ⊂ WKS(U) is the subgroup generated by the images of
V mλK2(Kλ) ⊂ K2(Kλ) for λ ∈ PC . By the reciprocity law for A we have a canonical
map (cf. [Sa1, 1.9], [Sa2, (2.9)], [Sa3, Ch.I])
ΨKSU : filDH
1(U)→ Hom(CKS(A,D),Q/Z)
such that the following diagrams are commutative for p 6∈ PC and λ ∈ PC :
(8.3) filDH
1(U)
ΨKSU //

Hom(CKS(A,D),Q/Z)

H1(k(p))
Ψk(p) // Hom(k(p)×,Q/Z),
filDH
1(U)
ΨKSU //

Hom(CKS(A,D),Q/Z)

filmλH
1(Kλ)
ΨKλ // Hom(K2(Kλ)/V
mλK2(Kλ),Q/Z)
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where Ψk(p) (resp. ΨKλ) is the map (2.5) for the 1-dimensional (resp. 2-dimensional)
local field k(p) (resp. Kλ) (cf. (2.5)).
Remark 8.1. Let ID ⊂ A be the ideal defining D. For α ∈ ID and p ∈ P − PC ,
the image in WKS(U) of 1 + α mod p ∈ k(p)× lies in F (D)WKS(A,C). Indeed, let
f ∈ A be such that p = (f) and put ξ = {1 + α, f} ∈ K2(K). Then one easily sees
∂λ(ξ) ∈ V
mλK2(Kλ) for λ ∈ PC ,
∂q(ξ) =
{
1 + α mod p
0
for q = p
for q ∈ P − PC − {p}
Now we assume D = Spec(A/(πm)) (m ∈ Z≥1), where π ∈ A is such that λ =
(π) ∈ P and that Bλ = A/(π) is regular. Let mλ = mABλ be the maximal ideal of
Bλ. Define
νA : π
m−1Ω1A ⊗A m
−1
λ → C
KS(A,D)
as the composite
πm−1Ω1A ⊗A m
−1
λ →֒ π
m−1Ω1Aλ ⊗Aλ k(λ)
ρmKλ−→ K2(Kλ)/V
mK2(Kλ)→ C
KS(A,D),
where ρmKλ is the map from Lemma 2.5.
Lemma 8.2. The above map induces a map
νA : π
m−1Ω1A ⊗A m
−1
λ ⊗Bλ F → C
KS(A,D).
Proof. Choosing f ∈ A such that f mod (π) ∈ Bλ is a generator of mλ, an element
ω ∈ πm−1Ω1A ⊗A m
−1
λ is written as
ω =
πm−1
f
(adπ + bdf) (a, b ∈ A).
The description of ρmKλ in Lemma 2.5 shows that ρ
m
Kλ
(νA(fω)) is the image of
γ := {1 + πma, π}+ {1 + πm−1fb, f} ∈ K2(K)
under ∂λ in (8.1). One easily check that the images of γ under ∂p for p ∈ P − {λ}
in (8.1) vanish. This proves the desired assertion. 
Lemma 8.3. Assume p 6= 2. Let (π, f) be a system of regular parameters of A.
(1) The image of the composite
rarA : filmH
1(U)→ filmH
1(Kλ)
rarKλ−→
1
πm
Ω1Aλ ⊗Aλ k(λ)
is contained in 1πmΩ
1
A ⊗A Bλ. The diagram
filmH
1(U)
−rarA //
ΨKSU

1
πmΩ
1
A ⊗A Bλ
// 1
πmΩ
1
A ⊗A F
τAtt✐✐✐✐
✐✐
✐✐
✐✐
✐✐
✐✐
✐✐
(
CKS(A,D)
)∨ (νA)∨// (πm−1Ω1A ⊗A m−1λ ⊗Bλ F )∨,
is commutative, where τA is induced by the pairing
1
πm
Ω1A ⊗A Bλ × π
m−1Ω1A ⊗A m
−1
λ → π
−1Ω2A ⊗A m
−1
λ
Resλ−→ m−1λ Ω
1
Bλ
Resmλ−→ F = Bλ/mλ
TrF/Fp
−→ Fp ≃ Z/pZ.
Moreover τA is an isomorphism.
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(2) Putting p1 = (f), p2 = (π + f) ∈ P , we have
ξ = νA(
1
f
(αdπ + βdf)) for α, β ∈ (πm−1)
is the image in CKS(A,D) of
η = {1 + β}k(p1) − {1 + α}k(p1) + {1 + α}k(p2) ∈
⊕
p∈P−PC
k(p)×.
Proof. The first (resp. second) assertion of (1) follows from [Ma, Prop.4.2.1] (resp.
(2.6)). Noting that f generates mλ, τA is induced by the pairing
〈 , 〉 :
1
πm
Ω1A ⊗A F ×
πm−1
f
Ω1A ⊗A F → Fp
such that for α, β, γ, δ ∈ F
〈α
dπ
πm
+ β
df
πm
, γ
πm−1dπ
f
+ δ
πm−1df
f
〉 = ±TrF/Fp(αδ − βγ).
This shows that the pairing is non-degenerate so that τA is an isomorphism.
To show (2), note
1
f
(αdπ + βdf) =
α
π + f
d(π + f) +
β − α
f
df ∈ πm−1Ω1A ⊗A m
−1
λ .
Hence its image under the map
πm−1Ω1A ⊗A m
−1
λ →֒ π
m−1Ω1Aλ ⊗Aλ k(λ)
ρmKλ−→ K2(Kλ)/V
mK2(Kλ)
is
{1 + α, π + f}+ {1 + (β − α), f} ≡ {1 + α, π + f}+ {1 + β, f} − {1 + α, f}.
This implies the desired assertion. 
8.2. Review of class field theory of Kato-Saito. Now we come back to the
global setting of §4 where k is assumed finite. We also assume |D| = C. For a closed
point x ∈ C, let Ax be the henselization of OX,x, and Ux (resp. Cx, resp. Dx) are
the base change of U = X − C (resp. C, resp. D) via Spec(Ax) → X. Let Kx be
the fraction field of Ax and Px be the set of prime ideals of height one in Ax. For
λ ∈ I, let Kλ be the fraction field of the henselization of OX,λ. We introduce the
idele class group for U :
WKS(U) = Coker
(⊕
Z⊂X
k(Z)× ⊕
⊕
λ∈I
K2(Kλ)
∂
−→ Z0(U)⊕
⊕
x∈C
WKS(Ux)
)
,
where WKS(Ux) is defined as in (8.1) for Ux, and Z ranges over integral curves on
X not contained in C, and ∂ is induced by the maps:
∂1 : k(Z)
× → Z0(U), ∂2 : k(Z)
× →
⊕
x∈C
WKS(Ux),
∂3 : K2(Kλ)→ Z0(U), ∂4 : K2(Kλ)→
⊕
x∈C
WKS(Ux),
where ∂1 is the divisor map, and ∂2 is induced by the identification (cf. Definition
1.2):
(8.4) k(Z)×∞ =
⊕
x∈Z∩C
⊕
p∈Px,Z
k(p)×,
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where Px,Z denotes the set of p ∈ Px lying over Z, and ∂3 is the zero map, and ∂4
is induced by the natural map
Kλ →
∏
x∈C
∏
ξ∈Px,λ
Kξ,
where Px,λ is the set of ξ ∈ Px which lies over Cλ (cf. (4.1)) and Kξ is the fraction
field of the henselization of Ax at ξ. We then put
CKS(X,D) =WKS(U)/F (D)WKS(X,C),
where F (D)WKS(X,C) ⊂ WKS(U) is the subgroup generated by the image of
F (D)WKS(Ax, Cx) for x ∈ C. We remark that the argument of [KS2, (1.6)] shows
an isomorphism (cf. (0.7))
CKS(X,D)
∼=
−→ Hd(XNis,K
M
d (X,D)),
where KMd (X,D) is the relative Milnor K-sheaf introduced in [KS2, (1.3)]. By the
class field theory developed in [KS1, Ch.II §3 Th.1] and [KS2, Th.9.1], we have a
canonical isomorphism
(8.5) ΨKSU : filDH
1(U)
∼=
−→ Hom(CKS(X,D),Q/Z)
which fits into the commutative diagram for any closed point x ∈ C,
(8.6) filDH
1(U)
ΨKSU //

CKS(X,D)∨

filDxH
1(Ux)
ΨKSUx // CKSx (X,D)
∨
In view of (8.4), there is a natural map
(8.7) ǫU :W (U) = Coker
(⊕
Z⊂X
k(Z)× →
⊕
Z⊂X
k(Z)×∞ ⊕ Z0(U)
)
→WKS(U) .
By Remark 8.1 it induces a canonical map
ǫX,D : W (U)/F
(D)W (X,C)→ CKS(X,D).
The commutativity of the diagrams (8.3) and (8.6) implies that the diagram
(8.8) filDH
1(U)
ΨKSU //
ΨX,D

CKS(X,D)∨
(ǫX,D)
∨

C(X,D)∨ //
(
W (U)/F (D)W (X,C)
)∨
commutes, where we recall C(X,D) =W (U)/F̂ (D)W (X,C) (cf. Definition 1.6).
8.3. Proof of Theorem 4.4. By Lemma 8.3(1) the image of composite map
filDH
1(U)→ filmλH
1(Kλ)
rarKλ−→ Ω1X(D)⊗OX k(Cλ)
is contained in H0(Coλ,Ω
1
X(D)⊗OX OCλ), where C
o
λ denotes a dense open subset of
Cλ where C is smooth. Since the natural map
H0(Coλ,Ω
1
X(D)⊗OX OCλ)→
∏
x∈Coλ
Ω1X(D)⊗OX κ(x)
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is injective, we are reduced to showing the commutativity of the diagram
filDH
1(U) //

H0(Coλ,Ω
1
X(D)⊗OX OCλ)
// Ω1X(D)⊗OX κ(x)
C(X,D)∨
ccX // H0(C,Ω1X(D + Ξ)⊗OX OC)
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
for each x ∈ Coλ. This follows from the commutative diagram (8.8) and the following
commutative diagram by noting that τAx is an isomorphism by Lemma 8.3(1):
filDH
1(U) //
ΨKSU I
filDxH
1(Ux)
−rarUx //
ΨKSUx III
Ω1X(D)⊗OX OC,x

CKS(X,D)∨ //
(ǫX,D)
∨ II

CKSx (X,D)
∨
(νAx )
∨

Ω1X(D)⊗OX κ(x)
τAx
uu❥❥❥❥
❥❥
❥❥
❥❥
❥❥
❥❥
❥❥
❥❥
(
W (U)/F (D)W (X,C)
)∨
(µx)∨
//
(
Λx
)∨
C(X,D)∨
IV
OO
ccX
// H0(C,Ω1X(D + Ξ)⊗OX OC)
OO
Here Λx = Ω
1
X(−D + C) ⊗OX OC,x(x) ⊗OC,x κ(x) and rarUx arises from Lemma
8.3(1). The commutativity of I comes from (8.6), that of II from Lemma 8.3(2)
and (6.7), that of III from Lemma 8.3(1), and that of IV from the definition of
ccX and the commutativity of
H0(C,Ω1X (D + Ξ)⊗OX OC)
//

Ω1X(D)⊗OX κ(x)
τAx

H1(C,Ω1X(−D + C − Ξ)⊗OX OC)
∨ (ιx)
∨
//
(
Λx
)∨
where the left vertical map is induced by (4.3) and ιx comes from (6.1). This
completes the proof of Theorem 4.4.
Remark 8.4. In case C is a simple normal crossing divisor on X, one can show the
map (8.7) induces a map
ǫX,D : C(X,D) =W (U)/F̂
(D)W (X,C)→ CKS(X,D).
In view of (8.5), the main result Corollary 3.4 is equivalent to that the map is an
isomorphism.
9. Key Lemmas
In order to finish the proof of the main results of the paper, it remains to prove
three key lemmas (Lemma 4.3, Lemma 6.5 and Lemma 7.12). In this section we
restate them over a general perfect field and give a leitfaden for the proofs, which
occupies the remaining sections §10 through §14. In the rest of the paper, k is
assumed only perfect (not necessarily finite).
Let the notation be as in §1. Let (X,C) be in C (see Definition 1.9) and {Cλ}λ∈I
be the set of prime components of C. Fix a Cartier divisor
(9.1) D =
∑
λ∈I
mλCλ with mλ ≥ 1.
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The first key lemma is a relation among three symbols (see Lemma 6.5).
Lemma 9.1 (three term relation). Let x be a regular closed point of C. Let
F,Z1, Z2 ∈ Div(X,C)
+ be such that F ⋓ C at x, and F ⋓ Zi and Zi ⋓ C at x
for i = 1, 2. Let (π, f) be a system of regular parameters such that locally at x,
F = divX(f), Z1 = divX(π − v1f), Z2 = divX(π − v2f), C = divX(π),
where v1, v2 ∈ O
×
X,x. For α ∈ OX,x(−D), we have
{1 + (v1 − v2)α}F,x + {1 + v1α}Z1,x − {1 + v2α}Z2,x ∈ F
(D+C)W (X,C).
The second key lemma refines Lemma 7.12 to the case over a perfect field.
Lemma 9.2 (increasing order). Let Za with a ∈ PD,e(F ) be as Definition 7.11 and
take x ∈ Za ∩C. Let λ ∈ I be such that x ∈ Cλ. Assume
(∗) H1(X,OX (−2D − C + (e− 1)F )) = H
1(C,OC(−2D + F )) = 0,
Assume p 6= 2 and e ≥ mλ(p
n − 1) for a given integer n > 0. Then we have
(9.2) {1 + f e+1OZa,F∩C}Za,x ⊂ F̂
(D+C)W (X,C) + pnF̂ (1)W (U).
Lemma 7.12 follows from Lemma 9.2 and Corollary 5.2 which implies pnF̂ (1)W (U) ⊂
F̂ (D+C)W (X,C) for some n > 0 if k is finite.
The last key lemma concerns moving elements of W (U) to symbols on curves
transversal to C. It refines Lemma 4.3 to the case over a perfect field. Take any
dense open subset V ⊂ X containing the generic points of C. Recall Definition 1.4.
Lemma 9.3 (moving). Assume p 6= 2. For any integers n,N > 0, we have
F̂ (D)W (X,C) ⊂ F
(D)
⋓V W (X,C) + F̂
(D+N ·C)W (X,C) + pnF̂ (1)W (U).
Lemma 4.3 follows from Lemma 9.3 and Corollary 5.2 as above.
In §10 through §14 we prove the following Lemmas and implications using Lemma
1.15.
In §10 we prove Lemma 10.1 and prove Lemma 9.1 using Lemma 10.1.
Lemma 9.2 is a direct consequence of Lemma 11.1 consisting of parts (1) and (2).
In §11 we prove Lemma 11.3 and state Lemma 11.6 consisting of parts (1) and (2).
Using Lemma 11.3, we prove an implication Lemma 11.6(1) (resp. (2)) ⇒ Lemma
11.1(1) (resp. (2)). We also prove Lemma 11.6(1). This completes the proof of
Lemma 11.1(1) and reduces Lemma 9.2 to Lemma 11.6(2).
In §12 we state Lemma 12.1 consisting of parts (1) and (2) and prove an implica-
tion Lemma 11.1(1) (resp. (2)) ⇒ Lemma 12.1(1) (resp. (2)). This completes the
proof of Lemma 12.1(1) using Lemma 11.1(1) proved in §11.
In §13 we prove an implication Lemma 12.1(1)⇒ Lemma 13.1. Lemma 11.6(2) is
a direct consequence of Lemma 13.1. Thus Lemma 11.1(2) and Lemma 12.1(2) are
proved by the implications shown in §11 and §12.
Finally, in §13 we prove Lemma 9.3 using Lemma 12.1(2) and Lemma 10.1.
10. Proof of Key Lemma I
Let the notation be as in §9. In this section we will prove Lemma 9.1.
Lemma 10.1. Take a regular closed point x ∈ C and Z1, Z2 ∈ Div(X,C)
+ such
that x ∈ Z1 ∩ Z2 and that Zi ⋓ C at x for i = 1, 2 (cf. Definition 1.1). Assume
(Z1, Z2)x ≥ e+ 1 for an integer e ≥ 1. Then
{1 + α}Z1,x − {1 + α}Z2,x ∈ F
(D+eC)W (X,C) for α ∈ OX,x(−D).
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The following lemma will be used several times in this paper.
Lemma 10.2. Let X be a noetherian scheme, E be an effective Cartier divisor on
X, and A be an effective Cartier divisor on E. Let F be a coherent OX -module such
that
H1(X,F ⊗OX(−E)) = H
1(E,F|E ⊗OE(−A)) = 0.
Then the restriction map rA : H
0(X,F)→ H0(A,F|A) is surjective.
Proof. The map rA factors as
H0(X,F)→ H0(E,F|E)→ H
0(A,F|A).
The first (resp. second) map is surjective due to the first (resp. second) vanishing
of the cohomology group. This proves the lemma. 
Now we start the proof of Lemma 10.1. For a later purpose we assume only e ≥ 0
(not necessarily e ≥ 1). For an integer d > 0, let L(d) = |dH| be as Definition 7.2.
Take d sufficiently large so that we can choose F in L(d) satisfying the conditions:
(♭1) F ⋓ C, x ∈ F , F ∩C ∩ (Z1 ∪ Z2 − x) = ∅, and F ⋓ Zi at x for i = 1, 2.
(♭2) Let E = (e+1)C and A ⊂ E be the part of (e+1)F |E supported at x. Then
H1(X,OX (−D−2E+(e+1)F )) = H
1(E,OX (−D−E+(e+1)F )⊗OE (−A)) = 0.
Then take d′ sufficiently large (compared with d chosen above) so that we can choose
integral hypersurface section H ′ in L(d′) satisfying
(♣1) (F ∩ C)− x ⊂ H ′ and x 6∈ H ′.
(♣2) H ′ ⋓ C at (F ∩ C)− x and H ′ ⋓ F at (F ∩ C)− x.
For i = 1, 2 we put
(10.1) Fi = Zi +H
′ ∈ Div(X,C)+.
Choose π, πD, f ∈ OX,F∩C such that locally at F ∩C,
C = divX(π), D = divX(πD), F = divX(f)
so that (π, f) is a system of regular parameters in OX,F∩C . Let mF∩C = (f, π)
denote the radical of OX,F∩C .
Claim 10.3. There exist u1, u2 ∈ O
×
X,F∩C such that Fi = divX(π − uif) locally at
F ∩ C and that
(10.2) u1 − u2 ∈ (π − u2f, f
e) ⊂ mF∩C , u1 − u2 ∈ my for y ∈ (F ∩ C)− x,
where my is the maximal ideal of OX,y (the second condition of (10.2) is contained
in the first except the case e = 0).
Proof. Let gi ∈ OX,F∩C be a local equation of Fi at F ∩C. By (♣1) we have F ∩C ⊂
Fi so that gi ∈ mF∩C and we can write gi = aiπ + bif for some ai, bi ∈ OX,F∩C .
By (♭1) and (♣2), Fi ⋓ F and Fi ⋓ C at any y ∈ F ∩ C. It implies ai, bi ∈ O
×
X,F∩C
proving the first part of the claim. By (10.1) we have
(10.3) OX,F∩C/(π − u2f) = OF2,F∩C = OZ2,x ×OH′,F∩C−x.
By (♭1), locally at F ∩ C − x. we have H ′ = F1 = F2 so that
(π − u1f)− (π − u2f) = (u1 − u2)f ≡ 0 ∈ OH′,F∩C−x.
By (♣2), f is not a zero divisor in OH′,F∩C−x so we get
(10.4) (u1 − u2)|H′ = 0 ∈ OH′,F∩C−x.
This implies the second condition of (10.2). By the assumption of Lemma 10.1
(Z1, Z2)x = lengthOZ2,x
(
OZ2,x/((u1 − u2)f)
)
≥ e+ 1,
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which implies (u1−u2)|Z2 ∈ (f
e)OZ2,x noting that f generates the maximal ideal of
OZ2,x since Z2 ⋓ F at x. In view of (10.3) and (10.4), we get
(u1 − u2)|F2 ∈ (f
e)OF2,F∩C ,
which proves the first condition of (10.2). 
Claim 10.4. Let the notation be as Claim 10.3. Take any ϑ ∈ OX,x. For e ≥ 1
{1 + ue+11 ϑπD}Z1,x − {1 + u
e+1
2 ϑπD}Z2,x ∈ F
(D+eC)W (X,C).
For e = 0 we have
{1 + (u1 − u2)ϑπD}F,x + {1 + u1ϑπD}Z1,x − {1 + u2ϑπD}Z2,x ∈ F
(D+C)W (X,C).
By Claim 10.3, we have
(u1 − u2)|Zi ∈ (f
e)OZi,x = OZi,x(−eC) for i = 1, 2.
Hence the first assertion of Claim 10.4 implies Lemma 10.1 noting u1, u2 ∈ O
×
X,x.
We now prove Claim 10.4. Putting
F = OX(−D − (e+ 1)C + (e+ 1)F ),
we have an isomorphism
µ : F ⊗
OX,x
(πe+1, f e+1)
≃ OX,x/(π
e+1, f e+1)
c · πD(
π
f
)e+1 → c mod (πe+1, f e+1) (c ∈ OX,x).
By the assumption (♭2) Lemma 10.2 implies that the natural map
ι : H0(X,F)→ F ⊗OX,x/(π
e+1, f e+1)
is surjective so that we can find
(10.5) a ∈ H0(X,OX (−D − (e+ 1)C + (e+ 1)F ))
such that
µ(ι(a)) ≡ ϑ ∈ OX,x/(π
e+1, f e+1).
It implies
(10.6) a = γπD(
π
f
)e+1 with γ ∈ OX,F∩C such that γ − ϑ ∈ (π
e+1, f e+1)OX,x
Put
(10.7) Z = divX(1 + a) + (e+ 1)F.
By Lemma 1.15(1) Z ∈ Div(X,C)+ and Z ∩ C = F ∩ C. (10.6) implies
(10.8) Z = divX(f
e+1 + πDπ
e+1 · γ) locally at F ∩ C.
Put b =
π − u1f
π − u2f
∈ k(X)×. By Claim 10.3 we have
divX(b) = F1 − F2 +G = Z1 − Z2 +G,
where G is a divisor with G ∩ F ∩ C = ∅. Noting Z ∩ C = F ∩ C, we may apply
Lemma 1.15(3) to 1 + a and b to get
(10.9) {1 + a}Z1 − {1 + a}Z2 − {b}Z + (e+ 1){b}F ∈ F
(D+(e+1)C)W (X,C).
Since F ∩ C ∩ (Z1 ∪ Z2 − x) = ∅ by (♭1), we get for i = 1, 2
a|Zi ∈ OZi,y(−D − (e+ 1)C)) for y ∈ (Zi ∩ C)− x.
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Noting π = uif in OZi,x (cf. Claim 10.3) and that Zi ⋓ F and Zi ⋓ C at x, (10.6)
implies
a|Zi = u
e+1
i γπD ≡ u
e+1
i ϑπD ∈
OZi,x(−D)
OZi,x(−D − (e+ 1)C)
(i = 1, 2).
Hence (10.9) implies
{1+ue+11 ϑπD}Z1,x−{1+u
e+1
2 ϑπD}Z2,x−{b}Z+(e+1){b}F ∈ F
(D+(e+1)C)W (X,C).
Hence Claim 10.4 follows from the following claims:
(10.10) {b}Z − (e+ 1){b}F ∈ F
(D+eC)W (X,C) for e ≥ 1,
(10.11) {b}Z − {b}F − {1 + (u1 − u2)ϑπD}F,x ∈ F
(D+C)W (X,C) for e = 0,
Claim 10.5. There exists b′ ∈ O×X,F∩C such that b
′|Z = b|Z ∈ OZ,F∩C and that
(10.12) (b′/b)|F ∈ 1 +OF,F∩C(−D − eC) for e ≥ 1,
and that for e = 0,
(10.13) (b′/b)|F ∈ 1 +OF,y(−D − C) for y ∈ (F ∩C)− x,
(10.14) (b′/b)|F ≡ 1 + (u1 − u2)ϑπD ∈
OF,x(−D)
OF,x(−D − C)
.
First we finish the proof of Claim 10.4 (and hence that of Lemma 10.1) assuming
the above claim. Since b′ ∈ O×X,F∩C , we may apply Lemma 1.15(4) to 1 + a and b
′
to get
{b′}Z − (e+ 1){b
′}F ∈ F
(D+(e+1)C)W (X,C).
We have {b′}Z = {b}Z since b
′|Z = b|Z ∈ OZ,F∩C . If e ≥ 1, (10.12) implies
{b′}F − {b}F ∈ F
(D+eC)W (X,C),
which implies (10.10). If e = 0, (10.13) implies {b′}F,y − {b}F,y ∈ F
(D+C)W (X,C)
for y ∈ (F ∩ C)− x, and (10.14) implies
{b′}F,x − {b}F,x − {1 + (u1 − u2)ϑπD}F,x ∈ F
(D+C)W (X,C),
which implies (10.11). This completes the proof of Claim 10.4.
Proof of Claim 10.5: For e ≥ 1 Claim 10.3 implies
(10.15) u2 − u1 = η(π − u2f) + βf
e with η, β ∈ OX,F∩C .
For e = 0 we put β = u2 − u1 and η = 0. Then
b =
π − u1f
π − u2f
= 1 +
(u2 − u1)f
π − u2f
= 1 + ηf +
βf e+1
π − u2f
.
(10.8) implies f e+1|Z = −γπDπ
e+1 ∈ OZ,F∩C so that( βf e+1
π − u2f
)
|Z =
−βγπDπ
e+1δ
πe+1 − ue+12 f
e+1
= θ|Z ∈ OZ,F∩C ,
where
δ =
πe+1 − ue+12 f
e+1
π − u2f
, θ =
−βγπDδ
1 + γue+12 πD
∈ OX,F∩C .
Thus, taking b′ = 1 + ηf + θ ∈ OX,F∩C , we get b|Z = b
′|Z ∈ OZ,F∩C . On the other
hand, we have b|F = 1 so that (b
′/b)|F = 1+ θ ∈ OF,F∩C . We have δ|F = π
e so that
θ|F ∈ πDπ
eOF,F∩C , which proves (10.12). Assume e = 0. We have δ|F = 1. Hence
(10.16) 1 + θ|F = 1 +
(u1 − u2)γπD
1 + γu2πD
∈ OF,F∩C .
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By (10.6) and Claim 10.3, we have
γ|F − ϑ|F ∈ πOF,x, and (u1 − u2)|F ∈ πOF,y for y ∈ (F ∩C)− x.
Hence (10.16) implies (10.13) and (10.14), and Claim 10.5 is proved.
Finally we prove Lemma 9.1. In case (Z1, Z2)x ≥ 2, we have v1− v2 ∈ mx so that
(v1 − v2)|F ∈ OF,x(−C) and (v1 − v2)|Zi ∈ OZi,x(−C) for i = 1, 2. Hence Lemma
9.1 follows from Lemma 10.1. We assume Z1 ⋓ Z2 at x. By Lemma 10.1, we may
replace F by any curve which is regular at x and tangent to F at x. Hence we may
take F as in the beginning of the proof of Lemma 10.1. Then take H ′ and Fi for
i = 1, 2 as before. Then Claim 10.3 and (♣1) imply Zi = divX(π − uif) locally at
x for i = 1, 2. Hence we get ui − vi ∈ mx so that (ui − vi)|F ∈ OF,x(−C). Thus
Lemma 9.1 follows from the second assertion of Claim 10.4.
11. Proof of Key Lemma II
Let (X,C) be in C (see Definition 1.9) and {Cλ}λ∈I be the set of irreducible
components of C. Fix a Cartier divisor
D =
∑
λ∈I
mλCλ with mλ ≥ 1.
Lemma 11.1. Let Za with a ∈ PD,e(F ) be as Definition 7.11 and take x ∈ Za ∩ C
and λ ∈ I such that x ∈ Cλ. Assume
H1(X,OX (−2D − C + (e− 1)F )) = H
1(C,OC(−2D + F )) = 0,
(1) Assuming e ≥ mλ, we have
{1 + f e+1OZa,F∩C}Za,x ⊂ F
(2D−Cλ)
B W (X,C) + F
(D+C)W (X,C).
(2) Assuming (p, 2mλ) = 1 and e ≥ mλ(p
n − 1) for a given integer n > 0, we
have
{1 + f e+1OZa,F∩C}Za,x ⊂ F̂
(D+C)W (X,C) + pnF̂ (1)W (U).
Lemma 9.2 is a consequence of Lemma 11.1 by the following remark.
Remark 11.2. Assuming p 6= 2, Lemma 11.1 implies the following:
(11.1) {1 + f e+1OZa,F∩C}Za,x ⊂ F̂
(D+C)W (X,C) + pnF̂ (1)W (U)
for e ≥ mλ(p
n − 1). Indeed, if mλ ≥ 2, then 2D − Cλ ≥ D + C and Lemma 11.1(1)
implies (11.1) for e ≥ mλ. If mλ = 1, then Lemma 11.1(2) implies (11.1) for
e ≥ mλ(p
n − 1).
In this section we prove Lemma 11.1(1). The proof of Lemma 11.1(2) will be
complete in §13.
Lemma 11.3. Let the notation be as in Definition 7.11 and the paragraph after it.
Fix an integer 1 ≤ ǫ ≤ e− 1. Assume
(11.2) H1(X,OX (−2D − C + ǫF )) = H
1(C,OC(−2D + F )) = 0.
For a ∈ PD,e(F ), we have
{1+
π2D
f ǫ
OZa,F∩C}Za ⊂ {1+
π2Dπ
f ǫ
OZa,F∩C}Za+{1+
π2D
f
OZa,F∩C}Za+F
(2D)W (X,C).
Recall π, πD, f ∈ OX,F∩C are such that locally at F ∩ C
C = divX(π), D = divX(πD), F = divX(f)
so that (π, f) is a system of regular parameters in OX,F∩C .
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Remark 11.4. By (7.16),
π2D
f e−1
≡ u−2f e+1 ∈ OZa,F∩C so
π2D
f ǫ
∈ f e+1OZa,F∩C .
Proof. We fix a ∈ PD,e(F ) and write Z = Za. Take 1 +
π2D
fǫ α with α ∈ OZ,F∩C . By
(11.2), letting A = (ǫ− 1)F |C ⊂ C, Lemma 10.2 implies that the natural map
H0(X,OX (−2D + ǫF ))→ H
0(A,OX (−2D + ǫF )|A)
is surjective. The target group is isomorphic to
OX(−2D + ǫF )⊗OX,F∩C/(f
ǫ−1, π) ≃ OX(−2D + ǫF )⊗OZ,F∩C/(f
ǫ−1, π),
where the isomorphism holds since OX,F∩C(−Z) ⊂ (f
e, π) ⊂ (f ǫ−1, π) by (7.16) and
the assumption ǫ ≤ e− 1. Hence there exist
a′ ∈ H0(X,OX (−2D + ǫF ))
and β, γ ∈ OZ,F∩C such that
a′|Z =
π2D
f ǫ
α+
π2D
f
β +
π2Dπ
f ǫ
γ ∈ OZ,F∩C .
This implies
(11.3) (1 + a′)|Z = (1 +
π2D
f ǫ
α)(1 +
π2D
f
β′)(1 +
π2Dπ
f ǫ
γ′) ∈ O×Z,F∩C ,
where β′ = βv−1 with
v = 1 +
π2D
f ǫ
α = 1− πDf
e−ǫu−1α ∈ O×Z,F∩C (cf. Remark 11.4)
and γ′ = γv−1(1 +
π2D
f β
′)−1 ∈ OZ,F∩C . Put
Z ′ = divX(1 + a
′) + ǫF.
By Lemma 1.15(1), Z ′ ∈ Div(X,C)+ with Z ′ ∩C = F ∩ C. Locally at F ∩ C,
(11.4) a′ = c
π2D
f ǫ
and Z ′ = divX(f
ǫ + π2D · c) with c ∈ OX,F∩C .
By (7.16), letting b = f e + πD · u ∈ k(X)
×, we have
(11.5) divX(b) = Z +G for G ∈ Div(X) such that |G| ∩ F ∩ C = ∅.
Noting Z ′ ∩ C = F ∩ C, we can apply Lemma 1.15(3) to 1 + a′ and b to get
{1 + a′}Z − ǫ{b}F + {b}Z′ ∈ F
(2D)W (X,C).
Hence (11.3) implies
{1 +
π2D
f ǫ
α}Z + {1 +
π2D
f
β′}Z + {1 +
π2Dπ
f ǫ
γ′}Z − ǫ{b}F + {b}Z′ ∈ F
(2D)W (X,C).
Thus the proof of Lemma 11.3 is reduced to showing
(11.6) − ǫ{b}F + {b}Z′ ∈ F
(2D)W (X,C).
Claim 11.5. There exists b′ ∈ πD · O
×
X,F∩C such that
(11.7) b|F∪Z′ = b
′|F∪Z′ ∈ OF∪Z′,F∩C .
Proof. We have
b = f e + πDu = uπD(1− πDf
e−ǫcu−1) + f e−ǫ(f ǫ + π2Dc) ∈ OX,F∩C .
The second term is divisible by a local equation of F ∪Z ′ around F ∩C due to (11.4)
and the assumption ǫ ≤ e−1. Thus it suffices to take b′ = uπD(1−πDf
e−ǫcu−1). 
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By Lemma 1.15(4) applied to 1 + a′ and b′, we have
−ǫ{b′}F + {b
′}Z′ ∈ F
(2D)W (X,C).
which implies (11.6) since {b}F = {b
′}F and {b}Z′ = {b
′}Z′ thanks to (11.7) and the
fact Z ′ ∩ C = F ∩ C. This completes the proof of Lemma 11.3. 
Let the assumption be as in Lemma 11.1. By Lemma 11.3 and Remark 11.4,
{1 + f e+1OZa,F∩C}Za ⊂ {1 +
π2D
f e−1
OZa,F∩C}Za
⊂ {1 +
π2Dπ
f e−1
OZa,F∩C}Za + {1 +
π2D
f
OZa,F∩C}Za + F
(2D)W (X,C)
⊂ {1 +
π2D
f
OZa,F∩C}Za + F
(D+C)W (X,C)
where the last inclusion holds since π2Dπ/f
e−1 ≡ −u−1πDπ ∈ OZa,F∩C by (7.16).
Hence Lemma 11.1 follows from the following.
Lemma 11.6. Fix a regular closed point x ∈ C and let λ ∈ I be such that x ∈ Cλ.
Let F ∈ Div(X,C)+ be such that x ∈ F and F ⋓ C at x. Take a local parameter f
(resp. π) of F (resp. C) at x so that (π, f) is a system of regular parameters at x.
Let Z ∈ Div(X,C)+ be such that locally at x,
(11.8) Z = divX(c · f
e + πm) with c ∈ OX,x,
where m > 0 is an integer. Consider the object (X˜, C˜) of BX , where g : X˜ → X
is the blowup at x and C˜ = g∗C (cf. Definition 1.10). Let Z ′ ⊂ X˜ be the proper
transform of Z.
(1) If e ≥ m, we have
π2D
f
∈ OZ′,Z′∩C˜(−g
∗(2D −Cλ)).
In particular we have
{1 +
π2D
f
OZ,x}Z,x ∈ F
(2D−Cλ)
B W (X,C).
(2) Assuming (p, 2mλ) = 1 and e ≥ m(p
n − 1) for an integer n > 0, we have
{1 +
π2D
f
OZ,x}Z,x ∈ F̂
(2D)W (X,C) + pnF̂ (1)W (U).
In this section we prove Lemma 11.6(1). The proof of Lemma 11.6(2) will be
given in §13. Note that Lemma 11.1(1) follows from Lemma 11.6(1).
Let C ′λ be the proper transform of Cλ and E = g
−1(x) be the exceptional divisor
so that g∗Cλ = C
′
λ + E. Let F
′ be the proper transform of F in X˜. We claim
Z ′ ∩ F ′ ∩ E = ∅. Indeed f/π (resp. π) is a local parameter of F ′ (resp. E) at
F ′ ∩ E. By (11.8) and the assumption e ≥ m, Z ′ is defined locally at F ′ ∩ E by
c(f/π)eπe−m + 1, which implies the claim. Noting that f is a local parameter of E
at any y ∈ E − (F ′ ∩ E), we have
π2D
f
∈ OZ′,Z′∩E(−2g
∗D + E) ⊂ OZ′,Z′∩E(−g
∗(2D − Cλ))
noting −2g∗D + E = −2g∗D + g∗Cλ − C
′
λ = −g
∗(2D − Cλ) − C
′
λ. Lemma 11.6(1)
follows from this.
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12. Proof of Key Lemma III
Let (X,C) be in C (see Definition 1.9) and {Cλ}λ∈I be the set of irreducible
components of C. Fix a Cartier divisor
D =
∑
λ∈I
mλCλ with mλ ≥ 1.
The following lemma is a preliminary for the proof of Lemma 9.3 whose proof will be
completed in §13. In this section we prove only Lemma 12.1(1), which is necessary for
the proof of Lemma 13.1. Lemma 11.6(2) and hence Lemma 11.1(2) will be deduced
from Lemma 13.1. Lemma 12.1(2) will be then deduced from Lemma 11.1(2).
Lemma 12.1. Take a reduced Z ∈ Div(X,C)+ and x ∈ Z ∩ C and a dense open
subset V ⊂ X containing all generic points of C.
(1) We have (cf. Definition 1.4(4))
{1 +OZ,x(−D)}Z,x ⊂ F
(D)
⋓V W (X,C) + F
(2D−C)
B W (X,C) + F
(D+C)W (X,C),
(2) Assume p 6= 2. For any integer n > 0, we have
{1 +OZ,x(−D)}Z,x ⊂ F
(D)
⋓V W (X,C) + F̂
(D+C)W (X,C) + pnF̂ (1)W (U).
Remark 12.2. (1) Letting (cf. (9.1))
(12.1) C0 =
∑
λ∈J
Cλ with J = {λ ∈ I | mλ ≥ 2},
Lemma 12.1(1) implies
F (D)W (X,C) ⊂ F
(D)
⋓V W (X,C) + F
(D+C0)
B W (X,C),
noting F (D+C)W (X,C) ⊂ F (D+C0)W (X,C) ⊂ F
(D+C0)
B W (X,C).
(2) Assuming p 6= 2, Lemma 12.1(2) implies
F (D)W (X,C) ⊂ F
(D)
⋓V W (X,C) + F̂
(D+C)W (X,C) + pnF̂ (1)W (U).
Proof of Lemma 12.1. Take an integer d > 0 large enough that the linear system
|dH − Z| on X (H ⊂ X is a hyperplane section) is sufficiently very ample. By
Bertini’s theorem there are F0, F∞ ∈ L(d) = |dH| satisfying the following:
(♯1) H1(C,OC (−2D + F )) = 0 for any F ∈ L(d) (cf. Remark 11.2),
(♯2) F0 = Z+G for G ∈ Div(X,C)
+ such that G⋓C, G∩C ⊂ V , G∩C∩Z = ∅,
(♯3) F∞ ⋓ C and F∞ ∩C ⊂ V , and F∞ ∩ C ∩ F0 = ∅.
Let L ∈ Gr(1,L(d)) be the line passing through F0 and F∞ and consider the pencil
{Ft}t∈L. By (♯3) the following conditions hold:
(♯4) Ft ∩ Ft′ ∩ C = ∅ for t 6= t
′ ∈ L,
(♯5) there exists a finite subset Σ ⊂ L such that Ft ⋓ C and Ft ∩ C ⊂ V for
t ∈ L−Σ.
Choose an identification L ≃ P1 = Proj(k[T0, T1]) such that F0 = Ft with t = (1 :
0) ∈ P1 and F∞ = Ft with t = (0 : 1) ∈ P
1. Put
W := Z + F∞ ∈ Div(X,C)
+.
Take q = pN with N sufficiently large and a finite subset S ⊂ P1(Fq)\({0, 1,∞}∪Σ)
with s = degL(S) large enough that the following conditions hold for F ∈ L(d):
(♠1) H1(X,OX (−2D − C + (q − 2)F )) = 0.
(♠2) H1(X,OX (−D −W + (s − 1)F )) = H
1(W,OW (−2D + (s− 1)F )) = 0.
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Put
Θ = −
∑
t∈Λ
Ft + (q − 2)F∞, Λ = P
1(Fq)− (S ∪ {0,∞}).
We have OX(Θ) ≃ OX((s − 1)F∞)) so that (♠2) implies
H1(X,OX(−D +Θ−W )) = H
1(W,OW (−D +Θ)⊗OW (−D)) = 0.
Thus Lemma 10.2 implies that the natural map
rW : H
0(X,OX (−D −
∑
t∈Λ
Ft + (q − 2)F∞))→
OW,W∩C(−D +Θ)
OW,W∩C(−2D +Θ)
is surjective. (♯2), (♯3) and (♯4) imply
Z ∩ C ∩ |Θ| = ∅ and OF∞,F∞∩C(Θ) = OF∞,F∞∩C((q − 2)F∞).
Hence the target of rW is equal to
OZ,Z∩C(−D)
OZ,Z∩C(−2D)
⊕
OF∞,F∞∩C(−D + (q − 2)F∞)
OF∞,F∞∩C(−2D + (q − 2)F∞)
.
Since F∞ ⋓C we have an isomorphism
ν :
OF∞,F∞∩C(−D + (q − 2)F∞))
OF∞,F∞∩C(−D − C + (q − 2)F∞))
≃
⊕
x∈F∞∩C
k(x).
Consider the composite map
µ : H0(X,OX (−D +Θ))→ OF∞,F∞∩C(−D + (q − 2)F∞))
ν
−→
⊕
x∈F∞∩C
k(x).
By the surjectivity of rW , for given α ∈ OZ,x(−D), one can find
a ∈ H0(X,OX (−D −
∑
t∈Λ
Ft + (q − 2)F∞))
satisfying the following conditions:
(♣1) a|Z = α mod OZ,x(−2D) and a|Z ∈ OZ,y(−2D) for all y ∈ (Z ∩C)− x,
(♣2) µ(a) = (1, . . . , 1).
(♣2) implies a ∈ PD,q−2(F∞) and we put (cf. Definition 7.11)
Za = divX(1 + a) + (q − 2)F∞.
Take rational functions
ρ =
T0
T1 − T0
and b = 1− ρq−1 on L = P1.
We have
divX(b) =
∑
t∈A1(Fq)−{0,1}
Ft + (1− q)F1 + F0 with F0 = Z +G.
By (♯2), (♯3) and (♯4), no component of divX(b) passes through F∞ ∩ C. Noting
b|F∞ = 1 and (1 + a)|Ft = 1 for t ∈ Λ = P
1(Fq)− (S ∪ {0,∞}),
Lemma 1.15(1) implies
(12.2) W (X,C) ∋ 0 = {1 + a}Z + {1 + a}G +
∑
t∈S
{1 + a}Ft + {1− ρ
q−1}Za .
(♣1) implies
{1 + a}Z,x − {1 + α}Z,x ∈ F
(2D)W (X,C),
{1 + a}Z,y ∈ F
(2D)W (X,C) for y ∈ (Z ∩ C)− x.
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By (♯2) and (♯4), F∞ ∩G ∩ C = ∅ and F∞ ∩ Ft ∩ C = ∅ for t ∈ S so that
a ∈ OX,G∩C(−D) and a ∈ OX,Ft∩C(−D) for t ∈ S.
Finally, using (♯1) and (♣1), Lemma 11.1(1) with e = q − 2 implies
{1 − ρq−1}Za ∈ F
(2D−C)
B W (X,C) + F
(D+C)W (X,C).
Recalling G⋓C ⊂ V and Ft ⋓C ⊂ V for t ∈ S, this proves Lemma 12.1(1) since the
third term of (12.2) lies in F
(D)
⋓V W (X,C). Lemma 12.1(2) would follow from Lemma
11.1(2) (cf. Remark 11.2) whose proof will be complete in §13. 
13. Proof of Key Lemma IV
In this section we finish the proof of Lemma 11.6(2). Note that this completes
the proof of Lemmas 11.1 and 12.1 and hence Lemma 9.2. Lemma 11.6(2) follows
from the following lemma where we take 2D in Lemma 11.6 for D in Lemma 13.1.
Let the notation be as in the beginning of §12. Recall
D =
∑
λ∈I
mλCλ with mλ ≥ 1.
Lemma 13.1. Fix a regular closed point x ∈ C and an integer n > 0. Let F ∈
Div(X,C)+ be such that x ∈ F and F ⋓ C at x and λ ∈ I be such that x ∈ Cλ.
Take a local parameter f (resp. π) of F (resp. C) at x so that (π, f) is a system of
regular parameters at x. Let Z ∈ Div(X,C)+ be such that locally at x,
(13.1) Z = divX(u · f
b + πa) with u ∈ OX,x, a, b ∈ Z>0.
Assume
(13.2) (p,mλ) = 1 and b ≥ a(p
n − 1).
Then we have (cf. Definition 1.4)
{1 +OZ,x(−D + F )}Z,x ∈ F̂
(D)W (X,C) + pnF̂ (1)W (U).
For the proof of Lemma 13.1, we need a preliminary lemma.
Lemma 13.2. For a fixed integer n > 0, put
CP =
∑
λ∈JP
Cλ with JP = {λ ∈ I |
mλ
pn
∈ Z}.
For Z ∈ Div(X,C)+ and x ∈ Z ∩ C, we have
{1 +OZ,x(−D)}Z,x ⊂ F
(D+CP )
B W (X,C) + p
nF (C)W (X,C).
Proof. By Remark 12.2(1) we have (noting CP ⊂ C0)
{1 +OZ,x(−D)}Z,x ⊂ F
(D+CP )
B W (X,C) + F
(D)
⋓ W (X,C).
Hence the lemma follows from the following fact: for integral F ∈ Div(X,C)+ such
that F ⋓ C at y ∈ F ∩ C, we have
1 +OF,y(−D) ⊂
(
1 +OF,y(−D − CP )
)
·
(
1 +OF,y(−C)
)pn
.
Indeed, letting λ ∈ I be such that y ∈ Cλ, we have an isomorphism
1 +OF,y(−D)
1 +OF,y(−D − CP )
≃
1 +OF,y(−mλCλ)
1 +OF,y(−(mλ + 1)Cλ)
if λ ∈ JP , and otherwise the group on the left hand side vanishes. The desired fact
is checked by using pn|mλ if λ ∈ JP and the perfectness of κ(y) (use the equality
(1 + a)p
n
= 1 + ap
n
). 
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Proof of Lemma 13.1 Taking a local parameter πD of D at x, we want to show
(13.3) {1 + α
πD
f
}Z,x ∈ F̂
(D)W (X,C) + pnF̂ (1)W (U) for α ∈ OX,x.
For integers m ≥ 0, we inductively define
(Xm, C
′
m, Em, xm)
as follows. For m = 0, X0 = X, C
′
0 = C, E0 = ∅, x0 = x. For m = 1, let
g1 : X1 = Blx(X) → X be the blowup at x, C
′
1 ⊂ X1 be the proper trans-
form of C, E1 = g
−1
1 (x) be the exceptional divisor, and x1 = C
′
1 ∩ E1. Assum-
ing (Xm−1, C
′
m−1, Em−1, xm−1) defined, let gm : Xm = Blxm−1(Xm−1) → Xm−1,
C ′m ⊂ Xm be the proper transform of C
′
m−1, Em = g
−1
m (xm−1), and xm = C
′
m ∩Em.
Let
φm = gm ◦ · · · ◦ g1 : Xm → X,
be the composite map, Cm = φ
−1
m (C)red, and Ei,m ⊂ Xm be the proper transform of
Ei ⊂ Xi for 1 ≤ i ≤ m− 1. We also define E0,1 as the proper transform of F . Note
that (Xm, Cm) is an object of B̂X but not in BX (cf. Definition 1.10). We easily see
that the following facts hold for m ≥ 1:
(∗1) (π/fm, f) is a system of regular parameters of Xm at xm.
(∗2) f is a local parameter of Em ⊂ Xm at any point y ∈ Em\Em−1,m.
(∗3) Let Zm ⊂ Xm be the proper transform of Z in (13.1). If b ≥ am, Zm is
defined locally around Em\Em−1,m by (π/f
m)a + uf b−am. We have
b ≥ am ⇐⇒ Zm ∩ φ
−1
m (x) ⊂ Em\Em−1,m,
b ≥ am+ 1 ⇐⇒ Zm ∩ φ
−1
m (x) = xm.
(∗4) φ∗mC = C
′
m +mEm +
∑
1≤i≤m−1
iEi,m,
By the assumption (p,mλ) = 1, there is a (unique) integer m such that 1 ≤ m ≤
pn−1 and pn|mmλ−1. Take y ∈ Zm∩φ
−1
m (x). By (13.2) we have b ≥ a(p
n−1) ≥ am
and (∗2), (∗3) and (∗4) imply
πD
f
∈ OZm,y(−φ
∗
mD + Em) and φ
∗
mD − Em ≥ 0
and hence
{1 + α
πD
f
}Zm,y ∈ F
(φ∗mD−Em)W (Xm, Cm) for α ∈ OX,x.
By (∗4) the multiplicity of Em in φ
∗
mD−Em is mmλ−1. Since p
n|mmλ−1, Lemma
13.2 with Remark 1.13 implies
{1 + α
πD
f
}Zm,y ∈ F
(φ∗mD)
B W (Xm, Cm) + p
nF (Cm)W (Xm, Cm).
Noting F (Cm)W (Xm, Cm) ⊂ F̂
(1)W (U), this implies (13.3) and completes the proof
of Lemma 13.1.
14. Proof of Key Lemma V
Let the notation be as in §9. In this section we prove Lemma 9.3.
Lemma 14.1. Let g : X˜ → X be the blowup at a closed point of C and C˜ =
g−1(C)red. Then, for any integer N > 0, we have
(14.1) F
(g∗D)
⋓ W (X˜, C˜) ⊂ F
(D)W (X,C) + F (g
∗(D+N ·C))W (X˜, C˜).
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Proof. Put D˜ = g∗D ∈ Div(X˜, C˜)+. It suffices to show
{1 +OF,y(−D˜)}F,y ⊂ F
(D)W (X,C) + F (g
∗(D+N ·C))W (X˜, C˜)
for any reduced F ∈ Div(X˜, C˜)+ such that F ⋓ C˜ and for any y ∈ F ∩ C˜.
Claim 14.2. Let x = g(y). We may assume κ(x) = κ(y).
Indeed, take a finite Galois extension k′ of k and consider the diagram
X˜ ′
g′

φ˜ // X˜
g

X ′
φ
// X
where X ′ = X ⊗k k
′ and X˜ ′ = X˜ ⊗k k
′. Let C ′ = φ∗C and C˜ ′ = φ˜∗C˜. Note
that these are reduced since φ and φ˜ are e´tale. Take a point y′ ∈ X˜ ′ lying over
y and let x′ = g′(y′). Taking k′ large enough, we may assume κ(x′) = κ(y′). Set
F ′ = φ˜∗F ∈ Div(X˜ ′, C˜ ′)+. Then F ′ is reduced and F ′ ⋓ C˜ ′. Thus we may assume
(14.2) {1 +OF ′,y′(−g
′∗D′)}F ′,y′ ⊂ F
(D′)W (X ′, C ′) + F g
′∗(D′+N ·C′)W (X˜ ′, C˜ ′),
where D′ = φ∗D. Note
(14.3) g′
∗
(D′ +N · C ′) = g′
∗
φ∗(D +N · C) = φ˜∗g∗(D +N · C).
We have a commutative diagram
1 +OF ′,y′(−φ˜
∗D˜)
NF ′/F //
{ , }F ′,y′

1 +OF,y(−D˜)
{ , }F,y

F (φ˜
∗D˜)W (X˜ ′, C˜ ′)
Nφ˜ // F (D˜)W (X˜, C˜)
F (φ
∗D)W (X ′, C ′)
Nφ //
→֒
OO
F (D)W (X,C)
→֒
OO
where Nφ (resp. Nφ˜) is induced by the norm map (1.2) for φ (resp. φ˜), and NF ′/F
is the norm map induced by F ′ → F . Since F ′ → F is e´tale, NF ′/F is surjective
after replacing OF ′,y′ and OF,y by their henselizations. Noting Remark 1.13, (14.1)
follows from (14.2) and (14.3) and
Nφ˜
(
F φ˜
∗g∗(D+N ·C)W (X˜ ′, C˜ ′)
)
⊂ F (g
∗(D+N ·C))W (X˜, C˜).
This completes the proof of Claim 14.2.
Now we prove Lemma 14.1 assuming κ(x) = κ(y). By Lemma 14.3 below, for
any integer m > 0, there exists G ∈ Div(X,C)+ such that G is regular at x and
(G′, F )y ≥ m+ 1 where G
′ is the proper transform of G in X˜. Lemma 10.1 implies
{1 +OF,y(−D˜)}F,y ⊂ {1 +OG′,y(−D˜)}G′,y + F
(D˜+mC˜)W (X˜, C˜).
We have mC˜ ≥ N · g∗C for m sufficiently large so that
{1 +OF,y(−D˜)}F,y ⊂ {1 +OG′,y(−D˜)}G′,y + F
(g∗(D+N ·C))W (X˜, C˜).
Since G is regular at x = g(y), G′ → G is an isomorphism at y. Hence we have
{1 +OG′,y(−g
∗D)}G′,y = {1 +OG,x(−D)}G,x in W (U).
This completes the proof of Lemma 14.1. 
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Lemma 14.3. Let X be a smooth surface over k and x ∈ X be a closed point and
g : X ′ → X be the blowup at x with E = g−1(x). Let x′ be a closed point of E such
that κ(x) = κ(x′). Let F ⊂ X ′ be an integral curve such that x′ ∈ F and F ⋓ E at
x′. Then, for any integer m > 0, there exists a curve G ⊂ X such that G is regular
at x and (G′, F )x′ ≥ m+ 1 where G
′ is the proper transform of G in X ′.
Proof. We can take a system (s, t) of regular parameters of OX,x such that letting
E0 = divX(s) and E
′
0 ⊂ X
′ be the proper transform of E0, F ∩ E
′
0 ∩ E = ∅. Then
E − (E′0 ∩ E) = Spec(κ(x)[t/s]) and there is c ∈ κ(x) such that x
′ is given by the
ideal (t/s− c). For h ∈ ÔX,x ∼= κ(x)[[s, t]] write
h =
∞∑
i=0
hi with hi = 0 or hi ∈ κ(x)[s, t] homogeneous of degree i.
Then we define in(h) = hih with ih = max{i | hi 6= 0}. By [ZS, Ch.VIII§7 Bilinear
Lemma] we have the following.
Claim 14.4. Assume in(h) = QR for non-constant homogeneous Q,R ∈ κ(x)[s, t]
which have no common prime factor. Then there exist q, r ∈ κ(x)[[s, t]] such that
h = qr, Q = in(q) and R = in(r).
Let f ∈ OX,x be a local equation of g(F ) ⊂ X. Putting d = if , we can write
in(f) =
∑
1≤j≤d
ajt
jsd−j with aj ∈ κ(x).
Then we have
E ×X′ F = Spec κ(x)[z]/(φ(z)) with φ(z) =
∑
1≤j≤d
ajz
j .
Since F⋓E at x′, this implies a decomposition in(f) = (t−cs)H whereH ∈ κ(x)[t, s]
is not divisible by (t − cs). By Claim 14.4 there exist g, f ′ ∈ κ(x)[[s, t]] such that
f = gf ′, in(g) = (t− cs) and in(f ′) = H. Then, taking G = divX,x(g
′) (cf. Remark
6.4) for g′ ∈ OX,x such that g
′ ≡ g mod (s, t)m+2 in ÔX,x, one easily see that G
satisfies the desired property of Lemma 14.3. 
Put (cf. (9.1))
(14.4) C0 =
∑
λ∈J
Cλ with J = {λ ∈ I | mλ ≥ 2}.
Take a dense open subset V ⊂ X containing all generic points of C.
Lemma 14.5. (1) Let g : X˜ → X be a map in BX (cf. Definition 1.10). Note
that C˜ = g∗(C) is reduced. Then
(14.5) F (g
∗D)W (X˜, C˜) ⊂ F (D)W (X,C) + F
(D+C0)
B W (X,C).
(2) For any integer N > 0, we have (cf. Definition 1.4(4))
F
(D)
B W (X,C) ⊂ F
(D)
⋓V W (X,C) + F
(D+N ·C0)
B W (X,C).
Proof. To show (14.5), we first assume g is the blowup at a regular closed point x
of C. By Remark 12.2(1) applied to (X˜, C˜), we have
F (g
∗D)W (X˜, C˜) ⊂ F
(g∗D)
⋓ W (X˜, C˜) + F
(g∗D+C˜0)
B W (X˜, C˜),
where C˜0 is defined for g
∗D as (14.4). Clearly C˜0 = g
∗C0 so that
F
(g∗D+C˜0)
B W (X˜, C˜) = F
(g∗(D+C0))
B W (X˜, C˜) = F
(D+C0)
B W (X,C),
where the second equality holds by (1.3). Hence (14.5) follows from Lemma 14.1.
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Now we prove (14.5) in general case by induction on the number of blown-up
points. Decompose g as
g : X˜
ψ
−→ X ′
φ
−→ X with D′ = φ∗D, D˜ = ψ∗D′ = g∗D,
where φ is in BX and ψ is the blowup at a regular closed point of C
′ = φ∗C. By the
induction hypothesis applied for φ, we have
(14.6) F (D
′)W (X ′, C ′) ⊂ F (D)W (X,C) + F
(D+C0)
B W (X,C),
By applying to ψ what we have shown, we get
(14.7) F (D˜)W (X˜, C˜) ⊂ F (D
′)W (X ′, C ′) + F
(D′+C′0)
B W (X
′, C ′),
where C ′0 is defined for D
′ as (14.4). Noting that φ is in BX , we see φ
∗C0 = C
′
0 and
F
(D′+C′0)
B W (X
′, C ′) = F
(φ∗(D+C0))
B W (X
′, C ′) = F
(D+C0)
B W (X,C).
Thus (14.5) follows from (14.6) and (14.7) .
Next we show Lemma 14.5(2). By induction on N , we may assume N = 1. By
Remark 12.2(1) we have
F (D)W (X,C) ⊂ F
(D)
⋓V W (X,C) + F
(D+C0)
B W (X,C).
Hence it suffices to show
F
(D)
B W (X,C) ⊂ F
(D)W (X,C) + F
(D+C0)
B W (X,C).
This is a direct consequence of (14.5) and Definition 1.12. 
Lemma 14.6. (1) Let g : X˜ → X be a map in B̂X (cf. Definition 1.10) and
C˜ = g−1(C)red. Then, for any integer N > 0,
(14.8) F (g
∗D)W (X˜, C˜) ⊂ F (D)W (X,C) + F̂ (D+N ·C0)W (X,C).
(2) For any integer N > 0, we have (cf. Definition 1.4(4))
F̂ (D)W (X,C) ⊂ F
(D)
⋓V W (X,C) + F̂
(D+N ·C0)W (X,C).
where V is any open subset of X such that V ∩ C is dense in C.
Proof. (2) is shown by the same argument as the proof of Lemma 14.5(2) using
(14.8) instead of (14.5). We show (14.8). Write D˜ = g∗D ∈ Div(X˜, C˜)+. First we
assume g is the blowup at a closed point x ∈ X. Fix N in the lemma. By Lemma
14.5(2) applied to (X˜, C˜) and D˜, for any integer M > 0 we have
(14.9) F (D˜)W (X˜, C˜) ⊂ F
(D˜)
⋓ W (X˜, C˜) + F
(D˜+M ·C˜0)
B W (X˜, C˜),
where C˜0 is defined for D˜ as (14.4). We have |g
−1(C0)| ⊂ |C˜0| so that M · C˜0 ≥
N · g∗C0 for M large enough. Then
(14.10) F
(D˜+M ·C˜0)
B W (X˜, C˜) ⊂ F
(g∗(D+N ·C0))
B W (X˜, C˜) ⊂ F̂
(D+N ·C0)W (X,C).
Thus (14.8) follows from (14.9), (14.10) and Lemma 14.1.
Now we prove Lemma 14.6 in general case by induction on the number of blown-
up points. The reduction argument is similar to that of the proof of Lemma 14.5(1).
Decompose g as
g : X˜
ψ
−→ X ′
φ
−→ X with D′ = φ∗D, D˜ = ψ∗D′ = g∗D,
where φ is in B̂X and ψ is the blowup at a closed point of φ
−1(C). By the induction
hypothesis applied for φ, we have
(14.11) F (D
′)W (X ′, C ′) ⊂ F (D)W (X,C) + F̂ (D+N ·C0)W (X,C),
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where C ′ = φ−1(C)red. By applying to ψ what we have shown, we get
(14.12) F (D˜)W (X˜, C˜) ⊂ F (D
′)W (X ′, C ′) + F̂ (D
′+M ·C′0)W (X ′, C ′)
for any integerM > 0, where C ′0 is defined forD
′ as (14.4). We have |φ−1(C0)| ⊂ |C
′
0|
so that M · C ′0 ≥ N · φ
∗C0 for M large enough. Hence
F̂ (D
′+M ·C′0)W (X ′, C ′) ⊂ F̂ (φ
∗(D+N ·C0))W (X ′, C ′) = F̂ (D+N ·C0)W (X,C).
Thus (14.8) follows from (14.11) and (14.12). 
Remark 14.7. If D ≥ 2C, then C0 = C so Lemma 14.6(2) implies
F̂ (D)W (X,C) ⊂ F
(D)
⋓V W (X,C) + F̂
(D+N ·C)W (X,C) for any N > 0.
Lemma 14.8. Let the assumption be as in Lemma 14.6(1). Assume p 6= 2. For
any integers N,n > 0 we have
(14.13) F (g
∗D)W (X˜, C˜) ⊂ F (D)W (X,C) + F̂ (D+N ·C)W (X,C) + pnF̂ (1)W (U).
Proof. Put D˜ = g∗D. By the same induction argument as the proof of Lemma
14.6(1), we are reduced to the case where g is the blowup at a closed point x ∈ C.
By Remark 12.2(2) applied to X˜, C˜, D˜, we have
F (D˜)W (X˜, C˜) ⊂ F
(D˜)
⋓ W (X˜, C˜) + F̂
(D˜+C˜)W (X˜, C˜) + pnF̂ (1)W (U).
Noting D˜ + C˜ ≥ 2C˜, Remark 14.7 applied to X˜, C˜, D˜ + C˜ implies
F̂ (D˜+C˜)W (X˜, C˜) ⊂ F
(D˜)
⋓ W (X˜, C˜) + F̂
(D˜+M ·C˜)W (X˜, C˜) for any M > 0.
Taking M large enough so that M · C˜ ≥ N · g∗C, we have
F̂ (D˜+M ·C˜)W (X˜, C˜) ⊂ F̂ (g
∗(D+N ·C))W (X˜, C˜) = F̂ (D+N ·C)W (X,C).
Thus we get
F (D˜)W (X˜, C˜) ⊂ F
(D˜)
⋓ W (X˜, C˜) + F̂
(D+N ·C)W (X,C) + pnF̂ (1)W (U).
Now (14.13) follows from Lemma 14.1. 
Finally we prove Lemma 9.3. By Remark 12.2(2) we have
F (D)W (X,C) ⊂ F
(D)
⋓V W (X,C) + F̂
(D+C)W (X,C) + pnF̂ (1)W (U).
Noting D + C ≥ 2C, Remark 14.7 implies
F̂ (D+C)W (X,C) ⊂ F
(D)
⋓V W (X,C) + F̂
(D+N ·C)W (X,C).
Thus it suffices to show
F̂ (D)W (X,C) ⊂ F (D)W (X,C) + F̂ (D+N ·C)W (X,C) + pnF̂ (1)W (U),
which follows from Lemma 14.8 and Lemma 1.11.
15. Appendix
In this section we give a sketch of a proof of Lemma 2.6. For a ring R over Fp
and for an integer q ≥ 0, put
SĈKq(R) = lim
←−
n
Ker
(
Ksymq (R[T ]/(T
n))→ Kq(R)
)
,
where Ksymq (R[T ]/(T n)) is the subgroup of Kq(R[T ]/(T
n)) generated by symbols.
For an integer n ≥ 0 put
(15.1) FilnSĈKq(R) = Ker
(
SĈKq(R)→ K
sym
q (R[T ]/(T
n+1))
)
.
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Let T ĈKq(R) be the p-typical part of SĈKq(R) as defined in [B, Ch.II §7] (see also
[Ka1, p.636]). Letting Ip be the set of positive integers not divisible by p, we have
the projection to the p-typical part:
(15.2) τR =
∑
n∈Ip
−
µ(n)
n
VnFn : SĈKq+1(R)→ T ĈKq+1(R)
(see [B, Ch.II §1 (2.1)] for Fn and Vn). Recall the Artin-Hasse exponential
E(T ) :=
∏
n∈Ip
(1− T )−µ(n)/n ∈ T ĈK1(R)
(Note SĈK1(R) = 1 + T · R[[T ]] and E(T ) = τR(1− T )). There is an isomorphism
ψ :W (R)
∼=
−→ T ĈK1(R) ; (a0, a1, a2, · · · ) 7→
∏
n≥0
E(anT
pn).
It induces a pairing
(15.3) W (R)×Ksymq (R)→ T ĈKq+1(R) ; (x, y1, . . . , yq) 7→ (ψ(x), y1, . . . , yq).
For a discrete valuation field L with residue field E, let
(15.4) ResL/E : SĈKq+1(L)
ResL/E
−→ SĈKq(E)
be the residue map from [Ka1, §2.5 Lemma 2.5]. For an N -dimensional local field
K as in (2.5), we define
ResK/Fp : SĈKN+1(K)→ SĈK1(Fp) = (1 + TFp[[T ]])
×
as the composite Trk0/Fp ◦Resk1/k0 ◦Resk2/k1 ◦ · · ·ResK/kN−1 , where Trk0/Fp is the
trace map SĈK1(k0)→ SĈK1(Fp). It induces natural maps (see (a) below)
ResK/Fp : T ĈKN+1(K)→ T ĈK1(Fp) =W (Fp),
RessK/Fp : T ĈKN+1(K)
ResK/Fp
−→ W (Fp)→Ws(Fp) (s ∈ Z≥1).
By [Ka1, §3.1 Th.2 and the argument on p.662], the p-part of ΨK is induced by (2.1)
and a pairing
〈 , 〉K :Ws(K)×K
M
N (K)→Ws(Fp) ≃ Z/p
sZ
which arises from the pairing (cf. (15.3))
W (K)×KMN (K)→ T ĈKN+1(K)
Ress
K/Fp
−→ Ws(Fp).
Thus the commutativity of (2.6) follows from that of the following diagram
filmWs(K) × K
M
N (K)/V
mKMN (K)
〈 , 〉K
−−−−→ Z/psZy−F sd xρmK xps−1
m
−m
K Ω
1
OK
⊗OK E × m
m−1
K Ω
N−1
OK
⊗OK E
〈 , 〉Ω
−−−−→ Z/pZ ,
where F sd is the map in (2.3). The latter commutativity follows from
(15.5)
RessK/Fp{E(cT
ps−1−i), 1 + ab1 · · · bN−1, b1, . . . , bN−1} = −E(hT
ps−1)
with h = ResΩK/Fp
(
cp
i−1dc ∧ adb1 ∧ · · · ∧ dbN−1
)
.
for a, b1 . . . , bN−1 ∈ OK , c ∈ K and i ∈ Z such that vK(a) ≥ m − 1 and that
pivK(c) ≥ −(m − 1) with 0 ≤ i ≤ s − 1 or p
ivK(c) ≥ −m with 0 ≤ i ≤
min{s, ordp(m)} − 1. The formula is checked by using the explicit computation
of the residue map in [Ka1, §2.2 and §2.4].
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Here we give a sketch of the computation assuming:
(∗) K is the fraction field of the henselization of F{t, π} at the prime ideal (π),
where F is a finite field and F{t, π} is the henselization of F [t, π] at (t, π)
(this is the only case we use in this paper).
In this case we have N = 2 and k1 = E := F{t}[1/t] and k0 = F . We identify E
with a subfield of K. The formula (15.5) is then reduced to the following formulas
(15.6)
RessK/Fp{E(cT
ps−1−i), 1 + aπm−1t, t} = −E(f(c, a)T p
s−1
)
with f(c, a) = ResΩK/Fp
(
cp
i−1dc ∧ aπm−1dt
)
∈ F,
(15.7)
RessK/Fp{E(cT
ps−1−i), 1 + bπm, π} = −E(g(c, b)T p
s−1
)
with g(c, b) = ResΩK/Fp
(
cp
i−1dc ∧ bπmdπ
)
,
for a, b ∈ E and c = γπ−e with γ ∈ E and e, i ∈ Z such that epi ≤ m − 1 with
0 ≤ i ≤ s− 1 or epi ≤ m with 0 ≤ i ≤ min{s, ordp(m)} − 1. Noting
cp
i−1dc =
γp
i
πepi
(
dγ
γ
− e
dπ
π
)
and that epi ≤ m and p|e if epi = m, we compute
(15.8) ResΩK/Fp
(
cp
i−1dc ∧ aπm−1dt
)
=
{
−eResΩE/Fp(aγ
pidt)
0
if m = epi + 1,
otherwise,
(15.9) ResΩK/Fp
(
cp
i−1dc ∧ bπmdπ
)
=
{
ResΩE/Fp(bγ
pi−1dγ)
0
if m = epi,
otherwise.
In what follows we only prove (15.7) ((15.6) is proved similarly). We will use the
following facts (cf. [Ka1, §2.2 and §2.4]): Let L be a discrete valuation field with
residue field E and ResL/E be as in (15.4).
(a) ResL/E preserves the filtration from (15.1) and commutes with Fn and Vn.
In particular ResL/E ◦ τL = τE ◦ResL/E (cf. (15.2)).
(b) We have SĈKq+1(OL) ⊂ Ker(ResL/E).
(c) For α ∈ SĈKq(OL) with its image α ∈ SĈKq(E), we have
ResL/E({α, π}) = α.
(d) Endow SĈKq(L) with topology by the filtration (15.1). For s ∈ Z>0 let
F sT ĈKq(L) be the closed subgroup of SĈKq(L) topologically generated by
{E(aT p
n
), r1, . . . , rq−1} and {E(aT
pn), r1, . . . , rq−2, T} for n ≥ s,
where a ∈ L, r1, . . . , rq−1 ∈ L
× (for the second element, see (e) below). Put
TΦsKq(L) = F
sT ĈKq(L)/F
s+1T ĈKq(L).
Then there is a well-defined map
φq,sL : Ω
q−1
L → TΦsKq(L) ; a
dr1
r1
∧ · · ·
drq−1
rq−1
7→ {E(aT p
s
), r1, . . . , rq−1}.
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We have ResL/E
(
F sT ĈKq(L)
)
⊂ F sT ĈKq(E) and the diagram
Ωq−1L
φq,sL //
ResΩ
L/E

TΦsKq(L)
ResL/E

Ωq−2E
φq−1,sE // TΦsKq−1(E) .
is commutative (see [Ka1, §2 Prop.3]).
(e) For a ring R over Fp let S(R) =
⊕
q≥0
Sq(R) be the sub-graded ring of
⊕
q≥0
Ksymq (R[[T ]][T
−1])
generated by the image of
⊕
q≥0
Ksymq (R[[T ]]) and T ∈ K1(R[[T ]][T
−1]). For
n ∈ Z≥1 let S
(n)(R) =
⊕
q≥0
S
(n)
q (R) be the graded ideal of S(R) generated
by 1 + T nR[[T ]] ∈ S1(R). Then there exists a natural map (see [Ka1, §2.2
Lemma 4])
lim
←−
n
S(1)q (R)/S
(n)
q (R)→ SĈKq(R),
which is an isomorphism if R is regular having a p-basis over Fp (see [Ka1,
§2.2 Cor.1]). In particular the symbol {x, T} ∈ SĈKq(R) with x ∈ SĈKq−1(R)
makes a sense. We have {τR(x), T} = τR{x, T} by [B, Ch.II §6 Prop.(1.1)(ii)].
(f) For an N -dimensional local field K, [Ka1, (3) on p.679] and (a) imply
τFpResK/Fp
(
{SĈKN (K), T}
)
= 0.
Lemma 15.1. Let K be as in (∗). Take integers d, j, e,m ≥ 0 such that j|d and
je ≤ m. Fix γ, b ∈ E and put ξ = 1 − γπ−eT d/j and define θk ∈ 1 + TOK [[T ]] for
0 ≤ k ≤ j inductively by
θ0 = 1 + bπ
m, θk = 1 + (−1)
k(θ0θ1 · · · θk−1)
−1bπm−keγkT kd/j .
Then we have
{ξ, 1 + bπm, π} ≡ (−1)j{(−1)1+eγ−1ξ, θj, π} mod Ker(τFpResK/Fp) ⊂ SĈK3(K).
Proof. For A,B ∈ K[[T ]] with 1 +B 6= 0 we have a formula
(15.10) {1+TA, 1+B} = −{−B(1+TA), 1+(1+B)−1TAB} in K2(K[[T ]][T
−1]).
From this and (e) we deduce
{ξ, 1 + bπm, π} = −{−bπmξ, θ1, π} = −{(−1)
m+1bξ, θ1, π} in SĈK3(K).
If m− e > 0, (b) and (c) imply {(−1)m+1b, θ1, π} ∈ Ker(ResK/Fp) so that
{ξ, 1 + bπm, π} ≡ −{ξ, θ1, π} mod Ker(ResK/Fp).
Repeat the same argument by noting m− ke > 0 for k < j and the facts
{a, θk, π} ∈ Ker(ResK/Fp) for k < j and a ∈ OK [[T ]]
×,
{T, θk, π} ∈ Ker(τFpResK/Fp) for k ≤ j,
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which follows from (b), (c) and (f), one obtains
{ξ, 1 + bπm, π} ≡ (−1)j−1{ξ, θj−1, π} mod Ker(τFpResK/Fp)
= (−1)j{(1− θj−1)ξ, θj , π}
≡ (−1)j{(−1)jbγj−1πm−(j−1)eξ, θj , π} mod Ker(τFpResK/Fp)
= (−1)j{(−1)j(1 − θj)
−1bγj−1πm−(j−1)eξ, θj, π}
≡ (−1)j{−πeγ−1ξ, θj , π} mod Ker(τFpResK/Fp)
= (−1)j{(−1)1+eγ−1ξ, θj , π}.
This completes the proof of Lemma 15.1. 
Now we prove (15.7). We take d = ps−1 and j = pi in Lemma 15.1. By the lemma
and (a), putting ǫ = (−1)1+e, we are reduced to showing
(15.11) τFpRes
s
K/Fp
{ǫγ−1ξ, θj, π} = E(hT
ps−1),
(15.12) h =
ResΩE/Fp(bγp
i dγ
γ
)
0
if m = epi,
if m > epi
(note (−1)j = −1 by the assumption p 6= 2). we have
{ξ, θj , π} ∈ {SĈK2(K), T}+ Fil
ps−1SĈK3(K) (cf. (15.1)).
Indeed, writing A = −γπ−e and B = (−1)j(θ0θ1 · · · θj−1)
−1bπm−keγj ,
{ξ, θj} = {1+AT
d/j , 1+BT d} = −{−BT d(1+AT d/j), 1+ (1+BT d)−1ABT d+d/j}
by (15.10). In view of (f) we get
τFpResK/Fp{ξ, θj , π} ∈ τFp
(
Filp
s−1
SĈK1(Fp)
)
= Ker
(
W (Fp)→Ws(Fp)
)
,
where the equality follows from [B, Ch.I §1 Remark 4.3 (ii)]. Recalling
θj = 1− (θ0θ1 · · · θj−1)
−1bπm−jeγp
i
T p
s−1
,
(a) and (c) imply (recall j = pi)
ResK/E{ǫγ
−1, θj, π} =
{
{1− bγp
i
T p
s−1
, ǫγ},
0.
if m = epi,
otherwise.
Hence (15.11) follows from
τFpRes
s
E/Fp
{1− bγp
i
T p
s−1
, ǫγ} = RessE/Fp{E(bγ
piT p
s−1
), ǫγ} = E(hT p
s−1
),
where h is from (15.12). The first (resp. second) equality follows from (a) (resp.
(d)). This completes the proof.
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