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REGULARITY OF SHADOWS AND THE GEOMETRY OF THE
SINGULAR SET ASSOCIATED TO A MONGE-AMPE`RE EQUATION
E. INDREI AND L. NURBEKYAN
Abstract. Illuminating the surface of a convex body with parallel beams of light in
a given direction generates a shadow region. We prove sharp regularity results for the
boundary of this shadow in every direction of illumination. Moreover, techniques are
developed for investigating the regularity of the region generated by orthogonally pro-
jecting a convex set onto another. As an application we study the geometry and Hausdorff
dimension of the singular set corresponding to a Monge-Ampe`re equation.
1. Introduction
Shadows play an important role in many different branches of mathematics such as
differential geometry, convex analysis, geometric combinatorics, and functional analysis
[11, 6, 3, 12, 20, 2, 17, 1]. Our aim in this paper is to show that they also naturally
appear in a free boundary problem associated to a Monge-Ampe`re equation. Indeed, it
turns out that the regularity of certain shadow regions yields information on the Hausdorff
dimension of the singular set appearing in the optimal partial transport problem [7, 9,
10, 16, 8].
1.1. Illumination shadows. Illumination shadows form powerful tools in the classifi-
cation of surfaces. For instance, it is a well-known fact that if every shadow boundary
generated by parallel illumination on a Blaschke surface embedded in R3 is a plane curve,
then the surface is quadric [19]. Moreover, in 2001 Ghomi [11] solved the shadow prob-
lem formulated in 1978 by Wente: if M is a closed oriented 2-dimensional manifold and
f : M → R3 is a smooth immersion, then f is a convex embedding if and only if the
shadow region generated by parallel illumination is simply connected in every direction.
Regularity properties of shadow boundaries have been investigated in [11, 23, 12, 24,
14, 15]. For example, given a smooth manifold it is well known that if the Gaussian
curvature does not vanish at a given point, then the shadow boundary is locally smooth
around that point (via the inverse function theorem). Moreover, using Sard’s theorem,
it is not difficult to prove that in almost every direction (in the sense of Lebesgue), the
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shadow boundary of a surface is continuous. Steenarts [23] showed that for a smooth
convex body, the shadow boundary has finite (n − 2)-dimensional Hausdorff measure in
almost all directions (in the sense of Lebesgue). On the other hand, Gruber and Sorger
[12] showed that when one considers the product space of convex bodies and directions
G × Sn−1, most pairs (Ω, u) ∈ G × Sn−1 (i.e. up to a meagre set in the sense of Baire)
generate boundaries with infinite (n − 2)-dimensional Hausdorff measure while having
Hausdorff dimension (n− 2), see [12, Theorems 1 & 2]. These results suggest that in the
general class of convex bodies, most shadow boundaries are highly irregular.
Moreover, in applications one may need regularity results for the shadow boundary of
a generic convex body in every direction. In this weak setting, the tools of differential
geometry do not apply due to lack of regularity and “almost everywhere” results in the
sense of Lebesgue or Baire do not suffice since they may exclude a dense set of directions.
In §2, we address this problem with tools from convex analysis and obtain the following
results.
• [Theorem 2.4] For a strictly convex domain in Rn, the boundary of the shadow
generated by parallel illumination is locally a continuous graph in every direction.
• [§2.1] There exists a convex set and a direction so that the shadow boundary
generated by parallel illumination is not locally a graph. In particular, one may
not remove the strict convexity assumption in Theorem 2.4.
• [Theorem 2.5] For a uniformly convex C1,α domain in Rn, α ∈ (0, 1], the boundary
of the shadow generated by parallel illumination is locally a C0,α graph in every
direction.
• [§2.2] For every α ∈ (0, 1], there exists a C∞ smooth convex set and a direction, so
that the shadow boundary generated by parallel illumination in that direction is
Cβ for β < α. In particular, one may not remove the uniform convexity assumption
in Theorem 2.5.
• [Remark 2.7] For a uniformly convex Ck+1 domain in Rn, k ≥ 1, the boundary of
the shadow generated by parallel illumination is locally a Ck graph.
We note that shadows generated by another type of illumination process also appear
in a well-known covering problem of Levi [18] and Hadwiger [13]: let Ω ⊂ Rn be a convex
body and h(Ω) the smallest number so that Ω can be covered by h(Ω) smaller homothetical
copies of itself; the conjecture states that h(Ω) ≤ 2n, with equality if and only if Ω is an
n-parallelotope. Indeed, Boltyanskii [5] connected this conjecture with an illumination
problem by showing that h(Ω) = l(Ω) where l(Ω) is the smallest number of light sources
outside of Ω required to illuminate ∂Ω; a boundary point y of Ω is said to be illuminated
from x /∈ Ω if the line through x and y intersects the interior of Ω. For further reading,
we refer the reader to two survey articles [2, 20] and the references therein.
31.2. Projection shadows. In 1986 Kiselman [17] addressed the following question: what
degree of smoothness does a two-dimensional projection of a three-dimensional smooth
convex set possess? He proved that if the convex set is C1, then its projection is also
C1; if it is C2,1, then the boundary of the projection is twice differentiable; and, if it is
real-analytic, then the boundary of the projection is C2,α for some α > 0. Moreover, he
provided examples to show that these results are essentially sharp: in the real-analytic
case, the boundary of the projection may be exactly C2,
2
q for any odd integer q ≥ 3 [17,
Example 3.2], and the boundary of the shadow of a C∞ set may not be C2 [17, Example
3.3]. V. Sedykh [22] studied this question in higher dimensions and proved that the
projection of a smooth closed convex surface in Rn onto a hyperplane is C1,1 and showed
that this result is sharp in the sense that there exists a hypersurface whose shadow is not
twice differentiable; this contrasts with Kiselman’s result in R3. Moreover, the analytic
case also displays a loss of regularity in higher dimensions: Bogaevsky [4] showed the
existence of a real-analytic closed convex hypersurface, whose shadow does not belong to
the class C2. These results are all compiled and discussed in the book “Arnold’s problems”
by V.I. Arnold [1] (Arnold calls these types of shadows “apparent contours”).
In applications, however, one may require regularity results of this shadow when pro-
jecting onto a strictly convex domain (as opposed to a hyperplane as in the results above),
see e.g. §1.3. Indeed, this situation is quite different in the sense that the projection no
longer occurs in just one direction, but in many different directions determined by the
normal of the set onto which the projection takes place. Therefore, the variation of this
normal dictates the regularity and geometry of the boundary of the projection and this
requires a new approach in contrast with the affine case. Here is the precise statement of
the problem: given two convex domains Ω ⊂ Rn, Λ ⊂ Rn, if PΛ(Ω) denotes the orthogonal
projection of Ω onto Λ, then how smooth is ∂(PΛ(Ω) ∩ ∂Λ)? The following results are
established in §3.
• [Theorem 3.1] Let Ω ⊂ Rn be a bounded strictly convex domain and Λ ⊂ Rn a
convex domain whose boundary is C1,1. If Ω ∩ Λ = ∅, then ∂PΛ(Ω) is finitely
(n− 2)-rectifiable.
• [Remark 3.3] The disjointness assumption in Theorem 3.1 is necessary: there exist
two bounded convex domains Ω and Λ in R2 for which H0(∂(PΛ(Ω) ∩ ∂Λ)) =∞.
• [Theorem 3.4] If Ω and Λ are Ck+1 convex domains in Rn with disjoint closures,
k ≥ 1, and Ω is bounded and uniformly convex, then ∂PΛ(Ω) is an (n − 2)-
dimensional Ckloc hypersurface.
We point out that when one takes Λ to be a hyperplane, Theorem 3.1 is immediate:
the projection of a convex set onto a hyperplane is convex, so ∂PΛ(Ω) is locally Lipschitz.
However, the situation is different if Λ is curved. Here is the idea of our method: we
take a point y ∈ ∂PΛ(Ω) and represent Λ locally by a bi-Lipschitz graph with respect
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to the tangent space at y, TyΛ = Rn−1. Then we consider PRn−1∂PΛ(Ω) and cook up
an auxiliary uniformly convex C1,1 function that touches this set at PRn−1∂PΛ(y). By
applying our results from Theorem 2.5 (or rather, the idea in the proof), we show that
there exists a Lipschitz function which touches PRn−1∂PΛ(Ω) at PRn−1∂PΛ(y) and bounds
PRn−1∂PΛ(Ω) from one side (in a suitable coordinate system). This yields the existence
of a cone whose opening can be shown to depend only on the initial data (i.e. Ω and
Λ) and that touches PRn−1∂PΛ(Ω) only at PRn−1∂PΛ(y); the rest follows by iterating the
argument above and locally transporting cones at all the other points in PRn−1∂PΛ(Ω)
from the surrounding tangent spaces via the C1,1 charts representing Λ and applying a
standard covering argument from geometric measure theory.
The idea of this argument in terms of finding a cone was employed by Indrei [16],
although he assumed Λ to be uniformly convex. The novelty in this paper is that we
construct our barrier-type function without requiring uniform convexity of Λ. Indeed,
this support function is constructed by using the boundary of the shadow generated by
illuminating Λ in the direction of some normal of Ω at the point y+ t(y)NΛ(y), where t(y)
is the first hitting time of Ω. However, in contrast with [16, Proposition 4.9], we require
a strict convexity assumption on Ω. Nevertheless, this tradeoff turns out to be more
useful when applying our theory to a free boundary problem that has a strict convexity
assumption on Ω naturally built into it, see §1.3.
On the other hand, the method we employ to prove Theorem 3.4 is completely different.
The starting point is that we may represent the sets ∂Ω and ∂Λ locally as level sets of two
convex functions functions G : Rn → R and F : Rn → R. By exploiting the geometry of
the problem, we construct a function φ : R2n+1 → Rn+3 so that ∂PΛ(Ω) is locally a level
set of φ (herein lies the novelty of our approach since we are connecting the two sets and
the unknown shadow boundary by a single function); next, we compute the differential of
this map and show that it has full rank and conclude via the implicit function theorem.
1.3. Shadows and a Monge-Ampe`re equation. The optimal partial transport prob-
lem is a generalization of the classical Monge-Kantorovich problem: given two non-
negative functions f = fχΩ, g = gχΛ ∈ L1(Rn) and a number 0 < m ≤ min{||f ||L1 , ||g||L1},
the objective is to find an optimal transference plan between f and g with mass m. A
transference plan is a non-negative, finite Borel measure γ on Rn × Rn, whose first and
second marginals are controlled by f and g respectively: for any Borel set A ⊂ Rn,
γ(A× Rn) ≤
∫
A
f(x)dx, γ(Rn × A) ≤
∫
A
g(x)dx.
An optimal transference plan is a minimizer of the functional
(1.1) γ →
∫
Rn×Rn
c(x, y)dγ(x, y),
where c is a non-negative cost function. Issues of existence, uniqueness, and regularity
of optimal transference plans have been addressed by Caffarelli & McCann [7], Figalli
[9, 10], Indrei [16], and Chen & Indrei [8].
5If
||f ∧ g||L1(Rn) ≤ m ≤ min{||f ||L1(Rn), ||g||L1(Rn)},
then by the results in [9, Section 2], there exists a convex function Ψm and non-negative
functions fm, gm for which
γm := (Id×∇Ψm)#fm = (∇Ψ∗m × Id)#gm,
is the unique solution of (1.1) and ∇Ψm#fm = gm (see [9, Theorem 2.3]).
Ψm is known as the Brenier solution of the Monge-Ampe`re equation
det(D2Ψm)(x) =
fm(x)
gm(∇Ψm(x)) ,
with x ∈ Fm := set of density points of {fm > 0}, and ∇Ψm(Fm) ⊂ Gm:= set of density
points of {gm > 0}. Moreover, as in [9, Remark 3.2], we set
Um := (Ω ∩ Λ) ∪
⋃
(x¯,y¯)∈Γm
B|x¯−y¯|(y¯),
Vm := (Ω ∩ Λ) ∪
⋃
(x¯,y¯)∈Γm
B|x¯−y¯|(x¯),
where Γm is the set
(Id×∇Ψm)(Fm ∩D∇Ψm) ∩ (∇Ψ∗m × Id)(Gm ∩D∇Ψ∗m),
with D∇Ψm and D∇Ψ∗m denoting the set of continuity points for ∇Ψm and ∇Ψ∗m, respec-
tively, where Ψ∗m is the Legendre transform of Ψm.
The free boundary associated to fm is denoted by ∂Um ∩ Ω and the free boundary
associated to gm by ∂Vm ∩ Λ. They correspond to ∂Fm ∩ Ω and ∂Gm ∩ Λ, respectively
[9, Remark 3.3]. One method of obtaining free boundary regularity is to first prove
regularity results on Ψm and then utilize that ∇Ψm gives the direction of the normal to
the free boundary ∂Um ∩ Ω
(
by symmetry and duality, this also implies a similar result
for ∂Vm ∩ Λ
)
.
Indeed, this method was employed by Caffarelli & McCann [7] to deduce C1,αloc free
boundary regularity away from a singular set S˜ in the case when Ω and Λ are strictly
convex and separated by a hyperplane. Indrei [16] generalized an improvement of this
result in the overlapping case: he obtains C1,αloc free boundary regularity away from the
common region Ω ∩ Λ and a singular set S which in the disjoint case is a subset of S˜.
Moreover, he developed a method to study the Hausdorff dimension of S˜ and utilized it to
prove that if the domains are C1,1 and uniformly convex, then S has Hausdorff dimension
(n− 2).
In §4, we connect the shadow boundaries with this singular set and show that one
may replace the uniform convexity assumption with a strict convexity assumption to
obtain that the singular set has Hausdorff dimension (n − 2), see Theorem 4.3. The
precise connection is this: the singular set breaks up into two parts; one of these can
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be handled using notions from transport theory and non-smooth analysis; the other can
be shown to be trapped on the boundary of PΛ(Ω). Thus, understanding the Hausdorff
dimension of the boundary of this shadow is a way to obtain bounds on the Hausdorff
dimension of the singular set. This is where the rectifiability result of Theorem 3.1 comes
into play. Since Theorem 2.5 was used in the proof of Theorem 3.1, this highlights the
interplay between the shadow generated by parallel illumination, the shadow generated by
orthogonal projections, and the Monge-Ampe`re free boundary problem arising in optimal
transport theory.
2. Regularity of shadows generated by parallel illumination
In this section we investigate the regularity of the shadow region of a convex domain
Λ ⊂ Rn under parallel illumination. For u ∈ Sn−1, we denote the shadow of Λ by the
set Su of points x ∈ ∂Λ such that there exists a normal vector ν(x) (i.e. a vector in the
normal cone of Λ at x) for which 〈ν(x), u〉 > 0. Our aim is to prove that for a strictly
convex domain Λ, the boundary ∂Su (in the topology of ∂Λ) is locally a continuous graph
and that this regularity is optimal in the sense that if Λ is not strictly convex, then ∂Su
might fail to locally be a graph.
Given k ∈ N and x = (x1, x2, · · · , xk) ∈ Rk, we denote an arbitrary vector in Rk−1 by
x′ := (x1, x2, · · · , xk−1). Furthermore, let x′′ := (x′)′ = (x1, x2, · · · , xk−2) ∈ Rk−2. For a
set A ⊂ Rk define A′ := {x′ : x ∈ A} and A′′ := (A′)′.
Let x ∈ ∂Λ be a boundary point of the shadow Su. Without loss of generality we may
assume that in a neighborhood of x, say U , Λ is parametrized as xn ≤ φ(x′), for some
strictly concave function φ. Consequently, ∂Λ is locally given by xn = φ(x
′) where the
domain of φ is U ′ ⊂ Rn−1. Note that x′ 7→ (x′, φ(x′)) is a homeomorphism between the
spaces U ′ and ∂Λ ∩ U .
For every y′ ∈ U ′ there is a one-to-one correspondence between superdifferentials w ∈
∂+φ(y′) and normals ν at (y′, φ(y′)) given by ν = (−w,1)
(|w|2+1)1/2 . Therefore (y
′, φ(y′)) ∈ Su if
and only if 〈w(y′), u′〉 < un, for some w ∈ ∂+φ(y′).
In this section we prove that S ′u∩U ′ (in the usual Rn−1 topology) is locally a continuous
graph. By rotating the coordinate system, if necessary, we may assume x = 0 and u′ =
(0, 0, · · · , 1) ∈ Rn−1; moreover, we identify Rn−2 with (u′)⊥. Under these assumptions,
the condition 〈w, u′〉 < un takes the form wn−1 < un. We begin our analysis with the
following lemma.
Lemma 2.1. Let Λ ⊂ Rn be a strictly convex domain and y′ ∈ S ′u∩U ′. Then (y′′, α) ∈ S ′u,
for every α > yn−1 such that (y′′, α) ∈ U ′.
Proof. Since y′ ∈ S ′u, there exists w1 ∈ ∂+φ(y′) such that w1n−1 < un. Let w2 ∈ ∂+φ(y′′, α)
be any element in the superdifferential. By the monotonicity formula,
〈w2 − w1, (y′′, α)− y′〉 < 0,
or equivalently (w2n−1 − w1n−1)(α − yn−1) < 0. Therefore, w2n−1 < w1n−1. Combining this
with w1n−1 < un yields w
2
n−1 < un, and this implies (y
′′, α) ∈ S ′u. 
7Lemma 2.2. Let Λ ⊂ Rn be a strictly convex domain. Then there exists a ball V ′′ ⊂ Rn−2
centered at 0′′ with the following properties: for every y′′ ∈ V ′′, there exist α, β ∈ R such
that (y′′, α), (y′′, β) ∈ U ′ and for every η ∈ ∂+φ(y′′, α) and ζ ∈ ∂+φ(y′′, β), one has
ηn−1 < un < ζn−1.
Proof. Since the set ∂+φ(0′) is convex, one of the following is true:
(i) wn−1 < un for every w ∈ ∂+φ(0′);
(ii) wn−1 > un for every w ∈ ∂+φ(0′);
(iii) wn−1 = un for some w ∈ ∂+φ(0′).
However, by continuity properties of the superdifferential of a convex function (see e.g.
[21, Corollary 24.5.1]), if (i) or (ii) holds, then the strict inequality will be satisfied in some
neighborhood of 0′. This contradicts 0′ ∈ ∂S ′u. Hence, wn−1 = un for some w ∈ ∂+φ(0′).
Pick β < 0 < α such that (0′′, α), (0′′, β) ∈ U ′. The monotonicity formula implies that
every η ∈ ∂+φ(0′′, α) satisfies ηn−1 < wn−1 = un, and similarly every ζ ∈ ∂+φ(0′′, β)
satisfies ζn−1 > wn−1 = un. By utilizing the continuity of the superdifferential again,
there exists a ball V ′′ centered at 0′′ such that for every y′′ ∈ V ′′ with (y′′, α), (y′′, β) ∈ U ′,
we have that for every η ∈ ∂+φ(y′′, α) and ζ ∈ ∂+φ(y′′, β), ηn−1 < un < ζn−1. 
Let V ′′ be the ball from Lemma 2.2. For every y′′ ∈ V ′′, define
(2.1) γ(y′′) := inf{t : (y′′, t) ∈ S ′u ∩ U ′}.
By Lemma 2.2, γ is well-defined with (y′′, γ(y′′)) ∈ U ′.
Lemma 2.3. (Properties of γ) Let Λ ⊂ Rn be a strictly convex domain and V ′′ the ball
from Lemma 2.2. For every y′′ ∈ V ′′ there exists w ∈ ∂+φ(y′′, γ(y′′)) such that wn−1 = un.
Moreover, if t > γ(y′′) and (y′′, t) ∈ U ′, then ζn−1 < un for every ζ ∈ ∂+φ(y′′, t). Similarly,
if t < γ(y′′) and (y′′, t) ∈ U ′, then ζn−1 > un for every ζ ∈ ∂+φ(y′′, t). Furthermore, γ is
continuous.
Proof. Suppose wn−1 < un for all w ∈ ∂+φ(y′′, γ(y′′)). By continuity of the superdif-
ferential, ζn−1 < un for all ζ ∈ ∂+φ(y′′, t) if t is sufficiently close to γ(y′′); therefore,
(y′′, t) ∈ S ′u∩U ′ for some t < γ(y′′), and this contradicts the definition of γ. On the other
hand, if wn−1 > un for all w ∈ ∂+φ(y′′, γ(y′′)), then again by continuity of the superdif-
ferential, ζn−1 > un for all ζ ∈ ∂+φ(y′′, t) if t is sufficiently close to γ(y′′). This implies
(y′′, t) ∈ (S ′u)c ∩ U ′ for γ(y′′) < t ≤ t0, with t0 sufficiently close to γ(y′′); again, this pro-
duces a contradiction. Therefore, there exist w0, w1 ∈ ∂+φ(y′′, γ(y′′)) such that w1n−1 ≤ un
and w0n−1 ≥ un. Hence, for some s ∈ [0, 1], wn−1 = un where w = (1− s)w0 + sw1. Since
∂+φ(y′′, γ(y′′)) is a convex set, it follows that w ∈ ∂+φ(y′′, γ(y′′)). Now pick any t > γ(y′′).
By the monotonicity formula, for every ζ ∈ ∂+φ(y′′, t), ζn−1 < wn−1 = un. Similarly, if
t < γ(y′′), then ηn−1 > wn−1 = un for all η ∈ ∂+φ(y′′, t). Next let y′′k , y′′ ∈ V ′′ and y′′k → y′′.
Since {γ(y′′k)} is a bounded sequence, every subsequence has a further subsequence that
converges. Take such a subsequence and suppose it converges to, say, t ∈ R. If t > γ(y′′),
then by what has already been proved, we have that ζn−1 < un for all ζ ∈ ∂+φ(y′′, t).
Therefore, by the continuity of the superdifferential, this condition is satisfied in some
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neighborhood of (y′′, t), but this contradicts the fact that (y′′k , γ(y
′′
k)) → (y′′, t) (along
this subsequence) and that there exists wk ∈ ∂+φ(y′′k , γ(y′′k)) such that wkn−1 = un. The
case t < γ(y′′) may be excluded in the same manner. Hence, t = γ(y′′), and we proved
that every subsequence of {γ(y′′k)} admits a further subsequence converging to γ(y′′); this
implies the continuity of γ. 
Now we have all the ingredients to prove the following theorem which may be seen as
the first step towards investigating the regularity of the boundary of the shadow region.
Theorem 2.4. Let Λ ⊂ Rn be a strictly convex domain and u ∈ Sn−1. Then the boundary
of the shadow region generated by parallel illumination in the direction u is locally the graph
of a continuous function. More precisely,
(2.2) ∂S ′u ∩ U ′ ∩ (V ′′ × R) = {(y′′, γ(y′′)) : y′′ ∈ V ′′}.
Proof. Lemma 2.3 implies the continuity of γ and that (y′′, α) ∈ S ′u for every α > γ(y′′)
and (y′′, α) ∈ (S ′u)c for every α < γ(y′′), where (y′′, α) ∈ U ′ ∩ (V ′′ × R). 
If the convex domain to be illuminated is uniformly convex, then the shadow boundary is
locally Ho¨lder continuous under mild regularity assumptions. The next theorem quantifies
this statement.
Theorem 2.5. If Λ ⊂ Rn is a uniformly convex C1,α domain, α ∈ (0, 1], then ∂S ′u is
locally a C0,α graph.
Proof. From Theorem 2.4 it follows that ∂S ′u is the graph of a continuous function γ
defined on the ball V ′′. Therefore, it suffices to show that γ is Ho¨lder continuous on V ′′.
Lemma 2.3 implies that for every y′′ ∈ V ′′, γ(y′′) is the only solution of the equation
∂φ
∂yn−1
(y′′, α) = un, hence
(2.3)
∂φ
∂yn−1
(y′′, γ(y′′)) = un,
(recall that φ is the local chart representing ∂Λ). Since Λ is C1,α and uniformly convex,
φ is C1,α and uniformly concave, i.e.
(2.4) |∇φ(y′)−∇φ(z′)| ≤ L|y′ − z′|α
and
(2.5) 〈∇φ(y′)−∇φ(z′), y′ − z′〉 ≤ −θ|y′ − z′|2,
for some L, θ > 0 and all y′, z′ ∈ V ′. To prove that γ is Ho¨lder, it suffices to show that
at every point on the graph of γ, we can place a cusp with uniform opening that stays
above the graph. It suffices to prove it for one point since the proof is identical for any
other point. Without loss of generality, we assume 0′ ∈ ∂S ′u and show that a cusp can be
placed at 0′ that stays above the graph: fix a point (y′′, yn−1) such that yn−1 > Lθ |y′′|α.
By (2.4) we have
∂φ
∂yn−1
(y′′, yn−1) ≤ ∂φ
∂yn−1
(0, yn−1) + L|y′′|α.
9On the other hand, the monotonicity formula (2.5) and the assumption 0′ ∈ ∂S ′u imply
∂φ
∂yn−1
(0, yn−1) ≤ ∂φ
∂yn−1
(0, 0)− θyn−1 = un − θyn−1.
By combining the previous two inequalities, it follows that
∂φ
∂yn−1
(y′′, yn−1) ≤ un − θyn−1 + L|y′′|α < un,
which means (y′′, yn−1) ∈ S ′u or equivalently yn−1 > γ(y′′). Thus, the epigraph of the cusp
yn−1 = Lθ |y′′|α, i.e. {
(y′′, yn−1) : yn−1 >
L
θ
|y′′|α
}
,
touches the graph of γ from above. 
Remark 2.6. Note that the opening of the cusp in the proof of Theorem 2.3 is determined
by L
θ
.
Remark 2.7. If Λ is a uniformly convex domain with a Ck+1, k ≥ 1, smooth boundary
then it is not difficult to see that ∂S ′u is a C
k graph. Indeed, it suffices to show that γ is a
Ck function. Since Λ is uniformly convex, φ is uniformly concave or D2φ ≤ −θ, for some
θ > 0. In particular, ∂
2φ
∂y2n−1
≤ −θ < 0. Since γ(y′′) is the only solution of the equation
∂φ
∂yn−1
(y′′, yn−1) = 0, by the implicit function theorem, γ is as regular as
∂φ
∂yn−1
, i.e. Ck
(note that in the smooth case, we may assume without loss of generality that un = 0 in
(2.3)).
2.1. Theorem 2.4 is sharp. In Theorem 2.4, it was shown that for a strictly convex
set, the boundary of the shadow is locally a continuous graph in any given direction. It
is natural to wonder if this result extends to merely convex sets. Indeed, the following
counterexample shows that this is not so: in R3, consider the circle
{(x, y, z) : (x− 1)2 + z2 = 1}
and construct a cone-like set by connecting this circle to the point (0, 1, 0) with line
segments. It is not difficult to see that this process generates a convex body so that when
it is illuminated in the direction (0, 1, 0), the boundary of the resulting shadow is
{(x, y, z) : (x− 1)2 + z2 = 1} ∪ {(0, t, 0) : 0 ≤ t ≤ 1}.
In particular, the boundary of the shadow is not a graph near the origin in any coordinate
system.
2.2. Theorem 2.5 is sharp. Here, we show that Theorem 2.5 is optimal in the following
sense: given a direction u ∈ Sn−1, there exists a smooth (i.e. C∞) convex body Λ ⊂ Rn
for which the boundary of the shadow is not locally Ho¨lder continuous; therefore, the
uniform convexity assumption is necessary for the conclusion of the theorem. Indeed, the
key observation in the construction of the counterexample is that for a smooth, strictly
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convex set, γ(y′′) is the unique solution of the equation ∂φ
∂yn−1
(y′′, yn−1) = 0 (see (2.3)),
and since we are working locally, it suffices to find a smooth, strictly convex function
φ : R2 → R whose level set
{(x, y) : ∂yφ(x, y) = 0}
is far from smooth. In fact, an example like this already appeared in work of Kiselman
[17] in which the regularity of the projection of a three dimensional convex set onto a
2-dimensional plane is analyzed (see [17, Example 3.2]): let q be an odd natural number
and set
φ(x, y) = x2(4− y + 1
2
y2) +
1
q + 1
yq+1 − 1
q + 2
yq+2;
note that φ is convex in the strip |y| < 1
2
and
∂yφ(x, y) = (y
q − x2)(1− y).
Thus, one may construct a smooth convex set in Λ ⊂ R3 whose boundary is locally given
by φ in a neighborhood of the origin. In particular, at the local level
{(x, y) : ∂yφ(x, y) = 0}
is represented by {
(x, y) : y = |x| 2q
}
,
and by selecting u = (0, 1, 0) it becomes evident that illuminating Λ in the direction u
generates a shadow boundary which is of class C
2
q . Since q can be taken arbitrarily large,
this family of examples shows that for each α ∈ (0, 1], there exists a smooth convex set
Λα so that the boundary of the shadow is not C
0,α. Note that this level set method also
suggests a way of constructing shadows on the surface of convex bodies with a specified
degree of regularity.
3. Regularity of shadows generated by convex projections
Let Ω ⊂ Rn, Λ ⊂ Rn be two convex domains and suppose that we wish to orthogonally
project Ω onto Λ. This operation generates a shadow region PΛ(Ω)∩∂Λ on the boundary
of Λ. The purpose of this section is to study the regularity of this shadow. In other words,
given z0 ∈ ∂(PΛ(Ω) ∩ ∂Λ), we wish to understand how smooth z0 ∈ ∂(PΛ(Ω) ∩ ∂Λ) is in
a neighborhood of z0.
3.1. Weak case.
Theorem 3.1. Let Ω ⊂ Rn be a bounded strictly convex domain and Λ ⊂ Rn a convex
domain whose boundary is C1,1. If Ω ∩ Λ = ∅, then ∂PΛ(Ω) is finitely (n− 2)-rectifiable.
Proof. Consider an arbitrary y ∈ ∂PΛ(Ω), and let φ : TyΛ → R be a local C1,1 concave
chart representing ∂Λ in a neighborhood Bry around y so that ∇φ(y) = 0; by translating
the coordinate system, if necessary, we may also assume y = 0. Note that the half-line L
at the origin in the direction of the normal of Λ at 0 touches Ω tangentially at some point,
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say, x (since the projection occurs along the normal to Λ and y ∈ ∂PΛ(Ω)). By convexity
of Ω, L lives on a tangent space of Ω at x with normal, say ν. Since 〈ν,NΛ(0)〉 = 0, it
follows that ν lives on the tangent space of Λ at 0. Let en−1 := ν and {e1, . . . , en−1} be a
basis for Rn−1; set
t∗y := dist(Ω,Λ) + 2 max{diam(Ω), diam(Bry)},
and
Ψ(z′) := Ψ(z′′, zn−1) = φ(z′)− 1
2t∗y
|z|2.
Note that Ψ is C1,1 and uniformly concave, so by Theorem 2.5, it follows that locally
around the origin, the level set
{(z′′, zn−1) : 0 = ∂zn−1Ψ(z′′, zn−1)},
is a Lipschitz graph which will be denoted by γ˜(z′′) = zn−1(z′′) (see (2.3)). Now let
γ(z′′) := max{γ˜(z′′), 0}, and note that γ is Lipschitz. We claim that locally around the
orgin,
(3.1) Φ−1(PΛ(Ω)) ⊂ {(z′′, zn−1) : zn−1 ≤ γ(z′′)},
where Φ(w) := (w′, φ(w′)). Indeed, let
z := (z′′, zn−1) ∈ Φ−1(PΛ(Ω)) \ {0};
if zn−1 ≤ 0, then since γ ≥ 0, the result follows. So without loss of generality assume
zn−1 > 0. Since z ∈ Φ−1(PΛ(Ω)), it follows that Φ(z) + t(z)NΛ(z) ∈ ∂Ω where t(z) > 0
is the first hitting time (the positivity follows from the disjointness assumption). Next,
consider
PRn−1(Φ(z) + t(z)NΛ(z)) ⊂ Rn−1
and note that the en−1 component of this point is negative (since Ω is strictly convex and
en−1 is one of its outer normal vectors). In other words, zn−1 − t(z)∂zn−1φ(z′) < 0. Thus,
∂zn−1φ(z
′) > 0 (recall zn−1 > 0) and since t(z) ≤ t∗y, it follows that
(3.2) ∂zn−1Ψ(z
′′, γ˜(z′′)) = 0 < ∂zn−1φ(z
′)− 1
t∗y
zn−1 = ∂zn−1Ψ(z
′′, zn−1);
now assume by contradiction that zn−1 > γ(z′′). In particular, zn−1 > γ˜(z′′) so by
monotonicity,
〈∇Ψ(z′′, zn−1)−∇Ψ(z′′, γ˜(z′′)), (0, zn−1 − γ˜(z′′))〉 ≤ 0.
Thus,
∂zn−1Ψ(z
′′, zn−1) ≤ ∂zn−1Ψ(z′′, γ˜(z′′)) = 0,
and this contradicts (3.2) and proves the claim (i.e. (3.1)). Next, note that
0 ∈ Φ−1(PΛ(Ω)) ∩ {(z′′, zn−1) : zn−1 ≤ γ(z′′)},
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and since γ is Lipschitz, (3.1) implies that we can place a cone oriented in the direction
en−1 so that it lies in
Rn−1 \ Φ−1(PΛ(Ω)).
The opening of the cone depends on the Lipschitz constant of ∇Ψ and the uniform con-
vexity constant of −Ψ; in particular, it depends on t∗y. However, since PΛ(Ω) is bounded
(recall that Ω is bounded) and the domains have disjoint closures, it follows that t∗y has
a uniform positive lower bound. The existence of this cone implies the claim within the
proof of [16, Proposition 4.1]. Indeed, this is the only part where Indrei used the uniform
convexity of Λ, which we were able to replace with strict convexity of Ω in our proof above;
thus, the rest of the proof follows exactly as [16, Proposition 4.1] (the idea is that once
we have a cone at a point, we can use the C1,1 regularity to transition between charts to
get a cone at every point of ∂PΛ(Ω); nevertheless, the cones may be oriented in different
directions, but this readily implies rectifiability via a covering argument). 
Remark 3.2. If in Theorem 3.1 Λ is bounded, then one may replace t∗y with
t∗ := dist(Ω,Λ) + 2 max{diam(Ω), diam(Λ)}.
Remark 3.3. The disjointness assumption in Theorem 3.1 is necessary: indeed, consider
a Cantor set C on [1, 2] and let g be a smooth function whose zero level set is C. For
 > 0 small, it follows that f(x) := x2 + g(x) is convex, so its epigraph is a convex set in
R2. Moreover, consider the epigraph of the function h(x) := x2; of course, it is likewise
convex. Now it is not difficult to see that using these epigraphs, one may obtain two
bounded convex sets, say Ω and Λ, with the property that their boundaries intersect on
the image of C under h. In this case, ∂(PΛ(Ω) ∩ ∂Λ) does not have finite H0 measure.
Nevertheless, in the general case one may still prove a local version of Theorem 3.1 away
from ∂(∂(Ω ∩ Λ) ∩ ∂Λ).
3.2. Smooth case. In Theorem 3.1, we utilized a geometric method of investigating the
regularity of shadow boundaries generated by orthogonal projections. In what follows, we
develop a more functional approach to attack this problem. The idea is to represent the
unknown boundary as the level set of a function defined in terms of local charts. However,
since the differential of this function contains the information regarding the regularity of
the level set, we need to ensure that this function is smooth enough; this leads us to
impose higher regularity on the domains.
Theorem 3.4. Suppose Ω ⊂ Rn and Λ ⊂ Rn are Ck+1, k ≥ 1, convex domains separated
by a hyperplane with Ω bounded and uniformly convex. If Ω ∩ Λ = ∅, then ∂PΛ(Ω) is
locally a Ck smooth (n− 2)-hypersurface.
Proof. Given a point y ∈ ∂Λ let f : Rn−1 → R be the Ck+1 concave function which
represents ∂Λ locally around y. Likewise, for x ∈ ∂Ω let g denote the Ck+1 uniformly
concave function locally representing Ω around x. Set
F (y1, . . . , yn) = yn − f(y1, . . . , yn−1),
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G(x1, . . . , xn) = xn − g(x1, . . . , xn−1)
and consider the function
φ : Rn × Rn × R→ Rn+3
given by
φ(x, y, t) := (G(x), F (y),∇G(x) · ∇F (y), y + t∇F (y)− x).
Geometric considerations imply that locally ∂PΛ(Ω) = φ
−1(0, 0, 0, 0): indeed, {F (y) = 0}
locally describes the boundary of Λ and {G(x) = 0} that of Ω; if ∇G(x) ·∇F (y) = 0, then
the normal of Λ at y is orthogonal to the normal of Ω at x, and this implies that y = PΛ(x)
is a boundary point of PΛ(Ω); note that in this case, t = t(x, y) = |x − y|/|∇F (y)| and
the positive separation implies t > 0. Our goal is to investigate the differential of this
map in order to apply the implicit function theorem. With this in mind, let
φ1(x, y, t) := G(x)
φ2(x, y, t) := F (y)
φ3(x, y, t) := ∇G(x) · ∇F (y)
Φ(x, y, t) := [φ4(x, y, t), . . . , φn+3(x, y, t)]
T := y + t∇F (y)− x.
Thus,
∇xφ1 = ∇G(x)
∇yφ1 = 0
∂tφ1 = 0
∇xφ2 = 0
∇yφ2 = ∇F (y)
∂tφ2 = 0
∇xφ3 = D2G(x)∇F (y)
∇yφ3 = D2F (y)∇G(x)
∂tφ3 = 0
DxΦ = −Id ∈ Rn×n
DyΦ = Id+ tD
2F (y) ∈ Rn×n
DtΦ = ∇F (y).
Therefore,
DΦ(x, y, t) =

∇G(x)T 0 0
0 ∇F (y)T 0
(D2G(x)∇F (y))T (D2F (y)∇G(x))T 0
−Id Id+ tD2F (y) ∇F (y)

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(note that this is an (n+ 3)× (2n+ 1) matrix). The strategy now is to prove ker(DΦ)T =
{0} at points (x, y, t) ∈ φ−1(0, 0, 0, 0). Indeed, let
(α1, α2, α3, v) ∈ ker(DΦ)T ,
and note that since
DΦ(x, y, t)T =
∇G(x) 0 D2G(x)∇F (y) −Id0 ∇F (y) D2F (y)∇G(x) Id+ tD2F (y)
0 0 0 ∇F T (y)
 ,
we have
0 = α1∇G(x) + α3D2G(x)∇F (y)− v;(3.3)
0 = α2∇F (y) + α3D2F (y)∇G(x) + v + tD2F (y)v;(3.4)
0 = ∇F (y) · v.(3.5)
In particular,
0 = ∇F (y) · v
= ∇F (y) · (α1∇G(x) + α3D2G(x)∇F (y))
= α2∇F (y) · ∇G(x) + α3∇F T (y)D2G(x)∇F (y)
= α3∇F T (y)D2G(x)∇F (y),
(note ∇F (y) · ∇G(x) = 0 since (x, y, t) ∈ φ−1(0, 0, 0, 0)). Since G is uniformly convex, it
follows that α3 = 0 and so (3.3) implies
v = α1∇G(x);
plugging this information into (3.4) and taking a dot product with ∇G(x) yields
0 = α1
(
t∇G(x)TD2F (y)∇G(x) + |∇G(x)|2).
Since |∇G(x)| > 0, and F is convex, it follows that α1 = 0 which readily implies v = 0 and
so α2 = 0. Thus, we proved ker(DΦ
T ) = {0}; in particular, rank(DΦ) = n + 3 for each
point of interest (x, y, t). We may now use the implicit function theorem to conclude. 
Remark 3.5. The disjointness assumption in Theorem 3.4 is necessary, cf. Remark 3.3.
4. The singular set associated to a Monge-Ampe`re equation
In this section, a connection is established between the illumination shadow, the projec-
tion shadow, and the singular set associated to a Monge-Ampe`re equation arising in mass
transfer theory. More precisely, we apply the results of the previous sections to improve
a result of Indrei [16] (see §1.3 for a description of the optimal partial transport problem
and relevant notation).
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4.1. The structure of the singular set. In order to analyze the singular set for the
free boundaries, we recall two sets which play a crucial role in the subsequent analysis;
cf. [16, Equations (2.2) and (2.3)]. The nonconvex part of the free boundary ∂Um ∩ Ω is
the closed set
(4.1) ∂ncUm := {x ∈ Ω ∩ Um : Ω ∩ Um fails to be locally convex at x}.
Moreover, the nontransverse intersection points are defined by
(4.2) ∂ntΩ := {x ∈ ∂Ω ∩ Ω ∩ ∂Um : 〈∇Ψm(x)− x, z − x〉 ≤ 0 ∀z ∈ Ω},
where Ψ˜m is the extension of Ψm given by [9, Theorem 4.10]. By duality, ∂ncVm and ∂ntΛ
are similarly defined. Now, for x ∈ ∂(Ω ∩ Um) let
L(x) :=
{
∇Ψ˜m(x) + x−∇Ψ˜m(x)|x−∇Ψ˜m(x)|t : t ≥ 0
}
;
K :=
{
x ∈ ∂(Ω ∩ Um) : L(x) ∩ Ω ∩ Um ⊂ ∂(Ω ∩ Um)
}
;
S1 := ∇Ψ˜−1m (∂ntΛ) ∩K;
A1 := S1 ∩ ∂Um;
A2 := S1 \ ∂Um.
The singular set of the free boundary ∂Vm ∩ Λ is
S = (∇Ψ˜m(∂ncUm) ∪∇Ψ˜m(S1)) ∩ ∂Vm ∩ ∂Λ
= (∇Ψ˜m(∂ncUm) ∩ ∂Vm ∩ ∂Λ) ∪ (∇Ψ˜m(S1) ∩ ∂Vm ∩ ∂Λ)
= (∇Ψ˜m(∂ncUm) ∩ ∂Vm ∩ ∂Λ) ∪∇Ψ˜m(A1) ∪∇Ψ˜m(A2),
see [16, Theorem 4.9]. The next lemma describes the first two sets appearing in S.
Lemma 4.1. Assume Ω ⊂ Rn and Λ ⊂ Rn are strictly convex bounded domains with
disjoint closures. Then
(∇Ψ˜m(∂ncUm) ∩ ∂Vm ∩ ∂Λ) ∪∇Ψ˜m(A1)
is Hn−2 σ-finite. Moreover, if Ω is C1, then
Hn−2((∇Ψ˜m(∂ncUm) ∩ ∂Vm ∩ ∂Λ) ∪∇Ψ˜m(A1)) <∞.
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Proof. For y ∈ (∇Ψ˜m(∂ncUm) ∩ ∂Vm ∩ ∂Λ) set x := ∇Ψ˜∗m(y); since Ω is convex and
x ∈ ∂ncUm, it follows that x /∈ ∂Ω \ ∂Um. Moreover, since free boundary never maps to
free boundary (see e.g. [16, Proposition 2.15]), we also have x /∈ ∂Um ∩ Ω, which implies
x ∈ ∂Um ∩ ∂Ω. Therefore,
(∇Ψ˜m(∂ncUm) ∩ ∂Vm ∩ ∂Λ) ⊂ ∇Ψ˜m(∂Um ∩ ∂Ω) ∩ ∂Vm ∩ ∂Λ.
An application of [16, Proposition 4.8] yields that
∇Ψ˜m(∂ncUm) ∩ ∂Vm ∩ ∂Λ
is Hn−2 - finite; the fact that ∇Ψ˜m(A1) is Hn−2 σ-finite (Hn−2 finite if Ω is C1) follows
from [16, Corollary 4.6]. 
In the following lemma, we establish a connection between the singular set S and the
boundary of the projection of Ω onto Λ studied in §3.
Lemma 4.2. Assume Ω ⊂ Rn and Λ ⊂ Rn are strictly convex bounded domains with
disjoint closures. Then
(4.3) ∇Ψ˜m(A2) ⊂ ∂PΛ(Ω).
Proof. Let y := ∇Ψ˜m(x) ∈ ∇Ψ˜m(A2), Lt := ∇Ψ˜m(x) + x−∇Ψ˜m(x)|x−∇Ψ˜m(x)|t and note that the
half-line {Lt}t≥0 is tangent to the active region. Since x ∈ ∂Ω \ ∂Um, it follows that Lt is
tangent to Ω at x; hence, it is on a tangent space to Ω at x. Let z = PΛ(x) ∈ ∂Λ (recall
that PΛ is the orthogonal projection operator). Then by the properties of the projection
(and the convexity of Λ), x− z is parallel to some normal NΛ(z) of Λ at z. Since x ∈ S1,
it follows that ∇Ψ˜m(x) ∈ ∂ntΛ; in particular, x − ∇Ψ˜m(x) is parallel to NΛ(∇Ψ˜m(x)).
Thus, by uniqueness of the projection, it readily follows that z = ∇Ψ˜m(x) = y. Combining
{Lt}t≥0 ⊂ TxΩ and y = PΛ(x) yields y ∈ ∂PΛ(Ω). 
Lemmas 4.1 & 4.3 imply that the singular set S is contained in the union of an Hn−2 σ-
finite set and ∂PΛ(Ω) under a strict convexity and disjointness assumption on the domains.
Thus, a way to obtain bounds on the Hausdorff dimension of the singular set is by studying
the Hausdorff dimension of ∂PΛ(Ω). In [16, Proposition 4.1], Indrei shows that if Ω is
a bounded convex domain and Λ is uniformly convex, bounded, and C1,1 smooth, then
PΛ(Ω)∩∂Λ is (n−2)-rectifiable away from ∂(∂(Ω∩Λ)∩∂Λ); in particular, if the domains
have disjoint closures, then
Hn−2(∂PΛ(Ω)) <∞.
The proof of [16, Proposition 4.1] is technical but relies on a simple idea which we describe
in the language developed in this paper in order to further highlight the connection with
shadows: let y ∈ ∂PΛ(Ω) and x ∈ ∂Ω be such that y = PΛ(x). Then ∂PΛ(Ω) ⊂ ∂Λ\SNΩ(x),
where NΩ(x) is any normal of Λ at the point x and SNΩ(x) is the shadow from §2. In other
words, PΛ(Ω) is trapped in the illuminated portion of ∂Λ under parallel illumination
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in the direction NΩ(x). Since y ∈ ∂PΛ(Ω) ∩ ∂SNΩ(x), it follows that ∂SNΩ(x) acts as a
one-sided support for ∂PΛ(Ω) locally around y. Therefore, if one can place a cone in
the shadow portion SNΩ(x), a compactness argument would yield the desired rectifiability
result. Indeed, this is where the uniform convexity and C1,1 assumptions come into
play in the proof of [16, Proposition 4.1]. However, the results of §2 shed new light on
the regularity and uniform convexity assumptions; more specifically, they imply that by
this method, the uniform convexity assumption is necessary to obtain the desired cone
and the C1,1 regularity assumption is irrelevant: indeed, §2.2 shows that there exists
a C∞ strictly convex set whose shadow is Ho¨lder, but not Lipschitz (with arbitrarily
small Ho¨lder exponent). In particular, this shows that one may not hope to remove the
uniform convexity assumption by the same method (i.e. by using ∂SNΩ(x) as a support
function). However, Theorem 3.1 implies that one one may obtain the cone without a
uniform convexity assumption; this is achieved by cooking up a new type of support
function related to the distance between the two sets. Moreover, Theorem 3.4 yields a
higher regularity result. With this discussion in mind, we obtain the following theorem
which improves [16, Theorem 4.9]:
Theorem 4.3. Assume Ω ⊂ Rn, Λ ⊂ Rn are bounded strictly convex domains and that Λ
has a C1,1 boundary. If Ω∩Λ = ∅, then the free boundary ∂Vm ∩ Λ is a C1,αloc hypersurface
away from the compact, Hn−2 σ-finite set:
S := (∇Ψ˜m(∂ncUm) ∩ ∂Vm ∩ ∂Λ) ∪∇Ψ˜m(A1) ∪∇Ψ˜m(A2).
If Ω has a C1 boundary, then S is Hn−2 finite. Moreover, if Ω and Λ are Ck+1, k ≥ 1,
and Ω is uniformly convex, then ∇Ψ˜m(A2) is contained on an (n − 2)-dimensional Ckloc
hypersurface.
Remark 4.4. By duality and symmetry, an analogous statement holds for ∂Um ∩ Ω.
Remark 4.5. One may remove the disjointness assumption and obtain corresponding re-
sults by utilizing the method in [16, §4].
Acknowledgments. This work was completed while the first author was a Huneke Post-
doctoral Scholar at the Mathematical Sciences Research Institute in Berkeley, California
during the 2013 program “Optimal Transport: Geometry and Dynamics,” and while the
second author was a Postdoctoral Fellow at the Instituto Superior Te´cnico. The excellent
research environment provided by the University of Texas at Austin, Australian National
University, MSRI, and Instituto Superior Te´cnico is kindly acknowledged.
References
[1] V.I. Arnold, Arnold’s Problems, Springer-Verlag, 2nd ed., (2004).
[2] K. Bezdek, The illumination conjecture and its extensions, Period. Math. Hungar., 53 no. 1-2 (2006),
59-69.
[3] W. Blaschke, Kreis und Kugel, Berlin. de Gruyter, 2nd edn. (1956).
18 E. INDREI AND L. NURBEKYAN
[4] I.A. Bogaevsky, Degree of smoothness for visible contours of convex hypersurfaces, Theory of Singu-
larities and its Applications. Editor: V.I. Arnold. Providence, RI: Amer. Math. Soc., 1990, 119-127.
(Adv. Sov. Math., 1.)
[5] V.G. Boltyanskii, The problem of illuminating the boundary of a convex body (Russian), Izv. Mold.
Fil. Akad. Nauk SSSR, 10 (1960) 79-86.
[6] J. Choe, Index, vision number and stability of complete minimal surfaces, Arch. Rat. Mech. Anal.,
109 (1990), Issue 3, 195-212.
[7] L.A. Caffarelli & R.J. McCann, Free boundaries in optimal transport and Monge-Ampe`re obstacle
problems, Ann. of Math., 171 (2010), Issue 2, 673-730.
[8] S. Chen, E. Indrei, On the regularity of the free boundary in the optimal partial transport problem
for general cost functions, arXiv: 1303.2715.
[9] A. Figalli, The optimal partial transport problem, Arch. Rat. Mech. Anal., 195 (2010), Issue 2,
533-560.
[10] A. Figalli, A note on the regularity of the free boundaries in the optimal partial transport problem,
Rend. Circ. Mat. Palermo, 58 (2009), no. 2, 283-286.
[11] M. Ghomi, Shadows and convexity of surfaces, Ann. of Math., 155 (2002) 281-293.
[12] P. Gruber, H. Sorger, Shadow boundaries of typical convex bodies. Measure properties, Mathematika,
36 (1989), 142-152.
[13] H. Hadwiger, Ungelo¨ste Probleme, Elem. Math., 12 (20) (1957) 121.
[14] G. Ruiz-Herna´ndez, Helix, shadow boundary and minimal submanifolds, Illinois J. Math., 52 (2008),
no 4, 1385-1397.
[15] R. Howard, The geometry of shadow boundaries on surfaces in space, notes available at
www.math.sc.edu/ howard.
[16] E. Indrei, Free boundary regularity in the optimal partial transport problem, J. Funct. Anal. 264
(2013), no 11. 2497-2528.
[17] C.O. Kiselman, How smooth is the shadow of a smooth convex body?, J. London Math. Soc., 33,
no.1, (1986) 101-109.
[18] F.W. Levi, U¨berdeckung eines Eibereiches durch Parallelverschiebungen seines offenen Kerns, Arch.
Math. 6 (1955) 369-370.
[19] K. Nomizu, T. Sasaki, Affine Differential Geometry: Geometry of Affine Imersions, Cambridge
University Press, (1994).
[20] H. Martini, Shadow-boundaries of convex bodies, Discrete Math., 155, (1996), 161-172.
[21] R. Rockafellar, Convex Analysis, Princeton Math. Ser. 28, Princeton Univ. Press, Princeton, N.J.,
1970.
[22] V.D. Sedykh, An infinitely smooth compact convex hypersurface with a shadow whose boundary is
not twice-differentiable. Funct. Anal. Appl., 1989, 23(3), 246-249.
[23] P. Steenarts, Mittlere Schattengrenzenla¨nge konvexer Ko¨rper, Results Math. 8 (1985) 54-77.
[24] T. Zamfirescu, Too long shadow-boundaries, Proc. Amer. Math. Soc., 103 (1988) 586-590.
19
Emanuel Indrei
MSRI
17 Gauss Way
Berkeley, CA 94720
email: eindrei@msri.org
Levon Nurbekyan
Center for Mathematical Analysis,
Geometry, and Dynamical Systems
Departamento de Matema´tica
Instituto Superior Te´cnico
Lisboa 1049-001, Portugal
email: lnurbek@math.ist.utl.pt
