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Alloying effects by T=Mn,Co,Ni-substitution on FeS2 have been investigated using density-
functional calculations. The alloys Fe1−xTxS2 have been investigated for concentrations x =
1
4
, 1
2
, 3
4
together with the ground states of the pure compounds. The electronic structure is discussed with
the goal to identify candidates for half metals, which are of interest for spintronics applications. We
find interesting candidates at mean concentration of the Mn-doped FeS2 and at low concentrations
for Ni-doped materials. For the Mn alloys we also note the proximity to a low-spin to high spin
transition. For Co-doped materials we reproduce the well known finding of half metallicity over the
entire concentration range.
PACS numbers: 71.10.-w, 71.15.Nc, 71.15.Mb
I. INTRODUCTION
The rapid development in the emerging field of spin-
tronics, or spin-electronics, has stimulated huge efforts
to look for new materials utilized for creating new elec-
tronic devices1–6. One of the key issues in this area is
to obtain materials with high spin polarization at the
Fermi level EF , to be used as a source for polarized spin
injection. The best candidates for this purpose are the
so-called half-metallic ferromagnets (HMFs)1,7,8. These
HMFs are metallic for one spin direction and insulat-
ing for the opposite one, such offering a complete, i.e.
100 %, spin polarization of the charge carriers. However,
it is first necessary to have a good understanding of the
underlying behavior in these materials9. Many investiga-
tions have reported experimental evidence of either high
or complete polarization in some oxides and compounds
(CrO2
10,11, Fe3O4
11–13 and La1−xSrxMnO3
14,15).
Pyrite-type disulfides have attracted considerable in-
terest for various reasons16. Semiconducting FeS2 re-
ceived widespread attention for its application in pho-
tovoltaic energy conversion17,18. Substitution of Zn for
Fe in iron pyrite has thus been used to tune the optical
band gap in order to enhance the response to the solar
spectrum19.
This class of materials has a variety of interesting
properties20. While FeS2 is a van Vleck paramagnet,
metallic CoS2 displays long-range ferromagnetic order
21.
In contrast, MnS2 is found to be an antiferromag-
netic insulator in the ground state, with a transition
temperature of TN=48.2 K.
22–24 The insulating behav-
ior is also found in NiS2, but with a disagreement about
the ground state magnetic order. While some reports
describe NiS2 as an antiferromagnet
25–27, some others
found it as a paramagnet28–30. The insulating behavior
of MnS2 and NiS2 has been attributed to the presence of
strong electronic correlations31–38. Some resonant pho-
toemission studies39, however, suggested that NiS2 is a
p-to-d charge-transfer insulator rather than a d-d Mott-
Hubbard insulator, with a gap between the occupied S
3p-states and the empty Ni 3d-states.
Among the pyrite-type disulfides, Fe1−xCoxS2 has
drawn much attention for spintronic applications. It is
considered as a model for band gap tuning and for study-
ing half-metallicity40. It has been shown that the spin
polarization in this system can be controlled with re-
spect to alloying and should not be sensitive to crystal-
lographic disorder41. Many experimental investigations
and transport measurements have been carried out42–45.
Wang et al43 have recently combined indirect transport
probes with a direct measurement by PCAR (point con-
tact Andre´ev reflection), to prove that the spin polariza-
tion can be continuously tuned over a wide range.
Moreover, several ab-initio calculations have been re-
ported on the electronic structure of the Fe1−xCoxS2
alloys41,46–48. Zhao et al46 predicted already in the early
nineties on the basis of the Linear Combination of Atomic
Orbital (LCAO) method that half-metallicity might be
obtained when alloying FeS2 with CoS2. A very impor-
tant contribution has been the work by Mazin et al41,47
who performed detailed calculations using the Linear
Muffin Tin Orbital (LMTO) method as well as the full-
potential Linear Augmented Plane Wave (FP-LAPW)
method. This work showed clearly that half-metallic fer-
romagnetism is present in the region 0.25 ≤ x ≤ 0.85 ,
with magnetic moments in a very good agreement with
experiment.
Besides Fe1−xCoxS2, some attempts
49 have been made
to improve the band gap of FeS2. Different types
of substitution have been tested (Fe1−xTxS2, where
T = Be,Mg,Ca,Os,Ru ...etc) in order to increase the gap
for technical applications.
However, little attention has been paid to the
Fe1−x(Mn,Ni)xS2 systems, even-though the pure com-
pounds (Mn and Ni disulfides) share the same pyrite
crystal structure. In early experiments, Fe1−xNixS2 solid
solution has been synthesized31,50,51.
2Dilute substitution (less than 2%) of Fe in MnS2 has
been reported in experimental studies, using Mo¨ssbauer
technique24,52. Recently, Persson et al53 have investi-
gated theoretically in the framework of GGA+U the spin
transitions in FexMn1−xS2. It has been found that the
spin transition pressure decreases with growing Fe sub-
stitution in MnS2.
In the present work, we investigate the
Fe1−x(Mn,Ni)xS2 systems, in order to get a de-
tailed picture of the ferromagnetic trends in the whole
series, and to provide further insight into the mechanism
of half-metallicity and spin polarization in these systems.
The paper is organized as follows: In Sec. II, we describe
the theoretical method and the computational details.
A brief summary of the crystal structure is given in
Sec III. In Sec. IV we present our results on the three
compounds Fe1−x(Mn,Co,Ni)xS2. We summarize in
Sec. V
II. COMPUTATIONAL METHOD
In the present study, we performed first-principles cal-
culations in the framework of density-functional theory
(DFT)54,55. The exchange-correlation effects were taken
into account within the generalized gradient approxima-
tion (GGA) of Perdew-Burke-Ernzerhof56. We also per-
formed some calculations using the PBE0r functional,
which replaces a fraction of the exchange term of the
PBE functional with the exact Fock-term57,58. Unlike
the PBE059 hybrid functional, we follow the idea of range
separated hybrid functionals60 and restrict this correc-
tion in the PBE0r functional to the onsite interactions in
a local orbital basis.
The calculations have been performed with the Projec-
tor Augmented Wave (PAW) method61 as implemented
in the CP-PAW code. The PAWmethod is an all-electron
electronic structure method. The CP-PAW code is the
original implementation of the PAWmethod and employs
the framework of ab-initiomolecular dynamics (AIMD)62
for the optimization of wave functions and atomic struc-
ture. For the augmentation, we used a s1p1d1 set of
projector functions for all atoms, where the superscripts
denotes the number of projector functions angular mo-
mentum channel. A plane wave cutoff of 30 Ry has been
chosen for the wave functions and 60 Ry for the charge
density.
The Brillouin-zone integration has been performed
with the linear tetrahedron method63,64 and the so-called
Blo¨chl corrections65. A 5 × 5 × 5 k-point mesh has
been used for the simple-cubic unit cell containing four
transition-metal ions.
All structural parameters including the lattice param-
eters have been optimized.
FIG. 1. (Color online) Crystal structures of the pure iron
pyrite FeS2 (left) and the substituted compound Fe 3
4
Mn 1
4
S2
(right). Fe, Mn and S atoms are printed in blue, green and
red, respectively.
III. CRYSTAL STRUCTURES
In this section, we describe the crystal structures used
in our calculations. Many transition-metal disulfides TS2
(with T = Mn, Fe, Co, Ni, Cu, Ru and Os ... etc), crys-
tallize in the cubic pyrite structure. The pyrite structure
is based on a simple cubic (sc) lattice with space group
Pa3¯(T 6h )
17,66,67. The transition-metal atoms occupy the
Wyckoff positions (4a) and sulfur atoms occupy the posi-
tions (8c). The FeS2 pyrite crystal structure is displayed
in Fig.1, as well as an illustration of one alloyed com-
pound Fe 3
4
Mn 1
4
S2.
The pyrite crystal structure can be rationalized in
terms of the fcc-NaCl structure with the sublattices oc-
cupied by transition-metal ions atoms and sulfur dimers,
respectively. The sulfur dumbbells are oriented along the
〈111〉 axes. Because the distinct dumbbells are oriented
in all four distinct 〈111〉 directions, the simple-cubic unit
cell with four formula units of FeS2 is employed.
Whereas the sulfur atoms are tetrahedrally coordi-
nated by one sulfur and three iron atoms, the six nearest-
neighbor sulfur atoms at each metal site form slightly
distorted octahedra.
The pyrite structure is determined by the lattice con-
stant and an internal parameter u. The internal parame-
ter u and the lattice constant determine the bond length
of the sulfur dumbbell as dS−S =
√
3(1− 2u)alat and the
Fe-S distance is dFe−S =
√
2(1− u)2 + u2alat.68
The crystal structure of the pure disulfides is well es-
tablished experimentally as well as theoretically (exper-
imental data are included in table I). No structural in-
formation has been reported, however, for the alloyed
compounds.
Calculated structural parameters and the lattice con-
stants for the complete series are given in Table I. The
bond lengths are averaged. Individual bond lengths differ
by 0.2 %. from these averages. For the pure pure disul-
fides of Fe, Mn, Co, and Ni, the calculated bond lengths
have been compared to experimental data39 and found
to deviate less than 0.5 %.
3TABLE I. Calculated data lattice constants a (in A˚), internal parameter u and averaged bond lengths of metal-sulfur and
sulfur-sulfur bonds. Experimental data39 are shown in parentheses.
Fe1−xMnxS2 a[A˚] u dFe−S[A˚] dMn−S[A˚] dS−S[A˚]
x = 0.00 5.405 (5.416) 0.387 (0.385) 2.263 2.160
x = 0.25 5.432 2.257 2.272 2.274
x = 0.50 5.648 2.270 2.293 2.209
x = 0.75 5.832 2.411 2.432 2.411
x = 1.00 6.062(6.091) 0.402 (0.409) 2.527 2.620
Fe1−xCoxS2 dCo−S
x = 0.00 5.405(5.416) 0.385 (0.385) 2.263 2.160
x = 0.25 5.420 2.249 2.285 2.181
x = 0.50 5.440 2.260 2.292 2.145
x = 0.75 5.471 2.264 2.296 2.125
x = 1.00 5.489 (5.539) 0.388 (0.390) 2.310 2.101
Fe1−xNixS2 dNi−S
x = 0.00 5.405 (5.416) 0.385 (0.385) 2.263 2.160
x = 0.25 5.445 2.247 2.340 2.146
x = 0.50 5.494 2.259 2.331 2.090
x = 0.75 5.542 2.249 2.325 2.042
x = 1.00 5.572 (5.620) 0.393 (0.394) 2.359 2.064
We considered those ordered alloy structures, that can
be described within the simple cubic unit cell of pyrite.
For each of the concentrations x = 1
4
, x = 1
2
, and
x = 3
4
only one symmetry inequivalent arrangement of
the transition-metal sites exists. As seen in Fig.1 the mi-
nority alloying element for the occupations x = 1
4
and
x = 3
4
occupies the cube corners, while the face centers
are occupied with the majority element. For x = 1
2
, the
alloying elements occupy alternating 〈001〉 planes.
IV. RESULTS AND DISCUSSIONS
The main goal of the present paper is the understand-
ing of the effect of alloying FeS2 with Mn, Co and Ni on
the electronic and magnetic properties. In the following,
we investigate the electronic properties of the three differ-
ent alloys Fe1−xMn(Co,Ni)xS2, and discuss the findings
into the context of the pure compounds.
A. Fe1−xMnxS2
The density of states (DOS) of Fe1−xMnxS2 at x =
0, 1
4
, 1
2
, 3
4
and 1 are shown in Fig.2 .
The electronic structure of pure FeS2 can be rational-
ized as follows: The sulfur dumbbells form negatively
charged S2−2 ions with all valence states filled except for
the antibonding σ∗ orbital between the sulfur ions. Con-
sequently, each iron atom has an oxidation state 2+. The
iron atom exists in a low-spin occupation with filled t2g
orbitals and empty eg orbitals. Between the t2g and the
eg states exists a band gap of 0.69 eV in our calculations
and ∼ 0.9 eV in photoconductivity measurements18,30,69.
The underestimation is common for GGA calculations. It
should be noted that the band gap in our calculations is
determined by a conduction band state with sulfur char-
acter that extends with a very small density of states
below the d-states.
The density of states of FeS2 seen in the top graph of
Fig. 2 is dominated by a the sulfur p states forming a
lower valence band extending from -8 eV to -2 eV. The
sulfur s-states lie below the p-states and are outside the
energy region shown. Above the sulfur states the Fe-t2g
states form an isolated narrow band. Thus the valence-
band edge is of Fe-t2g character. The conduction band is
actually a tail of predominantly sulfur character, which
extends below the prominent Fe-eg states, which rise up
at about +1 eV. Due to the small density of states the tail
of the sulfur states is easily overlooked and it is hardly
visible in the figure.
At first, we investigated the concentration dependence
on the basis of ferromagnetically aligned Mn-ions. This
is the case of technological interest, because the spins
may be aligned by an external magnetic field. The corre-
sponding results are shown in Fig. 2. The relative stabil-
ity of the ferromagnetic order relative to antiferromag-
netic states will be addressed later in this section.
The Mn-t2g states are located in the same energy re-
gion as the Fe-t2g states. Because the Mn ions have
one electron less than the Fe ions, the Mn-t2g states
have a hole in the t2g shell. This spin of this hole re-
sults in a magnetic moment, so that the majority-spin
and minority-spin states of Mn-t2g character are shifted
4FIG. 2. (Color online) Density of states (DoS) of Fe1−xMnxS2
alloys for x = 0, 1
4
, 1
2
, 3
4
and for x = 1. The origin of the energy
axis is set to the Fermi level EF , which is indicated by the
dashed line. The DoS of spin-down electrons is drawn with
the axis pointing downward. The total density of states is
given by the black envelope. The projected DoS are drawn
as distinct colored areas on top of the total DoS. The DoS
of the Fe-d states are represented by the blue area and the
DoS of the sulfur states by the red area. The dopant (Mn)
3d states are divided into t2g states shown in green and eg
states shown in yellow. For the antiferromagnetic MnS2 the
projected DoS of the d-states is shown only for those Mn with
the majority-spin direction in the down channel.
against each other. The top of the valence band in the
majority-spin direction is of Fe character while that of
the minority-spin direction is of Mn character.
Substitutional alloying Mn for Fe introduces empty
states into the gap between t2g and eg states of FeS2.
These states derive from a Mn-t2g orbitals. The Mn ions
exist in a low-spin 2+ oxidation state, for which the eg
orbitals are empty and the t2g are filled except for one
orbital, which appears in the band gap.
The majority-spin direction has a band gap with only
a weak concentration dependence. This gap decreases
abruptly from 0.69 eV in FeS2 to 0.37-0.41 eV in the al-
loys. In contrast, the band gap in the minority-spin direc-
tion shrinks with increasing concentration as the empty
t2g states hybridize more effectively.
For low concentration, i.e. for x = 0.25, a semiconduc-
tor is obtained with a band gap of 0.35 eV. Valence and
conduction band are both in the minority-spin direction.
The electron transport properties are thus dominated by
a single spin direction.
At larger Mn concentration, that is for x = 1
2
and
x = 3
4
, the minority-spin band gap almost collapses
with Eg below 0.01 eV. Because this band gap is in the
minority-spin direction, this material can be considered
a half metal for practical purposes. We expect this ma-
terial to be of interest for spintronics applications.
The Fermi-level moves, however, at higher concentra-
tion close to the conduction-band bottom of the majority-
spin direction. This is not immediately evident from
Fig. 2 because of the low density of states in the con-
duction band of the majority-spin direction.
After having discussed the electronic structure of the
alloys in the ferromagnetic state, we investigated their
stability relative to a competing antiferromagnetic phase.
We investigated the type-III single-k antiferromagnetic
ordering, which has been established experimentally36 for
MnS2, as well as the order with antiferromagneticly cou-
pled (111) planes. The former requires to double the unit
cell in 〈100〉 direction.
Both antiferromagnetic arrangements produce analo-
gous results: The ferromagnetic order is stable for low
Mn concentration, x = 1
4
and x = 1
2
, while at higher Mn
concentration x = 3
4
and x = 1 the antiferromagnetic
order is favorable.
The antiferromagnetic materials are described as met-
als. The metallic behavior of the antiferromagnets is at-
tributed to a deficiency of the density functionals used.
Calculations with hybrid functionals produce an insulat-
ing ground state.
Thus, our calculations predict half-metallic behavior
in the half-doped regime. At lower concentration the
material becomes more insulating, while at higher dop-
ing, that is between x = 1
2
and x = 3
4
, the material turns
antiferromagnetic. It may be possible to stabilize the fer-
romagnetic order also for higher concentrations through
an external magnetic field.
The low-spin character of the Mn-ions in the alloys dif-
fers from the high-spin character of the pure MnS2. Even
in the GGA calculations, that is without the Fock term,
we find the pure compound to be a high-spin antiferro-
magnet, in agreement with recent GGA calculations53.
Experimentally, MnS2 is found to be an antiferromag-
netic insulator36. The calculated band gap within GGA
vanishes, while the local hybrid functionals with an ad-
mixture of 10 % of Fock exchange provides a band gap
of 0.91 eV in agreement with experiment of 1 eV70.
Performing calculations with a local hybrid functional
for the alloys, we noticed that the the system is close
to a transition between low-spin and to high-spin Mn
states. Replacing more than 5% of the PBE exchange by
the local Fock term drives the Mn ions into a high-spin
state with a filled d-shell in the majority-spin direction
and an empty d-shell in the minority-spin direction. In
this configuration that compound is an insulator. Using
hybrid calculations with a Fock-exchange admixture of
10%, we obtain the high-spin configuration of Mn ions
for all concentrations considered.
5FIG. 3. (Color online) Density of states (DoS) of Fe 3
4
Mn 1
4
S2
alloy, in the low spin (upper panel) and high spin (lower panel)
states of Mn, using hybrid functionals. Two different weights
of the Fock term, (α=0.04 and α=0.06), have been used to
direct the system into the respective configuration. Further
description as in Fig. 2.
Similar results have been obtained by Persson et al53
using the GGA+U method within the implementation of
Liechtenstein et al71. They have shown the existence of
high-spin to low-spin transitions for x = 1
4
, x = 1
2
and
x = 3
4
, and they calculated the corresponding pressure of
transition.
To illustrate this transition between low-spin and to
high-spin, we show in Fig. 3 the density of states for low-
spin and high-spin for x = 1
4
. We used hybrid functionals
with two Fock term weights, namely α = 0.04 and α =
0.06, to show the main changes due to the transition. The
different values have been chosen to guide the system into
the chosen configuration.
In the low-spin configurations that Mn-t2g states are
filled except for one hole in the minority-spin direction.
The eg states on the other hand are empty. In the high-
spin configuration, all majority-spin d-states on Mn are
occupied and all minority spin d-states are empty.
B. Fe1−xCoxS2
Let us now turn to the alloy Fe1−xCoxS2. It has
been studied in detail, both experimentally43,48 and
theoretically41,47, and our results are consistent with pre-
vious ones. They are added here for the sake of consis-
tency and completeness.
The density of states of the series with x = 0, 1
4
, 1
2
, 3
4
and 1 is given in Fig.4. It agrees with DFT calculations
by Umemoto et al47. The calculated electronic structure
agrees also well with other theoretical and experimental
data found in literature43,48.
The Co2+ ions have a filled t2g shell and one electron
FIG. 4. (Color online) Density of states (DoS) of Fe1−xCoxS2
alloys for x = 0, 1
4
, 1
2
, 3
4
and for x = 1. Further description as
in Fig. 2.
in the eg shell. The Fermi level is pinned in the eg states
of Co of the majority-spin direction. As a consequence
the alloys with Co are half metals.
The Co-t2g states are located in the same energy region
as the Fe-t2g states, i.e. in the upper part of the valence
band between -3 eV and -1 eV, for all the alloys. The
Co-eg bands form the lower part of the conduction band.
However, some weight is also present in the top region
of the occupied sulfur p-band between -5.5 eV and -3.5
eV. The spin splitting of the Co-t2g states is smaller than
that of the Mn-ions in the Fe1−xMnxS2 alloys.
C. Fe1−xNixS2
Early experimental studies51 investigated the
Fe1−xNixS2 alloys for concentrations 0.4 ≤ x ≤ 0.6. In
this range of substitution, their magnetic measurements
have shown that Fe1−xNixS2 are paramagnetic metals.
The alloying effect of FeS2 with Ni can be understood
again from the the point of view of Ni2+ ions. Ni2+ has
a half-filled eg shell being occupied with two electrons.
The near degeneracy of eg states is lifted by Hund’s rule
splitting, which concentrates both eg electrons in one spin
direction which results in magnetic ions.
For low concentration, i.e. for x = 1
4
, we find a con-
duction band in the minority-spin direction of predomi-
nantly Ni-eg character. It is separated by a band gap of
6FIG. 5. (Color online) Density of states (DoS) of Fe1−xNixS2
alloys for x = 0, 1
4
, 1
2
, 3
4
and for x = 1. The origin of the
energy axis is set to EF , which is indicated by the dashed
line. The total density of states is given by the black envelope.
The projected density of states are drawn as distinct colored
areas on top of the total density of states. The Fe DoS are
represented by the blue area and the sulfur DoS by the red
area. The Ni-3d states are divided into t2g states shown in
green and eg states shown in yellow
0.77 eV from the Fe-t2g states. In the majority-spin direc-
tion, we find filled Ni eg states below the Fermi level that
are strongly hybridized with sulfur and Fe-t2g states. In
the majority-spin direction valence and conduction bands
overlap, which turns this material into a half-metal.
At higher concentration, i.e. for x = 1
2
, 3
4
, the Fermi
level shifts into the formerly empty Ni-eg band of the mi-
nority spin direction. These electrons are removed from
the states that derive from the majority-spin Ni-eg states.
As a consequence, the magnetic moment decreases
with increasing concentration from 2 µB per Ni atom
for x = 0 to 1.7 µB per Ni atom for x =
1
2
and to 1.3 µB
per Ni atom for x = 3
4
.
In agreement with the experimental magnetic
ordering27, pure NiS2 is found to be an antiferromagnet.
However, the obtained metallic character disagrees with
experiments28, which find a semiconducting ground state
with an indirect band gap of 0.27 eV. This metallic be-
havior is attributed to the well-known band gap problem
of DFT To resolve this issue, we carried out local hybrid
functional calculations and found an NiS2 semiconductor
with a gap of ∼ 0.4 eV consistent with experiment.
In view of the magnetic results of NiS2 , we explored
the stability of the Fe1−xNixS2 alloys against a transition
to an antiferromagentic order. We explored the stability
of the same two antiferrmagnetic orders used before for
the Mn-Fe alloys. In contrast to the Mn-Fe system, how-
ever, the Ni-Fe alloys remain ferromagnetic for all alloys
studied x = 1
4
, 1
2
and 3
2
.
Comparing the alloys with Mn, Co, and Ni, we observe
the trend that the d-bands shift down in energy with
increasing atomic number due to the Coulomb attraction
to the increased nuclear charge.
V. SUMMARY AND CONCLUSION
Using first-principles calculations, we explored the pos-
sibility of obtaining half metals by alloying the transition
metals Mn,Co, and Ni to FeS2. Alloys with dopant con-
centration x = 1
4
, 1
2
and x = 3
4
have been investigated to-
gether with the pure compounds. Having the application
on spintronics in mind, this work focusses on the ferro-
magnetic states. For the Fe1−xCoxS2 alloys, we confirm
previous experimental and theoretical results. We pro-
vide indications which alloys are promising candidates
for half metals.
For the Mn doped alloys, we obtain a semiconductor
at low concentration. At higher concentrations this gap
closes in the minority-spin direction for all practical pur-
poses. Thus we expect this material to be suitable as a
half-metal. It should be noted, however, that the mate-
rial is close to a low-spin to high-spin transition, which
can be triggered by changing the density functional to
hybrid functionals. In the high-spin configuration we ob-
tain the material to be insulating.
For the Fe1−xCoxS2 alloy, half-metallic ferromagnets
are obtained for the full range of concentrations investi-
gated. The system
For the Ni-doped alloys we obtain a half metal for low
doping, i.e. for x = 1
4
. At higher doping the system turns
into a full metal.
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