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Abstract
We say that the product of a row vector and a column vector is intrinsic if there is at most one nonzero
product of corresponding coordinates. Analogously we speak about intrinsic product of two or more matrices,
as well as about intrinsic factorizations of matrices. Since all entries of the intrinsic product are products of
entries of the multiplied matrices, there is no addition. We present several examples, together with important
applications. These applications include companion matrices and sign-nonsingular matrices.
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1. Introduction
We say that the product of a row vector and a column vector is intrinsic if there is at most one
nonzero product of the corresponding coordinates. Analogously we speak about intrinsic product
of two or more matrices, as well as about intrinsic factorizations of matrices.
Trivially the product of two matrices, at least one of which is diagonal or a permutation matrix,
is intrinsic. A less trivial example is the following:⎡
⎣a b 0c d 0
0 0 1
⎤
⎦
⎡
⎣1 0 00 u v
0 w t
⎤
⎦ =
⎡
⎣a bu bvc du dv
0 w t
⎤
⎦ .
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The entries of the intrinsic product are products of (some) entries of the multiplied matrices. Thus
there is no addition; we could also call intrinsic multiplication sum-free multiplication. It thus
would have sense even in the case that the entries of the factors were elements of a multiplicative
group.
Further examples:
Every triangular matrix can be nontrivially intrinsically factorized:
⎡
⎢⎢⎣
a11 0 · · · 0
a21 a22 · · · 0
· · · · · ·
an1 an2 · · · ann
⎤
⎥⎥⎦ =
⎡
⎢⎢⎢⎢⎣
a11
a21 1
a31 0 1
· · · ·
an1 0 0 · · · 1
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎣
1 0 · · · 0
0 a22 · · · 0
· · · · · 0
0 an2 · · · ann
⎤
⎥⎥⎦ .
Also, the first factor can be intrinsically factorized for n > 2, e.g.⎡
⎣a11 0 0a21 1 0
a31 0 1
⎤
⎦ =
⎡
⎣a11 0 0a21 1 0
0 0 1
⎤
⎦
⎡
⎣ 1 0 00 1 0
a31 0 1
⎤
⎦ .
However, we have:
Observation 1. Intrinsic multiplication is (in general) not associative.
Indeed, if a = (a1, a2, a3)T, b = (b1, b2, b3)T are “full” vectors, then for the identity matrix
I3 the products aTI3 and I3b are intrinsic but aTI3b is not intrinsic.
Observation 2. Let A, B, C be matrices such that the product ABC is intrinsic in the sense that
in every entry (ABC)i (of the form
∑
j,k aij bjkck) there is at most one nonzero term. If A has
no zero column and C no zero row, then both products AB and BC are intrinsic.
Remark. In such case, we say that the product ABC is completely intrinsic, and this will be used
even for more than three factors.
We can now reformulate a part of Theorem 2.2 from [3] in these terms as follows:
Theorem A. Let C1, C2, . . . , Cn−1 be 2 × 2 matrices. For k = 1, . . . , n − 1, define n × n matri-
ces Gk by
Gk =
⎡
⎣Ik−1 Ck
In−k−1
⎤
⎦ . (1)
Then for any permutation (i1, . . . , in−1) of (1, . . . , n − 1), the product Gi1Gi2 · · ·Gin−1 is com-
pletely intrinsic.
We intend to investigate matrices of this form in more detail. In [3], they were called comple-
mentary basic matrices, shortly CB-matrices.
For completeness, we add a modified version of a well known result as a lemma. As usual, a
(square) sign-nonsingular pattern is a matrix with entries in the set (+,−, 0) with the property
that every real matrix the entries of which have such sign is nonsingular. A real matrix that has
entries of such signs is said to belong to the class defined by the sign-nonsingular pattern.
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It seems useful for our purpose to say that a sign-nonsingular pattern is positively sign-non-
singular if the resulting determinant of the matrix is positive.
Lemma B ([1], p. 65). The n × n sign pattern (n  2)
⎛
⎜⎜⎜⎜⎜⎜⎝
+ + + · · · + +
− + + · · · + +
0 − + · · · + +
0 0 − · · · + +
· · · · · · · ·
0 0 0 · · · − +
⎞
⎟⎟⎟⎟⎟⎟⎠
(2)
is positively sign-nonsingular.
Transposing this pattern and using the checkerboard sign changes, we have:
Corollary C. The n × n sign pattern (n  2)
⎛
⎜⎜⎜⎜⎜⎜⎝
+ + 0 0 · · · 0 0
− + + 0 · · · 0 0
+ − + + · · · 0 0
− + − + · · · 0 0
· · · · · · · · ·
· · · · · · · + +
⎞
⎟⎟⎟⎟⎟⎟⎠
(3)
is also positively sign-nonsingular.
2. Complementary basic matrices
We first recall the notion of the subdiagonal rank (respectively, superdiagonal rank) (cf. [2])
of a square matrix as the order of the maximal nonsingular submatrix all of whose entries are in
the subdiagonal (respectively, superdiagonal) part.
We also consider [3] the subdiagonal rank extended by some diagonal positions. More precisely,
we say that an n × n matrix A has subdiagonal rank r extended by S ⊂ {2, . . . , n − 1} if the
maximal rank of all submatrices of A which have all entries in the subdiagonal part of A with all
positions (k, k) for k ∈ S included is equal to r . Similarly, we speak about the superdiagonal rank
extended by S.
We also say that an n × n matrix A = (aik) has a lower triangular zig-zag shape with respect
to the set S = {j1, . . . , js} ⊂ {2, . . . , n − 1}, j1 < · · · < js , if apq = 0, whenever q < jt < p
for some t ∈ {1, . . . , s}. The set S can, of course, be void (which certainly happens if an1 /= 0);
A is a Hessenberg matrix if and only if S = {2, . . . , n − 1}.
Analogously, we speak about the upper triangular zig-zag shape of A with respect to S if AT
has the lower triangular zig-zag shape with respect to S. Finally, we say that an n × n matrix A has
a complementary zig-zag shape if in the above notation, A has the lower triangular zig-zag shape
with respect to a subset S ⊂ {2, . . . , n − 1} and at the same time the upper triangular zig-zag
shape with respect to S, where S is the complement of S in {2, . . . , n − 1}.
Now we are able to recall the basic theorem on CB-matrices.
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Theorem 2.1 ([3], Theorem 2.2). Let A be an n × n matrix, n  3, let S be a subset of Qn =
{2, . . . , n − 1}, S = Qn \ S. Then the following are equivalent:
1. A is a CB-matrix, factorized as
A = Gi1 · · ·Gin−1 , (4)
where P = (i1, . . . , in−1) is a permutation of (1, 2, . . . , n − 1), such that k + 1 precedes
k in P if and only if k = n − j for some j ∈ S, and G1, . . . ,Gn−1 are matrices of the form
(1).
2. A has the complementary zig-zag shape with respect to (S, S), the subdiagonal rank of A
extended by S is at most one, and the superdiagonal rank of A extended by S is at most
one.
Before proceeding further, we formulate an observation. There, as well as in the sequel, the
zig-zag shape is considered as a set of positions in the matrix; in a matrix “of this shape” all entries
not contained in the shape are zeros.
Observation 2.2. The complementary zig-zag shape with respect toS, S can be also characterized
as follows:
In the upper (respectively, lower) triangular part, it is the union of positions in all right upper
(lower) triangles whose hypotenuse joins the consecutive entries (k, k) for k ∈ S(k ∈ S). The
positions (1, 1) and (n, n), in the case of an n × n matrix, belong here to both S and S by
definition.
In addition, the peaks in the upper triangular part are in the off-diagonal vertices of these
triangles, i.e. in those positions (i, k), i < k, for which i and k are the next following indices in
S; the peaks in the lower triangular part are such (i, k), i > k, that k and i are the next following
indices in S.
In addition to the peak entries, we define the boundary positions of the zig-zag shape as all
the off-diagonal positions on the legs of the triangles (including the peak positions). By defi-
nition, we also consider the first diagonal position and the last diagonal position as boundary
positions.
This terminology will allow us to speak about peak entries and boundary entries of a matrix
of a zig-zag shape.
Theorem 2.3. A CB-matrix of the form (4) is irreducible if and only if all the off-diagonal entries
of all matrices Ci in (1) are different from zero.
In addition, if the upper off-diagonal entry of Ck is zero, then the whole block of entries (p, q)
for which p  k < q consists of zeros.
Proof. The second part of the theorem follows immediately from the fact that if the upper off-
diagonal entry of Ck is zero, then all the matrices Gi have the mentioned block of zeros. Then,
of course, the matrix is reducible.
Conversely, if all the off-diagonal entries of the matrices Ck are different from zero, then
all the peak entries of the matrix are different from zero which is easily seen (in fact, we
return to this in Theorem 3.2 in graph-theoretical setting) to ensure the irreducibility of the
matrix. 
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Theorem 2.4. A CB-matrix of a given complementary zig-zag shape is uniquely determined by
all its boundary entries subject to the condition that all the peak entries are different from zero
(equivalently, that the matrix is irreducible).
Proof. It is immediate that in each triangle from those mentioned in Observation 2.2, the boundary
entries determine the interior entries uniquely as, if the peak entry, say, apq is different from
zero, these are equal to apia−1pq ajq . This also holds for the diagonal entries in the corresponding
triangle. 
One can easily count the number of boundary positions in a zig-zag shape. In every row, there
are exactly two extreme boundary positions. In the upper (respectively, lower) triangular part,
those boundary positions were omitted which correspond to indices in S (respectively, S). Since
|S| + |S| = n − 2, the total number of boundary positions is 2n + (n − 2), i.e. 3n − 2.
Corollary 2.5. A CB-matrix of order n depends on 3n − 2 parameters. This number is thus
independent of the form of the zig-zag shape.
Remark 2.6. This number coincides with the number of “free” parameters in the matrices Ck .
Indeed, we can always set – in the irreducible case – all the upper off-diagonal entries of all matrices
Ci except one as ones; thus 3(n − 1) parameters remain, to which that one upper off-diagonal has
to be added. This also leads to the construction of the corresponding product.
For completeness, we add the following factorization in the case of just one upper triangular
peak position (the Hessenberg form):
Theorem 2.7. Let n  2. Then the following factorization holds:⎛
⎜⎜⎜⎜⎜⎜⎜⎝
a11 x1y1 x1y2 · · · x1yn−2 x1yn−1
a21 x2y1 x2y2 · · · x2yn−2 x2yn−1
0 a32 x3y2 · · · · ·
· · · · · · · ·
· · · · · · xn−1yn−2 xn−1yn−1
· · · · · · an,n−1 ann
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
a11 x1
a21 x2
1
1
.
.
.
1
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1
y1 1
a32 x3
1
.
.
.
1
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
· · ·
· · ·
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
1
.
.
.
1
yn−2 1
an−1,n−2 xn−1
1
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎝
1
.
.
.
1
yn−2 yn−1
an,n−1 ann
⎞
⎟⎟⎟⎟⎟⎠
.
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This holds even if x1, . . . , xn−1, y1, . . . , yn−1, a11, a21, . . . , an,n−1, ann are matrix square blocks
of the same size and entry 1 represents the identity matrix of this size.
Remark 2.8. We can still choose one of the entries x1 or yn−1.
3. Complementary zig-zag shapes
In this section, we investigate in more detail the properties of complementary zig-zag
shapes.
Theorem 3.1. Every principal submatrix of a complementary zig-zag shape with consecutive
columns is also a complementary zig-zag shape.
Proof. Follows from the fact that by the removal of the first row and column or of the last row
and column the zig-zag shape is preserved. 
It is immediate that we can use the standard theory of directed graphs for interpreting properties
of the complementary zig-zag shapes.
Theorem 3.2. Let GS be the directed graph whose set of nodes is {1, 2, . . . , n} and whose set of
arcs is the set of all pairs (i, k) corresponding to positions within the zig-zag shape with respect
to S, S. Then GS is strongly connected, there is a unique simple cycle containing both nodes 1
and n, and this cycle contains all the nodes of GS. In addition, the indices along the path from 1
to n are increasing, those along the path from n to 1 are decreasing.
Proof. The first assertion follows from the fact that to GS belong all arcs (k, k + 1) and (k + 1, k)
for k = 1, . . . , n − 1. If we remove a node k ∈ S, thus the kth row and column of the zig-zag shape,
the resulting shape will contain a block of zeros (i, j), i = 1, . . . , k − 1, j = k + 1, . . . , n. Thus
every path from 1 to n contains all nodes from S. Analogously, every path from n to 1 contains
all nodes from S. Since there is a path from 1 to n containing just nodes from S and a path
from n containing just nodes from S, there is a unique cycle containing both 1 and n. The rest is
obvious. 
Remark 3.3. One can show that GS is maximal in the following sense: If a new arc is added to
GS , the uniqueness properties in Theorem 3.2 will be lost.
Theorem 3.1 has the following corollary:
Theorem 3.4. Every simple cycle in the graph GS is formed by nodes corresponding to a set
of consecutive integers from {1, . . . , n}, and it is the unique simple cycle in this set of nodes
containing all the nodes.
Proof. LetC be a simple cycle inGS . Leta be the smallest andb the greatest integer corresponding
to the nodes of C. By Theorem 3.1, the principal submatrix with indices a, a + 1, . . . , b has
the complementary zig-zag shape. By Theorem 3.2, there exists, and is unique, a simple cycle
containing both nodes a and b. Thus it is the cycle C. In addition, this cycle contains all nodes
between a and b. 
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We assign now to a complementary zig-zag shape a sign pattern as follows: All positions within
the shape in the upper triangular part (including the diagonal) will have the plus sign, the positions
within the shape in the lower triangular part will have the plus sign or the minus sign, according
to whether the difference of the indices in the usual notation will be even or odd. The positions
outside the zig-zag shape will be zero. We denote the set of such complementary sign patterns by
.
In the following theorems, we intend to investigate the individual terms of the determinant
of general (not only CB-) real matrices A = (aik) having the given zig-zag shape. With each
term, a permutation (k1, k2, . . . , kn) of (1, 2, . . . , n), if n is the order of A, is assigned. Write this
permutation as product of cycles.
Theorem 3.5. Let n  2. A term in the determinant of an n × n matrix A with a complementary
zig-zag shape is not identically zero if and only if all cycles in the corresponding permutation
consist of consecutive integers. In addition, there is exactly one term assigned to every partitioning
of {1, 2, . . . , n} into sets of consecutive integers. This term is obtained as the product of entries
in the cycles, each cycle being formed by peak entries in the zig-zag shape of the corresponding
principal submatrix. There are altogether 2n−1 not identically zero terms.
Before proving this theorem, let us give an example for n = 5.
Example 1. Let n = 5, S = {2}. The matrix A = (aik) has then the form
A =
⎛
⎜⎜⎜⎜⎝
a11 a12 a13 0 0
a21 a22 a23 0 0
0 a32 a33 a34 0
0 a42 a43 a44 a45
0 a52 a53 a54 a55
⎞
⎟⎟⎟⎟⎠ .
There are 16 terms of the determinant, each corresponding to a partition of {1, 2, 3, 4, 5} with
consecutive integers. The term corresponding to the partition with just one part is a13a34a45a52a21,
thus the multiple of all the peak entries, the term corresponding to the partition (12)(345) is
a12a21a34a45a53, etc. The sign of the corresponding permutation is plus in the first case and
minus in the second case.
Observe that if the entries of A would belong to the sign pattern from ⎛
⎜⎜⎜⎜⎝
+ + + 0 0
− + + 0 0
0 − + + 0
0 + − + +
0 − + − +
⎞
⎟⎟⎟⎟⎠ , (5)
then both terms would be positive. This can be shown for all terms so that the pattern (5) is
positively sign-nonsingular.
Proof of the theorem. By Theorem 3.2, there is only one term of the determinant of A corre-
sponding to a permutation with just one cycle, namely that with the peak entries. By Theorem
3.4, every nonzero term of the determinant has the property that the cycles of the corresponding
permutation consist of consecutive integers, and there is only one such term for every partitioning
of {1, 2, . . . , n}. Since the number of such partitions is 2n−1, the proof is complete. 
12 M. Fiedler / Linear Algebra and its Applications 428 (2008) 5–13
Theorem 3.6. Let n  2. Then all n × n sign patterns in  are positively sign-nonsingular.
Proof. We use induction with respect to n. The case n = 2 being trivial, let n > 2 and suppose
the result true for all smaller values of n. Let Q be an n × n sign pattern in and let A be a matrix
belonging to the class Q. Let a nonzero term of det A correspond to a permutation P . By Theorem
3.5, every cycle in the decomposition of P into cycles consists of consecutive integers. Thus this
term is at the same time a term in the direct sum of the corresponding principal submatrices of A.
If there is only one cycle in P , Q coincides with the positive sign-nonsingular pattern of Lemma
B or Corollary C. In all other cases, the principal submatrices of the direct summands have a
positive sign-nonsingular pattern by Theorem 3.1 and the induction hypothesis. The term is thus
positive since it is a product of positive terms. 
This theorem presents another proof of a result given in [5]. We showed there that the sign
pattern matrix obtained by substituting the matrix
(+ +
− +
)
for all the matrices Gi , is always
a sign-nonsingular pattern matrix. In fact, these sign pattern matrices are exactly the n × n sign
pattern matrices in .
Let us add the following result which may also be known.
Theorem 3.7. Let A be a real matrix belonging to the class of a sign-nonsingular pattern matrix.
Then A ◦ (AT)−1 is a doubly stochastic matrix.
Proof. By the definition of a sign-nonsingular pattern matrix, the determinant of the matrix
obtained by substituting into every plus entry an indeterminate and into every minus entry a
negative of an indeterminate, is either a sum of positive terms in the indeterminates, or a negative
of such sum. Without loss of generality, we can suppose the first case occurs. It follows that
the partial derivative with respect to every indeterminate is again such sum of positive terms;
but that is the corresponding entry of the transpose of the adjoint matrix, thus, up to a positive
multiple, also of the transpose of the inverse matrix. This holds independently of the choice of the
indeterminate, i.e. the sign remains the same whenever we substitute into the given sign matrix
any number of the right sign. Thus A ◦ (AT)−1 is a nonnegative matrix. In addition, the row – as
well as column – sums are all equal to one; this holds for any nonsingular matrix A. 
Corollary 3.8. Let A be a nonsingular matrix having the complementary zig-zag shape. If both
the diagonal and the upper triangular part of A are positive and the lower triangular part of A has
checkerboard sign pattern, then the inverse of A has within the transpose zig-zag pattern positive
entries both in the diagonal and in the lower triangular part, whereas in the upper triangular
part the signs are checkerboard type.
4. Concluding remarks
Observe that the companion matrix of the polynomial xn + a1xn−1 + · · · + an−1x + an⎛
⎜⎜⎜⎜⎝
−a1 −a2 · · · −an−1 −an
1 0 · · · 0 0
0 1 · · · 0
. . · · · . .
0 0 · · · 1 0
⎞
⎟⎟⎟⎟⎠ , (6)
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or even the more general matrix⎛
⎜⎜⎜⎜⎝
c1 c2 · · · cn−1 cn
1 0 · · · 0 0
0 1 · · · 0
. . · · · . .
0 0 · · · 1 c0
⎞
⎟⎟⎟⎟⎠ (7)
have the form from Theorem 2.7 and thus belong to the class of CB-matrices.
In [3], Theorem 2.6, or [4], Lemma 2.2, it was shown that all products Gi1Gi2 · · ·Gin−1 from (4)
have the same spectrum, including multiplicities. This allowed us to present companion matrices
of a polynomial having other structure, e.g. four-banded.
Observe that one of such structures is obtained from (7) as the product of the matrices U =
G1G3 · · · and V = G2G4 · · ·, where the Gi’s are the matrices from (4) and (1) easily obtained
from the formulae above. Both U and V are block diagonal matrices, in fact symmetric. We then
have the possibility to add to the given polynomial one additional parameter c0 and to study the
behavior of the polynomial in the neighborhood of the case that the parameter is zero as in (6).
Another possibility is to study the relationship between the eigenvectors of the companion
matrix (6) or (7) and those of the product UV .
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