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Geometric temperature and entropy of quantum isolated horizons
Daniele Pranzetti1∗
1Max Planck Institute for Gravitational Physics (AEI), Am Mu¨hlenberg 1, D-14476 Golm, Germany.
By reintroducing Lorentz invariance in canonical loop quantum gravity, we define a geometrical
notion of temperature for quantum isolated horizons. This is done by demanding that the horizon
state satisfying the boundary conditions be a Kubo-Martin-Schwinger state. The exact formula
for the temperature can be derived by imposing the reality conditions in the form of the linear
simplicity constraints for an imaginary Barbero-Immirzi parameter. Thus, our analysis reveals the
connection between the analytic continuation to the Ashtekar self-dual variables and the thermality
of the horizon. The horizon thermal equilibrium state can then be used to compute both the
entanglement and the Boltzmann entropies. We show that the two provide the same finite answer,
which allows us to recover the Bekenstein-Hawking formula in the semi-classical limit. In this way, we
shed new light on the microscopic origin of black hole entropy by revealing the equivalence between
the near-horizon degrees of freedom entanglement proposal and the state-counting interpretation.
The connection with the Connes-Rovelli thermal time proposal for a general relativistic statistical
mechanics is worked out.
I. INTRODUCTION
The analogy between black holes and thermodynam-
ical systems is now well established. In particular, one
can associate to a black hole a notion of entropy and tem-
perature [1, 2]. However, the statistical mechanics under-
standing of these thermodynamical properties is not clear
yet, as this would require most likely a quantum grav-
ity treatment of the horizon microscopic degrees of free-
dom (d.o.f.). Loop quantum gravity (LQG) has identi-
fied the entropy d.o.f. as the quantum fluctuations of the
polymer-like geometry of the horizon [3–5] (see [6] for a
review). While the result of the entropy counting showed
a linear behavior with the horizon area (and the appear-
ance of sub-leading logarithmic corrections) [7], the exact
numerical match with the Bekenstein-Hawking formula
S = aH/(4ℓ2P ) required to fix the Barbero-Immirzi pa-
rameter γ (entering the spectrum of the area operator)
to a particular real value. The need to eliminate a purely
quantum ambiguity represented by γ through the request
of agreement with a semiclassical result may be seen as
a not very natural, let alone elegant, passage.
Indeed, this feature of the LQG calculation has re-
ceived quite some attention during the years and some
proposals for its removal have appeared (see, e.g., [8, 9]).
However, only recently a key observation was made: in
all of the state counting techniques developed in the lit-
erature the notion of temperature was never explicitly
used. This observation led to the local stationary ob-
server description of the horizon properties introduced in
[10, 11], which allowed to single out a physical notion of
local horizon energy. Such an ingredient, together with
the introduction by hand of the Unruh temperature [12]
for the thermal atmosphere around the horizon, provides
a leading term for the state counting independent on the
Barbero-Immirzi parameter and in agreement with the
Bekenstein-Hawking entropy [10].
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At the same time, the discovery of the important role
played by the local description of the horizon physics
led to the application of some techniques of state con-
struction developed in the spin foam formalism [13] to
the definition of a quantum Rindler horizon [14]. In this
context, the Unruh temperature is obtained by coupling
a two-levels detector and then application of the Clau-
sius relation yields the Bekenstein-Hawking formula for
the entropy variation.
It might seem quite surprising that the key role played
by the horizon temperature in recovering the semiclassi-
cal result was realized only several years after the first
ideas about black hole entropy in LQG appeared. How-
ever, it should be noted that the notion of Unruh temper-
ature is intimately related to the local Lorentz invariance
of space-time [15, 16]. On the other hand, in canonical
LQG one uses the SU(2) Ashtekar-Barbero connection
[17] obtained from the Ashtekar’s complex variables [18]
by means of canonical transformations with real values
of γ. The use of a compact group for the connection
provides a rigorous definition of the kinematical Hilbert
space Hkin of the theory.
However, differently from the SL(2,C) Ashtekar con-
nection, which can be derived from a manifestly covariant
action [19] maintaining full local Lorentz invariance, the
Ashtekar-Barbero connection cannot be interpreted as a
space-time connection. In fact, it has been shown that
it does not transform correctly under space-time diffeo-
morphisms [20, 21]. Only recently this issue has moti-
vated the development of new techniques to reformulate
the canonical theory in a Lorentz-covariant way keeping
γ real (see [22] for a review). These techniques provide
new tools that will be used in our analysis, as explained
below.
In light of the strict connection between temperature
and local Lorentz invariance, it seems necessary to start
with a covariant approach to LQG in order to be able to
derive a notion of temperature for the horizon. In this
work we show that indeed, once Lorentz symmetry is in-
troduced in the framework of quantum isolated horizons
2(QIH) [4, 5], a geometric notion of temperature arises.
A possible way to implement Lorentz covariance is to
introduce the natural complex structure of SL(2,C) in
the phase-space. That is, we reintroduce the complex
Ashtekar variables, which, as argued above, are geomet-
rically preferred (in the sense that they transform lin-
early under local Lorentz transformations). However, as
recently shown in [23], the use of an SL(2,C) connec-
tion does not necessarily imply an imaginary Barbero-
Immirzi parameter. Therefore, we follow the approach
of [23] and start from an SL(2,C) connection formula-
tion while keeping γ real. Then, the linear simplicity
constraint of spin foam gravity
Ki = γLi (1)
emerges as a reality condition for the metric to be im-
posed in order to recover the standard SU(2) kinematical
Hilbert space of LQG. Here Li and Ki represent respec-
tively the generators of the rotation and corresponding
boost subgroups of the Lorentz group. Imposition of the
relation (1) in the quantum theory then brings us back
to the real theory and, at the same time, tells us how
to embed the SU(2) subgroup in the SL(2,C) one. The
arbitrariness of this embedding is then fixed by going to
the time-gauge, which allows us to have the same SU(2)
structure everywhere (at each node).
Our strategy can thus be summarized as follows. In
order to introduce the concept of temperature, we need
to define a local notion of time evolution. This can be
achieved by means of local Lorentz invariance. There-
fore, we start classically from a complex phase-space
parametrized by the Ashtekar complex variables. In the
quantum theory this then leads us to the SL(2,C) ana-
log of the holonomy-flux algebra. On this larger [than the
standard SU(2)] kinematical Hilbert space, we then need
to impose the reality condition (1). This can be done us-
ing techniques developed in the spin foam context. Since
the subspace formed by the space of solutions to (the
quantum analog of) (1) can be mapped to the space of
cylindrical function of the SU(2) Ashtekar-Barbero con-
nection [23], we recover the standard kinematical Hilbert
space of loop quantum gravity. Therefore, the condition
(1) plays a fundamental double role. On the one hand,
it allows us to rely on the well-behaved structures of the
SU(2) LQG kinematical Hilbert space for the construc-
tion of the horizon state; on the other hand, it provides
a natural notion of time evolution encoded in the boost
Hamiltonian Ki. In this way, all the necessary ingre-
dients to define the KMS-condition defining the horizon
temperature are at hand.
Notice that up to this stage γ is still kept real. One
of the main results of the paper is to show that, in or-
der for the KMS-condition to be satisfied by the horizon
state (built as a solution to the IH boundary conditions)
and derive a physical temperature, we need to set γ = i.
Hence, the analytical continuation to be performed in-
volves the SU(2) embedding into SL(2,C) defined by the
imposition of the simplicity constraint and, consequently,
the spectra of the geometrical operators. In particular,
while the spectrum of the area operator becomes imagi-
nary, as a consequence of this analytic continuation, we
show that the final result for the entropy is real.
In this way, our analysis sheds light also on the calcu-
lation of [24], where the passage from the compact gauge
group SU(2) to the non-compact group SL(2,C) is per-
formed by means of such an analytic continuation of the
Chern-Simons (CS) Hilbert space formula.
In Sec. II, in analogy with the Euclidean path inte-
gral representation of the Unruh vacuum, we construct a
KMS-state [16] for the geometry of QIH associated to a
proper sub-algebra of the holonomy-flux ∗-algebra. The
resulting local notion of temperature bears a geometrical
characterization in terms of the conical singularities in
the quantum horizon geometry induced by the punctures
and shows the necessity of the condition γ = i.
In Sec. III the KMS-state will be used to compute
both the entanglement and the Boltzmann entropies of
QIH, showing how the two provide the same finite an-
swer which allows us to recover the Bekenstein-Hawking
formula in the semi-classical limit. Interpretation of our
results and comments will be presented in the final Sec.
IV. In Appendix A the relation with the Tomita-Takesaki
modular theory [25] and the thermal time hypothesis of
Connes and Rovelli [26] is derived.
II. KMS-STATE AND GEOMETRIC
TEMPERATURE OF QIH
A. General setup
KMS-states correspond to the correct physical exten-
sion of Gibbs equilibrium thermal states to infinite di-
mensional quantum systems, thus providing the proper
general formalism to define the notion of temperature.
In order to define a KMS-state associated to the geome-
try of QIH, let us start by recalling the Euclidean path
integral representation for the vacuum of a relativistic
quantum field restricted to a Rindler wedge. It is in fact
well known (see, for instance, [27, 28]) that the ther-
mality of a black hole [29] is analogue to the thermal-
ity of the vacuum in flat space-time when restricted to
one wedge, namely the Unruh effect. More precisely, by
means of an Euclidean path integral representation, the
ground state wave functional of a field φ can be written
as a reduced density matrix for the state restricted to the
Rindler wedge. When expressed in terms of eigenstates
∣n⟩ of the boost Hamiltonian Kη generating the Rindler
horizon in terms of shift of the hyperbolic angle η, the
vacuum of a relativistic quantum field takes the form of
the canonical thermal state
ρR = trL∣0⟩⟨0∣ = ∑
n
e−2piEn ∣n⟩RR⟨n∣ , (2)
where En are the eigenvalues of Kη and R,L refer to the
modes on the right and left wedges. In this description
3one defines the horizon temperature as the period of the
rotation angle corresponding to the euclidean continua-
tion of η. Such a notion of temperature as the period
of the Euclidean time coordinate in a set covering only
part of the manifold can easily be extended to any static
spacetime with a bifurcation horizon, and in particular
to the Schwarzschild space-time. This is possible due to
the fact that a wide class of metrics with horizons can be
mapped to the Rindler form near the horizon; in the gen-
eral case, the corresponding state is not a true vacuum,
but it is invariant under the static Killing symmetry of
the background.
Taking the trace of the reduced density matrix (2) one
obtains the partition function Z. In order to use this Z
to compute the entropy then, one has to go off-shell [30].
More precisely, the thermodynamic entropy is given by
S = −(β ∂
∂β
− 1) lnZ ; (3)
therefore, in order to be able to derive with respect to
β, Z can be computed by evaluating the Euclidean func-
tional integral over fields periodic in the Euclidean time
under tE → tE+β. This is achieved by extending the clas-
sical black hole action to conical geometries; namely, one
introduces a conical singularity in the (r, t) plane at the
point where the horizon is located. One can show that
the deficit angle of the cusp δ = 2π − β and the horizon
area are canonically conjugate. By means of the effec-
tive action of a quantum field on the background metric
with a conical singularity at the entangling surface, the
expression (20), when evaluated for standard black hole
solutions (i.e. δ = 0), reproduces the familiar Bekenstein-
Hawking entropy [30].
The entanglement entropy interpretation of this black
hole entropy derivation, originally proposed in [31], is
clear in the geometric formulation of [32] (see [33] for a
review of these ideas).
The basic ingredient in this derivation is represented
by Lorentz invariance. The use of the Ashtekar-Barbero
connection in the previous LQG literature has obfuscated
this fundamental aspect. Hence, we now want to reintro-
duce Lorentz invariance in the canonical framework and
use it to define a notion of horizon temperature.
A possible way to do this is to follow the approach
of [23], where a program of canonical quantization with
respect to complex variables, following standard LQG
techniques, has been initiated. As outlined in the in-
troduction, this does not require an imaginary Barbero-
Immirzi parameter and, hence, γ can be kept real. Then,
the simplicity constraints (1) naturally appear as reality
conditions on the momentum variable. Borrowing tech-
niques developed in the spin foam context in order to
embed the SU(2) kinematical Hilbert space via the no-
tion of projected spin networks [34], the weak imposition
of (1) provides a limiting procedure in which one can re-
cover the usual kinematical Hilbert space of the real val-
ued Ashtekar-Barbero connection [23]. In this way, we
can rely on the standard SU(2) kinematical structures,
even though we started with a complex connection. At
the same time, the fact that the (projected) SU(2) spin
network states satisfy the reality condition (1) will play
a crucial role in showing the thermality of the horizon
state. Our analysis in the rest of this section will hence
proceed as follows.
The quantum horizon state will be constructed from
the invariant subspace of the tensor product between
SU(2) spin-j representation spaces associated to the bulk
links piercing the horizon, in analogy with the standard
construction [5]. On each SU(2) representation space we
then need to impose the IH boundary condition [5, 35]
F iab(A) = −π(1 − γ
2)
aH
Liab , (4)
where F i(A) is the curvature of the connection A, aH the
IH cross-section area1 and Li an SU(2) valued two-form
constructed from the triad field. Since each spin-j vector
space itself can be written as a tensor product between
a part (of the link) living in the bulk and one on the
boundary (see below for more details), the horizon den-
sity matrix will be obtained by tracing over the boundary
degrees of freedom.
At this point, the last missing ingredient in order to
define and impose the KMS condition for the horizon
state is the introduction of a notion of time evolution.
This is where the original Lorentz group structure comes
in hand. In fact, locally (at each link) it is always pos-
sible, by a proper gauge fixing, to align the internal di-
rections to the space-time directions; in this way, we can
locally identify the gauge symmetry (internal SO(1,3)
rotations) with the spacetime diffeomorphisms and hence
introduce a local notion of time. Such gauge fixing is
provided by the time gauge, which allows us to write the
SL(2,C) algebra in terms of the generators Li of the
SU(2) rotations and the corresponding boost generators
Ki entering in (1). In this way, we can identify the in-
ternal space with local Minkowski space-time and single
out an internal time-direction, aligned to the space-like
hypersurface normal.
With this identification, the boost HamiltonianKi can
be interpreted as a time evolution generator, like in the
case of a Rindler horizon, and used to define the algebra
automorphism entering the definition of KMS condition.
This is possible since the IH boundary conditions are
specified by introducing a choice of null tetrads system
which is compatible with and preserves the space-time
foliation; moreover, a further gauge-fixing (adapted to
the horizon) is possible such that the rotation genera-
tors Li on the horizon coincide with the flux operators
1 Recall that an IH is null hypersurface topologically S2 ×R, i.e.
foliated by a (preferred) family of 2-spheresH (at the intersection
between the IH and the bulk space-like surfaces) and equipped
with an equivalence class [ℓa] of transversal future pointing null
vector fields generating the horizon.
4on the r.h.s. of (4), in which the space-time indices are
pulled back to the boundary 2-sphere, i.e. the (θ,φ)
plane, (hence the same notation) and the boost gener-
ators Ki live in the (r, t) plane (via the identification
with the (0,1) internal directions). Namely, this corre-
sponds to the gauge where the tetrad (eI) is such that e0
is aligned to the space-like surface normal (time gauge),
e1 is normal to H , e2 and e3 are tangent to H and the
null tetrad reads ℓa = 2−1/2(ea0 + ea1), na = 2−1/2(ea0 − ea1),
and ma = 2−1/2(ea
2
+ iea
3
); the only non-trivial component
of the r.h.s. of (4) is then L1ab ∝ e2a ∧ e3b .
Notice that this local notion of time evolution is enough
for our purposes to construct KMS states, since the
holonomy-flux subalgebra considered in the definition of
the C∗−algebra in Sec. II B below is formed by local
operators defined at each puncture.
Let us conclude with a couple of comments. First of all,
the linear simplicity constraints will always be used in-
side expectation values in the following. Thus, only their
weak imposition will be necessary, consistently with the
‘new’ spin foam models. Secondly, since the bulk dynam-
ics is frozen for a QIH (the lapse function vanishes on the
horizon [35]), what we are interested in here is just the
restriction to the SU(2) kinematical Hilbert space and
not a given spin foam vertex amplitude. In particular,
we do not need to choose a specific map implementing (1)
weakly on the labelings of the unitary representations of
SL(2,C) at each puncture. In this way, one may consider
a bigger space of solutions than the one defined by the
EPRL model [36], like for instance in [37].
B. C
∗
−algebra
The starting point for the construction of a KMS-state
is a C∗−algebra. As pointed out above, the imposition
of the linear simplicity constraints (1) allows us to use
the real SU(2) kinematical Hilbert space. Therefore, we
are going to define our C∗−algebra as a sub-algebra AH
Γ
of the holonomy-flux ∗−algebra of LQG [38] localized on
the horizon H . For the construction of AH
Γ
we follow
the analysis of [39], where the authors study a modifica-
tion of the Ashtekar-Lewandowski measure on the space
of generalized connections and look for a representation
of this algebra containing states that solve the quantum
analog the boundary conditions (4). In this way, the
horizon degrees of freedom are now represented simply
by elements of the flux-holonomy algebra of LQG. While
the construction of [39] is not fully worked out in the
SU(2) case for all relevant observables, for the definition
of AH
Γ
we only use a subset of observables, which are not
affected by quantization ambiguities.
Let us consider a given boundary graph Γ, that is a
set of N edges piercing the horizon. As shown in [39],
holonomies on all contractible loops over the horizon are
fixed and there are no local gauge invariant d.o.f. associ-
ated to them, in accordance with the expected topologi-
cal nature of the boundary theory. Therefore, we do not
consider them in the algebra AH
Γ
. Holonomies on loops
around punctures in Γ are fixed by the modified measure
on H implementing the geometric condition (4).
On the other hand, in the case H being a topologi-
cal sphere, holonomies that run between punctures (and
the conjugate fluxes) represent the only d.o.f. lying on
the horizon and independent states on the horizon are
labelled by a single intertwiner between them [39]. In
this way one recovers the SU(2) intertwiner model of
[5]. These holonomies can be seen as an extension of the
edges in Γ; they form an intertwiner representing d.o.f.
not accessible to the exterior observer and we are thus
going to trace over them. In the next section we will see
how the information encoded in the intertwiner structure
has an imprint in the thermal correlations of the resulting
density matrix.
The horizon fluxes are defined on a discrete set of sur-
faces formed only by those branes {p1 . . . pN} which in-
tersect one of the edges in Γ 2. On each of these branes
then the fluxes are quantized as
Lˆp =∯
p
Lˆ . (5)
The last fundamental ingredient comes from the TQFT
structure of the solutions to the condition (4) found in
[39]. Namely, assuming the convergence between Chern-
Simons and LQG isolated horizons quantization (as sug-
gested also by the results of [40]), we take the level k
(an integer entering the Chern-Simons description of the
boundary theory—see also footnote 3) as a cut-off for
the SU(2) irreps labeling the punctures Hilbert space.
In this way the boundary operators are bounded. This
completes the definition of the C∗−algebra AH
Γ
.
C. KMS-condition
Following the Euclidean path integral approach, we
can write the QIH state as a pure state by considering
for each puncture the tensor product between the associ-
ated inside and outside (of the horizon) states. Here by
‘inside state’ we refer to the extension of the bulk link
that lies along the horizon and we use the suffix I for
this part of the state. Due to the entanglement between
these two components then, one can obtain a mixed state
when restricting to the exterior.
H
I
I
I
I
O
O
O
O
2 This restriction guarantees that the density matrix defined in
(11) can be represented as a cyclic and separating vector on a
Hilbert space (see Appendix A).
5FIG. 1. Gauge invariant QIH state.
Explicitly, by using the spin network basis spanning
the kinematical Hilbert space of LQG, each link p com-
ing from the bulk, piercing the horizon and extending on
its surface, like in FIG. 1, has an associated irreducible
representation space labelled by an SU(2) spin jp (with
jp = 1/2,1,3/2, . . . , k/2). The IH Hilbert space will then
be given by a subspace of the tensor product of all such
representation spaces associated to all the links piercing
the boundary, namely HIH ⊂ ⊗p ∣jp⟩. Let us now di-
vide each boundary link Hilbert space in its internal and
external parts by inserting a bivalent intertwiner at the
point where the edge pierces the horizon (see FIG. 1) and
write the state associated to each puncture in the spin
representation as
∣jp⟩ =
+jp
∑
mp=−jp
∣jp,mp⟩I ⊗ ∣jp,mp⟩O , (6)
where, due to orthogonality of spin network states,
A⟨jp,mp∣j′p′ ,m′p′⟩A′ = δpp′δAA′δjj′δmm′ with A,A′ = I,O .
(7)
Thus, the horizon “vacuum” state belongs to the ten-
sor product HI ⊗ HO between the boundary and the
bulk Hilbert spaces (as in the picture emerging from the
Chern-Simons quantization [4, 5]), and it can be written
as a pure density matrix,
Ω =⊗
p
∣jp⟩⟨jp∣ , (8)
on which the quantum boundary conditions have to be
imposed. In order to impose the quantum version of (4)
on the state (8), we need to observe that the kinemat-
ical Hilbert space of the theory is given by cylindrical
functions which depend on the connection via its parallel
transport along links of a given graph. In other words,
implementation of diffeomorphism invariance requires an
initial configuration space containing holonomies and not
directly the connection. Hence, to impose (4) in the
quantum theory, we need to rely on the non-Abelain
Stokes theorem relating surface integrals of the curvature
with the holonomy (a similar regularization is required
also in the Chern-Simons quantization of the boundary
theory [4]). This amounts to exponentiating eq. (4) and
imposing the quantum version of
h∂p = P exp i∯
p
F (A) = P exp 2πi
k
∯
p
L , (9)
where we have used the linear relation between the
Chern-Simons level k and the IH area [4, 5]3.
3 At this stage, the introduction of Chern-Simons ingredients like
the level k is not strictly necessary and one could as well replace
k with its expression in terms of the IH area aH and γ following
from (4). However, in the following it will be important to use
the cut-off k/2 on the spin representations labels in order to have
finite traces over the states in the boundary theory.
Imposition of (9) in the quantum theory (which here
we assume to be done like in [39] by means of a modified
measure on the horizon Hilbert space) implies, in partic-
ular, that the state (8) has to be gauge invariant. This
means that the action of an holonomy that goes around
all punctures has to leave the state invariant (given the
2-sphere topology of the IH, a loop surrounding all the
punctures is contractible). Since this can be written as a
product of holonomies around each puncture, we have
Ω =⊗
p
hˆ∂p∣jp⟩⟨jp∣ . (10)
If we now trace over the degrees of freedom ∣j,m⟩I inside
the horizon and use the (quantum) boundary eom (9)
(by computing the scalar product on the internal states
I by means of the modified measure defined in [39]), the
quantum statistical state is given by the density matrix
ρˆ = 1
Z
N
⊗
p=1
P
jp
O e
i 2pi
k
Lˆp P
jp
O = 1
Z
N
⊗
p=1
P
jp
O e
i( 2pi
k
−2pi)Lˆp P
jp
O ,
(11)
where the projector P
jp
O is given by
P
jp
O =
+jp
∑
mp=−jp
∣jp,mp⟩OO⟨jp,mp∣ , (12)
and
Z = tr( N⊗
p=1
P
jp
O e
i( 2pi
k
−2pi)Lˆp P
jp
O ) (13)
is a normalization factor such that tr(ρˆ) = 1. The last
passage in (11) follows from the periodicity of the action
of the exponential of the flux operator [39].
We can thus see how the information contained in
the boundary conditions (4) is encoded in a Boltzmann-
like factor on each puncture associated to the flux-
Hamiltonian, in analogy with the Unruh vacuum (2),
which emerges as a consequence of the imposition of
diffeo-invariance and the trace over the inside states. In
other words, the ‘Boltzmann’ operator is not introduced
by hand in the horizon state, but its appearance is a
consequence of the QIH definition. Then, as it will be
clearer in a moment, the thermality of the density matrix
associated to the horizon quantum state originates from
the entanglement between internal and external horizon
d.o.f..
The trace-class operator ρˆ defines a positive linear
functional (i.e. a state) over AH
Γ
that can be represented
as
ρˆ(A) = tr(Aρˆ) (14)
for every A ∈ AH
Γ
. Now remember that the state (2)
represents an example of KMS-state for the automor-
phism generated by the boost Hamiltonian over the al-
gebra defined by functional calculi of the fields φ with
support on the Rindler wedge [15]. Therefore, based on
6the Bisognano-Wichmann theorem4 [15] and the proposal
of [14], using the gauge-fixing described in Sec. II A, we
can take the boost operator Kˆ on each brane as the local
horizon generator. Hence, we consider the one-parameter
automorphism group αt generated by the boost Hamil-
tonian on the C∗-algebra AH
Γ
localized on the horizon
defined by
αt(A) =
N
⊗
p=1
PeitKˆpP A
N
⊗
p′=1
P ′e−itKˆp′P ′, A ∈ AH
Γ
, t ∈ R ,
(15)
where from now on we adopt the notation P ≡ P jpO , P ′ ≡
P
j
p′
O . Using the GNS construction to define a represen-
tation associated to the state (11), αt can be shown to
be the modular automorphism group on AH
Γ
associated
to the state (11) (see Appendix A). In this way then our
analysis can be embedded in the formalism defined in [41]
for a proposal of general relativistic statistical mechanics.
From this point of view, the geometrical interpretation
of the thermal time [26] flow generated by the statistical
state (11) is encoded in the boundary condition (4).
If we now define the complex correlation function
fAB(z) as
fAB(z) = ρˆ(αz(A)B) with z ∈ C , (16)
then the QIH state (11) satisfies the KMS-condition [16]
fAB(−iβ) = ρˆ(α−iβ(A)B) = ρˆ(Bα0(A)) = fBA(0) (17)
with temperature
β = 2π(1 − 1
k
) , (18)
once the relation (1) is implemented weakly on each brane
with γ = i. The reduced density matrix (11) then repre-
sents the analog of the KMS-state (2) for QIH.
Proof:
fAB(−iβ)
= tr(⊗
p′
P ′eβKˆp′P ′A⊗
p′′
P ′′e−βKˆp′′P ′′B⊗
p
Pei2pi(
1
k
−1)LˆpP
Z
)
= tr(B⊗
p
Pei2pi(
1
k
−1)LˆpPeβKˆpPA⊗
p′
P ′e−βKˆp′P ′
Z
)
= tr(B⊗
p
Pe(i2pi(
1
k
−1)+βγ)LˆpPA⊗
p′
P ′e−βKˆp′P ′
Z
)
= tr(B⊗
p
PA⊗
p′
P ′⊗
p′
P ′ei2pi(
1
k
−1)Lˆp′P ′
Z
)
= ρˆ(Bα0(A)) = fBA(0) ,
4 The analogue of the Bisognano-Wichmann theorem, satisfied by
the Unruh vacuum (2), for the case of the C∗−algebra defined in
Sec. II B is shown to hold for the density matrix (11) in Appendix
A. This provides further evidence for the local interpretation of
(11) as the QIH ‘vacuum’ state.
where the projectors’ relation
⊗
p
P⊗
p′
P ′
=⊗
p
∑
mp
∣jp,mp⟩OO⟨jp,mp∣⊗
p′
∑
m′p
∣j′p,m′p⟩OO⟨j′p,m′p∣
=⊗
p
∑
mp
∣jp,mp⟩OO⟨jp,mp∣ =⊗
p
P
following from the orthogonality relation (7) has been
applied several times; in the third passage we have used
(1) and in the fourth one set
γ = i and β = 2π(1 − 1
k
) . ◻
The temperature (18) has a geometrical interpretation
in terms of the period of the rotational symmetry en-
coded in the action of the flux operator at each puncture.
In fact, after imposition of (4), the QIH state is flat ex-
cept at the punctures {p}N
1
intersecting the surfaces over
which L is discretized, where it has conical singularities
with quantized deficit angles δ = 2π/k [4]. We can thus
see the further analogy with the Euclidean path integral
approach. Namely, the notion of temperature emerging
from the construction of KMS-states for QIH is associ-
ated to the quantum geometry deficit angle at the conical
singularities in the boundary curvature induced by the
bulk geometry. Since the r.h.s. of the boundary condi-
tions (4) can be derived by means of the Gauss-Bonnet
theorem [4], such geometric connotation is analogue to
the derivation of [30]. More precisely, the notion of tem-
perature derived from the IH boundary conditions is dual
to the one of [30] in the sense that, in our case, the con-
ical singularity lives in the (θ,φ) plane instead of the
(r, t) plane (where we are using the correspondence be-
tween internal and space-time directions possible due to
the gauge fixing described above). The equivalence be-
tween the two notions of temperature is then encoded in
the relation between the (quantum) geometry of the two
planes contained in (1). Hence, we see once more the
important role played by the simplicity constraint.
The relevance of the periodicity of the rotational sym-
metry around a puncture in the definition of the IH tem-
perature is also supported by the conform field theory
(CFT) description of the horizon d.o.f. provided in [42].
In this case, the relation between the period on the cir-
cle (around a puncture) and that of the Euclidean time
is encoded in the modular invariance of the CFT par-
tition function on the torus. The origin of this match
of the notion of temperature associated to the rotational
symmetry on the horizon may be associated to the iso-
morphism between the (restricted) Lorentz group in four
dimensions and the (projective) conformal group in two
dimensions.
From the proof presented above it emerges clearly how
the necessity of the condition γ = i is related to the kine-
matical structures used in LQG. More precisely, it is the
passage from connection to holonomy variables in the
7quantum theory, which allows us to implement diffeo-
morphism invariance (as explained above), that brings
in the factor i in the state (11) and ultimately requires
an imaginary γ for the KMS-condition (17) to be satis-
fied. Therefore, we can understand the physical mean-
ing of the analytic continuation to the Ashtekar self-dual
variables from a local point of view as a consequence of
the deep relation between horizon temperature and local
Lorentz invariance, as pointed out at the beginning.
Notice that the horizon boundary condition (4) was
originally derived in [35] by means of the self-dual connec-
tion A+, for which it takes the form F (A+) = −2π/aH L+.
Moreover, in the limit γ = i the simplicity constraint (1)
becomes the self-dual condition K = iL, known to be
part of the reality constraints of the Ashtekar complex
formulation.
The (dimensionless) Unruh temperature can be recov-
ered by going to the large area semi-classical limit; in
fact, in the large Chern-Simons level limit one gets im-
mediately βU = limk→∞ β = 2π 5.
III. ENTROPY
We can now use the thermal equilibrium state ρˆ to
compute the von Neumann and the Boltzmann entropies
of QIH. Given the expression for the entanglement en-
tropy of a reduced density matrix
Sent = −tr(ρˆ ln ρˆ) , (19)
from the state (11) and by means of the level k as a natu-
ral IR cut-off on the punctures color to perform the trace
(a UV cut-off is automatically implemented in the theory
via the fundamental discrete structure of the quantum
geometry), we get
Sent = −tr(ρˆ ln 1
Z
N
⊗
p=1
Pe−i2pi(1−
1
k
)Lˆp P )
= tr(ρˆ∑
p
i2π(1 − 1
k
)Lˆp) + tr(ρˆ lnZ)
= i2π(1 − 1
k
) tr(ρˆ aˆH
8πiℓ2P
) + lnZ
= ⟨aH⟩
4ℓ2
P
(1 − 1
k
) +N ln Z˜ , (20)
where Z = Z˜N and in the third line we have used the
analytic continuation to γ = i of the formula for the LQG
5 The usual formula 2π/κ for the Unruh temperature is recovered
once we relate the flux-Hamiltonian to the horizon local energy
of [11], that is as we express the horizon evolution in terms of the
static observer local time t = ηℓ, where ℓ = κ−1 is the observer
proper distance from the horizon. (Unfortunately, the standard
notation might be confusing in this case: k = Chern-Simons level,
κ = horizon surface gravity).
area operator, shown to be related to the gauge rotation
generators by A2p = (8πℓ2P )2γ2L2p in [36].
The Boltzmann entropy can be computed by noticing
that the normalization (13) of the horizon thermal state
coincides with the canonical partition function of QIH
(see, for instance, [10]). By means of the result (18) for
the horizon temperature then we can use the formula
SBol = −β2 ∂
∂β
( 1
β
lnZ) . (21)
Taking again k as a regulator, we have
SBol = −β ∂
∂β
(lnZ) + lnZ
= β tr(ρˆ∑
p
iLˆp) +N ln Z˜
= ⟨aH⟩
4ℓ2P
(1 − 1
k
) +N ln Z˜ , (22)
where in the last passage we have used the expression
(18) for the temperature.
Hence, we see that the entanglement and the Boltz-
mann statistical entropies give the same result. In the
semi-classical limit of large horizon area (Chern-Simons
level) we recover the Bekenstein-Hawking formula
SBH = Sent = SBol (23)
once the modification of the first law of QIH mechanics
proposed in [10] is taken into account—such a modifi-
cation encodes the quantum hair structure associated to
the QIH geometry, as investigated more in detail in [43].
The appearance of this extra term can be better under-
stood once taking into account also matter d.o.f. living
on the horizon punctures. In fact, from the local observer
perspective and the thermality of QIH derived here, it is
natural to expect a distribution of matter fields quanta
in a thermal bath near the horizon (see also the discus-
sion in [43]). Such a “gas” will have its own entropy
contribution to be added to the geometrical one [32]. At
large scales this quantum gravity local correction is ex-
pected to disappear due to the temperature redshift (and
more in general the IR regime). A mechanism for such a
disappearance has been proposed in [44] using the renor-
malization argument of [9].
Moreover, while the chemical potential contribution in
(20) and (22) represents a quantum gravity correction,
a similar term appears also in the statistical mechani-
cal approach of [30], where the entropy is linked with the
surface d.o.f. which give rise to ‘off-shell’ conical singular-
ities at the horizon for Euclidean black-hole geometries.
As shown in [45], when determining the available phase
space for the surface fields accounting for the entropy,
the requirement of general covariance introduces a single
dimensionless parameter N fixing the shape of the region
of horizon phase-space available to the black hole. This
N , which enters the definition of the statistical ensemble,
is thus associated to the volume of the horizon 2-sphere
8diffeomorphisms group and it yields a logN correction to
the Bekenstein-Hawking formula. The possibility to as-
sociate a new thermodynamic parameter for black holes
to this quantum mechanical correction was underlined
already in [45].
To make sense of this quantum gravity correction in
a purely gravitational context and be able to associate
an observable to the quantum hair represented by the
number of horizon punctures, a kinematical Hilbert space
more akin to a Fock space than the usual LQG one seems
to be required. In this sense, the group field theory for-
malism [46] can provide the right framework to address
this issue.
IV. CONCLUSIONS AND COMMENTS
We have seen that the reintroduction of Lorentz in-
variance in canonical LQG is a fundamental ingredient
in order to define a notion of temperature for QIH. More
precisely, we showed that the density matrix associated
to the quantum horizon satisfies the KMS-conditon, i.e.
it represents an equilibrium thermal state, with temper-
ature given by (18). We saw that thermality requires the
passage to an imaginary γ, revealing the connection be-
tween the Ashtekar self-dual variables and the thermality
of the horizon and clarifying the proposal of [24].
Notice that the importance to restore Lorentz sym-
metry in the internal space relies on the fact that, by a
proper gauge fixing, the space-time and internal symme-
tries can then be locally identified and this allows us to in-
troduce a notion of local time evolution generated by the
(internal) boost operator. This is a fundamental ingre-
dient to define the temperature via the KMS-condition
in Sec. II C. The special value γ = i is not strictly nec-
essary in order to introduce a complex structure in the
phase-space; in fact, as stressed in the introduction, we
started from an SL(2,C) connection formulation with no
constraint on γ. We then assumed that the reality con-
dition (1) has been imposed in order to recover (project
into) the SU(2) kinematical Hilbert space, which has
been used to construct the horizon state (11).
However, due to the nice geometrical properties of
Ashtekar self-dual connection, this can be regarded as
the physically correct starting point of the theory. Hence,
our point of view is to interpret the real γ theory as an
intermediate regularization procedure, since a well de-
fined construction of the kinematical Hilbert space with
an imaginary Barbero-Immirzi parameter from the begin-
ning has so far been elusive. Then, γ = i can be seen as
the correct physical limit of the theory to be taken at the
end of the calculation, and this expectation is supported,
in our context, by the fact that such specific value is in
fact picked out by the requirement of the isolated hori-
zon state to be a thermal state (see also [47] for further
evidence).
Therefore, this analytic continuation represents the
analog of a procedure commonly applied in QFT, in
which, in order for the calculations to be well defined,
one first switches to Euclidean time and only at the end
physical results are recovered by Wick rotating back to
Lorentzian time. This Wick rotation interpretation is
the sense in which the analytical continuation to γ = i
should be understood. A more rigorous way to perform
this limit would consist of realizing it as a phase-space
Wick rotation, as analyzed in detail in [48]6.
Our microscopic derivation reveals an intrinsically geo-
metrical nature of the temperature related to the topolog-
ical aspects of the boundary theory. Moreover, our proof
of the KMS-condition also highlights how the horizon
thermality originates from the imposition of the bound-
ary condition (4) and the entanglement between internal
and external d.o.f..
The expression of the QIH temperature (18) presents
a quantum correction 1/k which disappears in the semi-
classical limit, when the Unruh formula is recovered, but
that is expected to become relevant for microscopic black
holes. However, since this correction encodes a sort of
backreaction in the temperature formula, it might be rel-
evant also for large black holes. More precisely, if we re-
call that the CS level takes the form [4, 5] k = aH/aP ,
where aP is the Planck area, and use the local notion of
horizon energy derived in [11], then this quantum correc-
tion defines an effective temperature reproducing exactly
the deviation from thermality of the radiation spectrum
found in [49]. Therefore, besides showing consistency also
with the semi-classical treatment of black hole radiance,
our analysis may have important implications for the in-
formation paradox. Investigation of this quantum cor-
rection effect on the Hawking radiation spectrum along
the lines of the analysis performed in [43, 50] is left for
future work.
Our identification of the QIH state as a KMS-state over
a proper restriction of the LQG holonomy-flux ∗-algebra
to the horizon also shed new light on the microscopic
nature of black hole entropy. In fact, as shown in Sec.
III, the horizon KMS-state allows us to compute both
the entanglement and the Boltzmann entropies. The re-
sults (20) and (22) show how the two coincide. At the
heart of this equivalence lies the derivation of the horizon
temperature (18) and the consequent fact that the parti-
tion function (13), obtained by tracing over the internal
states d.o.f., coincides with the one used in the canon-
ical ensemble calculation corresponding to the counting
of the CS Hilbert space dimension [10]; this allows for
the identification of (22) as the Boltzmann entropy.
From a physical point of view, this correspondence can
be understood as a relation between the quantum geom-
6 By means of the IH boundary conditions, it might be possible to
find a simple expression, valid at the horizon, for the generator of
the generalized coherent state transform defining the phase space
Wick rotation between real and self-dual variables. In particular,
an interesting case would be if this generator turn out be related
to a boundary term in the action derived from the canonical
analysis. Investigation in this direction is left for future work.
9etry d.o.f. correlations across the horizon encoded in ρˆ
and the number of horizon ‘quantum shapes’ encoded in
the intertwiner space. The duality between these two
descriptions of the horizon quantum geometry originates
from the fact that both the thermality of the reduced
density matrix (11) and the intertwiner structure of the
boundary Hilbert space are consequences of the imposi-
tion of the boundary condition (4).
In this way, our analysis reveals an intriguing equiv-
alence between the original near-horizon quantum fields
entanglement proposal of [31, 51] and the state-counting
interpretation of black hole entropy [3, 4]. This cor-
respondence deserves further investigation to be under-
stood more deeply and eventually be generalized to other
approaches.
To conclude, let us point out how our work is based on
an hybrid quantization procedure relying on elements of
both the LQG and Chern-Simons formalisms. A descrip-
tion of QIH purely in terms of LQG structures, along the
lines of the program initiated in [39], would be desirable
in order to put our results on a more solid ground. At
the same time though, we have shown a nice interplay
between techniques developed both in the canonical and
covariant formalisms of the theory. In this way, black
hole entropy calculation provides a clear example of how
insights gained in one formulation of LQG can be fruit-
fully applied to the dual one.
Acknowledgements. It is my pleasure to thank C. Fleis-
chhack, A. Perez, H. Sahlmann and T. Thiemann for
helpful conversations. I am grateful to D. Oriti and
H. Sahlmann for comments on a draft version of this
manuscript that improved the presentation.
Appendix A: MODULAR AUTOMORPHISM
GROUP
The Tomita-Takesaki modular theory [25] (see [52] for
a detailed technical description and [53] for an applica-
tion as a possible approach to quantum gravity) provides
a beautiful mathematical characterization of equilibrium
states in statistical mechanics. Here we give a brief in-
troduction and show its relation with the automorphism
(15) on the algebra AH
Γ
.
First of all, let us recall that, given an abstract C∗-
algebra A and a state ω over A, the GNS construction
provides us with a Hilbert space H with a preferred
cyclic vector ∣Ψ0⟩ and a representation πω of A as a con-
crete algebra of operators on H such that
ω(A) = ⟨Ψ0∣πω(A)∣Ψ0⟩ . (A1)
Now, let us consider a von Neumann algebra R acting
on a Hilbert space H possessing a cyclic (A∣Ω⟩ dense
in H ) and separating (A∣Ω⟩ = 0 → A = 0) vector ∣Ω⟩.
Consider the conjugate linear operator S defined by:
SA∣Ω⟩ = A∗∣Ω⟩ ∀A ∈ R . (A2)
One can show that S admits a polar decomposition,
S = J∆1/2 , (A3)
where ∆ is a self-adjoint positive operator and J an an-
tiunitary operator. The Tomita-Takesaki theorem [25]
states that the map σt ∶ R →R defined by
σt(A) =∆itA∆−it A ∈ R (A4)
defines a one-parameter group of automorphisms of the
algebraR, called the “group of modular automorphisms”
of the state ω on the algebra R. Correspondingly, J
is called the modular conjugation and ∆ the modular
operator of (R,Ω). Then
JRJ = R′
∆itR∆−it = R ,
where R′ is the set of all bounded linear operators on H
which commute with all elements ofR. It follows that the
state ω is invariant under σt, i.e. ω(σt(A)) = ω(A) for all
A ∈ R and t ∈ R. Moreover, one can show that ω satisfies
the KMS-condition (17) with respect to the automor-
phism group σt for the inverse temperature value β = 1.
Therefore, an equilibrium state with inverse temperature
β may be characterized as a faithful state over the ob-
servables algebra whose modular automorphism group στ
(where τ = t/β) is the time translation group. This is the
key observation at the base of the thermal time hypothe-
sis [26]. Notice that, since a von Neumann algebra is also
a concrete C∗-algebra, the Tomita-Takesaki theorem ap-
plies also to an arbitrary faithful state ω over an abstract
C∗-algebra A. This is due to the fact that ω defines a
representation of A in terms of bounded linear operators
on a Hilbert space via the GNS construction, as recalled
above.
Following [16] and the idea of [26], we are now going
to use the GNS construction to define a representation
of AH
Γ
associated to the state (11) in which the map αt
given by (15) can be shown to be the modular automor-
phism group on it. That the state ρˆ is cyclic can be easily
seen from the properties of the holonomy-flux algebra.
In order to be separating as well, we need to restrict the
discretization of horizon fluxes to a set of surfaces inter-
secting once any of the boundary punctures. This was
already taken care of in the definition of AH
Γ
in Sec. II B.
Notice that all the links in the state (11) end on these
surfaces due to the trace over the interior d.o.f. necessary
to derive the density matrix; in this way, possible ambi-
guities and difficulties related to the non-commutative
SU(2) structure in the algebra disappear.
In order to derive the modular operator ∆ from the
polar decomposition (A3), we need first to construct
a new representation in which ρˆ is given by a vector
∣Ω⟩ in the new Hilbert space. This can be done by
considering the set of Hilbert-Schmidt density matri-
ces on the boundary Hilbert space HH , that is the set{κ ∶ tr(κ∗κ) < ∞, κ ∈ B(HH)}, where B(HH) is the
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set of all bounded, linear operators acting in HH . This
set forms a Hilbert space K with respect to the scalar
product
⟨κ∣κ′⟩ = tr(κ∗κ) . (A5)
Since the thermal state ρˆ is positive, the operator
κ0 = ρˆ1/2 (A6)
can be seen as a pure vector in K, which we denote ∣κ0⟩
and represents our cyclic and separating vector ∣Ω⟩. We
can now consider the following representation of AH
Γ
⊂
B(HH) by operators acting on K,
π(A)∣κ⟩ = ∣Aκ⟩ ∶ κ ∈ K, A ∈ AH
Γ
. (A7)
Due to the intersection property introduced above, ∣κ0⟩
is a cyclic and separating vector for the representation π.
Moreover, one has
⟨κ0∣π(A)∣κ0⟩ = ρˆ(A) , (A8)
that is ∣κ0⟩ plays the role of the vacuum state vector in
π, corresponding to the density operator ρˆ. Furthermore,
the state ∣κ0⟩ is time invariant in the sense that, by rep-
resenting the time flow generated by the automorphism
(15) as
U(t)∣κ⟩ = ∣ N⊗
p=1
PeitKˆpP κ
N
⊗
p′=1
P ′e−itKˆp′P ′⟩ , (A9)
relation (1) implies
U(t)∣κ0⟩ = ∣κ0⟩ . (A10)
We are now ready to identify the modular conjugation
J and operator ∆ in the polar decomposition (A3) such
that
SA∣κ0⟩ = A∗∣κ0⟩ = ∣A∗κ0⟩ , (A11)
namely
J ∣κ⟩ = ∣κ∗⟩ (A12)
and
∆1/2∣κ⟩ = ∣ N⊗
p=1
Pe−
β
2
KˆpP κ
N
⊗
p′=1
P ′e
β
2
Kˆp′P ′⟩ . (A13)
Let us show that with this choice of J and ∆, (A11) is
satisfied,
SA∣κ0⟩ = J∆1/2∣A 1√
Z
N
⊗
p
P e−ipi(1−
1
k
)Lˆp P ⟩
= J ∣ N⊗
p′
P
′
e−
β
2
Kˆp′P
′
A
⊗Np Pe−ipi(1− 1k )LˆpP√
Z
N
⊗
p′′
P
′′
e
β
2
Kˆp′′P
′′⟩
= J ∣ N⊗
p′
P
′
e−
β
2
Kˆp′ P
′
A
1√
Z
N
⊗
p
P ⟩
= ∣A∗ 1√
Z
N
⊗
p
P e−ipi(1−
1
k
)Lˆp P ⟩
= A∗∣κ0⟩ ,
where we have used the analytic continuation of the
the simplicity constraint (1) to γ = i and the value
β = 2π(1 − 1
k
) for the temperature, as found in Sec. II C.
Finally, a similar calculation shows that the time evolu-
tion automorphism (15) is related to the modular group
(A4) by
σt = αβt . (A14)
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