Abstract.
Introduction
In [ 1, 2] Cameron and Martin investigated various linear transformations of the standard Wiener measure. Since then many related papers, including [3, 6, 7, [11] [12] [13] [14] [15] [16] [17] , have appeared in the literature. In particular, [12] has a discussion of previous work and many additional references.
Let The standard Wiener measure pw is the Gaussian measure on C[0, T] with mean 0 and covariance function Ris, t) = min(s, t).
Suppose p is a Gaussian measure on C[0, T] with mean mit) and covariance Ris, t). According to Shepp [12] , p and pw are equivalent, p ~ pw , if and only if there exists a symmetric function A"(s, t) e L2([0, T]2) for which ( 
Note that Theorem B is a modern version of Cameron and Martin's theorem in [2] as the concept of stochastic integrals was not fully developed at that time. Also note that the transformation (1.9) is less general than the linear transformation (1.8). Indeed, if we set Uit, u) = j^Vis, u)ds, then
However, Theorem B is easier to apply because the Radon-Nikodym derivative depends on Uit, s), while in Theorem A, the Radon-Nikodym derivative depends on another function 77(5, t) that is often not easy to find in a closed form.
One main purpose of this paper is to find another version of Theorem A in which the Radon-Nikodym derivative is more closely related to the transformation. In doing so, we are able to show that Theorems A and B are more closely related than they appear to be; see Theorems 1 and 2 below.
In §3 below we obtain a linear transformation theorem for vector-valued conditional Wiener integrals.
Main results
The following theorem, which is a substantial improvement over Theorem A, plays a key role in this paper. the same mean function, namely, the zero function. Thus, they have the same Radon-Nikodym derivative, and so (2.2) follows from (2.6).
Remark. Note that in Theorem 1 we did not need to require Nis, t) to be a symmetric function. However, Af (j, /) is symmetric as is easily seen by (1.7).
In our next theorem we show that if 7V(s, t) also satisfies the condition Proof. By comparing Theorem 2 with Theorem 1 we see that it is sufficient to show that
»F(x) = -/ / Kis,t)dxis)dxit). Jo Jo
But it is easy to see that t n t n t t
/ N{v ,u)dxiu)dx{v).
Jo Jo
But, using the Fubini Theorem, and then simply interchanging u and v, we see that 
Jo
Hence, *F(x) = -/0 J0 K{u, v) dx{u) dxiv), and the proof is complete.
Next we give two examples. In Example 1, 7V(j, t) satisfies the conditions of Theorem 1 but not those of Theorem 2, i.e., not condition (2.7). In Example 2, Nis, t) is not symmetric but it satisfies the conditions of Theorem 2. Simplification of the right-hand side of (2.14) together with (2.13) establishes (2.12).
The proof of the following theorem will not be included since it is similar to that of Theorem 2, but where we use Theorem 3 instead of Theorem 1. 
Conditional form of the linear transformations
Let {xit) : 0 < t < T] be the standard Wiener process, and let {y{t) : 0 < t < T} be a Gaussian process with mean zero and covariance Ris, t) with kernel function Kis, t) = i~d2/dsdt)Ris, t). Suppose 1 i ct(7Q . Let {cpn} be the orthonormal eigenfunctions of Kis, t) so that (3.1) Kis ,t) = Y lj4>j{s)4>jit), Xj<\ for all ;. Since i/(l) = UT=\(l -¿7), the theorem readily follows from (3.10), (3.11), (3.12), and (3.8).
