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Abstract. We prove that every C1 generic three-dimensional ow has ei-
ther innitely many sinks or nitely many sectional-hyperbolic attractors whose
basins form a full Lebesgue measure set. In particular, all such ows exhibit
sectional-hyperbolic attractors.
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x1. Introduction
Araujo announced in his 1988's thesis [2] that every C1 generic surface dieo-
morphism has either innitely many attracting periodic orbits (often called
sinks) or else nitely many hyperbolic attractors whose basins form a full
Lebesgue measure of the ambient manifold. This would solve Rene Thom's
question [31] about existence of hyperbolic attractors for C1 generic surface
dieomorphisms. However, this thesis contains several gaps partially lled
in the works of Pujals-Sambarino [32] among others (see [4] and references
therein). A complete proof was never published although Sambarino claimed
that a full proof can be obtained using Pujals-Sambarino methods. Very re-
cently it was proved that every C1 generic three-dimensional nonsingular ow
has either innitely many sinks or else nitely many hyperbolic attractors
whose basins form a full Lebesgue measure in the ambient manifold [4]. In
particular, Araujo's thesis [2] is true and not only all C1 generic surface dieo-
morphisms but also all C1 generic three-dimensional nonsingular ows exhibit
a hyperbolic attractor.
In light of these results it is natural to ask if [4] hold for three-dimensional
ows with singularities. However, the answer is negative because there are
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open sets of C1 ows in the sphere S3 for which there are no hyperbolic attrac-
tors [28]. Nevertheless, such a counterexample exhibits a sectional-hyperbolic
attractor (e.g. the geometric Lorenz one [17]) whose basin has full Lebesgue
measure. It is then reasonable to ask if the result in [4] holds for three-
dimensional ows but replacing the hyperbolic attractor alternative by the
sectional-hyperbolic attractor one (we prefer the latter term instead of the
common term singular-hyperbolic attractor which may suggest the existence
of singularities).
In this paper we will give a positive answer for this last question. More pre-
cisely, we will prove that every C1 generic three-dimensional ow has either
innitely many sinks or nitely many sectional-hyperbolic attractors whose
basins form a full Lebesgue measure set (emphasizing here that some of the
sectional-hyperbolic attractors in the second alternative may be hyperbolic).
In particular, every C1 generic three-dimensional ow carries a sectional-
hyperbolic attractor (which, we insist, may be hyperbolic as in the Axiom
A case). We stress that our results are false in dimension bigger than 3 (a
counterexample can be obtained by suspending the examples in [10]). Let us
present the precise statements.
Hereafter, the term three-dimensional ow will be referred to a C1 vec-
tor eld on a Riemannian compact connected boundaryless three-dimensional
manifoldM . The corresponding space equipped with the C1 vector eld topol-
ogy will be denoted by X1(M). The ow ofX 2 X1(M) is denoted byXt, t 2 R.
By a critical point of X we mean a point x satisfying Xt(x) = x for some
t > 0. If this is satised for every t  0 we say that x is a singularity,
otherwise it is a periodic point. For every periodic point we have a minimal
t > 0 satisfying Xt(x) = x. The minimal of such t's is the period of x denoted
by tx (or tx;X to indicate X). We denote by Crit(X) the set of critical points,
by Sing(X) the set of singularities and by Per(X) the set of periodic points thus
Crit(X) = Sing(X) [ Per(X). The eigenvalues of a critical point x are either
those of the linear automorphism DXtx(x) : TxM ! TxM not corresponding
to the eigenvector X(x) (periodic case) or those of DX(x) : TxM ! TxM
(singular case). We say that x is a sink if its eigenvalues either are less than
1 in modulus (periodic case) or else with negative real part (singular case). A
source is a sink for the time-reversed ow  X. The set of sinks and sources
of X will be denoted by Sink(X) and Source(X) respectively. A critical point
is hyperbolic if it has no eigenvalues of modulus 1 (periodic case) or with zero
real part (singular case).
For every point x we dene its omega-limit set,
!(x) =

y 2M : y = lim
k!1
Xtk(x) for some sequence tk !1

:
EXISTENCE OF ATTRACTORS FOR THREE-DIMENSIONAL FLOWS 229
The basin of any subset  M is dened by
W s() = fy 2M : !(y)  g:
(If necessary we shall write !X(x) or W
s
X() to indicate the dependence on
X.) We say that  M is invariant if Xt() =  for all t 2 R; and transitive
if there is x 2  such that  = !(x).
An attractor is a transitive set A exhibiting a neighborhood U such that
A =
\
t0
Xt(U):
Hereafter EX will denote the map assigning to each x 2 M the subspace
EXx of TxM generated by X(x).
A compact invariant set  is hyperbolic (for X) if there is a continuous
tangent bundle splitting TM = E
s  EX  Eu and positive numbers K;
such that
(i) The subbundles Es and Eu are DXt-invariant, i.e., DXt(x)E
l
x = E
l
Xt(x)
for x 2 I, t 2 R and l = s; u.
(ii) Es is contracting, i.e., kDXt(x)vsxk  Ke tkvsxk for every x 2 , vsx 2
Esx and t  0.
(iii) Eu is expanding, i.e., kDXt(x)vuxk  K 1etkvuxk for every x 2 , vux 2
Eux and t  0.
A hyperbolic attractor (for X) is an attractor which is also a hyperbolic set
for X.
On the other hand, a dominated splitting for X over an invariant set I is
a continuous DXt-invariant tangent bundle splitting TIM = E  F for which
there are positive constants K; satisfying
kDXt(x)exk  kfxk  Ke tkDXt(x)fxk  kexk;
for all x 2 I, t  0, ex 2 Ex and fx 2 Fx:
A compact invariant set  is partially hyperbolic if it has a partially hyper-
bolic splitting, i.e., a dominated splitting TM = E  F for X over  whose
dominated subbundle E is contracting in the sense of (ii) above.
In the sequel we present a slight variation (suggested by S. Bautista) of the
denition of sectional-hyperbolic set in [26]. The advantage of this variation
is that it allows every hyperbolic set to be sectional-hyperbolic for both the
ow and the reversed ow.
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Let h; i denote the Riemannian structure ofM . It induces a 2-Riemannian
metric (in the sense of [29]) dened by
hu; v=wip = hu; vip  hw;wip   hu;wip  hv; wip; 8p 2M; 8u; v; w 2 TpM;
and a 2-norm [16] (often called areal metric [20]) dened by
ku; vk =
q
hu; u=vip; 8p 2M; 8u; v 2 TpM:
The latter is the area of the paralellogram generated by u and v in TpM .
Let TM = EF be a dominated splitting for X over . We say that the
central subbundle F of this splitting is sectionally expanding if
kDXt(x)u;DXt(x)vk  K 1etku; vk; 8x 2 ; u; v 2 Fx; t  0:
In other words, F is sectionally expanding precisely when the derivative of the
ow expands the area of the parallelograms along F .
By a sectional-hyperbolic splitting for X over  we mean a partially hy-
perbolic splitting TM = E  F whose central subbundle F is sectionally
expanding.
Denition 1.1. A compact invariant set  is sectional-hyperbolic for X if its
singularities are hyperbolic and if there is a sectional-hyperbolic splitting for
X over . A sectional-hyperbolic attractor (for X) is an attractor which is
also a sectional-hyperbolic set for X.
As already said, this denition is slight dierent from the original one [26]
which requires for instance that the central subbundle be two-dimensional at
least.
Remark 1.2. Under this denition we have that every hyperbolic set is
sectional-hyperbolic for both the ow and the reversed ow. In fact, denoting
by TM = E
s  EX  Eu corresponding hyperbolic splitting we have that
TM = E
s  F with F = EX  Eu and TM = E^s  F^ with E^s = Eu and
F^ = EsEX dene sectional-hyperbolic splittings for X and  X respectively
over .
In particular, under this denition, all hyperbolic attractors (including
sinks) are sectional-hyperbolic.
We say that a subsetR  X1(M) is residual if there is a countable collection
of open and dense subsets fOn : n 2 Ng of X1(M) such that R =
T
n2NOn.
As in p.11 of [3], we will say that a C1-generic three-dimensional ow satises
a property (P) if there is a residual subset R of X1(M) such that (P) holds for
every ow in R.
With these denitions we can state our main result.
EXISTENCE OF ATTRACTORS FOR THREE-DIMENSIONAL FLOWS 231
Theorem A. A C1 generic three-dimensional ow has either innitely many
sinks or nitely many sectional-hyperbolic attractors whose basins form a full
Lebesgue measure set of M .
We emphasize that some of the sectional-hyperbolic attractors in the second
alternative of the above theorem may be hyperbolic as, for instance, sinks or
more complicated hyperbolic attractors.
From this result we get immediately the existence of sectional-hyperbolic
attractors for C1 generic three-dimensional ows. More precisely, we have the
following corollary.
Corollary B. Every C1 generic three-dimensional ow exhibits a sectional-
hyperbolic attractor.
x2. Proof of Theorem A
We will need a result about existence of spectral decomposition for certain
invariant sets. To state it we will need some preliminars.
A critical point is a saddle if it has eigenvalues of modulus less and bigger
than 1 simultaneously (periodic case) or with positive and negative real part
simultaneously (singular case). The set of periodic saddles of X is denoted by
PSaddle(X).
It is well known [19] that through any x 2 PSaddle(X) it passes a pair of
invariant manifolds, the so-called strong stable and unstable manifoldsW ss(x)
andW uu(x), tangent at x to the eigenspaces corresponding to the eigenvalue of
modulus less and bigger than 1 respectively. Saturating these manifolds with
the ow we obtain the stable and unstable manifoldsW s(x) andW u(x) respec-
tively. A homoclinic point associated to x is a point q whereW s(x) andW u(x)
meet. We say that q is a transverse homoclinic point if TqW
s(x) \ TqW u(x)
is one-dimensional, otherwise we call it homoclinic tangency. The homoclinic
class associated to x, denoted by H(x), is the closure of the set of transverse
homoclinic points associated to x. We write HX(x) to indicate dependence
on X. By a homoclinic class we mean the homoclinic class associated to some
saddle of X. We denote by Cl() the closure operator.
Denition 2.1. A non-empty subset P  PSaddle(X) is homoclinically closed
if H(x)  Cl(P) for every x 2 P.
Basic examples of homoclinically closed subsets are PSaddle(X) itself and
also the set PSaddled(X) of dissipative saddles, i.e., those saddles for which
the product of the eigenvalues is less than 1 in modulus. This follows from
the Birkho-Smale Theorem [18].
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Denition 2.2. We say that a compact invariant set of X has a spectral
decomposition if it is a nite disjoint union of transitive sets f1;    ;kg such
that, for every 1  i  k, i is either a hyperbolic set or a sectional-hyperbolic
attractor for X or a sectional-hyperbolic attractor for  X.
The following result will give a sucient condition for existence of spec-
tral decomposition for the closure of homoclinically closed subsets of saddles.
Given   M we dene  =  n Sing(X). We dene the vector bundle NX
over M whose ber at x 2 M is the the orthogonal complement of EXx in
TxM . Denote by  : TMM ! NX the orthogonal projection. We dene the
linear Poincare ow (LPF), PXt : N
X ! NX , by PXt =  DXt.
Denition 2.3. We say that an invariant set  of X has a LPF-dominated
splitting if  6= ; and there exist a continuous bundle decomposition NX =
N s;X Nu;X over  with dimN s;Xx = dimNu;Xx = 1 (for every x 2 ) and
T > 0 such thatPXT (x)=N s;Xx  PX T (XT (x))=Nu;XXT (x)  12 ; 8x 2 :
With these denitions we can state the following result.
Theorem 2.4. There exists a residual subset R of X1(M) such that if X 2 R,
if P  PSaddle(X) is homoclinically closed and if Cl(P) has a LPF-dominated
splitting, then Cl(P) has a spectral decomposition.
This result will be proved in Section 3.
Next we state some useful denitions.
Let X be a three-dimensional ow. Recall that a periodic point is a saddle
if it has eigenvalues of modulus less and bigger than 1 simultaneously. Anal-
ogously for singularities by just replace 1 by 0 and the eigenvalues by their
corresponding real parts. Denote by Saddle(X) the set of saddles of X.
A critical point x is dissipative if the product of its eigenvalues (in the
periodic case) or the divergence divX(x) (in the singular case) is less than 1
(resp. 0). Denote by Critd(X) the set of dissipative critical points. Dene the
dissipative region by Dis(X) = Cl(Critd(X)).
For every subset  M we dene
W sw() = fx 2M : !(x) \  6= ;g:
(This is often called weak basin of attraction [7].)
With these denitions we can state the following result whose proof will be
given in Appendix A.
Theorem 2.5. There is a residual subset R of X1(M) such that W sw(Dis(X))
has full Lebesgue measure for all X 2 R.
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Given a homoclinic class H = HX(p) of a three-dimensional ow X we
denote by HY = HY (pY ) the continuation of H, where pY is the analytic
continuation of p for Y close to X (c.f. [30]).
The following lemma was proved in [4]. In its statement Leb denotes the
normalized Lebesgue measure of M .
Lemma 2.6. There is a residual subset R of X1(M) such that if X 2 R, then
for every hyperbolic homoclinic class H there are an open neighborhood OX;H
of X and a residual subset RX;H of OX;H such that the following properties
are equivalent:
1. Leb(W sY (HY )) = 0 for every Y 2 RX;H .
2. H is not an attractor.
We also need the following lemma essentially proved in [5]. We will use the
notation
max(Y;U) =
\
t2R
Yt(U);
for all ow Y and all subset U of M .
Lemma 2.7. There is a residual subset R of X1(M) such that if X 2 R, then
every sectional-hyperbolic attractor with singularities of either X or  X has
zero Lebesgue measure.
Proof. Given U M we dene U(U) as the set of ows Y such that max(Y;U)
is a sectional-hyperbolic set with singularities of Y . We shall assume that U
is open. Since the existence of a sectional-hyperbolic splitting is an open
property, we have that U(U) is open in X1(M).
Now dene U(U)n as the set of Y 2 U(U) such that Leb(max(Y; U)) < 1=n.
It was proved in [5] that U(U)n is open and dense in U(U).
Dene R(U)n = U(U)n [ (X1(M) n Cl(U(U)) which is open and dense set
in X1(M). Let fUmg be a countable basis of the topology, and fOmg be the
set of nite unions of such Um's. Dene
L =
\
m
\
n
R(Om)n:
This is clearly a residual subset of three-dimensional ows. We can assume
without loss of generality that L is symmetric, i.e., X 2 L if and only if
 X 2 L. Take X 2 L. Let  be a sectional-hyperbolic attractor for X.
Then, there exists m such that  = max(X;Om). Thus X 2 U(Om) and
so X 2 U(Om)n for every n yielding Leb() = 0. Analogously, since L is
symmetric, we obtain that Leb() = 0 for every sectional-hyperbolic attractor
with singularities of  X.
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Now we prove a result whose proof is similar to that of Theorem 3 in [4].
In its statement PSaddled(X) denotes the set of periodic dissipative saddles
of X.
Theorem 2.8. There is a residual subset R of X1(M) such that if Y 2 R and
Cl(PSaddled(Y )) has a spectral decomposition, then every homoclinic class H
associated to a dissipative periodic saddle satisfying Leb(W sY (H)) > 0 is a
sectional-hyperbolic attractor for Y .
Proof. Let 2Mc be the set formed by the compact subsets ofM . It is well known
that 2Mc is compact metric space if endowed with the Hausdor distance,
dh(A;B) = max
(
sup
x2A
d(x;B); sup
y2B
d(y;A)
)
:
Dene the map S : X1(M) ! 2Mc by S(X) = Cl(PSaddled(X)). This map is
continuous in a residual subset N of X1(M) (for the corresponding denitions
and facts see [21], [22]).
Now, we observe that although the results in [1] were proved for dieomor-
phisms they are valid for ows too. Then, there is a residual subset R of
three-dimensional ows X such that for every sectional-hyperbolic attractor
C for X (resp.  X) there are neighborhoods UX;C of C, UX;C of X and a
residual subset R0X;C of UX;C such that for all Y 2 R0X;C if Z = Y (resp.
Z =  Y ) then
(2.1) CY =
\
t0
Zt(UX;C) is a sectional-hyperbolic attractor for Z:
Dene R = N \ R. Clearly R is a residual subset of three-dimensional
ows. Dene
A = fX 2 R : Cl(PSaddled(X)) has no spectral decompositiong:
Fix X 2 R nA. Then, X 2 R and Cl(PSaddled(X)) has a spectral decom-
position
Cl(PSaddled(X)) =
 
rX[
i=1
H i
!
[
0@ aX[
j=1
Aj
1A [ bX[
k=1
Rk
!
into hyperbolic homoclinic classes Hi (1  i  rX), sectional-hyperbolic at-
tractors Aj for X (1  j  aX), and sectional-hyperbolic attractors Rk for
 X (1  k  bX).
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As X 2 R, we can consider for each 1  i  rX , 1  j  aX and
1  k  bX the neighborhoods OX;Hi , UX;Aj and UX;Rk of X as well as
their residual subsets RX;Hi , R0X;Aj and R0X;Rk given by Lemma 2.6 and (2.1)
respectively.
Dene
OX =
 
rX\
i=1
OX;Hi
!
\
0@ aX\
j=1
UX;Aj
1A \ bX\
k=1
UX;Rk
!
and
RX =
 
rX\
i=1
RX;Hi
!
\
0@ aX\
j=1
R0X;Aj
1A \ bX\
k=1
R0X;Rk
!
:
Clearly RX is residual in OX .
From the proof of Lemma 4 in [4] we obtain for each 1  i  rX a compact
neighborhood UX;i of H
i such that
(2.2) H iY =
\
t2R
Yt(UX;i)
is hyperbolic and topologically equivalent to H i, for all Y 2 OX;Hi .
As X 2 N , S is continuous at X so we can further assume that
Cl(PSaddled(Y ))
 
rX[
i=1
UX;i
!
[
0@ aX[
j=1
UX;Aj
1A[ bX[
k=1
UX;Rk
!
; for all Y 2OX :
It follows that
(2.3)
Cl(PSaddled(Y )) =
 
rX[
i=1
H iY
!
[
0@ aX[
j=1
AjY
1A [ bX[
k=1
RkY
!
; for all Y 2 RX :
Next we take a sequence Xi 2 R n A which is dense in R n A.
If necessary we can replace OXi by O0Xi where
O0X0 = OX0 and O0Xi = OXi n
0@i 1[
j=0
OXj
1A ; for i  1;
in order to assume that the collection fOXi : i 2 Ng is pairwise disjoint.
Dene
O12 =
[
i2N
OXi and R012 =
[
i2N
RXi :
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We claim that R012 is residual in O12.
Indeed, for all i 2 N write RXi =
\
n2N
Oni , where Oni is open-dense in OXi
for every n 2 N. Since fOXi : i 2 Ng is pairwise disjoint, we obtain\
n2N
[
i2N
Oni 
[
i2N
\
n2N
Oni =
[
i2N
RXi = R012:
As
[
i2N
Oni is open-dense in O12, 8n 2 N, we obtain the claim.
Finally we dene
R11 = A [R012:
Since R is a residual subset of three-dimensional ows, we conclude as in
Proposition 2.6 of [27] that R11 is also a residual subset of three-dimensional
ows.
Take Y 2 R11 such that Cl(PSaddled(Y )) has a spectral decomposition
and let H be a homoclinic class associated to a dissipative saddle of Y . Then,
H  Cl(PSaddled(Y )) by Birkho-Smale's Theorem [18].
Since Cl(PSaddled(Y )) has a spectral decomposition, we have Y =2 A so
Y 2 R012 thus Y 2 RX for some X 2 R n A. As Y 2 RX , (2.3) implies
H = H iY for some 1  i  rX or H = AjY for some 1  j  aX or H = RkY for
some 1  k  bX .
Now, suppose that Leb(W sY (H)) > 0. Since Y 2 RX , we have Y 2 R0X;Rk
for all 1  k  bX . As W sY (RkY )  RkY for every 1  k  bX , we conclude by
Lemma 2.7 that H 6= RkY for every 1  k  bX .
If H = AjY for some 1  j  aX then H is a sectional-hyperbolic attractor
and we are done. Otherwise, H = H iY for some 1  i  rX . As Y 2 RX ,
we have Y 2 RX;Hi and, since Y 2 R012, we conclude from Lemma 2.6 that
H i is an attractor. But by (2.2) we have that H iY and H
i are topologically
equivalent, so, H iY is an attractor and hence H is a hyperbolic attractor.
Proof of Theorem A. LetR be the intersection of the residual subsets of X1(M)
as in Theorems 2.4, 2.5 and Lemma 2.6. Take X 2 R which has only a nite
number of sinks. It follows as in [4] or [32] that Cl(PSaddled(X)) has a LPF-
dominated splitting. Since PSaddled(X) is homoclinically closed, we conclude
from Theorem 2.4 that Cl(PSaddled(X)) has a spectral decomposition. On
the other hand, Theorem 2.5 and Lemma 2.6 imply that the omega-limit set
of almost every point meets Cl(PSaddled(X)). Then, [11] implies that such a
limit set is contained in one of the elements of the spectral decomposition. Fi-
nally, by Theorem 2.8, the basin of an element in this decomposition has zero
Lebesgue-measure except for the sectional-hyperbolic attractors of X. This
completes the proof.
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x3. Proof of Theorem 2.4
For this we need some preliminars.
A compact invariant set  is called chain transitive if for any  > 0, for
any x; y 2 , there are nite sequences (xi)ni=0 and (ti)n 1i=0  [1;1[ such that
x0 = x, xn = y and d(Xti(xi); xi+1) <  for 0  i  n 1. The following result
is Lemma 3.1 in [8].
Lemma 3.1. Every chain transitive set without singularities but with a LPF-
dominated splitting of a C1 generic three-dimensional ow is hyperbolic.
The lemma below extends the conclusion above to any compact invariant
set. More precisely, we obtain the following result.
Lemma 3.2. Every compact invariant set without singularities but with a
LPF-dominated splitting of a C1 generic three-dimensional ow is hyperbolic.
Proof. Clearly, every transitive set is chain transitive. Then, by Lemma 3.1,
there is a residual subset Q1 of three-dimensional ows for which every transi-
tive set without singularities but with a LPF-dominated splitting is hyperbolic.
Fix X 2 Q1 and a compact invariant set  without singularities but with a
LPF-dominated splitting NX = N
s;X
 Nu;X . Suppose by contradiction that
 is not hyperbolic. Then, by Zorn's Lemma, there is a minimally nonhy-
perbolic set 0   (c.f. p.983 in [32]). Assume for a while that 0 is not
transitive. Then, !(x) and (x) = ! X(x) are proper subsets of 0, for every
x 2 0. Therefore, both sets are hyperbolic and then we have
lim
t!1 kP
X
t (x)=N
s;X
x k = lim
t!1 kP
X
 t(x)=N
u;X
x k = 0; for all x 2 0;
which easily implies that 0 is hyperbolic (see [13]). Since this is a con-
tradiction, we conclude that 0 is transitive. As X 2 Q1 and 0 has a
LPF-dominated splitting (by restriction), we conclude that 0 is hyperbolic,
a contradiction once more proving the result.
Let Y be a three-dimensional ow. We say that  2 Sing(Y ) is Lorenz-like
for Y if its eigenvalues 1; 2; 3 are real and satisfy 2 < 3 < 0 <  3 < 1.
This terminology is in honor of Professor Edward Norton Lorenz [23].
The invariant manifold theory [19] asserts the existence of stable and unsta-
ble manifolds denoted by W s(), W u() (or W s;Y (), W u;Y () to emphasize
Y ) tangent at  to the eigenspaces associated to the eigenvalues f2; 3g and
1 respectively. There is an additional invariant manifoldW
ss;Y (), the strong
stable manifold, contained in W s;Y () and tangent at  to the eigenspace as-
sociated to 2.
As in the remark after Lemma 2.13 in [8] we obtain the following.
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Lemma 3.3. There is a residual subset R of X1(M) such that if X 2 R, if
 is a singularity accumulated by periodic orbits of X and if  has three real
eigenvalues 1; 2 and   3 with 2 < 3 < 0 < 1 (resp. 2 < 0 < 3 < 2)
then  is Lorenz-like for X (resp.  X).
We shall use the following standard denition.
Denition 3.4. The index Ind(), of a singularity , is the number of eigen-
values with negative real part counted with multiplicity.
This denition will be considered in the following lemma.
Lemma 3.5. There is a residual subset R of X1(M) such that if X 2 R,
if fOngn2N is a sequence of periodic orbits of X for which Cl(
S
nOn) has
a LPF dominated splitting and if On converges to a compact invariant set
H with respect to the Hausdor metric, then for every  2 H \ Sing(X)
with Ind() = 2,  is Lorenz-like for X and H \W ss;X() = fg and, for
every  2 H \ Sing(X) with Ind() = 1,  is Lorenz-like for  X and H \
W ss; X() = fg.
Proof. We only prove the result for  2 H \Sing(X) with Ind() = 2 because
the other case is similar. Clearly H  Cl(SnOn) and so H has a LPF-
dominated splitting. Then, Proposition 2.4 in [13] implies that  has three
dierent real eigenvalues 1; 2; 3. Since Ind() = 2 we have that these
eigenvalues satisfy satisfying 2 < 3 < 0 < 1 (up to some order). But
clearly  is accumulated by the periodic orbits On, so,  is Lorenz-like for X
by Lemma 3.3.
To prove H \W ss;X() = fg we assume by contradiction that there is
x 2 H \W ss;X() n fg:
Then, we can choose sequences xn 2 On and tn ! 1 such that xn ! x
and Xtn(xn) ! y for some y 2 W u;X() n fg. Let N s;X  Nu;X denote
the LPF dominated splitting over Cl(
S
nOn). By Proposition 2.4 in [13] we
have that N s;Xy is almost parallel to E
ss;X
 . Since N
s;X
Xtn (xn)
! N s;Xy , we also
have that N s;XXtn (xn)
is almost parallel to Ess;X (for n large). But 2 < 3 and
N s;Xxn = P tn(Xtn(xn))N
s;X
Xtn (xn)
. Since N s;XXtn (xn)
is almost parallel to Ess;X
(for n large), we conclude that the angle between N sxn and TxW
s() \ Nx is
bounded away from 0 (for n large). On the other hand, N s;Xx = Nx\W s;X()
by Proposition 2.2 in [13]. Therefore, the angle between N sxn and N
s;X
x is
bounded away from 0 too. We conclude that N s;Xxn 6! N s;Xx as n!1. Since
xn ! x, we obtain a contradiction which proves the result.
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Recall that a compact invariant set  of a ow X is Lyapunov stable for
X if for every neighborhood U of  there is a neighborhood V  U of  such
that Xt(V )  U , for all t  0.
Let  be a compact invariant set with singularities (all hyperbolic) of X.
We say that  has dense singular unstable (resp. stable) branches if for every
 2 \ Sing(X) one has  = !X(q) (resp.  = ! X(q)) for all q 2W u() n
(resp. q 2W s() n fg).
Applying Lemma 4.1 in [28] (or [11]) we obtain the following lemma.
Lemma 3.6. There is a residual subset R of X1(M) such that if X 2 R, if
fOngn2N and if On converges to a compact invariant set H with respect to the
Hausdor metric, then the following properties holds 8 2 H \ Sing(X):
1. If Ind() = 2, then Cl(W u()) is a Lyapunov stable set with dense
singular unstable branches of X. Moreover, Cl(W u()) = H.
2. If Ind() = 1, then Cl(W s()) is a Lyapunov stable set with dense
singular stable branches of  X. Moreover, Cl(W s()) = H.
Combining lemmas 3.5 and 3.6 we obtain the following result.
Corollary 3.7. There is a residual subset R of X1(M) such that if X 2 R, if
fOngn2N, if Cl(
S
nOn) has a LPF dominated splitting and if On converges to
a compact invariant set H with respect to the Hausdor metric, then one of
the following alternatives hold:
1. Every  2 H \ Sing(X) is Lorenz-like for X and H \W ss;X() = fg.
2. Every  2 H\Sing(X) is Lorenz-like for  X and H\W ss; X() = fg.
Next we formulate the key result by Crovisier and Yang. For simplicity,
we say that a compact invariant set   of a ow Y is dominated if   has a
dominated splitting for Y . By a minimal repeller we mean a minimal set
which is also a repeller (i.e. an attractor for the time-reversed ow).
Theorem 3.8 (Theorem 1 in [12]). Let   be a compact invariant set with a
LPF-dominated splitting of a C3 three-dimensional ow Y . If every periodic
point in   is hyperbolic saddle, every  2  \ Sing(Y ) is Lorenz-like satisfying
W ss()\  = fg and   does not contain a minimal repeller whose dynamics
is the suspension of an irrational rotation of the circle, then   is dominated.
We shall use this result to prove the following lemma.
Lemma 3.9. There is a residual subset R of X1(M) such that if X 2 R, if
 is a transitive set with a LPF-dominated splitting and if every singularity
 2  is Lorenz-like for X satisfying W ss() \  = fg, then  is dominated
for X.
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Proof. The proof follows as in the proof of Lemma 3.1 in [8] but with Theorem
3.8 playing the role of Theorem B in [6]. We include details for the sake of
completeness.
For any K M we dene CR(X;K) as the set of those points x for which
there is a chain transitive set  satisfying x 2   K. This is a compact
invariant set of X contained in K.
Take a countable basis fUng of M and let O = fOng be the sequence of
all nite union of elements of fUng (in this proof O does not mean periodic
orbit). For each n we dene
Dn = fX 2 X1(M) : CR(X;Cl(On)) is ; or dominated for Xg;
and
Nn = fX 2 X1(M) : CR(Y;Cl(On)) is neither ; nor dominated for Y ;
8Y 2 X1(M) close to Xg:
By Lemma 2.9 in [8] (which is true for dominated sets instead of hyperbolic
sets) and Lemma 2.10 in [8] we have that Dn[Nn is open and dense in X1(M).
It follows that
G =
\
n
(Dn [Nn)
is residual in X1(M). Let us prove that every X 2 G satises the conclusion
of the lemma.
Indeed, take  as in the hypothesis of the lemma and suppose by contra-
diction that  is not dominated for X. Since  is compact with a LPF-
dominated splitting, and every singularity  2  is Lorenz-like satisfying
W ss() \  = fg, there is n such that   On, max(X;On) has a LPF-
dominated splitting and every singularity  2 max(X;On) is Lorenz-like for
X satisfying
W ss() \max(X;On) = fg:
Since these last properties are open, there is a neighborhood U of X such that,
for every Y 2 U , max(Y;Cl(On)) has a LPF-dominated splitting for Y and
every  2 max(Y;Cl(On)) is Lorenz-like satisfying
W ss;Y () \max(Y;Cl(On)) = fg:
Since  is not dominated for X (and ; 6=   CR(X;Cl(On))), we see that
X 62 Dn. As X 2 G, we conclude that X 2 Nn. Now, it is not dicult to
see that any minimal repeller whose dynamics is the suspension of a irrational
rotation of the circle can be turned into a Morse-Smale dynamics by small C3
perturbations. From this we have that the nonexistence of these minimal sets
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is generic in the C3 topology. Therefore, we can take a C3 Kupka-Smale ow
Y 2 Nn \ U having no minimal repellers whose dynamics is the suspension of
a irrational rotation of the circle.
Since Y 2 Nn, one has that CR(Y;Cl(On)) is not dominated. On the
other hand, it is apparent that any sink (or source) cannot be accumulated by
another sinks or sources. Therefore, CR(Y;Cl(On)) \ (Sink(Y ) [ Source(Y ))
consists of isolated orbits. It follows that,
  = CR(Y;Cl(On)) n (Sink(Y ) [ Source(Y ))
is a compact (and obviously invariant) for Y . If   were dominated, then
we could dened a dominated splitting in the whole CR(Y;Cl(On)). Since
CR(Y;Cl(On)) is not dominated, we conclude that   is not dominated for Y .
Nevertheless, Y 2 U thus max(Y;Cl(On)) has a LPF-dominated split-
ting and, also, every  2 Sing(Y ) \ max(Y;Cl(On)) is Lorenz-like satisfying
W ss;Y () \max(Y;Cl(On)) = fg. As    CR(Y;Cl(On))  max(Y;Cl(On))
we conclude the same for   instead of max(Y;Cl(On)). Since   has neither
sinks nor sources, we conclude from Theorem 3.8 that   is dominated for Y .
This is a contradiction so  is dominated for X. The proof follows.
From this lemma we obtain the following proposition.
Proposition 3.10. There is a residual subset R of X1(M) such that if X 2 R,
if fOngn2N is a sequence of periodic orbits of X, if Cl(
S
nOn) has a LPF
dominated splitting and if On converges to a compact invariant set H with
respect to the Hausdor metric, then H is a hyperbolic set (if H\Sing(X) = ;),
a sectional-hyperbolic attractor for X (if H contains a singularity of index 2)
or a sectional-hyperbolic attractor for  X (if H contains a singularity of index
1).
Proof. Let R be the intersection of the residual subsets of X1(M) as in Lemma
3.2, Corollary 3.7 and Lemma 3.9. Take any X 2 R.
If H \ Sing(X) = ;, then H is hyperbolic by Lemma 3.2. Now, suppose
that H contains a singularity  of index 2. Clearly, H is nontrivial (i.e. not
equal to a single orbit) and by Corollary 3.7 we also have that it is the chain-
recurrent class of . SinceH contains a singularity of index 2, we have from the
rst alternative of Corollary 3.7 that every  2 H\Sing(X) is Lorenz-like and
satises H\W ss;X() = fg. Then, we can apply Lemma 3.9 to conclude that
H has a dominated splitting for X. Since H is the chain recurrent class of 
we conclude from Theorem C in [15] that H is a sectional-hyperbolic attractor
for X. If H contains a singularity of index 1, then the same argument with
 X instead of X implies that H is a sectional-hyperbolic attractor for  X.
This concludes the proof.
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Proof of Theorem 2.4. LetR be the residual subset of X1(M) as in Proposition
3.10. Take any X 2 R. Let P  PSaddle(X) be homoclinically closed.
Suppose that Cl(P) has a LPF-dominated splitting.
By taking the Hausdor limit of sequences of periodic orbits in P accu-
mulating on the singularities of X in Cl(P) we obtain from Proposition 3.10
that every  2 Cl(P)\Sing(X) belongs to a sectional-hyperbolic attractor for
either X or  X.
On the other hand, P is homoclinically closed so
(3.1) Cl(P) = Cl
[
fH(p) : p 2 Pg

:
(Notice that this union can be assumed to be disjoint by genericity, see
[11].)
We claim that the family fH(p) : p 2 Pg is nite. Otherwise, there is an
innite sequence pk 2 P for which the corresponding homoclinic classes H(pk)
are pairwise dierent (hence disjoint). Consider the closure Cl(
S
kH(pk)),
which is a compact invariant set contained in Cl(P). If this closure does not
contain any singularity, then it would be a hyperbolic set by Lemma 3.1. Since
the number of homoclinic classes contained in any hyperbolic set is nite,
we obtain a contradiction proving that Cl(
S
kH(pk)) contains a singularity
 2 Cl(P). But, as we have seen, any of these singularities belong to a
sectional-hyperbolic attractor for either X or  X. Since there are nitely
many singularities, it must exist distinct k; k0 satisfying H(pk) = H(pk0). But
this is an absurd, so the claim follows.
Combining the claim with (3.1) we obtain homoclinic classes H1;    ;Hk
whose union is Cl(P). Since every  2 Cl(P)\Sing(X) belongs to a sectional-
hyperbolic attractor for either X or  X, the ones with singularities are
sectional-hyperbolic attractors for either X or  X. The remainder ones are
hyperbolic by Lemma 3.1. This completes the proof.
Appendix A
In this appendix we shall prove Theorem 2.5. The proof is similar to Theorem
2 in [4].
The proof needs some preliminars.
Let p be the Dirac measure supported on a point p. Given a three-
dimensional ow X and t > 0 we dene the Borel probability measure
p;t =
1
t
Z t
0
Xs(p)ds:
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(Notation Xp;t indicates dependence on X.)
Denote byM(p;X) as the set of Borel probability measures =limk!1 p;tk
for some sequence tk ! 1. Notice that each  2 M(p;X) is invariant, i.e.,
  X t =  for every t  0. With these notations we have the following
lemma.
Lemma A.1. For every three-dimensional ow X there is a full Lebesgue
measure set LX of points x satisfyingZ
divXd  0; 8 2M(x;X):
Proof. For every  > 0 we dene
(X) = fx : 9Nx 2 N such that j detDXt(x)j < (1 + )t; 8t  Nxg:
We assert that Leb((X)) = 1, for every  > 0. This assertion is similar
to one for surface dieomorphisms given by Araujo [2]. For completeness we
include the proof.
Dene
(s)=fx : 9Nx 2 N such that j detDXns(x)j < (1+)ns; 8n  Nxg; 8s;  > 0:
We claim that
(A.1) Leb((s)) = 1; 8s;  > 0:
Indeed, take  > 0 and for each integer n we dene

(n) = fx : jdetDXns(x)j  (1 + )nsg:
On the one hand, we get easily that
(s) =
[
N2N
0@ [
nN

(n)
1Ac ;
where ()c above denotes the complement operation. On the other hand,
1 =
Z
j detDXns(x)jdm 
Z

(n)
jdetDXns(x)jdm  (1 + )ns Leb(
(n));
yielding Leb(
(n))  1(1+)ns , for all n.
Take N large so that
1X
n=N
1
(1 + )ns
< :
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Therefore,
Leb((s))  1 m
0@ [
nN

(n)
1A  1  1X
n=N
1
(1 + )ns
> 1  :
As  > 0 is arbitrary we get (A.1). This proves the claim.
Now, we continue with the proof of the assertion.
Fix 0 <  <  and  > 0 such that
(1 + )(1 + )t < (1 + )t; 8t  1:
Choose 0 < s < 1 satisfying
jdetDXr(y)  1j  ; 8jrj  s;8y 2M:
Take x 2 (s). Then, there is an integer Nx > 1 such that
j detDXns(x)j < (1 + )ns; 8n  Nx:
Now, if t  Nx there are n  Nx and 0  r < s such that
ns  t < ns+ r:
Thus,
j detDXt(x)j = j detDXt ns(Xns(x))j  j detDXns(x)j < (1 + )(1 + )ns:
Then, the choice of ;  above yields j detDXt(x)j < (1 + )t for all t  Nx.
So,
(s)  (X):
But (A.1) implies Leb((s)) = 1 so Leb((X)) = 1 proving the assertion.
To continue with the proof of the lemma, we notice that 0(X)  (X)
whenever 0  . It then follows from the assertion that LX has full Lebesgue
measure, where
LX =
\
k2N+
 1
k
(X):
Now, take x 2 LX ,  2M(x;X) and  > 0. Fix k > 0 with log
 
1 + 1k

< .
By denition we have x 2  1
k
(X) and so there is Nx 2 N+ such that
j detDXt(x)j 1t < 1 + 1
k
; 8t  Nx:
Take a sequence x;ti !  with ti !1. Then, we can assume ti  Nx for all
i.
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From this and Liouville's Formula [24] we obtain,Z
divXd = lim
i!1
Z
divXdx;ti = lim
i!1
1
ti
Z ti
0
divX(Xs(x))ds =
lim
i!1
1
ti
log j detDXti(x)j  log

1 +
1
k

< :
Since  > 0 is arbitrary, we are done.
We shall use the following version of the classical Franks's Lemma [14] (c.f.
Appendix A in [9]).
Lemma A.2 (Franks's Lemma for ows). For every three-dimensional ow X
and every neighborhood W (X) of X there is a neighborhood W0(X)  W (X)
of X such that for any T > 0 there exists  > 0 such that for any Z 2W0(X)
and p 2 Per(Z), any tubular neighborhood U of OZ(p), any partition 0 =
t0 < t1 < ::: < tn = tp;Z , with ti+1   ti < T and any family of linear maps
Li : NZti (p) ! NZti+1 (p) satisfyingLi   PZti+1 ti(Zti(p)) < ; for every i with 0  i  n  1;
there exists Y 2W (X) with Y = Z along OZ(p) and outside U such that
P Yti+1 ti(Yti(p)) = Li; for every i with 0  i  n  1:
Proof of Theorem 2.5. Let S : X1(M)! 2Mc be the map dened by
S(X) = Cl(Saddled(X)) [ Cl(Sink(X)):
It follows easily from the continuous dependence of the eigenvalues of a periodic
point with respect to X that there is a residual subset A  X1(M) where S is
continuous [21],[22].
By the Kupka-Smale Theorem [18] there is a residual subset of Kupka-
Smale three-dimensional ows KS.
By the Ergodic Closing Lemma for ows (Theorem 3.9 in [33] or the Corol-
lary in p.1270 of [25]) there is another residual subset B of three-dimensional
ows X such that for every non-atomic ergodic measure  of X there are
sequences Y k ! X and pk 2 Per(Y k) such that Y kpk;tpk;Y k ! .
Dene D = A\KS \ B. Then, D is a residual subset of three-dimensional
ows. Without loss of generality we can assume that divX() 6= 0 for every
(X;) 2 D  Sing(X) (this is a generic property).
To prove the result we only need to prove
LX W sw(Dis(X)); 8X 2 D;
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where LX is the full Lebesgue measure set in Lemma A.1.
Fix X 2 D and x 2 LX . Since M(x;X) 6= ;, the Ergodic Decomposition
Theorem [24] and Lemma A.1 allow us to nd an ergodic invariant measure 
supported on !(x) satisfying
R
divXd  0.
If  were atomic, we would have that  =  for some  2 Sing(X). In
particular,  2 !(x). But divX() = R divXd  0. As X 2 D, we have
divX() 6= 0 so divX() < 0 thus  2 Critd(X) yielding x 2W sw(Dis(X)).
Now, we will assume that  is non-atomic and, by contradiction, that x =2
W sw(Dis(X)). Then, !(x) \ Dis(X) = ;. Since X 2 KS, we have Dis(X) =
S(X) thus !(x) \ S(X) = ;. Since S is upper-semicontinuous at X 2 A, we
can arrange neighborhoods U of !(x) and W (X) of X such that
(A.2) U \ (Saddled(Z) [ Sink(Z)) = ;; 8Z 2W (X):
Put W (X) and T = 1 in the Franks's Lemma for ows to obtain  > 0 and
the neighborhood W0(X) W (X) of X. Set
C = supfkPZt (x)k : (Z; x; t) 2W (X)M  [0; 1]g
and x  > 0 such that
j1  e  2 j < 
C
:
Since X 2 B and  is non-atomic, there are sequences Y k ! X and pk 2
Per(Y k) such that Y
k
pk;tpk;Y k
! . Since R divXd  0 and  is supported on
!(x)  U , we can x k such that
pk 2 U; Y k 2W0(X) and j detP Y kt
pk;Y
k
(pk)j < etpk;Y k:
Once we x this k, write tpk;Y k = n+ r for some n 2 N+ and some 0  r < 1.
This induces the partition 0 = t0 < t1 < ::: < tn+1 = tpk;Y k given by ti = i
for 1  i  n. It turns out that ti+1   ti = 0 (for 0  i  n   1) and
tn+1   tn = tpk;Y k   n = r therefore, ti+1   ti  1 for 0  i  n.
Dene the linear maps Li : N
Y k
Y kti
(p)
! NY k
Y kti+1
(p)
by
Li = e
  
2P Y
k
ti+1 ti(Y
k
ti (pk)); 80  i  n:
A direct computation showsLi   P Y kti+1 ti(Y kti (pk))  j1  e  2 jC < ; 80  i  n:
Then, by the Franks's Lemma for ows, there exists Z 2W (X) with Z = Y k
along OY k(pk) such that
PZti+1 ti(Zti(pk)) = Li; for every i with 0  i  n:
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Consequently, tpk;Z = tpk;Y k and also P
Z
tpk;Z
(pk) = e
 t
pk;Y
k

2P Y
k
t
pk;Y
k
(pk) thus
j detPZtpk;Z (pk)j = e
 t
pk;Y
kj detP Y kt
pk;Y
k
(pk)j < 1:
Up to a small perturbation if necessary we can assume that pk has no eigen-
values of modulus 1. Then, pk 2 PSaddled(Z) [ Sink(Z) by the previous
inequality which implies pk 2 U \ (PSaddled(Z) [ Sink(Z)). But Z 2 W (X)
so we obtain a contradiction by (A.2) and the result follows.
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