We consider issues of computational complexity that arise in the study of quasi-periodic motions ͑Siegel discs͒ over the p-adic integers, where p is a prime number. These systems generate regular invertible dynamics over the integers modulo p k , for all k, and the main questions concern the computation of periods and orbit structure. For a specific family of polynomial maps, we identify conditions under which the cycle structure is determined solely by the number of Siegel discs and two integer parameters for each disc. We conjecture the minimal parametrization needed to achieve-for every odd prime p-a two-disc tessellation with maximal cycle length. We discuss the relevance of Cebotarev's density theorem to the probabilistic description of these dynamical systems. © 2001 American Institute of Physics. ͓DOI: 10.1063/1.1423334͔
I. INTRODUCTION
In this article we investigate the structure of regular motions for a class of invertible maps on a finite phase space, with emphasis on the realizability of various cycle lengths, and related issues of computational complexity. Unlike for dynamics on manifolds, where ''regular'' usually denotes zero metric entropy, on a finite space the situation is less clear. For instance, the character of the motion may depend on the choice of the topology.
Let f be an invertible map on a finite phase space ⍀, and let x,y⍀. Does y belong to the orbit of x? If so, what is the transit time from x to y, using the dynamics? These questions can be answered by direct iteration, but as the size of the system becomes large, the quest for nontrivial answers becomes compelling, since these determine our ability to predict. ͑We exclude from consideration random maps, that is, maps defined by a table of values, for which direct iteration is the only available option.͒ Thus, for all x,y⍀, we define the transit time Writing T(x) for T(x,x), we have that T(x)-the period function-is the period of the orbit through x ͑because t is positive͒. We call the motions ''regular'' if, for all x and y, T(x,y) can be computed in polynomial time in the input size log (N), where N is the cardinality of ⍀. One establishes regularity by exhibiting a polynomial time algorithm for T; proving that a system is not regular is notoriously difficult, being rooted in classical problems of complexity theory ͑see, e.g., Ref. 1, Chap. 2͒. An invertible map is necessarily regular in the above sense when all its cycles are logarithmically short; therefore obstructions to predictability can only originate from the existence of long cycles, although this is by no means sufficient. ͑Of note is the fact that for random permutations of N elements, the expected maximal cycle length is of order N.
2 ͒ The literature abounds with instances of discrete invertible maps with long and seemingly unpredictable cycle lengths ͑see Refs. 3-7, for a selected sample͒.
The subtlety of this problem is already manifest in linear modular dynamics ͑discrete Bernoulli shift͒ x‫ۋ‬x(mod N), where Ͼ1 is an integer, and the phase space is the lattice Z/NZ of integers modulo N. The transit time T(x,y) is now the smallest positive t for which t xϵy(mod N), given by the formal expression T͑x,y ͒ϭ log ͑ y/x ͒ log ͑ ͒ ͑1͒
involving a yet unspecified logarithmic function.
If Nϭp is a prime number, ''log'' is the discrete logarithm modulo p; at present, it cannot be computed in polynomial time, which accounts for its importance in cryptography. 1 However, if Nϭp n is a large power of a prime p, then ''log'' is ͑essentially͒ the p-adic logarithmic function, which can be computed in polynomial time, thanks to its analyticity. This peculiar phenomenon originates from an embedding of the phase space with p n points into the p-adic integers, where the dynamics becomes quasi-periodic rotation on a disc, a system with zero entropy ͑Sec. II͒.
We recall that the ring of p-adic integers consists of expressions of the type ͑see, e.g., Ref. 8͒
which converge with respect to the non-Archimedean absolute value ͉•͉ p , defined as ͉͉ p ϭp Ϫk , where b k is the first nonzero coefficient in the expansion ͑2͒. ͓The nonArchimedean property is expressed by the strong triangle inequality: ͉xϩy͉ p рmax(͉x͉ p ,͉y͉ p ).͔ The resulting topology organizes the elements of Z p hierarchically, making it into a Cantor set. It is customary to write v()ϭk, and express the size of in terms of the valuation v, instead of ͉•͉ p .
The study of dynamical systems over the p-adics defines a lively and varied area of investigation ͑see Refs. 9-14, and references therein͒. In the p-adic context, a discrete phase space L n ϭZ/ p n Z is a coarsened representation of Z p , with n digit accuracy, with an induced coarsened dynamics ͑Fig. 1͒. In this article we shall be interested in the case in which such dynamics is analytic, invertible on each L n , and regular. For these, nonpolynomial time problems originate only from computation modulo p, whereas the dynamics modulo p n will feature the tight hierarchical organization often found in p-adic constructs.
Regular invertible motion over the p-adics is a simplified version of its complex counterpart, which is-up to analytic conjugacy-rotation on Siegel discs ͑Fig. 1͒. If the multiplier of the mapping f (x)ϭxϩO(x 2 ) lies on the unit circle (͉͉ p ϭ1) and is not a root of unity, then it is possible to construct a conjugacy of f to its linear part,
which is defined with its inverse in a neighborhood of the origin. This construction is made easier by the tame nature of small denominators ͑the roots of unity accumulate nowhere͒. 9, [15] [16] [17] Combining the linearization ͑3͒ with Hensel's lemma, one can gain considerable knowledge on the orbit structure of an invertible polynomial map on L n , from cycles and multiplier data computed modulo p. Hensel's lemma provides conditions under which a cycle modulo p persists modulo p n for all n ͑it lifts, in jargon, see Ref. 8, Chap. 3, and Sec. III of this work͒. These p-adic cycles are then used as the skeleton for the construction of discs, which afford polynomial-time computation of transit times.
However, for a given map, the structure of cycles and multipliers modulo p depends in a very erratic way on the prime considered. Such unpredictability is rooted in the properties of factorization of polynomials over finite fields, which is again a nonpolynomial time problem ͑Ref. 18, Chap. 3͒. The asymptotics of this phenomenon is controlled by a probabilistic law, the Cebotarev density theorem, which determines the probability of the existence of cycles of a given length, modulo p, averaged over all primes p ͑Ref. 19, p. 129, and Sec. V of this work͒.
In this article we deal with a specific family of maps that afford an adequate degree of control as p varies. We begin to note that if f (x) is invertible with nonvanishing derivative modulo p, then it is invertible on each L n ͑Lemma 3.1͒. By the chain rule of differentiation, the nonvanishing of the derivative modulo p also implies that the multiplier of any cycle of f (x) lies on the p-adic unit circle, which is a necessary condition for the existence of discs. With these considerations in mind, we introduce the following family of maps:
where h(x) is a polynomial over Z p . In Sec. II we compute the linear transit time ͑Proposition 2.1͒, and determine sufficient conditions on the multiplier, for the occurrence of a maximal Siegel disc ͑Proposition 2.2͒. In Sec. III, we discuss the phenomenon of lifting of periodic orbits, and the occurrence of a full tessellation of Z p into discs ͑Proposition 3.2͒. This affords a polynomial-time computation of the transit function.
We apply the above results to the family ͑4͒, requiring that it be invertible, and that it feature, besides the fixed point at the origin, a cycle of maximal period on the unit circle, surrounded by a disc of maximal size. ͓A ''perturbative'' model f (x)ϭ xϩp s h(x) could not achieve such a configuration, because, for any choice of h(x), the cycle on the unit circle has one-unit multiplier ͑see Sec. II͒.͔ Using resultants, we translate these requirements into conditions on the auxiliary polynomial H(x)ϭϪh(x), prompting the study of the polynomials of minimal degree that achieve maximal periods. Based on experimental evidence, we conjecture that maximal period for all primes can be achieved with quadratic polynomials H(x), while with a cubic polynomials one can also satisfy certain congruence conditions on multipliers ͑Sec. IV͒. Finally, in Sec. V, we discuss the relevance of Cebotarev's density theorem to the probability of occurrence of maximal periods.
Although in this article-for the sake of concreteness-we mainly deal with a specific model, many of our constructs are easily generalized. For instance, replacing Z p with one of its unramified extensions, and the finite field Z/pZ with the corresponding finite field extension, the mappings ͑4͒ become
where k is the degree of the extension. Most of our results extend to this case with little or no modification. We close with an open question: can nonregular discrete dynamics admit a smooth embedding in a system with zero metric entropy? ͑There is evidence of an affirmative answer for nonsmooth embeddings, for instance in the dynamics of round-off errors.
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II. p-ADIC DISCS
In what follows, p is an odd prime. A disc in canonical form features in a linear map f (x) ϭ x, with multiplier Z p on the unit circle: ͉͉ p ϭ1. Arithmetically, this multiplier is a unit, that is, an invertible element of Z p . The map f is invertible on each L n , and its cycle structure is characterized by writing
and T is the multiplicative order of modulo p, i.e., t 1͑mod p ͒, 1рtϽT
͑hence m divides pϪ1͒, and sϭs(
T is an example of one-unit, that is, a p-adic number congruent to 1 modulo p. The parameter s is the level of the one-unit. When mϭ1, we say that is primitive; if, in addition, sϭ1, we say that is maximal. Primitive and maximal multipliers generate the invertible elements modulo p and p 2 , respectively. If aZ p has order T(a)ϭpϪ1, then for any unit z, the congruence a t ϵz(mod p) can be solved for tªlog a (z); this is the discrete logarithm to the base a, which is determined modulo pϪ1. It can be shown that
where the logarithm is computed with respect to an arbitrary base.
The p-adic logarithm is defined via the usual power series
its domain of definition consists of the one-units. The following estimate, valid for p odd and ͉z͉ p Ͻ1,
͑8͒
shows that each term of the series ͑7͒ is a p-adic integer. So, it makes sense to consider the p-adic logarithm modulo p n , whose computation requires no more than 2n terms in the series ͑7͒. 
is violated, we have T(x,y)ϭϱ. Otherwise,
where
and T 0 and T 1 are the least non-negative residues for the respective moduli. The complexity of formula ͑11͒ is buried in the computation of T 0 and T, which is nonpolynomial in log (p); when computing modulo p n , this difficulty fades away as n becomes large, since the number of terms needed in the expansion of the p-adic logarithm is O(n), from ͑8͒ and ͑12͒.
The periodicities of the reduced systems L n are uniquely determined by the multiplier's parameters T and s. Specifically, the invariant circle v(x)ϭk decomposes into mϭ(p Ϫ1)/T orbits, with common period T(x). The longest cycles lie on the unit circle ͓v(x)ϭ0͔, with maximal period occurring when is maximal, when the p-adic orbit through x 0 fills densely the circle ͉x͉ϭ͉x 0 ͉. If the multiplier is not maximal, then every circle decomposes into ͑the closure of͒ finitely many orbits.
Proof: Formula ͑9͒ follows readily from the estimate of recurrence distance
Now, if ͑10a͒ is false, then x and y belong to different circles, so T(x,y)ϭϱ. If ͑10a͒ is true, but ͑10b͒ is false, then x and y belong to the same circle, but are on different orbits, so the transit time is again infinite. Finally, if ͑10a͒ and ͑10b͒ are true, then the multivaluedness of the discrete logarithm can be used to make T 0 non-negative, integral, and minimal.
Furthermore, y/xЈ and ϭ T are one-units. If condition ͑10c͒ is false, then the equation ϭy/xЈ has no solution Z p ͑i.e., y/xЈ does not belong to the Z p -module generated by ͒, and therefore T(x,y)ϭϱ.
Assume now that all conditions ͑10͒ are true. Then all logarithms are defined, and the ratio of p-adic logarithms in ͑12͒ is in Z p due to ͑10c͒. ͓From the remarks following the estimate ͑8͒, it then follows that T 1 can be computed approximately using finite logarithmic expansions.͔ Thus, with reference to Eq. ͑11͒ we have, in Z p ,
Finally, the moduli in ͑12͒ are determined by the fact that the original congruence
, becomes a congruence involving units modulo p nϪv (x) , which are the direct product of two cyclic groups of order pϪ1, and p nϪv(x)Ϫ1 respectively. ᮀ Suppose now f (x)ϭxϩO(x 2 ) has coefficients in Z p . Then we have ͉O(x)͉ p р͉x͉ p and, since ͉͉ p ϭ1, we find
that is, all circles of radius less than unity are invariant under f . So, if the circle ͉x͉ p ϭr belongs to the Siegel disc, its period on L n can be computed from that of the linear map ͓Eq. ͑9͔͒. It is therefore important to estimate the size of the disc. We do this with the benefit of the following theorem. 
We call the region of semi-conjugacy a semi-disc, whereas the term disc will refer to the full conjugacy. Because Ј(0) 0, the disc has nonzero radius ͑theorem 27.5 of Ref.
20͒, but disc and semi-disc do not necessarily coincide, as in the case of endomorphisms of formal groups, where vanishes within the semi-disc. 16 Note that the condition sϽkT is equivalent to the statement that the semi-disc ͑3͒ contains the closed disc ͉x͉ p рp Ϫk . In particular, when sϽT, the semidisc includes the maximal ideal ͕x:v(x)у1͖.
The main unresolved issue concerns the radius of the disc. We address it in the limited context of maximal multipliers. The recursion relation for the coefficients has the form 
Proposition 2.2: For
.
We obtain
Now for v(x)у1 and kу2, the above gives v(c k x kϪ1 )у1. Furthermore, Eq. ͑14͒ gives
e., on pZ p , is an isometry which leaves every circle v(x)ϭconst invariant. In particu-lar, is injective on pZ p , hence invertible. The same is clearly true on each finite set L n , where acts as a permutation of each finite circle. ᮀ We remark that using the procedure developed in Ref. 16 , one can also construct a weaker ͑topological͒ conjugacy between f T and any linear map x‫ۋ‬ T x, where the multiplier is a unit with the same parameters as . Such conjugacy, which exists by virtue of the fact that the two systems have the same period structure on each L n , is C ϱ , except possibly at the origin, where it is only continuous. If the multipliers coincide, then the conjugacy becomes differentiable at the origin, with unit derivative.
As an example of failure of conjugacy in polynomial maps of the form ͑4͒, let F(x)ϭ8xϩ(x 3 Ϫx)x 2 ; we have Tϭ2, and sϭ2, hence v(r)ϭ 5 4 Ͼ1. The circle v(x)ϭ1 lies outside the semi-disc; one verifies that for kу4, the cycle lengths of F(x) and its linearization differ modulo 3 k .
III. LIFTING
The construction of p-adic periodic points rests on Hensel's lemma, which, in the formulation relevant to us, states that if f (x) is a polynomial over Z p with a root a 
where is the Möbius function ͑Ref. 25, Chap. 2͒. ͑Essential period is minimal period, except, possibly, at bifurcation. 26 ͒ If ⌽ T (x) has a root a modulo p, then, by Hensel's lemma, it also has a T-cycle containing ␣ϭaϩO(p)Z p , provided that ⌽ T Ј(a) 0(mod p). The vanishing of the derivative signals the fact that a is p-adically close to a bifurcational state, in which case the lifting of the cycle modulo p may or may not take place, and the period may differ from the minimal period. We define the multiplier (x) of a ͑not necessarily minimal͒ T-cycle at x as
If ⌽ T (x) has a multiple root at a, then (a)ϭ1, since the bifurcation involves a collision of orbits of period dividing T. 26 Thus a sufficient condition for a T-cycle containing x ϵa(mod p) to lift is that (a) 1(mod p), that is, that is not a one-unit. The lifted T-cycle ␣ϭaϩO(p)Z p may be computed via the p-adic Newton's iteration
with initial conditions xϭa, which, like its Archimedean counterpart, is superconvergent ͑Ref. 27, Sec. 2.2͒. Formula ͑18͒ is useful for computation only when T is small. For large T or p, the recursive solution of f T (x)ϵx(mod p k ) is more effective.
Our next result provides sufficient conditions, which can be tested modulo p, for f (x) to be a permutation modulo p n for all n. Lemma For these systems, knowledge of the basic cycles, and of the conjugacy function , translates into polynomial-time computation of the entire phase space structure. Note that the number of terms needed to evaluate n is O(n), from ͑15͒.
In the rest of the article, we specialize our analysis to the polynomial family defined in Eq. ͑4͒. The derivative of F(x) is given by
Introducing the auxiliary polynomial
we see that
where the left congruence follows from Fermat's theorem:
Without loss of generality, we shall require that the multiplier of the fixed point at zero be unaffected by the nonlinear terms, that is,
which also ensures that F leaves each circle around the origin invariant, as easily verified ͓cf. Eq. ͑13͔͒. By Lemma 3.1 and Eq. ͑21͒, we have that, if
then FЈ(x) has no roots modulo p, hence F(x) is a permutation polynomial modulo p k for all k, with a fixed point at the origin. Because x pϪ1 Ϫ1ϵ͟ kϭ1 pϪ1 (xϪk)(mod p), the condition ͑23͒ is seen to be equivalent to gcd"x pϪ1 Ϫ1,H͑x ͒…ϭ1, ͑24͒
which can be verified in polynomial time with Euclid's algorithm. We remark that Eq. ͑24͒ is an equation over Z/pZ. Now, for the members of the family ͑4͒, by construction, the function ⌽ T (x) vanishes identically modulo p for all nonzero x, its roots accounting for m T-cycles, where m and T are related by ͑5͒. From Eqs. ͑17͒ and ͑21͒, we see that if ͑24͒ is satisfied, each such cycle lifts to a p-adic cycle provided that is not a one-unit. The latter condition is written as
The simplest situation occurs when the multipliers are maximal, hence neither one-units nor roots of unity. Then all cycles can be lifted, and are surrounded by discs, which constitute a tessellation of Z p , from Proposition 3.2. This configuration could be regarded as the p-adic equivalent of a nonlinear resonance ͑Fig. 1͒. It remains to show that the conditions on multipliers can actually be achieved for a specific polynomial H(x). We shall deal with this problem in Sec. IV.
The requirement that the multiplier is not a one-unit is not redundant. The next result identifies circumstances in which this phenomenon leads to failure of lifting. s ␥, where ␥ is a unit. We attempt to find a unit ␦ such that aϩ p␦ is a fixed point modulo p 2 . We have
Since, by assumption, ͉a͉ p ϭ1, for the fixed point to exist, the quantity in square brackets must be O(p 2 ). Now, the equation
giving h(a)ϭO( p), and since a pϪ1 Ϫ1ϭO( p) ͑a is nonzero modulo p͒ we have
and the fixed point modulo p 2 does not exist. ᮀ We conclude this section with a remark on resonance. As the multiplier approaches a (pϪ1)th root of unity, corresponding to s→ϱ in Eq. ͑5͒, so do all points of the T-cycles on the unit circle. Indeed let ,Ј be ( pϪ1)th roots of unity, and let ϭϩp s . Then, since Ј is a root of x p Ϫx, we find that, for any choice of h(x) F͑Ј͒ϭЈϩO͑ p s ͒.
Because Ј is also a (pϪ1)th root of unity, we obtain the desired result by letting s→ϱ, which also causes the size of the disc at the origin to shrink to zero. Letting F(x)ϭx ϩO(x 2 ), one finds ͑for T 1͒ F T (x)ϭxϩO(x 3 ), but the details of the motions at resonance require further study.
IV. MULTIPLIERS
We turn to the problem of identifying maximal multipliers, which requires computation modulo p 2 . Clearly, one must first check primitivity modulo p. We thus consider the mapping ͑4͒, with primitive, and compute modulo p the multiplier of the ( pϪ1)-cycle on the unit circle.
Equations ͑17͒ and ͑21͒ give
where the right-hand side depends on H only, and not on x. The product ͑25͒ is taken over all roots of the polynomial
where Res denotes the resultant ͑Ref. 28, p. 36͒. The computation of the resultant, as a determinant, is no faster than the evaluation of the product ͑25͒. However, Eq. ͑26͒ leads to useful formulas. Let H(x) be specified by ͑20͒ and ͑22͒, and let ␣ 1 ,...,␣ n be the roots of H(x) in some extension of F p , the field with p elements. Since pϪ1 is even, we have from the properties of the resultant
In the case in which h(x)ϭax n is a monomial, we have H(x)ϭϪax n , and the roots of H(x) are ␣ i ϭ i ␣, where ␣ϭ n ͱ/a is a root of H(x) and is an nth root of unity.
From Eq. ͑27͒ one finds
If dϾ1, then is a dth power, hence T() is a divisor of (pϪ1)/d, and is not primitive; if dϭ1, then ϵ0(mod p) is again not primitive. In either case, one cannot achieve primitivity, hence maximality. Beyond monomials, the obvious case is when H(x) is irreducible over F p . The Galois group F p n: F p is cyclic, and is generated by the Frobenius automorphism : x‫ۋ‬x p ͑Ref. 28, p. 75͒. We order the roots of H(x) in such a way that (␣ i )ϭ␣ iϩ1 , with i a cyclic index. From Eq. ͑27͒ we obtain
is not irreducible ͓with factors H k (x) of degree n k у2, for invertibility͔, the above formula is generalized by ordering the roots ␣ i (k) of each factor H k (x), giving
If H(x) is quadratic or cubic ͓or if all its factors H k (x) are͔, the quantity is connected to its discriminant ⌬, given by ͑Ref. 28, p. 35͒
When H(x) is quadratic and irreducible modulo p, we find, from ͑28͒ and ͑29͒,
Similarly, when H(x) is cubic and irreducible modulo p, we have
Note that in the above formula ⌬ is a square, from Stickelberger's theorem ͑Ref. . Conjecture 1 has been verified for every (, ) combination with and both maximal for pр17. Conjecture 2 has been verified for every maximal for pр29.
In the next section, we show that the families of polynomials of the above conjectures are necessarily infinite.
V. DENSITY AND HEURISTIC ESTIMATES
Let us consider the factorization modulo p of an irreducible polynomial H(x)Z͓x͔:
For all but finitely many primes ͓the divisors of the discriminant of H(x), which are excluded from consideration͔, the factors H k (x) are distinct. If n is the degree of H(x), and n k that of H k (x), the above factorization corresponds to the additive partition nϭn 1 ϩ¯ϩn r . Let (t) be the number of primes рt, and let A(n 1 ,...,n r ,t) be the number of times such a partition occurs among these primes. The Cebotarev density theorem states that the limit lim t→ϱ A͑n 1 ,...,n r ,t ͒ ͑t ͒ ͑32͒
exists, and is equal to the frequency of occurrence of the permutations in the Galois group of H(x), whose cycle decomposition has n k as cycle lengths. 19 In particular, the limit ͑32͒ is a rational number whose denominator divides n!. The function sending primes to elements of the Galois group is called the Artin map. 29 An application of the above theorem will result from the following.
Lemma 5.1: Let F be a family of polynomials over Z, with the property that, for almost all primes p, at least one member of F has no roots modulo p. Then F is infinite.
The term ''almost all'' disregards sets of zero density. Proof: Assume that F is finite. Then the roots of all polynomials in F generate a finite Galois extension K:Q. The set of primes p that split completely in K is mapped under the Artin map to the identity of the Galois group, and, hence, from Cebotarev's theorem, its density is no smaller than 1/n!, where n is the degree of K:Q. Now, if p splits completely in K, it also splits completely in every subfield ͑Ref. 30, p. 105͒, and so for such primes all polynomials in F split completely modulo p, contrary to the assumption. So F is infinite. ᮀ Let now F be a set of H(x)-polynomials. If F is finite, then, for a set of primes of positive density, condition ͑24͒ will be violated for all elements of F, making the multipliers of all corresponding mappings F(x) vanish modulo p, and, in particular, making them nonmaximal. Thus, if conjectures 1 and 2 are true, the corresponding families of H(x)-polynomials are necessarily infinite.
In the following example, we combine Cebotarev's theorem, arithmetical considerations, and some heuristic assumptions to estimate the probability of occurrence of maximal multipliers. We consider the map
The multiplier ϭ2 is square-free in Z, and is not a root of unity, and so it is a candidate for maximality for any odd prime p. With reference to Eqs. ͑20͒ and ͑30͒, we find
where the right expression holds whenever H(x) is irreducible modulo p. So is also a candidate for maximality. Now, the Galois group of H(x) is C 2 , giving two partitions 2 ϭ1ϩ1 and 2ϭ2, corresponding to H(x) being reducible and irreducible, respectively, and each event has density 1 2 , from Cebotarev's theorem. More precisely, using quadratic reciprocity, we find that H(x) is irreducible when p ϵ3,5,6(mod 7). Assuming the validity of the generalized Riemann hypothesis, the probability that a square-free integer be primitive modulo p is given by Artin's constant 31 Aϭ ͟ ͒ If we assume that A also describes the probability of primitivity for the primes in the given arithmetic progressions, and that the order of and are independent, then the probability that both and are primitive is estimated as A 2 /2Ӎ0.070. Now, the probability that a primitive multiplier be nonmaximal is 1/p ͑there are p choices for its second digit, and only one is nonmaximal͒, which for large p can be neglected. So the above estimate can be taken as the probability of occurrence of two maximal multipliers.
Let C be the set of primes for which H(x) in Eq. ͑33͒ has no roots modulo p ͓i.e., pϵ3,5,6(mod 7)͔, and let P a be the set of primes for which a is a primitive element. The following table displays densities of various sets, computed with the first 10 7 primes. The Cebotarev and Artin frequencies for both and ͑the first three columns͒ agree with their limit value, within four decimal digits. Taking this as the accuracy of the remaining data, we see from the last column that the probability that and are both primitive is some 10% higher than estimated. This discrepancy can be attributed to two factors. First, the presence of correlations between the orders of and . The probability of both being primitive computed over all primes should be A 2 ϭ0.139 84 . . . , while column 4 gives a higher figure. Second, primitivity appears to be more frequent in C than in the set of all primes, which is seen by comparing columns 2 and 3 with columns 5 and 6, respectively.
To derive a similar estimate for an irreducible polynomial H(x) of higher degree, one requires information on its Galois group G. Specifically, the density 1 2 appearing in the quadratic case is to be replaced by the density of the fixedpoint-free elements in G. For a ''randomly chosen'' integral polynomial H(x) of degree n, we can expect the Galois group to be the symmetric group S n , whose fixed-point-free elements have density ͑Ref. 34, Sec. 6.7͒
giving the rough estimate A 2 /e for the probability of maximal multipliers, when the degree of H(x) is sufficiently large.
