Introduction
Computer vision is a significant area for theoretical studies and applications of mathematical methods [1] [2] [3] . An interesting problem is that of image registration, where the task is to optimally transform one image into another subject to given conditions. The problem occurs very widely, for instance, in comparing medical images to help diagnose diseases, in analysing images from meteorologic satellites, and in recognition of military targets [4, 5] .
In past decades, a number of techniques for computer vision were developed using powerful tools from Lie groups and Riemannian geometry [6] [7] [8] A critical point of E is a relative geodesic, and the infimum of the E(g) is called the discrepancy D(f 1 , f 2 ). This is described precisely in the abstract and in [9] . In order for the discrepancy to be defined, it is necessary to observe Lemma 1.1. The set of (f 1 , f 2 )-admissible curves is non-empty.
Proof. By a result of Mostert [10] corollary 2, the quotient map G → G/K is a locally trivial principal fibre bundle. By the covering homotopy property for fibrations, the C ∞ curves f 1 , f 2 in G/K both lift to C ∞ curvesf 1 
using bi-invariance and Hölder's inequality. Therefore,
which proves the triangle inequality for d.
The condition that g be ( f 1 , f 2 )-admissible can be conveniently rewritten by expressing g in terms of a C ∞ curve w : [0, 1] → K, as follows. As in the proof of lemma 1. 
In some respects, the present setting generalizes that of a previous paper [9] , yet is limited in other ways. In [9] K = SO(2) ⊂ G = SE(2) and G/K is identified with the Euclidean plane E 2 . The present paper permits a very wide class of Lie groups G and arbitrary closed subgroups, but our Riemannian metric on G is required to be bi-invariant which does not hold in [9] . The simplest case for the present paper is SO(2) ⊂ SO(3), where SO(3)/SO(2) is identified with the unit sphere S 2 in Euclidean 3-space E 3 .
The rest of the present paper is organized as follows. In §2, we review some basic facts about Lie groups. In §3, we derive the Euler-Lagrange equation for relative geodesics, together with some invariance properties. In §4, we discuss the relative geodesic and discrepancy between two geodesics on symmetric spaces of bi-invariant groups. In §5, we specialize to the case of bi-invariant SO(3) acting on the unit sphere S 2 . Then some explicit solutions are found. In §6, we apply the discrepancy for curves in S 2 to construct and study a new measure of non-congruency for constant speed curves in E 3 . In §7, we describe some numerical experiments.
Preliminaries
In this section, we review background materials including some definitions that will be used throughout the paper. For more details, we refer to [11] [12] [13] .
A Lie group G is a C ∞ manifold with a group structure, and such that the group product G × G → G and the inverse map g → g −1 are C ∞ . We focus on matrix Lie groups that admit bi-invariant Riemannian metrics, namely left or right multiplication by elements of G do not affect the Riemmanian inner products. Not all Lie groups are matrix groups, 1 and not all matrix groups admit bi-invariant Riemannian metrics 2 : in the present paper bi-invariance is the more essential condition, saying that (a) Orthogonal and special orthogonal groups
The orthogonal group O(n) is the set of all n × n real matrices A such that A T A = I n where superscript T denotes matrix transpose, and I n is the n × n identity matrix. Orthogonal matrices have determinant ±1, and the special orthogonal group is the subgroup SO(n) : reason, O(n) and SO(n) share the same Lie algebra, namely the n(n − 1)/2 dimensional space of skew-symmetric real n × n matrices. An inner product on SO(n) is given by
with X, Y ∈ SO(n). For two tangent vectors X and Y at an arbitrary group element A ∈ SO(n), the corresponding bi-invariant Riemannian inner product X, Y A is A −1 X, A −1 Y SO(n) . In particular, SO(3) is three-dimensional. Another three-dimensional Lie algebra is Euclidean 3-space E 3 , with Lie bracket given by the cross-product ×. The cross-product serves as Lie bracket on E 3 coming from the fact that it satisfies skew symmetric, bi-linear and Jacobi identity. There is a linear isometry v ∈ E 3 →v ∈ SO(3) of Lie algebras, given byvw := v × w for v, w ∈ E 3 .
(b) Closed subgroups and splittings of G Given a closed subgroup K of G, G has the vector-space decomposition
where K is the Lie algebra of K and M is its orthogonal complement in G with respect to the restriction of the bi-invariant inner product. Let P K : G → K be the associated orthogonal projection.
In particular, with
Note that M is the image of the Euclidean plane E 2 × {0} under the Lie isomorphism E 3 → SO(3) of the previous subsection.
Relative geodesics in bi-invariant Lie groups
The condition for g to be a relative geodesic is that it should satisfy the Euler-Lagrange equation for the functional E, subject to the condition that g is (f 1 , f 2 )-admissible. Alternatively, as in the Introduction, the admissibility condition can be written in the form g =f 2 wf
The advantage of proceeding in this way is that the admissibility condition is then built in. Discussions of Euler-Lagrange equations can be found in [14, 15] .
(a) Derivation of the Euler-Lagrange equation forÊ
We haveÊ
where g(t) :=f 2 (t)w(t)f 1 (t) −1 , and left-invariance of the Riemannian metric is used to shift iḟ i for i = 1, 2, and Ω := w −1ẇ . Because the Riemannian metric is bi-invariant, the Ad˜f 1 (t) are isometries, and thereforeÊ
where
Consider a C ∞ variation s → w s of w, with s ∈ (−h, h) for some small h > 0, and w 0 = w.
s (t) and differentiation is with respect to t
We find that
where we use (2.2), the definition of Y, then integration by parts. This proves Theorem 3.1. The condition for the C ∞ curve w : [0, 1] → K to be a critical point ofÊ is that
, with boundary conditions
(b) Invariance of the Euler-Lagrange equation
The original problem of optimizing E makes no mention of u 1 and u 2 , only f 1 , f 2 ∈ C and (f 1 , f 2 )-admissible curves. Recall that u 1 and u 2 are defined in terms of liftingsf 1 andf 2 of f 1 and f 2 . However, for any C ∞ curves k 1 , k 2 : [0, 1] → K we could also write
Then, after a straightforward calculation, the following result may be verified. Now let G/K be globally symmetric, namely the stabilizer K of a typical point is an open subgroup of the fixed point set of an involution on M = G/K, from which follows
Then Ad w(t) −1 (u 2 (t)) ∈ M for all t ∈ [0, 1] and P K (Ẏ) =Ω, and (3.2) simplifies tȯ
and
From equations (3.3), we have 
formula (3.4) comes from the following lemma.
Lemma 3.4. Let f be a curve in G/K andf be a lifting of f in G, then
with equality if and only iff is a canonical lifting, where
In fact, ḟ (t) f (t) = f −1 (t)ḟ (t) G andf −1 (t)ḟ (t) can be decomposed into two parts in K and M .
For the norm of the part in M , it is exactly the same as ḟ (t) f (t) , which is defined by the induced metric from that on G, thus, we have this lemma.
Example 3.5. Suppose that the resource curve f 1 degenerates to a single point, say f 1 = p 0 = π (e), where π : G → G/K denotes the natural mapping and e is the identity of G. Let the target curve f 2 be a geodesic. Then, by theorem 3.3, the relative geodesic is given by g(t) =f 2 (t)w for t ∈ [0, 1], where w is constant in K andf 2 is the canonical lifting of f 2 . Namely,f 2 is a horizontal lifting of f 2 , which meansf 2 is also a geodesic. Thus, in this case, a relative geodesic is a geodesic in the standard sense. This goes some way towards justifying our terminology.
Further, we find bounds of the discrepancy D( f 1 , f 2 ) for any curves f 1 and f 2 as follows. 
Proof. According to theorem 1.2, we have the following triangle inequality:
where f 3 is an arbitrary point on G/K, then relation (3.5) can be obtained from (3.4) and
Next we consider relative geodesics between geodesics for global symmetric spaces of bi-invariant Lie groups, namely, both f 1 and f 2 are geodesics in a symmetric space G/K. Since G acts on G/K transitively, it is possible to align geodesics f 1 and f 2 such that they share the same initial point p. Further, suppose K fixes p and acts on unit-length vectors on T p (G/K) transitively. 3 Then it is possible to align f 1 and f 2 such that their initial velocities have the same direction. By Corollary 2 of [10] , we can always find corresponding geodesic liftingf i (t) in G such that u i (t) ∈ M for all t ∈ [0, 1] and i = 1, 2, where u i is the Lie reduction ofḟ i (t). Thus, without loss of generality assume thatf 1 (0) =f 2 (0) andḟ 1 (0) = λḟ 2 (0) with constant λ > 0.
With the above assumptions, for two reparametrized geodesics 4 f 1 , f 2 by smooth functions ξ 1 , ξ 2 ,f 1 (t) andf 2 (t) are given bỹ
with constant λ > 0. Here exp is the exponential mapping from TG to G. We claim thatg, given byg(t) :=f 2 (t)f
, is a critical point of the energy E. This holds because the function w can be taken as the identity, and the Euler-Lagrange equation (3.3) holds, because u 1 (t) =ξ 1 (t)X 1 and u 2 (t) =ξ 2 (t)X 2 commute. This proves Proof. We only need to prove formula (4.2). Using w = 1 in (3.1), we find that
Combining this with (3.5), and using (4.1), D(f 1 , f 2 ) is bounded below by
which completes the proof.
In particular, let ξ 1 (t) = ξ 2 (t) = t for t ∈ [0, 1]. Then the reparametrized geodesics are geodesics, and 
) is the length of f i for i = 1, 2. Then, f 1 and f 2 can be aligned as geodesics on the yz-plane with the same initial point and same initial velocity direction, namely
where A i is constant matrix,f i (t) = (0, cos(tθ i ), sin(tθ i )) T , i = 1, 2. Using the aligned geodesicf i , the canonical liftingf i is given byf
for all t ∈ [0, 1] and i = 1, 2. So the relative geodesic between two geodesics f 1 and f 2 on S 2 is given by
namely half the square of the difference between the lengths of f 1 and f 2 .
Next we consider more general solutions of (3.3) for the case of SO(2) ⊂ SO(3).
Relative geodesics in bi-invariant G = SO(3) with K = SO(2)
In this section, we illustrate the Euler-Lagrange equation (3. 3) in the case of K = SO(2) ⊂ G = SO(3) with a bi-invariant Riemannian metric on SO(3). Even in this very simple instance, it seems too much to hope for a general solution, but closed form solutions are found for some f 1 and f 2 . As in §2a, K = SO(2) ⊂ G = SO(3) ∼ = E 3 where SO(2) is identified with {0} × E 1 . Writing
where θ : [0, 1] → R, the matrix Ω(t) ∈ K corresponds to (0, 0,θ(t)) ∈ E 3 . Conditions (3.3) becomë
where u 1× u 2 := u 1 × u 2 , (0, 0, 1) E , and , E is the Euclidean inner product. As before, the u i are Lie reductions of derivatives of canonical liftings of f i . Suppose that f 1 and f 2 are conjugate namely that u 1 (t)×u 2 (t) = c and u 1 (t), u 2 (t) E = d where c, d are constant. Ifθ(t) ≡ 0, then (5.2) is the equation of a simple pendulum, and integrates to give
where b is also constant. Thus, the solution of (5.2) can be found in terms of Jacobi elliptic functions [16] , namely 
. , 4 are constants, and am(x, p) is the inverse of x(θ)
The corresponding energy E is
where θ(t) is given in the form of (5.3). In addition, ifθ(t) ≡ 0, then
Moreover, the associated energy E is
In both cases, namelyθ(t) ≡ 0 andθ(t) ≡ 0, we have solutions of equation (5.2), and the discrepancy between two conjugate curves f 1 and f 2 is given by where the c i are constant. Thus, the relative geodesic between two conjugate-like curves f 1 and f 2 isf 2 (t)w(t)f −1
(t), where w(t) is given by (5.1), and the discrepancy is
where θ (t) satisfies (5.8).
It seems difficult to find solutions for general f 1 , f 2 . However, we can use some numerical techniques, for instance, finite difference methods, to find approximate solutions of (5.2).
Summarizing, 1) and θ (t) satisfies (5.8), and the discrepancy is given by (5.9) . 
Non-congruency of constant speed curves in E 3
There are several measures of non-congruency for regular curves x 1 , x 2 : [0, 1] → E 3 . One approach is to extend the approach [9] , by calculating the discrepancy relative to SE(3) with its standard action on E 3 . The difficulty in doing this is that SE(3) does not admit a bi-invariant Riemannian metric and, consequently, the discrepancy is typically asymmetric in x 1 and x 2 .
Another measure of non-congruency, for curves with never-vanishing curvature, is 
is symmetric in x 1 and x 2 , and the same holds for d S because SO (3) is bi-invariant (theorem 1.2).
We also have 
Proof. The first condition implies k 1 = k 2 and τ 1 = τ 2 and congruency follows from a classical result. The second condition implies that f 1 is congruent to f 2 by an orthogonal transformation A of S 2 . It then follows that x 1 is congruent to x 2 by a Euclidean transformation.
However d k and d S are not the same, and we shall see some interesting relationships between them. Suppose from now on that the curvatures k i are never-zero. Then Frenet-Serret frames {T i (s), N i (s), B i (s)} of the x i are well defined and [17] ⎡
then the Frenet-Serret formulae (6.1) show the Lie reduction ofḣ i is 
is admissible for f 1 , f 2 . By straightforward calculations, we have and the associated energy follows:
The energy above provides a new upper bound for the discrepancy in terms of the difference between the curvature and torsion of x 1 and x 2 , namely
By contrast, applying inequality (3.5) to this example, we get
The upper bound (6.5) can be less than (6.6) if the difference between the curvature and torsion of x 1 and x 2 are small. It is interesting to ask when ≤ in theorem 6.2 can be replaced by equality. We cannot quite answer this, but necessary and sufficient conditions for g to be a relative geodesic can be given, using some of previous results. 
Thus, when −2 1 + 1/ √ 3 < a < 2 1 + 1/ √ 3, the upper bound (6.5) is less than the upper bound (6.6). More significantly, by theorem 6.3, g is not a relative geodesic and therefore
Numerical examples
In this section, we use Mathematica to explore relative geodesics and corresponding discrepancy between curves on the two-dimensional sphere. For the purpose of simplicity, choosing where f i,1 (t), f i,2 (t), f i,3 (t) are components of f i (t). Here, it is easy to checkf i is not canonical. By straightforward calculation, we have
Thus, the general equation (3.2) rather than reduced equation (3.3) will be used to find relative geodesics and the associated discrepancy. With the selected lifting (7.1), equation (3.2) can be reduced tö
for all t ∈ [0, 1], with boundary conditionṡ
where α 1 (t) = u 1,1 (t) − u 2,1 (t), α 2 (t) = u 1,2 (t)u 2,2 (t) + u 1,3 (t)u 2,3 (t), α 3 (t) = u 1,2 (t)u 2,3 (t) − u 1,3 (t) u 2,2 (t) and u i,j (t) are components of u i (t) for j = 1, 2, 3. The difference between canonical lifting and non-canonical lifting for equation (3. 2) is that we have extra terms in the left side of (7.2). Mathematica's NDSolve gives numerical solution for (7.2), shown in figure 1b, on a 2.7 GHz Intel Core i5 Mac with 8 GB RAM. The solution curve θ of equation (7.2) is symmetric, as follows from the symmetry of f 1 and f 2 . Further, the relative geodesic between f 1 and f 2 can be achieved by g(t) =f 2 (t)w(t)f 1 (t) −1 . To display the curve g(t) in SO(3), we actually project the last column of g(t) as a curve on the sphere S 2 ( figure 1c) . because the left sides of above two equations belong to two perpendicular spaces. The first equality above means u 1 (t) andü 1 (t) are parallel and the second one denotes u 1 (t) and ... u 1 (t) are perpendicular.
Ifü 1 (t) = 0, then ... u 1 (t) = 0 gives u 1 (t),u 1 (t) E u 1 (t) = u 1 (t) with constants λ ∈ R, u 10 ∈ M and the following proof is the same as (2). Therefore, u 2 is antilinear. Ifü 1 (t) = 0, suppose u 1 (t) = (u 11 (t), u 12 (t), 0), ... u 1 (t) = l 1 (t) · (−u 12 (t), u 11 (t), 0) and u 1 (t) ×u 1 (t) = (0, 0, l 2 ), where l 1 is a function and l 2 is constant. Then, the second equation in (A 2) gives rise to u 12 (t) l 2 4 − l 1 (t) = 0 and − u 11 (t) l 2 4 − l 1 (t) = 0.
Since u 1 is non-degenerate, l 1 (t) = l 2 /4. Further, if u 11 (t) = 0 or u 12 (t) = 0, then u 1 (t) can be denoted as u 1 (t) = (t 2 + λt + μ)u 10 with constants λ, μ ∈ R, u 10 ∈ M . In other cases, u 1 is not a straight line. Finally, we find u 2 is anti-quadratic from the relation (A 1).
In fact, from Lagrange's Identity, (u 1 × u 2 ) 2 + ( u 1 , u 2 E ) 2 = u 1 2 u 2 2 , we know u 1 u 2 is constant if f 1 and f 2 are conjugate. Thus, if one of them is linear(quadratic), the other should be anti-linear(anti-quadratic).
