Abstract Suitable procedures for the determination of diode parameters of illuminated and dark current density-voltage (j-V ) curves of solar cells are investigated. Within these procedures we avoid misinterpretations by the commonly used shifting approximation which assumes a voltage-independent photo carrier collection. To this end, the voltage-dependent collection efficiency is determined by j-V measurements under incremental illumination. After that, illuminated curves can be converted into dark curves taking the voltage-dependent photo current density into account. The converted dark curve next is consigned into a program that numerically solves the implicit equation of the current density and derives the diode parameters by means of a weighted least-squares minimization. Only if fluctuations of the illumination are noticeably high this procedure cannot be used, since the converted dark curve also reveals a high noise level. Then, the determination of diode parameters is performed stepwise with the help of commonly used methods.
Introduction
The characterization of illuminated solar cells is often restricted to the quest for first and second level parameters: energy conversion efficiency as well as shortcircuit current density j sc , open-circuit voltage V oc and fill factor. However, illuminated (j L (V )) curves may provide also third level metrics information, which is assignable to microscopic processes, for example the recombination mechanism (value of diode quality factor) or carrier lifetimes (value of saturation current density). Referring to the common diode model, a fit of the dark (j(V )) curve unveils the diode parameters: saturation current density j 01 , diode quality factor A 1 , shunt conductance G sh and series resistance R s . Since these parameters can change due to illumination, it is common practice to measure the dark and illuminated curves and compare the derived parameter sets. Light induced differences of j 01 and A 1 for instance are observed in Cu(In,Ga)Se 2 solar cells, which can be explained by the so-called red-light metastability [1] . The interpretation of illuminated curves provides the general pitfall of a voltage-dependent current collection [2] . If the photo current density is voltage-dependent, the shifta e-mail: florian.obereigner@physik.uni-halle.de b e-mail: roland.scheer@physik.uni-halle.de ing approximation, this is j 1 sun = j L − j sc 1 , leads to inaccurate interpretations. Hence, the voltage-dependent collection efficiency η(V ) = j ph (V )/j sc has to be introduced. The collection efficiency can be obtained experimentally with the help of illuminated curves measured at different illumination intensities j E [3] .
In this work suitable procedures for the determination of diode parameters of illuminated and dark curves are proposed. Since the one-and two-diode models are implicit in current density, a program has been established being able to solve numerically the implicit equation of the current density. Additionally, it performs a weighted least-squares minimization to achieve the diode parameters of the dark curve. This approach is explained in the following section (Sect. 2). Illuminated curves are converted into dark curves with the help of the collection efficiency. The determination of the collection efficiency is demonstrated in Section 3. Furthermore, we give advises to cope with some technical and physical problems. The calculation of the collection efficiency is impeded by fluctuations of the illumination anyway. In the case of a high noise level all diode parameters have to be computed stepwise with the help of commonly used methods, which are illustrated in Section 4. A practical application of our presented approaches is shown in the following. At first, we explain the experimental details in Section 5. Afterwards, we demonstrate the results on the basis of dark and illuminated curves of a Cu(In,Ga)Se 2 solar cell in Section 6.
Fit of dark curves
A fit of a dark curve shall determine the diode parameters of a measured data set j 0 (V i ), i = 1, . . . , N by means of the well-known two-diode model
where β = e/(k B T ) is the fraction of the elementary charge e and the thermal energy k B T . It is obvious that there is no analytic solution for the current density with given diode parameters and a fixed voltage, in general. Nevertheless, a numerical computation can easily be achieved with the help of Newton's method. Since it is an iterative approach one needs appropriate initial diode parameters, which are calculated using the two-diode model without any series resistances (R s = 0 in Eq. (1)). For this task the convergence of Newton's method is very good, as long as the series resistance has a minor influence on the curve. The degree of deviation between measured and computed current density is defined by the vertical distance in a j-V diagram. In contrast to orthogonal distances, vertical ones can be mathematically described more easily and require less numerical effort. The fit shall minimize the degree of deviation by varying the diode parameters. This approach is known as method of least squares. It is indispensable to use the weighted least squares sum
to be sure that low and high absolute magnitudes of current densities have the same significance. The minimization routine is the most important step for a successful establishment of a nonlinear fit. The centerpiece is a noncommercial nonlinear optimization routine "lmder" being part of the Minpack library [4] . It is based on the higher-dimensional Newton's method for nonlinear optimization problems enhanced by the Levenberg-Marquardt approach. Since initial diode parameters are crucial for nonlinear optimization problems we propose an initialization routine for typical Cu(In,Ga)Se 2 solar cells to expand the feasible interval of sufficient initial diode parameters. 
using the measured current densities j 0 (V i ) on the right-hand side of equation (1).
Use the results of step 3 as initial diode parameters for the fit with numerically solved equation (1).
The resulting diode parameters in step 3 are in general not equal to the fit results of the exact model, but the magnitudes of diode parameters are sufficient to use them as initial diode parameters for the final fit [5] . This entire procedure is able to fit j-V curves from a broad parameter space with respect to the one or two-diode model. If the fit is successful, the standard deviation
can be calculated, which defines the average deviation between measured and computed current density for one point.
Determination of the collection efficiency
The collection efficiency has to be taken into account whenever a solar cell exhibits a voltage dependent photo current density. Note that the shifting approximation assumes a constant collection efficiency. Reasons for this voltage dependency are the width of the space charge region or interface recombination in a heterojunction thinfilm solar cell. Both quantities depend on the applied voltage in an a priori unknown fashion. Hence, we are forced to determine the voltage-dependent photo current density of each solar cell with experimental input. At first sight this seems to be easy using two illuminated curves
, as proposed by Hegedus [3] . The collection efficiency turns out to be
This approach is sufficient but can lead to a variety of physical and technical problems. In contrast to Hegedus [3] we use a very small range of j E to evaluate equation (5) under similar conditions. The comparison of the dark j-V curve with the curve under one sun illumination leads to the assumption that both recombination current densities are the same. In general, this is not the case 50101-p2 F. Obereigner and R. Scheer: Determining diode parameters of illuminated j-V curves for Cu(In,Ga)Se 2 solar cells since the defect density can change by illumination [6] . This small range of j E in turn leads to large noise levels on η n,m (V ) due to fluctuating illumination and other noise sources. The natural solution is averaging a large number of measurements. This can be done by current averaging under constant voltage bias or by η n,m (V ) averaging using several illumination levels j x E ; x = k, l, m, n, . . . The first averaging scheme can lead to errors, when solar cells show time-dependent effects as being observed, e.g. for Cu(In,Ga)Se 2 [6, 7] and CdTe [8] solar cells. Such a voltage bias metastability leads to a modification of the solar cell. That is why averaging data points in j-V measurements shall be avoided, whenever a drift of the current density occurs under persistent voltage bias at timescales of j-V measurements. Hence, we propose to apply the second averaging scheme and to record a convenient number M of illuminated curves with different illumination intensities, which should not be less than 4. Note that in this case we obtain 1 2 (M − 1)M = 6 different collection efficiencies. A further technical problem arises from j(V ) interpolations in equation (5) . Significant failures in the upper range of the curve can be excluded by applying the same voltages for all illuminated curves. Measuring j sc avoids further interpolation problems. With these notes the collection efficiencies should be calculated to a satisfactory level. The mean collection efficiency η(V ) emerges from averaging of all η n,m . After that, the voltagedependent photo current density results from the product of the mean collection efficiency and the short-circuit current density, which can easily be measured or be obtained from a linear fit.
The smoothness of the mean collection efficiency is crucial for the determination of illuminated diode parameters. Whenever η has a low noise level the fit of the converted dark curve should be successful. However, it is impossible to convert the illuminated into dark curves adequately in our setup because of fluctuations of the illumination intensity provided by our solar simulator. In general, illuminated curves show a non-vanishing magnitude of fluctuations around V = 0. In the high-voltage region the relative fluctuation amplitude is smaller, since the photo current density usually decreases at higher voltages. On this account, the mean collection efficiency as well as the converted dark curves indicate the same noise level because their computations rely on illuminated curves. In order to give a quantitative limit for the noise level we calculate the standard deviation of the current densities near V = 0 by a linear fit of one curve (see inset in Fig. 1 ). The stan-
is estimated by summing up the squared absolute deviations of current densities from the line j linear (V ). δj has to be small in comparison to the difference of short-circuit current densities Δj sc of two illuminated curves. The ratio δj/Δj sc gives the amount of noise level, which disturbs the calculation of the collection efficiency. We achieve a mean deviation δj = 0.04 mA cm −2 in our setup (see inset in Fig. 1 ), which leads to δj/Δj sc ≈ 2.8% by a given Δj sc = 1.5 mA cm −2 . Another setup using a flash light solar simulator turns out to be more suitable for this procedure. We estimate a mean deviation of δj = 0.004 mA cm
in this case. In combination with the difference of the photo current densities Δj sc = 1.7 mA cm −2 one obtains δj/Δj sc ≈ 0.26%, which is one order of magnitude lower than the first case. If so, we can sufficiently convert the illuminated into a dark curve and perform a fit with the proposed procedure in Section 2. Since the flash light setup is not at our disposal we find another solution to retrieve the diode parameters. In this procedure the diode parameters are determined stepwise.
Stepwise determination of diode parameters from illuminated curves
At first, the difference between the slopes of the linear intervals near V = 0 of the illuminated curve and the mean collection efficiency are assigned to the shunt conductance [9] 
The short-circuit current densities of each curve can be achieved in this step, too. Next, we determine the so-called suns-V oc curve, i.e. the photo current densities and opencircuit voltages (j ph (V oc ), V oc ) for all illuminated curves. Analysis of this curve yields the diode-quality factor A 1 and the saturation current density j 01 . An exponential graph without any influence of the series resistance is expected. The use of j ph (V oc ) = j sc η(V oc ) is important, whenever the photo current density at open-circuit condition is much lower than the short-circuit current density. Unfortunately, the diode parameters j 02 and A 2 cannot be determined by this method in general, because the typically chosen illumination intensities are close to j E = 1 sun. Note that the use of an enlarged illumination range would allow to achieve those parameters, but this
50101-p3 EPJ Photovoltaics
can lead to misinterpretations because of illuminationdependent changes. Therefore, the suns-V oc graph is restricted to the upper part, which corresponds to A 1 and j 01 . Last but not least the series resistance is calculated with the help of the converted dark curve by the method of the signal conductance, which has been introduced by Werner [10] . Here, we make use of the smooth behavior of the collection efficiency at higher voltages (see Sect. 3). The corrected current density j corr = j 1 sun − G sh V and the signal conductance G = dj corr /dV are drawn in a G/j corr -G graph. A linear fit for high magnitudes of G is connected with the series resistance R s as well as the diode quality factor A 1 . It was shown by Eron and Rothwarf [2] that the diode quality factors of both methods using the shifting approximation can lead to differences. Hence, the results of the whole procedure are most reliable, if the outcomes of the differently determined A 1 are about identical.
Experimental details
Our measurements were made in a measurement chamber from Kurt J. Lesker. The used solar simulator SF 1000 W is supplied from the company Sciencetech. The light beam was distributed with a semi-transparent polka dot mirror to the device under test and to a reference cell to measure the light intensity in parallel. Dark and illuminated j-V curves were taken by a Digital Sourcemeter 2400 from Keithley.
The device under test was a ZnO/CdS/Cu(In,Ga)-Se 2 /Mo solar cell with the following parameters. The Cu(In,Ga)Se 2 absorber layer (3 μm thickness) was prepared in a three-stage co-evaporation process. The CdS buffer layer (50 nm thickness) was deposited in a chemical bath and the ZnO window (0.5 μm thickness) was sputtered.
Practical application
The sample exhibits a time-dependent drift of the current density, hence constant bias during current averaging should be avoided. The illuminated (blue) and dark (black) curves are drawn in Figure 1 . We use a number of measurement points being between 50 and 100. The fit of the dark (red) curve is also presented in Figure 1 and demonstrates a very low degree of deviation between measured and computed current densities. The narrow differences between the illuminated curves illustrate that the chosen range for illumination intensities is sufficiently small. However, we find that small fluctuations of j E lead to high fluctuations in the collection efficiencies as the approach for computing η n,m is based on differences between the curves. These problems can be seen in Figure 2 , which shows all possible collection efficiencies η n,m (black) according to the four illuminated curves as well as the mean collection efficiency η (red). There are obvious fluctuations in all graphs for voltages lower than 0.55 V. Nevertheless, the graphs seem to be more smooth for higher voltages. If one converts the illuminated curve at j E = 1 sun by the help of η and j sc , the converted dark curve j 1 sun would exhibit the same fluctuations. This is the reason why diode parameters can only be investigated in the high-voltage range of j 1 sun being demonstrated in Figure 3 . The figure shows the expected higher degree of fluctuations in comparison to the dark or illuminated curves (see Fig. 1 ). We have no choice but extracting the diode parameters of the illuminated curve stepwise.
To calculate the shunt conductance G sh the slope of the mean collection efficiency yields
Combining this with the slopes of the illuminated curves and the short-circuit current densities the average shunt conductance G sh = 4.28 × 10 −3 S cm −2 of all illuminated curves is obtained. Next, we fit the suns-V oc curve by a Fig. 3 . The converted dark curve j 1 sun at an illumination intensity jE = 1 sun and the converted dark curve without any series resistance proposed by the outcomes of the sunsVoc analysis (voltage dependent (red) and independent (blue) photo current).
50101-p4
F. Obereigner and R. Scheer: Determining diode parameters of illuminated j-V curves Table 1 . Diode parameters by the proposed procedures for dark and illuminated curves of a typical Cu(In,Ga)Se2 solar cell. In addition the influence of a voltage-dependent and -independent (η = 1) photo current density is compared during the suns-Voc analysis. The standard deviation σ is always calculated by a numerical solution of equation (1) simple non-implicit function. The diode parameters can be used to calculate a dark curve without any series resistance, which is illustrated in Figure 3 . Obviously, there is a good agreement between the suns-V oc curve (red line) and the converted dark curve, whereas the suns-V oc curve (blue line) proposed by the shifting approximation shows an overestimated slope. Since the mean collection efficiency of the sample drops down to 0.5 at the open-circuit voltage, this observable difference is expected when the shifting approximation or the voltage-dependent collection efficiency is applied. The results of the non-implicit fits are shown in Table 1 . The shifting approximation underestimates both diode parameters, which was explained by the in general non-positive slope of the collection efficiency [2] . Interpreting the results of the shifting approximation would lead to the conclusion that the recombination mechanism and recombination rate change drastically by white light illumination in comparison to dark conditions. In contrast, the outcomes of the voltage-dependent collection efficiency reveal a nearly unchanged recombination. The series resistance and the diode quality factor are calculated now with the help of the signal conductance G by applying difference quotients to the converted dark curve. Note that j 1 sun is smooth at high voltages, which correspond to high signal conductances. The linear fit for these high magnitudes of G yields R s = 0.16 Ω cm 2 and A 1 = 1.90 being very consistent with the outcome of the last step, which unveils nearly the same diode quality factor. All diode parameters are summarized in Table 1 . The standard deviation σ being calculated by the numerical solution of equation (1) are also shown. σ of any illuminated parameter set is significantly higher than the dark one. The reasons are the high fluctuations in the lower range of the converted dark curve. However, in contrast to the shifting approximation the parameter set of voltage dependent photo current reveals a somewhat lower standard deviation. It becomes apparent that the illumination does neither distinctly influence the resistances nor the recombination. By these steps all diode parameters of the illuminated and dark curve are extracted in accordance with the one-diode model.
Conclusion
We have investigated procedures for the determination of diode parameters of illuminated and dark j-V curves. Dark curves are fitted using a numerical solution of the implicit one-or two-diode model. Illuminated curves are converted into dark curves by means of the voltagedependent photo current density, which has to be determined by j-V measurements under incremental illumination. Considering the voltage-dependency of the collection efficiency can lead to substantially different interpretations of illuminated curves in contrast to the frequentlyused shifting approximation. The presented procedures can easily be integrated in an electronic characterization software for solar cells. Such a software package was established by our group and was tested on many measured curves. It is embedded in a graphical user interface in Wolfram Mathematica for dark (PV-jV-Dark.nb) and illuminated (PV-jV-Light.nb) curves. It integrates a Fortran program (PV-jV-DiodeFit.exe), which performs the non-implicit and implicit fits for dark curves. This software package is offered at our homepage www.physik.uni-halle.de/fachgruppen/photovoltaik.
