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Abstract
LetK and L be two full-rank lattices in Rd . We give a complete characterization for all the Gabor frames
that admit tight dual of the same type. The characterization is given in terms of the center-valued trace of
the von Neumann algebra generated by the left regular projective unitary representations associated with
the time–frequency lattice K×L. Two applications of this characterization were obtained: (i) We are able
to prove that every Gabor frame has a tight dual if and only if the volume of K×L is less than or equal to
1
2 . (ii) We are able to obtain sufficient or necessary conditions for the existence of tight Gabor pseudo-duals
for subspace Gabor frames in various cases. In particular, we prove that every subspace Gabor frame has
a tight Gabor pseudo-dual if either the volume v(K × L)  12 or v(K × L)  2. Moreover, if K = αZd ,
L= βZd with αβ = 1, then a subspace Gabor frame G(g,L,K) has a tight Gabor pseudo-dual only when
G(g,L,K) itself is already tight.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Frames are generalizations of Riesz bases. Although the concept of frames for Hilbert spaces
was formally introduced by Duffin and Schaeffer [7] to deal with some difficult problems in non-
harmonic Fourier analysis, the idea to represent a function in terms of time–frequency shifts of a
single function (atom) was originated in communication theory by D. Gabor [14] and in quantum
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has close connections with the theory of operator algebras, and that one of the key ingredients of
this research will be the techniques involving operator algebra theory and geometric properties
of time–frequency lattices. We point out that in the past decade, there have been many significant
developments in frame theory mainly due to the fact that Gabor frames and wavelet expansions
have emerged as an important research area in analysis and useful tools in applications such as
signal and image processing, data compressions and control theory. Moreover, frame theory also
has very close connections with many other areas in pure mathematics such as the connection
with the famous Kadison–Singer’s conjecture, Bourgain–Tzafriri’s paving conjecture (cf. [1,2,4,
6,8,10–12,19,21–24,26]).
In frame theory, tight frames are the ones that have attracted particular attention due to their
simplicity (e.g. the canonical dual is a scalar multiple of the tight frame itself) and due to some
other useful features in applications (e.g. tight frames are optimal for erasures, etc. [5,15]). When
a frame itself is not a tight frame, the canonical dual frame cannot be tight. However, it is possible
that tight (alternate) dual frames exist even when a given frame is not a tight one. The existence
of tight dual frames for non-tight frames could be a useful feature to have for either theoretical or
practical reasons. For instance, for frames induced by group representations, the existence prob-
lem of tight dual frames with the same structure is tightly related to some geometric properties of
the group representations (cf. [20]). In encoding-decoding applications, due to the irregularity of
the applied problem the favorite/suitable frame for engineers in encoding may not be necessarily
a tight one, and quite often the conditional number of the frame operator for the frame (which
is equal to the conditional number of the frame operator for the canonical dual frame) could be
very large. This usually causes very unstable reconstructions (decoding). However, the condi-
tional number of the frame operator of a tight canonical dual frame is always one. In this case a
tight dual certainly could have some advantages over the canonical dual frame for the purpose of
stable reconstruction (decoding).
For general frames (frames for abstract Hilbert spaces) we proved in [17] that the existence
of a tight dual is equivalent to the condition that the given frame can be dilated to (a scalar
multiple of) an orthogonal basis (under an oblique projection) with uniform length. However,
for frames with special structures (such as Gabor frames, wavelet frames and frames induced by
group representations), we often require that the dual frames also have the same structure. In this
case, the existence problem for tight dual frame is a much more delicate issue. For example, let
G be a countable abelian group and let π be a group representation from G to the set of unitary
operators on some Hilbert space H . If {π(g)ξ : g ∈ G} is a frame for H but not a tight one, then
{π(g)ξ : g ∈ G} does NOT have a tight dual of the same type (tight pseudo-duals may exist when
working on subspace frames). However, there are many so-called structured frames that admit
tight duals of the same structure. It even can happen that a frame can have two different tight
duals.
This paper focuses on the so-called Gabor frames. Let K and L be two full-rank lattices
in Rd , and let g(x) ∈ L2(Rd) and Λ = L × K. Then the Gabor (or Weyl–Heisenberg) family is
the following family of functions in L2(Rd):
G(g,Λ) = G(g,L,K) := {e2πi〈,x〉g(x − κ) ∣∣  ∈ L, κ ∈ K}.
For convenience, we write gλ = gκ, = e2πi〈,x〉g(x − κ), where λ = (κ, ). If E and Tκ are the
modulation and translation unitary operators defined by
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and
Tκf (x) = f (x − κ)
for all f ∈ L2(Rd). Then we have gκ, = ETκg.
For a Gabor family G(g,L,K), if there exist two constants C,D > 0 such that
C‖f ‖2 
∑
κ∈K, ∈L
∣∣〈f,gκ,〉∣∣2 D‖f ‖2, (1.1)
holds for every f ∈ L2(Rd), then G(g,L,K) is called a Gabor frame for L2(Rd). The optimal
constants (maximal for C and minimal for D) are called, respectively, the upper and lower frame
bounds. A Gabor frame G(g,L,K) is called tight if C = D, and is called Parseval if C = D = 1.
If we only require the upper frame bound condition in (1.1), then G(g,L,K) is called a Bessel
sequence. When a Gabor family G(g,L,K) satisfies the condition (1.1) only for those functions
f ∈ M = span G(g,L,K) (the closed linear span of G(g,L,K)), then we say that G(g,L,K) is
a subspace Gabor frame. Note that since ETκ = e2πiκTκE, we have that M = span G(g,L,K)
is both Eκ and T invariant for all (κ, ) ∈ K × L. In general, a closed subspace M of L2(Rd) is
called a time–frequency shift invariant subspace for a time–frequency lattice K × L if M is both
Eκ and T invariant for all (κ, ) ∈ K × L. Although not every time–frequency lattice K × L
admits a Gabor frame for the entire space L2(Rd), every cyclic (K × L)-shift invariant subspace
admits a subspace Gabor frame.
The following is well known in Gabor theory (cf. [21]).
Theorem 1.1. Let L = AZd and K = BZd , where A and B are non-singular d ×d real matrices.
Then the following are equivalent:
(i) There exists a function g such that G(g,L,K) is a frame for L2(Rd).
(ii) There exists a function g such that G(g,L,K) is complete in L2(Rd).
(iii) |det(AB)| 1.
Moreover, |det(AB)| = 1 if and only if there exists a function g such that G(g,L,K) is a Riesz
basis for L2(Rd). In this case every Gabor frame for L2(Rd) must be a Riesz basis.
One of the key features of frames is to allow us to have a stable representation for all the
functions in the underlying space in terms of the functions in the frame sequence. Let Λ = K×L,
and let G(g,Λ) be a Bessel sequence. Then the operator from L2(Rd) to 2(Λ) defined by
Θg(f ) =
∑
λ∈Λ
〈f,gλ〉eλ
is a bounded linear operator, where {eλ} is the standard orthonormal basis for 2(Λ). This oper-
ator is usually refereed as the analysis operator of G(g,Λ). It is easy to check that
Θ∗g eλ = gλ, ∀λ ∈ Λ,
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(
Θ∗gΘg
)
f =
∑
λ∈Λ
〈f,gλ〉gλ, ∀f ∈ L2
(
R
d
)
. (1.2)
Listed below are a few useful facts about analysis operators for Gabor Bessel sequences:
• Θ∗gΘg commutes with E and Tκ for all  ∈ L and κ ∈ K.
• G(g,Λ) is a Gabor frame for L2(Rd) if and only if Θg is injective and has closed range.
• G(g,Λ) is a subspace Gabor frame for a time–frequency shift invariant subspace M if and
only if Θ∗gΘg is an invertible bounded operator when restricted to M .
• G(g,Λ) is a Parseval subspace Gabor frame if and only if Θ∗gΘg (or equivalently, ΘgΘ∗g ) is
an orthogonal projection. In particular, G(g,Λ) is a Parseval Gabor frame for L2(Rd) if and
only if Θ∗gΘg = I .
In the case that G(g,Λ) is a subspace Gabor frame for M , the frame operator S := Θ∗gΘg
is a positive operator on L2(Rd), and is also invertible when restricted to M . Throughout this
paper we will use S−1 to denote the operator on L2(Rd) that is the inverse of S when restricted
to M and 0 when restricted to M⊥. Since S commutes with E and Tκ for all  ∈ L and κ ∈ K,
so does S−1. Thus (1.2) implies the reconstruction formula:
f =
∑
λ∈Λ
〈
f,
(
S−1g
)
λ
〉
gλ, ∀f ∈ M, (1.3)
where the convergence is in norm and unconditional. It can be verified that G(S−1g,Λ) is also a
subspace frame for M , which is called the canonical Gabor dual of G(g,Λ). Due to the redun-
dance property of frames (a key difference between frames and Riesz bases), there might exist
some other Gabor families, together with G(g,Λ), yielding similar reconstruction formulas. We
call a Gabor family G(h,Λ) a Gabor pseudo-dual frame for G(g,Λ) if it satisfies the condition:
f =
∑
λ∈Λ
〈f,hλ〉gλ, ∀f ∈ M. (1.4)
Both canonical and Gabor pseudo-duals are called Gabor duals. We remark that a Gabor pseudo-
dual G(h,Λ) could be an inside dual in the sense of h ∈ M , and it could also be an outside dual
in the sense that h /∈ M . The canonical dual is an inside dual since S−1g ∈ M . We are interested
in the Gabor pseudo-dual frames that are also tight (or Parseval).
Definition 1. Let G(g,Λ) be a subspace Gabor frame for M . A Bessel family G(h,Λ) is called
a tight (respectively Parseval) Gabor dual for G(g,Λ) if it is a Gabor pseudo-dual (i.e. f =∑
λ∈Λ〈f,hλ〉gλ,∀f ∈ M), and at the same time it is also a tight (respectively Parseval) frame
for span G(h,Λ).
For Gabor systems, our goal is to find conditions under which a tight Gabor dual frame exists
for a given Gabor frame. Let us first examine the Parseval dual case. As we have pointed out
in [17] for a Gabor frame G(g,Λ) to have a Parseval dual, it is necessary that the lower frame
bound of G(g,Λ) be greater that or equal to one. We refer to this condition as the lower frame
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obtain the following [17].
Theorem 1.2. Let L = AZd and K = BZd be two full-rank lattices in Rd . Then the following
are equivalent:
(i) |det(AB)| 12 .
(ii) Every Gabor frame G(g,L,K) for L2(Rd) with the (LFB)-condition has a Parseval Gabor
dual G(h,L,K).
In the case when 1/2 < |det(AB)| < 1, while some of the Gabor frames admit tight Gabor
duals, there exist some other Gabor frames which do not admit tight Gabor duals. Therefore it
remains a question to find a necessary and sufficient condition for an individual Gabor frame to
admit a tight Gabor dual. It is clear from Theorem 1.2 that if |det(AB)| 12 , then every Gabor
frame for L2(Rd) admits a tight Gabor dual. However, it does not tell us whether the condition
|det(AB)| 12 is necessary or not for such a property to hold. We remark that this is not a simple
“rescaling” problem! Both questions were asked several times by researchers when the author
was presenting the results of [17] at various conferences and seminars. The first part of this paper
is aimed to settle these two problems. It turns out that these two questions are closely related.
In Section 2 we will present a complete characterization for all the Gabor frames that admit
tight Gabor duals (Theorem 2.2). The characterization is given in terms of the center-valued
trace of the von Neumann algebra generated by the left regular projective unitary representations
associated with the time–frequency lattice K × L. As an application we obtain the following
result.
Corollary 1.3. Let L = αZd,K = βZd , and let G(g,L,K) be a frame for L2(Rd) and S be
its frame operator. If αβ is irrational, then G(g,L,K) has a tight Gabor dual if and only
if ‖ϕ‖2  1 − |det(AB)|, where G(ϕ,L,K) is any fixed Parseval subspace Gabor frame for
ker(‖S−1‖I − S−1)⊥ (which is the closure of the range space of ‖S−1‖I − S−1).
With the help of Theorem 2.2, we settle the second question with the following theorem.
Theorem 1.4. Let L = AZd and K = BZd be two full-rank lattices in Rd . Then the following
are equivalent:
(i) |det(AB)| 12 .
(ii) Every Gabor frame for L2(Rd) with the (LFB)-condition has a Parseval Gabor dual.
(iii) Every Gabor frame for L2(Rd) has a tight Gabor dual.
Due to the density requirement for the existence of Gabor frames (see Theorem 1.1), not every
time–frequency lattice admits a Gabor frame for the entire space L2(Rd). However, subspace
Gabor frames do exist for many time–frequency shift invariant subspaces for any time–frequency
lattice. The study of subspace Gabor frames has been an active research topic in recent years
(cf. [3,13,23,27–30]). Most frequently, the techniques involved in the study of subspace Gabor
frames are quite different from the techniques that are used in studying Gabor frames for the
entire space L2(Rd). The second part of this paper will be devoted to the investigation on the
existence problem of tight Gabor pseudo-dual for subspace Gabor frames. We obtain several
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of the Gabor structure. One of them is the following theorem.
Theorem 1.5. Let L = AZd and K = BZd be two full-rank lattices in Rd .
(i) If |det(AB)| 1/2, then every subspace Gabor frame G(g,L,K) has a (inside) tight Gabor
dual.
(ii) If |det(AB)| 2, then every subspace Gabor frame G(g,L,K) has a tight (usually, outside)
Gabor pseudo-dual.
(iii) If ABt = I , then a subspace Gabor frame G(g,L,K) has a tight Gabor pseudo-dual if and
only if G(g,L,K) itself is already tight.
(iv) In the case that L = αZd,K = βZd with αβ irrational and |αβ|  1, we have that
if G(g,L,K) is a subspace Gabor frame satisfying ‖S−1/2g‖2  1 − |det(AB)|, then
G(g,L,K) has a tight (inside) Gabor pseudo-dual.
Remarks. (i) There are subspace Gabor frames that admit outsider tight Gabor pseudo-dual but
do not admit inside ones. For example, assume that |det(AB)| is an integer that is bigger than 1,
and G(g,L,K) is a subspace Gabor frame but not a tight subspace Gabor frame. Then, from
Theorem 1.5(ii), we have that G(g,L,K) has a tight Gabor pseudo-dual. However, since the
only Gabor dual inside the subspace is G(S−1g,L,K) (see [12]) which is not tight, we have that
G(g,L,K) does not have an inside tight Gabor pseudo-dual.
(ii) Suppose that G(h,L,K) is a tight Gabor pseudo-dual for a subspace Gabor frame
G(g,L,K) of M . If M ⊆ span G(h,L,K), then G(Ph,L,K) is an inside tight Gabor pseudo-
dual for G(g,L,K), where P is the orthogonal projection onto M .
Finally we recall a lattice tiling result that will be used in both Section 2 and Section 3.
Let Ω be a measurable set in Rd , and let L be a full rank lattice in Rd . We say Ω tiles Rd
by L, or Ω is a fundamental domain of L, if
(i) ⋃∈L(Ω + ) = Rd a.e.;
(ii) (Ω + )∩ (Ω + ′) has Lebesgue measure 0 for any  = ′ in L.
We say that Ω packs Rd by L if only (ii) holds. Equivalently, Ω tiles Rd by L if and only if
∑
∈L
χΩ(x − ) = 1 for a.e. x ∈ Rd ,
and Ω packs Rd by L if and only if
∑
∈L
χΩ(x − ) 1 for a.e. x ∈ Rd .
Let v(L) denote the volume of L, i.e. v(L) = |det(A)| if L = AZd . We also have that
μ(Ω) = v(L) if Ω tiles by L, and μ(Ω) v(L) if Ω packs by L, where μ is the Lebesgue mea-
sure on Rd . Furthermore, if Ω packs Rd by L and μ(Ω) = v(L), then Ω necessarily tiles Rd
by L.
D. Han / Journal of Functional Analysis 256 (2009) 129–148 135Lemma 1.6. (See [17,21].) Let L,K be two full rank lattices in Rd such that v(L)  Nv(K).
Then there exists N measurable subsets Ωi (i = 1, . . . ,N) of Rd such that:
(i) each Ωi tiles Rd by K and packs Rd by L;
(ii) (Ωi + )∩ (Ωj + ′) has Lebesgue measure 0 for any , ′ in L and all i = j .
The rest of this paper will be organized as follows. In Section 2 we will present and prove our
first main result (Theorem 2.2) and then use it to prove Theorem 1.4 and Corollary 1.3. We also
point out that Theorem 1.2 can also be obtained from Theorem 2.2 (However, the lattice-tiling
result, Lemma 1.6, is still needed in the proof.) Section 3 will be mainly devoted to proving
Theorem 1.5. Part of the proof uses Theorems 1.2 and 2.2.
2. Gabor frames for the entire space L2(Rd)
To state the main result of this section, we need to recall a few more concepts and notations.
Let B(H) be the algebra of all bounded linear operators on a separable Hilbert space H . A ∗-
subalgebra M of B(H) is a subalgebra with the property that the adjoint operator T ∗ of T
belongs to M whenever T ∈ M. A ∗-subalgebra M is called a von Neumann algebra if the
identity operator I is in M and if M is closed in the weak operator topology. By the double
commutant theorem, a ∗-subalgebra M is a von Neumann algebra if and only if M = M′′,
where M′ = {T ∈ B(H): T S = ST ,∀S ∈ M} denotes the commutant of M. A von Neumann
algebra M is called finite if every isometry in M is unitary. Two orthogonal projections P and Q
in a von Neumann algebra M are said to be equivalent if there exists an operator T ∈ M such that
T T ∗ = P and T ∗T = Q. In this case we write P ∼ Q. A subprojection E of Q is an orthogonal
projection such that EH ⊆ QH . We use the notation P Q if P is equivalent to a subprojection
of Q in M. It is well known that if P Q and Q P , then P ∼ Q. A faithful normal trace on a
von Neumann algebra M is a trace that is continuous in the weak operator topology and satisfies
the condition that ρ(T ) > 0 whenever T ∈ M is a nonzero positive operator.
For any finite von Neumann algebra M, there exists a unique mapping from M to its center
M ∩ M′ satisfying the following conditions:
(i) τ(ST ) = τ(T S),∀S,T ∈ M;
(ii) τ(C) = C for each C ∈ M ∩ M′;
(iii) τ(T ) is a nonzero positive whenever T ∈ M is a nonzero positive operator;
(iv) τ(CT ) = Cτ(T ) if T ∈ M and C ∈ M ∩ M′.
This mapping τ is called the center-valued trace of M. Moreover, if ρ is a faithful normal
trace on M, then we also have
(v) ρ(T ) = ρ(τ(T )) for all T ∈ M (see the proof of Theorem V.2.6 in [31]).
For Λ = K ×L, we define the Gabor representation π : Λ → B(L2(Rd)) by
π(λ) = ETκ, λ = (κ, ) ∈ Λ.
Then G(g,L,K) = {π(κ, )g:  ∈ L, κ ∈ K} and
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where μ(λ1, λ2) ∈ T := {t ∈ C: |t | = 1} and is called the multiplier of π . There exists an associ-
ated left regular representation σ on 2(Λ) defined by
σ(λ)(eω) = μ(λ,ω)eλ+ω, λ,ω ∈ Λ,
where {eω: ω ∈ Λ} is the standard orthonormal basis for 2(Λ) and μ(·,·) is the multiplier of π .
Let MΛ = {T ∈ B(2(Λ)): T σ(λ) = σ(λ)T ,λ ∈ Λ} be the commutant of σ(Λ). Then MΛ is
a finite von Neumann algebra. In what follows, we will use τΛ to denote the unique center-valued
trace on MΛ. A closed subspace M of L2(Rd) is called Λ-shift invariant if it is π -invariant, i.e.,
π(λ)M ⊆ M for all λ ∈ Λ.
Given a Bessel sequence G(g,Λ) and let Θg be its analysis operator. It is routine to check that
Θg(L2(Rd)) is invariant under σ(λ) for every λ ∈ Λ. So if we use Pg to denote the orthogonal
projection of 2(Λ) onto Θg(L2(Rd)), then Pg ∈ MΛ. We need the following lemma.
Lemma 2.1.
(i) If G(g,Λ) and G(ψ,Λ) are two subspace Gabor frames for the same Λ-shift invariant
subspace M , then Pg ∼ Pψ in MΛ, and thus τΛ(Pg) = τΛ(Pψ).
(ii) If G(g,Λ) is a Gabor frame for the entire space L2(Rd), then
〈Pge0, e0〉 =
〈
τΛ(Pg)e0, e0
〉= ∣∣det(AB)∣∣,
where 0 = (0,0) ∈ Λ.
Proof. (i) Let S be the frame operator for G(g,Λ). Then we have
Θg
(
L2
(
R
d
))= ΘS−1/2g(L2(Rd)).
Thus we can assume that both G(g,Λ) and G(ψ,Λ) are Parseval subspace Gabor frames for M .
So we have Pg = ΘgΘ∗g , Pψ = ΘψΘ∗ψ and Θ∗gΘg = Θ∗ψΘψ = Q, where Q is the orthogonal
projection from L2(Rd) onto M . Let V = ΘgΘ∗ψ . Then it can be checked that V ∈ MΛ. More-
over, we have
VV ∗ = (ΘgΘ∗ψ)(ΘψΘ∗g )= Θg(Θ∗ψΘψ)Θ∗g = ΘgQΘ∗g = ΘgΘ∗g = Pg
and similarly, V ∗V = Pψ . Hence Pg ∼ Pψ in MΛ.
(ii) Note that the mapping tr(T ) = 〈T e0, e0〉 (T ∈ MΛ) defines a faithful trace on MΛ
such that tr(I ) = 1. So, by property (v) for the center-valued trace τΛ on MΛ, we have that
〈Pge0, e0〉 = 〈τΛ(Pg)e0, e0〉. On the other hand, since |det(AB)| = ‖S−1/2g‖2 (cf. [10,21]),
Pge0 = ΘS−1/2gS−1/2g and ΘS−1/2g is an isometry, we obtain that
〈Pge0, e0〉 = ‖Pge0‖2 =
∥∥ΘS−1/2gS−1/2g∥∥2 = ∥∥S−1/2g∥∥2 = ∣∣det(AB)∣∣,
as claimed. 
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subspace Gabor frame G(g,Λ) for the Λ-shift invariant subspace M . So in the rest of this paper,
we can use δΛ(M) to denote τΛ(Pg), where G(g,Λ) is any subspace Gabor frame for M . Now
we are ready to state our first main result.
Theorem 2.2. Let Λ = L × K and let G(g,Λ) be a frame for H := L2(Rd) and S be its frame
operator. Assume that G(g,Λ) satisfies the lower frame bound condition (i.e., ‖S−1‖ 1). Then
G(g,Λ) has a Parseval Gabor dual if and only if δΛ(ker(I − S−1)⊥) I − δΛ(H).
Remark. In the case that |det(AB)| = 1 and G(g,L,K) is a frame for H := L2(Rd), we have
that G(g,L,K) must be a Riesz basis and thus Pg = I . This implies that δΛ(H) = τΛ(Pg) =
τΛ(I) = I . Thus δΛ(ker(I − S−1)⊥) I − δΛ(H) holds only when S = I , which is consistence
with the well-known fact that a Riesz basis has a Parseval dual only when the basis itself is
already an orthonormal basis.
Before we prove Theorem 2.2, we point out the following consequence which pro-
vides a simple characterization in the case that MΛ is a factor von Neumann algebra (i.e.
MΛ ∩ M′Λ = CI ).
Theorem 2.3. Let Λ = L×K and let G(g,L,K) be a frame for L2(Rd) whose frame operator S
satisfying the condition ‖S−1‖  1. Assume that MΛ is a factor von Neumann algebra. Then
G(g,L,K) has a Parseval Gabor dual if and only if ‖ϕ‖2  1 − |det(AB)|, where G(ϕ,L,K) is
any fixed Parseval subspace Gabor frame for ker(I −S−1)⊥. In particular, the above conclusion
holds when L = αZd and K = βZd with αβ irrational.
Proof. When MΛ is a factor von Neumann algebra we have that τΛ(T ) = tr(T )I , where
tr(·) is the trace defined by tr(T ) = 〈T e0, e0〉 for all T ∈ MΛ. Therefore the condition
δΛ(ker(I − S−1)⊥)  I − δΛ(H) in Theorem 2.2 becomes tr(Pϕ)  1 − tr(Pψ), where
G(ϕ,L,K) is any fixed Parseval subspace Gabor frame for ker(I − S−1)⊥ and G(ψ,L,K)
is any Parseval Gabor frame for the entire space L2(Rd). Since tr(Pψ) = ‖ψ‖2 = |det(AB)| and
tr(Pϕ) = ‖ϕ‖2, we complete the proof for the first part of the theorem. The second part follows
from the fact that MΛ is a factor von Neumann algebra when L = αZd ,K = βZd with αβ
irrational. 
We now come back to the proof of Theorem 2.2. We need the following two lemmas:
Lemma 2.4. (See [25].) Let P and Q be two orthogonal projections in MΛ such that
τΛ(P )  τΛ(Q). Then there exists an orthogonal projection R ∈ MΛ such that R  Q and
P ∼ R.
Lemma 2.5. Let G(g,L,K) and G(h,L,K) be two Bessel sequences in L2(Rd) such that
Θ∗hΘg = Θ∗gΘh = 0.
Then there exists a Parseval subspace Gabor frame G(ϕ,L,K) for M := span G(h,L,K) such
that
Θ∗ϕΘg = Θ∗gΘϕ = 0.
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Gabor frame G(ϕ,L,K) for M := span G(h,L,K) such that Range(Θϕ) = Range(Θh). Thus
we have
Θ∗ϕΘg = Θ∗gΘϕ = 0. 
Proof of Theorem 2.2. Let G(g,L,K) be a Gabor frame for L2(Rd) with the (LFB)-condition,
and let M = ker(I − S−1)⊥.
(⇒) Assume that G(g,L,K) has a Parseval Gabor dual, say G(ϕ,L,K). Let h = ϕ − S−1g.
Then G(h,L,K) is Bessel. Moreover, for any f ∈ L2(Rd) we have
Θ∗gΘhf =
∑
κ∈K,∈L
〈f,hκ,〉gκ,
=
∑
κ∈K,∈L
〈
f,ϕκ, −
(
S−1g
)
κ,
〉
gκ,
=
∑
κ∈K,∈L
〈f,ϕκ,〉gκ, −
∑
κ∈K,∈L
〈
f,
(
S−1g
)
κ,
〉
gκ,
= f − f = 0.
So we have Θ∗gΘh = Θ∗hΘg = 0, which also implies that Θ∗S−1gΘh = Θ∗hΘS−1g = 0 and
Θ∗
S−1/2gΘh = Θ∗hΘS−1/2g = 0 since ΘS−1g = ΘgS−1 and ΘS−1/2g = ΘgS−1/2. Now we have
I = Θ∗ϕΘϕ = (Θh +ΘS−1g)∗(Θh +ΘS−1g)
= Θ∗hΘh +Θ∗S−1gΘS−1g
= Θ∗hΘh + S−1.
Therefore I − S−1 = Θ∗hΘh, which implies that M = Range(Θ∗hΘh) = span G(h,L,K).
By Lemma 2.5, there exists ψ ∈ M such that G(ψ,L,K) is a Parseval subspace Gabor frame
for M and Θ∗
S−1gΘψ = Θ∗ψΘS−1g = 0. So we also have Θ∗gΘψ = Θ∗ψΘg = 0. Therefore we have
Pg ⊥ Pψ , and so Pψ  (I − Pg) which implies that
τΛ(Pψ) τΛ(I − Pg) = I − τΛ(Pg).
That is, δΛ(M) I − δΛ(L2(Rd)).
(⇐) Assume that δΛ(M)  I − δΛ(L2(Rd)). Since ‖S−1‖  1, we have that I − S−1 is a
positive operator. Write B = √I − S−1. Then B commutes with ETκ for all (κ, ) ∈ K × L.
Also note that since B is positive, we have
M = ker(I − S−1)⊥ = (kerB)⊥ = Range(B).
Let G(h,L,K) be a Parseval subspace Gabor frame for M (the existence of such a frame is
guaranteed by the condition |det(AB)| 1). Then the assumption δΛ(M) I − δΛ(L2(Rd)) is
the same as the condition
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Hence, by Lemma 2.4, there exists a subprojection Q I − Pg such that Ph ∼ Q. Let V ∈ MΛ
be the partial isometry such that VV ∗ = Ph and V ∗V = Q. Set ψ = Θ∗hV e0. We claim that
G(ψ,L,K) is a Parseval subspace Gabor frame for M such that
Θ∗gΘψ = Θ∗ψΘg = 0.
In fact, note that
ψκ, = Θ∗hσ (κ, )V e0 = Θ∗hV σ(κ, )e0 = Θ∗hV eκ,.
So for any f ∈ M , we have
∑
κ∈K,∈L
∣∣〈f,ψκ,〉∣∣2 = ∑
κ∈K,∈L
∣∣〈f, (Θ∗hV e0)κ,〉
∣∣2
=
∑
κ∈K,∈L
∣∣〈V ∗Θhf, eκ,〉∣∣2
= ‖V ∗Θhf ‖2 = ‖f ‖2.
Thus G(ψ,L,K) is a Parseval subspace Gabor frame for M . Moreover, for any f ∈ L2(Rd),
we have
Θ∗gΘψf = Θ∗g
∑
κ∈K,∈L
〈f,ψκ,〉eκ,
= Θ∗g
∑
κ∈K,∈L
〈V ∗Θhf, eκ,〉eκ,
= Θ∗gV ∗Θhf = 0,
where the last equality uses the facts that Θ∗gP⊥g = 0 and Range(V ∗) = Range(Q) ⊆ Range(P⊥g ).
Thus Θ∗gΘψ = Θ∗ψΘg = 0, as claimed.
Let R be the orthogonal projection from L2(Rd) onto M . Then we have Θ∗ψΘψ = R and
BRB = B2 = I − S−1. So I − S−1 = B2 = BΘ∗ψΘψB .
Since B commutes with all the E,Tκ , we have for any f ∈ L2(Rd) that
BΘ∗ψΘψBf = B
∑
κ∈K,∈L
〈Bf,ψκ,〉ψκ,
=
∑
κ∈K,∈L
〈f,Bψκ,〉Bψκ,
=
∑
κ∈K,∈L
〈
f, (Bψ)κ,
〉
(Bψ)κ,
= Θ∗ ΘBψf.Bψ
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I − S−1 = BΘ∗ψΘψB = Θ∗BψΘBψ.
Note that S−1 = Θ∗
S−1gΘS−1g . So we have
Θ∗
S−1gΘS−1g +Θ∗BψΘBψ = I.
Let ϕ = S−1g + Bψ . Then Θϕ = ΘS−1g + ΘBψ . Since Θ∗S−1gΘBψ = S−1Θ∗gΘψB = 0 and
Θ∗BψΘS−1g = BΘ∗ψΘgS−1 = 0, we have that
Θ∗ϕΘϕ = Θ∗S−1gΘS−1gΘ∗S−1gΘBψ +Θ∗BψΘS−1g +Θ∗BψΘBψ
= Θ∗
S−1gΘS−1g +Θ∗BψΘBψ = I,
which implies that G(ϕ,L,K) is a Parseval Gabor frame for L2(Rd).
Moreover,
Θ∗ϕΘg =
(
Θ∗
S−1g +Θ∗Bψ
)
Θg
= Θ∗
S−1gΘg +Θ∗BψΘg
= I +BΘ∗ψΘg = I + 0 = I.
Hence G(ϕ,L,K) is a Parseval Gabor dual of G(g,L,K). 
To prove Corollary 1.3, we need the following lemma.
Lemma 2.6. Let G(g,L,K) be a frame for L2(Rd) and S be its frame operator. If G(h,L,K) is
a tight Gabor dual of G(g,L,K) with frame bound b, then b ‖S−1‖.
Proof. From
‖f ‖2 =
∑
κ∈K,∈L
〈f,hκ,〉〈gκ,, f 〉

( ∑
κ∈K,∈L
∣∣〈f,hκ,〉∣∣2
)1/2
·
( ∑
κ∈K,∈L
∣∣〈f,gκ,〉∣∣2
)1/2
= √b‖f ‖ ·
( ∑
κ∈K,∈L
∣∣〈f,gκ,〉∣∣2
)1/2
,
we have that 1
b
 1‖S−1‖ since
1
‖S−1‖ is the (optimal) lower frame bound of G(h,L,K). Thus
b ‖S−1‖. 
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(⇒) Assume that G(g,L,K) has a tight Gabor dual G(h,L,K). Let b be the frame bound of
G(h,L,K). Then, from Lemma 2.6, we have b  ‖S−1‖. Note that G( 1√
b
h,L,K) is a Parseval
Gabor dual of G(
√
bg,L,K), and the frame operator for G(√bg,L,K) is bS. Thus, by Theo-
rem 2.3, we have that ‖ϕ‖2  1 − |det(AB)|, where G(ϕ,L,K) is any fixed Parseval subspace
Gabor frame for [ker(I − S−1
b
)]⊥.
Note that if b > ‖S−1‖, then bI − S−1 is invertible and so
ker
(
I − S
−1
b
)
= ker(bI − S−1)= {0}.
Therefore
[
ker
(∥∥S−1∥∥ · I − S−1)]⊥ ⊆
[
ker
(
I − S
−1
b
)]⊥
whenever b  ‖S−1‖, and so we obtain that ‖ϕ‖2  1 − |det(AB)|, where G(ϕ,L,K) is any
fixed Parseval subspace Gabor frame for [ker(‖S−1‖ · I − S−1)]⊥.
(⇐) Now assume that ‖ϕ‖2  1 − |det(AB)|, where G(ϕ,L,K) is any fixed Parseval sub-
space Gabor frame for [ker(‖S−1‖I − S−1)]⊥. Note that
ker
(∥∥S−1∥∥I − S−1)= ker
(
I − S
−1
‖S−1‖
)
and that ‖S−1‖ · S is the frame operator for the Gabor frame G(√‖S−1‖g,L,K) which satisfies
the (LFB)-condition. Thus, by Theorem 2.3, we have that the Gabor frame G(
√‖S−1‖g,L,K)
has a Parseval Gabor dual, which certainly implies that G(g,L,K) has a tight Gabor dual. 
Using Theorem 2.2, and with the exact same argument as in the proof of Corollary 1.3, we
have the following:
Theorem 2.7. Let Λ = L × K. Let G(g,L,K) be a frame for H := L2(Rd) and S be its frame
operator. Then G(g,L,K) has a tight Gabor dual if and only if δΛ([ker(‖S−1‖ · I − S−1)]⊥)
I − δΛ(H).
Proof of Theorem 1.4. By Theorem 1.2, we only need to show that (iii) ⇒ (i). Assume that
every Gabor frame for L2(Rd) has a tight Gabor dual. Without losing the generality, we can
assume that A = I and |det(B)| 1. By Lemma 1.6, there exists a measurable subset Ω of Rd
such that Ω tiles Rd by BZd and packs Rd by L. Let {Fn}∞n=1 be a measurable partition of Ω
such that μ(Fn) > 0. Let Qn = Θ∗gnΘgn , where gn = χFn . Then {Qn}∞n=1 are mutually orthogonal
projections such that ∑∞n=1 Qn = I .
Let {dn} be a strictly decreasing sequence such that limn→∞ dn = 1. Define
S =
∞∑
dnQn.n=1
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ker(I − S−1) = {0}. Let G(h,L,K) be a fixed Parseval frame for L2(Rd) and let g = √Sh.
Then G(g,L,K) is a Gabor frame for L2(Rd) and
Θ∗√
Sh
Θ√Sh =
√
SΘ∗hΘh
√
S = S.
Hence S is the frame operator for G(g,L,K). Since, by assumption, G(g,L,K) has a tight
Gabor dual, we have from Theorem 2.7 that δΛ([ker(‖S−1‖ · I − S−1)]⊥)  I − δΛ(H). But
ker(‖S−1‖ · I − S−1) = ker(I − S−1) = {0}. So we have
δΛ
([
ker
(∥∥S−1∥∥ · I − S−1)]⊥)= δΛ(H),
which implies that 2δΛ(H) I , i.e., 2τΛ(Pg) I . By Lemma 2.1(ii), we obtain
2
∣∣det(AB)∣∣= 2〈Pge0, e0〉 = 2〈τΛ(Pg)e0, e0〉 〈Ie0, e0〉 = 1.
Hence |det(AB)| 12 . 
We end this section by explaining that how Theorem 1.2 can be obtained as a consequence of
Theorem 2.2 and Lemma 1.6.
Assume that |det(AB)|  12 . Then 1 − |det(AB)|  12 . Similar to the proof of Theorem 1.4,
we can assume that A = I and |det(B)|  12 . So we have v(L)  2v(K). By Lemma 1.6, there
exist two measurable sets Ωi (i = 1,2) of Rd such that each Ωi tiles Rd by BZd(= K) and packs
R
d by L (i = 1,2), and (Ω1 + κ)∩ (Ω2 + κ ′) has Lebesgue measure 0 for any κ, κ ′ in L.
Let g = χΩ1 and h = χΩ2 . Then the both Gabor families G(g,L,K) and G(h,L,K) are
Parseval frames for L2(Rd). Moreover, we also have Pg ⊥ Ph. Thus Pg +Ph  I . Note that and
condition (ii) implies that
span G(ϕ1,L,K) ⊥ span G(ϕ2,L,K).
Note that τΛ(Pg) = τΛ(Ph). So we have τΛ(Pg)  I − τΛ(Ph), which implies that δΛ(H) 
I − δΛ(H), where H = L2(Rd). Hence for any Gabor frame G(ψ,L,K) for L2(Rd) with
the (LFBC) and S being its frame operator, we have that
δΛ
(
ker
(
I − S−1)⊥) δΛ(H) I − δΛ(H),
and so, by Theorem 2.2, G(ψ,L,K) for L2(Rd) has a Parseval Gabor dual.
On the other side, assume that every Gabor frame with the (LFB)-condition has a Parse-
val Gabor dual. Pick any Gabor frame G(g,L,K) for L2(Rd) such that ‖S−1‖ < 1, where S
is its frame operator. Then G(g,L,K) has Parseval dual, and so by Theorem 2.2, we have
δΛ(ker(I − S−1)⊥)  I − δΛ(H). Note that ker(I − S−1)⊥ = {0}⊥ = L2(Rd). Hence
2δΛ(H) I , which implies that |det(AB)| 1 .2
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The main purpose of the section is to prove Theorem 1.5. Since each part of the theorem re-
quires some preparatory lemmas, we divide the proof into several propositions (Propositions 3.2,
3.4, 3.9 and 3.11).
Lemma 3.1. Assume that L = AZd and K = BZd , and |det(AB)|  1. Let G(g,L,K) be a
subspace Gabor frame for M . Then there exists a Gabor frame G(h,L,K) for L2(Rd) such
that g = Ph, where P is the orthogonal projection from L2(Rd) onto M . Moreover, h can be
chosen in a way such that G(h,L,K) has the same lower (respectively, upper) frame bounds as
G(g,L,K).
This is a high-dimension generalization of Theorem 4 in [9]. The proof is similar, and we
include a sketch here for completeness.
Proof. We first assume that G(g,L,K) is a Parseval frame for M . By Theorem 1.1, there exists
Parseval Gabor frame G(h,L,K) for L2(Rd). From the “dilation” theorem for group-like unitary
systems (cf. [9,18]), we can find a Hilbert space H , a vector η ∈ H and a representation Δ of
Λ = K × L to the set of unitary operators on H satisfying the following conditions:
(i) Δ(λ1)Δ(λ2) = μ(λ1, λ2)Δ(λ1 + λ2) (λ1, λ2 ∈ Λ), where μ(·,·) is the multiplier of the Ga-
bor representation π of the time–frequency lattice Λ on the space L2(Rd);
(ii) {π(λ)h⊕Δ(λ)η: λ ∈ Λ} is an orthonormal basis for L2(Rd)⊕H .
By Lemma 5 in [9], there exists a vector ψ in L2(Rd)⊕H such that {(π(λ)⊕Δ(λ))ψ : λ ∈ Λ}
is an orthonormal basis for L2(Rd) ⊕ H , and Pψ = g. Now let Q be the orthogonal projection
from L2(Rd)⊕H onto L2(Rd) and let h = Qψ . Then
G(h,L,K) = {Q(π(λ)⊕Δ(λ))ψ : λ ∈ Λ}
is a Parseval frame for L2(Rd)(= Q(L2(Rd)⊕H)). Note that PQ = P . So we obtain g = Pψ =
PQψ = Ph.
Now let G(g,L,K) be an arbitrary subspace Gabor frame for M with frame operator S. Then
G(S−1/2g,L,K) is a Parseval subspace Gabor frame for M . So we can dilate G(S−1/2g,L,K)
to a Parseval Gabor frame, say G(ϕ,L,K), for L2(Rd). Let h = g+bP⊥ϕ for some b > 0. Then
it can be checked that G(h,L,K) is a Gabor frame for L2(Rd) such that Ph = g and it has the
lower frame bound 1
max{‖S−1‖,1/b2} . So if we pick b 
1√
‖S−1‖ , then G(h,L,K) will satisfy all
the requirements. 
Proposition 3.2. Assume that L = AZd , K = BZd . If |det(AB)|  1/2, then every subspace
Gabor frame has a tight (inside) Gabor dual.
Proof. Let G(g,L,K) be a subspace Gabor frame for M . Then, by Lemma 3.1, there exists
a Gabor from G(h,L,K) for L2(Rd) such that g = Ph, where P is the orthogonal projection
from L2(Rd) onto M . From Theorem 2.7, G(h,L,K) has a tight Gabor dual, say G(ψ,L,K).
Let ϕ = Pψ . Then it can be easily checked that G(ϕ,L,K) is a tight (inside) Gabor dual for
G(g,L,K). 
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for M . If |det(AB)|  2, then there exists ψ ∈ M⊥ such that G(ψ,L,K) is an orthonormal
sequence.
Proof. Without losing the generality, we can assume that A = I and |det(B)|  2. So we have
v(K) 2v(L). By Lemma 1.6, there exist two measurable sets Ωi (i = 1,2) of Rd such that
(i) each Ωi tiles Rd by Zd(= L) and packs Rd by K (i = 1,2);
(ii) (Ω1 + )∩ (Ω2 + ′) has Lebesgue measure 0 for any , ′ in L.
Define ϕ1 = χΩ1 and ϕ2 = χΩ2 . Then condition (i) implies that each Gabor family
G(ϕi,L,K) is an orthonormal sequence, and condition (ii) implies that
span G(ϕ1,L,K) ⊥ span G(ϕ2,L,K).
We can assume that G(g,L,K) is a Parseval subspace Gabor frame for M (since, otherwise,
we will replace G(g,L,K) by the Parseval frame G(S−1/2g,L,K) for the same subspace M).
Define T : L2(Rd) → L2(Rd) by
T (ϕ1)λ = gλ, λ ∈ Λ = K × L,
and Tf = 0 when f ⊥ span G(ϕ1,L,K). Then clearly T is a partial isometry with the initial
space span G(ϕ1,L,K) and the final space M . Moreover, it can be easily checked that T com-
mutes with all the translation operators Tκ and all the modulation operators E for all κ ∈ K
and  ∈ L. So T is a partial isometry in the von Neumann algebra {ETκ : κ ∈ K,  ∈ L}′. Since
{ETκ : κ ∈ K,  ∈ L}′ is a finite von Neumann algebra (cf. [11]), we have that P⊥ ∼ Q⊥
in {ETκ : κ ∈ K,  ∈ L}′, where P and Q are the orthogonal projections onto M and
span G(ϕ1,L,K), respectively. Therefore there exists a partial isometry, say V , in {ETκ : κ ∈ K,
 ∈ L}′ such that VV ∗ = P⊥ and V ∗V = Q⊥. Let ψ = V ϕ2. Then G(ψ,L,K) is an orthonormal
sequence, and span G(ψ,L,K) ⊥ M . 
Proposition 3.4. Assume that L = AZd and K = BZd . If |det(AB)|  2, then every subspace
Gabor frame has a tight (usually, outside) Gabor pseudo-dual.
Proof. Let G(g,L,K) be a subspace Gabor frame for M . From Lemma 3.3, there exists an
orthonormal sequence G(ψ,L,K) such that M ⊥ span G(ψ,L,K).
Let a = ‖S−1‖, where S = Θ∗gΘg (and it is invertible when restricted to M). Write D =
aI −ΘS−1gΘ∗S−1g as an operator on 2(L × K). Note that
∥∥ΘS−1gΘ∗S−1g
∥∥= ∥∥Θ∗
S−1gΘS−1g
∥∥= ∥∥S−1∥∥.
So D  0. Let h = Θψ
√
De0 and ϕ = S−1g+h, where e0 ∈ 2(L×K) is the vector which takes
value 1 at (0,0) and 0 everywhere else. We claim that G(ϕ,L,K) is a Gabor pseudo-dual for
G(g,L,K).
In fact, a direct calculation shows that Θh =
√
DΘψ . Thus we have
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∗
h =
√
DΘψΘ
∗
ψ
√
D = √DI√D = D
and
ΘhΘS−1g =
√
DΘψΘ
∗
S−1g = 0,
where the last identity uses the fact that span G(ψ,L,K) ⊥ span G(S−1g,L,K). Hence we have
span G(h,L,K) ⊥ span G(S−1g,L,K), which implies that G(S−1g + h,L,K) is a pseudo-dual
of G(g,L,K). Moreover, from
ΘS−1g+hΘ∗S−1g+h = ΘS−1gΘ∗S−1g +ΘhΘ∗S−1g +ΘS−1gΘ∗h +ΘhΘ∗h
= ΘS−1gΘ∗S−1g + 0 + 0 +D = aI,
we have that Θ∗
S−1g+hΘS−1g+h = aP , where P is the orthogonal projection from L2(Rd) onto
span G(S−1g + h,L,K). Hence G(S−1g + h,L,K) is a tight subspace frame, as claimed. 
Lemma 3.5. Assume that L = AZd and K = BZd with AB∗ = I . If G(g,L,K) is a subspace
Gabor frame for M := span G(g,L,K), then there exists a unique function ϕ ∈ M such that
G(ϕ,L,K) is a dual of G(g,L,K) (i.e., the inside dual is unique).
Proof. Under the condition AB∗ = I we have that {ETκ :  ∈ L, κ ∈ K} is an abelian group of
unitary operators. Thus the lemma is a special case of Corollary 3.11 in [12]. 
Lemma 3.6. Assume that L = AZd and K = BZd with AB∗ = I . If G(ϕ,L,K) is a pseudo-
dual for a subspace Gabor frame G(g,L,K), the span G(h,L,K) ⊥ span G(g,L,K), where
h = ϕ − S−1g and S is the frame operator for G(g,L,K).
Proof. Let P be the orthogonal projection onto span G(g,L,K). Since G(S−1g + h,L,K) is a
pseudo-dual for G(g,L,K), it follows that G(S−1g +Ph,L,K) is also (inside) pseudo-dual for
G(g,L,K). Thus, from Lemma 3.5, we have that the inside dual for G(g,L,K) is unique. So
Ph = 0, which implies that h ⊥ span G(g,L,K) and so span G(h,L,K) ⊥ span G(g,L,K). 
Lemma 3.7. (See [16].) Let U be a countable abelian group of unitary operators on a Hilbert
space H . Assume that {Uη: U ∈ U} is a Parseval frame for H and {Uξ : U ∈ U} is a Bessel
sequence. Then there exists a bounded operator V on H such that V η = ξ and V commutes with
every operator in U .
Lemma 3.8. Assume that L = AZd and K = BZd with AB∗ = I . If G(h,L,K) is Bessel such
that span G(h,L,K) ⊥ span G(g,L,K), then Range(Θh) ⊥ Range(Θg).
Proof. From Lemma 3.1, we can dilate the Parseval subspace Gabor frame G(S−1/2g,L,K)
to an orthonormal basis, say G(ψ,L,K), for L2(Rd). Let P be the orthogonal projection onto
M := span G(g,L,K). Then we have Pψ = S−1/2g and G(P⊥ψ,L,K) is a Parseval frame
for M⊥. Note that G(h,L,K) is a Bessel sequence contained in M⊥. So, by Lemma 3.7, there
exists a bounded operator V such that V (P⊥ψ) = h, V (M) = {0} and V commutes with E
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Θ∗ψΘψ = I . Now for any f1, f2 ∈ L2(Rd) we have
〈Θhf1,ΘS−1/2gf2〉 =
〈
ΘψP
⊥V ∗f1,ΘψPf1
〉
= 〈Θ∗ψΘψP⊥V ∗f1,Pf1〉
= 〈P⊥V ∗f1,Pf1〉= 0. 
Proposition 3.9. Assume that L = AZd and K = BZd with AB∗ = I . Then a subspace Gabor
frame has a tight Gabor pseudo-dual if and only it itself is already tight.
Proof. Suppose that a subspace Gabor frame G(g,L,K) has a tight Gabor pseudo-dual
G(ψ,L,K). Let h = ψ − S−1g, where S is the frame operator for G(g,L,K). Lemmas 3.6
and 3.8 imply that span G(h,L,K) ⊥ span G(g,L,K) and Range(Θh) ⊥ Range(Θg). So
ΘhΘ
∗
S−1g = 0 and Θ∗hΘS−1g = 0. Since G(S−1g + h,L,K) is a tight subspace Gabor frame,
we have that
(ΘS−1g +Θh)∗(ΘS−1g +Θh) = aP
for some a > 0, where P is the orthogonal projection onto span G(S−1g + h,L,K). Thus
Θ∗
S−1gΘS−1g +Θ∗hΘh = aP.
Let U = 1
a
Θ∗
S−1gΘS−1g and V = 1aΘ∗hΘh. Then UV = VU = 0, U = U∗,V = V ∗ and U +V =
P is an orthogonal projection. Hence U = 1
a
Θ∗
S−1gΘS−1g must be an orthogonal projection,
which implies that G(S−1g,L,K) is tight. Therefore G(g,L,K) is a tight subspace Gabor
frame. 
Lemma 3.10. Assume that |det(AB)| 1 and let G(g,L,K) be a subspace Gabor frame for M
and S be its frame operator. If δΛ([ker(‖S−1‖ · PM − S−1)]⊥ ∩ M)  I − δΛ(L2(Rd)), then
G(g,L,K) has a tight Gabor pseudo-dual.
Proof. Let P be the orthogonal projection onto M . By Lemma 3.1, there exists a Parseval sub-
space Gabor frame G(g,L,K) for M⊥ such that G(g + bh,L,K) is a frame of L2(Rd), where
b = 1√‖S−1‖ . Let S˜ be the frame operator for G(g + bh,L,K). Then we have S˜ = SP + b
2P⊥
and S˜−1 = S−1P + ‖S−1‖P⊥. So ‖S˜−1‖ = ‖S−1‖ and
[
ker
(∥∥S˜−1∥∥ · I − S˜−1)]⊥ = [ker(∥∥S−1∥∥ · PM − S−1)]⊥ ∩M,
which then implies that
δΛ
([
ker
(∥∥S˜−1∥∥ · I − S˜−1)]⊥) I − δΛ(H).
By Theorem 2.7, G(g + bh,L,K) has a tight Gabor dual, say G(ψ,L,K). Then we have
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∑
λ∈ K×L
〈f,ψλ〉(gλ + bhλ), f ∈ L2(Rd).
Restrict f in M and apply P to both sides of the above identity, we get
f =
∑
λ∈K×L
〈
f, (Pψ)λ
〉
gλ, f ∈ M.
Hence G(Pψ,L,K) is a dual of G(g,L,K). Moreover, since G(ψ,L,K) is a tight frame for
L2(Rd) and M ⊆ L2(Rd), we have that G(Pψ,L,K) is a tight frame for M . 
Proposition 3.11. Assume that L = αZd ,K = βZd with αβ irrational and |αβ|  1. If
G(g,L,K) is a subspace Gabor frame such that ‖S−1/2g‖2  1 − |det(AB)|, then G(g,L,K)
has a tight (inside) Gabor pseudo-dual.
Proof. Under the assumption, we have that MΛ is a factor von Neumann algebra. Let τΛ(T ) =
tr(T )I , where tr(·) is a trace defined by tr(T ) = 〈T e0, e0〉 for all T ∈ MΛ. Similar to the proof
of Theorem 2.3, we have δΛ(M) = ‖S−1/2g‖2 · I and δΛ(L2(Rd)) = |det(AB)| · I. Thus
δΛ
([
ker
(∥∥S−1∥∥ · PM − S−1)]⊥ ∩M) δΛ(M)
= ∥∥S−1/2g∥∥2 · I  I − ∣∣det(AB)∣∣ · I
= I − δΛ
(
L2
(
R
d
))
.
Therefore, by Proposition 3.10, G(g,L,K) has a tight (inside) Gabor pseudo-dual. 
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