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Purely contractive analytic functions and characteristic 
functions of non-contractions 
BRIAN W. M c E N N I S 
1. Introduction 
If T is a bounded operator on a Hilbert space then the characteristic func-
tion of T is the operator valued analytic function 
eT(X) = [-T/r+A/T.2T.(/-i:r*)-l/TeT] |X>r, 
w h e r e JT = sgn(I—T*T), JTT = sgn(I—TT*), QT=\I-T*T\112, QT*=\I-TT*\1/2, 
and HT=JT9). 0T(X) is defined for those complex numbers X for which I—XT* 
is boundedly invertible, and takes values which are continuous operators from 
3)r to the space ® r * = / r * i j . 
The characteristic function of a contraction T appears in the work of S Z . - N A G Y 
and FOIA§ [13] as the Fourier representation of a projection in the space of the 
unitary dilation of T. From this representation is obtained a functional model 
for T in terms of 0T. If 0(X): £>—£)* is an operator valued analytic function, then 
a contraction T can be constructed (using the same type of functional model) such 
that 0 = 0T, if and only if 0 is purely contractive,i.e., if ||@(A)a|| <| |a| | whenever 
|A|<1, a € D , a?*0. 
In this paper we also consider operator valued analytic functions 0(X) : 35— 
but D and £)* are Krein spaces rather than Hilbert spaces (see Sec. 2 below), and 
thus the inner product is not assumed to be positive definite. We show that 
0 = 0T for some bounded operator T if and only if 0 is purely contractive and 
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fundamentally reducible, with respect to the indefinite inner products of 35 and 
X>* (see Sec. 3). 
There have been previous papers (BRODSKII [3 ] , BRODSKII, GOHBHRG , and 
KREIN [4 ] , [5 ] , CLARK [6 ] , and BALL [1] ) giving necessary and sufficient conditions 
for an operator valued analytic function to be a characteristic function, but the 
conditions lack the simplicity of those presented here. In each paper, it is required 
that a certain function have an analytic extension to the unit disk (cf. Sec. 7); 
this requirement is eliminated here. In [6] and [1] it is also shown that the positive 
definiteness of certain functions is necessary and sufficient for Q to be a charac-
teristic function. We use this kind of result from [1] to prove our theorem, by show-
ing that if 0 is a purely contractive fundamentally reducible analytic function, taking 
values which are operators between Krein spaces, then the associated kernel matrix 
function is positive definite (Theorem 3). 
2. Krein spaces 
An indefinite inner product space is a complex vector space ft on which is 
defined an inner product [• , . ] that is not assumed to be positive, i.e., it is possible 
for [x, x] to be negative for some x£St. We call ft a Krein space if there is an 
operator / on ft such that J2=I, J—J*, (i.e., [Jx,y]=[x,Jy\), and the J-inner 
product 
(2.1) (*,}0 = [./*,y] (* ,> '£«) 
makes ft a Hilbert space. Such an operator J is called a fundamental symmetry. 
(See [2, Chapter V].) 
The spaces D T = 7 r § and DTt=JT,9), considered in Sec. 1, are Krein spaces 
with the indefinite inner products 
[x, y] = (JTx, y) ( x , y € £ r ) 
and 
[x,y] = (JT*x,y) {x,y£'£T*). 
(Here ( . , . ) denotes the inner product on the Hilbert space §.) Clearly, J j and J-p* 
are fundamental symmetries on 35T and D r *, respectively. We will always consider 
£>r and 35r* as Krein spaces, rather than as subspaces of the Hilbert space 
In Krein spaces, the emphasis is always on the indefinite inner product, with 
the J-norm | |x| | j=[Jx, x]1/2 serving mainly to define the topology (the strong topol-
ogy). Accordingly, if A is a continuous operator between Krein spaces ft and ft', 
we use A* to denote the adjoint, of A with respect to the indefinite inner products. 
If J and J' are fundamental symmetries on ft and ft', respectively, then the adjoint 
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of A with respect to the J- and 7'-inner products (2.1) will be denoted by Aw and 
is given by AW=JA*J' (see [2, Sec. VI. 2]). 
Different fundamental symmetries J on a Krein space ft define different /-norms, 
but the strong topologies obtained coincide (see [12, Sec. 1.4] and [2]). Thus we 
can talk about the strong topology on a Krein space. • 
We will be needing the following: 
L e m m a 1. If J is a symmetry on a Krein space ft (i.e., J2=I, J=J*) such 
that the J-inner product (x, y)=[Jx, y] is positive, then J is a fundamental symmetry, 
i.e., the J-inner product makes ft a Hilbert space. 
P r o o f . See [2, Corollary V.1.2], 
3. Purely contractive analytic functions. The main theorem 
An operator valued analytic function is a function 6 which is defined and analytic 
in D, the open unit disk in the complex plane, and which takes values that are con-
tinuous operators from a Krein space 35 to a Krein space . 0 is said to be 
purely contractive if, for each k£D, 
(3.1) [0(A)fl, S(A)a] < [a, a] (a£T>, a ^ 0) 
and 
(3.2) («*€£* , 
R e m a r k s . In Hilbert space, (3.2) is implied by (3.1), but this is not true in 
general. (See, for example [9, Sec. 3]. Note that the results in [9] concerning ex-
pansive operators apply to contractive operators, with the inner product — [. , .] .) 
Also, in Hilbert space, it is not necessary to assume that the inequalities (3.1) and 
(3.2) are strict inequalities, except at / .=0, since the maximum modulus principle 
can then be used to get strict inequality for all ).fD (cf. [13, Sec. V.2.2]). 
An operator A on a Krein space ft is said to be fundamentally reducible if 
there is a fundamental symmetry on ft commuting with A [2, Sec. VIII. 1]. Suppose 
0 is an operator valued analytic function, and let 0„=0(O) . We call the function 
0 fundamentally reducible if the operators 0* 0O (on 35) and 0 O 0 J (on X)+) are 
fundamentally reducible. 
If 35 and 35' are two Krein spaces, then an operator t : 35—35' is said to be 
unitary if it is continuous and invertible, and if [rx,rx] = [x, x] for all x£Q. Two 
operator valued analytic functions 0(A): 35 — 35* and 0'(A): 35' — are said to 
coincide if there are 'unitary operators . T :® — 35' and R*: 3 ) * — s u c h that 
0 ' ( A ) = T + 0 ( A ) T - 1 f o r a l l 
u* 
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We can now state the main result of this paper. 
T h e o r e m 1. Suppose 0 is an operator valued analytic function. For 0 tocoincide 
with the characteristic function of a bounded operator on a Hilbert space, it is 
necessary and sufficient that 0 be purely contractive and fundamentally reducible. 
The condition that 0 be fundamentally reducible can not be omitted from 
Theorem 1, as P. Jonas of Berlin has constructed an example of a (constant) purely 
contractive analytic function which does not coincide with the characteristic func-
tion of any bounded operator on a Hilbert space. The author is indebted to J. Bognár 
and B. Sz.-Nagy for pointing out the existence of this example. 
4. Proof of necessity in Theorem 1 
We assume here that 0 is an operator valued analytic function coinciding with 
0 r , for some operator T. Thus 0 r (A) is defined and analytic in the open unit disk 
D, and takes values which are continuous operators between the Krein spaces 
T>T and D r *. To prove that 0 is purely contractive and fundamentally reducible, 
it clearly suffices to show that 0 r is purely contractive and fundamentally reducible. 
Recalling the definitions of the indefinite inner products on T>r and T>Tt, we 
obtain 
(4.1) 0 r(A)* = [-T*JT* + XQT{I-XT)-1QT*] I Dy., 
and it follows, similarly to [13], relation (VI. 1.4) (cf. [11]), that for k€Z> 
/ - 0 r ( A ) * e T ( A ) = (1 - m Q r ( I - l T ) - ^ I - ? . T * r U T Q T 
and 
I—0T(k)0T(k)* = (l-\k\*)JT*QT.(I-Xr*)-i(I-ZT)-1QT*. 
Consequently, for k£D, 
[ ( / - 0 r ( A ) * 0 r ( ; O ) a , a ] = { X - V m i l - k T ^ J j Q r a W ^ 0, 
where a€35r> and 
[ ( / - 0 r ( A ) 0 r ( A ) * K , a * ] = ( l - | A | 2 ) | | ( / - ; £ r ) - i e T * a J 2 > 0, 
where a ^ 1 > T t , a ^ 0 . Therefore, 0 r is purely contractive. 
Since 0T(O)*0 r(O) = T* T, it follows that 0T(O)*0 r(O) commutes with the 
fundamental symmetry JT=sgn(I-T*T) on T>r. Likewise, 0T(O)0T(O)* = 7T* 
commutes with the fundamental symmetry JT* = sgn (/— TT*) on %)T,. Con-
sequently, 0 T is fundamentally reducible. • 
The proof of sufficiency in Theorem 1 occupies the next four sections. 
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5. Fundamental symmetries on 35 and 
Suppose 0 is a purely contractive, fundamentally reducible analytic function. 
Let J0 be a fundamental symmetry on £> commuting with 0 o 0 o . Then the operator 
1—01©0 is not only self-adjoint but also /0-self-adjoint (i.e., self-adjoint with re-
spect to the /0-inner product). Thus we can define 
/ — sgn (I— 0o 0O) and e = | / - 0 * 0 o r , 
where these are computed using the ./„-self-adjoint functional calculus on the 
Hilbert space 35 with the /„-inner product. / and Q commute with /„ and hence 
are self-adjoint (as well as /„-self-adjoint). 
Since 0 is assumed to be purely contractive, I— 0„ 0O is injective. Therefore 
we conclude that J2=I and Q has range dense in 3). Also, we have 
[JQh, Qh] = [ ( / - 0O* 0O)h, h]^ 0 (he 35), 
and consequently [Jh, / ¡ ] s0 for all he35. It follows from Lemma 1 that / is a 
fundamental symmetry on 35. 
Similarly, if /0* is a fundamental symmetry on 35* commuting with 0o0*t, 
and if we define 
/* = sgn (7-0o0o*), 
using the /0*-self-adjoint functional calculus on I)*, then /* is a fundamental 
symmetry on 35*. 
The operators / and /* do not depend on the choice of fundamental sym-
metries /„ and /„». Indeed, suppose / x is another fundamental symmetry on 35 
commuting with 0*0 O , and let / ' = sgn ( 7 - 0 * 0 o ) and g ' = | / - 0 * 0 o | 1 / 2 be 
computed with respect to the Jx -inner product. Then / ' and Q' are also /0-self-
adjoint, and JQ2=J'Q'2. Since both / and / ' are /0-unitary, and both Q2 and 
Q'2 are /0-positive, the uniqueness of the /0-polar decomposition of JQ2 implies 
/ = / ' . The argument for /* is similar. 
P r o p o s i t i o n 1. ©J is the same as the adjoint of 0O with respect to the 
J- and Jk -inner products on X) and 3)*. 
P r o o f . 0 ( * ) = / 0 j / * = / ( / 0 * ) = 0 * (cf. [7, Sec. 2]). 
Although CLARK [6] and BALL [1] do not approach the subject of fundamental^ 
symmetries on 35 and 35* in the same manner as we have done here, the end result 
is the same. Their approach is to begin with 3) and 35* as Hilbert spaces and sub-
sequently impose on them the Krein space structures derived from the symmetries 
/ = s g n ( / -0O*0O) and /* = sgn (I— 0 o 0o) - Thus it is implicit in the definitions 
of the inner products in [6] and [1] that 0 is to be taken to be fundamentally 
reducible. 
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BRODSKII [3] , and BRODSKII, GOHBERG , and KREIN [4 ] , [ 5 ] consider S and 
as Hilbert spaces, but do not, however, assume 7 = s g n (7— 0 q 0 o ) . Instead, they 
deal with a more general situation in which the object studied is not a single oper-
ator T but an uzel, a collection of operators and Hilbert spaces. A ^-uzel is a collec-
tion of spaces © and operators T, R, J, where T: R: © J is a symmetry 
on ©, and I—T*T=RJR*. The particular case of interest to us is when © = X)T, 
R=QT, and J=JT. 
6. The theorem of Ball 
We wish to apply [1, Theorem 2], but some differences in notation need to 
be cleared up first. Let us define 0(A) = 0(A)*. In [1], the characteristic function 
BT is BT = 0J (cf. (4.1)), and so the condition given in [1, Theorem 2] for B to be 
a characteristic function must be written with B—0. Also, operators in [1] are 
assumed to act between Hilbert spaces, whereas here we consider them as acting 
between Krein spaces. The concept of adjoint must therefore be interpreted ap-
propriately. Proposition 1 shows that the definitions of J and given here are 
the same as those in [1] (with B=0). 
It should be noted that in [1, Theorem 2] it is being asserted that xB=BTxif 
for some operator T, where x and T* are unitary operators between Hilbert spaces. 
Since / = s g n (7 -5 (0 )5 (0 )* ) and / r = sgn (l-BT(0)BT(0)*), it follows that 
xJ=JTx. Similarly, T*/*=/ r»T ; ( t , and we deduce that x and r* are also unitary 
operators between Krein spaces. Thus we have coincidence of B and BT in the 
sense of Sec. 3. 
We can now state Ball's theorem, using our notation: 
T h e o r e m 2. ([1, Theorem 2]) Let 0(A): ® — D* be an operator valued analytic 
function. Then 0 coincides with the characteristic function of some bounded operator 
on a Hilbert space if and only if 
(i) 0 is fundamentally reducible, 
(ii) 7— 0q0o and I— 0o0q are infective, and 
(iii) the operator matrix 
1 ( 1 - ^ ( 1 - 0 ^ ) * 0 ( 1 ) ) ( A - / i ) - i ( 0 ( A ) * - 0 O < m 
(6.1) k(p,A) ^ ( 0 ( A ) _ 0 № ) ) ( i - i a y ^ - e ^ Q d Y ) ) 
is positive definite on some neighborhood % of zero, i.e., 
(6.2) 1 J [kQij, / 0 ( / , © g , ) . ( f j @ g j ) ] ̂  0 
1=1 j=i 
for all and for all g^ and n^W ( / = 1 , 2 , ...,«). 
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Note . k(ji,/is considered as an operator on the Krein space £>© The 
matrix in [1] is obtained by setting B=0 and considering (I@J^)k(z, w)(J®I). 
The neighborhood D considered in [1] is denoted by 6ll in the above theorem. 
(In this paper, D denotes the open unit disk.) 
7. The functions <P and Q 
In view of Theorem 2, it remains to show that (6.2) is valid whenever 0 is purely 
contractive and fundamentally reducible. 
If we consider, for the moment, £ and as Hilbert spaces, with the J- and 
J*-inner products, then Proposition 1 shows that 0O has a polar decomposition 
(7.1) ©o = U(0* 0oy2 = (0O 0O*)1'2 U. 
(This decomposition can also be done in Krein space. See [10].) Following the 
argument used in [1, Sec. 1.3 and Sec. 2.1], we can assume that the codimension 
of (0*0O)1/2X>, in the Hilbert space D, equals the codimension of (0O 0*)1/2 T)^, in 
the Hilbert space Then U can be chosen to be a unitary operator between 
the Hilbert spaces 2> and From (7.1) we have U(0*0o)=(0o0*)U, and 
hence UJ=J* U. Thus U is also a unitary operator between the Krein spaces 
35 and 35*. 
If the vector /€£> satisfies (I+U*0(X))f= 0, for some l£D, then it 
follows that 
U, f] = [U* 0 (A)/, U* 0 (;.)/] = [0 (A)/, 0 (A)/]. 
Hence, since 0 is purely contractive, / = 0 and we conclude that 1+ U*&{/.) is 
injective for all lf_D. Similarly, 7+0(1 )* U is injective and thus I+U*0(X) has range 
dense in £>, for all A£D. Hence, for each X£D, we can define 
(7.2) = (7—i7* 0 (A))(7+ U* 0 (A)) -1/, 
an operator with domain dense in S . 
Note that the operator 7+ f / * 0 o = 7 + ( 0 * 0 o ) 1 / 2 is boundedly invertible, and 
hence (7+{7*0(A)) -1 is analytic for all A belonging to some neighborhood "ll of 
zero, with "UaD (cf. [8, Sec. VII. 1.1]). Consequently, <£(/) is analytic for 
Clearly, we can assume that % is closed under complex conjugation. 
R e m a r k . In [3], [4], [5], [6], and [1] assumptions are made which amount 
to assuming that <P(A) (A£<%) extends to an analytic function on D. However, it 
is not necessary to make this assumption here. 
We obtain from (7.2) that, for each AGD, 
(7.3) <P(X)J = 2(7+£/*0(A)) -1— 7, 
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and thus ${l)J is closed. Consequently, for each <PQ.) is closed. Also, (7.3) 
implies that 
<i>(A )<*>/ = 2(1+ 0{X)*U)~l-I 
(recall the notation introduced in Sec. 2), and hence 
(7.4) <J>(A)(*> = (I-0(X)*U)(I+0(X)*U)-1J. 
For A 6 A an arbitrary vector in the domain of $(A) is of the form 
/=/(/+ U*0(X))g, where If (• , •) denotes the /-inner product on 35, then 
we can readily deduce that 
(7.5) Re(<P(A)/, / ) - [g, g ] - [0 (A)g , 0(A)g] ^ 0. 
It follows that 
(7.6) ||(/+4>(A))/||5 ^ 11/115+IIHMfj ^ | |(/-<P(A))/ | |5, 
and hence 7+<£(A) is injective with closed range. 
By a similar argument, we deduce from (7.4) that / + i>(A)(+) is injective, and 
thus / + ^(A) has dense range. Therefore, the operator / + $(A) is bijective and closed, 
and consequently (by the closed graph theorem) boundedly invertible (for all X£D). 
We can now make the definition 
i2(A) = ( / - i ) ( A ) ) ( / + 0 ( A ) ) - 1 (A6£>). 
By the preceding paragraph, Q(X) has domain equal to 35 and, by (7.6), i2(A) is 
a contraction on the Hilbert space D with the /-inner product. Since 0 is purely 
contractive, equality holds in (7.5) only if / = 0 , and hence the same is true in (7.6). 
It then readily follows that Q is purely contractive. 
<P(A) is known to be analytic only in a neighborhood of zero, and thus the 
analyticity of Q(X) in D is not immediately obvious. We can write 
(7.7) /+<P(A) = 'P(X)(I+U*0(X))~1J, 
where f ( A ) = / ( / + £ / * 0 (A))+(/—£/* 0 (A)). Since I+<PQ) is boundedly invertible, 
(7.7) implies that f (A) is boundedly invertible. Since f (A) is analytic in £>, so is 
f (A)"1 (see [8, Sec. VII. 1.1]), and therefore the function 
( /+4KA))- 1 = J i l + U ^ i X ) ) ^ ^ ) - 1 
is analytic in D. Finally, we note that 
Q(X) = 2(/+<P(A)) - 1 —/ (X^D), 
and thus Q(X) is analytic in D. 
We have now shown that Q is a purely contractive analytic function on the 
Hilbert space 35 ("with the /-inner product) and thus (by [13, Theorem VI.3.1]) Q 
coincides with the characteristic function of some contraction S, i.e., -r £>(/) = 
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= 0S (A) T for some unitary operators D s and r15—35 s * (35 considered 
as a Hilbert space). It then follows that, for each 1, and for 
(i = 1, 2, . . . ,«) we have (using the /-inner product) 
(7.8) 
2 ¿{((1 -fitfijr^I-OijjijY^QOi,))^, aJ + iiv-^iQivd-QOijVai, bj) + 
1=1 i 
+(0'i-fij)-1(Q(fi)(*}-BQijy(*>)bl, + №,)Q(fidw)bt, bj)} = 
2 
0 2 {(/- № S*)-i Qs ra, + ( / - ^ S T 1 Qs* t* 6,} i=i 
(cf. [1, Sec. 1.5]). 
8. Positive definiteness of k([i, A) 
We now prove a series of results that will enable us to write (6.2) in the form 
(7.8) and thus establish the positive definiteness of k(p, A). 
P r o p o s i t i o n 2. For A££>, 1+0(1) J z's boundedly invertible and i/*0(A) = 
=(I—<P(/J)J)(I+<P(X)J)~1. 
P r o o f . The equation / + # ( A ) / = 2 ( / + t / * 0 ( A ) ) - 1 , obtained from (7.3), shows 
that I+<P(/.)J is boundedly invertible and that 
U*0(X)(l+4>(X)J) = [ ( /+£/*© (A)) — (/— U*0 (A))] (I+U*0 (A)) ~1 = I-$(k)J. 
L e m m a 2. Suppose that Ax and A2 are bounded operators with I+A- boundedly 
invertible ( /= 1,2). Then if B^I-A^I+A^1 ( /=1,2) , we have 
and 
P r o o f . We simply perform the calculations: 
B2-B1 = (/+ "1 [(/+ ( / - - ( / - ^i)(/+ ^2)] (/+ ^o)-1 = 
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In the following, °ll is the neighborhood of zero where $(A) is analytic (Sec. 7). 
L e m m a 3. For A, we have 
(i) 7 -0( /z )*0(A) = 
(ii) 0 a ) - © © = 
(iii) 0(A)*-0(/<)* = 
(iv) 1-0 (¡1)0(1)* = 
P r o o f . Since °U is assumed to be self-conjugate, both <P(A) and <f(A) are 
bounded for X^ll. It follows from Sec. 7 and Proposition 2 that all operators 
appearing above are bounded. 
We know by Proposition 2 that 
U*G{K) = (L-$(X)J)(L+<P(>)J)-\ 
and we obtain from this (and the adjoint relation), by means of Lemma 2, the 
equations 
7— 0 (ju)* 0 (A) = 2(1+ Miny^-^JQW + 4>(X)j)(l+<P(>)J)-i = 
= 2(7+ Min)*)'1^)™ + <P(X))J(I+0(a)J)~\ 
We also have i2(A)=(7— 4>(A))(7+3>(A))_1 and hence, using Lemma 2 again, 
we obtain 
I-QQIY^QV.) = 2(7+$( i i) (*>)-1($(/z) (* ) + <P(A))(7+#(A))-1. 
Combining these two results gives (i). 
Equations (ii), (iii), and (iv) are proved similarly. 
T h e o r e m 3. k(pt, A) is positive definite on a neighborhood of zero. 
Purely contractive analytic functions 171 
Proof . Let be the neighborhood of zero on which &(/) is analytic. Then 
for each «& 1, and for /¡€T), and ( / = 1 , 2 , . . . , « ) we have 
(from (6.1)) 
(8.1) • 2 2 (fj©Sj)] = 
i=i j=i 
= 2 i {[(i - 0 ( v j T © t e ) ) / , , fA+[(Mi-/¡,-)-1 ( 0 0 0 - e ( f i M , gj] + i=i j=i 
+ [ f a - - 1 ( 0 №)* - 0 (PjT)g,, / j ] + [ 0 - © (ft) © , gj]} • 
By Lemma 3, 
(8.2) [ ( / - 0 ( ^ 0 0 0 ) / , . , / : 1 = 
= [ ( / + / * fa.)*)-1 ( / + <J> (Pj)'*y) ( I - Q fa)« Q fa)) (1+0 fa))/(/+ $ (A-,)/)-1/;, / , ] = 
= (7 ( /+$( M j . ) ( + >)( / - i3 (^* ) i2 ( i i i ) ) ( /+$( M l . ) ) J ( /+$( A . ) / ) -V , - , ( ^ f a ) . / ) " 1 / ; ) = 
= ( ( / - f l fa )<*>i2fa) )a ; , cij), 
where a i =( /+$( / i i ) ) J ( /+$( / i 1 . )y ) - i y; . ( / = 1 , 2 , . . . , « ) . 
We also make the definition 
b, = (l+<t>(^)j(l+ J^iiifY^U*gi (i = 1, 2, ..., n). 
Then, by applying Lemma 3 to the terms of (8.1) in the same manner as (8.2) 
above, we deduce that (8.1) is the same as (7.8). Therefore, k(jx,X) is positive 
definite on fyl. 
Theorem 3, in conjunction with Theorem 2, completes the proof of Theorem 1. 
9. Conclusion 
Theorem 1 establishes for certain non-contractions a result which generalizes 
a result of Sz.-Nagy and Foia§ for contractions. The proof, however, does not 
make use of a Sz.-Nagy and Foiaj type construction of the operator model, but 
instead relies on the much less geometric model obtained by Ball. When 0 is 
bounded, i.e., sup || 0(A) a model can be obtained that closely resembles 
the Sz.-Nagy and Foia§ model (see [12]), and this will be the subject of a 
future paper. 
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