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Abstract
We construct models where initial and boundary conditions can be
found from the fundamental rules of physics, without the need to assume
them, they will be derived from the action principle. Those constraints
are established from physical view point, and it is not in the form of
Lagrange multipliers. We show some examples from the past and some
new examples which can be useful, where constraint can be obtained from
the action principle. Those actions represent physical models. We show
that it is possible to use our rule to get those constraints directly.
1 Introduction
In the last few years we have worked on the question of boundary condition from
the action principle. We have found some different ways to establish boundary
condition from the action, and which we motive it, to answer the question of
the initial condition for the inflation theory, or to the question of confinement.
In physics we deal with equations of motion that are obtained by varying the
action with respect to different fields, here the question of the initial condition
or boundary condition are normally separated from the equation of motion, and
by giving them both we can solve the physical problem (like in many differential
equation problems where the solution is determined by the initial condition).
Knowing just the equation of motion or just the initial conditions does not give
the solution of the problem. Landau said ” The future physical theory should
contain not only the basic equations but also the initial conditions for them ”
[L.D. Landau according to I.M. Khalatnikov]. From this point we are motivated
to construct a model where initial conditions can be found from the fundamental
rules of physics, without the need to assume them, they will be derived.
In section II we derive a general rule which one can use to find or establish
∗e-mail: roeexs@gmail.com
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constraint from the action principle. Those constraints are established from a
physical view point, and it is not of the form of Lagrange multiplier. In section
III we show some special cases in which the rule can not be established. In
section IV we shows four examples from the past in which produce constraints
from the action principle. We show that it is possible to use our rule to get those
constraint directly. We give two appendixes, one concerning with the definition
of charge in terms of a dynamical field. The second uses non abelian charge.
2 General rule for constraint from the action
principle
If we have an action in the general form:
S =
∫
d4x{L+ G(g(f))} (1)
Where L and G are invariant under gauge transformation. We require that there
is not exist any transformation or field redefinition which L+ G ⇒ L.
The function g(f(x)) have singular derivatives on some surface f(x) = constant
(we include the case of step function as singular derivative situation), where
f(x) is some analytic function. Because g(f(x)) will be discountenances on
the surface f(x) = const then the equation of motion will have the constraint
equation:
∂2G
∂(∂µφ)∂g(x)
∂µf(x) |x∈f(x)=const= 0 (2)
on the surface f(x) = const where g(x) have singular derivative. The δ∂φ is a
variation of the derivative of the field which can be a scalar , Dirac or vector.
Proof:
Lets define G = G(φ, ∂µφ, g(f(x))) where g(f(x)) is some function that is gauge
invariant but have singular derivative in some surface f(x) = const. We will
derive Euler Lagrange on the action 1:
∂L
∂φ
− ∂µ ∂L∂(∂µφ) + ∂G∂φ − ∂µ ∂G∂(∂µφ) =
∂L
∂φ
− ∂µ ∂L∂(∂µφ) + ∂G∂φ
− ∂2G(∂(∂µφ))2 ∂µ∂µφ− ∂
2
G
∂(∂µφ)∂φ
∂µφ
− ∂2G
∂(∂µφ)∂g(x)
∂g(f(x))
∂f(x) ∂µf(x) = 0 (3)
The term ∂g(f(x))
∂f(x) is singular on the surface f(x) = const so we must conclude
that
∂2G
∂(∂µφ)∂g(x)
∂µf(x) |x∈f(x)=const= 0 (4)
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3 Special Cases
3.1 Transformation that kill undefined term
If there is some transformation which eliminate the G term so that,
L+ G ⇒ L (5)
then G will not produce any constraint on the system.
Further more, the solution of the equation of motion of the action 1 is the
solution of the equation of motion of the action
∫
d4x(L) with the transformation
which produce L ⇒ L− G.
A nice example which was widely investigated in ref [7] is the case where L is
the ordinary Dirac Lagrangian
L = ψ¯( i
2
γα
↔
∂ α −m)ψ (6)
and where the function G which have a singular derivative is:
G =
∫
(ψ¯γ0ψ) δ(t− t0) d3x (7)
The action
∫
(L+G)d4x illustrate physical model where the global charge in the
universe are part of the local fermion system, which is Mach like principle for
global charge.
If the solution of L is ψD, then the transformation ψ = ei
∫
(ψ¯γ0ψ) θ(t−t0)d
3xψD
transform the solution of L+ G into the solution of L.
3.2 f(x) as dynamical independent field
There is a special case when:
S =
∫
d4x(Lφ + Lf + G(g(f(x)))) (8)
where:
G = Jµ(φ, ∂µφ) g(f(x)) ∂µf(x) (9)
Jµ(φ, ∂µφ) is some vector that depends on φ and ∂µφ, and g(f(x)) is some
function of dynamical field f(x), where g(f(x)) has undefined derivative on the
surface f(x) = const. It is easy to see that equation 2 still gives constraint on
the field φ, but if we derive Euler Lagrange on the field f(x) then we get:
∂Lf
∂f
− ∂µ ∂Lf
∂(∂µf)
− ∂µJµ(φ, ∂µφ)g(f) = 0 (10)
which does not have any undefined point, so we don’t have constraint on the
field f(x). Furthermore we can see that if Jµ(φ, ∂µφ) is a conserved current
term or equivalently ∂µJ
µ(φ, ∂µφ) = 0 then the field f(x) can be independent
field (it depends on the potential).
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4 Example of models where constraint cannot
be avoided
In this section we will show some models that give constraint. We will see that
the constraint of those model can be follow immediately from equation 2 which
is general for constraint model of this form. We should emphasize that the
action of those examples have been built around some physical philosophy, and
the equation of motion produce the physical constraints. The MIT bag model
have been built around the idea that the quarks are free to move in some cavity.
The next examples show physical system where the global charge in the universe
are part of the local scalar field system, which is Mach like principle for global
charge.
4.1 MIT bag model
In the M.I.T bag model [3] (for review see [5]) they produce a model that can
give confinement mechanism. Following action has studied [4]:
S =
∫
V
d4x[ ψ¯(
i
2
γµ
↔
∂ µ −m)ψ + ∂µ(λµψ¯ψ)−B] (11)
where the integration is under the volume of the bag, B is some constant and
λµ is some vector. From this action it is follow that the equation of motion
inside the bag (the volume) is the Dirac equation, and out side the bag is zero.
On the surface they got the constraint equation:
i
2
nµγ
µψ + nµλ
µψ = 0 (12)
Which from the knowledge that (inµγ
µ)2 = 1 one gets (squaring equation 12)
that:
4(nµλ
µ)2 = n2 (13)
and
ψ¯ψ = 0 (14)
on the surface.
The action 11 can be seen as:∫
d4x Θ(f(x))[ψ¯(
i
2
γµ
↔
∂ µ −m)ψ + ∂µ(λµψ¯ψ)−B] (15)
where Θ is step function and f(x) is some function that define the volume of
the bag. It is easy to see that equation 12 which define the surface constraint
of the M.I.T bag model can be follow easily by equation 2 of our theory, where
G = Θ(f(x))[ψ¯( i
2
γµ
↔
∂ µ −m)ψ + ∂µ(λµψ¯ψ)−B] (16)
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and
g(f(x)) = Θ(f(x)) (17)
so:
∂2G
∂(∂µψ¯)∂Θ(f(x))
∂µf(x) |x∈f(x)=const=
i
2 (∂µf)γ
µψ + (∂µf(x))λ
µψ = 0 (18)
which is exactly equation 12 where nµ = ∂µf(x).
4.2 Initial condition from action with general potentials
depending on charge
We review example of constraint that we have got in our paper [6], in which
we have constraint on the scalar field to be zero on some time surface, we
will see that this constraint can be found easily by equation 2 of the new the-
ory. We will begin with the action of Klein Gordon equation (with the metric
diag(−1, 1, 1, 1)):
S =
∫
d4x
√−g [(∂µφ∗ + i g′2 Aµφ∗)(∂µφ− i g
′
2 Aµφ)
−V (φ, φ∗, Q)]
− 14
∫
FµνFµν
√−gd4x− 116piG
∫ √−gRd4x =∫
d4x
√−g [(Dφ)∗(Dφ)− V (φ, φ∗, Q)]
− 14
∫
FµνFµν
√−gd4x− 116piG
∫ √−gR d4x (19)
where the Q that appears in the potential V is given by:
Q = λ
∫
d3y
√−g[φ∗i
↔
∂0 φ+ g′A0φ∗φ] |y0=t0=
λ
∫
d4y
√−g[φ∗i
↔
∂0 φ+ g′A0φ∗φ]δ(y0 − t0) (20)
which is the total charge in the universe by the definition of Klein Gordon field.
So by variation we get the equation of motion:
−∂µ(√−ggµν∂νφ) − i g
′
2 ∂µ(
√−gAµφ)
−i√−g g′2 Aµ∂µφ+
√−g( g′2 )2AµAµφ−
√−g ∂V
∂φ∗
−2i√−gλ(∫ d4x√−g ∂V
∂Q
)δ(y0 − t0)[∂0φ− i g
′
2 A
0φ]
−λ(∫ d4x√−g ∂V
∂Q
)iφ ∂0(
√−gδ(y0 − t0)) = 0 (21)
if we do the transformation
A0 −→ A0 + 2iλ1b
g′
δ(y0 − t0) (22)
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and
φ = eλ2bθ(y
0
−t0)φ0 (23)
where b = iλ(
∫
d4x
√−g ∂V
∂Q
)
we have that:
−∂µ(√−ggνµ∂νφ0)− i g
′
2 ∂µ(
√−gAµφ0)
−i√−g g′2 Aµ∂µφ0 +
√−g( g′2 )2AµAµφ0 −
√−g ∂V
∂φ∗
−2b√−gδ(y0 − t0)[(λ1 − λ2 + 1)(∂0φ0 − i g
′
2 A
0φ0)ν
+ 12bδ(y
0 − t0)φ0(−λ22 + (2λ1 − λ21) + 2(λ1 − 1)λ2)]
−b(λ1 − λ2 + 1)φ0 ∂0(√−gδ(y0 − t0)) = 0 (24)
if we require that the equation (24) will be like the ordinary Klein Gordon
equation where there are no delta function appear, since those delta functions
represent singular interactions, we need that:
λ1 − λ2 + 1 = 0 (25)
−λ22 + (2λ1 − λ21) + 2(λ1 − 1)λ2 = 0 (26)
But there is no solution for λ1 and λ2 for those two equation. If we will say
that the covariant derivative is equal to zero ∂0φ0−i g
′
2 A
0φ0 = 0 and λ1−λ2 = 2
then we still have problem with the term ∂0δ(y0 − t0) in equation 24. So we
must to say that:
φ∗(t = t0)φ(t = t0) = 0 (27)
where λ1 − λ2 + 1 = 0 which eliminates all the delta term in equation 24.
We can see that the same result can be found by using equation 2 by setting
G = V (φ, φ∗, Q) and g(f(x)) = δ(y0 − t0) so:
∂2G
∂(∂µφ)∂g(x)
∂µf(x) |x∈f(x)=const=
∂2G
∂(∂µφ∗)∂δ(y0−t0)
|t0= λ(
∫
d4x
√−g ∂V
∂Q
)φ(t0) = 0 (28)
which gives φ(t0) = 0. This model can be used for creating initial condition for
inflation.
Different constraint can be follow by different charge definition. In the paper [6],
we showed that also boundary condition can be contract by define the charge
in different hyper- surface and which is not time like surface.
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4.3 Constraint controlled by a dynamical field
We now represent an action of two scalar field , where the potential is V (φ, φ∗, f, Q).
The Q term is defined in equation 62 (see appendix):
S =
∫
dσ
√−g [(∂µφ∗ + i g
′
2 Aµφ
∗)(∂µφ− i g′2 Aµφ)
+∂µf∂
µf − V (φ, φ∗, f, Q)]
− 14
∫
FµνFµν
√−gdσ − 116piG
∫ √−gRdσ =∫
dσ
√−g [(Dµφ)∗(Dµφ) + ∂µf∂µf − V (φ, φ∗, f, Q)]
− 14
∫
FµνFµν
√−gdσ − 116piG
∫ √−gR dσ (29)
from this action by variation on φ∗ , we get the equation of motion:
− ∂µ(
√−ggµν∂νφ) − i g
′
2
∂µ(
√−gAµφ)
− i√−g g
′
2
Aµ∂
µφ+
√−g(g
′
2
)2AµA
µφ−√−g ∂V
∂φ∗
−√−g(
∫
dσ
√−g ∂V
∂Q
)δ(f(x)− f0)∂µf(x)[2i∂µφ− g′Aµφ]
− (
∫
dσ
√−g ∂V
∂Q
)iφ ∂µ(
√−gδ(f(x)− f0)∂µf(x)) = 0 (30)
if we do the transformation
Aµ −→ Aµ + 2iλ1b
g′
δ(f(x)− f0)∂µf(x) (31)
and
φ = eλ2bθ(f(x)−f0)φ0 (32)
where b = i(
∫
dσ
√−g ∂V
∂Q
)
we have that there is no solution for λ1 and λ2, so we must conclude that
φ(x0)∂µf(x0)∂
µf(x0) = 0 (33)
when f(x0) = f0
The equation of motion of the scalar field f did not influenced by the Q term
and it is:
∂µ(
√−ggµν∂νf) +
√−g∂V
∂f
= 0 (34)
It is easy to see that the same constraint (equation 33) can be found directly
from equation 2
4.4 Initial condition for Non Abelian fields
One can define charge for non Abelian field which is constant and gauge in-
variant. This definition have been used in the past and it is a private case of
7
the Abbott and Deser definition [1] of non abelian charge in the case of zero
background field.
For convocation we going to show the derivation of the charge definition . As
we know in non Abelian SU(N) the definition of Fµµ a is:
Fµνa = ∂µAνa − ∂νAµa + gǫabcAµbAνc (35)
The coveriant derivative is:
DµF
µνa = ∂µF
µνa + gǫabcAbµF
µνc = Jνa (36)
where Jνa is the current, which depends on scalar or Dirac fields. By entering
35 to 36 we get:
∂µ(∂
µAνa − ∂νAµa) + gǫabc∂µ(AµbAνc)
+gǫabcAbµ(∂
µAνc − ∂νAµc)
+g2ǫabcAbµǫ
cdfAµdAνf = Jνa (37)
By using equation 37 we define a new parameter:
Γν = T aΓνa = −T a[∂µ(∂µAνa − ∂νAµa)]
= T a[gǫabc∂µ(A
µbAνc) + gǫabcAbµ(∂
µAνc − ∂νAµc)
+g2ǫabcAbµǫ
cdfAµdAνf − Jνa] (38)
It is easy to see that:
∂νΓ
ν = ∂ν∂µ(∂
µAν − ∂νAµ) = 0 (39)
So we can now construct a constant charge by defining (For more general defi-
nition see [1])
Q =
∫
Γ0 d3x
=
∫
[∂µ(∂
0Aµ − ∂µA0)]d3x (40)
Which one can find that it is constant by (see appendix B for the proof that Q
is also gauge covariant):
∂0Q =
∫
∂0Γ
0 d3x =
∫
∂iΓ
id3x = 0 (41)
by using equation 38 Q can be define in equivalent form:
Q =
∫
T a[gǫabc∂µ(A
µbA0c)
+gǫabcAbµ(∂
µA0c − ∂0Aµc)
+g2ǫabcAbµǫ
cdfAµdA0f − J0a]d3x (42)
where
Jµa = iT a[φ+Dµφ− (Dµφ+)φ] =
iT a[φ+∂µφ− (∂µφ+)φ] + 2gǫabcφ+T bAc µφ (43)
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Now we trite Q as coupling constant, and the action of the system will be:
S =
∫ {Dµφ+Dµφ− V (φ+, φ,Q)
− 14FµνaF aµν}d4x (44)
If we use the definition of equation 40 or 42 of Q then, by variation by Aµ we
get the original equation of motion plus delta term:
DµF
µνa = Jνa
+2gT bǫabcφ+T cφδ(t− t0) (45)
variation on the action by φ+ gives:
DµD
µφ+ ∂V
∂φ+
+(
∫
∂V
∂Q
d4x)[2i∂0φ+ 2gT aǫabcT bAc µφ]δ(t − t0)
+iφ∂0δ(t− t0) = 0 (46)
The problematic term φ∂0δ(t − t0) can not be transform away, so we need to
conclude that:
φ(t = t0) = 0 (47)
It is easy to see that the same constraint can be found directly from equation
2.
5 conclusion
”The future physical theory should contain not only the basic equations but also
the initial conditions for them ” [L.D. Landau according to I.M. Khalatnikov].
From this point we are motivated to construct a model where initial conditions
can be found from the fundamental rules of physics, without the need to assume
them, they will be derived. In physics we deal with equations of motion that are
obtained by varying the action with respect to different fields, here the question
of the initial condition or boundary condition are normally separated from the
equation of motion, and by giving them both we can solve the physical problem
(like in many differential equation problems where the solution is determined
by the initial condition). Knowing just the equation of motion or just the initial
conditions does not give the solution of the problem. In this paper we showed
that boundary condition can be contracted, or can be found by using the fact
that If we have an action in the general form:
S =
∫
d4x{L+ G(g(f))} (48)
Where L and G are invariant under gauge transformation. We reacquire that
there is not exist any transformation which L+ G ⇒ L.
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The function g(f(x)) have singular derivative on some surface f(x) = const ,
where f(x) is some analytic function. The equation of motion will have the
constraint equation:
∂2G
∂(∂µφ)∂g(x)
∂µf(x) |x∈f(x)=const= 0 (49)
on the surface f(x) = const where g(x) have singular derivative. Equation 49
was proof. Also we showed some example from the past and some new example
of dynamical boundary condition or initial condition for non Abelian field.Those
examples have been built around some physical philosophy, and the equation of
motion produce the physical constraints. The MIT bag model has been built
around the idea that the quarks are free to move in some cavity. The next ex-
amples show physical systems where the global charge in the universe are part
of the local scalar field system, which is Mach like principle for global charge.
There can be more examples. In the paper [2] they contracted actions where
the mass appears in the action that is, they put also a conserved quantity in
the action. They showed that the Modified Newtonian Dynamics regime can be
fully recovered as the weak-field limit of a particular theory of gravity formu-
lated in the metric approach. They took Milgrom’s acceleration constant as the
fundamental quantity which couples to the theory. Since including the mass in
the action affects also the equations of motion in particular at boundaries, we
may get then boundary conditions, if the procedure is carried out consistently.
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A Charge definition in terms of a dynamical
field
We will start by recalling the definition of area element of sub-manifold
xµ = Φµ(λ1, ..., λN ) (50)
the element of area is:
dτµ1,...,µN = δµ1,...,µNν1,...,νN
∂Φν1
∂λ1
....
∂ΦνN
∂λN
dλ1...dλN (51)
where:
δµ1,...,µNν1,...,νN =
∣∣∣∣∣∣
δµ1ν1 ... δ
µN
ν1
...
δµ1νN δ
µN
νN
∣∣∣∣∣∣ (52)
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it can be also be written that:
dix
µ =
∂Φµ
∂λi
dλi (53)
so the element of area is:
dτµ1,...,µN = δµ1,...,µNν1,...,νN d1x
ν1 ...dNx
νN (54)
The dual element of the area of a 3-dimensional surface embedded in four di-
mension surface element is:
dσµ =
1
3!
ǫµνρσdτ
νρσ , dσ =
1
4!
ǫµνρσdτ
µνρσ (55)
where ǫµνρσ is Levi Civita tensor where ǫ
µνρσ is weight −1. By the stokes
theorem we have: ∮
gµνjν
√−gdσµ =
∫
∂µ(
√−gjµ)dσ (56)
In our case jµ = φ
∗
↔
∂ µ φ− g′Aµφ∗φ, if the current is conserved ∂µ(√−gjµ) = 0
so we have that: ∮
jνg
µν
√−gdσµ =
∫
M
∂µ(
√−gjµ)dσ = 0 (57)
So if we have close surface Σ = Σ1+Σ2, whereM is the volume inside than we
can have another conservation:∮
Σ
jνg
µν
√−gdσµ =∫
Σ1
jνg
µν
√−gdσµ −
∫
Σ2
jνg
µν
√−gdσµ = 0 (58)
so:
Q ≡
∫
Σ1
jνg
µν
√−gdσµ =
∫
Σ2
jνg
µν
√−gdσµ = const (59)
in the case dσµ is space like, this represent the total amount of charge through
the surface that entered over all times.
If we define theta function:
θ(f(x) − f0) =
{
1 if f > f0
0 if f < f0
(60)
where f(xµ) = f0 on the surface Σ1, we also demand that ∂µf(x) 6= 0 on the
surface then we have:
δµ(f(x)− f0) = ∂µθ(f(x) − f0) = ∂θ(f(x)−f0)∂f(x) ∂µf(x)
= δ(f(x) − f0)∂µf(x) (61)
So we can see equation 59 in anther way:
Q =
∫
M1
(jµδµ(f(x)− f0))
√−gdσ (62)
where the current define as jµ = φ∗i
↔
∂µ φ+ g′Aµφ∗φ
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B Non Abelian Charge definition
Now we will show that Q is also gauge invariant (Γν is not gauge invariant). Aµ
transforms as:
Aµ → UAµU−1 − i
g
U∂µU−1
= T aTr(U−1T aUAµ)− i
g
T aTr(T aU∂µU−1) (63)
So Γ0 under the transformation of Aµ transforms as (not gauge invariant):
Γ0 → − i
g
(∂i∂
0U)∂iU−1 + i
g
(∂i∂
iU)∂0U−1
− i
g
(∂0U)∂i∂
iU−1 + i
g
(∂iU)∂i∂
0U−1
+T a{Tr[U−1T aU(∂i∂0Ai)]− Tr[U−1T aU(∂i∂iA0)]
+Tr[(∂i∂
0U−1T aU)Ai]− Tr[(∂i∂iU−1T aU)A0]
+Tr[(∂0U−1T aU)∂iA
i]− 2Tr[(∂iU−1T aU)∂iA0]
+Tr[(∂iU
−1T aU)∂0Ai]} (64)
It is easy to see that:∫
i
g
(∂i∂
0U)∂iU−1 d3x = −
∫
i
g
(∂0U)∂i∂
iU−1 d3x (65)
∫
i
g
(∂i∂
iU)∂0U−1 d3x = −
∫
i
g
(∂iU)∂i∂
0U−1 d3x (66)
and integration by parts leave just the surface terms of
∫
Γ0d3x:∫
T a{Tr[U−1T aU(∂i∂0Ai)]
+Tr[(∂i∂
0U−1T aU)Ai]
+Tr[(∂0U−1T aU)∂iA
i]
+Tr[(∂iU
−1T aU)∂0Ai]}d3x =
Tr[U−1T aU
∮
∂0AinidS]
+Tr[niA
i
∮
∂0(U−1T aU)dS] =
Tr[U−1T aU
∮
∂0AinidS] (67)
Where we have used Stokes theorem and ni is normal of surface and dS is
integration of the surface. We also delete the term Tr[niA
i
∮
∂0(U−1T aU)dS]
because the terms is eliminate on the surface.
We can also to do so for the other terms of 64 under integration:∫
T a{Tr[U−1T aU(∂i∂iA0)]
+Tr[(∂i∂
iU−1T aU)A0]
+2Tr[(∂iU−1T aU)∂iA
0]}d3x =
Tr[U−1T aU
∮
∂iA0nidS]
+Tr[A0
∮
∂i(U−1T aU)nidS] =
Tr[U−1T aU
∮
∂iA0nidS] (68)
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So under transformation 63, and the findings of equations 65,67,68 Q goes as:
Q→ UQU−1 (69)
Which means that Q is gauge covariant!
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