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Abstract
The Dirac monopole on a three-dimensional torus is considered as a solu-
tion to the Bogomolny equation with non-trivial boundary conditions. The
analytical continuation of the obtained solution is shown to be a three-
dimensional generalization of the Kronecker series. It satisfies the corre-
sponding functional equation and is invariant under modular transforma-
tions.
1 Introduction
The Bogomolny equation. In the most general formulation the monopole solution
in the Yang-Mills theory can be defined as the generalization of the Dirac monopole
[1, 2] in electrodynamics to the non-abelian gauge group. The monopole is a classi-
cal solution in four-dimensional theory invariant under translations along one of the
coordinates [3, 4, 5, 6, 7]. In his famous paper [8] E. Bogomolny suggested a descrip-
tion of monopoles in terms of the solutions to system of first-order equations in the
three-dimensional space. In general this space can be replaced by a three-dimensional
manifold M (possibly with boundary) equipped with metric. There is a G-bundle over
M, a vector bundle EV associated with the G-bundle, and an adjoint bundle EndEV
with the connection A ∈ Ω1(M,Lie(G)). The Higgs field φ is the section of the adjoint
bundle, φ ∈ Ω0(M,EndEV ). Then the Bogomolny equations connect the Higgs field
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and the curvature,
F = ?Dφ, (1)
here F = dA + A ∧ A is the curvature of the connection, ? is the Hodge operator, D
is the covariant derivative, or d+ A in the adjoint. This system is gauge-invariant,
A→ f−1Af + f−1df, φ→ f−1φf. (2)
The Bogomolny equation can be derived from the self-duality equation F = ?F by
means of the dimensional reduction. For example, in the work of Kronheimer [3] a
monopole is considered as an instanton which is invariant under U(1)-transformations.
Note that in case G = U(1),M = R3 the Bogomolny equation reproduce the Dirac
equation for monopole. Indeed, applying the D operator to the both sides of (1) leads
to the Laplace equation:
∆φ = c0δ
(3)(~r). (3)
The δ-function in the r.h.s. reflects the wish to consider the solutions which have the
∼ 1
r
singularity in the given point (which is chosen to be the origin)1. This solution
which decreases at infinity is φ = c0
r
. The magnetic field is described with Dφ = gradφ.
Hecke operators and monopoles. This work was motivated by the results of [9] and
[10]. In the paper [9] the connection between the geometric Langlands program and the
four-dimensional Yang-Mills theory compactified to the complex curve C was discussed.
The results of [9] mean in particular that in case M = C × R the emergence of the
monopole solution to the equations (1) can be treated as the application of the Hecke
operator in the sections of the (holomorphic) bundle E˜V = EV |C×{0} over C. Let z, z¯
are local complex coordinates on C and y be the coordinate on R. The system (1) in
components is as following:
 ∂zAz¯ − ∂z¯Az + [Az, Az¯] =
ig
2
(∂yφ+ [Ay, φ]) ,
∂yAz − ∂zAy + [Ay, Az] = i (∂zφ+ [Az, φ]) ,
∂yAz¯ − ∂z¯Ay + [Ay, Az¯] = −i (∂z¯φ+ [Az¯, φ]) .
(4)
Following [10], the gauge is chosen as 2: Az¯ = 0, Ay = iφ. Finally the system becomes:{
∂z¯Az = − ig2 ∂yφ,
∂yAz = 2i∂zφ− 2i [Az, φ] . (5)
1Also it can be said that the Dirac monopole is the solution to the Laplace equation ∆φ = 0 on the
manifold R3/{0} which has the asymptotic behaviour φ ∼ 1r in ~r = 0 and φ→ 0 in r →∞.
2The condition Az¯ = 0 fixes not all the gauge degrees of freedom, because the holomorphic gauge
transformations leave it invariant. The system (4) under this condition contains the relation ∂z¯(Ay−
iφ) = 0. This means that by means of the holomorphic gauge transformations the condition Ay = iφ
can be satisfied.
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The Hecke operator (or the modification of the bundle) acts in V˜ and changes its
degree deg V˜ , i.e. adds zeroes and poles to the sections of the determinant bundle det V˜ .
Consider for simplicity the abelian case on M = C × R. Then the holomorphic gauge
transformation (2) f = zm, m ∈ Z acts on the connection as Az → Az + mz . On the
other hand, φ = c0
r
= c0√
y2+zz¯
, and (5) implies that the solution for Az with boundary
condition Az|∞ = 0 is:

Az = −ic0
(
1
z
y√
y2+zz¯
− 1
z
)
, y > 0,
Az = −ic0
(
1
z
y√
y2+zz¯
+ 1
z
)
, y < 0.
(6)
The connection jumps at y = 0 by −2ic0 1z . Hence c0 = im2 , m ∈ Z, and that cor-
responds to the ’quantization’ of the monopole charge [9, 10]. In this way we have
demonstrated the connection between the monopole solution and the Hecke operator.
In general the modification of the bundle is parameterized by the elements of the coweight
lattice for the G group [9, 10, 12]. According to Kronheimer [3] the monopole is the
instanton in C2 which is invariant under the action of U(1) group. The U(1) action has
the fixed point z1 = z2 = 0. If the action of U(1) group is lifted to the G-bundle over
C2 then U(1) acts in particular in the fiber over the fixed point and defines the homo-
morphism U(1) → G, or cocharacter of G. Hence the action of the U(1) group which
makes the reduction from the instanton to the monopole generates the set of coweights
defining the modification [9, 10, 12].
Hitchin systems and monopoles. In the N. Hitchin’s approach to the integrable sys-
tems [11] the latter naturally arise on the moduli spaces of the holomorphic bundles.
The modification changes the degree (or more precisely the characteristic class [12]) of
the bundle and connects systems of different types, such as for example Calogero sys-
tems and Euler-Arnold top [13]. In the case of the moduli space for flat connections
similar results provide connection between different non-autonomous generalizations of
the Hitchin systems which are non-linear equations of the Painleve´ type [14]. The con-
nection between monopoles and modifications suggests that there exists a non-abelian
solution which connects the parameters of the systems at boundary (at y = ±∞). A
certain class of the non-abelian is known. For example the Nahm construction [15] al-
lows to solve the Bogomolny equations for the SU(N) group. One else possible way
is to use the methods of the soliton theory [4]. The Bogomolny equation can be rep-
resented as a zero curvature condition for some differential operators in the same way
as the Yang-Mills-Higgs equation [16]. However the explicit construction of non-abelian
solution with the desired asymptotic behaviour is not known.
The aim of the paper. The current paper suggests a generalization of the result
obtained in [10]. In that paper the authors considered the scalar Bogomolny equation
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on the Στ×Rmanifold, where Στ is the elliptic curve realized as a quotient of the complex
plane C modulo the period lattice Γτ , which generates the fundamental parallelogram.
In the current paper the scalar Bogomolny equation is considered on the T2×R and T3
manifolds. The aim is to describe the Green function on these manifolds and to study
their modular properties. While investigating the solution on the three-dimensional
torus it is convenient not to fix the holomorphic gauge. We begin with describing a
periodic Green function for the Laplace equation on T3. To do so, we realize T3 as
R3/Γ3 where Γ3 is a three-dimensional lattice generated by ~γi, i = 1, 2, 3 vectors. Then
the solution to the given problem is equivalent to the solution of (3) on R3 with the
following boundary condition:
φ (~x+ ~γ) = φ (~x) , ~γ ∈ Γ3. (7)
The δ-function is the sum of characters of the lattice group Γ3 (39):
δ (~x) =
∑
~n∈Z3
χ3 (~x, ~n) . (8)
Averaging gives the following solution: φ (~x) = c0
∑
~γ∈Γ3
1
|~x+~γ| . However this series di-
verges. To regularize the series, we introduce the parameter of the analytical continu-
ation. Consider the generalized Laplace equation with the pseudo-differential operator
∆2s and the corresponding Green function:
∆2sφ˜s (~x) = c0δ (~x) ,where φ˜s (~x) = c0
∑
γ∈Γ
1
|~x+ γ|s . (9)
We also introduce the metric MTM in the Laplace operator (in the case (3) the metric
is Mij = δij) ∆ = ~∂
T (M−1)T M−1~∂, where ~∂ = (∂1, ∂2, ∂3)
T and consider quasi-periodic
boundary conditions:
R3
(
s,M, ~x+ ~γi, ~ξ
)
= e−2pii(w~αi·
~ξ)R3
(
s,M, ~x, ~ξ
)
, (10)
where ~αi are the generating vectors of the dual lattice and w ∈ SL(3,Z) parameterizes
quasi-periodic boundary conditions. Then the solution to the equation (9) with the
boundary conditions (10) is the following:
R3
(
s,M, ~x, ~ξ
)
= c0
∑
~n∈Z3
χ3
(
~˜n, ~ξ
)
|~x+ ~γ|s = c0
∑
~n∈Z3
χ3
(
~˜n, ~ξ
)
((~xT + ~nTL3)MMT (~x+ LT3 ~n))
s , (11)
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where ~˜n = w~n and L3 is the matrix of the lattice (43). Using the definition of the
Γ-function, we represent (11) in the integral form3:
I3
(
s,M, ~x, ~ξ
)
= Γ(s)R3
(
s,M, ~x, ~ξ
)
= c0
∑
~n
∫
dt
t
tse−t|~x+~γ|χ3
(
~˜n, ~ξ
)
. (13)
The main result of the current work is
Theorem. The expression (11) gives the Green function of the generalized three-
dimensional Laplace equation (9) with quasi-periodic boundary conditions (10), which
satisfies the following functional equation:
R3
(
s,M, ~x, ~ξ
)
=
Γ
(
3
2
− s) pi2s− 32
Γ(s) detL3M
e−2pii~x
TL−13 (LT3 )
−1~ξR3
(
3
2
− s, (LT3L3)−1M, ~ξ, ~x) (14)
and is invariant under modular transformations generated by the elements of the double
coset SL(3,Z)\SL(3,R)/SO(3,R).
The proof follows from Lemma 1 and Lemma 2 given below and the results of the
section 3 about modular transformations. We find the Green functions on T3 and pass
to the limit of T2×R considered in the work [10]. Note that the acquired Green function
is the generalization of the Kronecker series by the construction [17].
2 Functional equation
The relation (11) implies that R3 diverges in the case of s =
1
2
, however converges when
s is large. To provide the analytical continuation of I3 we use the Poisson summation
formula,
∑
~γ∈Γ
f (~γ + ~x) =
∑
~g∈Γ∨
fˆ (~g) e2pii(~x,~g). (15)
Here Γ∨ is the dual lattice, fˆ is the Fourier transformation for f . Due to the integral
form of (13) all the integrals in the Fourier transformation are Gaussian and the shape
of the expression after integration is almost the same. This trick allows to obtain the
analytical continuation from s = 1
2
to s = 1.
Lemma 1.[17] The function (12) satisfies the following functional equation:
I2
(
s,M, ~ξ, ~x
)
=
pi2s−1
detM det2s L2
I2
(
1− s,M−1, ~x, ~ξ
)
e
2pii ~x
T σ~ξ
detL2 . (16)
3The similar function can be introduced also for two-dimensional torus:
I2
(
s,M, ~x, ~ξ
)
= c0
∑
~n
∫
dt
t
tse−t(~x
T+~nTL2)MTM(~x+LT2 ~n)χ2
(
~n, ~ξ
)
. (12)
It is not a solution to the two-dimensional Laplace equation, but we need it while considering the
T2 × R case.
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Proof. Consider the Fourier transformation for (12). After Gaussian integration and
rescaling of t we obtain:
Iˆ2
(
s,M, ~ξ, ~x
)
= c0
∫
d2n
∑
~ν∈Z2
∫
dt
t
tse−t(~x
T+~nTL2)MTM(~x+LT2 ~n)e2pii~n
TL∨T2 ~ξe−2pii~ν
T ~n =
c0
detL2M
∑
~ν∈Z2
∫
dt
t
ts
pi
t
e
−pi2
t
(
~ξTL∨2 (LT2 )
−1−~νT (LT )−1
)
MTM(L−12 L∨T2 ~ξ−L−12 ~ν)e2pii~ν
T (LT2 )
−1
~x
e−2pii~x
TL−12 L
∨T
2
~ξ = c0
∑
~ν∈Z2
∫
dt
t
ts
pi
t
e−
pi2
t (
1
ab
~ξT σ−1− 1
ab(~νT σ)L2σ−1)(M−1)
T
M( σab ~ξ− σabLT2 σT ~ν)
e2pii(−~ν
T σT )L∨T2 ~xe−2pii~x
TL−1L∨T ~ξ 1
detML2
=
pi2s−1e2pii
~xT σ~ξ
detL2
detL2M
I2
(
1− s,M−1 detL2, ~x, ~ξ
)
=
pi2s−1
detM det2s L2
I2
(
1− s,M−1, ~x, ~ξ
)
e
2pii ~x
T σ~ξ
detL2 . (17)
Poisson formula implies Iˆ2 = I2. Hence (16) is satisfied. 
To find the Green function on T2 × R we add a non-periodic coordinate y,
Icont
(
s, ~ξ, ~x, y
)
= c0
∑
~n∈Z2
∫
dp
∫
dt
t
tse−t(~x
T+~nTL2)(~x+LT2 ~n)e2pii~n
TL∨2 ~ξe−tp
2
e2piipy. (18)
and use the (17) formula to get the integral equation for Icont:
Icont
(
s, ~ξ, ~x, y
)
=
pi2s−
3
2
det2s−1 L2
e2pii~x
T σ~ξ
∫
dpIcont
(
3
2
− s, ~x, ~ξ, p
detL2
)
. (19)
This case is considered in details in the work [10].
Lemma 2. The Green function for the Laplace equation on T3 satisfies the following
functional equation:
R3
(
s,M, ~x, ~ξ
)
=
Γ
(
3
2
− s) pi2s− 32
Γ(s) detL3M
e−2pii~x
TL−13 (LT3 )
−1~ξR3
(
3
2
− s, (LT3L3)−1M, ~ξ, ~x) . (20)
Proof.
Iˆ3
(
s,M, ~ξ, ~x
)
= c0
∑
~ν∈Z3
∫
d3n
∫
dt
t
tse−t(~x
T+~nTL3)MTM(~x+LT3 ~n)e2pii~n
TL∨T3 ~ξe−2pii~ν
T ~n =
= c0
∑
~ν∈Z3
∫
dt
t
ts
(
pi
t
) 3
2 e
−pi2
t
(
~ξTL∨3 (LT3 )
−1−~νT (LT3 )
−1)
(M−1)
T
M−1(L−13 L∨T3 ~ξ−L−13 ~ν)
e2pii~ν
T (LT3 )
−1
~xe−2pii~x
TL−13 L
∨T
3
~ξ 1
detL3M
= 1
detL3M
c0e
−2pii~xTL−13 L∨T3 ~ξ∑
~ν∈Z3
∫
dt
t
ts
(
pi
t
) 3
2 e
−pi2
t (~ξT−~νTL3)
(
L−13 (LT3 )
−1)
MTM
(
L−13 (LT3 )
−1)
(~ξ−LT3 ~ν)e2pii~ν
TL∨T3 ~x =
= pi
2s− 32 e
−2pii~xT L−13 (LT3 )
−1
~ξ
detL3M
I3
(
3
2
− s, L−13
(
LT3
)−1
M,~x, ~ξ
)
.
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(21)
Once more applying the Poisson formula we obtain (20). 
We follow how the passage to the limit c → ∞ changes the functional equation (20)
into the integral one (19). For convenience we take cx = cy = 0, M = δij and transform
L∨ → w2L∨ (see. (46)), using the freedom of the definition of the ~n vector. Then
L−13 L
∨
3 =
 0 − 1ab 01
ab
0 0
0 0 1
c2
 and (21) has the following form:
Iˆcont
(
s, ~ξ, ~x
)
= lim
c→∞
{
c0
pi2s−
3
2
detL2c
e
2pii
~ξT σ~x
detL2 e−2pii
zζ
c2
∑
~n
∑
k
e2pii
zk
c
∫
dt
t
t
3
2
−se
− t
det2 L2
(~ξT+~nTL2)(~ξ+L2~n)
e2pii~n
TL∨T2 ~ξe−
t
c4
(ζ+kc)2
}
= lim
c→∞
c0pi2s−
3
2 e
2pii
~ξT σ~x
detL2
det2s−4 L2∑
k
∆k
c
∑
~n
∫
dt
t
t
3
2
−se−t(
~ξT+~nTL2)(~ξ+L2~n)e2pii~n
TL∨T2 ~ξe
− t
det2 L2
( ζ
c2
+ k
c
)2
e2pii
zk
c e−2pii
zζ
c2
}
=
c0
pi2s−
3
2
det2s−4 L2
e
2pii
~ξT σ~x
detL2
∑
~n
∫
dp
∫
dt
t
t
3
2
−se−t(
~ξT+~nTL2)(~ξ+L2~n)e2pii~n
TL∨T2 ~ξe
− tp2
det2 L2 e2piizp
= c0
pi2s−1e2pii
~ξT σ~x
detL2
det2s−5 L2
∑
~n
∫
dt
t
t
3
2
−se−t(
~ξT+~nTL2)(~ξ+L2~n)e2pii~n
TL∨T2 ~ξe−
pi2
t
z2 det2 L2 . (22)
Here the three-dimensional parameter ~ξ is written as the two-dimensional vector ξ
and the coordinate along the non-periodical axis ζ. We also pass to the limit I3 → Icont:
Icont
(
s, ~ξ, ~x
)
= c0 lim
c→∞
∑
~n
∑
k
∫
dt
t
tse−t(~x
T+~nTL2)(~x+LT2 ~n)e2pii~n
TL∨T2 ~ξe−t(z+kc)
2
e2pii
ζk
c
= c0 lim
c→∞
∑
~n
∑
kc
∆kc
c
∫
dt
t
tse−t(~x
T+~nTL2)(~x+LT2 ~n)e2pii~n
TL∨T2 ~ξe−t(z+kc)
2
e2pii
ζ
c2
kc =
c0
∑
~n
∫
dp
∫
dt
t
tse−t(~x
T+~nTL2)(~x+LT2 ~n)e2pii~n
TL∨T2 ~ξe−tp
2
e2piipy =
c0
∑
~n
∫
dt
t
tse−t(~x
T+~nTL2)(~x+LT2 ~n)e2pii~n
TL∨T2 ~ξe−
pi2
t
y2 . (23)
Here we cannot use the Poisson formula I = Iˆ literally because there is no lattice in the
z direction. This means that we actually have performed an extra Fourier transformation
along p while computing (21) in the limit c → ∞. Taking this into consideration and
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putting (22) and (23) together we obtain the integral equation,
∫
dpIcont(s, ~ξ, ~x, p)e
−2piipy =
e
2pii
~ξT σ~x
detL2√
pi detL2
pi2s−1
det2s−5 L2
Icont
(
3
2
− s, ~x, ~ξ, y detL2
)
. (24)
The factor 1√
pi detL2
arises from the inverse Fourier transformation. We substitute
s→ 3
2
− s. Then,
Icont
(
s, ~ξ, ~x, y
)
=
pi2s−
3
2
det2s−1 L2
e2pii~x
T σ~ξ
∫
dpIcont
(
3
2
− s, ~x, ~ξ, p
detL2
)
. (25)
This expression coincides with (19). Thus we have obtained a well-defined expression
for the Green function of the Laplace equation on the three-dimensional torus,
ϕ
(
~x, ~ξ
)
= e−2pii~x
TL−13 L
∨T
3
~ξ
∑
~n
e2pii~n
TL∨T3 ~x(
~ξT + ~nTL3
)
((L∨3 )TL
∨
3 )
2
(
~ξ + LT3 ~n
) . (26)
3 Modular properties
3.1 Complex case
Consider the transformation of the Green function on the three-dimensional torus under
the action of the element from the SL(3,Z)\SL(3,R)/SO(3,R) coset. The SL(3,Z)
group acts as modular transformations of the Γ3 lattice. The SO(3,R) group allows to
choose an orthonormal basis for the lattice vectors, i.e. in our case to transform the
matrix to lower triangular form. For example consider the action of an element of the
double coset SL(2,Z)\SL(2,R)/SO(2,R) on the Green function on T2 × R. We write
the non-regularized solution in the complex form. Let a = 1, τ = bx + ib, and the lattice
vectors γ = n+mτ . The area of the elementary cell is S = Im τ . Then the formula for
the character (40) can be written as:
χ(γ, ξ) = exp
{pi
S
(
γξ¯ − γ¯ξ)} , (27)
and the expression (11) has the following analogue:
R(s, ξ, w, y) = c0
∑
γ
χ(γ, ξ)(
(yS)2 + |w + γ|2)s . (28)
To study the modular properties of the solution (28) it is sufficient to see how it
changes under the transformations τ → τ + 1 and τ → −1/τ . In the first case the
8
summation over n in the solution (28) is shifted: n → n + m. Hence the solution
remains invariant. In the second case the transformation acts a bit more complicated,
τ → − 1
τ
= − τ¯
τ τ¯
, S → S
ττ¯
,
exp
{
pi
S
(
γξ¯ − γ¯ξ)}→ exp{pi
S
(
(nτ −m) τ¯ ξ¯ − (nτ¯ −m) τξ)} ,
(pS)2 + |w + γ|2 → 1
τ τ¯
((
p√
τ τ¯
S
)2
+ |wτ + nτ −m|2
)
.
(29)
Summing over nτ −m instead of n+mτ we find
R(
1
2
, ξ, w, p)→ √τ τ¯R(1
2
, τξ, τw,
p√
τ τ¯
). (30)
To understand how the connections are transformed we substitute
√
τ τ¯φ
(
τz, τ z¯, y√
τ τ¯
)
instead of φ (z, z¯, y) in the Bogomolny equation (4). For the system to remain invariant
the following substitutions are needed:

Az (z, z¯, y)→ τAz
(
τz, τ¯ z¯, y√
τ τ¯
)
,
Az¯ (z, z¯, y)→ τ¯Az¯
(
τz, τ¯ z¯, y√
τ τ¯
)
,
Ay (z, z¯, y)→ 1√τ τ¯Ay
(
τz, τ¯ z¯, y√
τ τ¯
)
.
(31)
Hence the connections Azdz, Az¯dz¯, Aydy are invariant under modular transformations.
The modular-transformed solution could be expected to differ from the initial one by
the gauge, but it is not so: the invariance of the solution means implies the absence of
the holomorphic function satisfying the quasi-periodicity condition (10).
3.2 Three-dimensional case
To understand how the solution is transformed under the action of the modular group we
consider the transformation of the lattice and character matrices. The left action of the
SL(3,Z) generators on the lattice matrix L permutes the rows of the matrix and changes
their signs; therefore L ceases to be lower triangular. Right action of the SO(3,R) allows
to make L lower triangular and multiplication by a constant allows to restore the amatrix
element in the upper left angle. This procedure for the two-dimensional case is depicted
in fig. 1.
Hence L transforms as following:
L→ 1
αi
wiLOi, Oi ∈ SO(3,R), αi ∈ R. (32)
Using (32) and (42) we derive the transformation law for the dual matrix:
L∨ → αiwiL∨Oi. (33)
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(1, τ) → (−τ, 1) → (τ · τ¯√
τ τ¯
,− τ¯√
τ τ¯
) → (1,− 1
τ
)
(
1 0
bx b
)
→
(−bx −b
1 0
)
→
(√
b2x + b
2 0
− bx√
b2x+b
2
b√
b2x+b
2
)
→
(
1 0
− bx
b2x+b
2
b
b2x+b
2
)
Figure 1: The modular transformation of a pair of vectors in complex and matrix forms.
The modular transformation of the solution (11) in general can be expressed through
Oi, αi:
c0
∑
n∈Z3
e2pii~n
TL∨~ξ
((~xT + ~nTL)MMT (~x+ LT~n))s
→
c0
∑
n∈Z3
e2pii~n
TwiL
∨αiOi~ξ((
~xT + ~nTwiL
1
αi
Oi
)
MMT
(
~x+ 1
αi
OTi L
TwTi ~n
))s =
c0
∑
ν∈Z3
α2si e
2pii~νTL∨(αiOi~ξ)(((
αi~xTO
−1
i
)
+ ~νTL
)
OiMMTOTi ((αiOi~x) + L
T~ν)
)s , ν = wTi ~n, (34)
Hence,
R(s,M, ~x, ~ξ)wi = α2si R(s,OiM,αiOi~x, αiOi
~ξ). (35)
We compute αi and Oi for all wi. w1 and w3 shift the summation (similarly to τ → τ+1
in two-dimensional case): the first one corresponds to the shift n → n + m, the second
one corresponds to the change of signs of m and k. So w1 and w3 don’t change the
solution. w2 acts more complicated:
 a 0 0bx b 0
cx cy c
→ 1
α 2
 0 1 0−1 0 0
0 0 1
 a 0 0bx b 0
cx cy c


bx√
b2+b2x
− b√
b2+b2x
0
b√
b2+bx2
bx√
b2+b2x
0
0 0 1
 =
1
α2
1√
b2 + b2x
 b2 + b2x 0 0−abx ab 0
bcy + bxcx bxcy − bcx c
√
b2 + b2x
 . (36)
So α2 =
√
b2+b2x
a
= |γ2||γ1| and O2 = T
α
z where α = ∠(~γ1, ~γ2). Here Tαz is a rotation matrix
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around z axis by α angle. In the case of w4 matrix the expression for the rotation matrix
is quite bulky. We write O4 as a composition of three matrices:
O4 = T
α
z T
β
y T
γ
x (37)
α = ∠(~γ1, ~γ3), β =
pi
2
− ∠(~γ3, ~z), tan γ = sin β cot∠(~γ2, ~γ3), α4 = |γ3||γ1| . (38)
Modular transformations multiply the solution by a constant which in the correspond-
ing basis of SL(3,Z) is a ratio of lengths of the lattice vectors. Substituting the trans-
formed solution into (1) we derive the invariance of the connection under modular trans-
formations.
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4 Appendix
The character of the torus is the multiplicative periodic function on the plane. Its periods
are the generating vectors of the lattice, ~γi ∈ Γd,:
χ (~x+ ~y, ~n) = χ (~x, ~n)χ (~y, ~n) , ~n ∈ Zd,
χ (~γi, ~n) = 1.
(39)
In general this function is expressed through the vectors of the dual lattice:
χ (~x, ~n) = exp {2pii (~x~α)} , (~αi~γj) = δij. (40)
Here αi are the generators of the dual lattice. Introduce the matrices of the lattice
and the dual lattice,
γ = L · ~n, γ ∈ Γd, ~n ∈ Nd,
α = L∨ · ~n, γ ∈ Γ∨d , ~n ∈ Nd, (41)
where d is the dimension of the manifold. The matrices of the dual lattices can be
found from the expressions:
L∨2 = L
−1
2 σ, σ =
(
0 1
−1 0
)
,
L∨3 = L
−1
3 .
(42)
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For calculations we need the explicit form of these matrices. Choose the lattice ma-
trices in the lower triangular form,
L2 =
(
a 0
bx b
)
, L3 =
 a 0 0bx b 0
cx cy c
 , (43)
Write the matrices of the dual lattices,
L∨2 =
1
ab
(
0 b
−a −bx
)
, L∨3 =
1
abc
 bc 0 0−bxc ac 0
bxcy − bcx −acy ab
 (44)
The generators of SL(3,Z) can be chosen as follows [20]:
U =
1 1 00 1 0
0 0 1
 , P =
 0 −1 0−1 0 0
0 0 −1
 , Q =
0 1 00 0 1
1 0 0
 , O =
1 0 00 −1 0
0 0 −1
 (45)
It is more convenient to use another choice of the generators,
w1 = U, w2 = PO =
 0 1 0−1 0 0
0 0 1
 , w3 = O, w4 = POQ =
0 0 10 −1 0
1 0 0
 . (46)
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