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VARIATION OF GEOMETRIC INVARIANT THEORY QUOTIENTS AND
DERIVED CATEGORIES
MATTHEW BALLARD, DAVID FAVERO, AND LUDMIL KATZARKOV
Abstract. We study the relationship between derived categories of factorizations on gauged
Landau-Ginzburg models related by variations of the linearization in Geometric Invariant
Theory. Under assumptions on the variation, we show the derived categories are compara-
ble by semi-orthogonal decompositions and describe the complementary components. We
also verify a question posed by Kawamata: we show that D-equivalence and K-equivalence
coincide for such variations. The results are applied to obtain a simple inductive description
of derived categories of coherent sheaves on projective toric Deligne-Mumford stacks. This
recovers Kawamata’s theorem that all projective toric Deligne-Mumford stacks have full
exceptional collections. Using similar methods, we prove that the Hassett moduli spaces of
stable symmetrically-weighted rational curves also possess full exceptional collections. As a
final application, we show how our results recover Orlov’s σ-model/Landau-Ginzburg model
correspondence.
1. Introduction
Geometric Invariant Theory (GIT) and birational geometry are closely tied. The lack
of a canonical choice of linearization of the action, which may once have been viewed as a
bug in the theory, has now been firmly established as a marvelous feature for constructing
new birational models of a GIT quotient. As studied by M. Brion-C. Procesi [BP90], M.
Thaddeus [Tha96], I. Dolgachev-Y. Hu [DH98], and others, changing the linearization of
the action leads to birational transformations between the different GIT quotients (VGIT).
Conversely, any birational map between smooth and projective varieties can be obtained
through such GIT variations [W lo00, HK99].
In a different direction, the close relationship between birational geometry and derived
categories of coherent sheaves has also enjoyed significant attention. Indeed, work of A.
Bondal [BO95], D. Orlov [Orl92], T. Bridgeland [Bri02], A. Kuznetsov [Kuz10], Y. Kawamata
[Kaw02a], and others, indicates that birational varieties should have derived categories of
coherent sheaves related by semi-orthogonal decompositions.
Combining these themes motivates the study of derived categories of varieties related
through VGIT. Our paper is focused on this. What we find is pleasantly systematic and
well-structured. The methods and results provide a new perspective on the relationship
between birational geometry and derived categories.
Let us give the main result on derived categories of sheaves, as it is the simplest to state.
LetX be a smooth, projective variety equipped with the action of a reductive linear algebraic
group, G. Assume we have two G-equivariant ample line bundles, L− and L+, satisfying the
following conditions:
• For t ∈ [−1, 1], let Lt = L
1−t
2
− ⊗ L
1+t
2
+ . The semi-stable locus, X
ss(Lt), is constant
for −1 ≤ t < 0 and for 0 < t ≤ 1. Let Xss(−) := Xss(Lt) for −1 ≤ t < 0,
Xss(0) := Xss(L0), and Xss(+) := Xss(Lt) for 0 < t ≤ 1.
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• The set, Xss(0) \ (Xss(−) ∪Xss(+)), is connected.
• For any point, x ∈ Xss(0) \ (Xss(−) ∪Xss(+)), the stabilizer, Gx, is isomorphic to
Gm.
Work of Thaddeus [Tha96] and Dolgachev-Hu [DH98] then tells us that there is a one-
parameter subgroup, λ : Gm → G, a connected component, Z0λ, of the fixed locus of λ in
Xss(0), and disjoint decompositions,
Xss(0) = Xss(+) ⊔ Sλ
Xss(0) = Xss(−) ⊔ S−λ.
Here, Sλ is the G-orbit of all points in X that flow to Z
0
λ as α → 0 in Gm and S−λ is the
G-orbit of all points in X that flow to Z0λ as α→∞ in Gm.
Let C(λ) denote the centralizer of λ and let Gλ be the quotient, C(λ)/λ. Let X/+ :=
[Xss(+)/G] and X/− := [Xss(−)/G] be the global quotient stacks of the (+) and (−) semi-
stable loci by G. Finally, let µ be the weight of λ on the anti-canonical bundle of X along
Z0λ.
Assume, for simplicity, that there is a splitting, C(λ) ∼= λ × Gλ, and let Xλ/0Gλ be the
GIT quotient stack, [(Xλ)ss(L0)/Gλ], of the fixed locus of λ, Xλ, by Gλ using the equivariant
line bundle, L0.
Theorem 1. Fix d ∈ Z.
a) If µ > 0, then there are fully-faithful functors,
Φ+d : D
b(cohX/−)→ Db(cohX/+),
and, for d ≤ j ≤ µ+ d− 1,
Υ+j : D
b(cohXλ/0Gλ)→ D
b(cohX/+),
and a semi-orthogonal decomposition,
Db(cohX/+) = 〈Υ+d , . . . ,Υ
+
µ+d−1,Φ
+
d 〉.
b) If µ = 0, then there is an exact equivalence,
Φ+d : D
b(cohX/−)→ Db(cohX/+).
c) If µ < 0, then there are fully-faithful functors,
Φ−d : D
b(cohX/+)→ Db(cohX/−),
and, for µ+ d+ 1 ≤ j ≤ d,
Υ−j : D
b(cohXλ/0Gλ)→ D
b(cohX/−),
and a semi-orthogonal decomposition,
Db(cohX/−) = 〈Υ−µ+d+1, . . . ,Υ
−
d ,Φ
−
d 〉.
In the statement above, for a semi-orthogonal decomposition, we use the functor to also
denote its image. Theorem 1 is a case of Theorem 4.2.1 from Section 4.2. Theorem 1 can
be used the verify a question posed by Kawamata [Kaw02a] in this setting; we prove that
that D-domination and K-domination coincide for such variations, see Corollary 4.3.4 for
the precise statement.
As another application, we provide a more streamlined proof of the following result of
Kawamata [Kaw06, Kaw12].
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Theorem 2. Let X be a smooth projective toric variety. The derived category, Db(cohX),
possesses a full exceptional collection.
In [Kap93], Kapranov presented M 0,n as an iterated blow up of P
n−3 along strict trans-
forms of linear spaces. So, M 0,n’s possession of a full exceptional collection was known by
[Orl92]. Yu. Manin and M. Smirnov used Keel’s presentation [Kee92] to produce some
exceptional collections on M 0,n in [MaSm12]. We generalize this work by extending the
methods employed in the proof of Theorem 2 to establish the following result concerning B.
Hassett’s moduli spaces of stable symmetrically-weighted rational curves, M 0,n·ǫ [Has03].
Theorem 3. The derived category, Db(cohM 0,n·ǫ), posseses a full exceptional collection.
This result is a particular case of a more general result, Lemma 6.2.12, concerning various
moduli spaces of weighted pointed rational curves.
As a final application, we show how to recover, using VGIT, the following result of Orlov
[Orl09a] relating the derived categories of projective complete intersections and singularity
categories of affine cones. Let f1, . . . , fc be a homogeneous regular sequence in k[x1, . . . , xn]
of degrees, d1, . . . , dc. Let Y be the corresponding projective complete intersection and let
S = k[x1, . . . , xn]/(f1, . . . , fc).
Recall that the category, Dsg(S,Z), is the Z-graded singularity category of S, [Buc86, Orl09a].
Theorem 4. Fix d ∈ Z. Let a = n−
∑
di
a) If a > 0, then there are fully-faithful functors,
Φ+d : Dsg(S,Z)→ D
b(cohY ),
and a semi-orthogonal decomposition,
Db(cohY ) = 〈OY (d), . . . ,OY (a + d− 1),Φ
+
d 〉.
b) If a = 0, then there is an exact equivalence,
Φ+d : Dsg(S,Z)→ D
b(cohY ).
c) If a < 0, then there are fully-faithful functors,
Φ−d : D
b(cohY )→ Dsg(S,Z),
and a semi-orthogonal decomposition,
Dsg(S,Z) = 〈k(−d), . . . , k(a− d+ 1),Φ
−
d 〉.
The ideas underlying this paper, in particular that of windows, see Section 3, have ap-
peared previously in the literature. While they can rightly be traced back to the fundamental
paper of J.-P. Serre [Ser55], their first true appearance as a tool in the study of derived cate-
gories is in the work of Kawamata. In [Kaw02b], Kawamata treats the case of Gm actions; he
constructs the fully-faithful functors, Φ+d and Φ
−
d , from Theorem 1 and proves equivalences
when µ = 0. Kawamata also explicitly views this situation as a case of VGIT. In [Kaw05],
Kawamata extends the methods to treat birational maps that are e´tale-locally VGIT for
toric varieties and extends his earlier results to this setting.
Shortly after [Kaw02b], and independently, M. Van den Bergh also studied Gm actions on
affine space [VdB04] via windows, giving the fully-faithful functors, and criterion for equiv-
alences. And, as this paper makes manifest, windows and VGIT are an essential underlying
framework of Orlov’s paper [Orl09a] even if not explicitly mentioned.
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The physicists, M. Herbst, K. Hori, and D. Page, studied Abelian gauged linear σ-models in
[HHP08], where they rediscovered windows and used it to explain Orlov’s theorem. Through
work of E. Witten [Wit93], the phases of gauged linear σ-model are exactly the different
chambers of the GIT fan for the action. So VGIT is an implicit piece of [HHP08]. Building on
the ideas of [HHP08], E. Segal re-proved the Calabi-Yau hypersurface case of Orlov’s theorem
using VGIT, LG-models, and windows. Segal’s development and presentation of the ideas
left an indelible mark on the authors of this paper. Subsequently, Shipman extended Segal’s
methods to handle the Calabi-Yau complete intersection case of Orlov’s theorem [Shi10].
Independently, Herbst and J. Walcher extended Orlov’s theorem to Calabi-Yau complete
intersections in toric varieties [HW12] and used it to study auto-equivalences. Along this
vein, W. Donovan constructed exotic derived equivalences via Grassmannian twists [Don11].
Donovan’s work represents the first application of these ideas outside the Abelian realm.
Two additional papers on related material appeared contemporaneously to this paper.
Both are independent. The first is due to D. Halpern-Leistner [H-L12] and has significant
overlap with this paper. Halpern-Leistner proves the existence of the fully-faithful functors,
Φ+d and Φ
−
d , and equivalences for µ = 0 in Theorem 1 when G is not necessarily Abelian.
He also gives a definition of windows in the non-Abelian setting. The authors and Halpern-
Leistner interacted during a conference at the University of Miami where the first and second
authors presented preliminary results of this paper. Halpern-Leistner informed the authors
of his work and later provided a preprint version of [H-L12] while the first version of this
paper was in preparation. The second paper is due to Donovan and Segal [DS12] and
builds on [Don11]. Again studying Grassmannian twists, Donovan and Segal use a different
definition of window built from M. Kapranov’s exceptional collection [Kap88]. Neither of
the concurrent works explicitly handles LG-models or focuses on the µ 6= 0 case in VGIT;
both ideas are essential to the applications of this paper.
Let us finish the introduction with a brief outline of the structure of the paper. In Section
2, we recall some facts and results on GIT, derived categories, and factorization categories.
As our main geometric tool, we focus on stratifications of GIT quotients described by G.
Kempf [Kem78], W. Hesselink [Hes79], F. Kirwan [Kir84], and L. Ness [Nes84]. In Section
3, we prove that elementary wall crossings for these stratifications yield semi-orthogonal
decompositions relating the two different LG-models. This result is then placed back in the
context of GIT in Section 4 and is used to prove D-equivalence and K-equivalence coincide
for elementary wall crossings. The applications to exceptional collections appear in Section
5 for toric varieties and Section 6 for moduli spaces of rational curves. In Section 7, we show
how to recover Orlov’s theorem.
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2. Background
In this section, we collect some of the ideas and results necessary for the arguments
of Section 3. For the whole of the paper, k will denote an algebraically-closed field of
characteristic zero. The term, variety, means a separated, reduced scheme of finite-type over
k. All points of a variety are k-points.
2.1. HKKN stratifications. In this section, we recall the basics of Mumford’s Geometric
Invariant Theory (GIT). After stating the standard definitions, we leave the basic results of
the theory to [MFK94] and focus the majority of our attention on stratifications of varieties
with group actions. These stratifications are essential to Theorem 3.5.2.
Let G be a reductive linear algebraic group over k and let m : G ×G → G be the group
multiplication. Let X be a smooth, quasi-projective variety and assume we have an action,
σ : G×X → X.
Let π : G×X → X be the projection onto X .
First, let us recall some basic terminology. Let Y ⊂ X be a subset. The stabilizer of Y
in G is denoted by GY . The orbit of Y in X is denoted by G · Y .
Definition 2.1.1. A quasi-coherent G-equivariant sheaf on X , F , is a quasi-coherent
sheaf on X together with an isomorphism, θ : π∗F → σ∗F , satisfying,
((IdG×σ) ◦ (τ × IdX))
∗θ ◦ (IdG×π)
∗ θ = (m× IdX)
∗ θ,
on G×G×X where τ : G×G×X → G×G×X switches the two factors of G and
s∗θ = IdF
where s : X → G×X is induced by the inclusion of the identity, e, in G. The isomorphism,
θ, is called the equivariant structure.
If F is coherent, respectively locally-free, as an OX-module, we say that F is a coherent
G-equivariant sheaf, respectively locally-free G-equivariant sheaf. If F is locally-free
and finite-rank, we say F is a G-equivariant vector bundle. If F is a locally-free and
rank-one, we say that F is a G-equivariant line bundle, or a G-line bundle.
Remark 2.1.2. One can also think of G-equivariant sheaves as sheaves on the quotient
stack, [X/G]. Indeed, the category of quasi-coherent sheaves on [X/G], Qcoh([X/G]), is
equivalent to the category of G-equivariant quasi-coherent sheaves on X , Qcoh(X,G), see,
for example, [Vis89], and similarly for coherent and locally-free sheaves. The stack notation
will be prevalent in this paper.
Definition 2.1.3. Let V be a finite-dimensional vector space. Let χ : G → GL(V ) be a
morphism of algebraic groups and E be a quasi-coherent G-equivariant sheaf on X . We can
create a new equivariant sheaf,
E(χ) := π∗V ⊗OX E .
Here π : X → Spec k is the structure map and we view V as a free G-equivariant sheaf on
Spec k. We will employ this construction mainly when dim V = 1, in which case E(χ) will
be called the twist of E by χ.
For a global section, f , of a locally-free sheaf, V, we let Xf be the open subvariety of X
where f is nonvanishing.
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Definition 2.1.4. Let L be a G-line bundle. We consider three subsets of X .
Xss(L) := {x ∈ X | ∃f ∈ H0(X,Ln)G with n > 0, f(x) 6= 0, and Xf affine}
Xs(L) := {x ∈ Xss(L) | G · x is closed in Xss(L) and Gx is finite}
Xus(L) := X \Xss(L).
The subsets, Xss(L), Xs(L), Xus(L), are called the semi-stable, stable, and unstable
locus, respectively, of X . Each subset is naturally a subvariety of X .
Definition 2.1.5. Let L be a G-line bundle. The GIT quotient of X by G with respect
to L is the quotient stack, [Xss(L)/G]. We denote the GIT quotient by X/LG.
Remark 2.1.6. The reader should note that this is not the definition of a GIT quotient
given in [MFK94]. However, there is a close relation between the two notions. To distinguish
between the two, we call the GIT quotient of [MFK94], Mumford’s GIT quotient. For
the precise definition, we refer the reader to [MFK94].
Definition 2.1.7. Let V be a finite-dimensional vector space. Let χ : G → GL(V ) be a
morphism of algebraic groups and E be a quasi-coherent G-equivariant sheaf on X . We can
create a new equivariant sheaf,
E(χ) := π∗V ⊗OX E .
Here π : X → Spec k is the structure map and we view V as a free G-equivariant sheaf on
Spec k. We will employ this construction mainly when dim V = 1, in which case E(χ) will
be called the twist of E by χ.
Proposition 2.1.8. If the stabilizer of any point in Xss(L) is finite, or, equivalently, if
Xs(L) = Xss(L), then the GIT quotient, X/LG, is a Deligne-Mumford stack. If the stabilizer
of any point is trivial, then X/LG is a scheme, isomorphic to Mumford’s GIT quotient.
Proof. Recall that k is algebraically-closed of characteristic zero. One can apply Theorem
4.21 of [DM69] to verify the first part of the proposition, see also Corollary 2.2 of [Edi00].
Corollary 2.2 of [Edi00] also shows that X/LG is an algebraic space under the assumption
that all stabilizers are trivial. Theorem 13.6 of [Alp08] shows that Mumford’s GIT quotient,
Y , for the G-line bundle, L, is a good moduli space of X/LG in general. Then, Theorem 6.6
of [Alp08] says that Y must be isomorphic to X/LG. 
We recall a standard, but essential, definition.
Definition 2.1.9. The multiplicative group over k, Spec k[t, t−1], is denoted by Gm. An
injective group homomorphism, λ : Gm → G, is called a one-parameter subgroup of G.
We shall often use λ to also denote its image as a subgroup of G. We will denote the inverted
one-parameter subgroup, λ(α−1), by −λ. If G acts on X , we denote the fixed locus of the
induced Gm action on X by Xλ.
Associated to a one-parameter subgroup, we have some other subgroups of G.
Definition 2.1.10. Let λ : Gm → G be a one-parameter subgroup. We set
P (λ) := {g ∈ G | lim
α→0
λ(α)gλ(α)−1 exists}.
We also set
U(λ) := {g ∈ G | lim
α→0
λ(α)gλ(α)−1 = e}
and let C(λ) be the centralizer in G of λ.
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Remark 2.1.11. A bit of clarification on the notation is perhaps in order. Whenever we
have a Gm action, σ, on a separated scheme, X , and we write an expression such as
lim
α→0
σ(α, x) = x∗,
we mean that there exists an extension of the morphism,
Gm → X
α 7→ σ(α, x),
to a morphism, A1 → X , that sends 0 to x∗. Since we have assumed X to be separated, x∗
is unique if it exists.
Lemma 2.1.12. The function,
ρ : P (λ)→ C(λ)
p 7→ lim
α→0
λ(α)pλ(α)−1,
is a homomorphism.
Proof. This is straightforward. 
Lemma 2.1.13. There is a short exact sequence of groups,
0→ U(λ)→ P (λ)
ρ
→ C(λ)→ 0.
The group, U(λ), is the unipotent radical of P (λ) and C(λ) is reductive.
Proof. This is contained in the proof of Proposition 2.6 of [MFK94]. 
Definition 2.1.14. Let V be a finite-dimensional vector space over k and assume we have
a representation of Gm on V . Decompose
V =
⊕
χ∈Z
Vχ
where χ : Gm → Gm is the corresponding character of Gm and Vχ is the subspace of V where
Gm acts by χ. For a vector, v ∈ Vχ, we say the weight of v is χ. The set of χ such that Vχ
is nonzero is called the set of weights of V .
The definition of weights is geometric - we think of V as a scheme not as a free sheaf on
a point. Dual to the action of Gm on V is the co-action, ∆ : Sym V ∨ → SymV ∨[t, t−1].
Definition 2.1.15. Let R be a commutative k-algebra. Let ∆ : R→ R[t, t−1] be a co-action
of Gm on R. Let M be an R-module equipped with a compatible co-action, ∆M : M →
M [t, t−1]. We say that m ∈ M is homogeneous of degree l if ∆M(m) = m ⊗ tl. We let
Ml be the subspace of homogeneous elements of degree l.
Remark 2.1.16. In the case of R = SymV ∨, the weights of the action on V are the negatives
of the degrees of homogeneous elements.
We next recall Mumford’s numerical function, following the definition in [MFK94], up to
a sign.
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Definition 2.1.17. Let E be a locally-free quasi-coherent G-equivariant sheaf, λ be a
one-parameter subgroup, and x ∈ Xλ. The set of λ-weights of E at x is the set of
weights of the Gm-action on the fiber of the geometric vector bundle associated to E at
x, V(E)x = Spec(Sym E)x. Denote this set by µ(E , λ, x). We call the function, µ, Mum-
ford’s numerical function.
Remark 2.1.18. One way to compute µ without forming the associated geometric vector
bundle, is
µ(E , λ, x) = −degrees of λ on H0(X, Ex).
There are a few conventions which affect the sign of µ at play here. We follow [MFK94]
with the exception of deleting the negative sign in Definition 2.2 of [MFK94]. Deleting this
sign now seems standard, see e.g. [DH98], since it allows one to interpret µ as distance.
The next lemma shows that the weights remain constant on connected components of the
fixed loci.
Lemma 2.1.19. Let λ : Gm → G be a one-parameter subgroup, x ∈ Xλ be a fixed point of
λ, and E be an equivariant vector bundle. If x and x′ lie in the same connected component
of Xλ, then
µ(E , λ, x) = µ(E , λ, x′).
Proof. We may forget about the G action and only remember the induced Gm-action on
X . First, we note that the computation of λ-weights factors through restriction to the fixed
locus of λ. Let Xλ denote this fixed locus. It carries a trivial Gm-action and E|Xλ is an
equivariant vector bundle with respect to this action.
Consider any point, x ∈ Xλ and trivialize the geometric vector bundle, V(E|Xλ), in a
neighborhood, U , of x so that V(E|Xλ)|U ∼= U × A
n. Since Gm acts trivially on Y , there is
a linear Gm action on An so that the projection onto V(E|Xλ)|U → A
n is Gm equivariant.
The weights on any fiber in U are therefore determined by the weights of this action on
An. Hence, the weights are locally constant on Y , and therefore, by definition, µ is locally
constant. 
It is useful to explicitly state the following properties of µ.
Lemma 2.1.20. Let G act on X and Y and assume f : X → Y is a G-equivariant morphism.
Let λ : Gm → G be a one-parameter subgroup, x ∈ X, y ∈ Y be a fixed points of λ, and E
and E ′ be G-equivariant vector bundles on Y . Then,
a) µ(E , g−1λg, y) = µ(E , λ, σ(g, y)) for all g ∈ G.
b) µ(f ∗E , λ, x) = µ(E , λ, f(x)).
c) µ(E⊗E ′, λ, y) = µ(E , λ, y)+µ(E ′, λ, y), where the later expression describes the point-
wise sum of subsets of Z.
Proof. These are clear from the definitions. 
To explicitly determine the semi-stable, or equivalently, the unstable locus from the def-
inition is difficult in general. However, under some mild assumptions, Mumford gave an
alternative characterization of the unstable locus.
Theorem 2.1.21. Let L be a G-line bundle. Assume X is proper over k and L is ample.
For a point, x ∈ X, x ∈ Xus(L) if and only if there exists a one-parameter subgroup,
λ : Gm → G, such that µ(L, λ, x∗) > 0 where x∗ := limα→0 σ(λ(α), x).
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Proof. This is the Hilbert-Mumford numerical criterion, Theorem 2.1 of [MFK94]. 
We also will need a version for affine space.
Proposition 2.1.22. Let X = An and let L be a G-equivariant line bundle. For a point,
x ∈ X, x ∈ Xus(L) if and only if there exists a one-parameter subgroup, λ : Gm → G, such
that limα→0 σ(λ(α), x) =: x
∗ exists and µ(L, λ, x∗) > 0.
Proof. This is Proposition 2.5 of [Kin94]. 
Next, we wish to define a type of stratification of a variety with a group action. Before
giving the definition itself, we set some initial terminology.
Definition 2.1.23. Let λ : Gm → G be a one-parameter subgroup of G. We shall denote a
connected component of Xλ by Z0λ. Associated to Z
0
λ, we have two other subvarieties,
Zλ := {x ∈ X | lim
α→0
σ(λ(α), x) ∈ Z0λ}.
We call Zλ the contracting variety associated to Z
0
λ.
We will also close these varieties up under the action of G. We set
S0λ := G · Z
0
λ
Sλ := G · Zλ.
Definition 2.1.24. We say that a Gm equivariant morphism,
f : X → Y
is an A-fibration if for any point y ∈ Y there is a Zariski neighborhood, U , and a linear
action of Gm action on An, for some n ≥ 0, so that
f |f−1(U) : f
−1(U)→ U
is Gm equivariantly isomorphic to the projection,
U × An → U.
Proposition 2.1.25. Let X be a smooth quasi-projective variety equipped with a G action,
σ. Let λ : Gm → G be a one-parameter subgroup of G. Then, Xλ is a smooth closed
subvariety of X and Zλ is a smooth locally-closed subvariety of X. The function,
π : Zλ → Z
0
λ
x 7→ lim
α→0
σ(λ(α), x),
is an A-fibration.
Proof. This is part of the Bia lynicki-Birula decomposition of X , see Theorem 4.1 in [B-B73].

Proposition 2.1.26. Let X be a smooth quasi-projective variety equipped with a G action.
Let λ : Gm → G be a one-parameter subgroup of G. There is a natural action of P (λ) on Zλ
and a natural action of C(λ) on Z0λ. The morphism, π, of Proposition 2.1.25 is equivariant
with respect to these actions and the homomorphism, ρ, from Lemma 2.1.12: for x ∈ Zλ,
π(σ(p, x)) = σ(ρ(p), π(x)). (2.1)
Proof. The natural actions and Equation 2.1 are immediate consequences of the definitions.

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Let G
P (λ)
× Zλ denote the quotient stack, [(G× Zλ)/P (λ)], where p ∈ P (λ) acts as
(p, (g, z)) 7→ (gp−1, pz).
In general, G
P (λ)
× Zλ is an algebraic space, [Tho87], and there is a natural evaluation mor-
phism,
τλ : G
P (λ)
× Zλ → Sλ
(g, z) 7→ σ(g, z).
Definition 2.1.27. Assume X is a smooth variety with a G action. A HKKN stratifica-
tion, K, of X is a nested sequence of open subvarieties,
X = XK0 ⊃ X
K
1 ⊃ · · · ⊃ X
K
n ,
one parameter subgroups, λj : Gm → G, and choices of connected components, Z0λj , of the
fixed locus of λj on X
K
j−1, for 1 ≤ j ≤ n, such that
• XKj = X
K
j−1 \ Sλj .
• For each j, the morphism,
τλj : G
P (λj)
× Zλj → Sλj ,
is an isomorphism.
• For each j, Sλj is a a closed subvariety in X
K
j−1.
An elementary HKKN stratification is a HKKN stratification with n = 1. We denote
one as
X = Xλ ⊔ Sλ.
The main source of HKKN stratifications is GIT.
Theorem 2.1.28. Let X be a smooth proper variety equipped with a G action and let L be
an ample G-line bundle. There is an HKKN stratification,
X = XK0 ⊃ X
K
1 ⊃ · · · ⊃ X
K
n = X
ss(L).
Proof. This is due independently to F. Kirwan, [Kir84], and L. Ness, [Nes84]. They built
upon work of G. Kempf, [Kem78], and W. Hesselink, [Hes79]. Section 1 of [DH98] provides a
compact, but thorough, exposition of the construction of the stratification and its properties.

Another class of examples of HKKN stratifications comes from GIT with X an affine
space.
Corollary 2.1.29. Let X = Am equipped with a linear G action and let L be a G-line
bundle. There is an HKKN stratification,
X = XK0 ⊃ X
K
1 ⊃ · · · ⊃ X
K
n = X
ss(L).
Proof. One compactifies Am to Pm, embeds G into PGLm+1 via the inclusion,
GLm(k)→ GLm+1(k)
A 7→
(
1 0
0 A
)
,
and applies Theorem 2.1.28. This is carried out explicitly in [Hal04]. 
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2.2. Derived categories of coherent sheaves. We first remind the reader about some
basic facts involving triangulated categories, including admissible subcategories and semi-
orthogonal decompositions. Standard references for the material are [Bon89, BK89].
We begin by recalling a pair of basic definitions.
Definition 2.2.1. Let T be a triangulated category. We say a full subcategory, S, is a thick
subcategory if S is a triangulated subcategory and S is closed under taking summands.
We say a full subcategory, S, generates T if the smallest thick subcategory of T con-
taining all objects of S is T itself. We say a set of subcategories, Si, i ∈ I, generates T if
the union of the Si generates T .
Let T be a triangulated category and S a full subcategory. Recall that the left orthogonal,
⊥S, is the full subcategory T consisting of all objects, T ∈ T , with HomT (T, S) = 0 for any
S ∈ S. The right orthogonal, S⊥, is defined similarly.
Definition 2.2.2. A semi-orthogonal decomposition of a triangulated category, T , is a
sequence of full triangulated subcategories, A1, . . . ,Am, in T such that Ai ⊂ A⊥j for i < j
and, for every object T ∈ T , there exists a diagram:
0 Tm−1 · · · T2 T1 T
Am A2 A1
|||
where all triangles are distinguished and Ak ∈ Ak. We shall denote a semi-orthogonal
decomposition by 〈A1, . . . ,Am〉. If the subcategories in a semi-orthogonal decomposition
are the essential images of fully-faithful functors, Υi : Ai → T , we shall also denote a
semi-orthogonal decomposition by
〈Υ1, . . . ,Υm〉.
Let E1, . . . , En be objects of T . We say that E1, . . . , En is an exceptional collection if
HomT (Ei, Ei[l]) =
{
k if l = 0
0 otherwise
for all i and
HomT (Ej, Ei[l]) = 0
for all j > i and all l. We say that E1, . . . , En is full if E1, . . . , En generates T .
Closely related to the notion of a semi-orthogonal decomposition is the notion of a left/right
admissible subcategory of a triangulated category.
Definition 2.2.3. Let f : A → T be the inclusion of a full triangulated subcategory of
T . The subcategory, A, is called right admissible if the inclusion functor, f , has a right
adjoint and left admissible if it has a left adjoint. A full triangulated subcategory is called
admissible if it is both right and left admissible.
Proposition 2.2.4. Let T be a triangulated category and let S be a thick subcategory. The
following are equivalent:
a) The subcategories, S and S⊥, generate T .
b) The category, T , admits a semi-orthogonal decomposition 〈S⊥,S〉.
c) The inclusion, S → T , is right admissible.
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d) The inclusion, S⊥ → T , is left admissible.
Proof. This is Lemma 3.1 of [Bon89]. 
Remark 2.2.5. What is called a semi-orthogonal decomposition here is sometimes called a
weak semi-orthogonal decomposition, [Orl09a]. A strong semi-orthogonal decomposition is
a semi-orthogonal decomposition where all subcategories are admissible.
Next, we turn to computing morphisms in the derived category of [X/G]. First, we recall
an important definition.
Definition 2.2.6. A linear algebraic group, G, is called linearly reductive if the functor
of G-invariants for linear representations of G, i.e.
•G : Qcoh([pt /G])→ Qcoh(pt)
V 7→ V G,
is exact.
Proposition 2.2.7. Over a field of characteristic zero, which is any field appearing in this
paper, the following are equivalent:
a) G is reductive.
b) G is linearly reductive.
Proof. See Appendix A of [MFK94]. 
As G is reductive, we can simplify the computation of morphism spaces in the derived
category of G-equivariant sheaves with the following lemma.
Lemma 2.2.8. Assume that G is reductive and let E and F be two G-equivariant quasi-
coherent sheaves on X. Then, there are natural isomorphisms,
Exti[X/G](E ,F)
∼= ExtiX(E ,F)
G.
Moreover, if E and F are complexes of G-equivariant quasi-coherent sheaves on X, then,
Hom[X/G](E ,F [i]) ∼= HomX(E ,F [i])
G,
where the morphism spaces above are taken in the derived category.
Proof. The first statement is a special case of the second. There is an isomorphism of
functors,
Hom[X/G](•, •) = HomX(•, •)
G.
So, in general, we have a spectral sequence whose E2-page is the composition of the com-
ponents of the derived functors from HomX and the functor of G-invariants. However, if
we assume that G is reductive, the functor of G-invariants is exact. Therefore, the spectral
sequence degenerates at the E2-page to yield the isomorphism. 
We will often assume, in addition, that X admits a G-invariant open affine covering, U.
We can compute cohomology on [X/G] using a Cˇech complex associated to such a cover.
If G is an algebraic torus, then a result of Sumihiro states such a cover exists.
Theorem 2.2.9. If G is an algebraic torus acting on a normal scheme, X, then X admits
a G-invariant open affine covering.
Proof. This is Corollary 2 of [Sum74]. 
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Proposition 2.2.10. Let X be a smooth variety equipped with a G action. If G is reductive,
then any object of Db(coh[X/G]) is quasi-isomorphic to a bounded complex of G-equivariant
vector bundles.
Proof. By Theorem 2.18 of [Tho87], for any coherent G-equivariant sheaf, F , on X , there
exists a surjection,
E ։ F ,
from a G-equivariant vector bundle, E .
It suffices to show that any coherent G-equivariant sheaf on X lies in the thick category
generated by locally-free G-equivariant sheaves. Let C be a coherent G-equivariant sheaf on
X and construct an exact sequence using Theorem 2.18 of [Tho87],
E−n → E−n+1 → · · · → E−1 → E0 → C → 0,
with E−i a G-equivariant vector bundle. If n > dimX , then the kernel, K, of the map
E−n → E−n+1 is locally-free and G-equivariant. 
2.3. Factorization categories. As usual, X is a smooth and quasi-projective variety with
the action of a linear algebraic group, G, over an algebraically closed field of characteristic
zero, k. Let L be a G-equivariant line bundle on X and let w be a G-invariant section of L.
In this section, we recall the appropriate analog of the bounded derived category of coherent
sheaves for a quadruple, (X,G,L, w). Most of the results presented are due to L. Positselski
[Pos09, Pos11].
Definition 2.3.1. A gauged Landau-Ginzburg model, or gauged LG-model, is the
quadruple, (X,G,L, w), with X , G, L, and w as above. We shall commonly denote a gauged
LG-model by the pair ([X/G], w).
A case of importance in this paper: w is a regular function on X such that there exists
a character, χ : G → Gm, with the property that w(σ(g, x)) = χ(g)w(x) for all g ∈ G and
x ∈ X . In this case, we say that w is G-semi-invariant.
In this section, to unclutter the notation, given a quasi-coherent G-equivariant sheaf, E ,
we denote E ⊗ Ln by E(n). Given a morphism, f : E → F , we denote f ⊗ IdLn by f(n).
Following Positselski, [Pos09, Pos11], one gives the following definition.
Definition 2.3.2. A factorization of a gauged LG-model, ([X/G], w), consists of a pair of
quasi-coherent G-equivariant sheaves, E−1 and E0, and a pair of G-equivariant OX -module
homomorphisms,
φ−1E : E
0(−1)→ E−1
φ0E : E
−1 → E0
such that the compositions, φ0E ◦ φ
−1
E : E
0(−1) → E0 and φ−1E (1) ◦ φ
0
E : E
−1 → E−1(1),
are isomorphic to multiplication by w. We shall often simply denote the factorization
(E−1, E0, φ−1E , φ
0
E) by E . The quasi-coherent G-equivariant sheaves, E
0 and E−1, are called
the components of the factorization, E . We also set
E i :=
{
E0(j) if i = 2j
E−1(j) if i = 2j − 1.
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A morphism of factorizations, g : E → F , is a pair of morphisms of quasi-coherent
G-equivariant sheaves,
g−1 : E−1 → F−1
g0 : E0 → F0,
making the diagram,
E0(−1) E−1 E0
F0(−1) F−1 F0
φ−1
E
g0(−1)
φ−1
F
φ0E
g−1
φ−1
F
g0
commute.
We let Qcoh([X/G], w) be the Abelian category of factorizations. Similarly, we denote by
Inj([X/G], w) be the subcategory of Qcoh([X/G], w) consisting of factorizations whose com-
ponents are injective quasi-coherent G-equivariant sheaves, and we denote by Proj([X/G], w)
be the subcategory of Qcoh([X/G], w) consisting of factorizations whose components are
projective quasi-coherent G-equivariant sheaves. We also let coh([X/G], w) be the Abelian
subcategory of factorizations with coherent components.
There is an obvious notion of a chain homotopy between morphisms in Qcoh([X/G], w).
We let K(Qcoh[X/G], w) be the corresponding homotopy category.
Remark 2.3.3. Factorizations are a generalization of matrix factorizations introduced by
D. Eisenbud, [Eis80].
There is a natural notion of translation, [1]. The functor, [1], sends the factorization,
E , to the factorization, E [1] := (E0, E−1(1),−φ0E ,−φ
−1
E (1)) and [n] is the n-fold iterated
composition of [1].
For any morphism, g : E → F , there is a natural cone construction. We write, C(g), for
the resulting factorization. It is defined as
C(g) :=
(
E0 ⊕F−1, E−1(1)⊕F0,
(
−φ0E 0
g−1 φ−1F
)
,
(
−φ−1E (1) 0
g0 φ0F
))
.
It is a standard exercise to show that the autoequivalence, [1], and the cone construction
induce the structure of a triangulated category on the homotopy category, K(Qcoh[X/G], w).
We wish to derive Qcoh([X/G], w), however, we lack a notion of quasi-isomorphism because
our “complexes” lack cohomology. For the usual derived categories of sheaves, one can view
localization by the class of quasi-isomorphisms as the Verdier quotient by acyclic objects. In
[Pos09], Positselski defined the correct substitute in Qcoh([X/G], w) for acyclic complexes.
Definition 2.3.4. Let
Et
gt+1
→ Et+1
gt+2
→ · · ·
g0
→ E0 (2.2)
be a complex of factorizations, i.e. a sequence of morphisms in Qcoh([X/G], w) satisfying
gi+1 ◦ gi = 0 for all t ≤ i ≤ −1. We define a sequence of new factorizations inductively. We
set
T1 := C(g0).
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There is natural morphism of factorizations,
g˜i : Ei[−1− i]
gi+1[−1−i]
→ Ei+1[−1 − i]→ Ti+1.
We then set
Ti := C(g˜i).
Finally, the totalization of the complex in Equation 2.2 is defined to be the factorization,
Tt+1.
The following definition gives the correct analog of derived category of quasi-coherent
sheaves for factorizations of LG-models. These definitions are due to Positselski, [Pos09,
Pos11]:
Definition 2.3.5. A factorization, A, is called acyclic if it lies in the smallest thick
subcategory of K(Qcoh[X/G], w) containing the totalizations of all exact complexes from
Qcoh([X/G], w). We let Acycl([X/G], w) denote the thick subcategory of K(Qcoh[X/G], w)
consisting of acyclic factorizations. The derived category of quasi-coherent factoriza-
tions of the LG-model, ([X/G], w), is the Verdier quotient,
D(Qcoh[X/G], w) := K(Qcoh[X/G], w)/Acycl([X/G], w).
Similarly, we let acycl([X/G], w) be the think subcategory of K(coh[X/G], w) consisting of
acyclic coherent factorizations. The derived category of coherent factorizations, or,
simply, the derived category, of the LG-model ([X/G], w) is the Verdier quotient,
D(coh[X/G], w) := K(coh[X/G], w)/ acycl([X/G], w).
A morphism in Qcoh([X/G], w) which becomes an isomorphism in D(Qcoh[X/G], w) will
be called a quasi-isomorphism, in analogy with derived category of sheaves. Similarly,
two factorizations which are isomorphic in D(Qcoh[X/G], w) are called quasi-isomorphic.
There is a description of these Verdier localizations as homotopy categories of chain com-
plexes of appropriate exact categories, similar to derived categories of Abelian categories. To
provide such a description, one must construct resolutions of factorizations. The result below
allows one to construct a resolution of factorization from resolutions of its components. It
is a special case of a more general result from [BDFIK12].
Lemma 2.3.6. Let F be a factorization of an affine gauged LG model ([X/G], w) with G
reductive. Choose finite locally-free resolutions of its components,
· · · P0−1 P
0
0 F
0 0
· · · P−1−1 P
−1
0 F
−1 0
γ0
γ−1
and form the following locally-free sheaves by combining even and odd parts of the resolutions:
Q0 =
⊕
i=2l
P0i (l)⊕
⊕
i=2l+1
P−1i (l)
Q−1 =
⊕
i=2l+1
P0i (l + 1)⊕
⊕
i=2l
P−1i (l).
There exists a factorization, Q, with components Q0 and Q−1, and a quasi-isomorphism,
γ : Q → F in Qcoh([X/G], w), whose components are the maps γi.
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Proof. This is part of [BDFIK12, Theorem 3.9]. 
Proposition 2.3.7. Let ([X/G], w) be a gauged LG model. The composition,
K(Inj[X/G], w) →֒ K(Qcoh[X/G], w)→ D(Qcoh[X/G], w),
is an exact equivalence of triangulated categories.
Proof. Recall that we have assumed that X is smooth. The arguments are repetitions of the
proofs of Theorem 3.5.(a) and Theorem 3.7 of [Pos09]. 
Proposition 2.3.8. Let ([X/G], w) be a gauged LG model with X affine and G reductive.
The composition,
K(Proj[X/G], w) →֒ K(Qcoh[X/G], w)→ D(Qcoh[X/G], w),
is an exact equivalence of triangulated categories.
Proof. Recall that we have assumed that X is smooth. The arguments are repetitions of
the proofs of Theorem 3.5.(a) and Theorem 3.8 of [Pos09], see also Lemma 1.7 of [Pos11].
Lemma 2.3.6 can be used to give another proof of essential surjectivity. 
Let us describe local cohomology for G-equivariant factorizations. Assume Z is a closed
G-invariant subset. Let E be a quasi-coherent G-equivariant factorization. Resolve E be an
injective factorization, I. We extend sheafy local (hyper)cohomology to factorizations by
HZE := H
0
Z(X, I).
Here, we apply the functor of sheafy local cohomology to each component and to each
morphism in the factorization. Similarly, we set
QZE := j∗j
∗I
where j : U = X \ Z → X is the inclusion. In general, we say that a factorization, E , is
Z-torsion if the natural map HZE → E is a quasi-isomorphism. Let DZ(coh[X/G], w) be
the thick subcategory of coherent Z-torsion factorizations.
Proposition 2.3.9. For any factorization, E , there is an exact triangle,
HZE → E → QZE → HZE [1],
in D(Qcoh[X/G], w). The kernel of the functor,
j∗ : D(Qcoh[X/G], w)→ D(Qcoh[U/G], w|U),
is DZ(Qcoh[X/G], w).
Proof. The first statement without G is Theorem 1.10 of [Pos11]. The maps involved are
naturally G-equivariant. From the exact triangle, we see that E|U is acyclic if and only if
HZE ∼= E , i.e. E is Z-torsion. 
We will need to bootstrap fully-faithfulness from derived categories of coherent sheaves to
factorizations. Assume we have two gauged LG-models, (X1, G1,L1, w1) and (X2, G2,L2, w2),
a morphism,
f : X1 → X2,
and a homomorphism,
ρ : G1 → G2,
such that
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• f(σ1(g, x)) = σ2(ρ(g), f(x)),
• f ∗L2 ∼= L1,
• and, via the projection formula and the isomorphism above, the map,
f∗w1 : f∗OX1 → f∗L1,
equals
Idf∗OX1 ⊗w2 : f∗OX1 → f∗OX1 ⊗ L2
∼= f∗L1.
One gets functors,
f∗ : Qcoh([X1/G1], w1)→ Qcoh([X2/G2], w2),
and
f ∗ : Qcoh([X2/G2], w2)→ Qcoh([X1/G1], w1).
The functor, f∗, can be derived by replacing the argument by an injective resolution, as from
Proposition 2.3.7, and applying f∗. Similarly, if G is reductive, f
∗ can be derived by taking
locally-free resolutions. We get a pair of derived functors,
Rf∗ : D(Qcoh[X1/G1], w1)→ D(Qcoh[X2/G2], w2)
Lf ∗ : D(Qcoh[X2/G2], w2)→ D(Qcoh[X1/G1], w1).
Lemma 2.3.10. For two factorizations, E1 and F1, in D(coh[X1/G1], w1) the maps,
Rf∗ : Hom[X1/G1],w1(E1,F1[t])→ Hom[X2/G2],w2(Rf∗E1,Rf∗F1[t]),
are isomorphisms for all t ∈ Z if the maps,
Rf∗ : Hom[X1/G1](E
r
1 ,F
s
1 [t])→ Hom[X2/G2](Rf∗E
r
1 ,Rf∗F
s
1 [t]),
are isomorphisms for all r, s, t ∈ Z.
Assume that X2 is affine and G is reductive. For two factorizations, E2 and F2, in
D(coh[X2/G2], w2) the maps,
Lf ∗ : Hom[X2/G2],w2(E2,F2[t])→ Hom[X1/G1],w1(f
∗E2, f
∗F2[t]),
are isomorphisms for all t ∈ Z if the maps,
Lf ∗ : Hom[X2/G2],w2(E
r
2 ,F
s
2 [t])→ Hom[X1/G1],w1(f
∗Er2 , f
∗F s2 [t]),
are isomorphisms for all r, s, t ∈ Z.
Proof. This is an application of [BDFIK12, Lemmas 4.12 and 4.13]. 
Finally, we recall a result which allows one to compare derived categories of factorizations
and derived categories of sheaves.
Let X be a smooth variety equipped with an action of G. Let E be a locally-free G-
equivariant sheaf on X and let s ∈ Γ(X, E)G be a G-invariant regular section. Finally let
Y be the zero locus of s. On the geometric vector bundle, V(E), s induces a G-invariant
regular function,
w : V(E)→ k.
We let Gm act on V(E) by scaling the fibers. Let V(E)|Y be the restriction of the vector
bundle to Y and let π : V(E)|Y → Y be the projection. Let i : V(E)|Y → V(E) be the
inclusion.
Define a functor,
I : coh[Y/G]→ coh([V(E)/(G×Gm)], w),
by
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F 0 i∗π∗F ,
0
0
Extend I to a functor,
I : Ch(coh[Y/G])→ coh([V(E)/(G×Gm)], w),
by totalizing each chain complex of coherent G-equivariant sheaves. This functor descends
to the derived categories, as it takes acyclics to acyclics,
I : Db(coh[Y/G])→ D(coh[V(E)/(G×Gm)], w).
Theorem 2.3.11. The functor on derived categories, I, is an equivalence. Moreover, this
equivalence takes perfect complexes in Y to factorizations which are torsion along the zero
section of V(E).
Proof. The statement without G is due to M.U. Isik and I. Shipman [Isi10, Shi10]. The
statement about perfect complexes is clear from the construction of the equivalence in [Isi10].
Descent to G-equivariant categories follows from the fact that the main result of [MR11]
descends, see Section 4.3 of [MR11]. 
We record a simple corollary of Theorem 2.3.11.
Corollary 2.3.12. We have an equivalence, I : Db(coh[X/G]) ∼= D(coh[X/(G×Gm)], 0).
Proof. We take E = 0 in Theorem 2.3.11. 
3. Main result
In this section, we prove the main result relating the derived categories of quotient stacks
differing by an elementary wall crossing. Before stating the main result, we need to set some
terminology.
3.1. Preliminaries. Given an elementary HKKN stratification, K, we let
t(K) := µ(ωSλ|X , λ, x)
for x ∈ Z0λ. Here,
ωSλ|X =
∧codimSλ
N ∨Sλ|X
is the relative canonical sheaf of the embedding, Sλ → X . By Lemma 2.1.19, t(K) does not
depend on the choice of x. Let us note that t(K) < 0 as the normal vectors to Sλ must have
negative λ-weight along Z0λ.
We now introduce the central idea of grade restriction windows, or, at least, our variation
on the theme.
Let λ : Gm → G be a one-parameter subgroup and let Z0λ be a connected component of
Xλ. Let NS0
λ
|X := V(N
∨
S0
λ
|X
) be the geometric normal bundle of S0λ in X . We restrict NS0λ|X
to Z0λ and complete it along the zero section. To simplify notation, let N̂
0 := ̂(NS0
λ
|X)|Z0
λ
.
For an open subset, V of Z0λ, denote by N̂
0
V the corresponding open subscheme of N̂
0.
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Definition 3.1.1. Let E be a coherent G-equivariant factorization of G-invariant section,
w, of a G-line bundle, L, or let E be a bounded complex of coherent G-equivariant sheaves.
Let I be a subset of Z. We say that E has weights along N̂0 in I if there is an open affine
cover, {Vj}j∈J , of Z
0
λ such that E|N̂0
Vj
is λ-equivariantly quasi-isomorphic to a λ-equivariant
factorization, or bounded complex, F , with finite-rank locally components, F l, satisfying
µ(F l, λ, x) ⊆ I
for all j, l ∈ Z and any x ∈ Z0λ.
Definition 3.1.2. The I-window, or I-grade-restricted window, is the full triangulated
subcategory of D(coh[X/G], w) consisting of factorizations which have weights along N̂0 in
I. We denote the I-window by =W=λ,I([X/G], w), or simply by
=W=I when the context allows.
Similarly, we let =W=λ,I([X/G]) denote the full triangulated subcategory of D
b(coh[X/G])
consisting of complexes which have weights along N̂0 in I.
Let us take a moment to comment on the definition, specifically how one restricts E to an
open neighborhood of N̂0. First, one restricts E to the completion, Ŝ0λ. Take a λ-invariant
affine open cover, {Uj}j∈J , of S0λ. Over each Uj, the completion of X along S
0
λ is isomorphic
to the completion of NS0
λ
|X along the zero section. This allows us to, locally, view E as a
sheaf on N̂0. Restricting further gives E|N̂0
Vj
where Vj = Uj ∩ Z0λ.
Lemma 3.1.3. Let E ∈ =W=λ,I([X/G]) and F ∈
=W=λ,I′([X/G], w). Then,
E
L
⊗F ∈ =W=λ,I+I′([X/G], w), E
∨ ∈ =W=λ,−I([X/G]), and F
∨ ∈ =W=λ,−I′([X/G], w).
Proof. This is clear. 
Remark 3.1.4. The definition of a window goes back to Kawamata [Kaw02b] and Van
den Bergh [VdB04] in the Gm-case. Kawamata extended this to Abelian G in [Kaw05].
Windows are a central topic in [HHP08] and [Seg09]. The definition of a window given by
Halpern-Leistner [H-L12] is slightly different from, but equivalent to, the one given above.
3.2. Fully-faithfulness. Let X be a smooth and quasi-projective variety. Assume that X
possesses a elementary HKKN-stratification, K,
X = Xλ ⊔ Sλ.
Let w be a G-invariant section of a G-line bundle, L. Let i : Xλ → X denote the inclusion
of Xλ into X , and let
i∗ : D(coh[X/G], w)→ D(coh[Xλ/G], w|Xλ)
be the functor given by pulling back a G-equivariant factorization from X to Xλ.
Lemma 3.2.1. Assume that S0λ admits a G-invariant open affine covering and that µ(L, λ, x) =
0 for x ∈ Z0λ. If E ∈
=W=I , F ∈
=W=I′, and I
′ − I ⊆ [t(K) + 1,∞), then the restriction map,
i∗ : Hom[X/G],w(E ,F)→ Hom[Xλ/G],w|Xλ(E|Xλ,F|Xλ),
is an isomorphism.
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Proof. By Proposition 2.3.9, for each factorization, F , on X , there is an exact triangle in
D(Qcoh[X/G], w),
HSλF → F → Ri∗i
∗F → HSλF [1],
where HSλF is the sheafy local (hyper)cohomology along Sλ. Let E be another factorization.
Then, asking for
i∗ : Hom[X/G],w(E ,F [t])→ Hom[Xλ/G],w|Xλ(E|Xλ,F|Xλ[t])
to be an isomorphism for all t ∈ Z is equivalent to requiring that
Hom[X/G],w(E , HSλF [t]) = 0
for all t. Lemma 3.2.7 below finishes the proof. 
Corollary 3.2.2. Let I ⊂ Z with sup{n−m | n,m ∈ I} > t(K). Assume that S0λ admits a
G-invariant open affine covering and that µ(L, λ, x) = 0 for x ∈ Z0λ. The functor,
i∗ : =W=I → D(coh[Xλ/G], w|Xλ),
given by restricting i∗ to the subcategory, =W=I , is fully-faithful.
Proof. This is straightforward. 
To prove Lemma 3.2.7 below, we need to use a result of R. Thomason.
Theorem 3.2.3. Let Y be a Noetherian scheme with an action of a linear algebraic group,
H, which is a closed subgroup of another linear algebraic subgroup, G. Let e : Y → G
H
× Y
be the inclusion via the identity, Spec k → G. The functor,
e∗ : Qcoh[G
H
× Y/G]→ Qcoh[Y/H ],
is an equivalence of Abelian categories. Moreover, for any F ∈ Qcoh[G
H
× Y/G], e∗F is
locally-free, respectively coherent, if and only if F is locally-free, respectively coherent.
Proof. This is Lemma 1.3 of [Tho87]. 
Corollary 3.2.4. Let Y be a Noetherian scheme with an action of a linear algebraic group,
H, which is a closed subgroup of another linear algebraic subgroup, G. Let L be a G-line
bundle on G
H
× Y and w be a G-invariant section of L. We have equivalences,
e∗ : D(coh[G
H
× Y/G], w)→ D(coh[Y/H ], w|Y )
e∗ : Db(coh[G
H
× Y/G])→ D(coh[Y/H ]),
given by the (underived) restriction along the inclusion, e : Y → G
H
× Y .
Remark 3.2.5. It is clear from the arguments of [Tho87] that Y may be replaced with a
Noetherian formal scheme.
We will also need a slight extension of the A-fibration of the contracting locus found in
Proposition 2.1.25. Assume we have an elementary HKKN stratification,
X = Xλ ⊔ Sλ.
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From Proposition 2.1.25, we know the morphism,
π : Zλ → Z
0
λ
x 7→ lim
α→0
σ(λ(α), x)
is an A-fibration. As a condition of a HKKN stratification, we know that the map,
τ : G
P (λ)
× Zλ → Sλ,
is an isomorphism. Let us cross π with G to get a morphism,
G
P (λ)
× π : G
P (λ)
× Zλ → G
P (λ)
× Z0λ.
We can apply τ and its inverse to get a morphism,
π˜ := τ |
G
P (λ)
× Z0
λ
◦ (G
P (λ)
× π) ◦ τ−1 : Sλ → S
0
λ.
Lemma 3.2.6. The morphism, π˜ : Sλ → S0λ, is an A-fibration.
Proof. From the assumption that
τ : G
P (λ)
× Zλ → Sλ,
is an isomorphism, it follows that
τ |
G
P (λ)
× Z0
λ
: Z0λ → S
0
λ
is also an isomorphism.
Thus, we reduce to checking that
G
P (λ)
× π : G
P (λ)
× Zλ → G
P (λ)
× Z0λ
is an A-fibration. This follows immediately from Proposition 2.1.25. 
Lemma 3.2.7. Let X possess an elementary HKKN stratification,
X = Xλ ⊔ Sλ.
Assume that S0λ admits a G-invariant affine open cover and µ(L, λ, x) = 0 for x ∈ Z
0
λ.
If E ∈ =W=I and F ∈
=W=I′ and I
′ − I ⊆ [t(K) + 1,∞), then
Hom[X/G],w(E , HSλF) = 0.
Proof. Let Ŝλ denote the completion of X along Sλ. Since HSλF is supported on Sλ, com-
pletion gives a natural isomorphism,
Hom[X/G],w(E , HSλF)
∼= Hom[Ŝλ/G],w(Ê , ĤSλF).
As we proceed, we will also let HSλF and E denote their corresponding completions.
To compute the morphism spaces on Ŝλ, we may use the Cˇech complex associated to a
G-invariant affine open cover of Ŝλ. One hypothesis of Lemma 3.2.7 is the existence of such
a G-invariant affine open cover of S0λ, {Uj}j∈J . The collection, {π˜
−1(Uj)}j∈J , is an affine
open cover of Sλ by Lemma 3.2.6. Let { ̂π˜−1(Uj)}j∈J denote the corresponding affine cover
of Ŝλ.
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To compute the morphism spaces using the Cˇech complex, we use a complex whose terms
are
Hom
[ ̂π˜−1(Uj1 )∩···∩
̂π˜−1(Ujs )/G],w| ̂
p˜i−1(Uj1
)∩···∩ ̂p˜i−1(Ujs )
(E , HSλF).
It suffices to prove this claim: let U be a G-invariant affine open subset of S0λ. Then,
Hom
[ ̂π˜−1(U)/G],w| ̂
p˜i−1(U)
(E , HSλF) = 0.
As π˜−1(U) is affine, the completion of X along Sλ restricted to π˜
−1(U) is isomorphic to
the completion of the geometric vector bundle, (NSλ|X)|π˜−1(U), along the zero section of the
bundle, ̂(NSλ|X)|π˜−1(U). To unclutter the notation, let us set N := NSλ|X . For a subset, Y , of
X , we denote the restriction of the geometric vector bundle, N , to Y as NY . Let V = U∩Z0λ.
Let N̂π−1(V ) denote the completion of Nπ−1(V ) along the zero section.
Since we assume that Xλ ⊔ Sλ is a HKKN stratification, we have an isomorphism, τ :
G
P (λ)
× Zλ ∼= Sλ. This immediately extends to an isomorphism,
τN : G
P (λ)
× NZλ
∼= N,
which preserves the zero section. Completing along the zero sections gives an isomorphism,
τ̂N : G
P (λ)
× N̂Zλ
∼= N̂ .
We may apply Corollary 3.2.4 to get an equivalence,
D(Qcoh[N̂π˜−1(U)/G], w|N̂
p˜i−1(U)
) ∼= D(Qcoh[N̂π−1(V )/P (λ)], w|N̂
pi−1(V )
). (3.1)
As ˜̂π−1(U) is affine and G is reductive, coherent G-equivariant sheaves on ˜̂π−1(U) have
no higher cohomology. Appealing to Theorem 3.2.3, the higher derived functors of P (λ)-
invariants must vanish on the representations furnished by global sections of coherent sheaves
on ̂(NSλ|X)|π−1(V ). While local cohomology is not coherent, it admits a filtration by coherent
P (λ)-equivariant subsheaves so exactness of P (λ)-invariants extends to morphism spaces
between coherent sheaves and local-cohomology sheaves of coherent sheaves. Thus, we are
able to pass the functor of P (λ)-invariants outside,
Hom[N̂
pi−1(V )/P (λ)],w|N̂
pi−1(V )
(E|N̂
pi−1(V )
, HSλF|N̂
pi−1(V )
) ∼=
HomN̂
pi−1(V ),w|N̂
pi−1(V )
(E|N̂
pi−1(V )
, HSλF|N̂
pi−1(V )
)P (λ).
The P (λ) invariants will be a smaller vector space than the λ-invariants. We may reduce
to showing the vanishing of
HomN̂
pi−1(V ),w|N̂
pi−1(V )
(E|N̂
pi−1(V )
, HSλF|N̂
pi−1(V )
)λ. (3.2)
We can complete further, from N̂π−1(V ) = ̂(NSλ|X)|π−1(V ) to N̂
0
V =
̂(NS0
λ
|X)|V . Lemma
3.2.9 below states that the map on the morphism space of Equation (3.2) is an isomorphism.
Thus, we may replace N̂π−1(V ) by N̂
0
V and continue the argument.
It is straightforward to see that there is an isomorphism of factorizations,
HSλF|N̂
pi−1(V )
∼= Hπ−1(V )(F|N̂
pi−1(V )
).
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Passing to N̂0V , we have
(Hπ−1(V )(F)|N̂
pi−1(V )
)|N̂0
V
∼= H ̂π−1(V )(F|N̂0V
)
where π̂−1(V ) is the completion of π−1(V ) along V .
To check the vanishing of
HomN̂0
V
,w|
N̂0
V
(E|N̂0
V
, H ̂π−1(V )(F|N̂0V
))λ
it suffices to show the vanishing for the components of the factorizations,
HomN̂0
V
(Er|N̂0
V
, H ̂π−1(V )(F
s|N̂0
V
))λ = 0
for all r, s ∈ Z.
From the hypothesis of the lemma, possibly after shrinking V , we can replace E|N̂0
V
by a
λ-equivariantly quasi-isomorphic factorization whose components are of the form,⊕
n∈I
O(n)⊕mn .
Similarly, we can replace F|N̂0
V
by a λ-equivariantly quasi-isomorphic factorization whose
components are of the form, ⊕
n∈I′
O(n)⊕m
′
n .
Thus,
HomN̂0
V
(Er|N̂0
V
, H ̂π−1(V )(F
r|N̂0
V
))λ
is a sum of terms of the form
Hj(N̂0V , H ̂π−1(V )O(n))
λ
with n ∈ [t(K) + 1,∞).
Write V = SpecR. Then,
N̂0V = Spf R[[z1, . . . , zd, u1, . . . , uc]] =: Spf R[[z,u]]
where π̂−1(V ) corresponds to the ideal (u). The action of λ on zj has negative degrees while
the action on uj has positive degrees. A classical computation of Serre [Ser55] shows that
Hj(N̂0V , H ̂π−1(V )O) =
{⊕
l1,...,lc>0
R[[z]]
(
1
ul
)
j = c
0 otherwise.
All elements of Hj(N̂0V , H ̂π−1(V )O) have λ-degrees ≤ t(K). Thus,
Hj(N̂0V , H ̂π−1(V )O(n))
λ = 0
for n ∈ [t(K) + 1,∞). 
Let R be Noetherian. Assume we have an action of Gm on
T := Spf R[z1, . . . , zd][[u1, . . . , uc]] = Spf R[z][[u]]
such that degrees of zi are negative, the degrees of the ui are positive, and SpecR is pointwise
fixed. Let Z = SpecR[z] and let T̂ be the completion of R[z][[u]] along the ideal (z).
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Lemma 3.2.8. We have
Hj(T̂ , ĤZO(n))
Gm = Hj(T̂ , HẐO(n))
Gm = Hj(T,HZO(n))
Gm
for all n, j ∈ Z.
Proof. Again using [Ser55], we have
Hj(T̂ , HẐO) =
{⊕
l1,...,lc>0
R[[z]]
(
1
ul
)
j = c
0 otherwise
and
Hj(T,HZO) =
{⊕
l1,...,lc>0
R[z]
(
1
ul
)
j = c
0 otherwise.
Let Y be the subscheme corresponding to the ideal (z). For any n, since the degrees of z
and 1/u are strictly negative, there exists an m(n) such that the maps,( ⊕
l1,...,lc>0
R[[z]]
(
1
ul
))
n
→
( ⊕
l1,...,lc>0
R[z]
(z)m+1
(
1
ul
))
n
→
( ⊕
l1,...,lc>0
R[z]
(z)m
(
1
ul
))
n
,
are isomorphisms for m ≥ m(n). Thus,
Hj(T̂ , ĤZO(n))
Gm = lim
m
Hj(T, (HZO/I
m
Y )(n))
Gm
= Hj(T, (HZO/I
m(n)
Y )(n))
Gm
= Hj(T,HZO(n))
Gm
= Hj(T̂ , HẐO(n))
Gm .

Now, assume that, in addition, we have aGm invariant regular function, w ∈ H
0(T,O(d))Gm.
Let E and F be two free finite-rank factorizations in D(coh[T/Gm], w). Let w also denote
the corresponding regular function on T̂ .
Lemma 3.2.9. The map,
Hom[T/Gm],w(E , HZF)→ Hom[T̂ /Gm],w(Ê , ĤZF),
is an isomorphism.
Proof. This is true if we show that the maps,
Hom[T/Gm](E
r, HZF
s[l])→ Hom[T̂ /Gm](Ê
r, ĤZF s[l]),
are isomorphisms for all r, s, l ∈ Z. However, the latter computation reduces to Lemma
3.2.8. 
Remark 3.2.10. After completion of the original version of this article, we were informed by
Halpern-Leistner that Lemma 3.2.7 was essentially already proven by C. Teleman in [Tel00].
In fact, Teleman’s argument does not require the existence of a G-invariant affine open cover
of S0λ. Using Teleman’s argument, one can reinterpret the window,
=W=λ,I , as those factor-
izations in Db(coh[X/G], w) whose (derived) restriction to Z0λ have λ-weights in I. Using
this definition and Teleman’s result/arguments allows one to avoid the requirement that S0λ
admits a G-invariant affine open cover, see [H-L12] for the details of such an argument.
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3.3. Essential surjectivity. In the previous section, we studied the fullness and faithfulness
of i∗ : D(coh[X/G], w) → D(coh[Xλ/G], w|Xλ) on windows. In this section, we address
essential surjectivity. First, we describe how to decompose P (λ)-equivariant sheaves on Zλ.
Lemma 3.3.1. Assume that µ(L, λ, x) = 0 for any x ∈ Z0λ. Let F be a locally-free factor-
ization in D(coh[Zλ/P (λ)], w|Zλ). For each, l ∈ Z, there exists a short exact sequence of
locally-free P (λ)-equivariant factorizations,
0→ F<l → F → F/F<l → 0,
where F<l is, locally on Zλ, λ-equivariantly quasi-isomorphic to a factorization whose com-
ponents are of the form,
⊕
t<lO(t)
mt , and F/F<l is locally λ-equivariantly quasi-isomorphic
to a factorization whose components are of the form,
⊕
t≥lO(t)
mt .
Proof. As a consequence of Proposition 2.1.25, there exists an open affine cover, {Vj}j∈J ,
and λ-equivariant isomorphisms,
φj : π
−1(Vj)→ Vj × A
d
where λ acts linearly on the Ad and trivially on the Vj factor. Consider the overlap map,
φj2 ◦ φ
−1
j1
: (Vj1 ∩ Vj2)× A
d.
Let SpecR = Vj1 ∩ Vj2 and consider the induced ring endomorphism,
ψ : R[z1, . . . , zd]→ R[z1, . . . , zd].
As each φj takes Z
0
λ ∩ Vj to Vj × {0}, we can write
ψ(zj) =
∑
l
rjlzl +
∑
u,v
rjuvzrzs + · · · .
Since each φj is λ-equivariant, ψ commutes with the λ action on Ad. Thus, ψ must take zj
to a polynomial with total degree equal to that of zj .
Shrinking the cover if necessary, we can assume that, for each component F r, there is a
λ-equivariant isomorphism,
F r|π−1(Vj)
∼=
⊕
t∈Z
O(t)⊕mt .
For each t, we get a subsheaf of F r|π−1(Vj) corresponding to O(t)
⊕mt . These glue together
because the overlap maps, as noted above, preserve the λ-degree. Denote the resulting sheaf
as (F r)t. Thus, λ-equivariantly, we have a splitting,
F r =
⊕
t∈Z
(F r)t.
We set
F r<l :=
⊕
t<l
(F r)t.
Restricted to π−1(Vj), each morphism in the factorization, φ
r : F r−1 → F r, is a matrix
whose components have non-positive degrees. As φr must be λ-equivariant, φr(F r−1<l ) ⊂ F
r
<l.
Thus, we get a locally-free subfactorization,
F<l := (F
r
<l, φ
r|Fr−1
<l
).
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Next, we claim that F<l inherits the P (λ)-equivariant structure of F . This follows from
the following claim. Fix p ∈ P (λ) and x ∈ Zλ. We have a map,
σp : V(F
r)x → V(F
r)σ(p,x),
which, we claim, preserves the filtration induced by F r<l. Recall that passing to the geometric
vector bundle is a contravariant functor. Thus, the quotient, F r → F r/F r<l, becomes a sub-
bundle, V(F r/F r<l) ⊂ V(F
r). The sub-bundle, V(F r/F r<l), consists of the elements of the
fibers that have λ-weight ≥ l.
Choose λ-eigenbases of V(F rx)
∼= Af and V(F rσ(p,x))
∼= Af . We get a linear map,
Ap : A
f → Af ,
corresponding to the action of p on F r. We need to check this map preserves the sub-bundle
of weights ≥ l, or, in other words, does not decrease the λ-weights. The condition that the
limit, limα→0 λ(α)pλ(α)
−1, exists easily translates into exactly this fact. Thus, the filtration
is preserved and we may conclude that F<l is P (λ)-equivariant. 
Proposition 3.3.2. Fix d ∈ Z. Assume that S0λ admits a G-invariant affine open cover and
µ(L, λ, x) = 0 for x ∈ Z0λ. The functor,
i∗ : =W=[d+t(K)+1,d] → D(coh[Xλ/G], w|Xλ),
given by restricting i∗ to the subcategory, =W=[d+t(K)+1,d], is essentially surjective.
Proof. We will argue the case d = −t(K)− 1. The arguments for other d are identical.
The functor,
i∗ : D(coh[X/G], w)→ D(coh[Xλ/G], w|Xλ),
is essentially surjective and has kernel exactly those factorizations whose components are
supported on Sλ. To demonstrate that
i∗ : =W=[d+t(K)+1,d] → D(coh[Xλ/G], w|Xλ),
is essentially surjective we will show that for any factorization, F ∈ D(coh[X/G], w), there
exists a sequence of factorizations, F = F0,F1, . . . ,Fr, and exact triangles,
Ti[−1]→ Fi+1 → Fi → Ti,
for 0 ≤ i ≤ r − 1 with Ti supported on Sλ and Fr ∈
=W=[d+t(K)+1,d]. When arguing this, as a
piece of terminology, we say that Fi+1 replaces Fi if we have a triangle as above.
We have the exact sequence,
0→ ISλ → OX
ε1→ OSλ → 0,
where ISλ is the ideal sheaf of Sλ with its induced equivariant structure. Taking (derived)
OX -duals, we get an exact triangle
I∨Sλ ← OX ← O
∨
Sλ
← I∨Sλ [−1].
Tensoring either with F , we see that we may replace F by F
L
⊗ ISλ or F
L
⊗ I∨Sλ .
Let us first show that ISλ ∈
=W=[t(K),−1]. Choose an affine open subset, V
∼= SpecR, of
Z0λ and let N̂
0
Vj
be the corresponding affine subset of N̂0 = ̂(NS0
λ
|X)|Z0
λ
. We can choose an
isomorphism,
N̂0Vj = Spf R[[z1, . . . , zd, u1, . . . , uc]] =: Spf R[[z,u]]
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with the λ-degrees of zi negative, the λ-degrees of ui positive, the λ-degrees of R zero. The
ideal sheaf, ISλ , restricted to N̂
0
Vj
, corresponds to the (u) := (u1, . . . , uc).
To replace (u) by a quasi-isomorphic bounded complex of locally-free λ-equivariant sheaves
we may take the Koszul complex on the ideal (u). It is immediate that components of this
Koszul complex have weights lying in the interval, [t(K),−1].
Using Lemma 3.1.3, there exists an m such that F
L
⊗ (I∨Sλ)
L
⊗m lies in =W=[0,∞). We may
replace F by F
L
⊗ (I∨Sλ)
L
⊗m and assume that F ∈ =W=[0,∞) for the remainder of the argument.
There is a minimal l such that F ∈ =W=[0,l]. If l < −t(K), then we are done. Assume
otherwise.
The short exact sequence,
0→ F|<lZλ → F|Zλ → F|Zλ/(F|
<l
Zλ
)→ 0, (3.3)
of Lemma 3.3.1 corresponds to a short exact sequence of G-equivariant locally-free sheaves
on Sλ by Theorem 3.2.3. As stated in Theorem 3.2.3, the equivalence, coh([Sλ/G]) ∼=
coh([Zλ/P (λ)]), is the restriction along the inclusion, Zλ → Sλ. To set some notation, let us
denote the inverse functor to the restriction along the inclusion, Zλ → Sλ, by T . The short
exact sequence of Equation 3.3 corresponds to
0→ T ((F|Zλ)>l)→ F|Sλ
ε2→ F|Sλ/T ((F|Zλ)<l)→ 0.
Let, Kl(F), be the kernel of ε2 ◦ (ε1 ⊗ F) : F → F|Sλ/T (F|
<l
Zλ
) so that we have a short
exact sequence,
0→ Kl(F)→ F → F|Sλ/T ((F|Zλ)<l)→ 0.
We claim that Kl(F) ∈
=W=[0,l−1]. Before proceeding with the proof of this claim, note
that the validity of the claim allows us to produce our desired sequence of factorizations,
Fi+1 = Kl−i(Fi), since F|Sλ/T ((F|Zλ)<s)) is supported on Sλ for any s ∈ Z.
Next, we proceed with the proof that Kl(F) ∈
=W=[0,l−1]. Since F ∈
=W=[0,l], by definition,
we may find an open affine cover, {Vj}j∈J , of Z
0
λ and get an associated affine open cover,
{N̂0Vj}j∈J , of N̂
0 = ̂(NS0
λ
|X)|Z0
λ
such that F|N̂0
Vj
is λ-equivariantly quasi-isomorphic to a
factorization each of whose components are of the form,
⊕
j∈[0,l]O(j)
⊕mj .
It is straightforward to check that, if F ′ is a free factorization on N̂0Vj that is λ-equivariantly
quasi-isomorphic to F|V̂j , then there is a λ-equivariant quasi-isomorphism,
Kl(F)|N̂0
Vj
∼= K′l(F
′),
where K′l(F
′) fits in the short exact sequence,
0→ K′l(F
′)→ F ′ → F ′| ̂π−1(Vj)/(F
′| ̂π−1(Vj))<l → 0.
Thus, we may assume that the components of the F|N̂0
Vj
are actually isomorphic to λ-
equivariant modules of the form,
⊕
j∈[0,l]O(j)
⊕mj .
Let us first treat the case where F is a single vector bundle, F ′ =
⊕
j∈[0,l]O(j)
mj . Then,
K′l(F
′) ∼=
⊕
j∈[0,l−1]
O(j)⊕mj ⊕ IZλ∩V̂jO(l)
⊕ml .
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It is immediate that
⊕
j∈[0,l−1]O(j)
mj ∈ =W=[0,l−1]. We can use the Koszul resolution of IZλ ,
which we have already observed lies in =W=[t(K),−1], and tensor with O(l)
ml to get a complex
lying in =W=[l+t(K),l−1]. We have assumed that l + t(K) > 0 so we are done.
Now, for a factorization, we may apply Proposition 2.3.6 to convert a resolution of the
components into a resolution of the factorization. 
3.4. Wall contributions. In this section, we provide a comparison between =W=I and
=W=I′
for I ⊆ I ′ ⊂ Z.
Definition 3.4.1. Let Gλ be the quotient group, C(λ)/λ, let Yλ be the quotient stack,
[Z0λ/Gλ], and let wλ = w|Z0λ.
Let us first start by studying D(coh[Z0λ/C(λ)], wλ).
Lemma 3.4.2. Let E be an object of D(Qcoh[Z0λ/C(λ)], wλ). There exists a functorial λ-
equivariant splitting,
E ∼=
⊕
l∈Z
El,
where each El is a factorization with components that are locally isomorphic to O(l)
ml .
Proof. As any object of D(Qcoh[Z0λ/C(λ)], wλ) is isomorphic to a locally-free factorizations,
it suffices to exhibit the splitting for locally-free factorizations. We first assume that E is
locally-free. We may view Z0λ as glued from affine open subsets, {Vj}j∈J , for which E
r|Vj is
free as a λ-equivariant sheaf for all r. We define (Er|Vj )l to be the weight l summand of E
r|Vj
and we claim that the collection, (Er|Vj )l, glues to a locally-free sheaf on Z
0
λ. The gluing
maps for Vj1 ∩ Vj2 are all λ-weight zero since λ acts trivially on Z
0
λ. Thus, the gluing maps
preserve the splitting by λ-weight and the (Er|Vj )l glue to a λ-equivariant sheaf which we
denote by (Er)l.
Next, we need to check that (Er)l is C(λ)-equivariant. We claim that the C(λ) equivariant
structure on Er descends Erl for any l. To verify this claim, it suffices to look at fibers over
points. Fix x ∈ Z0λ ang g ∈ G. From the C(λ)-equivarint structure of E
r, we get a linear
map of vector spaces,
Ag : V(E
r)x → V(E
r)σ(g,x).
As gλ = λg, Ag must preserve λ-weight. This proves the claim and allows us to split any
locally-free coherent sheaf on [Z0λ/C(λ)].
Each morphism in the factorization, φr : Er−1 → Er, is λ-equivariant so must also commute
with the λ-splitting. Thus, we get a splitting,
E =
⊕
l∈Z
El
of the factorization itself. The functoriality of the splitting also follows from the λ-equivariance
of any morphism. 
Definition 3.4.3. Fix l ∈ Z, we set
D(coh[Z0λ/C(λ)], wλ)l = {E ∈ D(coh[Z
0
λ/C(λ)], wλ) | E = El}.
We call D(coh[Z0λ/C(λ)], wλ)l the category of factorizations of weight l on Yλ.
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Lemma 3.4.4. We have an equivalence,
D(cohYλ, wλ) ∼= D(coh[Z
0
λ/C(λ)], wλ)0.
Assume that there there is a character, χ : C(λ)→ Gm, such that
χ ◦ λ(α) = αl.
Then, twisting by χ provides an equivalence,
D(coh[Z0λ/C(λ)], wλ)r
∼= D(coh[Z0λ/C(λ)], wλ)r+l,
for any r ∈ Z.
Proof. A quasi-coherent sheaf on Yλ = [Z
0
λ/Gλ] is a quasi-coherent C(λ)-equivariant sheaf
on Z0λ for which λ acts trivially, i.e. of λ-weight zero. The last statement is clear. 
Let i : Sλ → X denote the inclusion. Recall that T stands for the Thomason equivalence
of Corollary 3.2.4. Now consider the composition of the following functors,
νl : D(coh[Z
0
λ/C(λ)], wλ)l → D(coh[Z
0
λ/C(λ)], wλ)
π∗ : D(coh[Z0λ/C(λ)], wλ)→ D(coh[Zλ/P (λ)], w|Zλ)
T : D(coh[Zλ/P (λ)], w|Zλ)→ D(coh[Sλ/G], w|Sλ)
i∗ : D(coh[Sλ/G], w|Sλ)→ D(coh[X/G], w).
Call the composition,
Υl := i∗ ◦ T ◦ π
∗ ◦ νl : D(coh[Z
0
λ/C(λ)], wλ)l → D(coh[X/G], w).
Lemma 3.4.5. Assume that S0λ admits a G-invariant affine open cover. For any l ∈ Z, Υl
is fully-faithful.
Proof. By Lemma 2.3.10, we may instead prove that the corresponding functor on bounded
derived categories is fully-faithful.
We show that each functor involved in defining Υl is fully-faithful on the image of the
previous composition of functors. This is clear for νl and T , so it remains to check π
∗ and
i∗.
We start with π∗. We have an adjunction,
Hom[Zλ/P (λ)](π
∗E , π∗F) ∼= Hom[Z0
λ
/C(λ)](E , π∗π
∗F),
and a unit morphism,
F → π∗π
∗F .
We reduce to checking that application of the unit morphism yields an isomorphism,
Hom[Z0
λ
/C(λ)](E ,F)→ Hom[Z0
λ
/C(λ)](E , π∗π
∗F).
We may compute Hom for [Z0λ/C(λ)] by computing Hom for Z
0
λ and applying the functor of
C(λ)-invariants, as C(λ) is reductive by Lemma 2.1.13. Thus, the following claim finishes
the proof of fully-faithfulness for π∗ ◦ νl. We claim the application of the unit morphism
yields an isomorphism,
HomZ0
λ
(E ,F)λ → HomZ0
λ
(E , π∗π
∗F)λ,
of λ-invariant vector spaces.
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We may reduce further to checking this claim for the components of E and F so we may
assume that E and F are vector bundles on Z0λ. As an additional reduction, we work locally
on Z0λ. So, take an open affine subset, V , of Z
0
λ such that π
−1(V ) ∼= V × Ad. Then,
π∗π
∗F ∼= F ⊗k k[z1, . . . , zd]
where each of the zj has negative λ-degrees. Consequently,
HomV (E , π∗π
∗F) ∼= HomV (E ,F [z1, . . . , zd]).
Since the weight of E is concentrated at l, only maps to the weight l component ofF [z1, . . . , zd]
will survive application of λ-invariants. But,
(F [z1, . . . , zd])l = F ,
as F is in the image of νl and each of the zj have negative λ-degrees. The claim is proven.
We next turn to i∗. The computation of
Hom[X/G](i∗E , i∗F)
only depends on the formal neighborhood of Sλ in X . Thus, we may reduce to the completion
of X along Sλ. Denote the completion by Ŝλ. We may work locally on Ŝλ. Take an open
cover, {Uj}j∈J , of S
0
λ and consider the open cover, {π˜
−1(Uj)}j∈J , of Sλ. Let { ̂π˜−1(Uj)}j∈J be
the corresponding cover of Ŝλ. There is an isomorphism, ̂π˜−1(Uj) ∼= N̂π˜−1(Uj) where N̂π˜−1(Uj)
is the completion of the normal bundle of Sλ in X restricted to π˜
−1(Uj) along the zero
section. Applying the Thomason equivalence, Corollary 3.2.4, we have an isomorphism,
Hom[N̂
p˜i−1(Uj )
/G](i∗E , i∗F)
∼= Hom[N̂
pi−1(Vj )
/P (λ)](i
′
∗E|π−1(Vj), i
′
∗F|π−1(Vj ))
where Vj = Uj ∩ Z0λ, N̂π−1(Vj) is the completion of the restriction of NSλ|X to π
−1(Vj) along
the zero section, and
i′ : π−1(Vj)→ N̂π−1(Vj)
is the inclusion.
We then have an adjunction,
Hom[N̂
pi−1(Vj )
/P (λ)](i
′
∗E|π−1(Vj), i
′
∗F|π−1(Vj))
∼= Hom[π−1(Vj)/P (λ)](Li
′∗i′∗E|π−1(Vj),F|π−1(Vj)).
As ˜̂π−1(U) is affine and G is reductive, coherent G-equivariant sheaves on ˜̂π−1(U) have
no higher cohomology. Appealing to Theorem 3.2.3, the higher derived functors of P (λ)-
invariants must vanish on the representations furnished by global sections of coherent sheaves
on ̂(NSλ|X)|π−1(V ).
To compute
Hom[π−1(Vj)/P (λ)](Li
′∗i′∗E|π−1(Vj),F|π−1(Vj))
we may compute
Homπ−1(Vj)(Li
′∗i′∗E|π−1(Vj),F|π−1(Vj))
and then apply the functor of P (λ)-invariants. It is therefore sufficient that
Homπ−1(Vj)(E|π−1(Vj),F|π−1(Vj))
λ → Homπ−1(Vj)(Li
′∗i′∗E|π−1(Vj),F|π−1(Vj))
λ
is an isomorphism. Shrinking Vj further, we may assume that E|π−1(Vj) and F|π−1(Vj) are
free.
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By Lemma 2.3.10 it suffices to prove the statement for components, so we again reduce,
now by assuming that E = F = π∗(Oπ−1(Vj )(l)). We have a λ-equivariant quasi-isomorphism,
Li′∗i′∗Oπ−1(Vj)(l)
∼=
⊕
p
∧p
(N ∨Sλ|X)|π−1(Vj)(l)[−p].
Then,
Hompπ−1(Vj)(Li
′∗i′∗E|π−1(Vj),F|π−1(Vj))
∼= H0(π−1(Vj),
∧−p
(NSλ|X)|π−1(Vj)).
As all degrees of (NSλ|X)|π−1(Vj) are negative and the degrees of all coordinates on π
−1(Vj)
are non-positive, we have an isomorphism,
H0(π−1(Vj),
⊕
p
∧−p
(NSλ|X)|π−1(Vj))
λ ∼= H0(Vj ,OVj),
which is compatible with the isomorphism,
Homπ−1(Vj)(E|π−1(Vj),F|π−1(Vj))
λ ∼= H0(Vj,OVj )[0],
under application of the counit. Thus, i∗ is fully-faithful, and, as a consequence, so is Υl. 
Lemma 3.4.6. The essential image of
Υl : D(coh[Z
0
λ/C(λ)], wλ)l → D(coh[X/G], w)
lies in =W=[l+t(K),l].
Proof. Let E ∈ D(cohYλ, wλ). Fix an affine open cover, {Vj}j∈J , of Z0λ such that E|Vj is
λ-equivariantly quasi-isomorphic to a free factorization. Let {N̂0Vj}j∈J be the corresponding
open cover of N̂0 = ̂(N |S0
λ
|X)|Zλ. Let i
′ : π̂−1(Vj)→ N̂0Vj be the inclusion. To λ-equivariantly
resolve the components of
Υl(E) = i∗(T (π
∗νlE))|N̂0
Vj
∼= i′∗(π
∗νlE)|N̂0
Vj
by free factorizations on N̂0Vj we may tensor with the Koszul resolution of π̂
−1(Vj) in N̂
0
Vj
. As
noted previously, the terms of the Koszul resolution have weights between [t(K), 0]. Thus,
our resolved components have weights lying in [l + t(K), l]. We may use Proposition 2.3.6
to replace Υl(E)|N̂0
Vj
with λ-equivariantly quasi-isomorphic factorization whose weights lie in
[l + t(K), l]. 
Finally, we have the following result.
Proposition 3.4.7. Assume that S0λ admits a G-invariant affine cover. Assume that v−u >
−t(K). There is a semi-orthogonal decomposition,
=W=[u,v] = 〈Υv(D(coh[Z
0
λ/C(λ)], wλ)v),
=W=[u,v−1]〉.
Proof. We may reduce to the case that u = 0. We first check that the image of Υv is right
orthogonal to =W=[0,v−1]. Lemma 3.4.6 and Corollary 3.2.2 immediately imply this.
Next, recall from Lemma 3.3.1 that, for any E , we have an exact sequence of factorizations,
0→ Kv(E)→ E → E|Sλ/T (E|
<v
Zλ
)→ 0,
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with Kv(E) ∈
=W=[0,v−1] and (E|Sλ/T (E|
<v
Zλ
))|Zλ is λ-equivariantly quasi-isomorphic, locally on
Zλ, to a factorization whose weights are concentrated at v. Once we show that E|Sλ/T (E|
<v
Zλ
)
lies in the essential image of Υv, the proof is finished.
Take a factorization F ∈ D(coh[Zλ/P (λ)], w|Zλ) whose weights are concentrated at v and
consider π∗F . We have an inclusion,
(π∗F)v → π∗F ,
which, by adjunction, gives a map
π∗(π∗F)v → F .
We claim this is a quasi-isomorphism. It suffices to work locally and check the maps on
the components of F are isomorphisms. We take an an open cover, {Vj}j∈J , of Z0λ, restrict
to π−1(Vj), and assume that F is Oπ−1(Vj)(v)
mv . In this case, a simple computation in
coordinates shows that
π∗(π∗F)v → F .
is an isomorphism. Taking F = (E|Sλ/T (E|
<v
Zλ
))|Zλ finishes the proof that the image of
Υv and W[0,v−1] generate W[0,v]. By Proposition 2.2.4, we get the desired semi-orthogonal
decomposition. 
Corollary 3.4.8. Assume that S0λ admits a G-invariant affine cover. Assume that v − u >
−t(K) + s. There is a semi-orthogonal decomposition,
=W=[u,v] = 〈Υv−s(D(coh[Z
0
λ/C(λ)], wλ)v−s), . . . ,Υv(D(coh[Z
0
λ/C(λ)], wλ)v),
=W=[u,v−s−1]〉.
Proof. This is an immediate consequence of iterated applications of Proposition 3.4.7. 
3.5. Varying stratifications and derived categories.
Definition 3.5.1. Let X be a smooth, quasi-projective variety equipped with a G action.
An elementary wall crossing is a pair of elementary HKKN stratifications, K+ and K−,
X = X+ ⊔ Sλ
X = X− ⊔ S−λ,
corresponding to a single one-parameter subgroup, λ : Gm → G, and the same connected
component of the fixed locus, Z0λ = Z
0
−λ. We let
µ := −t(K+) + t(K−).
Theorem 3.5.2. Let X be a smooth, quasi-projective variety equipped with the action of a
reductive linear algebraic group, G. Let w ∈ H0(X,L)G be a G-invariant section of a G-line
bundle, L, and assume that µ(L, λ, x) = 0 for x ∈ Z0λ.
Assume we have an elementary wall crossing, (K+,K−),
X = X+ ⊔ Sλ
X = X− ⊔ S−λ.
Assume that S0λ admits a G invariant affine open cover. Fix d ∈ Z.
a) If t(K+) < t(K−), then there are fully-faithful functors,
Φ+d : D(coh[X−/G], w|X−)→ D(coh[X+/G], w|X+),
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and, for −t(K−) + d ≤ j ≤ −t(K+) + d− 1,
Υ+j : D(coh[Z
0
λ/C(λ)], wλ)j → D(coh[X+/G], w|X+),
and a semi-orthogonal decomposition,
D(coh[X+/G], w|X+) = 〈Υ
+
−t(K−)+d, . . . ,Υ
+
−t(K+)+d−1,Φ
+
d 〉.
b) If t(K+) = t(K−), then there is an exact equivalence,
Φ+d : D(coh[X−/G], w|X−)→ D(coh[X+/G], w|X+).
c) If t(K+) > t(K−), then there are fully-faithful functors,
Φ−d : D(coh[X+/G], w|X+)→ D(coh[X−/G], w|X−),
and, for −t(K+) + d ≤ j ≤ −t(K−) + d− 1,
Υ−j : D(coh[Z
0
λ/C(λ)], wλ)j → D(coh[X−/G], w|X−),
and a semi-orthogonal decomposition,
D(coh[X−/G], w|X−) = 〈Υ
−
−t(K+)+d, . . . ,Υ
−
−t(K−)+d−1,Φ
−
d 〉.
Proof. The third case follows from the first by switching, + ↔ −. We will assume that
t(K+) ≤ t(K−) and prove the first and second cases at the same time.
From Corollary 3.2.2 and Proposition 3.3.2, we know that the inclusions,
i+ : X+ → X
i− : X− → X,
induce equivalences, via restriction,
i∗+ :
=W=λ,[d,−t(K+)+d−1] → D(coh[X+/G], w|X+)
i∗− :
=W=−λ,[t(K−)−d+1,−d] → D(coh[X−/G], w|X−).
Note that =W=λ,I =
=W=−λ,−I so we may directly compare windows for λ and −λ. In particular,
we have an inclusion,
id :
=W=−λ,[t(K−)−d+1,−d] →
=W=λ,[d,−t(K+)+d−1],
as t(K+) ≤ t(K−). We define
Φ+d := i
∗
+ ◦ id ◦ (i
∗
−)
−1 : D(coh[X−/G], w|X−)→ D(coh[X+/G], w|X+).
From Corollary 3.4.8, we have a semi-orthogonal decomposition,
=W=λ,[d,−t(K+)+d−1] = 〈Υ−t(K−)+d, . . . ,Υ−t(K+)+d−1,
=W=−λ,[t(K−)−d+1,−d]〉
from the fully-faithful functors,
Υl : D(coh[Z
0
λ/C(λ)], wλ)l →
=W=λ,[t(K+)+l,l] ⊂ D(coh[X/G], w).
We set
Υ+l := i
∗
+ ◦Υl : D(coh[Z
0
λ/C(λ)], wλ)l → D(coh[X+/G], w|X+)
to finish the proof. 
Finally, we give a lemma which allows one to more easily compute the quantity, µ =
−t(K+) + t(K−).
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Lemma 3.5.3. Let
X = X+ ⊔ Sλ
X = X− ⊔ S−λ
be an elementary wall crossing. Assume that Gx ⊂ C(λ) for x ∈ Z
0
λ. Then,
µ := −t(K+) + t(K−) = µ(ω−1X , λ, x).
Proof. Recall that
t(K) = µ(
∧codimSλ
N ∨Sλ|X , λ, x)
for some x ∈ Z0λ. Thus,
−µ = t(K+)− t(K−) = µ(
∧codimSλ
N ∨Sλ|X ⊗
∧codimS−λ
N ∨S−λ|X , λ, x).
We may decompose the tangent space at x as
TX,x = NS−λ|X,x ⊕NSλ|X,x ⊕ TS0λ,x.
Taking duals and top exterior powers we get
µ = µ(ω−1X , λ, x)− µ(
∧dimS0
λ
TS0
λ
, λ, x).
It suffices to show that
µ(
∧dimS0
λ
TS0
λ
, λ, x) = 0.
Since S0λ is the G orbit of Z
0
λ, we have a surjection
dσ : TG,e ⊕ TZ0
λ
,x → TS0
λ
,x
given by linearizing the action, σ : G ×X → X , at (e, x). The map, dσ is λ-equivariant if
we equip TG,e with the adjoint action. Let K be the kernel of dσ so we have a short exact
sequence,
0→ K → TG,e ⊕ TZ0
λ
,x
dσ
→ TS0
λ
,x → 0.
The Lie algebra, TG,e, is reductive. Therefore it splits into its Abelian and semi-simple
components. The Abelian component has λ-weight zero. If l is a weight from the semi-
simple part, so is −l, see for example Lecture 14 of [FH91]. Therefore, µ(
∧dimG TG,e, λ, e) is
zero and λ acts trivially on Z0λ. So,
µ(
∧dimS0
λ
TS0
λ
, λ, x) = −µ(
∧dimK
K, λ, 0).
We have an isomorphism,
K ∼= TG·x∩Z0
λ
,x ⊕ TGx,e.
All λ-weights of TG·x∩Z0
λ
,x are zero as, again, λ acts trivially on Z
0
λ. All the λ-weights of TGx,e
are zero as we have assumed that λ commutes with Gx. 
4. Varying the GIT quotient and comparing derived categories
Our main application of Theorem 3.5.2 is in comparing the derived categories of GIT
quotients obtained from different choices of equivariant line bundle, commonly known as
VGIT.
VGIT AND DERIVED CATEGORIES 35
4.1. Background. We let X be a smooth, quasi-projective variety equipped an action of
a reductive linear algebraic group, G. We recall some important notions surrounding equi-
variant line bundles.
Definition 4.1.1. The group of G-equivariant lines bundles up to isomorphism is called the
G-Picard group and is denoted by PicG(X).
Two equivariant line bundles L1,L2 ∈ Pic
G(X) are said to be G-algebraically equiva-
lent if there is a connected variety, T , an action of G on T ×X equivariant with respect to
the projection, T ×X → X , points t1, t2 ∈ T , and a G-line bundle, L, on T ×X , such that
L|t1×X ∼= L1 and L|t2×X ∼= L2. The quotient of Pic
G(X) by G-algebraic equivalence is called
the G-Neron Severi group and is denoted by NSG(X).
We say that a G-equivariant line bundle, L, is amply G-effective if L is ample on X and
Xss(L) 6= ∅. We denote the subset of NSG(X) consisting of amply G-effective line bundles
by CG(X). We say two equivariant line bundles, L1 and L2, are GIT-equivalent if
Xss(L1) = X
ss(L2).
If the closures of the GIT-equivalence classes in CG(X)R form a fan, we call this fan the
GIT fan for the action of G on X . The top dimensional cones of the GIT fan are called
chambers and the codimension one cones are called walls.
The following is the main result of [Res00], see also Section 3 of [DH98] and Section 2 of
[Tha96].
Theorem 4.1.2. Let X be a smooth, projective variety equipped an action of a reductive
linear algebraic group, G. The closures of the GIT-equivalence classes in CG(X)R form a
fan.
Proof. This is Theorem 5.2 of [Res00] building off Theorem 2.3 of [Tha96] and Section 3 of
[DH98]. 
There is an analogous statement for affine space.
Proposition 4.1.3. Let G be a reductive linear algebraic group acting linearly on X := An.
The closures of the GIT-equivalence classes in CG(X)R form a fan.
Proof. One compactifies An to Pn, embeds G into PGLn+1 via the inclusion,
GLn → GLn+1
A 7→
(
1 0
0 A
)
,
and applies Theorem 4.1.2. This is carried out in [Hal04]. 
In our later applications, we will be interested in the behavior of the derived category
under crossing a wall between adjacent chambers. We will consider a restricted class of
variations described below.
Definition 4.1.4. Let X be a smooth and quasi-projective variety acted on by a reductive
linear algebraic group, G. Let L− and L+ be two G-equivariant line bundles which are both
ample as line bundles. We will call the pair (L−,L+) a variation.
For t ∈ [−1, 1], let Lt be the line, L
1−t
2
− ⊗ L
1+t
2
+ , in NS
G(X)R. We say that the variation
satisfies the DHT condition if
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• The set, Xss(Lt), is constant for −1 ≤ t < 0 and for 0 < t ≤ 1. Denote the two
subsets by Xss(−) and Xss(+). Set Xss(0) := Xss(L0).
• For each x ∈ Xss(0) \ (Xss(−) ∪Xss(+)), the stabilizer of x is isomorphic to Gm.
• The set, Xss(0) \ (Xss(−) ∪Xss(+)), is connected.
We recall the following result from [Tha96] and [DH98] which is our main source of ele-
mentary wall crossings.
Theorem 4.1.5. Let X be a smooth and projective variety acted on by a reductive linear
algebraic group, G. Let L− and L+ be two G-equivariant line bundles that are both ample
as line bundles. Assume the variation satisfies the DHT condition. Then, there is a one-
parameter subgroup, λ : Gm → G, a connected component, Z0λ, of the fixed locus, (X
ss(0))λ,
and an elementary wall crossing,
Xss(0) = Xss(+) ⊔ Sλ
Xss(0) = Xss(−) ⊔ S−λ.
Proof. This is implicit in Proposition 4.6 of [Tha96]. This is also Lemma 4.2.4 of [DH98]. 
4.2. Comparing derived categories. We present some simple applications of Theorem
3.5.2 in light of the facts discussed in the previous section.
Theorem 4.2.1. Let X, G, L+, L− satisfy the hypotheses of Theorem 4.1.5 and let w ∈
H0(X,L)G for a G-line bundle, L. Let λ : Gm → G be the one-parameter subgroup and
(K+,K−) be the elementary wall crossing guaranteed in the conclusions of Theorem 4.1.5.
Set X/− := [Xss(−)/G] and X/+ := [Xss(+)/G]. Assume µ(L, λ, x) = 0 for x ∈ Z0λ. Fix
d ∈ Z.
a) If t(K+) < t(K−), then there are fully-faithful functors,
Φ+d : D
b(cohX/−, w|X−)→ D
b(cohX/+, w|X+),
and, for −t(K−) + d ≤ j ≤ −t(K+) + d− 1,
Υ+j : D
b(coh[Z0λ/C(λ)], wλ)j → D(cohX/+, w|X+),
and a semi-orthogonal decomposition,
D(cohX/+, w|X+) = 〈Υ
+
−t(K−)+d, . . . ,Υ
+
−t(K+)+d−1,Φ
+
d 〉.
b) If t(K+) = t(K−), then there is an exact equivalence,
Φ+d : D(cohX/−, w|X−)→ D(cohX/+, w|X+).
c) If t(K+) > t(K−), then there are fully-faithful functors,
Φ−d : D(cohX/+, w|X+)→ D(cohX/−, w|X−),
and, for −t(K+) + d ≤ j ≤ −t(K−) + d− 1,
Υ−j : D(coh[Z
0
λ/C(λ)], wλ)j → D(cohX/−, w|X−),
and a semi-orthogonal decomposition,
D(cohX/−, w|X−) = 〈Υ
−
−t(K+)+d, . . . ,Υ
−
−t(K−)+d−1,Φ
−
d 〉.
Proof. Theorem 4.1.5 guarantees that all of the hypotheses of Theorem 3.5.2, except the
G-invariant cover of S0λ, hold. Since semi-stable loci have G invariant open affine covers by
definition, the condition on S0λ also holds. 
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Remark 4.2.2. We can treat the case of the derived categories of coherent sheaves on X/+
and X/− by appealing to Corollary 2.3.12.
Remark 4.2.3. Recall from Lemma 3.4.4 that there is a smooth stack, Yλ = [Z
0
λ/Gλ], and
an equivalence,
D(cohYλ, wλ) ∼= D(coh[Z
0
λ/C(λ)], wλ)0.
Furthermore, if there is a character, χ : C(λ)→ Gm, such that
χ ◦ λ(α) = α,
Then by Lemma 3.4.4
D(cohYλ, wλ) ∼= D(coh[Z
0
λ/C(λ)], wλ)l.
for all l.
The Yλ are themselves GIT quotients. Indeed, if we let X
λ
0 be the appropriate connected
component of the fixed locus in X of our one-parameter subgroup, λ, then, Yλ = X
λ
0 /L0C(λ).
See Remark 9.1 of [Nes84]. This provides a pleasant inductive structure to which we will
later appeal.
Another, slightly different, situation of import in this paper is the following.
Proposition 4.2.4. Let G be a reductive linear algebraic group acting linearly on affine
space, X := An. Let χ− and χ+ be two characters of G. Let L− := O(χ−) and L+ := O(χ+)
be the corresponding variation. Assume the variation satisfies the DHT condition.
Then, there exists a one-parameter subgroup, λ : Gm → G, and an elementary wall crossing
(K+,K−),
Xss(0) = Xss(+) ⊔ Sλ
Xss(0) = Xss(−) ⊔ S−λ.
Let w be a G semi-invariant regular function on X transforming under the character, χ.
Assume that χ◦λ is constant. Set X/− := [Xss(−)/G] and X/+ := [Xss(+)/G]. Fix d ∈ Z.
a) If t(K+) < t(K−), then there are fully-faithful functors,
Φ+d : D(cohX/−, w−)→ D(cohX/+, w+),
and, for −t(K−) + d ≤ j ≤ −t(K+) + d− 1,
Υ+j : D(coh[Z
0
λ/C(λ)], wλ)j → D(cohX/+, w+),
and a semi-orthogonal decomposition,
D(cohX/+, w+) = 〈Υ
+
−t(K−)+d, . . . ,Υ
+
−t(K+)+d−1,Φ
+
d 〉.
b) If t(K+) = t(K−), then there is an exact equivalence,
Φ+d : D(cohX/−, w−)→ D(cohX/+, w+).
c) If t(K+) > t(K−), then there are fully-faithful functors,
Φ−d : D(cohX/+, w+)→ D(cohX/−, w−),
and, for −t(K+) + d ≤ j ≤ −t(K−) + d− 1,
Υ−j : D(coh[Z
0
λ/C(λ)], wλ)j → D(cohX/−, w−),
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and a semi-orthogonal decomposition,
D(cohX/−, w−) = 〈Υ
−
−t(K+)+d, . . . ,Υ
−
−t(K−)+d−1,Φ
−
d 〉.
Proof. One compactifies An to Pn, embeds G into PGLn+1 via the inclusion,
GLn → GLn+1
A 7→
(
1 0
0 A
)
,
and applies Theorems 4.1.5 and 4.2.1. 
4.3. D-equivalence versus K-equivalence under elementary wall crossings.
Definition 4.3.1. Let Y1 and Y2 be smooth projective varieties. We say that Y1 D-
dominates Y2 if Y1 and Y2 are birational and D
b(cohY2) is equivalent to an admissible
subcategory of Db(cohY1). We write Y1 ≥D Y2. We say that Y1 and Y2 are D-equivalent if
they are birational and there is an equivalence, Db(cohY1) ∼= D
b(cohY2). We write Y1 =D Y2.
We say that Y1 K-dominates Y2 if there exists a smooth projective variety, Z, and
birational morphisms, f1 : Z → Y1 and f2 : Z → Y2, such that the difference of pullbacks
of the canonical divisors is effective, f ∗1KY1 − f
∗
2KY2 ≥ 0. If Y1 K-dominates Y2, then we
write Y1 ≥K Y2. We say that Y1 and Y2 are K-equivalent if f
∗
1KX1 and f
∗
2KY2 are linearly
equivalent. We write Y1 =K Y2 for K-equivalence.
In [Kaw02a], Kawamata formulates the following conjecture.
Conjecture 4.3.2. Two smooth projective varieties are D-equivalent if and only if they are
K-equivalent.
The above conjecture was proven for toroidal flips and toroidal divisorial contractions
in [Kaw05]. In addition, derived equivalence of birational Calabi-Yau threefolds is proven
in [Bri02]. However, we thank Kawamata for pointing out the counterexample in [Ueh04]
illustrating that D-equivalence may not always imply K-equivalence. On the other hand,
the full statement of the conjecture is true in many cases, including our situation.
We can combine the results on the birational geometry of elementary GIT wall crossings
due to Thaddeus [Tha96] and Dolgachev-Hu [DH98] with Theorem 4.2.1 to prove that D-
domination and K-domination are equivalent when Y1 and Y2 are related by an elementary
GIT wall crossing.
Let X be a smooth and proper variety acted on by a reductive linear algebraic group, G.
Let L− and L+ be two G-equivariant line bundles. Denote the the GIT quotients by
X/− := X/L−G
X/+ := X/L+G.
Proposition 4.3.3. Assume that G acts freely on both Xss(+) and Xss(−) and that (L−,L+)
is a DHT variation. Then,
a) X/− ≥K X/+ if and only if µ ≤ 0.
b) X/+ ≥K X/− if and only if µ ≥ 0.
Proof. Let λ be the one-parameter subgroup controlling the wall crossing of Theorem 4.1.5.
By Proposition 4.9 of [Tha96], the weights of λ on the normal bundle to Sλ are all −1 and
the weights of λ on the normal bundle to S−λ are all +1.
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Let Z¯ be the good moduli space of X/L0G. This is Mumford’s GIT quotient, [Alp08]. Set
Z := X/ −×Z¯X/+,
and denote the two projections by
f− : Z → X/−
f+ : Z → X/ + .
By Theorem 4.8 of [Tha96], f− is isomorphic to the blow up of X/− along Sλ/− := (Sλ \
S0λ)/L−G and f+ is isomorphic to the blow up of X/+ along S−λ/+ := (S−λ \ S
0
λ)/L−G.
Thus,
f ∗−KX/− = KZ + (codimX/−(Sλ/−)− 1)E
f ∗+KX/+ = KZ + (codimX/+(S−λ/+)− 1)E
where E is the common exceptional divisor of f− and f+. Since G acts freely on both
semi-stable loci, we have
c+ := codimX/−(Sλ/−) = codimX Sλ
c− := codimX/+(S−λ/+) = codimX S−λ.
As the weights of λ are all ±1, we have µ = c+ − c−. Thus,
f ∗+KX/+ − f
∗
−KX/− = µE.
Thus, µ ≥ 0 implies that X/+ ≥K X/− and µ ≤ 0 implies that X/+ ≤K X/−.
AsK-domination is independent of the choice of birational resolution, X/− ← Z ′ → X/+,
if we assume that X/+ ≥K X/−, then f
∗
+KX/+ − f
∗
−KX/− ≥ 0 and µ ≥ 0. We get a similar
statement with the roles reversed. 
Corollary 4.3.4. Propagating the assumptions from Proposition 4.3.3, X/+ D-dominates
X/− if and only if X/+ K-dominates X/−.
Proof. From Proposition 4.3.3 we know thatX/+ ≥K X/− if and only if µ ≥ 0. By Theorem
4.2.1, we know that X/− ≥D X/+ if µ ≥ 0. Thus, X/+ ≥K X/− implies X/+ ≥D X/−.
Let us now assume that X/+ 6≥K X/−. Again by Proposition 4.3.3, this is true if and
only if µ < 0. Since µ < 0, there is a semi-orthogonal decomposition,
Db(cohX/−) = 〈Db(coh[Zλ/C(λ)])0, . . . ,D
b(coh[Zλ/C(λ)])−µ−1,D
b(cohX/+).
by Theorem 4.2.1.
Additivity of Hochschild homology under semi-orthogonal decomposition, Theorem 7.3 of
[Kuz09], gives that
HH∗(X/−) ∼= HH∗(X/+)⊕
−µ−1⊕
l=0
HH∗(D
b(coh[Z0λ/C(λ)])l).
Recall that Db(coh[Z0λ/C(λ)])0
∼= Db(cohYλ). Since we have a DHT variation, Gλ acts freely
on Z0λ so, by Proposition 2.1.8, Yλ is a variety and cannot have trivial Hochschild homology.
Thus,
dimHH∗(X/−)  dimHH∗(X/+).
If we assume that Db(cohX/+) is an admissible subcategory of Db(cohX/−), we have
dimHH∗(X/−) ≤ dimHH∗(X/+)
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from Theorem 7.3 of [Kuz09]. This gives a contradiction so X/+ 6≥D X/−. 
Remark 4.3.5. Corollary 4.3.4 subsumes previous work of Kawamata on Abelian groups,
[Kaw05].
Given the focus on LG-models in this paper, it makes sense to extend these questions to
LG-models. We first give some definitions.
Definition 4.3.6. Let (Y1, L1, w1) and (Y2, L2, w2) be two LG-models with Y1 and Y2 smooth.
We say that (Y1, w1) K-dominates (Y2, w2) if there exists a smooth variety, Z, and proper
birational morphisms, f1 : Z → Y1 and f2 : Z → Y2, such that
• f ∗1L1
∼= f ∗2L2,
• f ∗1w1 = f
∗
2w2 under the previous isomorphism,
• and f ∗1KY1 − f
∗
2KY2 ≥ 0.
If f ∗1KY1 = f
∗
2KY2 in addition, we say that (Y1, w1) is K-equivalent to (Y2, w2).
As the following conjecture arises in a straightforward manner from the ideas in [Kaw02a],
we call it Kawamata’s LG-model conjecture.
Conjecture 4.3.7. If (Y1, w1) K-dominates (Y2, w2), then D(cohY2, w2) is equivalent to an
admissible subcategory of D(cohY1, w1).
As evidence, we verify this conjecture for elementary wall crossings in GIT. Let X be a
smooth and proper variety, or affine space, acted by a reductive linear algebraic group, G.
Let L− and L+ be two G-equivariant line bundles. Denote the the GIT quotients by
X/− := X/L−G
X/+ := X/L+G.
Let w be a G-invariant section of a G-line bundle, L, on X . Set
w− := w|Xss(−)
w+ := w|Xss(+).
Proposition 4.3.8. Assume that G acts freely on both Xss(+) and Xss(−) and that (L−,L+)
is a DHT variation. Let λ be the one-parameter subgroup controlling the variation. As-
sume that µ(L, λ, x) = 0 for any x ∈ Z0λ. If (X/+, w+) K-dominates (X/−, w−), then
D(cohX/−, w−) is equivalent to an admissible subcategory of D(cohX/+, w+).
Proof. Let Z¯ be the good moduli space of X/L0G. Set
Z := X/ −×Z¯X/+,
and denote the two projections by
f− : Z → X/−
f+ : Z → X/ + .
It is easy to check that f ∗1w+ = f
∗
2w− and we have already seen that
f ∗+KX/+ − f
∗
−KX/− = µE,
when X is smooth and proper. If X is affine space, An, one may compactify to Pn and reuse
the argument. Thus, (X/+, w+) K-dominates (X/−, w−) if and only if µ ≥ 0. Theorem
4.2.1, in the smooth and projective case, or Proposition 4.2.4, in the affine case, implies that
D(cohX/−, w−) is equivalent to an admissible subcategory of D(cohX/+, w+). 
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Remark 4.3.9. There is a simple counterexample to the converse of Conjecture 4.3.7,
i.e., there exist K-inequivalent LG-models, (Y1, w1) and (Y2, w2), with D(cohY1, w1) ∼=
D(cohY2, w2). Moreover, one may assume that Y1 = Y2 in this counterexample.
Take Y1 = Y2 = Y := V(OP1(4)) and let f1 and f2 be two homogeneous quartic polynomials
in k[x, y]. Assume that f1 and f2 define smooth hypersurfaces in P
1 and let w1 and w2 denote
the regular functions on Y corresponding to f1 and f2, respectively. For both w1 and w2, the
singular locus consists of 4 ordinary double points. Therefore, the idempotent completions of
D(cohY1, w1) and D(cohY2, w2) are equivalent by [Orl11]. In this case, one can quickly verify
that both categories are already idempotent complete so D(cohY1, w1) ∼= D(cohY2, w2).
If (Y, w1) and (Y, w2) are K-equivalent, f1 and f2 must lie in the same GL2-orbit. Taking
f1 and f2 from different GL2-orbits gives the counterexample. We thank Kuznetsov for this
observation.
We thank Stellari for pointing out a counterexample to the converse of Conjecture 4.3.7
when one allows smooth Artin stacks: one can find homogeneous cubic polynomials, f1 and
f2, in k[x0, . . . , x5] with
D(coh[A6/Gm], f1) ∼= D(coh[A
6/Gm], f2)
and with f1 and f2 defining non-isomorphic projective hypersurfaces so lying in different GL6-
orbits, see Remark 6.4 of [BMMS12]. It is interesting to note that such a counterexample
does not exist for cubics in 5 variables by Theorem 1.1 of [BMMS12].
We also thank Kawamata for his enlightening comments on the material in this section.
5. Derived categories of coherent sheaves on toric varieties
In this section, we use Theorem 3.5.2 to study the derived categories of toric varieties
and simplify a result of Kawamata on the existence of full exceptional collections, [Kaw06,
Kaw12].
5.1. Background on toric varieties and GIT.
Definition 5.1.1. Let G be a reductive linear algebraic group with a homomorphism, φ :
G → Gnm, with finite kernel. We shall call a GIT quotient of X := A
n, with respect to the
G action, a toric Deligne-Mumford stack or toric DM-stack. We will say the stack is
projective if k[x1, . . . , xn]
G = k. If the quotient is represented by a scheme, we shall call the
quotient a toric variety.
Remark 5.1.2. Note that, in general, a GIT quotient of affine space is automatically quasi-
projective. In particular, if the quotient is proper, then it is projective. However, the
most common definition of a toric DM-stack proceeds through a stacky fan, as in [BCS05].
This definition also includes non-quasi-projective toric stacks/varieties. At least in the case
of varieties, our, more restrictive, definition does appear elsewhere in the literature, see
[MiSt05] as an example.
The semi-stable locus is unaffected by finite extensions so we focus our discussion on the
case where G is a subgroup of Gnm. Since G is Abelian, for any one-parameter subgroup,
λ : Gm → G, we have Sλ = Zλ and P (λ) = C(λ) = G, which simplifies the analysis. Since
we are on affine space, Pic(X) = NS(X) = 1, and PicG(X) = NSG(X) = Ĝ, the space of
characters of G. We have
CG(X) = {χ ∈ Ĝ | ∃f ∈ k[x1, . . . , xn] with f 6= 0 and f(σ(g, x)) = χ(g)
nf(x) for some n > 0}.
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Definition 5.1.3. From Proposition 4.1.3, there is a fan structure, ΣGKZ, on C
G(X)⊗ZR ⊆
Ĝ ⊗Z R =: ĜR. The fan, ΣGKZ, predates the general GIT fan construction. It existence is
due to I.M. Gel’fand, Kapranov, and A. Zelevinsky [GKZ94]. We shall therefore call it the
GKZ fan. It is also often called the secondary fan.
If C is a chamber in ΣGKZ which intersects the closure of the complement of C
G(X)R, we
shall call C a boundary chamber. We shall also refer to the closure of the complement of
CG(X)R as a chamber and call it the empty chamber.
For a character, χ, we will denote the semi-stable locus of O(χ) by Xss(χ) and the GIT
quotient of X by O(χ) as X/χG.
Recall that one-parameter subgroups and characters of G are dual. Let Λ(G) be the group
of one-parameter subgroups of G. There is a perfect pairing,
〈•, •〉 : Ĝ× Λ(G)→ Ĝm ∼= Z
(χ, λ) 7→ χ ◦ λ.
Proposition 5.1.4. Assume that either C− and C+ are adjacent chambers in ΣGKZ or C−
is the empty chamber and C+ is a boundary chamber. Let λ be a one-parameter subgroup
defining the hyperplane separating C− and C+. Assume that λ pairs non-negatively with C+.
Let M0 be the wall separating C− and C+. Let χ0 be a character in the interior of M0, χ−
be a character in the interior of C−, and χ+ be a character in the interior of C+.
There is an elementary wall crossing
Xss(χ0) = X
ss(χ+) ⊔ Sλ
Xss(χ0) = X
ss(χ−) ⊔ S−λ.
Proof. If C− is the empty chamber, then S−λ = X
ss(χ0) as the λ-degree of all monomials is
non-positive. We are left to check the cases where χ+ and χ− lie in C
G(X).
By the Hilbert-Mumford numerical criterion, Proposition 2.1.22, x ∈ X is unstable for
O(χ+) if and only if there exists a one-parameter subgroup, λ′ : Gm → G, such that
limα→0 σ(λ
′(α), x) =: x∗ exists and µ(O(χ+), λ′, x∗) > 0.
Assume x ∈ Xss(χ0) \ Xss(χ+). Then, by continuity of µ(•, λ′, x∗), we must have the
inequality, µ(O(χ0), λ′, x∗) ≥ 0. As x ∈ Xss(χ0), we must have µ(O(χ0), λ′, x∗) = 0. If
λ′ 6= λ, χ0 lies in the intersection of the hyperplanes defined by λ and λ′ in the GKZ fan. By
Proposition 4.1.3, we may replace χ0 by another χ
′
0 in the interior ofM0 without affecting the
semi-stable locus. As C0 has codimension one, we can choose χ
′
0 to lie outside the hyperplane
defined by λ′ and get a contradiction. Thus, λ′ = λ and
Xss(χ0) \X
ss(χ+) ⊆ Sλ.
Similarly,
Xss(χ0) \X
ss(χ−) ⊆ S−λ.
It is straightforward to check that Sλ is semi-stable for χ0 but not for χ+ while S−λ is
semi-stable for χ0 but not for χ−. Thus,
Xss(χ0) \X
ss(χ+) ⊇ Sλ
Xss(χ0) \X
ss(χ−) ⊇ S−λ.
The subvarieties S−λ and Sλ, when defined on X , are linear subspaces of X . Thus, they
are both closed as are their restrictions to Xss(χ0). 
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5.2. Derived categories of toric varieties. We restate Theorem 3.5.2 in the case of toric
DM stacks. Let C+ and C− be adjacent chambers in ΣGKZ with M0 be their common face
contained in the hyperplane defined by a one-parameter subgroup, λ. Assume that λ is
normalized so that it pairs non-negatively with C+. Fix χ− ∈ C−, χ0 ∈M0, χ+ ∈ C+ in their
respective interiors. We have Gλ = G/λ and Yλ = X
λ/O(χ0)Gλ. SetX/+ := [X
ss(χ+)/G] and
X/− := [Xss(χ−)/G]. Let (K+,K−) be the elementary wall crossing promised by Proposition
5.1.4.
Theorem 5.2.1. Fix d ∈ Z. Let x ∈ Z0λ.
a) If µ(ω−1X , λ, x) > 0, there exists fully-faithful functors,
Φ+d : D
b(cohX/−)→ Db(cohX/+)
and
Υ+ : Db(cohYλ)→ D
b(cohX/+),
and a semi-orthogonal decomposition, with respect to Φ+d ,Υ
+,
Db(cohX/+) = 〈Db(cohYλ)(−t(K
−) + d), . . . ,Db(cohYλ)(−t(K
+) + d− 1),Db(cohX/−)〉,
where Db(cohYλ)(l) is the image of Υ
+ tensored with O(lχ) where χ is a character
such that χ ◦ λ(α) = α.
b) If µ(ω−1X , λ, x) = 0, there is an equivalence,
Φ+d : D
b(cohX/−)→ Db(cohX/+).
c) If µ(ω−1X , λ, x) < 0, there exists fully-faithful functors,
Φ−d : D
b(cohX/+)→ Db(cohX/−)
and
Υ− : Db(cohYλ)→ D
b(cohX/−),
and a semi-orthogonal decomposition, with respect to Φ−d ,Υ
−,
Db(cohX/−) = 〈Db(cohYλ)(t(K
−)− d+ 1), . . . ,Db(cohYλ)(t(K
+)− d),Db(cohX/+)〉,
where Db(cohYλ)(l) is the image of Υ
− tensored with O(lχ) where χ is a character
such that χ ◦ λ(α) = α−1.
Proof. Corollary 2.3.12 allows us to replace our derived categories of sheaves by derived
categories of factorizations.
Proposition 5.1.4 guarantees we can apply Theorem 3.5.2. Since G is Abelian, Lemma
3.4.4 states that Db(coh[Z0λ/C(λ)])m
∼= Db(cohYλ) for all m ∈ Z. Note that we can twist by
(m) on Yλ or X when defining Υm.
We can apply Lemma 3.5.3 to compute −t(K+) + t(K−) via µ(ω−1X , λ, x). Remark 4.2.3
notes that Yλ is the GIT quotient of the fixed locus, X
λ, by C(λ)/λ = G/λ = Gλ using the
character, χ0. 
Remark 5.2.2. There is a particularly simple method for determining the “larger” derived
category in Theorem 5.2.1. By this, we mean the direction of the semi-orthogonal decompo-
sition. The larger derived category, the one being decomposed, always lies in the same side
of the wall as the anti-canonical bundle.
Let us use Theorem 5.2.1 to recover the following result of Kawamata, [Kaw06, Kaw12].
44 BALLARD, FAVERO, AND KATZARKOV
Theorem 5.2.3. Let X/χG be a projective DM toric stack and assume that χ lies in the
interior of a chamber of the GKZ fan. The derived category, Db(cohX/χG), admits a full
exceptional collection.
Proof. We use Theorem 5.2.1, induction, and the following fact: for a one-parameter sub-
group, λ, the GKZ fan of the action of Gλ on X
λ is isomorphic to the restriction of the GKZ
fan, for the action of G on X , to the hyperplane defined by λ. This fact can be checked
by working through the construction of the GKZ fan, see [GKZ94] or [CLS11], or, noting
that, by Proposition 4.1.3, the relative interiors of the cones of the GKZ fan are exactly the
subsets of constant semi-stable locus.
We use induction on the dimension of X . When X has dimension zero, G is finite. The
derived category is simply the derived category of finite-dimensional representations of G. As
k has characteristic zero, any representation is completely reducible. The finite collection of
simple representations of G is an exceptional collection by Schur’s Lemma (k is algebraically
closed).
Now assume we have proven the statement whenever the dimension of X is strictly less
than n and assume that X = An. Let χ ∈ C lie in the interior. Let C−K be a chamber
containing ω−1X . Choose a straight line path, γ : [0, 1]→ ĜR, such that,
• γ(0) = ω−1X ,
• γ([0, 1]) ∩ IntC is nonempty,
• if [ti, te] = γ([0, 1]) ∩ C, then there is some δ > 0 so that γ((te − δ, 1]) does not
intersect any cone of codimension 2,
• γ(1) lies in the interior of the empty chamber.
To see that such an γ exists, fix an Euclidean metric on ĜR ∼= R
r. Choose some ǫ > 0 so that,
for any χ′ ∈ Bǫ(0)∩ IntC, the straight line path, r : [0,∞)→ ĜR, defined by r(0) = ω
−1
X and
r(1) = χ′, has r(t) lying in the complement of the secondary fan for t >> 0. Since we have
assumed projectivity, the secondary fan is strongly convex by Proposition 14.1.3 of [CLS11].
Therefore, such an ǫ exists. Let S be a small sphere centered at ω−1X . The image of the
radial projection of the union of all cones of codimension ≥ 2 onto S has codimension ≥ 1,
while the radial projection of Bǫ(0) ∩ IntC is an open subset. Thus, if we choose a general
point, χ′, in Bǫ(0) ∩ IntC, then the straight line path from ω
−1
X through χ
′ will satisfy all
the conditions after rescaling.
The path, γ, passes through a finite number of walls, M1, . . . ,Ms, on its way through the
chambers, C =: C0, . . . , Cs := C∅, where C∅ denotes the empty chamber. At each wall, Mi,
we take the one-parameter subgroup, λi, defining the hyperplane containing Mi normalized
so that λi pairs non-negatively with Ci. By Theorem 5.2.1, we have a semi-orthogonal
decomposition,
Db(cohX/χi−1G) = 〈D
b(cohYλi), . . . ,D
b(cohYλi)(−µi − 1),D
b(cohX/χiG)〉,
where µi = µ(ω
−1
X , λi, x) < 0 for x ∈ Z
0
λi
. Hence, combining these semi-orthogonal decom-
positions, we obtain a semi-orthogonal decomposition,
Db(cohX/χG) = 〈D
b(cohYλ1), . . . ,D
b(cohYλ1)(−µ1 − 1), . . . ,
Db(cohYλs), . . . ,D
b(cohYλs)(−µs − 1)〉.
Note, dim(Xλi) < dim(X) for all i. Applying the induction hypothesis, we conclude that
Db(cohX) possesses a full exceptional collection. 
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Definition 5.2.4. Let P be a property of a triangulated category. We say that P descends
under semi-orthogonal decomposition if whenever A is an admissible subcategory of T
and P is true for T , then P is also true for A.
We may run the argument of Theorem 5.2.3 backwards to show the following.
Proposition 5.2.5. Let P be a property of triangulated categories that descends under semi-
orthogonal decomposition. If P is true for the derived categories of all weakly-Fano projective
toric DM stacks, then it is true for the derived categories of all projective toric DM stacks.
Proof. Recall that that a projective toric DM stack, X/χG, is weakly-Fano if its anti-
canonical bundle is nef and big. This is equivalent to ω−1X lying in the same chamber of
the GKZ fan as χ. Via an argument similar to the proof of Theorem 5.2.3, for any χ′ lying
in the interior of a chamber, there exists a χ in the interior of a chamber containing ω−1X
such that Db(cohX/χ′G) is an admissible category of D
b(cohX/χG). Since P is true for
Db(cohX/χG), it descends to D
b(cohX/χ′G). 
Corollary 5.2.6. Let X/χG be a projective DM toric stack of Picard rank ≤ 2 or of dimen-
sion ≤ 2. The Rouquier dimension of X is equal to the Krull dimension of X.
Proof. We refer the definition of and details about Rouquier dimension to [BF12]. In [BF12],
the Rouquier dimension of a projective, weakly-Fano DM toric stack of Picard rank ≤ 2 or
of dimension ≤ 2 was shown to be equal to dimX .
We note that the Rouquier dimension cannot increase under passage to an admissible
subcategory. Thus, the property “Rouquier dimension is ≤ dimX” descends under semi-
orthogonal decompositions. By Proposition 5.2.5, the Rouquier dimension of a projective
DM toric stack is ≤ dimX . As the Rouquier dimension is always at least the dimension of
the DM stack, Lemma 2.17 [BF12], we reach the desired conclusion. 
Remark 5.2.7. In [Orl09b], Orlov conjectured that the Rouquier dimension of any smooth
projective variety equaled the Krull dimension. As evidence, he proved his conjecture for
curves. Corollary 5.2.6 verifies Orlov’s conjecture for projective DM toric stacks of Picard
rank at most 2 or of dimension at most 2.
6. Exceptional collections on moduli spaces of pointed rational curves
In this section, we first consider GIT quotients of (P1)n by the diagonal action of PGL2.
Subsequently, we consider the GIT quotients of the Fulton-MacPherson compactification of
n points on P1, [FM94], under the action of PGL2. We prove the existence of full exceptional
collections for many of these moduli spaces of pointed rational curves.
6.1. Moduli of weighted points on a line. Let us start with the so-called “elementary
example” of [MFK94], the diagonal action of PGL2 on Pn := (P1)n. For technical reasons,
we will also need to consider the action of SL2 on Pn. Most of the results in this section on
the structure of the GIT fan appear in [Tha96, DH98]. Set [n] := {1, . . . , n}.
Let πi : Pn → P
1 be the projection onto the i-th factor. The Picard group of Pn equals
the Neron-Severi group of Pn. Both are isomorphic to Z
n and generated by π∗iOP1(1) for
1 ≤ i ≤ n. We set
O(d) := O(d1, . . . , dn) :=
n⊗
i=1
π∗iOP1(di).
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Lemma 6.1.1. There is an isomorphism,
PicSL2(Pn) = NS
SL2(Pn) ∼= Z
n .
The bundles, π∗iOP1(1), form a basis for Pic
SL2(Pn).
There is an isomorphism,
PicPGL2(Pn) = NS
PGL2(Pn) = {O(d) ∈ NS
SL2(Pn) |
∑
di is even }.
Proof. Two different G-equivariant structures on the same line bundle differ by a twist of a
character. As both PGL2 and SL2 have no characters, an equivariant structure is unique, if
it exists. It is clear that π∗iOP1(1) admits a natural SL2 equivariant structure coming from
the action on A2.
Any PGL2 equivariant structure automatically provides a SL2 equivariant structure. How-
ever, the center of SL2 acts nontrivially on O(d) if
∑
di is odd. Thus, only O(d) with
∑
di
even admit a PGL2 equivariant structure. 
Any one-parameter subgroup, λ, has exactly two fixed points on P1. Let y−λ be the fixed
point with
µ(ΩP1 , λ, y
−
λ ) = −1
and let y+λ be the fixed point with
µ(ΩP1 , λ, y
+
λ ) = 1.
Let us next compute the possible values of the Hilbert-Mumford numerical function.
Lemma 6.1.2. Let λ be a one parameter subgroup of PGL2 and let x = (x1, . . . , xn) ∈ Pn.
Let x∗ := limt→0 σ(λ(α), x) and set
I := {i ∈ [n] | xi = y
−
λ }.
Let Ic denote the complement of I in [n]. Then,
µ(O(d), λ, x∗) =
1
2
(∑
i∈I
di −
∑
i∈Ic
di
)
.
Proof. Any one-parameter subgroup of PGL2 is conjugate to(
α 0
0 1
)
or
(
α−1 0
0 1
)
.
By Lemma 2.1.20, we may assume that λ is one of these one-parameter subgroups. Let
us assume that
λ(α) =
(
α 0
0 1
)
;
the other case is completely analogous.
The weight of λ at x∗ is one half of the weight of
λ2(α) =
(
α2 0
0 1
)
=
(
α 0
0 α−1
)
∈ PGL2 .
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This has the pleasant property that it lifts to a one-parameter subgroup, λ˜2, of SL2. Notice
also that
µ(OP1(1), λ˜
2, [1 : 0]) = 1
µ(OP1(1), λ˜
2, [0 : 1]) = −1.
Let x∗ = limα→0 σ(λ(α), x). We have
x∗i = lim
α→0
σ(λ(α), xi) =
{
y−λ xi = y
−
λ
y+λ otherwise.
For λ as above, we have y−λ = [1 : 0] and y
+
λ = [0 : 1].
Now using linearity of µ, we compute,
µ(O(d), λ, x∗) =
1
2
µ(O(d), λ˜2, x∗)
=
1
2
(∑
i∈I
µ(OP1(di), λ˜
2, [1 : 0]) +
∑
i∈Ic
µ(OP1(di), λ˜
2, [0 : 1])
)
=
1
2
(
∑
i∈I
di −
∑
i∈Ic
di).

Lemma 6.1.3. We have
P ssn (d) := P
ss
n (O(d)) = {(x1, . . . , xn) | if I ⊂ [n] with xi = xj ∀i, j ∈ I, then
∑
i∈I
di ≤
∑
i∈Ic
di}.
Proof. The Hilbert-Mumford numerical criterion, Theorem 2.1.21, states that
P ssn (d) = {x | µ(O(d), λ, x) ≤ 0 ∀λ}.
Lemma 6.1.2 gives
µ(O(d), λ, x) =
1
2
(∑
i∈I
di −
∑
i∈Ic
di
)
where I = {i ∈ [n] | xi = y
−
λ }. If we have a subset, I ⊂ [n], with xi = xj for all i, j ∈ I,
then we can find a one-parameter subgroup λ with y−λ = xi for i ∈ I. The conclusion is clear
from these facts. 
Let I ⊆ [n]. Define a hyperplane,
HI := {O(d) |
∑
i∈I
di =
∑
i∈Ic
di} ⊂ R
n,
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and half-spaces
H≥0I := {O(d) |
∑
i∈I
di ≥
∑
i∈Ic
di} ⊂ R
n
H>0I := {O(d) |
∑
i∈I
di >
∑
i∈Ic
di} ⊂ R
n
H≤0I := {O(d) |
∑
i∈I
di ≤
∑
i∈Ic
di} ⊂ R
n
H<0I := {O(d) |
∑
i∈I
di <
∑
i∈Ic
di} ⊂ R
n,
Since SL2 and PGL2 differ by a finite group, their semi-stable loci coincide whenever the
line bundle admits an equivariant structure for both groups.
Corollary 6.1.4. The subsets of constant semi-stable locus within the ample cone are the
intersections,
H>0I1 ∩ · · · ∩H
>0
Ij+
∩H<0Ij++1 ∩ · · · ∩H
<0
Ij++j−
∩HIj++j−+1 ∩ · · · ∩HIj++j−+j0 ∩ (R>0)
n.
The closures of these subsets form a fan whose support is the ample cone. The chambers
of this fan correspond to intersections with j0 = 0 and the walls correspond to intersections
with j0 = 1.
Proof. The first conclusion is immediate from Lemma 6.1.3. The remainder of the conclusions
are evident. 
Definition 6.1.5. We shall call the fan from Corollary 6.1.4, the extended GIT fan. A
chamber in the extended GIT fan is called an empty chamber if its interior has empty
semi-stable locus.
Lemma 6.1.6. Assume that di > 0 for all i. The semi-stable locus, P
ss
n (d), is empty if and
only if there exists an i0 with di0 >
∑
i 6=i0
di.
Proof. We use the Hilbert-Mumford numerical criterion, Theorem 2.1.21. Assume that there
exists an i0 with di0 >
∑
i 6=i0
di. It is clear from Lemma 6.1.3 that P
ss
n (d) = ∅.
Assume that dj <
∑
i 6=j di for all 1 ≤ j ≤ n. Lemma 6.1.3 implies that a point, x =
(x1, . . . , xn), with xi 6= xj if i 6= j, lies in P
ss
n (d). 
Lemma 6.1.7. Let C− and C+ be two chambers of of the extended GIT fan and let M be
their common face. Choose, O(d−) ∈ IntC− and O(d+) ∈ IntC+ near M and let O(d0) be
the point where the straight line path between O(d−) and O(d+) intersectsM . The variation,
(O(d−),O(d+)), satisfies the DHT condition. Consequently, there is an an elementary wall
crossing,
P ssn (d0) = P
ss
n (d+) ⊔ Sλ
P ssn (d0) = P
ss
n (d−) ⊔ S−λ.
Proof. The first condition of being a DHT variation follows from Corollary 6.1.4. The second
condition follows as the stabilizer in PGL2 of any point in (P
1)n is either Gm or 1. Let HI
be the hyperplane that M lies in. Then, applying the Hilbert-Mumford numerical criterion,
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Theorem 2.1.21,
P ssn (d0) \ (P
ss
n (d−) ∪ P
ss
n (d+)) =
{(x1, . . . , xn) | xi = xj if i, j ∈ I or i, j ∈ I
c and xi 6= xj if i ∈ I, j ∈ I
c},
which is connected. The final statement is Theorem 4.1.5. 
We let
Pn/d PGL2 := [P
ss
n (d)/PGL2]
and
Pn/d SL2 := [P
ss
n (d)/ SL2].
We will prove the following proposition.
Proposition 6.1.8. Let O(d) lie in the interior of a chamber of the GIT fan for the action
of SL2 on (P
1)n. We have a full exceptional collection,
Db(cohPn/d SL2) = 〈E1, . . . , El(d),F1, . . . ,Fl(d)〉
where the center of SL2, Z /(2), acts as IdEi on Ei and acts as − IdFi on Fi.
As a corollary we get the following statement.
Theorem 6.1.9. Let O(d) lie in the interior of a chamber of the GIT fan for the action
of PGL2 on (P
1)n. The derived category, Db(cohPn/d PGL2), admits a full exceptional
collection.
Proof. We have an inclusion,
Db(cohPn/d PGL2)→ D
b(cohPn/d SL2),
as the subcategory of complexes for which the center of SL2, Z /(2), acts trivially. Note that,
in the decomposition,
Db(cohPn/d SL2) = 〈E1, . . . , El(d),F1, . . . ,Fl(d)〉,
of Proposition 6.1.8
HomPn/d SL2(Ei,Fj[t]) = 0
HomPn/d SL2(Fj, Ei[t]) = 0.
for all 1 ≤ i, j ≤ l(d), t ∈ Z. Thus,
Db(cohPn/d PGL2) = 〈E1, . . . , El(d)〉.

Remark 6.1.10. The quotient stacks, Pn/d PGL2, are varieties by Proposition 2.1.8.
The argument to prove Proposition 6.1.8 will proceed by passing to the boundary of the
ample cone in the GIT fan.
Definition 6.1.11. A boundary chamber in the extended GIT fan for the action of SL2
on Pn is a chamber whose closure in Pic
SL2(Pn)R intersected the boundary of the ample cone
has dimension n− 1.
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Lemma 6.1.12. Let O(d) lie in the interior of a boundary chamber, C. Take i0 so that
C ∩ {di0 = 0} is full-dimensional. Let O(d
′) lie in the interior of C ∩ {di0 = 0}. We have
an isomorphism,
P ssn (d)
∼= P1×P ssn−1(d
′).
Proof. Since C is a boundary chamber, in an inequality,∑
i∈I
di ≤
∑
i∈Ic
di,
we can take di0 → 0 without violating the inequality. Applying Lemma 6.1.3 gives the
result. 
Proof of Proposition 6.1.8. We proceed by induction on n. The base case is n = 3 where
there are four chambers in the GIT fan. The three boundary chambers have empty semi-
stable locus while the GIT quotient for non-boundary chamber is isomorphic to [pt /(Z /(2))].
The base case is therefore clear.
Assume the statement of Proposition 6.1.8 holds whenever the number of points is < n.
Let d be a point in the interior of a chamber, C, in the GIT fan. There exists a straight line
path,
γ(t) : [0, 1]→ PicSL2(Pn)R,
such that
• γ(0) = ω−1Pn = O(2),
• γ([0, 1]) ∩ IntC 6= ∅,
• γ(1) lies in the interior of a boundary chamber,
• γ passes through no codimension 2 walls after entering C.
Let C =: C0, . . . , Cs be the list of chambers γ passes through after, and including, C. Let
M1, . . . ,Ms be the walls separating them. Pick di ∈ IntCi. Thanks to Lemma 6.1.7, we can
apply Theorem 3.5.2 and use Lemma 3.5.3 to get a semi-orthogonal decomposition,
Db(cohPn/di−1 SL2) = 〈D
b(cohYλi), . . . ,D
b(cohYλi),D
b(cohPn/di SL2)〉.
and, consequently,
Db(cohPn/d SL2) = 〈D
b(cohYλ1), . . . ,D
b(cohYλl),D
b(cohPn/dl SL2)〉
The fixed locus of λ consists of a finite number of points, all of which lie in the same SL2-
orbit while Gλ = Z /(2). Thus, D
b(cohYλ,j) = D
b(coh[pt /(Z /(2))]) admits a full exceptional
collection corresponding to the irreducible representations of Z /(2). We reduce to checking
that Pn/dl SL2 has a full exceptional collection of the appropriate form.
Applying Lemma 6.1.12,
P ssn (dl)
∼= P1×P ssn−1(d
′)
where d′ lies in the interior of C l ∩ {di = 0} for some 1 ≤ i ≤ n. As we can lift the
action of SL2 from P
1 to A2, Pn/dl SL2 is the projectivization of a rank 2 vector bundle
on P ssn−1/d′ SL2. Orlov’s theorem on derived categories of projective bundles, [Orl92], states
there is a semi-orthogonal decomposition,
Db(cohPn/dl SL2) = 〈D
b(cohP ssn−1/d′ SL2),D
b(cohP ssn−1/d′ SL2)⊗O(1)〉.
By the induction hypothesis, we may write
Db(cohP ssn−1/d′ SL2) = 〈E0, . . . , El(d′),F0, . . . ,Fl(d′)〉
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where the center of SL2 acts trivially on Ei and by − IdFi on Fi. Thus, the center acts
trivially on Ei and Fi(1) and by −1 on Fi and Ei(1) giving the appropriate semi-orthogonal
decomposition of Db(cohPn/dl SL2) and completing the induction. 
Remark 6.1.13. In case the reader is worried about validity of the results of [Orl92] in the
general setting of quotient stacks, we invite her/him to reprove and extend Orlov’s theorem
using Theorem 3.5.2.
6.2. Moduli of pointed rational curves. We augment and apply some of the ideas of
Section 6.1 by considering GIT quotients of the Fulton-MacPherson compactification, P1[n],
[FM94] by PGL2.
Let us recall the construction of P1[n] as given in [KM11]. Let F0 = (P
1)n and for S ⊆ [n]
set
ΣS0 := {(x1, . . . , xn) ∈ (P
1)n | xi = xj for i, j ∈ S}
and let
Σj0 :=
⋃
|S|=j
ΣS0 .
Now, inductively define Fl as the blow up of Fl−1 along Σ
n−l−1
l−1 . Let Σ
S
j be the component
of the exceptional divisor of the blow up lying over ΣSj−1 if |S| = n− l− 1 and otherwise let
it be the proper transform of ΣSj−1.
Proposition 6.2.1. The varieties Fj are smooth and Fn−2 ∼= P
1[n].
Proof. This is a combination of Proposition 2.8 of [Li09], Lemma 3.1 of [KM11], and Propo-
sition 1.8 of [MM07]. 
As we are blowing up along closed PGL2 orbits, each Fj inherits an action of PGL2. Let
ψj : Fj → Fj−1 be the blow up morphism. We also inductively define G-equivariant (Q-)line
bundles starting with L0 = O(2). Then, we set
Lj = ψ
∗
jLj−1 ⊗O(−δjΣ
n−l−j
j )
where δj is a decreasing sequence of sufficiently small positive rational numbers. Y.-H. Kiem
and H.-B. Moon identify the GIT quotients for the line bundles, Lj, as Hassett moduli
spaces. The following definition is due to Hassett [Has03].
Definition 6.2.2. Fix a1, . . . , an ∈ Q with 0 < ai ≤ 1 and
∑
ai > 2. An n-pointed
a = (a1, . . . , an)-stable rational curve is a
• a nodal connected curve, C, of arithmetic genus 0 and
• points, p1, . . . , pn, in the smooth locus of C
such that
• if pi1 = · · · = pir , then
∑r
j=1 aij ≤ 1,
• and KC + a1p1 + · · ·+ anpn is ample.
Theorem 6.2.3. There is a smooth, projective variety, M 0,a, representing the moduli prob-
lem of n-pointed a-stable rational curves.
Proof. This is Theorem 2.1 of [Has03]. 
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In the case that a1 = · · · = an = ǫ, we will denote M 0,a by M 0,n·ǫ and call it a
symmetrically-weightedmoduli space. Note thatM 0,n·1 = M 0,n, the Deligne-Grothendieck-
Knudsen-Mumford moduli space of stable n-pointed rational curves.
Theorem 6.2.4. Let m = ⌊n/2⌋. For 1 ≤ j ≤ m−2, the GIT quotient, Fn−m+j/Ln−m+j PGL2,
is isomorphic to M 0,n·ǫj with weights ǫj = (ǫj , . . . , ǫj) for
1
m+1−j
< ǫj ≤
1
m−j
. In particular,
Fn−2/Ln−2 PGL2
∼= Fn−1/Ln−1 PGL2
∼= M 0,n.
Proof. This is Theorem 4.1 of [KM11] for the underlying coarse moduli spaces of our GIT
quotient stacks. However, by Proposition 2.1.8, each quotient stack, Fj/Lj PGL2, is a variety
for all j if n is odd and for j > m if n even. 
Let
ψj,l := ψj ◦ · · · ◦ ψl+1 : Fj → Fl
so ψ∗j,lOFl(Σ
S
l ) = OFj(Σ
S
j ) when |S| ≥ n− l + 1.
Lemma 6.2.5. We have an isomorphism,
PicPGL2(Fj) = NS
PGL2(Fj) = ψ
∗
j,0NS
PGL2(F0)⊕
⊕
S⊆[n]
|S|≥n−j−1
Z ·O(ΣSj )
Proof. As PGL2 has no characters, any two equivariant structures on the same line bun-
dle must coincide. We are left to determine which line bundles admit PGL2-equivariant
structures. As Fj is an iterated blow up, we have
Pic(Fj) = ψ
∗
j,0 Pic(F0)⊕
⊕
S⊆[n]
|S|≥n−j−1
Z ·O(ΣSj ).
The line bundles, O(ΣSj ), admit PGL2-equivariant structures given by the derivative of the
PGL2 action restricted to the normal bundles of the Σ
S
l for |S| ≥ n− l + 1. 
We let
O(d+ a) := ψ∗j,0OF0(d)⊗O(
∑
S
aSΣ
S
j ) ∈ Pic
PGL2(Fj).
Lemma 6.2.6. Let λ be a one-parameter subgroup of PGL2 and let x ∈ Fj. Set x¯ = ψj,0(x)
and
I := {i ∈ [n] | x¯i = y
−
λ }.
Let x∗ = limα→0 σ(λ(α), x). We have an equality,
µ(O(d+ a), λ, x∗) =
1
2
(∑
i∈I
di −
∑
i∈Ic
di
)
−
∑
S⊆I
|S|≥n−j−1
aS +
∑
S⊆Ic
|S|≥n−j−1
aS.
Proof. Due to the linearity of µ, we have
µ(O(d+ a), λ, x∗) = µ(OFj(d), λ, x
∗) +
∑
|S|≥n−j−1
aSµ(OFj (Σ
S
j ), λ, x
∗).
By Lemma 2.1.20, µ respects pullbacks,
µ(OFj(d), λ, x
∗) = µ(OF0(d), λ, x¯
∗).
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Applying Lemma 6.1.2, we then get
µ(OFj (d), λ, x
∗) =
1
2
(∑
i∈I
di −
∑
i∈Ic
di
)
.
We are left to compute µ(O(ΣSj ), λ, x
∗). Again, since µ respects pullbacks, we may assume
that |S| = n− j + 1. We may factor the blow up of Fj−1 at Σ
n−j+1
j−1 by blowing up Σ
S
j−1 first
and then blowing up the strict transforms of the remaining ΣS
′
j−1 for |S
′| = n− j + 1. Thus,
we may replace Fj by the blow up of Fj−1 at Σ
S
j−1 in our computation. Let us denote this
blow up by F Sj , let π : F
S
j → Fj−1 be the associated morphism, and denote the exceptional
locus by ΣSj .
Let x∗ := limα→0 σ(λ(α), x). If x
∗ 6∈ ΣSj , then we have an isomorphism of λ-equivariant
vector spaces, V(O(ΣSj )x∗)
∼= V(Ox∗), so
µ(O(ΣSj ), λ, x
∗) = 0.
Assume that x∗ ∈ ΣSj . This is true if and only if x¯
∗ ∈ ΣS0 which is true if and only if S ⊆ I
or S ⊆ Ic. Assume that S ⊆ I. The argument in the case, S ⊆ Ic, will be completely
analogous. Write x∗ = (π(x∗), [v]) with v ∈ NΣSj−1,π(x∗) and [v] ∈ P(NΣSj−1,π(x∗)). Recall that
NΣSj−1,π(x∗) = V(N
∨
ΣSj−1,π(x
∗)
) denotes the geometric normal bundle to ΣSj−1 at π(x
∗).
Then, V(O(ΣSj ))x∗ = (kv)
∨. As x∗ is a fixed point, v must be an eigenvector for λ,
σ(λ(α), v) = αlv. Then
µ(O(ΣSj ), λ, x) = −l.
We need to determine the weights of λ on NΣS
j−1,π(x
∗). The subvariety, Σ
S
j−1, is the strict
transform of the smooth variety, ΣS0 , so we have a λ-equivariant isomorphism,
dψj−1,0 : NΣSj−1,π(x∗) → NΣS0 ,x¯∗.
We can compute the weights on NΣS0 ,x¯∗. We split the tangent space
T(P1)n,x¯∗ =
n⊕
i=1
TP1,x¯∗i .
We let
T⊕I
P1,x¯∗i
:=
⊕
i∈I
TP1,x¯∗i ⊂ T(P1)n,x¯∗
T⊕I
c
P1,x¯∗i
:=
⊕
i∈Ic
TP1,x¯∗
i
⊂ T(P1)n,x¯∗.
We have
TΣS0 ,x¯∗ = {(v1, . . . , vn) ∈ T(P1)n,x¯∗ | vi = vj ∀i, j ∈ S}.
Note that TΣS0 ,x¯∗ ⊆ T
⊕Ic
P1,x¯∗i
as S ⊆ I. So there is a λ-equivariant surjection, T⊕I
P1,x¯∗i
→ NΣS0 ,x¯∗ .
Therefore, NΣS0 ,x¯∗ only has weight 1. Combining everything, we have
µ(O(ΣSj ), λ, x) =

0 x 6∈ ΣSj
−1 S ⊆ I
1 S ⊆ Ic,
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finishing the computation. 
Corollary 6.2.7. The fixed locus of λ on Fj is the inverse image of the fixed locus of λ on
F0 under ψj,0 : Fj → F0.
Proof. In the proof of Lemma 6.2.6, we showed that the whole fiber of a fixed point under a
single blow up is itself fixed. The total map is a composition of these blow ups. 
Lemma 6.2.8. Assume that O(d+ a) is ample. Then,
F ssj (d+ a) := F
ss
j (O(d+ a)) = {x ∈ Fj | if I ⊂ [n] with ψj,0(x)i = ψj,0(x)i′ ∀i, i
′ ∈ I, then
1
2
∑
i∈I
di +
∑
S⊆Ic
|S|≥n−j−1
aS ≤
1
2
∑
i∈Ic
di +
∑
S⊆I
|S|≥n−j−1
aS}.
Proof. This is an immediate combination of the Hilbert-Mumford numerical criterion, The-
orem 2.1.21, and Lemma 6.2.6. 
Define a hyperplane,
Hj,I := {O(d+ a) |
1
2
∑
i∈I
di +
∑
S⊆Ic
|S|≥n−j−1
aS =
1
2
∑
i∈Ic
di +
∑
S⊆I
|S|≥n−j−1
aS} ⊂ NS
PGL2(Fj)R,
and half-spaces
H≥j,I := {O(d+ a) |
1
2
∑
i∈I
di +
∑
S⊆Ic
|S|≥n−j−1
aS ≥
1
2
∑
i∈Ic
di +
∑
S⊆I
|S|≥n−j−1
aS} ⊂ NS
PGL2(Fj)R
H>j,I := {O(d+ a) |
1
2
∑
i∈I
di +
∑
S⊆Ic
|S|≥n−j−1
aS >
1
2
∑
i∈Ic
di +
∑
S⊆I
|S|≥n−j−1
aS} ⊂ NS
PGL2(Fj)R
H≤j,I := {O(d+ a) |
1
2
∑
i∈I
di +
∑
S⊆Ic
|S|≥n−j−1
aS ≤
1
2
∑
i∈Ic
di +
∑
S⊆I
|S|≥n−j−1
aS} ⊂ NS
PGL2(Fj)R
H<j,I := {O(d+ a) |
1
2
∑
i∈I
di +
∑
S⊆Ic
|S|≥n−j−1
aS <
1
2
∑
i∈Ic
di +
∑
S⊆I
|S|≥n−j−1
aS} ⊂ NS
PGL2(Fj)R,
Corollary 6.2.9. The subsets of constant semi-stable locus within the ample cone, Amp(Fj)R,
are the intersections,
H>0j,I1 ∩ · · · ∩H
>0
j,Ij+
∩H<0j,Il++1
∩ · · · ∩H<0j,Il++l−
∩Hj,Il++l−+1 ∩ · · · ∩Hj,Il++l−+l0 ∩ Amp(Fj)R.
The closures of these subsets form a fan whose support is the ample cone. The chambers
of this fan correspond to intersections with l0 = 0 and the walls correspond to intersections
with l0 = 1.
Proof. The first statement is an immediate consequence of Lemma 6.2.8. The final statements
are clear. 
Definition 6.2.10. We call the fan of Corollary 6.2.9 the extended GIT fan for the action
of PGL2 on Fj .
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We say that O(d + a) ∈ NSPGL2(Fj)R ∩ Amp(Fj)R slides into the abyss if there exists
a continuous path,
γ : [0, 1]→ NSPGL2(Fj)R ∩ Amp(Fj)R,
satisfying
• γ(0) = O(d+ a),
• γ(1) has empty semi-stable locus,
• γ passes through no cones of codimension ≤ 2 in the extended GIT fan for Fj and
γ(t) lies in a codimension one cone for only finitely many t,
• Assume that C− and C+ are chambers in the extended GIT fan separated by a wall,
M , with γ([t−, t0]) ⊂ C−, γ(t0) ∈ M, and γ([t0, t+]) ⊂ C+. Let Hj,I be the hyperplane
containing M . If C− ⊂ H
≤0
j,I and C+ ⊂ H
≥0
j,I , then |I| ≤ |I
c|.
We set
Fj/d+a PGL2 := [F
ss
j (d+ a)/PGL2].
Lemma 6.2.11. Let C− and C+ be adjacent chambers in the extended GIT fan of Fj and
let M be the common face of C+ and C−. Choose O(d+ + a+) ∈ IntC+,O(d− + a−) ∈
IntC−,O(d0 + a0) ∈M . There is an elementary wall crossing,
F ssj (d0 + a0) = F
ss
j (d+ + a+) ⊔ Sλ
F ssj (d0 + a0) = F
ss
j (d− + a−) ⊔ S−λ.
Proof. We verify that the wall variation given by O(d++a+) ∈ IntC+,O(d−+a−) ∈ IntC−
close to M satisfies the DHT condition and apply Theorem 4.1.5.
The first condition is satisfied as the semi-stable locus is constant in IntC+, IntC− by
Corollary 6.2.9. The stabilizer of a point in Fj is either Gm or 1 so the second condition is
satisfied.
Choose I such that Hj,I contains M0 and H
≥0
j,I contains C+. Then, by Lemma 6.2.8,
F ssj (d0 + a0) \
(
F ssj (d+ + a+) ∪ F
ss
j (d− + a−)
)
=
{x ∈ Fj | ψj,0(x)i = ψj,0(x)i′ if i, i
′ ∈ I or i, i′ ∈ Ic and ψj,0(x)i 6= ψj,0(x)i′ if i ∈ I, i
′ ∈ Ic}.
This is connected as it is the inverse of a connected set in F0 and the fibers of φj,0 are
connected. So, we satisfy the final condition. 
Lemma 6.2.12. Assume that O(d + a) slides into the abyss. Then, the derived category,
Db(cohFj/d+a PGL2), admits a full exceptional collection.
Proof. As O(d + a) slides into the abyss, there exists chambers, C0, . . . , Ct, and walls,
M1, . . . ,Mt, ordered by direction along γ. Lemma 6.2.11 guarantees that we have an el-
ementary wall crossing so we may apply Theorem 3.5.2 as we pass from Cl through Ml+1
to Cl+1. Let Il ⊂ [n] be such that Ml ⊂ Hj,Il and Cl ⊂ H
≥0
j,Il
. We may use Lemma 3.5.3
to compute the direction of the semi-orthogonal decomposition. Let λ be a one-parameter
subgroup and let x be a fixed point in the semi-stable locus of the wall. We have
ω−1Fj = O(2)⊗O(
∑
|S|≥n−j+1
(−|S|+ 2)ΣSj )
and
µl := µ(ω
−1
Fj
, λ, x) = |Il| − |I
c
l |+
∑
S⊆Il
|S|≥n−j+1
(|S| − 2)−
∑
S⊆Ic
l
|S|≥n−j+1
(|S| − 2).
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The sign of this quantity is the same as the sign of |Il| − |Icl |, which by assumption is ≤ 0.
Thus, we have a semi-orthogonal decomposition,
Db(cohFj/dl−1+al−1 PGL2) = 〈D
b(cohYλ), . . . ,D
b(cohYλ),D
b(cohFj/dl+al PGL2)〉.
As Gλ = 1, Yλ = Z
0
λ which is the fiber over a fixed point in F0. This an iterated blow up
of projective space along strict transforms of linear subspaces so it possesses a full excep-
tional collection by [Orl92]. Thus, Fj/dl−1+al−1 PGL2 possesses a full exceptional collection
if Fj/dl+al PGL2 possesses a full exceptional collection. As Ct has empty semi-stable locus,
we can proceed by downward induction and conclude that Fj/d0+a0 PGL2 = Fj/d+a PGL2
possesses a full exceptional collection. 
Theorem 6.2.13. The derived categories of the Deligne-Grothendieck-Knudsen-Mumford
moduli spaces of stable marked rational curves, M 0,n, and the Hassett moduli spaces of stable
symmetrically weighted rational curves, M 0,n·ǫ, all admit full exceptional collections.
Proof. The basic idea is that the walls in the interior of the extended GIT fan for Fj are in
bijection with those for F0 by Corollary 6.1.4 and Corollary 6.2.9. We argue that one may
therefore chose a path in the extended GIT fan for F0 which slides into the abyss and lifts
to one starting at the chamber corresponding to M0,n·ǫ in the extended GIT fan for Fj .
Fix j > ⌈n/2⌉. Let δ := δn > δn−1 > · · · > δ2 > 0 be a decreasing sequence of positive
real numbers and consider the subset, NSPGL2(Fj)
≤δ
R , formed by O(d+ a) with
−δ|S| ≤ aS ≤ 0
for all S ⊆ [n] and OF0(d) ample. Let
πj : NS
PGL2(Fj)R → NS
PGL2(F0)R
d+ a 7→ d
be the projection. Consider the images,
B≤δ2 := πj
 ⋃
I1 6=I2⊆[n]
Hj,I1 ∩Hj,I2
 ∩ Amp(Fj)≤δR
 .
Take δ small enough such that the GIT quotient with respect to 2 − δ is M 0,n·ǫj . Such a
δ exists by Theorem 6.2.4. Shrink δ, if necessary, so that there is a d0 ∈ Amp(F0)R and a
straight line path
γ(t) : [0, 1]→ NSPGL2(F0)R ∩Amp(F0)R,
such that
• d0 − δ lies in the interior of the GIT chamber containing 2− δ,
• γ(0) = d0,
• γ([0, 1]) ∩ B≤δ2 = ∅,
• γ(1) lies in the interior of an empty chamber.
• γ(t)− δ is ample on Fj for all t ∈ [0, 1]
We claim that the new path,
γ˜ : [0, 1]→ NSPGL2(Fj) ∩Amp(Fj)R
t 7→ γ(t)− δ,
allows d0 − δ to slide into the abyss.
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The first condition for verifying that d0 − δ slides into the abyss is clear. The second
condition follows from the fact that the GIT quotient of Fj at γ˜(t) is the blow up of the
GIT quotient F0 by γ(t) whenever γ˜(t) and γ(t) lie in interiors of chambers. The third is
guaranteed by γ([0, 1])∩B≤δ2 = ∅. For each wall that γ˜ crosses corresponding to I, γ crosses
the wall corresponding to I in the same direction from negative to positive with respect to
Hj,I or HI . As γ is a straight line path from the anti-canonical line bundle, we satisfy the
final condition by Lemma 3.5.3. 
Corollary 6.2.14. The Q-Chow motive of M 0,n·ǫ is a direct sum of tensor powers of the
Lefschetz motive.
Proof. This is a direct consequence of Theorem 6.2.13 and Theorem 1.3 of [MT12], see also
[BB11] for k = C. 
Remark 6.2.15. What chambers of the GIT fan of F0 can slide into the abyss? For n ≥ 5,
not all can.
7. A generalization of Orlov’s sigma model-LG model correspondence
7.1. Background on Orlov’s theorem. Let us recall the main result of [Orl09a]. Let R
be a (possibly non-commutative) connected Z-graded algebra, R =
⊕
i≥0Ri with R0 = k.
Let R+ :=
⊕
i>0Ri. Assume that R is Noetherian. Let tors(R,Z) be the full subcategory of
the category of finitely-generated Z-graded R-modules, mod(R,Z), consisting of all M such
that there is a n with Rn+M = 0.
We let qgrR be the quotient category, mod(R,Z)/ tors(R,Z). In addition, let Dsg(R,Z) be
the Verdier quotient of the category of finitely generated graded left R-modules by the cate-
gory of perfect R-modules, Db(modR,Z)/Perf R, where the category of perfect R-modules,
Perf R, is defined as the full subcategory consisting of bounded complexes of finite-rank
graded free R-modules. The category, Dsg(R,Z), is called the graded singularity cate-
gory of R.
Theorem 7.1.1. Fix d ∈ Z. Assume that R is Gorenstein with parameter a ∈ Z.
a) If a > 0, there is a fully-faithful functor,
Φd : Dsg(R,Z)→ D
b(qgrR),
and a semi-orthogonal decomposition, with respect to Φd,
Db(qgrR) = 〈R(−a− d+ 1), . . . , R(−d),Dsg(R,Z)〉.
b) If a = 0, there is an equivalence,
Φd : Dsg(R,Z)→ D
b(qgrR).
c) If a < 0, there is a fully-faithful functor,
Ψd : D
b(qgrR)→ Dsg(R,Z),
and a semi-orthogonal decomposition, with respect to Ψd,
Dsg(R,Z) = 〈k(−d), . . . , k(a− d+ 1),D
b(qgrR)〉.
Proof. This is Theorem 2.5 of [Orl09a]. 
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Orlov applies his theorem to the following special case. Let f1, . . . , fc be homogeneous
regular sequence in S = k[x1, . . . , xn] of degrees, d1, . . . , dc. Then, the graded algebra,
R := S/(f1, . . . , fc), is Gorenstein with parameter n−
∑
di. Let Y be the associated complete
intersection in Pn−1. Serre’s theorem, [Ser55], states that qgrS is equivalent to cohY .
Corollary 7.1.2. With the notation as above, fix d ∈ Z. Let a = n−
∑
dj.
a) If a > 0, there is a fully-faithful functor,
Φd : Dsg(R,Z)→ D
b(cohY ),
and a semi-orthogonal decomposition, with respect to Φd,
Db(cohX) = 〈OY (a− d+ 1), . . . ,OY (−d),Dsg(R,Z)〉.
b) If a = 0, there is an equivalence,
Φd : Dsg(R,Z)→ D
b(cohY ).
c) If a < 0, there is a fully-faithful functor,
Ψd : D
b(cohY )→ Dsg(R,Z),
and a semi-orthogonal decomposition, with respect to Ψd,
Dsg(R,Z) = 〈k(−d), . . . , k(µ− d+ 1),D
b(cohY )〉.
Proof. This is Theorem 2.13 of [Orl09a]. 
7.2. VGIT and Orlov’s theorem. Corollary 7.1.2 is a very powerful result relating com-
mutative algebra and projective geometry in a novel way. Applications of the result include
constructing generators of derived categories of projective hypersurfaces [BFK12] and pro-
viding a new proof and an extension [CT10, BFK11] of Griffiths’ famous [Gri69] description
of the primitive cohomology of a projective hypersurface in terms of the Jacobian ring of its
defining function. As such, it is natural to seek a generalization of Corollary 7.1.2. In this
final section, we show how to recover the full statement of Corollary 7.1.2 using Theorem
3.5.2 in combination with Theorem 2.3.11 of Isik and Shipman.
We use Theorem 2.3.11 to replace the categories appearing in Corollary 7.1.2 by gauged LG
models. Let f1, . . . , fc be homogeneous polynomials in S = k[x1, . . . , xn] of degrees, d1, . . . , dc
such that f1, . . . , fc is a complete intersection. Let R = S/(f1, . . . , fc). We consider the ring,
S[u] := S[u1, . . . , uc],
with a Gm action where ui has degree −di. In addition, we allow another copy of Gm to
act on S[u]. The elements of S have degree zero with respect to this additional action
while the ui have degree 1. Following the language of physics, we call this additional action,
R-symmetry. We also include the potential,
w := u1f1 + · · ·+ ucfc ∈ S[u].
Let X := SpecS[u], Z(u) := SpecS, and Z(x) := Spec k[u1, . . . , uc].
Lemma 7.2.1. There is an exact equivalence of triangulated categories,
I : Db(modR,Z)→ Db(coh[X/G2m], w),
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that restricts to equivalences,
Db(torsR,Z) ∼= DbZ(x)(coh[X/G
2
m], w)
Perf R ∼= DbZ(u)(coh[X/G
2
m], w).
Proof. The equivalence, I, comes from Theorem 2.3.11. Under this equivalence, the R-
module, k(i), corresponds to the factorization,
0 OZ(x)(i),
0
0
while R(i) corresponds to
0 OZ(u)(i).
0
0
Here, we twist the original Gm structure and not the R-symmetry. 
Let X+ := X \ Z(x), X− := X \ Z(u), and denote the projective complete intersection
determined by f1, . . . , fc by Y .
Corollary 7.2.2. There are exact equivalences,
Db(cohY ) ∼= Db(coh[X+/G
2
m], w|X+)
Dsg(R,Z) ∼= D
b(coh[X−/G
2
m], w|X−).
Proof. There are equivalences,
Db(coh[X/G2m], w)/D
b
Z(x)(coh[X/G
2
m], w)
∼= Db(coh[X+/G
2
m], w|X+)
Db(coh[X/G2m], w)/D
b
Z(u)(coh[X/G
2
m], w)
∼= Db(coh[X−/G
2
m], w|X−).
While, by [Ser55],
Db(modR,Z)/Db(torsR,Z) ∼= Db(cohY )
and
Dsg(R,Z) := D
b(modR,Z)/Perf R.
Lemma 7.2.1 gives the conclusion. 
Consider the one-parameter subgroup,
λ : Gm → G
2
m
α 7→ (α, 1).
Then,
Z0λ = {0} ∈ X
Sλ = Zλ = Z(x)
S−λ = Z−λ = Z(u).
60 BALLARD, FAVERO, AND KATZARKOV
Thus, we have an elementary wall crossing,
X = X+ ⊔ Sλ
X = X− ⊔ S−λ,
with t(K+) = −n and t(K−) = −
∑
di.
Another proof of Corollary 7.1.2. Note that a = −t(K+) + t(K−) so the three cases of The-
orem 3.5.2 are exactly the cases a > 0, a = 0, and a < 0. Let us first assume that a ≥ 0.
Theorem 3.5.2 states that we have fully-faithful functors,
Φ+d : D(coh[X−/G], w|X−)→ D(coh[X+/G], w|X+),
and, for −t(K−) + d ≤ j ≤ −t(K+) + d− 1,
Υ+j : D(cohYλ, wλ)→ D(coh[X+/G], w|X+),
and a semi-orthogonal decomposition,
D(coh[X+/G], w|X+) = 〈Υ
+
−t(K−)+d, . . . ,Υ
+
−t(K+)+d−1,Φ
+
d 〉,
where G = G2m, Yλ = [Z
0
λ/Gλ], and Gλ
∼= Gm. As noted above, Z0λ = pt and w|Z0λ = 0 so
D(cohYλ, wλ) ∼= D(coh[pt /Gm], 0) ∼= D
b(coh pt).
Under this equivalence and Υ+l , the image of Opt is the factorization,
0 OZ(u)(l),
0
0
which, under the equivalences of Lemma 7.2.1 and Corollary 7.2.2, is OY (l). Thus, up to
reindexing, we recover the a ≥ 0 cases of Corollary 7.1.2 in full. The a < 0 case is entirely
analogous. 
Remark 7.2.3. The VGIT approach to Orlov’s Theorem extends to complete intersections
in GIT quotients. A large class of GIT quotients to consider is the class of toric DM stacks.
However, in general, within the secondary fan of an arbitrary toric DM stack, there is no
affine point, i.e. a chamber such that the GIT quotient is an affine variety. On the other hand,
there is a simple algebraic criteria for existence of such a chamber. This was conjectured by
Herbst and proven by P. Clarke and J. Guffin in [CG10].
Remark 7.2.4. Orlov’s full result, Theorem 7.1.1, is, of course, much more general. The
existence of a such a general result suggests that one can mimic some of the techniques for
GIT in the case of a linear algebraic group acting on a smooth and proper dg-category. It
would be interesting to fully realize this statement.
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