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Résumé
Nous étudions la propagation de la régularité höldérienne dans une équation de transport–diffusion
relative à un champ lipschitzien généralisant un résultat établi par R. Danchin [J. Math. Pures Appl.
76 (1997) 609] pour les espaces de Besov Bsp,∞, avec p fini et s ∈ (−1,1). Comme application, nous
montrons, dans le cadre du système de Navier–Stokes 2-D, que si le tourbillon initial est une poche
dont le bord est de classe C1+ε , alors son transporté par le flot visqueux préserve cette régularité
pour tout temps. Nous démontrons également des résultats de limite non visqueuse.
 2005 Elsevier SAS. Tous droits réservés.
Abstract
We study the evolution of the Hölderian regularity for some convection–diffusion equation with
respect to Lipschitzian vector field, generalizing a result of R. Danchin [J. Math. Pures Appl. 76
(1997) 609] for the Besov spaces Bsp,∞, with p finite and s ∈ (−1,1). As an application, we show
for the two-dimensional Navier–Stokes system that if the initial vorticity is a vortex patch having a
C1+ε boundary then its image through the viscous flow preserves this regularity for all time. We also
show some results of inviscid limit.
 2005 Elsevier SAS. Tous droits réservés.
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à un fluide visqueux incompressible et en mouvement plan. La vitesse de la particule qui,
à l’instant t , se trouve à la position x ∈ R2 et que l’on note vν(t, x), vérifie le système de
Navier–Stokes : {
∂tvν + vν · ∇vν − νvν = −∇pν,
div vν = 0,
vν |t=0 = v0,
(NSν )
où ν est un paramètre positif désignant la viscosité cinématique du fluide. Le scalaire pν
représente la pression. Notons que le système d’Euler incompressible (E), noté parfois
(NS0), correspond à une viscosité nulle. Il est régi par :{
∂tv + v · ∇v = −∇p,
div v = 0,
v|t=0 = v0.
(E)
Nous disons que le tourbillon ω, défini par ω = ∂1v2 − ∂2v1, possède la structure d’une
poche de tourbillon s’il est l’indicatrice d’un ouvert borné. L’étude de ces structures revêt
une grande importance que ce soit aussi bien du point de vue mathématique que du point
de vue physique et même numérique. Les premières observations de stabilité des poches
de tourbillon, dans les équations d’Euler bidimensionnelles, remontent à G. Kirchhoff qui
a remarqué qu’une poche de tourbillon elliptique préserve cette structure pour tout temps
et qu’elle tourne à vitesse constante autour de son centre de symétrie. Nous soulignons
que la réponse définitive de la stabilité des poches peut être déduite d’un résultat général
dû à V.I. Yudovich qui montre dans [11], que pour une donnée initiale ayant un tourbillon
dans L1 ∩ L∞, alors le système d’Euler possède une unique solution globale. Ce résultat
persiste aussi dans le cas visqueux ; pour plus de précision on peut consulter [1]. De plus,
le flot défini par :
ψν(t, x) = x +
t∫
0
vν
(
τ,ψν(τ, x)
)
dτ ,
existe globalement et est unique dans la classe des fontions continues en les deux variables
d’espace et le temps. Ceci est suffisant pour affirmer, dans le cadre du système (E), que la
structure des poches est conservée. Suite à ces résultats une question se pose : la description
de la régularité du bord. Hélas, le résultat de Yudovich ne permet pas d’avoir de réponse
complètement satisfaisante. Dans les meilleurs cas, on ne peut dégager qu’un résultat faible
du type : étant donnée une poche initiale dont le bord est de classe C1, alors la régularité de
la poche, à l’instant t , est au moins de classe Cexp−αt . Il a fallu attendre quelques décennies
pour qu’un tel problème soit définitivement résolu. Ainsi, on démontre que si le bord de
la poche initiale est plus régulier que C1, typiquement de classe C1+ε,0 < ε < 1, alors la
frontière de la poche l’est aussi pour tout temps. En fait, c’est J.-Y. Chemin qui établit ce
résultat dans [3].
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s’applique dans un cadre plus général dit des poches de tourbillon généralisées. Nous sou-
lignons que P. Serfati a montré dans [9] le même résultat avec une autre méthode. L’étude
des poches singulières a vu le jour suite au travail de J.-Y. Chemin qui a démontré, dans
[3], que la partie régulière du bord se déplace régulièrement à travers le flot sans qu’elle
soit affectée par la partie singulière du bord. Toutefois, le comportement exact de la partie
singulière est loin d’être élucidé. Dans ce contexte, le champ est lipschitzien en dehors
du propagé des singularités par le flot. Son gradient ne peut exploser, à l’approche de cet
ensemble, qu’avec un taux de l’ordre de −log h, au maximum, où h est un paramètre me-
surant la proximité par rapport à cet ensemble. Toutefois, R. Danchin montre dans [6] que
pour une poche initiale admettant une singularité particulière de type cusp, alors la vitesse
est lipschitzienne en tout temps. Ce qui permet de propager la structure initiale de la poche,
qui reste, en tout temps, de type cusp.
Dans le but de généraliser le théorème de J.-Y. Chemin à des poches de tourbillon vis-
queuses, R. Danchin montre, dans [5], que lorsque la poche initiale est l’indicatrice d’un
domaine borné Ω de classe C1+ε , alors le champ vν est lipschitzien. En outre, son contrôle
Lipschitz est uniforme en ν. En conséquence, il en déduit que le transporté ψν(t,Ω) du
domaine initial par le flot visqueux est de classe C1+ε′ , pour tout ε′ < ε. De plus, on a
la « convergence » du bord visqueux vers celui d’Euler lorsque le paramètre ν tend vers
zéro. Cette perte apparente de la régularité höldérienne n’a pas lieu dans les espaces de
Besov Bεp,∞, avec 2 < p < +∞ et ε ∈ ]2/p,1[. Ceci est dû à la propagation de la régu-
larité Besov, uniformément en ν, dans les équations de type (TDν) que nous définissons
dans le paragraphe suivant. Le but de cet article est de montrer la propagation dans le cas
limite p = +∞, i.e., dans les espaces de Hölder. Comme conséquence de ce résultat, nous
établissons que le bord du transporté ψν(t,Ω) conserve la régularité C1+ε , uniformément
par rapport à ν.
Théorème 1. Soient ε ∈ ]0,1[, Ω0 un ouvert borné dont le bord est une courbe simple de
classe C1+ε ; v0 le champ de vecteurs dont le rotationnel vaut ω0 = 1Ω0 . Alors pour tout
ν  0, (NSν) possède une unique solution dans L∞loc(R+;Lip(R2)). D’une manière plus
précise, il existe une constante C ne dépendant que de ε et Ω0 telle que, pour tout ν  0
et pour tout t ∈R+, on ait : ∥∥∇vν(t)∥∥L∞  C(1 + ν)eCt .
De plus, si l’on désigne par Ων(t) le transporté de Ω0 par le flot de vν , alors ∂Ων(t) est
une courbe simple de classe C1+ε . En outre, il existe une paramétrisation régulière γν de
la frontière de Ων(t) appartenant à L∞loc(R+;C1+ε(S1,R2)) telle que, pour tout ε′ < ε, γν
converge vers γ0 dans l’espace L∞loc(R+;C1+ε
′
(S1,R2)) lorsque ν tend vers zéro.
La démonstration utilise essentiellement deux résultats liés aux équations de transport–
diffusion : {
∂ta + v · ∇a − νa = F + νG,
a| = a0. (TDν )t=0
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ralisation est donnée dans le Théorème 2.
Proposition 1. Soient ε un réel dans l’intervalle ]−1,1[ et d un entier supérieur ou égal
à 2. On se donne une fonction G ∈ L∞loc(R+;Cε−2) et un champ de vecteurs v de Rd ap-
partenant à l’espace L1loc(R+;Lip(Rd)) et de divergence nulle. Il existe une constante C,
ne dépendant que de ε, telle que si a est une solution de l’équation (TDν) correspondant à
F ≡ 0 et si de plus elle appartient à L∞loc(R+;Cε), alors pour tout t  0 et pour tout ν  0 :∥∥a(t)∥∥
Cε
 CeC
∫ t
0 ‖∇v(τ)‖L∞ dτ (∥∥a0∥∥
Cε
+ (1 + νt)‖G‖L∞t Cε−2
)
.
Nous insistons sur le fait que la fonction G a deux crans de régularité de moins que la
donnée initiale et pourtant la régularité initiale est propagée de façon uniforme en ν pour
ν petit.
Dans le second résultat, nous discutons un effet régularisant développé dans les équa-
tions de type (TDν) avec un second membre nul. Nous montrons, en particulier, que si
a0 ∈ L∞ alors, pour tout t ∈R+,
ν
t∫
0
a(τ, x)dτ ∈ C2∗ ;
de plus, la norme correspondante est majorée indépendamment de ν, pour ν borné. L’es-
pace C2∗ introduit n’est autre que l’espace des distributions tempérées u satisfaisant :
‖u‖C2∗
de´f= sup
q−1
22q‖qu‖L∞ < +∞,
où q désigne l’opérateur de localisation en fréquences qu’on définit comme suit. Il existe
deux fonctions positives et régulières χ et ϕ sont supportées respectivement dans une boule
et une couronne telles que, pour tout ξ ∈Rd ,
χ(ξ)+
∑
q0
ϕ(2−qξ)= 1 et 1
3
 χ2(ξ)+
∑
q0
ϕ2(2−qξ) 1. (1)
On pose alors, pour toute distribution tempérée u,
−1u =F−1
(
χ(ξ)uˆ(ξ)
) ;
∀q ∈N, qu =F−1
(
ϕ(2−qξ)uˆ(ξ)
)
et Squ =
∑
−1pq−1
pu.
Nous rappelons que les espaces de Hölder d’indice non entier, notés Cs , peuvent être défi-
nis dans le cadre de la théorie de Littlewood–Paley :
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q−1
2qs‖qu‖L∞ < +∞
}
.
Lorsque s est un entier, l’espace défini ci-dessus, appelé espace de Zygmund, sera noté Cs∗.
Proposition 2. Soit d un entier  2. Il existe une constante positive C telle que si v est un
champ de vecteurs à divergence nulle et appartenant à L1loc(R+;Lip(Rd)) et si a est une
solution du problème (TDν), sans second membre et à donnée initiale a0 ∈ L∞(Rd), alors
on a pour tout t > 0 et pour tout q −1,
∥∥qa(t)∥∥L∞ + ν22q
t∫
0
∥∥qa(τ)∥∥L∞ dτ  C∥∥a0∥∥L∞
(
1 + νt +
t∫
0
∥∥∇v(τ)∥∥
L∞ dτ
)
.
1. Résultats et outils de base
Cette section est structurée comme suit : dans la première partie nous discutons des
limitations de la méthode d’énergie lors de la propagation, sans perte, de la régularité
höldérienne. Nous présentons de façon succinte une méthode qui permet de combler cette
lacune et nous achevons cette première partie par la généralisation des résultats cités de
manière restrictive dans les Propositions 1 et 2. Dans la seconde partie, nous rappelons
des lemmes qui serviront au cours de la démonstration et nous terminons cette section par
un lemme de propagation Lp dans les équations de transport–diffusion (TDν) que nous
démontrons dans le cas limite L1 à l’aide de la méthode de dualité.
1.1. Effet régularisant et propagation visqueuse
Pour espérer propager sans perte la régularité de type Besov ou Hölder dans les équa-
tions (TDν) nous nous utilisons le cadre, qui paraît naturel, d’un champ de vecteurs v
localement lipschitzien, c’est-à-dire, pour tout t > 0 :
V (t)
de´f=
t∫
0
∥∥∇v(τ)∥∥
L∞ dτ < +∞. (2)
L’étude de la propagation de la régularté Besov Bsp,∞ a été faite par R. Danchin dans [5].
Il démontre des estimations uniformes par rapport à ν, mais explosives dans le paramètre
p. Ainsi, la propagation höldérienne semble hors d’atteinte. Par ces méthodes, nous notons
que le facteur ν devant G nous permet effectivement de gagner deux dérivées sur la régu-
larité de cette fonction, uniformément en ν. Ce point est d’un apport crucial lorsqu’il s’agit
de démontrer la persistance de la régularité tangentielle du tourbillon.
La méthode est de type énergie : elle utilise des intégrations par parties et un lemme
d’analyse harmonique qu’on retrouve dans [5] et qui a été ensuite amélioré par F. Planchon
dans [8]. Ce lemme apparaît comme une généralisation du lemme de Poincaré, ce qu’il est
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vérifier la condition d’incompressibilté lorsque l’indice de régularité s est pris dans ]0,1[.
On se sert seulement de cette condition pour propager la régularité négative correspondant
à s ∈ ]−1,0[.
Le but de cet article est de montrer la persistance de la régularité dans le cas critique,
i.e., dans les espaces de Hölder. La méthode developpée ici diffère de [5] : elle consiste à
localiser en fréquences l’équation initiale et à absorber le terme de transport via un change-
ment de variables lagrangien. Nous utilisons d’une manière incontournable la préservation
de la mesure par le flot qui résulte de l’incompressibilité de la vitesse.
Les difficultés de cette méthode peuvent être résumées en deux points : primo, le chan-
gement de variables lagrangien transforme l’équation de départ en une équation de la
chaleur à cœfficients variables. Heureusement, la métrique en jeu se comporte sur un petit
intervalle de temps comme une perturbation de l’identité. Secondo, la composition d’une
fonction localisée en fréquences et du flot ne donne pas en général une fonction localisée.
En conséquence, nous ne pouvons pas appliquer à l’état brut le Lemme 2. Pour surmon-
ter cette difficulté nous procédons à une relocalisation, sur des couronnes de taille 2j , de
l’équation régissant les blocs dyadiques qa. Ainsi nous obtenons les contrôles souhaités
mais uniquement pour les fréquences correspondant à j  q . En ce qui concerne les basses
fréquences, nous utilisons le Lemme 6, lemme de composition dyadique. C’est exactement
ici que la condition de divergence nulle semble indispensable.
Pour une description précise de nos résultats, introduisons quelques définitions de base.
Commençons par les espaces de Besov inhomogènes, qui sont une généralisation des es-
paces de Hölder. Ils peuvent être définis comme suit :
Bsp =
{
u ∈ S ′(Rd), ‖u‖Bsp de´f= sup
q−1
2qs‖qu‖Lp < +∞
}
.
Pour s non entier on a Cs = Bs∞. Une fonction u appartient à L1loc(R+;Bsp) si, pour
tout T > 0,
T∫
0
∥∥u(τ)∥∥
Bsp
dτ < +∞.
Une fonction u appartient à l’espace L˜rloc(R+;Bsp) si l’on a :
∀T > 0, ‖u‖
L˜rT (B
s
p)
de´f= sup
q−1
2qs‖qu‖Lr([0,T ];Lp) < +∞.
On définit aussi la norme :
‖u‖
L˜r (T1,T2;Bsp)
de´f= sup
q−1
2qs‖qu‖Lr([T1,T2];Lp) < +∞.
Avant de donner le résultat de propagation, plaçons nous tout d’abord dans le cas où F et G
sont nulles. Alors l’équation associée correspond à celle que vérifie le tourbillon visqueux
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l’intégration en temps des blocs dyadiques, ingrédient fondamental pour l’étude des poches
höldériennes.
Proposition 3. Il existe une constante positive C telle que si v est un champ de vecteurs
à divergence nulle satisfaisant (2) et si a est une solution de (TDν) pour une donnée
initiale a0, avec F = 0 et G = 0, alors si a0 ∈ Lp , avec p ∈ [1,+∞], on aura pour tout
r ∈ [1,+∞] et pour tout t > 0,
ν1/r‖a‖
L˜rt (B
2/r
p )
 C
∥∥a0∥∥
Lp
(
1 + νt +
t∫
0
∥∥∇v(τ)∥∥
L∞ dτ
)1/r
.
Remarques. (1) Dans l’application de cette proposition à des poches höldériennes on uti-
lise uniquement le cas particulier r = 1. Il permet, via une intégration en temps, de gagner
les deux dérivées perdues par l’opérateur de Laplace.
(2) La quantité (νt)1/r de l’estimation de la proposition ci-dessus est un phénomène
basses fréquences.
Voici la généralisation du Théorème 4.1 de [5] au cas p = +∞.
Théorème 2. (1) Soient d un entier  2 et s et p deux éléments appartenant respective-
ment aux intervalles ]−1,1[ et [1,+∞]. Alors il existe une constante positive C1 ne dé-
pendant que de s et d , vérifiant les propriétés suivantes : soit v est un champ de vecteurs à
divergence nulle et satisfaisant (2). On considère des fonctions a0 ∈ Bsp , F ∈ L1loc(R+;Bsp)
et G ∈ L∞loc(R+;Bs−2p ). Si a est une solution de (TDν) associée à la donnée initiale a0 et
appartenant à L∞loc(R+;Bsp) alors, pour tout temps positif t , on a :∥∥a(t)∥∥
Bsp
 C1eC1V (t)
×
(
‖a0‖Bsp + ‖G‖L∞t Bs−2p +
t∫
0
e−C1V (τ)
(∥∥F(τ)∥∥
Bsp
+ ν∥∥G(τ)∥∥
Bs−2p
)
dτ
)
.
(2) On se donne maintenant s ∈ ]−1,1[ et r ∈ ]2/(1 − s),+∞]. On suppose que
les fonctions F , G et v appartiennent successivement aux espaces L˜1loc(R+;Bsp),
L˜rloc(R+;Bs+2/r−2p )∩L˜∞loc(R+;Bs−2p ) et Lr/(r−1)loc (R+;Lip(Rd)). Alors, on aura pour tout
t positif et pour tout ν  0 :
ν1/r‖a‖
L˜rt B
s+2/r
p
 C2Nr(t)eC1V (t)
(
1 + (νt)1/r)(∥∥a0∥∥
Bsp
+ ‖F‖
L˜1t B
s
p
)
+C2Nr(t)(1 + νt)
(
ν1/r‖G‖
L˜rt B
s+2/r−2
p
+ eC1V (t)(1 + (νt)1/r)‖G‖ ∞ s−2),Lt Bp
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Nr(t) =
{
1 + r−1t + (1 − 1/r)(∫ t0 ‖∇v(τ)‖r/(r−1)L∞ dτ)1−1/r si r ∈ ]1,+∞],
1 + t‖∇v‖L∞t L∞ si r = 1.
La constante C2 ne dépend que de d , s et r ; rappelons que V (t) =
∫ t
0 ‖∇v(τ)‖L∞ dτ.
Remarques. (1) La restriction r > 2/(1 − s) qui figure dans la deuxième partie du théo-
rème précédent est liée à une inégalité de convolution, avec le bon signe, pour utiliser
l’inégalité de Young.
(2) Notons que la constante C1 qui figure dans le théorème ci-dessus peut être mise sous
la forme C1 = Cd/(1 − s2), avec Cd dépendant uniquement de d .
(3) La constante C2 dépend de s et r : C2 = Cd/(1 − (s − 2/r)2)(1 − s2)·
1.2. Lemmes de base
L’objet de ce qui suit est de fournir un nombre de lemmes utiles. Nous décrivons, par
le biais du premier lemme, le gain de régularité dû à la commutation. Par contre le second
lemme fournit un effet régularisant ponctuel en temps dans l’équation de la chaleur. Nous
aborderons également le lemme de Bernstein et un résultat de convolution retardée. Nous
discutons, à la fin de cette section, un résultat de propagation Lp dans les équations (TDν).
Pour la démonstration du lemme ci-après, on peut consulter par exemple le Lemme 4.2
de [5].
Lemme 1. Soient v un champ de vecteurs lipschitzien de Rd et a un élément pris dans
l’espace Bsp avec (s,p) un couple appartenant à ]−1,1[ × [1,+∞]. Alors, il existe une
constante C ne dépendant que de s et d telle que
∥∥[q,v · ∇]a∥∥Lp  C2−qs‖∇v‖L∞‖a‖Bsp .
Voici maintenant le second lemme central dans l’élaboration de la propagation de la
régularité höldérienne, lemme figurant, par exemple, dans [4].
Lemme 2. Soit C une couronne. Il existe deux constantes positives c et C telles que pour
tout couple (t, λ) de réels positifs, pour tout p ∈ [1,+∞] et pour tout a ∈ Lp , on aura
l’implication :
Supp â ⊂ λC ⇒ ∥∥eta∥∥
Lp
 Ce−ctλ2‖a‖Lp .
Nous utilisons le lemme de Bernstein qui précise le coût d’une différentiation d’une
distribution suivant sa localisation en fréquences dans une boule B(0, λr1) ou dans une
couronne C(0, λr1, λr2). De façon plus précise, on a :
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Il existe une constante C telle que pour tout entier k, pour tout couple (a, b), tel que
1 a  b, et pour toute fonction u ∈ La(Rd), on ait :
supp uˆ ∈ B(0, λr1) ⇒ sup
|α|=k
‖∂αu‖Lb  Ckλk+d(1/a−1/b)‖u‖La ,
supp uˆ ∈ C(0, λr1, λr2) ⇒ C−kλk‖u‖La  sup
|α|=k
‖∂αu‖La Ckλk‖u‖La .
Nous verrons un peu plus loin, dans l’élaboration des démonstrations des résultats énon-
cés, que la représentation intégrale utilisant le semi-groupe de la chaleur introduit dans sa
partie de Duhamel un terme de convolution retardée. Donc il n’est pas inutile de rappe-
ler les inégalités de convolution correspondantes. En fait, elles prennent la même forme
qu’une convolution habituelle.
Lemme 4 (Young). Soient f et g deux fonctions définies sur un intervalle I = [0, T ),
avec T > 0. On suppose que f ∈ La(I) et g ∈ Lb(I) avec :
1 a, b+∞ et 1
c
de´f= 1
a
+ 1
b
− 1 0.
Alors la fonction définie par :
h(t) =
t∫
0
f (t − τ)g(τ )dτ,
appartient à Lc(I) et satisfait l’estimation
‖h‖Lc(I)  ‖f ‖La(I)‖g‖Lb(I).
Le dernier lemme qu’on va démontrer dans cette partie introductive est le suivant :
Lemme 5. Soient p ∈ [1,+∞] et v un champ de vecteurs appartenant à L1loc(R+;Lip(Rd))
et à divergence nulle. On se donne deux fonctions F,G ∈ L1loc(R+;Lp) et a0 ∈ Lp . Alors,
pour toute solution a du problème (TDν) et appartenant à C(R+;Lp), on a :
∀t ∈R+,
∥∥a(t)∥∥
Lp

∥∥a0∥∥
Lp
+
t∫
0
(∥∥F(τ)∥∥
Lp
+ ν∥∥G(τ)∥∥
Lp
)
dτ.
Démonstration. Commençons par le cas p ∈ [2,+∞]. Si p est fini, alors en multipliant
par a|a|p−2 l’équation régissant a et par des intégrations par parties, utilisant la condition
de divergence nulle, on trouve l’estimation du lemme. Pour à p = +∞, on applique tout
simplement le principe du maximum avec l’opérateur parabolique ∂t + v · ∇ − ν et l’on
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car les intégrations par parties, dans le terme correspondant au laplacien, ne seraient pas
justifiées. Pour surmonter cette difficulté, on utilise un argument de dualité. Sans réduire
la généralité de la démonstration, nous nous plaçons dans le cas p = 1. Soit T un temps
positif. Pour φ fonction de D(Rd) et pour le problème rétrograde suivant on a :{
∂tψn + vn · ∇ψn + νψn = 0,
ψn|t=T = φ.
Le champ de vecteurs vn qui figure dans le terme de convection est une régularisa-
tion par convolution du champ v en les deux variables d’espace et de temps. Comme
conséquence, la suite de fonctions vn ∈ C∞b ([0, T ] × Rd) et les bornes correspondantes
dépendent de n. Ces hypothèses sur la vitesse vn nous permettent d’assurer l’existence et
l’unicité d’une solution qui soit C∞b en les deux variables t et x (voir par exemple [1]).
De plus, comme φ est nulle en dehors d’un compact, alors le principe du maximum relatif
aux opérateurs paraboliques nous assure dans ce cas une décroissance rapide de ψn. En
particulier, puisque le support de φ est contenu dans une boule de rayon R, alors il existe
une constante absolue C telle que
∣∣ψn(t, x)∣∣ ‖φ‖L∞eCt+ν−1(C0(t)+R−|x|),∣∣∇ψn(t, x)∣∣ ‖∇φ‖L∞eCt+ν−1(C1(t)+R−|x|), (3)
où l’on a posé
C0(t) =
t∫
0
∥∥v(τ)∥∥
L∞ dτ et C1(t) =
t∫
0
(∥∥v(τ)∥∥
L∞ +
∥∥∇v(τ)∥∥
L∞
)
dτ.
Remarquons que dans les fontions Ci(t), il n’y a aucune trace de l’indice n dans le terme
de droite. Ceci s’explique par le fait que la norme du champ régularisé vn dans Lip(Rd)
est toujours inférieure à celle de v.
Nous soulignons au passage que nous avons démontré, dans [7], des résultats pré-
cis sur la décroissance de ψn lorsque le champ de vitesse vn est supposé uniquement
dans L1loc(R+;CLL), où CLL est l’espace des fonctions logarithmiquement lipschitziennes,
contenant C1∗ .
En appliquant à nouveau le principe du maximum à l’équation gouvernant la fonction
ψn, on trouve pour tout t ∈ [0, T ] :∥∥ψn(t)∥∥L∞  ‖φ‖L∞ . (4)
Soit f = F + νG. Comme les fonctions ψn sont suffisamment régulières en temps et en
espace, alors par des intégrations par parties, utilisant la divergence nulle de la vitesse, on
trouve :
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φa(T )dx =
∫
Rd
ψn(0)a(0)dx +
T∫
0
∫
Rd
f (t, x)ψn(t, x)dx dt
+
T∫
0
∫
Rd
a(t, x)(v − vn) · ∇ψn(t, x)dx dt.
Or, d’après (3),
∣∣∣∣∣
T∫
0
∫
Rd
a(t, x)(vn − v) · ∇ψn(t, x) dx dt
∣∣∣∣∣ Cν(T )‖∇φ‖L∞‖vn − v‖L1T L∞‖a‖L∞T L1 .
Ainsi, en utilisant l’inégalité (4) et par passage à la limite quand n tend vers l’infini, on
aboutit à : ∣∣∣∣∣
∫
Rd
φa(T )dx
∣∣∣∣∣ ‖φ‖L∞
(∥∥a0∥∥
L1 +
T∫
0
∥∥f (t)∥∥
L1 dt
)
. (5)
Admettons que cette estimation puisse s’étendre à n’importe quelle fonction φ ∈ L∞.
Alors, par un argument de dualité, on peut déduire :
∥∥a(T )∥∥
L1 
∥∥a0∥∥
L1 +
T∫
0
∥∥f (t)∥∥
L1 dt.
C’est ce qu’il faut trouver.
Vérifions maintenant l’assertion de l’extension de (5) à des fonctions test bornées. Pour
ce faire, on prend une fonction φ ∈ L∞ et une approximation de l’identité ρn. On se donne
un domaine borné Ω de Rd et l’on pose :
φn
de´f= φ1Ω  ρn.
Cette suite de fonctions est dans D(Rd). Par suite, on peut les prendre comme fonctions
test dans (5). D’une autre part, nous avons d’après l’inégalité de convolution,
‖φn‖L∞  ‖φ‖L∞ . (6)
Ainsi en reportant cette estimation dans (5), il vient :
∣∣∣∣∣
∫
d
φna(T )dx
∣∣∣∣∣ ‖φ‖L∞
(
‖a0‖L1 +
T∫ ∥∥f (t)∥∥
L1 dt
)
.R 0
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Pour cela, nous appliquons le théorème de convergence dominée. La domination est tri-
viale, d’après (6). Il reste à vérifier la convergence presque partout d’une sous-suite de φn.
Comme la suite φn converge dans L1 vers φ1Ω , alors on déduit systématiquement la
convergence presque partout. Donc, il s’ensuit,
∣∣∣∣∣
∫
Ω
φa(T )dx
∣∣∣∣∣ ‖φ‖L∞
(∥∥a0∥∥
L1 +
T∫
0
∥∥f (t)∥∥
L1 dt
)
.
Il suffit à ce stade d’un passage à la limite quand Ω croît vers Rd . L’outil qu’on utilise
à cette fin est le théorème de convergence dominée. 
2. Démonstration de l’effet régularisant
Cette section est réservée à la démonstration de la Proposition 3, effectuée en deux
temps : en premier lieu nous démontrons l’effet régularisant sur un petit intervalle de
temps ne dépendant pas de la donnée initiale mais dépendant uniquement du champ de
vecteurs v. Ensuite, nous procédons à un découpage en temps permettant ainsi d’étendre
les estimations à n’importe quel temps positif arbitrairement choisi.
2.1. Estimation locale
Nous commençons par appliquer l’opérateur de découpage en fréquences à l’équation
(TDν). Alors, si aq = qa, nous obtenons :
∂taq + Sq−1v · ∇aq − νaq = −[q,v · ∇]a + (Sq−1v − v) · ∇aq de´f= fq. (7)
Une première remarque porte sur le spectre fréquentiel de la fontion fq localisé dans une
couronne de taille 2q , pour tout q ∈ N. Cette information est utile lors de l’application
du Lemme 2. En fait, nous utilisons simplement un spectre contenu dans une boule de
taille 2q .
Pour éliminer le terme de convection Sq−1v · ∇aq du premier membre de l’Éq. (7) nous
considérons le changement de variables lagrangien donné par le flot ψq du champ de
vecteurs régularisé Sq−1v. En revanche, nous aurons affaire à une équation de la chaleur as-
sociée à une métrique variable. Mais une particularité de cette équation, qui est un élément
fondateur de la démonstration, est que sur des petits intervalles de temps, la métrique est
proche de l’identité. Pour mettre en évidence de tels faits, nous donnons l’équation d’évo-
lution satisfaite par la fonction a¯q(t, x) = aq(t,ψq(t, x)) et quelques estimations utiles
dans la suite.
Tout d’abord, nous allons contrôler la fonction fq dans l’espace de Lebesgue Lp . Pour
ce faire, nous utilisons le Lemme 1 avec s = 0, pour la majoration du premier terme de fq
alors que pour le second terme nous nous utilisons le Lemme 3 de Bernstein qui donne :
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jq
‖jv‖L∞  C‖∇v‖L∞‖aq‖L∞ .
Ainsi, nous trouvons une constante C, qui ne dépend que de la dimension et telle que pour
tout entier q  1, ∥∥fq(t)∥∥Lp C∥∥∇v(t)∥∥L∞∥∥a(t)∥∥Lp .
Or le Lemme 5 montre que la norme Lp de la fonction a(t) est majorée par celle de la
donnée initiale. Nous en déduisons :∥∥fq(t)∥∥Lp  C∥∥∇v(t)∥∥L∞∥∥a0∥∥Lp . (8)
Posons :
a¯q(t, x) = aq
(
t,ψq(t, x)
)
et f¯q(t, x) = fq
(
t,ψq(t, x)
)
. (9)
Écrivons aq(t, x) = a¯q(t,ψ−1q (t, x)) et calculons son laplacien à l’aide de la formule de
dérivation des fonctions composées. Alors, en notant ∇2a¯q la hessienne de a¯q , on trouve :
aq(t) ◦ψq(t, x) =
d∑
i=1
〈∇2a¯q(t, x) · (∂iψ−1q )(t,ψq(t, x)), (∂iψ−1q )(t,ψq(t, x))〉
+ ∇a¯q(t, x) ·
(
ψ−1q
)(
t,ψq(t, x)
)
. (10)
Le symbole 〈·,·〉 désigne le produit scalaire canonique de Rd . Pour le contrôle des dérivées
du flot et de son inverse ψ−1q (t, x), nous disposons des estimations classiques :
∥∥∇ψ∓1q (t)∥∥L∞  exp
t∫
0
∥∥∇Sq−1v(τ)∥∥L∞ dτ . (11)
Par dérivation de l’équation d’évolution régissant l’inverse du flot par rapport à la va-
riable d’espace, on peut déduire, grâce à (11), que la fonction ψ−1q satisfait une équation
de type : (
∂iψ−1q
)(
t,ψq(t, x)
)= ei + giq(t, x), (12)
avec ei le ième vecteur canonique de Rd . De plus, la fonction giq est majorée comme suit :
∥∥giq(t)∥∥L∞  exp
( t∫ ∥∥∇Sq−1v(τ)∥∥dτ) t∫ ∥∥∇Sq−1v(τ)∥∥L∞ dτ.0 0
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Dans l’estimation des dérivées secondes de ψ−1q (t), nous dérivons deux fois l’équation
d’évolution de ψ−1q et nous obtenons, par application du lemme de Gronwall :
∥∥∇2ψ−1q (t)∥∥L∞  eVq(t)
t∫
0
∥∥∇2Sq−1v(τ)∥∥L∞ dτ,
avec Vq(t) =
t∫
0
∥∥∇Sq−1v(τ)∥∥L∞ dτ. (14)
Ainsi donc, par le biais de l’inégalité de Bernstein et l’estimation (11), l’inégalité (14)
devient : ∥∥∇2ψ∓1q (t)∥∥L∞ C2qg(t). (15)
D’un autre côté, un simple calcul utilisant les informations (7), (10) et (12) montre que la
fonction a¯q vérifie :
(∂t − ν)a¯q(t, x) = ν
d∑
i=1
〈∇2a¯q(t, x)giq , giq(t, x)〉+ 2ν d∑
i=1
〈∇2a¯q (t, x)ei, giq(t, x)〉
+ ν∇a¯q (t, x) ·
(
ψ−1q
)(
t,ψq(t, x)
)+ f¯q(t, x) de´f= Rq(t, x). (16)
Comme la fonction composée a¯q n’est pas nécessairement localisée en fréquence, nous ne
pouvons pas appliquer immédiatement le Lemme 2. Nous tronquons l’Éq. (16) via l’opé-
rateur j , avec j ∈N. Ainsi la formule de Duhamel appliquée à la fonction j a¯q vérifie :
j a¯q(t, x) = eνtjaq(0)+
t∫
0
eν(t−τ)jRq(τ, x)dτ. (17)
Le support de f̂q est localisé dans une boule de taille 2q . Grâce au lemme de Bernstein et
à la préservation de la mesure par le flot, il vient :∥∥j f¯q(t)∥∥Lp  C2−j∥∥∇(fq ◦ψq(t))∥∥Lp
 C2q−j
∥∥∇ψq(t)∥∥L∞∥∥fq(t)∥∥Lp .
Avec les inégalités (8) et (11) on a :
T. Hmidi / J. Math. Pures Appl. 84 (2005) 1455–1495 1469∥∥j f¯q(t)∥∥Lp  C2q−j eVq(t)‖a0‖Lp∥∥∇v(t)∥∥L∞
 C2q−j eCV (t)‖a0‖Lp
∥∥∇v(t)∥∥
L∞ .
En conséquence, nous déduisons, à l’aide du Lemme 2 et compte tenu des inégalités (13)
et (15) :
∥∥j a¯q(t)∥∥Lp  Ce−cνt22j ∥∥jaq(0)∥∥Lp
+Cν(g(t)+ g2(t)) t∫
0
e−cν(t−τ)22j
∥∥∇2a¯q (τ )∥∥Lp dτ
+Cν2qg(t)
t∫
0
e−cν(t−τ)22j
∥∥∇a¯q(τ )∥∥Lp dτ
+C2q−j eCV (t)‖a0‖Lp
t∫
0
e−cν(t−τ)22j
∥∥∇v(τ)∥∥
L∞ dτ. (18)
Prenons la norme Lr en temps dans les deux membres de l’inégalité (18). Alors, d’après
l’inégalité de Young (Lemme 4) et la croisssance de g, il vient :
∥∥j a¯q(t)∥∥Lr([0,t];Lp) C(ν22j )−1/r∥∥jaq(0)∥∥Lp
+C(g(t)+ g2(t))2−2j∥∥∇2a¯q∥∥Lr([0,t];Lp)
+Cg(t)2q2−2j‖∇a¯q‖Lr([0,t];Lp)
+Cg(t)∥∥a0∥∥
Lp
2q−j
(
ν22j
)−1/r
. (19)
Avec (11), (15) et le lemme de Bernstein et grâce à la conservation de la mesure par le flot,
on aboutit aux estimations :∥∥∇a¯q(t)∥∥Lp  C2qeCV (t)∥∥aq(t)∥∥Lp , (20)∥∥∇2a¯q(t)∥∥Lp  C22qeCV (t)∥∥aq(t)∥∥Lp . (21)
Soit N0 un entier que l’on choisira plus tard. Alors en reportant (20) et (21) dans (19) et
en sommant sur les entiers j  q −N0, on trouve :(
ν22q
)1/r ∑
jq−N0
‖j a¯q‖Lr([0,t];Lp) C
∥∥a0∥∥
Lp
+C22N0h(t)(ν22q)1/r‖aq‖Lr([0,t];Lp)
+C2N0(1+2/r)∥∥a0∥∥ pg(t), (22)L
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le premier terme du second membre de (22) car jaq(0) = 0, si |j − q| 2. Il faut noter
aussi que le calcul que nous venons de développer est valable pour les entiers q  N0,
sinon, l’estimation (22) est fausse.
Concernant le cas des basses fréquences j  q − N0, on utilise du lemme suivant, dé-
montré par M. Vishik dans [10].
Lemme 6. Soit d un entier supérieur ou égal à 2. Il existe une constante positive C, ne
dépendant que de d telle que pour toute fonction a de la classe de Schwartz et pour tout
difféomorphisme ψ de Rd préservant la mesure de Lebesgue, on a pour tout p ∈ [1,+∞]
et pour tous les j, q −1,∥∥j (qa ◦ψ(·))∥∥Lp  C2−|j−q|∥∥∇ψη(j,q)∥∥L∞‖qa‖Lp ,
avec
η(j, q) = sign(j − q).
Comme le flot est une transformation qui préserve la mesure de Lebesgue, alors on peut
écrire via le Lemme 6 et les inégalités (22) et (11) :(
ν22q
)1/r‖aq‖Lr([0,t];Lp) = (ν22q)1/r‖a¯q‖Lr([0,t];Lp)

(
ν22q
)1/r ∑
jq−N0
‖j a¯q‖Lr([0,t];Lp) +
(
ν22q
)1/r ∑
jq−N0
‖j a¯q‖Lr([0,t];Lp)
C22N0h(t)
(
ν22q
)1/r‖aq‖Lr([0,t];Lp) +C23N0∥∥a0∥∥Lpg(t)
+C∥∥a0∥∥
Lp
+C(ν22q)1/r‖aq‖Lr([0,t];Lp)2−N0eCV (t). (23)
Sous cette forme on voit clairement le rôle de l’entier N0 : dans la zone des hautes
fréquences on profite de la petitesse (en temps) de la fonction h. Mais dans le spectre des
basses fréquences on augmente N0 de manière à ce que le dernier terme figurant dans (23)
soit absorbé par la quantité de gauche. Mais le choix du temps et de N0 sont fortement liés.
Ils sont donnés par les deux conditions suivantes :
C22N0h(t) 1
4
et C2−N0eCV (t)  1
4
· (24)
Par suite, si V (t)  1, on choisit N0 pour que 2−N0  14C e−C puis, quitte à diminuer
encore V (t), on assure C22N0h(t) 1/4. Ainsi on montre l’existence d’une constante C0
dépendant seulement de la dimension d avec
t∫ ∥∥∇v(τ)∥∥
L∞ dτ  C0, (25)0
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pour tout q N0, on a : (
ν22q
)1/r‖aq‖Lr([0,t];Lp) C∥∥a0∥∥Lp . (26)
Pour achever cette première étape, il nous reste à estimer les basses fréquences : grâce à
l’estimation ‖a(t)‖Lp  ‖a0‖Lp et via la continuité uniforme en q de l’opérateur de loca-
lisation en fréquence on obtient aisément : q ∈ L(Lp) :(
ν2q
)1/r‖qa‖Lr([0,t];Lp)  C(νt)1/r∥∥a0∥∥Lp . (27)
Ainsi, nous parvenons à établir, localement en temps, le résultat de la Proposition 3.
2.2. Globalisation
L’extension du résultat local obtenu pour tout temps positif T n’est pas difficile. Nous
parvenons à propager, de proche en proche, l’effet régularisant car la condition locale (25)
ne tient pas compte des estimées de la solution a. Elle est uniquememt liée au gra-
dient du champ de vecteurs v. Le point de départ de la démonstration est de partager
l’intervalle [0, T ] en une subdivision (Ti)Ni=0 comme ci-dessous :
T0 = 0 T1  · · · TN = T et
Ti+1∫
Ti
∥∥∇v(τ)∥∥
L∞ dτ  C0, ∀i ∈ 0,N − 1.
Dans chacun de ces sous intervalles [Ti, Ti+1], on reproduit exactement la même démarche
locale sauf qu’au lieu d’utiliser le flot ψq fixant l’espace à l’instant t = 0, nous devons
réinitialiser le flot à l’instant Ti . On obtient alors pour tout entier q N0 (N0 est le même
entier qui apparaît dans la preuve locale) :(
ν22q
)1/r‖aq‖Lr([Ti ,Ti+1];Lp) C∥∥a(Ti)∥∥Lp  C∥∥a0∥∥Lp . (28)
Sachant que N  1 + ∫ T0 ‖∇v(τ)‖L∞ dτ , alors en sommant les inégalités de 0 jusqu’au
N − 1, nous obtenons grâce à l’inégalité triangulaire que pour tout entier q  N0 et pour
tout r ∈ [1,+∞[
ν22q‖aq‖rLr ([0,T ];Lp) = ν22q
N−1∑
i=0
‖aq‖rLr ([Ti ,Ti+1];Lp)
 C
∥∥a0∥∥r
Lp
(
1 +
T∫
0
∥∥∇v(τ)∥∥
L∞ dτ
)
. (29)
Ainsi l’estimation de la Proposition 3 découle facilement des relations (27) et (29).
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Dans cette partie on démontre le Théorème 2. On suit dans ses grandes lignes la
démonstration de la Proposition 3. Nous appliquons l’opérateur de filtrage en fréquences et
par un changement de variables dans la nouvelle équation on masque le terme de convec-
tion. Ce qui ramène le problème initial à un problème parabolique à coefficients variables.
L’information cruciale à la base de notre méthode est que la nouvelle métrique est proche
de l’identité. Ce fait assure un résultat de propagation local qui peut s’itérer. Soulignons
que le résultat local exige une estimation fine sur le commutateur donnée dans le Lemme 7.
3.1. Estimation locale
Dans une première étape, nous établissons des estimations de la solution a dans la
L∞(R+;Bsp). Le contrôle, dans cet espace, est primordial pour établir des estimations
L˜rt B
s
p . Le lien apparaît, dans le découpage du temps, dans le passage d’un intervalle à
l’autre. Posons :
aq = qa, Fq = qF et Gq = qG,
alors on a :
Lemme 7. Pour tout entier q  1, la fonction aq vérifie :
∂taq + Sq−1v · ∇aq − νaq = Fq + νGq +Rq(v, a) (30)
telle que d’une part la transformée de Fourier de Rq est supportée dans une couronne de
taille 2q et d’autre part∥∥Rq(v, a)∥∥Lp  C‖∇v‖L∞ ∑
q ′−1
2−|q ′−q|‖q ′a‖Lp . (31)
De plus, pour tout q −1,∥∥[q,v · ∇]a∥∥Lp  C‖∇v‖L∞ ∑
q ′−1
2−|q ′−q|‖q ′a‖Lp . (32)
Nous admettons pour l’instant ce lemme démontré à la fin de cette section. L’idée
consiste à suivre la fonction aq le long des lignes de courant correspondant au champ de
vecteurs Sq−1v et à décrire l’équation correspondante. Désignons, comme dans la section
précédente, le flot associé au champ de vecteurs Sq−1v par ψq et soit :
a¯q(t) = aq
(
t,ψq(t)
)
, F¯q(t) = Fq
(
t,ψq(t)
)
,
G¯q(t) = Gq
(
t,ψq(t)
)
et R¯q(v, a) = Rq(v, a) ◦ψq(t).
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(∂t − ν)a¯q(t) = ν
∑
i=1,2
〈∇2a¯q (t)giq(t), giq(t)〉+ 2ν ∑
i=1,2
〈∇2a¯q (t)ei, giq(t)〉
+ ν〈∇a¯q(t), (ψ−1q )(t,ψq(t))〉+ F¯q(t)+ νG¯q(t)+ R¯q(v, a)(t). (33)
Les fonctions giq sont celles déjà introduites dans (12). Ainsi en tronquant l’équation
régissant a¯q sur des couronnes de taille 2j et avec les mêmes outils, le Lemme 2 et les
estimations (11)–(13) et (15), on obtient pour tout j  0 :∥∥j a¯q(t)∥∥Lp  Ce−cνt22j ∥∥jaq(0)∥∥Lp
+Cν(g(t)+ g2(t)) t∫
0
e−cν(t−τ)22j
∥∥∇2a¯q(τ )∥∥Lp dτ
+Cν2qg(t)
t∫
0
e−cν(t−τ)22j
∥∥∇a¯q(τ )∥∥Lp dτ
+Cν
t∫
0
e−cν(t−τ)22j
∥∥G¯q(τ )∥∥Lp dτ
+C
t∫
0
e−cν(t−τ)22j
(∥∥j F¯q(τ )∥∥Lp + ∥∥jR¯q(v, a)(τ )∥∥Lp)dτ. (34)
Pour le contrôle de la dernière intégrale de (34), le Lemme 6 paraît un outil adapté. Il donne
successivement, en vertu de l’inégalité (11) et du Lemme 7,∥∥j F¯q(t)∥∥Lp  CeCV (t)2−|q−j |∥∥Fq(t)∥∥Lp , (35)∥∥jR¯q(v, a)(t)∥∥Lp C2−|q−j |eCV (t)∥∥∇v(t)∥∥L∞ ∑
q ′
2−|q ′−q|
∥∥q ′a(t)∥∥Lp . (36)
L’estimation (36) est valable pour tout j −1 et pour tout q  1. Ainsi en utilisant (20),
(21), (35) et (36), alors l’estimation (34) devient :
∥∥j a¯q(t)∥∥Lp Ce−cνt22j ∥∥jaq(0)∥∥Lp +Cν22qh(t)
t∫
0
e−cν(t−τ)22j
∥∥aq(τ )∥∥Lp dτ
+CeCV (t)2q−j
∑
q ′
2−|q ′−q|
t∫ ∥∥∇v(τ)∥∥
L∞
∥∥q ′a(τ)∥∥Lp dτ0
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t∫
0
e−cν(t−τ)22j
∥∥Fq(τ)∥∥Lp dτ
+Cν
t∫
0
e−cν(t−τ)22j
∥∥Gq(τ)∥∥Lp dτ, (37)
avec h(t) = C(V (t) + V 2(t))eCV (t). Soient N0 un entier positif déterminé à la fin de ce
paragraphe et q un entier supérieur à N0. Alors en prenant la norme Lr des deux côtés et
en sommant sur les j  q −N0, avec les inégalités de Young et de Hölder, on trouve :∑
jq−N0
∥∥j a¯q(t)∥∥Lrt Lp  C(ν22q)−1/r∥∥aq(0)∥∥Lp +Ch(t)2N0‖aq‖Lrt Lp
+CeCV (t)2N0 t1/r‖∇v‖Lr¯t L∞
∑
q ′
2−|q ′−q|‖q ′a‖Lrt Lp
+CeCV (t)2N0(1+2/r)(ν22q)−1/r‖Fq‖L1t Lp
+C22N0 2−2q‖Gq‖Lrt Lp , (38)
où l’on désigne par r¯ l’exposant conjugué de r . Nous soulignons que l’estimation figurant
dans (38) se déduit, à partir de (37), via l’inégalité suivante :∥∥∥∥∥
t∫
0
f (τ)g(τ )dτ
∥∥∥∥∥
LrT
 t1/r‖f ‖Lr¯T ‖g‖LrT .
Pour le traitement des basses fréquences en j , le Lemme 6 implique :∑
jq−N0
∥∥j a¯q(t)∥∥Lp  CeCV (t)2−N0∥∥aq(t)∥∥Lp . (39)
Donc, en utilisant la conservation de la mesure par le flot et en combinant (38) et (39), pour
tout q N0 il vient :
ν1/r2q(s+2/r)‖aq‖Lrt Lp
 ν1/r2q(s+2/r)
( ∑
jq−N0
‖j a¯q‖Lrt Lp +
∑
j<q−N0
‖j a¯q‖Lrt Lp
)
 C2qs
∥∥aq(0)∥∥Lp +C(h(t)2N0 + eCV (t)2−N0)ν1/r2q(s+2/r)‖aq‖Lrt Lp
+CeCV (t)23N02qs‖Fq‖L1t Lp +C22N0ν1/r2q(s+2/r−2)‖Gq‖Lrt Lp
+CeCV (t)2N0 t1/r‖∇v‖Lr¯t L∞ν1/r2q(s+2/r)
∑
′
2−|q ′−q|‖q ′a‖Lrt Lp . (40)
q
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céder différemment. Pour commencer, on note que aq est solution de l’équation :
(∂t + v · ∇ − ν)aq = Fq + νGq − [q,v · ∇]a. (41)
Alors, il suffit d’utiliser les Lemmes 5 et 7 pour déduire, pour tout q −1,
∥∥qa(t)∥∥Lp  ∥∥qa(0)∥∥Lp +
t∫
0
(∥∥Fq(τ)∥∥Lp + ν∥∥Gq(τ)∥∥Lp)dτ
+
t∫
0
∥∥∇v(τ)∥∥
L∞
∑
q ′
2−|q ′−q|
∥∥q ′a(τ)∥∥Lp dτ. (42)
Maintenant, on prend la norme Lr des deux côtés dans l’inégalité (42) tout en se servant
de l’inégalité de Hölder. On trouve pour tout q N0 :
ν1/r2q(s+2/r)‖aq‖Lrt Lp  (νt)1/r22N0/r2qs
∥∥qa(0)∥∥Lp + (νt)1/r22N0/r2qs‖Fq‖L1t Lp
+ 22N0(tν)ν1/r2q(s+2/r−2)‖Gq‖Lrt Lp
+ t1/r‖∇v‖Lr¯t L∞ν1/r2q(s+2/r)
∑
q ′
2−|q ′−q|‖q ′a‖Lrt Lp . (43)
Posons :
Uq(t) = ν1/r2q(s+2/r)‖aq‖Lrt Lp et Vr(t)= ‖∇v‖Lr¯t L∞ .
Alors en combinant les inégalités (40) et (43), il vient :
Uq(t)C
(
1 + (νt)1/r)22N0 2qs(∥∥aq(0)∥∥Lp + eCV (t)‖Fq‖L1t Lp)
+C(h(t)2N0 + eCV (t)2−N0)Uq(t)+C22N0(1 + νt)ν1/r2q(s+2/r−2)‖Gq‖Lrt Lp
+CeCV (t)2N0 t1/rVr(t)
∑
q ′
2−|q ′−q|α(r,s)Uq ′(t), (44)
où l’on a posé α(r, s) = min{1 + s + 2/r,1 − s − 2/r}. L’inégalité de convolution que
nous allons utiliser exige α(r, s) strictement positif. C’est la source de la restriction sur r
mentionnée dans le Théorème 2. Soit t un réel positif tel que
h(t)2N0  1 et eCV (t)2−N0  1 · (45)
4C 4C
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pour
V (t)C0, (46)
avec C0 une constante universelle. De même N0 est absolu. Ainsi l’estimation (44) de-
vient :
Uq(t)C
(
1 + (νt)1/r)(2qs∥∥aq(0)∥∥Lp + 2qs‖Fq‖L1t Lp)
+C(1 + νt)ν1/r2q(s+2/r−2)‖Gq‖Lrt Lp
+Ct1/rVr(t)
∑
q ′
2−|q ′−q|α(r,s)Uq ′(t). (47)
En prenant la borne supérieure sur q des deux côtés, comme la somme sur q ′ est une
convolution, on obtient :
(Uq)∞(Z) C
(
1 + (νt)1/r)(∥∥a0∥∥
Bsp
+ ‖F‖
L˜1t B
s
p
)+C(1 + νt)ν1/r‖G‖
L˜rt B
s+2/r−2
p
+Cα(r, s)−1t1/rVr(t)(Uq)∞(Z). (48)
Si on impose sur le temps t la condition,
Cα(r, s)−1t1/rVr(t)
1
2
, (49)
alors l’estimation (48) devient :
(Uq)∞(Z)  C
(
1 + (νt)1/r)(∥∥a0∥∥
Bsp
+ ‖F‖
L˜1t B
s
p
)
+C(1 + νt)ν1/r‖G‖
L˜rt B
s+2/r−2
p
. (50)
En fait, quitte à prendre C0 petite, on peut déduire, grâce à l’inégalité de Hölder, la condi-
tion (46) à partir de (49). Pour être précis et pour avoir simultanément les deux conditions,
nous supposerons que t satisfait :
t1/rVr(t) Cα(r, s), (51)
avec C une petite constante qui dépend uniquement de la dimension d . Dorénavant, c’est
cette condition qu’on retient. Avec la norme L∞ en temps, alors l’estimation (50) devient :∥∥a(t)∥∥
Bsp
 C
∥∥a0∥∥
Bsp
+C‖F‖
L˜1t B
s
p
+C(1 + νt)‖G‖
L˜∞t Bs−2p
, (52)
sous réserve que (51) soit satisfaite.
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des deux côtés dans (40) tout en l’introduisant à l’intérieur des intégrales. Puis on reproduit
la même chose pour l’inégalité (42) mais après une mutilplication par 2qs . On aboutit à :
∥∥a(t)∥∥
Bsp
 C
∥∥a0∥∥
Bsp
+C‖F‖
L˜1t B
s
p
+Cν
t∫
0
∥∥G(τ)∥∥
Bs−2p dτ +C‖G‖L∞t Bs−2p . (53)
Comme L1t Bsp s’injecte continûment dans L˜1t Bsp , d’après l’estimation (53) on obtient :
∥∥a(t)∥∥
Bsp
C
∥∥a0∥∥
Bsp
+C
t∫
0
(∥∥F(τ)∥∥
Bsp
+ ν∥∥G(τ)∥∥
Bs−2p
)
dτ +C‖G‖
L∞t Bs−2p
. (54)
Il n’est pas difficile d’obtenir des estimations globales en temps car la contrainte sur le
temps n’est pas liée à la taille de la donnée initiale mais seulement à la taille lipschitzienne
du champ de vecteurs v. En premier lieu, nous traitons l’extension des estimations (54)
et (52). A partir de ces résultats, nous pouvons alors espérer une estimation de la solution
dans les espaces L˜rloc(R+;Bsp).
3.2. Globalisation
On donne un réel positif T et on découpe l’intervalle [0, T ] en une subdivision (Ti)Ni=0
telle que T0 = 0 < T1 < · · · < TN = T , et
1
r
(Ti+1 − Ti)+ 1
r¯
Ti+1∫
Ti
∥∥∇v(τ)∥∥r¯
L∞ dτ  Cα(r, s)
de´f= c2 = C−12 . (55)
Remarquons que l’inégalité (49) nous impose normalement la condition :
(Ti+1 − Ti)1/r
( Ti+1∫
Ti
∥∥∇v(τ)∥∥r¯
L∞ dτ
)1/r¯
 c2; (56)
mais cette dernière découle de la première grâce à l’inégalité de convexité suivante, pour
tous les réels positifs a et b et pour tout θ ∈ ]0,1[,
ab θa1/θ + (1 − θ)b1/(1−θ).
Nous avons opté pour (55) car elle permet d’expliciter sans peine le nombre N . Pour l’es-
timer, on somme les égalités (55) sur i et on trouve :
N  C2
(
T + 1V r¯r¯ (t)
)
. (57)r r¯
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respondant à r = 1, nous privilégions la condition (56). Elle implique :
N = C2T ‖∇v‖L∞T L∞ .
Considérons tout d’abord le cas r = +∞ et itérons l’estimation (54). Dans ce cas particu-
lier, C1 est notée C2 et égale à C/(1 − s2). Nous reproduisons dans l’intervalle [Ti, Ti+1]
la démonstration que nous venons d’exposer et au lieu de travailler avec le flot ψq nous
devons utiliser le flot qui fixe les points de l’espace à l’instant Ti . Alors, sous la condi-
tion (55), nous obtenons une estimation semblable à (54), qui implique l’existence d’une
constante C, dépendant uniquement de d , telle que pour tout réel t ∈ [Ti, Ti+1], on ait :
∥∥a(t)∥∥
Bsp
 C
(∥∥a(Ti)∥∥Bsp +
t∫
Ti
(∥∥F(τ)∥∥
Bsp
+ ν∥∥G(τ)∥∥
Bs−2p
)
dτ + ‖G‖
L∞([Ti ,t];Bs−2p )
)
.
(58)
En posant a¯i = ‖a(Ti)‖Bsp , nous déduisons de (58) :
a¯i+1  C(a¯i +
∫ Ti+1
Ti
(‖F(τ)‖Bsp + ν‖G(τ)‖Bs−2p )dτ
+ ‖G‖
L∞([Ti ,Ti+1];Bs−2p )), i = 0, . . . ,N − 1,
a¯0 = ‖a0‖Bsp .
Posons H(τ) = ‖F(τ)‖Bsp + ν‖G(τ)‖Bs−2p . Ainsi, par récurrence nous établissons :
a¯N  CN
(
a¯0 + ‖G‖L∞([0,T ];Bs−2p )
)+ N−1∑
i=0
CN−i
Ti+1∫
Ti
H(τ)dτ. (59)
Nous pouvons à partir de la relation (59) déduire l’existence d’une constante C¯ ne dépen-
dant que de s telle qu’on ait :
N−1∑
k=0
CN−i−1
Ti+1∫
Ti
H(τ)dτ  eC¯V (T )
T∫
0
e−C¯V (τ)H(τ)dτ. (60)
En effet, on décompose l’intégrale du second membre comme une somme d’intégrales
admettant pour bornes Ti et Ti+1 :
T∫
0
e−C¯V (τ)H(τ)dτ =
N−1∑
i=0
Ti+1∫
Ti
e−C¯V (τ)H(τ)dτ

N−1∑
i=0
e−C¯c1(i+1)
Ti+1∫
H(τ)dτ.
Ti
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rappelons que c1 = C−11 est la valeur de c2 donnée par (55) pour r = +∞. Donc nous
avons pour tout réel τ ∈ [Ti, Ti+1],
e−C¯V (τ)  e−C¯c1(i+1).
En conséquence, il vient :
eC¯V (T )
T∫
0
e−C¯V (τ)H(τ)dτ 
N−1∑
i=0
eC¯c1(N−i−1)
Ti+1∫
Ti
H(τ)dτ.
Par suite, la constante C¯ = lnC
c1
= C1 lnC convient dans (60) et l’on trouve, pour tout t
positif,
∥∥a(t)∥∥
Bsp
 C1eC1V (t)
(
‖a0‖Bsp + ‖G‖L∞t Bs−2p +
t∫
0
e−C1V (τ)H(τ)dτ
)
. (61)
Ce qui achève la démonstration du premier point (1) du Théorème 2.
Si on suppose que F appartient à l’espace L˜1loc(R+;Bsp), alors nous obtenons sur chaque
intervalle [Ti, Ti+1] une estimation similaire à (53) qui prend la forme suivante : Pour tout
t ∈ [Ti, Ti+1], on a
∥∥a(t)∥∥
Bsp
C
(∥∥a(Ti)∥∥Bsp +‖F‖L˜1([Ti ,t];Bsp) +‖G‖L∞([Ti ,t],Bs−2p ) +ν
t∫
Ti
∥∥G(τ)∥∥
Bs−2p dτ
)
.
(62)
En reproduisant cette démarche de globalisation, nous aboutissons à :
∥∥a(T )∥∥
Bsp
 C1eC1V (T )
(∥∥a0∥∥
Bsp
+ ‖G‖
L∞T B
s−2
p
+ ‖F‖
L˜1T B
s
p
+
T∫
0
e−C1V (τ)ν
∥∥G(τ)∥∥
Bs−2p dτ
)
 C1eC1V (T )
(∥∥a0∥∥
Bsp
+ (1 + νT )‖G‖
L∞T B
s−2
p
+ ‖F‖
L˜1T B
s
p
)
. (63)
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nous obtenons une estimation analogue à (50). Plus précisément, nous avons pour tout
t ∈ [Ti, Ti+1] :
ν1/r‖a‖
L˜r ([Ti ,t];Bs+2/rp )  C
(
1 + (ν(t − Ti))1/r)(∥∥a(Ti)∥∥Bsp + ‖F‖L˜r ([Ti ,t];Bsp))
+C(1 + ν(t − Ti))ν1/r‖G‖L˜rt Bs+2/r−2p . (64)
Nous recollons ces estimations sur l’intervalle de temps [0, T ]. Pour cela nous avons besoin
du résultat suivant : On se donne un espace normé E et une partition (Ti)N0 de l’intervalle[0, T ]. Alors pour toute famille de fonctions (fq) ∈ Lr([0, T ];E) nous avons :
sup
q
‖fq‖Lr([0,T ];E) 
N−1∑
i=0
sup
q
‖fq‖Lr([Ti ,Ti+1];E) N sup
q
‖fq‖Lr([0,T ];E).
Il suffit maintenant d’appliquer ce résultat pour déduire à partir de (64) et (63) :
ν1/r‖a‖
L˜rT B
s+2/r
p
 C
(
1 + (νT )1/r)(N−1∑
i=0
∥∥a(Ti)∥∥Bsp +N‖F‖L˜1T Bsp
)
+C(1 + νT )Nν1/r‖G‖
L˜rT B
s+2/r−2
p
,
 C1NeC1V (T )
(
1 + (νT )1/r)(∥∥a0∥∥
Bsp
+ ‖F‖
L˜1T
Bsp
)
+C1N
(
ν1/r‖G‖
L˜rT B
s+2/r−2
p
+ eC1V (T )(1 + (νT )1/r)‖G‖
L∞T B
s−2
p
)
. (65)
Pour conclure et obtenir l’estimation désirée, il suffit de remplacer N par sa valeur qui est
fournie par (57).
3.3. Preuve du lemme de commutation
Nous allons utiliser dans cette démonstration le calcul paradifférentiel introduit par
J.-M. Bony dans [2]. Tout d’abord remarquons que le terme Rq(v, a) est donné par :
q(v · ∇a)= Sq−1v · ∇aq +Rq(v, a). (66)
Plus précisemment, il se décompose comme suit :
Rq(v, a) =
4∑
Rlq(v, a),l=1
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R1q(v, a)=
d∑
k=1
q(T∂kav
k),
R2q(v, a) = −
d∑
k=1
[Tvk∂k,q ]a,
R3q(v, a) =
d∑
k=1
T(vk−Sq−1vk)∂kqa,
R4q(v, a)=
d∑
k=1
qR(v
k, ∂ka)−R(Sq−1vk,q∂ka).
En effet la décomposition de Bony du produit v · ∇a donne :
v · ∇a =
d∑
k=1
Tvk∂ka + T∂kavk +R(vk, ∂ka).
En appliquant l’opérateur q à l’équation ci-dessus, on obtient :
q(v · ∇a)=
2∑
l=1
Rlq(v, a)+
d∑
k=1
Tvk∂kqa +qR(vk, ∂ka),
=
3∑
l=1
Rlq(v, a)+
d∑
k=1
Sq−1vk∂kqa − T∂kqaSq−1vk
−R(Sq−1vk, ∂kqa)+qR(vk, ∂ka),
=
4∑
l=1
Rlq(v, a)+ Sq−1v · ∇aq −
d∑
k=1
T∂kqaSq−1vk.
D’un autre côté, nous avons par définition du paraproduit,
T∂kqaSq−1vk =
∑
j
Sj−1∂kqajSq−1vk.
Comme qq ′ est l’opérateur nul si |q ′ −q| 2, alors il est immédiat que les deux termes
du produit figurant dans la somme ne peuvent pas être non nuls simultanément. En consé-
quence la somme est nulle. Ce qui achève la démonstration de l’égalité (66).
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Comme la transformée de Fourier de Sq ′−1∂kaq ′vk est supportée dans une couronne
de taille 2q ′ on ne tiendra compte, dans la décomposition de R1q(v, a), que d’un nombre
fini de termes et on écrit :
R1q(v, a)=
d∑
k=1
∑
|q ′−q|M0
q(Sq ′−1∂kaq ′vk).
Soulignons que cette somme porte sur les entiers q ′ positifs, sinon Sq ′−1 est nul. Ceci
permet, grâce au lemme de Bernstein, d’avoir :
‖Sq ′−1∂kaq ′vk‖Lp C‖∇v‖L∞2−q ′
∑
jq ′−2
2j‖ja‖Lp .
Ainsi, comme |q − q ′|M0, alors on a pour tout entier q −1,∥∥R1q(v, a)∥∥Lp  C‖∇v‖L∞ ∑
j−1
2−|j−q|‖ja‖Lp .
3.3.2. Estimation de R2q(v, a)
Nous avons, par définition du paraproduit et grâce à la commutation des opérateurs q
entre eux,
R2q(v, a) =
d∑
k=1
∑
q ′
[Sq ′−1vk∂kq ′ ,q ]a
=
d∑
k=1
∑
q ′
[Sq ′−1vk∂k,q ]q ′a.
La somme est en fait finie. Elle ne porte que sur les indices q ′ vérifiant |q ′ − q| M0.
Ceci est dû, d’une part, à la localisation du support de la transformée de Fourier de
Sq ′−1vkq ′∂ka dans une couronne de taille 2q
′
et d’autre part au fait que qq ′ ≡ 0,
si |q ′ − q| 2. Maintenant considérons la majoration du commutateur qui nous permet de
gagner une dérivée. Pour s’en rendre compte, nous écrivons l’opérateur q comme une
intégrale de convolution :∥∥[Sq ′−1vk∂k,q ]q ′a(x)∥∥Lp
= 2qd
∥∥∥∥∫ h(2q(x − y))(Sq ′−1vk(x)− Sq ′−1vk(y))q ′∂ka(y)dy∥∥∥∥
Lp
 C2−q‖∇Sq ′−1v‖L∞‖q ′∂ka‖Lp
 C‖∇v‖L∞2q ′−q‖q ′a‖Lp . (67)
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|q ′−q|M0
2−|q ′−q|‖q ′a‖Lp . (68)
3.3.3. Estimation de R3q(v, a)
Par définition du paraproduit, il vient :
R3q(v, a) =
d∑
k=1
∑
|q ′−q|1
Sq ′−1(vk − Sq−1vk)q ′∂kqa.
Par suite, pour tout entier q  1, nous écrivons à l’aide du lemme de Bernstein :∥∥Sq ′−1(vk − Sq−1vk)∥∥L∞  ∑
jq−1
‖jv‖L∞  C2−q‖∇v‖L∞ .
Ce qui dans ce cas nous assure la majoration souhaitée.
3.3.4. Estimation de R4q(v, a)
Nous commençons par décomposer ce terme de la manière suivante :
R4q(v, a) = R4,1q (v, a)+R4,2q (v, a),
avec
R4,1q (v, a)=
d∑
k=1
qR(v
k − Sq−1vk, ∂ka),
R4,2q (v, a)=
d∑
k=1
qR(Sq−1vk, ∂ka)−R(Sq−1vk,q∂ka).
Par définition du reste et, grâce à la condition de divergence nulle du champ de vecteurs v,
nous pouvons écrire :
R4,1q (v, a) =
d∑
k=1
q∂k
∑
q ′q−M0
i∈{∓1,0}
q ′(Id − Sq−1)vkq ′+ia. (69)
Comme pour tout q  1 le terme (Id − Sq−1)vk ne possède pas de basses fréquences, alors
le lemme de Bernstein fournit l’estimation :∥∥q ′(Id − Sq−1)vk∥∥L∞ = ∥∥∥∥ ∑
|q ′−j |1
q ′jv
k
∥∥∥∥
L∞
 C2−q ′ ‖∇v‖L∞ .jq−1
1484 T. Hmidi / J. Math. Pures Appl. 84 (2005) 1455–1495En reportant cette inégalité dans (69), nous obtenons à partir d’une estimation Lp ,∥∥R4,1q (v, a)∥∥Lp C‖∇v‖L∞2q ∑
q ′q−M0
2−q ′ ‖q ′a‖Lp .
Le terme R4,2q (v, a), est traité comme le terme R2q(v, a). Nous avons, grâce à la condition
divSq−1v = 0,
R4,2q (v, a)=
∑
q ′q−M0
i∈{∓1,0}
[q,q ′Sq−1vk]q ′+i∂ka = R4,2q,1(v, a)+R4,2q,2(v, a)
=
∑
|q ′−q|M0
i∈{∓1,0}
[q,q ′Sq−1vk]q ′+i∂ka +
∑
q ′>q+M0
i∈{∓1,0}
q∂k(q ′Sq−1vkq ′+ia).
Notons que la condition qq ′+ia = 0, si |q ′ − q| 3, justifie bien l’expression figurant
dans la dernière somme. En utilisant une démarche analogue à celle utilisée dans l’estima-
tion de R2q , on obtient :∥∥R4,2q,1(v, a)∥∥Lp C‖∇v‖L∞ ∑
|q ′−q|M0
i∈{∓1,0}
2q
′−q‖q ′+ia‖Lp .
La deuxième somme se majore comme suit :∥∥R4,2q,2(v, a)∥∥Lp  C2q ∑
q ′>q+M0
i∈{∓1,0}
‖q ′v‖Lp‖q ′+ia‖Lp
 C‖∇v‖L∞
∑
q ′q+M0−1
2q−q ′ ‖q ′a‖Lp .
Ceci achève la démonstration du Lemme 7.
4. Application aux poches de tourbillon höldériennes
Ce paragraphe porte sur l’étude des poches de tourbillon visqueuses à bord höldérien.
Nous montrons que la perte de la régularité höldérienne, mentionnée dans [5], n’est qu’un
fait apparent. En d’autres termes, nous allons démontrer que dans le cadre du système
de Navier–Stokes, si l’on part d’une poche de tourbillon ω0 = 1Ω de bord C1+ε , alors son
transporté par le flot visqueux reste, en tout temps, de classe C1+ε . Ceci apparaît comme un
cas particulier d’un résultat général de persistance des structures géométriques des poches
de tourbillon généralisées. Nous insistons sur le fait que la Proposition 3 et le Théorème 2
constituent les deux piliers de la démonstration. Ce sont justement les deux informations
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plus régulier qu’on l’attend et d’autre part du fait que le flot n’est pas quelconque mais qu’il
préserve la mesure de Lebesgue. Nous montrons également des résultats de convergence
non visqueuse des structures géométriques. Cela résulte du contrôle uniforme en ν de la
norme lipschitzienne du champ des vitesses vν . Avant de donner nos résultats essentiels,
nous allons rappeler quelques concepts de base et une estimation logarithmique du gradient
de la vitesse.
4.1. Outils préliminaires
L’objet de ce paragraphe est l’introduction d’espaces de Hölder anisotropes construits
à partir d’une famille donnée de champs de vecteurs. L’utilité de ces espaces se révèle
lorsqu’on veut un contrôle lipschitzien de la vitesse, dans le cas de faible régularité, comme
le montrera le Théorème 3.
Définition 1. Soit X = (Xλ)λ∈Λ une famille de champs de vecteurs telle que pour tout
λ, Xλ et divXλ sont dans la classe de Hölder Cε . Cette famille est dite admissible si et
seulement si on a :
I (X)= inf
x∈Rd
sup
λ∈Λ
∣∣Xλ(x)∣∣> 0.
On note :
‖˜Xλ‖Cε = ‖Xλ‖Cε + ‖divXλ‖Cε .
Nous définissons l’action de cette famille, sur une distribution u appartenant à L∞, par :
∀λ ∈ Λ, Xλ(x,D)u = div(uXλ)− udivXλ.
Nous allons maintenant introduire la notion d’espace de Hölder non isotrope modelé
sur une famille de champs de vecteurs X.
Définition 2. Soit X une famille admissible de champs de vecteurs. On note Cε(X) l’es-
pace des distributions tempérées u, bornées sur Rd et telles que
∀λ ∈ Λ, Xλ(x,D)u ∈ Cε−1 et sup
λ∈Λ
∥∥Xλ(x,D)u∥∥Cε−1 < +∞.
La norme correspondante est définie par :
‖u‖Cε(X) = 1
I (X)
(
‖u‖L∞ sup
λ∈Λ
‖˜Xλ‖Cε + sup
λ∈Λ
∥∥Xλ(x,D)u∥∥Cε−1).
Cette notion de régularité stratifiée est d’une grande importance dans l’étude des poches
höldériennes. En effet, J.-Y. Chemin établit dans [3] une estimation logarithmique station-
naire : qui montre que le contrôle des dérivées directionnelles du tourbillon le long des
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logarithmique de la norme Lipschitz de v :
Théorème 3. Il existe une constante C > 0 telle que, pour tout ε ∈ ]0,1[ et pour tout
a > 1, on a la propriété suivante :
Soit X une famille admissible de champs de vecteurs et leur divergence soient l’espace
Cε . Considérons une fonction ω appartenant à Cε(X)∩La . Si v est un champ de vecteurs
de divergence nulle et de tourbillon ω, alors il est lipschitzien et vérifie :
‖∇v‖L∞  C
(
a‖ω‖La + ‖ω‖L∞
ε
log
(
e + ‖ω‖Cε(X)
ε‖ω‖L∞
))
. (70)
4.2. Principaux résultats
Nous allons dans la proposition suivante décrire l’évolution d’un champ de vecteurs
tangent par le flot. La démonstration se fait à l’aide d’un simple calcul de dérivation.
Proposition 4. Soit v un champ de vecteurs lipschitzien et ψ le flot correspondant. Prenons
une famille X0 = (X0,λ)λ∈Λ de champs de vecteurs appartenant à Cε . Alors, le champ de
vecteurs Xt = (Xt,λ)λ∈Λ, défini par,
Xt,λ(x) = ψ(t)X0,λ =
(
X0,λ(x,D)ψ(t)
)(
ψ−1(t, x)
)
,
satisfait l’équation,
(∂t + v · ∇)Xt,λ = Xt,λ(x,D)v. (71)
Le transporté par le flot visqueux sera noté Xνt .
Remarque. L’utilité de l’application ψ(t) est qu’elle envoie un champ de vecteurs tangent
à une courbe γ en un champ de vecteurs tangent à ψ(t, γ ).
Maintenant, il est temps d’établir notre résultat essentiel sur les poches de tourbillon
généralisées, c’est-à-dire, appartenant à l’espace anisotrope Cε(X). Il permet en particulier
d’obtenir la propagation de la régularité stratifiée dans les espaces de Hölder généralisant
ainsi le Théorème 1.2 de [5].
Théorème 4. Soient 0 < ε < 1, a > 1 et X0 une famille admissible de champs de vecteurs.
On donne un champ de vecteurs v0 à coefficients dans C1∗ et de divergence nulle. On
suppose en outre que ∇v0 ∈ La et que ω0 ∈ Cε(X0). Alors, ∀ν  0, (NSν) possède une
unique solution vν dans L∞loc(R+;Lip(R2)). Plus précisément, il existe une constante C ne
dépendant que de ε,ω0 et X0 telle que∥∥∇vν(t)∥∥ ∞  C(1 + ν)eCt ,L
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De plus, lorsque la viscosité ν tend vers zéro, alors vν tend vers v et ψν − Id tend
vers ψ − Id dans l’espace L∞loc(R+;Cα) pour tout α < 1. En outre, si ε′ < ε alors
X0,λ(x,D)ψν , X
ν
t,λ et divX
ν
t,λ convergent respectivement vers X0,λ(x,D)ψ , Xt,λ et
divXt,λ dans L∞loc(R+;Cε
′
), uniformément en λ.
Démonstration. Montrons comment on peut déduire le Théorème 1 à partir du Théo-
rème 4. Pour commencer, construisons, à partir de la donnée d’un ouvert borné de classe
C1+ε , une famille admissible X0, telle que ω0 = 1Ω ∈ Cε(X0). Par définition d’un bord de
classe C1+ε , il existe une fonction f0 ∈ C1+ε(R2) telle que ∂Ω coïncide, dans un de ses
voisinages V , avec l’ensemble des zéros de f0 dont le gradient ne s’annule pas dans V .
Soit α une fonction régulière supportée dans V et égale à 1 dans un petit voisinage de ∂Ω .
On pose :
X0,0 = ∇⊥f0 et X0,1 = (1 − α)
(
1
0
)
,
Une simple vérification montre que la famille de champs de vecteurs (X0,i )1i=0 est ad-
missible. De plus, X0,i (x,D)ω0 = 0. Considérons un point x0 ∈ ∂Ω et définissons la
courbe γ 0 par l’équation différentielle ordinaire :{
∂σ γ
0(σ ) = ∇⊥f0(γ 0(σ )),
γ 0(0) = x0.
Il est facile de voir que γ 0 appartient à C1+ε(R,R2) et qu’elle est une paramétrisation
régulière de ∂Ω . Soit γν(t) le bord du transporté de Ω par le flot visqueux ψν(t). Alors en
différenciant l’égalité γν(t) = ψν(t) ◦ γ 0, on montre que
∂σ γν(t, σ ) =
(
X0,0(x,D)ψν
)(
t, γ 0(σ )
)
.
Comme le Théorème 4 implique que X0,0(x,D)ψν appartient à L∞loc(R+;Cε), alors
γν(t) appartient à L∞loc(R+;C1+ε). D’autre part, la matrice jacobienne de ψν(t) est in-
versible. D’où X0,0(x,D)ψν(t) ne s’annule pas sur V . Ainsi la courbe γν(t) est une
paramétrisation régulière de ∂Ων(t). Les résultats de limite non visqueuse se déduisent
sans peine à partir de ceux du Théorème 4. Le point crucial est justement l’uniformité des
estimations par rapport à ν. 
La démonstration du Théorème 4 utilise essentiellement la proposition ci-après, la fin
de la démonstration du Théorème 4 est analogue à celle du Théorème 1.2 que l’on retrouve
dans [5].
Proposition 5. Soient 0 < ε < 1, a > 1 et X0 = (X0,λ)λ une famille admissible de champs
de vecteurs. On suppose que vν est solution de (NSν) appartenant à L∞loc(R+;C∞b (R2)) et
que son tourbillon est dans L∞ (R+;La ∩L∞). Alors, le transporté Xνt de X0 par le flotloc
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dépendant que de la dimension, telle que∥∥∇vν(t)∥∥L∞  (C0,ε + ν) exp(Cε∥∥ω0∥∥L∞ t);
I (Xν0) I (X0) exp
(−(C0,ε + ν)t eCε‖ω0‖L∞ t);
Γ (t)
de´f= ∥∥X0,λ(x,D)ψν(t)∥∥Cε + ∥∥ων(t)∥∥Cε(Xν,t )
 Γ (0) eCε exp
(
(C0,ε + ν)teCε‖ω0‖L∞ t
);
avec
Cε = C
ε3(1 − ε) log
1
ε(1 − ε) et
C0,ε = C
(
Cε + a
∥∥ω0∥∥
La∩L∞ + ε−1
∥∥ω0∥∥
L∞ log
(
e + ‖ω
0‖Cε(X0)
ε‖ω0‖L∞
))
.
4.3. Démonstration de la Proposition 5
Le point le plus délicat est d’estimer convenablement la quantité ‖Xt,λ(x,D)ων‖Cε−1
et c’est exactement ici que l’effet régularisant et la propagation höldérienne sont décisifs.
Lorsqu’on se place dans le cadre eulérien, alors Xt,λ(x,D)ω satisfait l’équation de trans-
port :
(∂ + v · ∇)Xt,λ(x,D)ω = 0.
Comme conséquence on peut propager facilement la régularité höldérienne, sous réserve
que le champ v soit lipschitzien ; on obtient :
∥∥Xt,λ(x,D)ω∥∥Cε−1 C∥∥X0,λ(x,D)ω0∥∥Cε−1 exp
(
Cε
t∫
0
∥∥∇v(τ)∥∥
L∞ dτ
)
.
Pour plus de détails on peut consulter le Lemme 5.5.1 cité dans [3]. Par contre, dans le
cadre visqueux la commutation des champs de vecteurs ∂t + v · ∇ et Xt,λ permet de dire
que l’équation satisfaite par Xt,λ(x,D)ων est :
(∂t + vν · ∇ − ν)Xt,λ(x,D)ων = −ν
[
,Xt,λ(x,D)
]
ων. (72)
Dans la suite nous omettons l’indice ν afin d’alléger les notations. Ainsi le problème
est de donner un sens au commutateur qui n’a a priori aucune raison d’exister puisque le
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dant l’effet régularisant mis en évidence dans la Proposition 2 nous permet effectivement
de montrer que le commutateur est, pour presque tout temps, dans l’espace Cε−1.
La démonstration donnée ici est tout d’abord locale en temps puis sa globalisation est
du même genre que celle de la Proposition 3 et du Théorème 2.
4.3.1. Estimation locale
Utilisant le calcul paradifférentiel introduit par J.-M. Bony [2], nous aboutissons à la
décomposition suivante :
ν
[
,Xt,λ(x,D)
]
ω = F + νG,
où
F = 2νR(∇Xit,λ, ∂i∇ω)+ νR(Xit,λ, ∂iω), (73)
et
G = 2T∇Xit,λ∂i∇ω + 2T∂i∇ω∇X
i
t,λ + TXit,λ∂iω + T∂iωX
i
t,λ. (74)
Remarques. Nous avons utilisé la convention d’Einstein de sommation sur les indices
répétés.
Le lemme suivant fournit des estimations sur F et G. Il montre en particulier que l’inté-
gration en temps des blocs dyadiques de F permet de compenser les dérivées consommées
par le laplacien.
Lemme 8. Soient ε un réel appartenant à ]0,1[ et C0 une constante positive. Alors pour
tous les réels 0 T1 < T2 vérifiant
ν(T2 − T1)+
T2∫
T1
∥∥∇v(t)∥∥
L∞ dt  C0, (75)
et pour tout t ∈ [T1, T2], on a :
sup
q
2q(ε−1)
t∫
T1
∥∥qF(τ)∥∥L∞ dτ  CC0ε supτ∈[T1,t]
∥˜∥Xλ(τ)∥∥Cε∥∥ω0∥∥L∞
et ∥∥G(t)∥∥
Cε−3 
C
1 − ε
∥∥Xλ(t)∥∥Cε∥∥ω0∥∥L∞ .
La constante C qui figure dans ces estimations est universelle.
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Proposition 3. En effet, on applique l’opérateur de localisation en fréquences q à F et on
utilise les identités :
R(Xit,λ, ∂iω) = ∂iR(Xit,λ,ω)−R(divX,ω),
R(∇Xit,λ,∇∂iω)= ∂iR(∇Xit,λ,∇ω)−R(∇divXt,λ,∇ω),
on trouve, après une intégration en temps et un usage du lemme de Bernstein,
2q(ε−1)
t∫
T1
∥∥qF(τ)∥∥L∞ dτ
 C2q(ε−1)2q
∑
jq−N0
i∈{∓1,0}
ν22j
t∫
T1
‖j+iXτ,λ‖L∞
∥∥jω(τ)∥∥L∞ dτ
+C2q(ε−1)
∑
jq−N0
i∈{∓1,0}
ν22j
t∫
T1
‖j+i divXτ,λ‖L∞
∥∥jω(τ)∥∥L∞ dτ.
Comme le champ Xt,λ et sa divergence sont dans l’espace Cε , d’indice strictement positif,
en utilisant l’inégalité (28) et la condition (75), nous obtenons :
2q(ε−1)
t∫
T1
∥∥qF(t)∥∥L∞ dt C∥∥ω0∥∥L∞
(
1 + ν(t − T1)+
t∫
T1
∥∥∇v(t)∥∥
L∞ dt
)
× sup
τ∈[T1,t]
∥˜∥Xλ(τ)∥∥Cε ∑
jq−N0
2(q−j)ε.
Nous pouvons alors dériver facilement l’estimation du lemme à partir de cette forme. L’es-
timation de G, ne pose aucun problème significatif. Les paraproduits sont bien définis si le
tourbillon est borné et que ε < 1 et on obtient :
∥∥G(t)∥∥
Cε−3 
C
1 − ε ‖Xt,λ‖Cε
∥∥ω(t)∥∥
L∞ .
Pour conclure, il suffit de recourir au principe du maximum qui implique ‖ω(t)‖L∞ 
‖ω0‖L∞ . 
Pour assurer en premier lieu une propagation locale nous allons prendre dans le
Lemme 8 la constante C0 de manière à ce que la condition (55) soit respectée, avec
r = +∞. En d’autres termes, nous nous plaçons sous la condition :
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T2∫
T1
∥∥∇v(t)∥∥
L∞ dt  cε(1 − ε)
de´f= C−1ε , (76)
avec c une constante que nous pouvons prendre aussi petite que l’on veut. Désormais, nous
nous plaçons sous hypothèse (76). Estimons maintenant la norme de Xt,λ(x,D)ω(t). Pour
ce faire, on utilise l’estimation (62) qui permet, via le Lemme 8, de montrer que pour tout
réel t ∈ [T1, T2],∥∥Xt,λ(x,D)ω(t)∥∥Cε−1  C(∥∥XT1,λ(x,D)ω(T1)∥∥Cε−1 + ‖F‖L˜1([T1,t];Cε−1)
+ (1 + ν(t − T1))‖G‖L∞([T1,t];Cε−3))
 C
ε(1 − ε)
(∥∥XT1,λ(x,D)ω(T1)∥∥Cε−1
+ ∥∥ω0∥∥
L∞ sup
τ∈[T1,t]
∥˜∥Xλ(τ)∥∥Cε). (77)
Dans ce qui suit, nous tenterons de décrire la propagation höldérienne du champ de
vecteurs Xt,λ. Pour cela, on s’appuie sur l’inégalité (58) et on se sert de la Proposi-
tion 4. On parvient ainsi à établir l’existence d’une constante absolue C telle que pour
tout t ∈ [T1, T2] :
∥∥Xλ(t)∥∥Cε  C
(∥∥Xλ(T1)∥∥Cε +
t∫
T1
∥∥Xλ(x,D)v(τ)∥∥Cε dτ
)
. (78)
Nous admettons l’inégalité qui suit. Pour plus de détails sur la démonstration, on renvoie,
par exemple, au Lemme 3.3.2 de [3] :
∥∥Xt,λ(x,D)v∥∥Cε  Cε (ε∥∥Xt,λ(x,D)ω∥∥Cε−1 + ‖divXt,λ‖Cε∥∥ω(t)∥∥L∞
+ ‖Xt,λ‖Cε
∥∥∇v(t)∥∥
L∞
)
. (79)
Par conséquent, d’après (78) et (79) et en utilisant la condition (76), on trouve que pour
tout t ∈ [T1, T2] :
∥∥Xλ(t)∥∥Cε  C
(∥∥Xλ(T1)∥∥Cε +
t∫
T1
(∥∥Xλ(x,D)ω(τ)∥∥Cε
+ ε−1∥∥ω0∥∥
L∞
∥∥divXλ(τ)∥∥Cε)dτ
)
+Cc sup
T1τt
∥∥Xλ(τ)∥∥Cε .
Par suite, quitte à prendre c suffisamment petite dans (76), on trouve :
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(∥∥Xλ(T1)∥∥Cε +
t∫
T1
(∥∥Xλ(x,D)ω(τ)∥∥Cε
+ ε−1∥∥ω0∥∥
L∞
∥∥divXλ(τ)∥∥Cε)dτ
)
. (80)
Le contrôle de la quantité ‖divXt,λ‖Cs ne pose pas de problèmes. En effet, en prenant
la divergence dans l’Éq. (71) et en utilisant l’incompressibilité du fluide, on montre que
divXt,λ vérifie l’équation de transport :
(∂t + v · ∇) divXt,λ = 0.
Ainsi en avec l’estimation (58), on obtient :∥∥divXλ(t)∥∥Cε C∥∥divXλ(T1)∥∥Cε , ∀t ∈ [T1, T2]. (81)
Soit t un réel positif. Posons :
Γ (t)
de´f= sup
0τt
(∥˜∥Xλ(τ)∥∥Cε + ‖Xλ(x,D)ω(τ)‖Cε−1‖ω0‖L∞
)
.
Alors en combinant les inégalités (77), (80) et (81), on aboutit pour tout t ∈ [T1, T2] à :
Γ (t) C
ε2(1 − ε)
(
Γ (T1)+
t∫
T1
Γ (τ)
∥∥ω0∥∥
L∞ dτ
)
.
Donc avec le lemme de Gronwall et la définition (76) il vient :
Γ (t) Cεε−1Γ (T1) exp
(
Cεε
−1
t∫
T1
∥∥ω0∥∥
L∞ dτ
)
. (82)
Ceci achève la formulation locale de nos estimations. Dans le paragraphe suivant traitons
leur extension à tout temps arbitrairement choisi dans R+.
4.3.2. Estimation globale
Soit T un réel positif ; partageons l’intervalle [0, T ] en une subdivision (Ti)N−1i=0 telle
que
ν(Ti+1 − Ti)+
Ti+1∫ ∥∥∇v(t)∥∥
L∞  cε(1 − ε)= C−1ε .
Ti
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i  Cε
(
1 + νTi +
Ti∫
0
∥∥∇v(τ)∥∥
L∞ dτ
)
. (83)
En appliquant l’inégalité (82) dans [Ti, Ti+1], alors pour tout temps pris dans cet intervalle,
il vient :
Γ (t)Cεε−1Γ (Ti) exp
(
Cεε
−1
t∫
Ti
∥∥ω0∥∥
L∞ dτ
)
. (84)
Ainsi en itérant cette inégalité de proche en proche et avec (83), on parvient à l’estimation
Γ (t) Γ (0) exp C˜ε
(
1 + νt +
t∫
0
(∥∥ω0∥∥
L∞ +
∥∥∇v(τ)∥∥
L∞
)
dτ
)
, (85)
où l’on a posé C˜ε = Cε2(1−ε) log( 1ε(1−ε) ).
Nous allons voir que l’estimation (85) permet de déduire, par le biais du Théorème 3,
un contrôle sur le gradient de la vitesse.
4.3.3. Estimation du gradient de la vitesse
A partir d’une estimation rétrograde, on montre facilement que pour tout temps positif t ,
I (Xt ) I (X0) exp
(
−
t∫
0
∥∥∇v(τ)∥∥
L∞
)
.
Par suite, l’inégalité ‖ω(t)‖L∞  ‖ω0‖L∞ , à laquelle on associe l’estimation (85), donne :
∥∥ω(t)∥∥
Cε(Xt )
 ‖ω
0‖L∞
I (X0)
Γ (t) exp
t∫
0
∥∥∇v(τ)∥∥
L∞ dτ
 Γ (0)‖ω
0‖L∞
I (X0)
exp C˜ε
(
1 + νt +
t∫
0
(∥∥ω0∥∥
L∞ +
∥∥∇v(τ)∥∥
L∞
)
dτ
)

∥∥ω0∥∥
Cε(X0)
exp C˜ε
(
1 + νt +
t∫ (∥∥ω0∥∥
L∞ +
∥∥∇v(τ)∥∥
L∞
)
dτ
)
. (86)0
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on ait : ∥∥∇v(t)∥∥
L∞ C
(
a
∥∥ω(t)∥∥
La
+ ‖ω(t)‖L∞
ε
log
(
e + ‖ω(t)‖Cε(Xt )
ε‖ω(t)‖L∞
))
. (87)
En reportant (86) dans (87) et utilisant la monotonie de l’application de x → log(e + a/x)
on trouve :
∥∥∇v(t)∥∥
L∞  C
(
a
∥∥ω0∥∥
La
+ ‖ω
0‖L∞
ε
log
(
e + ‖ω
0‖Cε(X0)
ε‖ω0‖L∞
))
+ C˜ε
ε
(
1 + νt∥∥ω0∥∥
L∞ +
∥∥ω0∥∥2
L∞ t +
∥∥ω0∥∥
L∞
t∫
0
∥∥∇v(τ)∥∥
L∞ dτ
)
. (88)
Posons :
C0,ε
de´f= C
(
C˜ε
ε
+ a∥∥ω0∥∥
La∩L∞ +
‖ω0‖L∞
ε
log
(
e + ‖ω
0‖Cε(X0)
ε‖ω0‖L∞
))
.
Alors une application du lemme de Gronwall permet d’avoir :∥∥∇v(t)∥∥
L∞ 
(
C0,ε + C˜εε−1
(
νt
∥∥ω0∥∥
L∞ +
∥∥ω0∥∥2
L∞ t
))
exp
(
C˜εε
−1∥∥ω0∥∥
L∞ t
)

(
C0,ε +
(
ν + ∥∥ω0∥∥
L∞
))
exp
(
C˜εε
−1∥∥ω0∥∥
L∞ t
)
 (C0,ε + ν) exp
(
C˜εε
−1∥∥ω0∥∥
L∞ t
)
. (89)
Par conséquent en remplaçant dans (85) le gradient de la vitesse par la majoration (89), on
parvient à :
Γ (t) Γ (0) expC˜ε
(
1 + νt + t∥∥ω0∥∥
L∞ + (νt +C0,εt) exp
(
C˜εε
−1∥∥ω0∥∥
L∞ t
))
 eC˜εΓ (0) exp
(
C˜ε(ν +C0,ε)teC˜εε−1
∥∥ω0∥∥L∞ t). (90)
En ce qui concerne l’estimation de X0,λ(x,D)ψν(t), nous avons par définition :
X0,λ(x,D)ψν(t) = Xt,λ ◦ψν(t).
Il suffit pour conclure d’utiliser le lemme de composition suivant :
Lemme 9. Soit d un entier supérieur ou égal à 2. Il existe une constante positive C dépen-
dant de d telle que, si s ∈ ]0,1[ et p ∈ [1,+∞], alors pour toute fonction f de Bsp et pour
tout difféomorphisme ψ , on a :
‖f ◦ψ‖Bsp  C‖∇ψ‖L∞‖∇ψ−1‖L∞‖f ‖Bsp .
T. Hmidi / J. Math. Pures Appl. 84 (2005) 1455–1495 1495Remarques. Dans tout le calcul précédent nous avons supposé implicitement que les fonc-
tions en jeu sont suffisamment régulières. De façon plus rigoureuse, nous devons régulari-
ser la donnée initiale, en prenant par exemple v0,n = Snv0, et montrer que les estimations
du Théorème 4 sont stables par passage à la limite en n. Cette étude a été faite dans [5].
De même, les résultats de convergence cités dans le Théorème 4 s’obtiennent de façon
similaire au Théorème 1, établi dans [5].
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