In this paper we introduce the problem of predicting action progress in untrimmed videos. We argue that this is an extremely important task because, on the one hand, it can be valuable for a wide range of applications and, on the other hand, it facilitates better action detection results. To solve this problem we introduce a novel approach, named ProgressNet, capable of predicting when an action takes place in a video, where it is located within the frames, and how far it has progressed during its execution. Motivated by the recent success obtained from the interaction of Convolutional and Recurrent Neural Networks, our model is based on a combination of the well known Faster R-CNN framework, to make framewise predictions, and LSTM networks, to estimate action progress through time. After introducing two evaluation protocols for the task at hand, we demonstrate the capability of our model to effectively predict action progress on a subset of 11 classes from UCF-101, all of which exhibit strong temporal structure. Moreover, we show that this leads to state-of-the-art spatio-temporal localization results.
Introduction
Many human activities and behaviours rely on understanding what actions are taking place in the surrounding environment, to what point they have advanced, and even when they might be completed. From simple choices, like crossing the street when cars have passed, to more complex activities like intercepting the ball in a basketball game, an agent has to recognise and understand how far an action has advanced, based only on what it has seen so far. This is supported also by experiments showing that humans continuously understand the actions of others in order to plan goals accordingly [4] . Consequently, a machine that helps forecast possible outcomes can enable new applications across robotics (e.g. human-robot interaction, realtime goal definitions) and autonomous driving (e.g. avoid road accidents).
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Interest in this area has recently grown. Approaches have been proposed to perform prediction of the near future, be that of a learned representation [23] or a video frame [16, 24] . We believe that a key to predicting future outcomes is to first understand what is observed so far. As a result, in this paper we introduce the novel task of predicting action progress, i.e. the prediction of how far an action has advanced during its execution. In other words, considering a partial observation of some human action, in addition to understanding what action and where it is happening, we want to infer how long this action has been performed with respect to its expected duration. As a simple example of an application let us consider the use case of a robot trained to interact socially with humans. The correct behaviour to respond to a handshake would be to anticipate, with the right timing, the arm motion, so as to avoid a socially awkward moment in which the person is left hanging. This kind of task cannot be solved unless the progress of the action is known. Similar tasks have been addressed in the literature. First of all, predicting action progress is conceptually different from action recognition and detection [6, 28] , where the focus is on finding "where" the action occurred in time. Action completion [10, 27, 30 ] is a closely related task, where the goal is to predict when an action can be classified as complete in order to improve the accuracy of a classifier on incomplete sequences and temporal boundaries. However, this is easier than predicting action progress because it does not require to predict the partial progress of an action.
Action progress prediction is an extremely challenging task since, to be of maximum utility, the prediction should be made while observing the video. While a thick crop of literature addresses action detection and spatio-temporal localization [5, 26, 28] , predicting action progress is more related to the variant of online action detection [2, 17, 18] . Here the goal is to accurately detect, as soon as possible, when an action has started and when it has finished but they do not have a model to estimate the progress. Clearly, the additional information provided by action progress should help in a better definition of temporal boundaries. While advancements in deep learning [9, 15] have largely improved performance for action classification and localization, these are still unsolved problems. We hypothesize that a model for action progress would be forced to embed further knowledge of the rich dynamics of videos, thus improving the temporal understanding of actions.
In this paper we propose the first method able to predict action progress using a supervised recurrent neural network fed with convolutional features, and make three primary contributions: (i) we define the new task of action progress prediction, which we believe is useful in creating intelligent planning agents, and an experimental protocol to assess performance; (ii) our action annotation approach is holistic and is capable of predicting action progress while performing spatio-temporal action detection and classification; (iii) interestingly, there is a link in correctly defining action boundaries and predicting action progress and we show that our model leads to significant improvement in spatio-temporal action detection, achieving state-of-the-art performance.
Related Work
Human action understanding has been traditionally framed as a classification task. It has been addressed with a plethora of methods using global features, local features and representation learning [1] . Recently, several tasks have emerged aiming at a more precise semantic annotation of videos, namely action localization, action completion and action prediction.
Action detection (localization). Frame level action localization has been tackled extending state-of-the art object detection approaches [18] to the spatio-temporal domain. A common strategy is to start from object proposals and then perform object detection over RGB and optical flow features using convolutional neural networks [6, 17, 19] . Gkioxari et al. generate action proposals by filtering Selective Search boxes with motion saliency, and fuse motion and temporal decision using an SVM [6] . More recent approaches, devised end-toend tunable architectures integrating region proposal networks in their model [17, 19] . As discussed in [19] , most action detection works do not deal with untrimmed sequences and do not generate action tubes. To overcome this limitation, Saha et al. [19] propose an energy maximisation algorithm to link detections obtained with their framewise detection pipeline. Another way of exploiting the temporal constraint is to address action detection in videos as a tracking problem, learning action trackers from data [26] . For certain applications, such as video search and retrieval, a temporal segmentation of actions is considered sufficient. Approaches concentrating in providing starting and ending timestamps of actions have been proposed [5, 11, 28] . Heilbron et al. [11] have recently proposed a very fast approach to generate temporal action proposals based on sparse dictionary learning. Yeung et al. [28] looked at the problem of temporal action detection as joint action prediction and iterative boundary refinement by training a RNN agent with reinforcement learning.
All these methods do not understand and predict the progress of actions, but only the starting and ending points. Differently from them, we explicitly model and predict action progress with which we are able to significantly improve temporal action detection.
Online action detection, completion, prediction. A closely related line of work addresses the specific case of online action detection. In [12] , a method based on Structured Output SVM is proposed to perform early detection of video events. To this end, they introduce a score function of class confidences that has an higher value on partially observed actions. The structure of sequential actions is used in Soral et al. [22] , in an ego-vision scenario, to predict future actions given the current status. Their purpose is to timely remind the user of actions missing in the sequence.
The very recent direction of predictive vision [23, 25] is also related to action progress prediction. Given an observed video, the goal is to obtain some kind of prediction of its near future. Vondrick et al. predict a learned representation and a semantic interpretation [23] while subsequent works predict the entire video frame [16, 24] . All these tasks are complementary to predicting action progress since, instead of analysing the progress of an action, they focus on predicting the aftermath of an action based on some preliminary observations.
Predicting Action Progress
In addition to categorising actions (action classification), identifying their boundaries spanning through the video (action detection) and localising the area where they are taking place within the frames (action localization), our idea is to learn to predict the progress of an ongoing action. We refer to this task as action progress prediction. Predicting to what point the action has advanced can then help improve detected spatio-temporal tubes by refining their temporal boundaries.
Problem definition
Given a video v = { f 1 . . . f N } composed of N frames f i , an action can be represented as a sequence of bounding boxes spanning from a starting frame f S to an ending frame f E , and enclosing the subject performing the action. This forms what in literature is usually referred to as action tube [6, 19] . For each box in a tube at time t i , we define the action progress as:
Therefore, given a frame f i , the action progress can be interpreted as the fraction of the action that has already passed. This definition models the framewise action progress as a linearly and monotonically increasing value in the range [0, 1].
We believe that being able to accurately predict action progress will benefit also the identification of the temporal boundaries of an action, and therefore will lead to preciser action detections. Moreover, this task does not require to collect any additional annotation to existing datasets, since the action progress values can be directly inferred from the existing temporal annotations.
Model Architecture
The whole architecture of our method is shown in Fig. 1 , highlighting the Faster R-CNN part dedicated to localization and classification and the ProgressNet part, which predicts Action Progress. We believe that sequence modelling can have a huge impact on solving the task at hand, since time is a signal that carries a highly informative content. Therefore, we treat videos as ordered sequences and propose a temporal model that encodes the action progress with a Recurrent Neural Network. In particular we use a model with two stacked Long Short-Term Memory layers (LSTM), with 64 and 32 hidden units respectively. We named this model ProgressNet. Since actions can be also seen as transformations on the environment [25] , we feed the LSTMs with a feature representing regions and their context. We concatenate a contextual feature, computed by spatial pyramid pooling (SPP) of the whole frame [8] , with a region feature extracted with ROI Pooling [18] . The two representations are blended with a fully connected layer (FC7). The usage of a SPP layer allows us to encode context information for arbitrarily-sized images To extract region features and perform detection we build upon the framework recently proposed by Saha et al. [19] , which is an extension of the popular object detection model Faster R-CNN [18] , fine-tuned for action recognition. This model adopts a trained Region Proposal Network (RPN) to generate candidate regions (ROI) that are likely to contain known classes within an image. Using a ROI Pooling layer, these regions are projected onto an intermediate feature map generated by the model and separate predictions are made for each ROI. We use ReLU non linearities after every Fully Connected layer, and dropout to moderate overfitting. In order to be able to feed action tubes to ProgressNet we use the tube generation module from [19] , which links bounding boxes across adjacent frames using dynamic programming.
Tube Refinement Given an action tube, composed of boxes B i we predict the sequence of progress values p i (t) for each box and compute its first order derivative p i (t). We trim the tube if p i (t) ≤ δ and p i ≤ µ s or p i (t) ≤ δ and p i ≥ µ e where δ is used to find when the derivative comes close to zero (i.e. the action is not progressing) and µ s and µ e ensure that the action is about to begin or has reached a sufficiently far point in its execution. We use δ = 0.05, µ s = 0.1 and µ e = 0.8, which have proven to be suitable by cross validation.
Learning
Our spatio-temporal localization network is initialised with the pretrained network from [19] , which is based on the VGG-16 architecture [20] . To train our ProgressNet we use positive ground truth tubes as training samples. To avoid overfitting the network, we apply the two following augmentation strategies. First, for every tube we randomly pick a starting point and a duration, so as to generate a shorter or equal tube. Second, for every tube we generate a subsampled version, reducing the frame rate by a random factor uniformly distributed in [1, 10] . This second strategy helps in generalising with respect to the speed of execution of different instances of the same action class. Action progress is defined using Eq. 1. Since one of our goals is to improve action boundaries, we encourage the network to be more precise on the temporal boundaries of an action by using our Boundary Observant loss:
where p i and p i are the predicted progress and the correspondent ground truth value, respectively. Compared to a standard L2 loss for regression, the Boundary Observant loss penalises errors on the action boundaries more than in intermediate parts, since we want to precisely identify when the action starts and ends. At the same time, it avoids the trivial solution of always predicting the intermediate value p = 0.5. Fig. 2 shows the difference between the two loss functions, where predicted values are on the x axis and desired values on the y axis. Note from Eq. 1 that in action progress prediction only values in [0, 1] can be expected. We initialise all layers of ProgressNet with the Xavier [7] method and employ the Adam [14] optimizer with a learning rate of 10 −4 .
Experiments
In this section we show results on action progress prediction for spatio-temporal tubes and propose two evaluation protocols. Since this is a novel task we introduce some simple baselines and show the benefits of our approach. To further underline the importance of predicting action progress, we exploit our predictions to refine precomputed action tubes, which gives an improvement over state of the art methods for action localization.
We experiment on the competitive UCF-101 dataset [21] , which has 24 classes annotated for spatio-temporal action localization. Actions are temporally untrimmed and there can be more than one action of the same class per video. We restricted our experiments on a subset of 11 out of 24 classes, taking the actions that exhibit a temporal structure. Actions like Biking or WalkingWithDog (both present in the dataset) are actions that exhibit a cyclic or erratic behaviour, and therefore is impossible even for a human observer to guess how far the action has progressed. The subset that we adopted is composed of the following classes: Basketball, BasketballDunk, CliffDiving, CricketBowling, Diving, FloorGymnastics, GolfSwing, LongJump, PoleVault, TennisSwing, VolleyballSpiking. In order to be comparable with previous spatio-temporal action localization works, we adopt the same split of UCF-101 used in [17, 19, 26, 29] . Note that larger datasets such as THUMOS [13] and ActivityNet [3] do not provide bounding box annotations, and therefore can not be used.
Evaluation protocols for Action Progress Prediction
In order to evaluate the task of action progress prediction, we introduce two evaluation protocols along with standard Video-AP for spatio-temporal localization.
Framewise Mean Squared Error This metric tells how well the model behaves at predicting action progress when the spatio-temporal coordinates of the actions are known. Test data is evaluated frame by frame by taking the predictions p i on the ground truth boxes B i and comparing them with action progress targets p i . We compute mean squared error MSE = ||p i − p i || 2 across each class. Being computed on ground truth boxes, this metric assumes perfect detections and thus disregards the action detection task, only evaluating how well progress prediction works.
Average Progress Precision Average Progress Precision (APP) is identical to framewise
Average Precision (Frame-AP) [6] with the difference that true positives must have a progress that lays within a margin from the ground truth target. Frame-AP measures the area under the precision-recall curve for the detections in each frame. A detection is considered a hit if its Intersection over Union (IoU) with the ground truth is bigger than a threshold τ and the class label is correct. In our case, we fix τ = 0.5 and evaluate the results at different progress margins m in [0, 1]. A predicted bounding box B is matched with a ground truth box B and considered a true positive when B has not been already matched and the following conditions are met: where p is the predicted progress, p is the ground truth progress and m is the progress margin. We compute Average Progress Precision for each class and report a mean (mAPP) value for a set of m values.
Video-AP Video Average Precision (Video-AP) [6] is used in order to compare with previous methods and show how predicting action progress can impact on spatio-temporal action localization. We report results at varying IoU thresholds, ranging from 0.05 to 0.6. Note that IoU is computed over spatio-temporal tubes, so detected tubes must be precise both at locating the action within the frame and at finding the correct temporal boundaries. Therefore, differently from detection in static images, IoUs higher than 0.4 are very strict.
Action Progress Prediction
Here we report results on the task of predicting action progress. In this first experiment we evaluate the ability of our method to predict action progress on correctly localized actions in both time and space. We take the ground truth tubes of actions on the test set and compare the MSE of three variants of our method: the full architecture trained with our Boundary Observant loss (ProgressNet), the same model trained with L2 loss (ProgressNet L2) and a reduced memoryless variant (ProgressNet Static). The comparison of our full model against ProgressNet L2 is useful to understand the contribution of the Boundary Observant loss respect to a simpler L2 loss. To underline the importance of using recurrent networks in pre- dicting progress, in the variant ProgressNet Static, we substitute the two LSTMs with two fully connected layers predicting progress framewise. In addition, we provide two baselines: random prediction and a constant prediction of the progress expectation. The random prediction provides us with a higher bound on the MSE values. The latter, with a prediction of p = 0.5 for every frame, is a trivial solution that obtains good MSE results. Both are clearly far from being informative for the task. We report the results obtained in this experiment in Fig. 3 . The quality of the predictions in the Static model is highly variable, depending on the class. This is due to the fact that some classes have clearly identifiable states which are recognisable in almost every frame. The Diving class for instance exhibits a high appearance variation between the beginning of the action (standing on a trampoline) and the end (disappearing into water). Other classes instead, such as CricketBowling, are hardly addressed with models without memory because they exhibit only few key poses that can reliably establish the progress. In fact, ProgressNet and ProgressNet L2 are able to model action progression better, obtaining a much lower error. In particular, the best result is obtained with ProgressNet, proving that our Boundary Observant loss plays an important role in correctly training the network.
In a second experiment, we evaluate action progress using the full action detection pipeline. In Fig. 4 , we report the mAPP of ProgressNet (trained with BO loss), ProgressNet Static and the two baselines Random and 0.5. Note that the mAPP upper bound is given by standard mean Frame-AP [6] , which is equal to mAPP with margin m = 1. In the p = 0.5 baseline, this upper bound is reached with m = 0.5. It can be seen that both formulations of ProgressNet outperform these baselines. Once again, it is visible how the usage of LSTM layers increases by a large margin the results obtainable compared to the ProgressNet Static.
Qualitative results obtained by ProgressNet are shown in Fig. 6 . It is interesting to notice how in some of the examples the predicted progress does not have a decise linear trend but follows the visual appearance of the action. In particular in the second row (LongJump), while the athlete is running, the output values tend to fluctuate, but as soon as he jumps the predicted progress grows firmly towards one. Insights on the model behaviour are also given by the failure cases: in the GolfSwing clip, the actor hesitates before hitting the golf ball and the progress is therefore late respect to the ground truth. In the FloorGymnastics case instead, the first and the last pose are almost identical and the predicted progress grows straight towards completion after a few frames.
Spatio-temporal action localization
Besides having an intrinsic value in the understanding of human behaviour in videos, action progress is also a useful tool for obtaining more precise action tubes. The reason why action tubes generated by machine learning methods are often imprecise can be traced back to two main causes: inaccurate frame level detections and difficulties in properly identifying the temporal action boundaries, i.e. the first and the last frame in which the action in present. Since most methods rely on powerful and precise detectors [17, 19] to generate candidate boxes, we argue that the primary cause of defects concerns temporal boundaries.
In this experiment we compare tubes trimmed with the strategy described in Sect. 3.2, with the state of the art. Results for spatio-temporal action localization on the UCF-101 dataset (split1) are shown in Table 1 . In order to be comparable with other methods we reintroduce all of the 24 classes in the dataset. Since we predict action progress for a subset of 11 classes, we are able to trim only the tubes associated with a class in the subset. Tubes, predicted as belonging to the remaining classes are left untouched, which are therefore the same as [19] 1 . As the improvements in mean Video-AP confirm, predicting progress values gives us a significant improvement over previous state of the art methods.
To give a more in depth comparison of how our method impacts on the single actions, we also report a class-wise comparison restricted to the 11 classes in our subset in Fig. 5 . We report the Video-AP gain between our method and [19] for IoU=0. 4 , showing how some classes dramatically benefit from our approach. Actions such as CliffDiving or GolfSwing, in which the appearance of the actor evolves through a sequence of identifiable steps, gain more than 4 and 9 AP points, respectively. The only failure case is given by FloorGymnastics, which has a much higher intra-class variation and is composed by a sequence of poses that can repeat or appear in different order, depending on the execution of the action.
Conclusion
In this paper we defined the novel task of action progress prediction. Our method is the first that can not just provide spatio-temporal localization of actions, but can also interpret the evolution of such activity on-line by predicting its stage. This approach opens new scenarios for any goal planning intelligent agent. We formulate a novel, boundary observant loss which helps to avoid trivial solutions. Moreover, we show that action progress can be used to improve action temporal boundaries, obtaining state-of-the-art results in action detection, with improvements especially at stricter intersection over union thresholds.
