Introduction
Explaining economic growth has been a topic for long 2 . Technological development is widely considered to be one of its driving forces. In a single production process, technological development expresses itself in the productivity growth of the primary production factors, and in the substitution between the intermediate goods and services. As a consequence, the input coefficients corresponding to this production process are changed. In a multisectoral input-output framework, these two components interact for all sectors simultaneously affecting the entire matrix of input coefficients.
A common approach for analyzing the contribution of changes in the technical coefficients to economic growth is the structural decomposition approach (Carter, 1970) 3 . This method decomposes e.g. output or value added changes into a number of key determinants, one of which is technological change, as reflected by changes in the input-output structure of the economy.
Typically, however, this determinant is not decomposed further. The present paper aims at quantifying the underlying sources of technological change. To this end, the changes in the input-output structure are decomposed into (i) the productivity change in each sector, (ii) the average substitution of each of the products, and (iii) sector-specific substitutions. It is shown that the RAS method may be used for this purpose.
The RAS method is well-known and widely used as a technique for updating input-output matrices or tables. Its economic background, however, has been criticized (see e.g. Lecomber, 1975; Miernyk, 1977; Lynch, 1986; or Rose and Miernyk, 1989) . In Section 2 we develop the decomposition and show that RAS may be used for this purpose as a descriptive tool. This new application of RAS overcomes the criticisms and allows for an economically meaningful interpretation.
It should be emphasized that our decomposition aims at describing and measuring what actually has happened. Earlier attempts 4 to quantify the effects of technological change have approached the issue from the opposite direction.
That is, imposing specific changes in the matrix of input coefficients, the effects (upon e.g. output or value added) are examined under the assumption that all other things remain the same. In this way it is possible to single out (sets of)
coefficients that are important, in the sense that a change induces large effects.
Although such analyses provide important insight into the current production structure and the potential effects of technological change, they cannot be used to describe the sources of the changes as they have taken place. Analyses of this form answer hypothetical questions of the "what-if" type. Neither the hypothesis nor the ceteris paribus assumption is adequate when confronted with actually observed changes.
The decomposition is applied to the input-output tables of the European Union (EU), both for the EU as a whole and for its member states individually.
The tables are issued every five years, covering the period . They are valued in current prices and use a 44-sector classification. For our purpose they are aggregated into 31 sectors. A disadvantage is that, since the tables are not recorded in constant prices, our results refer to cost structures rather than to strictly technical structures. Another disadvantage is that, since economic activities are aggregated into sectors, technological developments also cover changes in the composition of the sectors. In contrast, a major advantage of the database is that the tables have a very high degree of comparability between the countries.
The data are further discussed in Section 3, the empirical results are presented in Section 4, and Section 5 contains the conlusions.
The Decomposition of Structural Change
At time t, each sector in an economy uses a mix of intermediate and primary
inputs to produce its output. The precise composition of this mix is dependent on the state of technology. In an input-output context, the state of technology is represented by the matrix A t of input coefficients, ,
where Z t and M t denote the intermediate deliveries and imports, respectively, and is the inverse of the diagonal matrix of outputs. Each element of A t , , i,j = 1,.....,n, (2) gives the use of goods or services of type i per unit of output of sector j. The use of primary inputs other than imports can implicitly be defined as , j = 1,.....,n. (3) Thus, each column of A t represents the state of technology of one sector.
Technological developments, such as e.g. innovations into products and production processes, and price changes induce the inputs to be substituted. The difference between two subsequent coefficients matrices reflects that. In this paper we consider the ratio of change in the input coefficients, (i,j = 1,.....,n), from which the percentage changes can be derived. For each ratio we determine (i) the part that is caused by a productivity change in sector j, affecting column j uniformly, (ii) the part that is caused by an economywide change in the use of input i, affecting row i uniformly, and (iii) the part that is caused by other circumstances.
Define s j as the productivity effect upon the coefficient changes of sector j, applying uniformly along column j of A t . This productivity effect reflects that more output is produced per unit of primary inputs. It can therefore be interpreted as the productivity change of the joint primary inputs. 
in whichr andŝ are the diagonal matrices of r i and s j (i,j = 1,.....,n)
respectively. Since both effects are average effects, they should correctly reflect the average changes as they have occurred in each row and column. In other words, they should satisfy the condition that the row and column sums of the actual transactions matrix, [Z 1 + M 1 ], are equal to the ones obtained from .
Denote the row sums of [
in which e is the n-element summation vector. Denote the column sums of [
The conditions now read as follows, or
or .
This set of 2n equations is solved for the 2n elements ofr andŝ. Because the equations are not independent, however, the solution will be a parametric one.
We discuss this later. The model in (7) may be solved iteratively by the RAS method. RAS was developed for updating input-output tables under the precondition of known row and column sums u 1 and v 1 ' (Stone, 1963) . For an 6 elaborate introduction to the RAS method we refer to Miller and Blair (1985) .
Technical details with respect to the existence and uniqueness of the solution can be found in Bacharach (1970 ) or MacGill (1977 5 .
The interpretation ofr andŝ being the average substitution and productivity effects, respectively, is well-known. It was introduced by Stone (1963), who assumed these effects to determine the changes in an input coefficients matrix 6 . In the 1970s, many empirical studies have been carried out in order to examine the performance of the method as an updating technique (see, for example, Allen and Gossling, 1975; Lynch, 1986) . Unfortunately, the results were rather disappointing in the sense that did not resemble .
Curiously, this poor empirical performance has induced a critical attitude towards the economic interpretation and relevance of RAS. Not only were Stone's assumptions considered to be invalid, RAS was also considered to be just a mechanical tool, absent of any economic underpinning (Lecomber, 1975; Miernyk, 1977) .
In our view, this conclusion is not justified. The poor empirical results rather show that the productivity and substitution effects alone are insufficient to explain the changes in the coefficients. Indeed, productivity and substitution effects as the sole determinants of changes may have a poor explanatory power.
But this is no reason to abandon the economic interpretation behind RAS. It just expresses that other determinants should be taken into account as well. In this study, these other determinants are embodied in a third component, taken as a rest factor,
so that 5 An interesting alternative for updating matrices has recently been suggested by Golan et al. (1994) . 6 Stone used the term 'fabrication effect' instead of 'productivity effect'. , i,j = 1,.....,n. (9) This formulation shows how RAS is used as a descriptive tool to decompose input-output coefficient changes into the productivity effect, the average substitution effect, and the sector-specific substitution effect.
In general, the elements ofr andŝ will not be equal to the mere ratios of change of the row averages ρ i and column sums σ j of A 0 , with and , i,j = 1,.....,n, (10) respectively. Each of the expressions in (10) focuses on only one side of the picture, either rows or columns, neglecting the interaction between them. For instance, it may happen (examples are easily constructed) that s j > 1, while σ j = 1. The simultaneity of productivity effects and average substitution effects induces that for this particular sector the productivity effect is offset by the average substitution effect. Note that either ρ i or σ j are used to as the first iterative step of the RAS method. As such σ j can for example be interpreted as a first approximation of s j (Van der Linden, 1993) .
A problem with the RAS method is the non-uniqueness of the outcomeŝ r andŝ. As already mentioned above, the solution of (7) is parametric, the outcomes being only unique up to a scalar. It matters for example whether the solution algorithm begins with a row or a column operation. It is easily seen that whenr andŝ satisfy (7), any λr and λ -1 ŝ will also satisfy (7). In other words, a sector for which we find a productivity increase might have shown a productivity decrease when the iterative procedure was begun in another way.
This suggests that the method generates outcomes with some degree of arbitrariness.
Economically speaking, however, it seems plausible to require that the sum of all substitution effects equals zero. 
which is a weighted average of the substitution effects, r i , (i = 1,.....,n). The numerator of (11) 
Empirical Analysis of Technological Change
In the previous section, a theoretical account was given of the interpretation of the RAS method for the analysis of technological development in an inputoutput context. Before we present the details of the European input-output tables, to which we have applied the decomposition, we discuss some of the limitations of the data.
For several reasons, a theoretically 'ideal' decomposition of technological change as given in the previous section cannot be given for most input-output tables. The most important of these are the level of aggregation and the valuation of the transactions. Both limitations also hold for the European input-output tables that we have used.
In actual input-output tables, all economic activities are usually aggregated into only some tens of sectors. Though account is of course taken of the congeniality of products or production processes, the nature of the sectors is usually not very homogeneous (United Nations, 1973; Carter, 1970 (Fisher, 1975) or managers (Miernyk, 1977) would provide a more elaborate picture of technological development.
Many input-output tables are valued in current prices. If technological development is analyzed from a series of such tables, the effects of relative price changes can thus not be singled out. Applying our decomposition then implies that we are rather analyzing cost structures instead of technology. The 'productivity' changes therefore reflect profitability changes in the sense of gross margins between sales and purchases. In the following, we will therefore use the more general notion of 'intensity in the use of primary inputs'. The 'substitution' also involves changes in the prices of intermediate inputs. Like the analysis of make-and-use tables, analysis of input-output tables in constant prices would provide a more elaborate picture of technological development. We will nevertheless use the notion of 'substitution'.
The EU input structure is analyzed empirically for the period 1965-1985, using the harmonized input-output tables of the European Union (see Eurostat, 1970; 1978; 1983; 1986; 1992a-e) . They are issued every five years, and are In the reassessed EU input-output tables, each column represents the cost structure of one sector. Table 1 
The Empirical Results for the EU
The sector-specific intensity change Roughly speaking, the intensity of the use of primary inputs in the EU has on average risen moderately between 1965 and 1985. The use of agricultural products, minerals and metals in the production 11 process has been substituted for the use of energy, office machines and services.
These general observations hide a wealth of different productivity developments and substitutions per sector and per member state, which will be discussed in this section. Before going further into the empirical matter, however, it should be stressed once again that the results are only indicative. Because the input-output tables are valued in current prices, the effects of relative price changes could not be singled out.
The Primary Input Intensity Changes
The results for the primary input intensity changes are given in Table 2 . The numbers in the middle part of this table are the elements ofŝ as percentage changes, i.e. 100(s j -1). The left (right) column in Table 2 In interpreting the results, it should be noted that, if sector j's column sum for 1965 is multiplied with the corresponding s j for each of the four periods, the result will in general be different from sector j's column sum for 1985.
Equality would be obtained if the four values of σ j as defined in (10) were used instead. As already stated, σ j of (10) has a different meaning and cannot be interpreted as changes in the primary input intensity.
The intensity of the use of primary inputs in the EU has on average risen had an average growth of more than 10%. Seven sectors (other food, textile, wood, machines, minerals, metal products, beverages) had an average growth between 5 and 10%, while two (chemicals and rubber) had a weak average growth (≤ 5%).
The remaining seventeen sectors faced a decline in one or more periods.
In almost all cases, however, did the growth outweigh the declines. Average growth rates larger than 5% are reported for basic metals, tobacco, communication, paper, and building, despite a decline in at least one period. The average productivity growth was small (< 2%) for leather, electrical goods and transport, and negative for petroleum and lodging. The negative average growth of petroleum was solely caused by the severe decrease in the period 1975-80.
For this sector as well as for public utilities, however, price changes have obscured the true productivity changes. A persistent decline, finally, was observed for other market services, which may be explained from a growing labour intensity.
Another aspect is the variation of the growth rates of a sector between the periods. Large fluctuations were found for basic metals, coal, petroleum, trade, tobacco, and communication. The smallest fluctuations were observed for textile, wood, rubber, minerals, agriculture, electrical goods, transport and public services.
When considered period-by-period, a major determinant of the economywide productivity growth of 1965-1970 seems to be the growth for trade, a sector which produces about ten percent of the Union's total output. Though this indeed suggests a significant productivity growth, one should keep in mind that the extensive use of intermediate inputs in this sector (see also When considered country-by-country, all member states must have had a more or less persistent productivity growth, but not synchronous. Tables 2 and 3 , there is a widely diversified pattern of sectoral productivity changes. Note that the results in Table   2 are obtained using tables that were aggregated over the countries. Table 3 gives summarized results in the sense that averages over the sectors are used. So, the patterns described above are merely an average, which may hide notable differences between the member states. Especially for tobacco, communication, public utilities and coal, the changes varied widely among the member states. In 1970-1975, for example, the change for public utilities varied between -6% in Belgium and +69% in Italy, with a standard deviation of 28%-points. 1980-1985, the change for coal varied between -8% in Italy and +87% in France, with a standard deviation of 36%-points. In other sectors, however, changes per member state deviated only little from the EU average, with standard deviations down to 3%-points. Among these sectors are chemicals, paper, leather, rubber and wood.
In the light of the European integration, one might wonder whether the productivity has converged or not. Assume that, before the integration begun, there were large differences between the productivity levels of the member states, but that they converged afterwards. If this assumption holds, it seems likely that the productivity changes would initially be different as well, indicating a catch-up. The changes would be strong in low-productivity member states, and less strong in high-productivity member states. When the convergence has completed, both the productivity levels and the productivity changes would be about the same in all member states.
Between 1965 and 1985, such a pattern was found only for about one third of the sectors, whereas the change in productivity for most of the remaining sectors was still diverging. For some sectors, this divergence restarted after an initial period of convergence. On the one hand, 1985 might be too early to serve as a yardstick for concluding on convergence, so the analysis needs to
Where m is the number of member states. The results in Table 4 show that only the use of other market services has increased in each period. Persistent decreases were observed for eight sectors (agriculture, paper, other food, textile, communication, wood, coal, and beverages). The average row coefficient of other market services has quadrupled, while it has halved for petroleum and textile. For most goods and services, there were remarkable fluctuations in their use over time. Roughly speaking, there has been a substitution from the use of goods to the use of services and energy, at least in terms of costs. This does of course not mean in itself that less goods are used in the respective production processes. It rather shows the increasing growth towards an economy dominated by services and information, thereby reducing the relative importance of goods. On the other hand, these tendencies also reflect the fluctuating relative prices of energy and other goods and services. There also was an increase in the use of motor vehicles, trade, transport, milk and rubber, the former three of course being related to the increase of the services. Significant 'losers' were public services (see also footnote 13), agricultural products, textiles, coal, public utilities and machines.
In 1970-1975 a substitution towards energy (petroleum and public utilities) occurred, while the increasing use of transport equipment and transport services stagnated. This is probably related to the rising energy prices. The use of other market services continued to increase strongly, now supplemented by an increased use of office machines. This latter increase, however, though indicating the growing importance of office machines and computers in the economy, only concerns a relatively small coefficient. The use of public services, agricultural products, textiles, coal and machines kept on declining, and the use of basic metals, trade, building and meat contracted now too.
In 1975-1980 the pattern of substitution was less pronounced than before. The strong tendency towards petroleum and office machines continued, while the growth of the other market services slowed down. Against the background of the recession, the 'revival' of the building activities is remarkable.
As for these activities, however, it should be noted that most of their output is used as investment goods. This is a part of final demand to which our analysis does not extend. Most other goods, finally, were used less intensively.
In 1980-1985 there have been some remarkable changes in the pattern of substitution. The use of other market services kept on increasing, while the use of petroleum now strongly decreased. This may be caused by both falling energy prices and a more economic use of energy. The latter possibility does not seem to be the case since the use of public utilities has increased. There was also a remarkable increase in the use of public services and meat. The use of rubber decreased for the first time. The use of most other goods also kept on decreasing, as did the use of lodging and transport services.
When considered country-by-country, the changes for some sectors strongly differed between the member states. The variation in the elements r i across countries is reflected by its standard deviation in each period. Averaging over time yields the average standard deviation. For public services it is as high as 105%-points which is caused by some exceptionally strong intensity changes.
Also the average standard deviations for tobacco and office machines are large, 71 and 43%-points respectively. For 25 out of the 31 sectors, however, the average standard deviation is less than 30%-points. These results are comparable with the average standard deviations of the elements s j in Section 4.1. For many basic goods (like agricultural products, basic metals, minerals, chemicals and wood) the member states' intensity changes did not deviate much from the EU average.
Recall that 
The Sector-specific Intensity Changes
The sector-specific component of intensity change involves a wealth of data for sector-specific and/or country-specific studies. This section only indicates the most salient changes at the EU level. As such, it could serve as an incentive for more detailed studies.
The analysis of the sector-specific changes is closely related to the issue of accurateness of the RAS method (see Allen and Gossling, 1975) . The accurateness of the method is reflected by the extent to which the new technical coefficients matrix ( ) is determined by the first two components ( ) only.
For this purpose, the sample determination coefficient (R²) could be used as an indicator of accurateness ,
in which and .
In ordinary correlation analysis 100*R² is interpreted as the percentage of the total variation in the 's which is accounted for by the (linear) relationship with .
In the present case we have used an adapted R². Hence, also the additive counterpart of (8),
, i,j = 1,.....,n. (13) must be taken into account. This alternative expression also applies in cases of 14 In the unweighted version, the lowest result was very high as well, 83%.
zero division. If some coefficient is zero, will also be zero, and
can not be calculated. If the corresponding is non-zero, then in (13) indicates the emergence of input i in sector j 15 .
The sector-specific intensity change enhances the economy-wide change when the actual change in coefficient is stronger than the economy-wide change. The sector-specific intensity change is absent when the actual change is equal to the economy-wide change. The sector-specific intensity change neutralizes the economy-wide change when the actual coefficient resembles more than the estimation does. It is partly neutralizing when is between and . It is fully neutralizing when the actual coefficient had not changed between period 0 and 1. It may even be more than neutralizing when the actual coefficient change points in the other direction than the estimated change. Hence, five cases can principally be distinguished: For agriculture, the use of agricultural products decreased stronger than in the economy as a whole, in favour of especially food, petroleum and chemicals. This reflects the more intensive use of industrially processed cattle-feeds and chemical herbicides. The sector-specific intensity change of agricultural goods can therefore be classified as 'enhancing'. In the 1980s, however, the substitution between agricultural products and food completely ceased.
For coal, there were neutralizing sector-specific components for coal and public utilities, except for [1975] [1976] [1977] [1978] [1979] [1980] , when the use of coal fell much more than the economy-wide decrease. Besides, there were positive components for machines, which might indicate some mechanisation in mining techniques.
The petroleum sector involves not only the extraction of oil and gas, but also the further processing into secondary energy products such as gasoline. Therefore, it has felt a very strong influence of the relative price changes. The use of basic metals for metal products initially increased, but decreased strongly afterwards, in both cases stronger than the average. The same held for the use of metal products, especially before 1975.
For machines the use of its own output and of other market services strongly increased, the use of basic metals and metal products decreased. In most of the cases, the changes were enhancing the economy-wide changes. This suggests the growing complexity of the machines and installations built in this innovative sector. It does not suggest the use of other materials as inputs to the products of this sector.
Virtually the same held for office machines, though the increasing use of its own output strongly fell behind the economy-wide increases of [1970] [1971] [1972] [1973] [1974] [1975] [1976] [1977] [1978] [1979] [1980] . The increase of the use of other market services was well above the economy-wide increase, up to 2.4%-points (2.87) of the coefficient in there was a notable increase in the use of paper.
For electrical goods too, the use of its own output and of other market services strongly increased, and the use of basic metals decreased. In most of the cases, the changes were again enhancing the economy-wide changes. In this sector, however, the changes did not occur synchronous. Before 1975, the use of electrical goods increased strongly. After 1975, it stagnated and even declined, whereas the use of the other market services begun to increase then.
For motor vehicles, the use of its own output had neutralizing components. This may indicate a stable need for parts, whereas in the other sectors the need for the final products of this sector is fluctuating. The use of basic metals fell more than average.
In 1965-1970, other transport equipment had a very strong sector specific substitution from basic metals, metal products and rubber to other transport equipment. This might indicate some vertical integration within this sector 16 . In 1980-1985 there was a sector-specific substitution from machines towards electrical goods. This might indicate a growing complexity of the equipment.
In 1970-1975, meat had a sector specific substitution from meat towards agricultural products. In 1980-1985 it faced a very strong substitution in the other direction.
For milk there was an enhancing substitution from agricultural products towards milk and other food in all four periods. The economy-wide decrease of the use of other food was even more than neutralizing. This might indicate the growing importance of milk products instead of milk proper.
For other food the opposite has happened. The use of other food fell more than the economy-wide average, while the use of agricultural products fell less.
Beverages took hardly part in the decreasing use of agricultural products too.
The use of chemicals decreased instead.
Before 1975, tobacco hardly deviated from the economy-wide pattern of substitution. Afterwards, there was a sector-specific increase of other market services, and a decrease of agricultural products.
During the 1970s, the sector-specific components of textile had somewhat neutralizing tendencies from the economy-wide intensity change towards the 1970 input structure. Like basic metals, this may also be an example of a matured sector with only little room for innovations. Only the substitution from agricultural products to various services is somewhat notable, and may reflect the migration of the early production stages of this sector to developing countries.
Likewise, the sector specific components of leather were mostly neutralizing too.
Only for 1965-1970 and 1975-1980 the decrease of agricultural products was more than the economy-wide average.
The use of wood in the wood sector had strong positive sector-specific components. It thus remained about constant. The use of agricultural products strongly declined. The use of rubber strongly increased. This suggests a growing complexity of the sectors' products, and the use of recycled materials.
For rubber, there was a strong sector-specific substitution from chemical products to rubber in 1965-1970 (both about 4.5%-points). After 1970, there has been little deviation from the economy-wide pattern, only the use of chemicals stayed behind the average.
Other manufacturing had a very unstable pattern of intensity change. It had strong fluctuations, especially for metal products and machines, Nevertheless, there was a tendency to the use of less rubber and textiles, and more basic metals, electrical goods and other market services.
For building, the use of metal products, rubber and trade decreased relative to the economy-wide pattern, whereas the use of building and other market services increased. This latter increase may be caused by a growth of subcontracting. The relative use of minerals, its most important input, fluctuated somewhat.
Lodging had neutralizing sector-specific components of agricultural products and trade. The use of beverages surprisingly decreased stronger than in the other sectors. Besides some recent deviations for other market services and public services, the intensity changes were close to the economy-wide changes.
Transport had neutralizing sector-specific components of petroleum, which thus 
Summary and Conclusion
The method applied in this paper to quantify technological development in inputoutput tables is built on the RAS method, borrowed from the literature on updating input-output tables. In the past there have been serious doubts about the adequacy of RAS for such a purpose. In this paper it is argued that for the purposes of measuring (in contrast to forecasting) the RAS method may be a useful tool. The well-known problem of the non-uniqueness of the solution is solved by adopting an economically plausible scaling technique. The method proposed in this paper decomposes the technological development into a productivity effect, an economy-wide substitution effect and a sector-specific substitution effect. +11  +5  +2  +11  +4  -1  +8  +0  +13  +1  -8  +2  +15  -5  -0  +7  +4  -6  +13  +3  -29  +27  +3  +38  +42   +4   +5  +7  +27  +4  +4  +3  +3  +15  +36  +6  +0  +7  +10  +12  +9  +12  +4  +7  +12  +17  +10  +18  -2  +6  +9  -5  -16  -9  +4  -5  +0   +4   +15  +12  +10  +9  +11  -0  +9  +7  +2  +11  +8  +9  -4  +5  +6  +9  +7  -25  +14  +15  -4  +8  +2  -1  +9  +10  -5  +0  -3  +10  -0   +1   +20  +15  +12  +11  +0  +17  +6  -2  +17  +10  +5  -8  +1  +9  +12  +13  +15  +7  +8  -8  +16  +11  +2  +8  +3  - 
