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ABSTRACT 
 
The spatial pattern of organism is an important characteristic of ecological communities.  
This is usually one of the first observations we make in viewing any community and is one of the 
most fundamental properties of any group of living organisms. 
Organism in any geographical area scattered about in one of three spatial patterns: uniform, 
random, or aggregated.  One reason for knowing these patterns is that they affect decisions about 
what method to use for estimating population density, as we have just seen.  But a second reason for 
knowing the pattern is to describe various measures that have been proposed to quantify pattern in 
natural population.  Two types of indices are required, one for quadrat counts and one for distance 
measures.  For  the analysis, the author would like to present two ways i.e. dispersion indices and 
statistical distribution. 
 
PENDAHULUAN 
Pola spasial organisme adalah karakter penting dalam ekologi komunitas.  Ini biasanya 
yang pertama kali diamati dalam melihat beberapa komunitas dan salah satu sifat dasar dari 
kebanyakan kelompok organisme hidup. 
Informasi mengenai kepadatan populasi dirasakan belum cukup untuk memberi gambaran 
yang lengkap mengenai keadaan suatu populasi yang terdapat dalam suatu habitat.  Dua populasi 
mungkin saja memiliki kepadatan yang sama, tetapi mempunyai perbedaan yang nyata dalam pola 
sebaran spasialnya. 
Pengetahuan mengenai penyebaran sangat penting untuk mengetahui tingkat 
pengelompokan dari individu yang dapat memberikan dampak terhadap populasi dari rata-rata per 
unit area (Soegianto, 1994) dan menjelaskan faktor-faktor yang bertanggung jawab (berperan) 
dalam suatu kasus.  Alasan lain untuk mengetahui pola-pola tersebut ialah dapat membantu dalam 
mengambil keputusan tentang metode apa yang akan digunakan untuk mengestimasi kepadatan atau 
kelimpahan suatu populasi (Krebs, 1989). 
Mengingat pentingnya pengetahuan mengenai pola sebaran dari suatu organisme, maka 
dalam tulisan ini disajikan beberapa hal pokok yang berhubungan dengan metodologi dalam 
melakukan pengukuran dan analisis untuk penentuan pola sebaran suatu organisme bentik 
 
METODE PENGUKURAN POLA SEBARAN SPASIAL 
Tanaman atau hewan dalam beberapa area geografi  menyebar kira-kira satu dari tiga pola 
dasar spasial (Gambar 1).  Tiga pola dasar spasial yang telah diakui, yaitu: acak (random), 
mengelompok (clumped atau aggregated) dan seragam atau merata  (uniform) (Ludwig & Reynold, 
1984; Krebs, 1989),  Terdapat derajat keseragaman dan pengelompokan yang dapat digambarkan, 
yaitu suatu organisme lebih atau kurang mengelompok dalam suatu habitat, tetapi pola secara acak 
adalah acak, dan tidak mungkin dapat dikatakan suatu pola lebih acak daripada yang lainnya 
(Krebs, 1989).  
 
                         Acak (random)         Mengelompok         seragam (uniform) 
Gambar 1.  Tiga pola dasar penyebaran spasial dari individu dalam suatu habitat 
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Setelah populasi ditentukan, para ekologiwan mengusulkan dan menguji hipotesis yang 
dapat menjelaskan faktor-faktor yang bertanggung jawab (berperan) dalam suatu kasus, oleh karena 
itu obyek utama untuk mendeteksi pola spasial ialah untuk menghasilkan hipotesis mengenai 
struktur komunitas ekologi (Williams, 1976).  Sebagai contoh, yaitu suatu kasus dalam studi George 
dan Edwards (1976) yang meneliti peranan angin yang dapat mengurangi pergerakan air secara 
tidak acak, dan membentuk pola-pola horizontal dari fitoplankton dan zooplankton dalam suatu 
reservoir kecil di Wales.  Studi lain yang juga dilakukan di Wales, Doncaster  (1981) menemukan 
bahwa pola mengelompok pada sekumpulan semut di suatu pulau besar, sebagian besar ditentukan 
oleh kemiringan dan keterbukaan, kelembaban dan grazing oleh populasi kelinci. 
Beberapa mekanisme penyebab yang sering digunakan untuk menjelaskan pola-pola hasil 
pengamatan dalam suatu komunitas ekologi telah dijelaskan oleh Pemberton & Frey (1984).  Pola 
sebaran acak dari individu-individu populasi suatu spesies dalam suatu habitat menunjukkan bahwa 
terdapat keseragaman (homogenity) dalam lingkungan dan atau pola tingkah laku yang tidak 
selektif.  Dengan kata lain, pola non-acak (mengelompok dan seragam) secara tidak langsung 
menyatakan bahwa ada faktor pembatas terhadap keberadaan suatu populasi.  Pengelompokan 
menunjukkan bahwa individu-individu berkumpul pada beberapa habitat yang menguntungkan, 
kejadian ini bisa disebabkan oleh tingkah laku mengelompok, lingkungan yang heterogen, model 
reproduksi, dan sebagainya.  Penyebaran yang seragam dihasilkan dari interaksi negatif antara 
individu-individu, seperti kompetisi terhadap makanan atau hal-hal khusus.  Selanjutnya Quinn & 
Dunham (1983) mengingatkan bahwa alam adalah multifaktor, banyak proses-proses  saling 
berinteraksi (biotik dan abiotik) yang mungkin berkontribusi terhadap pola-pola yang tercipta. 
Hutchinson (1953) adalah orang ekologis yang pertamakali menaruh perhatian akan 
pentingnya pola-pola spasial dalam suatu komunitas dan mengidentifikasi faktor-faktor penyebab 
yang paling berperan pada pola-pola spasial suatu organisme. 
1. Faktor vektorial yang timbul dari gaya eksternal lingkungan (seperti angin, pergerakan air 
dan intensitas cahaya); 
2. Faktor reproduksi yang berkaitan dengan model reproduksi dari suatu organisme (seperti 
kloning dan regenerasi dari keturunan); 
3. Faktor sosial karena tingkah laku penghuni (seperti tingkah laku teritorial); 
4. Faktor koaktif yang dihasilkan dari interaksi intraspesifik (seperti kompetisi); dan 
5. Faktor stokastik yang dihasilkan dari variasi yang acak pada beberapa faktor di atas. 
Selanjutnya proses-proses yang memberi kontribusi terhadap pola-pola spasial dapat 
berhubungan baik dengan faktor dari dalam atau instrinsik (seperti reproduksi, sosial dan koaktif) 
atau faktor luar (ekstrinsik/vektorial). 
Pandangan yang paling sederhana terhadap bentuk pola-pola spasial dapat dihasilkan 
dengan melihat orientasi individu dan menjawab pertanyaan:  Bagaimana kemungkinan bahwa 
individu-individu lain mendekat, jika kita menempatkan suatu individu dalam habitatnya?  Ada tiga 
kemungkinan, yaitu: kemungkinannya meningkat (pola mengelompok); kemungkinanannya 
berkurang (pola seragam); dan kemungkinannya tidak berpengaruh (pola acak). 
 Metode pengukuran untuk penentuan pola spasial dilakukan sebelum melakukan pendugaan 
kepadatan atau kelimpahan suatu oragnisme.  Pada dasarnya untuk menentukan pola spasial dapat 
dilakukan dengan berbagai metode, yaitu metode plot (kwadrat), transek sabuk (belt transect : 
contiguous transect’s) dan plotless (distance methods). 
 
Metode Plot (kwadrat) 
 Metode plot adalah prosedur yang umum digunakan untuk sampling berbagai tipe 
organisme.  Plot biasanya berbentuk segiempat atau persegi (kwadrat) ataupun lingkaran.  Metode 
ini digunakan untuk sampling tumbuh-tumbuhan, hewan-hewan sessil (menetap) atau bergerak 
lambat seperti hewan-hewan yang meliang. 
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 Dua masalah atau pertanyaan yang sering muncul dalam penggunaan metode ini, yaitu 
bentuk dan ukuran plot atau kwadrat yang digunakan.  Untuk menjawab permasalahan ini, ada dua 
pendekatan yang digunakan.  Pendekatan yang paling sederhana ialah mencari literatur dan gunakan 
ukuran dan bentuk kwadrat yang sama dengan yang pernah dilakukan orang dalam bidang yang 
diteliti.  Untuk sampling pohon-pohon tua di hutan, kebanyakan orang menggunakan kwadrat 10 m 
x 10 m; untuk semak-semak 1 m2 (Krebs, 1989).  Dalam bidang  ekologi-bentik kelautan sejak 
tahun 1950-an telah digunakan berbagai bentuk dan ukuran, Pringle (1984) menyarankan bahwa 
daerah 0,25 m2 paling baik untuk organisme bentik-laut, sedangkan untuk invertebrata bentik sungai 
biasanya digunakan ukuran 31,6 m x 31,6 cm.  Pendekatan yang lebih baik (jika waktu dan 
sumberdaya tersedia) ialah menentukan bentuk dan ukuran kwadrat yang optimal.  Untuk 
melakukan hal ini pertama-tama yaitu ditentukan apa yang  dimaksud yang “terbaik” atau “optimal” 
dari bentuk dan ukuran kwadrat.  Terbaik dapat didefinisikan dalam dua cara (Krebs 1989) : 
1. secara statistik; bentuk dan ukuran yang memberikan ketepatan statistik yang paling 
tinggi untuk total area yang disampling atau total jumlah waktu atau dana yang 
diperlukan, dan  
2. secara ekologis; ukuran dan bentuk kwadrat yang paling baik untuk menjawab pertanyaan 
yang diajukan.  Jika kita menyelidiki pertanyaan dari skala ekologis, proses-proses yang 
dipelajari akan menentukan ukuran kwadrat tetapi dalam banyak kasus kriteria statistik 
adalah kriteria yang utama. 
Ketepatan statistik yang paling tinggi = standard error rata-rata yang paling rendah 
= interval kepercayaan yang paling sempit dari nilai rata-rata. 
 Ukuran sampel penting untuk menghasilkan suatu indeks yang dapat diandalkan, tetapi ini 
sulit karena batas kepercayaan untuk estimasi tidak tersedia. Krebs (1989) merekomendasikan 
bahwa suatu ukuran sampel minimum harus 50 kwadrat, atau ketika pola penyebaran suatu spesis 
sangat mengelompok paling kurang dibutuhkan 200 kwadrat. 
Ada dua penerapan metode kwadrat, yaitu metode kwadrat tunggal dan kwadrat ganda.  
Pada kwadrat tunggal yang dipelajari hanya satu petak sampling dalam suatu areal hutan.  Ukuran 
minimum kwadrat ditetapkan dengan menggunakan kurva spesies-area.  Biasanya ukuran minimum 
ini ditetapkan dengan dasar penambahan luas petak tidak menyebabkan kenaikan jumlah spesies 
lebih dari 5 % atau 10 %.  Sedangkan pada metode kwadrat ganda, pengambilan contoh dilakukan 
pada banyak kwadrat contoh yang letaknya tersebar merata dan sebaiknya sistematik.  Selanjutnya 
dikatakan bahwa dalam penentuan lokasi dapat dilakukan secara acak atau sistematis ataupun 
dengan menggunakan kisi-kisi (Gambar 2) yang bertujuan untuk meminimumkan bias.  
Selanjutnya pada setiap kwadrat  dilakukan identifikasi terhadap semua spesies dan menghitung 
jumlah individunya. 
 
 
 
    
 
 
Gambar 2.  Teknik penempatan plot dalam suatu daerah penelitian   
 
Metode Belt Transect (Transek Sabuk = Contiguous quadrat’s) 
 Metode belt transect  biasa digunakan untuk mempelajari suatu kelompok hutan yang luas 
dan belum diketahui keadaan sebelumnya.  Teknik ini juga paling efektif untuk mempelajari 
perubahan keadaan vegetasi menurut keadaan tanah, topografi, dan elevasi.  Transek dibuat 
memotong garis-garis topografi, dari tepi laut ke pedalaman, memotong sungai atau menaiki dan 
menuruni lereng pegunungan (Soegianto, 1994). 
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 Lebar transek yang umum digunakan yaitu 10-20 meter, dengan jarak antar transek 200-
1000 meter tergantung pada intensitas yang diinginkan.  Untuk kelompok hutan yang luasnya 
10.000 ha, intensitas yang digunakan adalah 2%, dan hutan yang luasnya 1.000 ha atau kurang, 
intensitasnya 10% (Soerianegara & Indrawan, 1980). 
 Untuk mempermudah pengukuran pohon, jalur yang lebarnya 10 meter dibagi menjadi 
petak-petak kontinyu berukuran 10 m x 10 m, sedang yang lebarnya 20 meter dibagi menjadi petak-
petak kontinyu berukuran 20 m x 20 m atau 20 m x 50 m (0.1 ha).  Di dalam jalur yang lebarnya 20 
meter dapat dibuat : 
1. jalur untuk semak atau sampling yang lebarnya 10 meter dapat dibagi menjadi petak-petak 
kontinyu berukuran 10 m x 10 m (0,01 ha). 
2.  jalur untuk tumbuhan bawah dan seedling yang lebarnya 2 meter dan dibagi menjadi petak-
petak kontinyu berukuran 2 m x 5 m (0,01 ha) atau 2 m x 2 m. (Soegianto, 1994).  
Metode belt transect (Gambar 3) tentunya dapat diterapkan untuk komunitas hutan 
mangrove.  Metode ini juga pernah diaplikasikan oleh beberapa peneliti untuk mempelajari 
komunitas pada ekosistem karang.  Transek dapat ditempatkan sejajar garis pantai atau tegak lurus 
terhadap garis pantai tergantung tujuan yang ingin dicapai.  Untuk mempelajari perubahan 
komunitas berdasarkan perubahan kedalaman (kelandaian), atau keterbukaan terhadap gelombang 
atau arus  maka belt transect yang tegak lurus terhadap garis pantai paling baik digunakan.  
Sedangkan untuk mempelajari struktur komunitas atau pola sebaran  spesies antarzona di terumbu 
karang maka belt transect yang sejajar garis pantai paling baik digunakan. 
 
    Gambar 3.  Metode belt transect 
 
Metode Jarak (Distance Methods atau Plotless)   
 Teknik sampling jarak atau plotless dikembangkan oleh ahli ekologi tanaman untuk 
menghasilkan suatu estimasi yang cepat terhadap tipe-tipe vegetasi ketika individu-individu 
tanaman dibatasi dengan baik oleh ruang yang jelas, seperti dalam hutan (Cottam & Curtis 1956). 
Sampling jarak jelas sekali lebih efisien daripada sampling kwadrat ketika individu-individu dalam 
kwadrat yang besar (yang diperlukan untuk menghindari kekosongan kwadrat, yaitu ketika 
individu-individu tersebar sangat jarang). 
 
a. Prosedur Sampling Byth dan Ripley 
 Prosedur ini adalah metode jarak yang diaplikasikan pada areal yang luas : 
1. Menetapkan 2n titik sampling pada daerah yang dipelajari (dimana n adalah ukuran sampel 
yang diinginkan untuk pengukuran tetangga terdekat atau nearest-neighbor) 
2. pilih setengah dari 2n titik tersebut secara acak dan mengukur jarak dari titik-titik acak 
tersebut terhadap organisme terdekat (xi, x2, … xn) (Gambar 4); 
3. titik-titik dari setengah  2n tersebut, disekelilingnya diletakkan sebuah plot kecil dengan 
ukuran yang cukup besar yang mengandung rata-rata sekitar 5 individu.  Hitung semua 
organisme pada setiap plot kecil dan pilih n dari organisme yang telah dihitung tersebut 
secara acak, dan 
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4. ukur jarak antara organisme-organisme yang telah dihitung dan itu adalah tetangga terdekat 
(r1, r2, …..rn). 
 
Gambar 4. Skema sampling semisistematik yang direkomendasikan oleh Byth & Ripley 
(1980) untuk sampling jarak pada suatu daerah yang luas dengan penghitungan 
secara komplit tidak memungkinkan.  Dalam contoh ini ditetapkan ukuran sampel 3 (n), 
sehingga 6 (2n) titik (▲) yang berada dalam daerah penelitian (batas -------).  Tiga titik diseleksi 
untuk pengukuran titik-ke-organisme dan tiga pada titik (daerah yang diarsir) diletakkan tiga plot 
kecil untuk pemilihan individu-individu secara acak untuk mengukur jarak ke tetangga terdekat.  
Tiga pohon diseleksi untuk pengukuran tetangga terdekat (nearest-neighbor) diperlihatkan 
dengan tanda ?. 
 
b. Prosedur sampling T-square 
 Suatu alternatif sampling selain Byth dan Ripley yaitu sampling T-square.  Metode ini 
sangat sederhana untuk diterapkan di lapangan dibandingkan prosedur Byth & Ripley. 
 Gambar 5 memperlihatkan prinsip-prinsip dari sampling T-square (Ludwig & Reynolds, 
1988; Krebs, 1989).  Titik-titik acak ditempatkan pada suatu daerah yang diteliti dan pada setiap 
titik acak diukur dua jarak, yaitu : 
1. Jarak (xi) dari titik acak (O) terhadap organisme terdekat (P); 
2. jarak (Zi) dari organisme (P) terhadap tetangga terdekat (Q) dengan pembatasan bahwa 
sudut OPQ harus lebih besar 90o (jarak T-square)  
 
 
 
Gambar 5.  Skema sampling T-square.  Sebuah titik acak  O ditempatkan dalam daerah penelitian dan 
jarak x diukur dari titik tersebut terhadap organisme terdekat P.  Suatu jarak kedua z diukur dari 
organisme P  terhadap tetangga terdekat yang dibatasi pada belahan sebelah kanan dari garis 
putus-putus (Krebs, 1989). 
 
ANALISIS UNTUK PENENTUAN POLA SPASIAL 
 Banyak teknik analisis tersedia untuk penentuan pola sebaran spasial suatu organisme yang 
bergantung kepada prsedur sampling yang digunakan.  Beberapa teknik tersebut akan diuraikan: 
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Metode Plot (Kwadrat) dan Belt Transect 
a. Rasio Varians-Mean (Ludwig & Reynolds, 1988; Krebs, 1989): 
 Merupakan metode yang tertua dan paling sederhana untuk menentukan pola spasial suatu 
organisme.  Rasio antara nilai varians contoh dan nilai rata-rata contoh disebut indeks dispersi (I). 
                                  X
S
pengamarataRata
pengamaVariansI 2tan
tan == −    …………………………………………. (1)  
Jika sampel mengkuti sebaran Poisson, maka varians contoh akan sebanding dengan  rata-rata 
contoh dan selanjutnya nilai I yang diharapkan selalu 1, yang menunjukkan bahwa populasi 
mengikuti pola sebaran acak; jika rasio < 1 (mendekati 0) menunjukkan distribusi seragam; dan jika 
> 1 menunjukkan distribusi mengelompok.  
 Uji statistik  sederhana yang lain utnuk menguji indeks dispersi yaitu uji chi-square : 
)1(2 −= nIx    ..…………………………………..…….…. (2) 
dengan:  I =  Indeks dispersi;   n = jumlah kwadrat yang digunakan 
             x2= Nilai chi-square dengan derajat bebas : n-1   
Uji indeks dispersi adalah uji dua pihak, karena ada dua kemungkinan arah penyimpangan:  
Jika organisme tersebar seragam (uniform) varians akan kurang dari nilai rata-rata dan indeks 
dispersi mendekati 0. Jika organisme menyebar mengelompok (aggregated) varians pengamatan 
akan lebih besar dari nilai rata-rata dan nilai indeks akan lebih besar dari 1.  
Gambar 6 memperlihatkan nilai kritis dari nilai  chi-square untuk uji dua pihak.  Jika 
hipotesis nol diterima (menyebar acak) maka : X2 0.975 < chi-square hitung >X20.025. 
 
Gambar 6.  Nilai kritis  uji chi-square untuk indeks dispersi; α:0,05 dan n<51 (Krebs, 1989) 
 
Jika ukuran sampel besar (n>51), kita dapat menentukan nilai kritis chi-square : 
122 2 −−= vxz     …………………………………….……....  (3) 
dengan : z  = Deviasi dari normal baku (μ=0, σ=1);  x2 = nilai chi-square pengamatan (X2-hitung);  
              v  = jumlah derajat bebas (n-1)        
Hipotesis nol diterima (menyebar acak) jika nilai z terletak antara 1,96 dan –1.96 pada α: 0.05. 
b. Indeks Clumping (Ludwig & Reynolds, 1988): 
 Indeks ini merupakan modifikasi dari indeks dispersi (I), dengan perhitungan : 
   IC = (S2/X  ) – 1 = ID –1          ……………..…………………….  (4)  
IC=0 untuk pola acak, -1: keseragamannya maksimum dan n-1: pengelompokannya maksimum. 
c. Koefisien Green (Krebs, 1989): 
 Nilai koefisien ini berdasarkan nilai rasio varians-mean dengan perhitungan sederhana : 
Koefisien dispersi Green =
1
1)/( 2
−∑
−
x
xS
  …..…………..………….… (5) 
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Jika nilai koefisien dispersi Green negatif menunjukkan pola yang seragam, dan nilai positif 
menunjukkan pola mengelompok.  Myers (1978) dalam Krebs (1989) menemukan bahwa koefisien 
Green paling baik untuk menggambarkan pola spasial, karena hasil simulasi menunjukkan bahwa 
koefisien Greens hampir  tidak bergantung kepada kepadatan populasi dan ukuran sampel. 
d. Indeks Dispersi Morisita (Krebs, 1989): 
 Indeks dispersi Morisita, dapat dihitung dengan persamaan : 
⎥⎦
⎤⎢⎣
⎡
∑−∑
∑−∑=
xx
xxnId 2
2
)(
      ..…………………………..……..……..  (6) 
dengan:   Id = Indeks dispersi Morisita;   n = ukuran contoh (jumlah kuadrat) 
              ∑x = total dari jumlah individu suatu oganisme  dalam kuadrat  ( x1 + x2 +………….) 
             ∑x2 = total dari kuadrat jumlah individu suatu organisme dalam kuadrat 
                      ( x12 + x22 + x32 + …………….) 
Koefisien ini relatif tidak bergantung kepada kepadatan populasi tetapi dipengaruhi oleh 
ukuran contoh (jumlah kwadrat).  Jika mengikuti distribusi acak, maka nilai Id = 1, distribusi  
seragam, Id = 0 dan distribusi sangat mengelompok, Id = n. 
 Untuk memenuhi sifat statistik tentang distribusi sampling, diajukan uji hipotesis nol 
mengenai keacakan dengan uji chi-square, yaitu : 
   X2 = Id (∑x-1) + n - ∑x    (db= n-1)   …..………………..………..  (7) 
Jika X2hitung lebih kecil dari X2tabel, menunjukkan bahwa penyebaran populasi acak.  
e. Indeks Dispersi Morisita yang Distandarisasi  (Krebs, 1989): 
 Indeks ini diajukan untuk perbaikan terhadap indeks Morisita, yaitu dengan meletakkan 
suatu skala absolut dari –1 sampai +1. Prosedur penghitungannya tidak sulit tetapi membosankan.  
Tentukan suatu deretan  jumlah dari organisme (xi)  dalam suatu deretan kwadrat (n=jumlah 
kwadrat) : 
1. Menghitung   indeks dispersi Morisita dengan persamaan (6); 
2. Menghitung dua titik nyata (signifikan) bagi indeks Morosita dari persamaan di bawah ini : 
Indeks Keseragaman (uniform) = 
1)(
975.0
2
−∑
∑+−=
i
i
u x
xnM χ   …..……..…     (8) 
dengan: X20.975 = nilai chi-square  tabel dengan derajat bebas n-1 yang memiliki  luas daerah 97.5% 
di sebelah kanan; 
                    Xi =jumlah organisme dalam kwadrat i (i= 1, 2, ……. n); n  = jumlah kwadrat. 
Indeks Pengelompokan (clumped) = 
1)(
025.0
2
−∑
∑+−=
i
i
x
xnMc χ   …..……....   (9) 
dengan  X20.025  = nilai  chi-square  tabel dengan derajat bebas n-1 yang memiliki  
                             luas  daerah 2.5% di sebelah kiri. 
3.  Menghitung standarisasi indeks Morisita dengan salah satu dari empat persamaan : 
- jika Id≥Mc>1,0 : 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
−+=
c
cd
p Mn
MII 5,05,0  ………..……………..……....    (10) 
- jika Mc>Id ≥1,0 : 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
−=
1
15,0
c
d
p M
II    ..…………………….……..……. .     (11) 
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- jika 1,0>Id>Mu : 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
−−=
1
15,0
u
d
p M
II    ……………………………...…...     (12) 
- jika 1,0 > Mu>Id : 
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −+−=
u
ud
p M
MII 5,05,0    ..……………….……..……  (13) 
 
Indeks dispersi Morisita yang telah distandarisasi (Ip) berkisar antara –1 sampai 1, dengan batas 
kepercayaan 95% pada 0,5 dan –0,5.  Pola acak memberikan nilai Ip =0 , pola mengelompok >0, 
dan pola yang seragam <0. 
 Dalam suatu penelitian simulasi, didapatkan bahwa indeks Morisita merupakan suatu 
metode yang terbaik pada pengukuran dispersi, karena indeks ini tidak bergantung kepada 
kepadatan populasi dan ukuran sampel.  
f. Rasio antara Kepadatan Observasi dengan Kepadatan Harapan (Soegianto, 1994): 
 Metode ini umum digunakan pada tanaman, tetapi dapat juga diterapkan pada populasi 
hewan terutama pada hewan sesil dan meliang.  Dalam metode ini frekuensi (f) didefinisikan 
sebagai proporsi dari jumlah total sampling plot dimana individu suatu spesies hadir.  Dalam 
distribusi Poisson, proporsi dari plot yang berisi nol individu sama dengan e-μ, jadi proporsi dari 
plot yang mempunyai satu atau lebih individu yaitu f= 1 – e-μ. 
 Dengan mengamati frekuensi (f) populasi tanaman, kita dapat memprediksi apakah 
kepadatan tanaman itu berdistribusi acak atau tidak, dengan mengganti μ dengan μ’  sehingga 
didapatkan persamaan :    '1 μ−−= ef      …..……………..…………….……………...….. (14) 
secara teoritis μ’ dapat diturunkan dari persamaan (14) : 
μ’=-ln(1-f) atau μ’=-2,3206 log (1-f) 
sehingga didapatkan rasio  :   μ / μ’   ………….………………………..………………… (15) 
Jika rasio = 1, maka populasi berdistribusi acak; jika >1 distribusinya mengelompok; dan <1 
distribusinya seragam.  
 
Model Distribusi Statistik: 
 Ada beberapa distribusi frekuensi statistik yang dapat digunakan untuk mempelajari pola-
pola ekologi (spasial) berdasarkan sifat varians–mean, yaitu: distribusi Poisson (σ2 = μ) untuk pola 
acak; distribusi binomial negatif (σ2 > μ) untuk pola mengelompok; dan distribusi binomial (σ2 < μ) 
untuk pola yang seragam (Ludwig & Reynolds, 1988; Krebs, 1989) 
a. Distribusi Poisson (Ludwig & Reynolds, 1988; Krebs, 1989): 
 Pendekatan terhadap analisis statistik pada pola-pola spasial dalam biologi populasi sangat 
sederhana.  Kemudian seorang ahli statistik menanyakan distribusi frekuensi ini akan menyerupai 
apa, jika nilai-nilai tersebut dihasilkan oleh proses-proses acak yang komplit.  Dalam istilah biologi, 
hal ini sebanding dengan pembangkitan pola spasial  hipotetis dengan organisme-organisme yang 
koordinat-koordinatnya dalam ruang geografi diambil dari tabel  angka acak (Krebs, 1989). 
  Jika berlaku sifat acak, distribusi Poisson tepat untuk menggambarkan data.  Distribusi 
Poisson  adalah distribusi frekuensi diskret yang secara matematik lebih sederhana, karena nilai-
nilainya hanya bergantung pada satu parameter, yaitu rata-rata. Istilah pada distribusi Poisson 
didefinisikan seperti di bawah ini (frekuensi relatif = proporsi = probabilitas):  
 peluang pengamatan 0 individu dalam suatu kuadrat = μ−e  
 peluang pengamatan 1 individu dalam suatu kuadrat =
⎟⎠
⎞⎜⎝
⎛−
1
μμ
e  
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 peluang pengamatan 2 individu dalam suatu kuadrat = 
⎟⎟⎠
⎞
⎜⎜⎝
⎛−
!2
2μμ
e  
 peluang pengamatan 3 individu dalam suatu kuadrat = 
⎟⎟⎠
⎞
⎜⎜⎝
⎛−
!3
3μμ
e  
Secara sederhana dapat dituliskan secara umum untuk menggambarkan distribusi Poisson : 
⎟⎟⎠
⎞
⎜⎜⎝
⎛= −
!x
ep
x
x
μμ
  …………………..…………….   (16) 
dengan : px = peluang pengamatan x individu dalam suatu kwadrat;  μ = nilai tengah distribusi 
               x = suatu bilangan yang dihitung; 0, 1, 2, 3, …;  x! = (x) (x-1) (x-2)  …. (1) dan o! = 1 
 Dalam penyeseuaian distribusi Poisson terhadap data pengamatan kita hanya membutuhkan 
estimasi rata-rata yang dilakukan dengan menganggap: x = μ 
 Distribusi Poisson menganggap bahwa jumlah yang diharapkan dari organisme-organisme 
sama dalam semua kwadrat, yaitu μ.  Dengan  anggapan itu, tidak ada habitat-habitat yang tidak 
lengkap (tidak ada kwadrat yang lebih kaya atau lebih miskin organisme). 
 Setelah mendapatkan nilai proporsi untuk jumlah organisme yang diharapkan dalam satu 
kuadrat (1, 2, ….) kita dapat menentukan jumlah frekuensi yang diharapkan dengan cara : F harapan = 
Px n (jumlah kwadrat contoh). 
Untuk menguji populasi yang menyebar acak, digunakan uji goodness of fit chi-square :      
2
0
2 ⎟⎟⎠
⎞
⎜⎜⎝
⎛ −= ∑∞
= harapan
harapanobservasi
x F
FFχ …………………………………..   (17) 
 Jika 2χ hitung lebih besar dari 2χ tabel (α :0,05) maka tolak hipotesis nol yang menunjukkan 
bahwa populasi tidak mengikuti sebaran acak (sebaran populasi non-random). 
b. Distribusi Binomial Negatif (Krebs, 1989): 
 Berbagai distribusi statistik telah digunakan untuk menggambarkan pola-pola 
pengelompokan spasial dalam populasi biologi (Patil et al., 1971a dalam Krebs, 1989).  Paling 
umum ialah distribusi binomial negatif yang dalam literatur ekologi sekarang dua kata yang 
sinonim yaitu binomial negatif dan aggregated patterns.   
 Binomial negatif adalah distribusi peluang diskret dan dikembangkan melalui dua 
parameter, yaitu eksponen k (sering disebut binomial negatif k) dan p (q-1), yang berhubungan 
dengan rata-rata binomial negatif : rata-rata = µ = kp. Distribusi binomial negatif  secara matematik 
mirip dengan binomial positif dan merupakan suatu perluasan dari sederetan ( q-p)-k. 
 Dari titik pandang kita paling mudah untuk mempertimbangkan istilah-istilah individu dari 
distribusi binomial negatif : 
            ⎭⎬
⎫
⎩⎨
⎧
kuadratsuatudalamindividu
pengamdaripeluang 0tan  =  
k
k
x −⎟⎠
⎞⎜⎝
⎛ +1  
  ⎭⎬
⎫
⎩⎨
⎧
kuadratsuatudalamindividu
pengamdaripeluang 1tan = 
k
k
x
kx
xk −⎟⎠
⎞⎜⎝
⎛ +⎟⎠
⎞⎜⎝
⎛
+⎟⎠
⎞⎜⎝
⎛ 1
1
      
⎭⎬
⎫
⎩⎨
⎧
kuadratsuatudalamindividu
pengamdaripeluang 2tan =
k
k
x
kx
xkk −⎟⎠
⎞⎜⎝
⎛ +⎟⎠
⎞⎜⎝
⎛
+⎟⎠
⎞⎜⎝
⎛ +⎟⎠
⎞⎜⎝
⎛ 1
2
1
1
2
 
⎭⎬
⎫
⎩⎨
⎧
kuadratsuatudalamindividu
pengamdaripeluang 3tan =
k
k
x
kx
xkkk −⎟⎠
⎞⎜⎝
⎛ +⎟⎠
⎞⎜⎝
⎛
+⎟⎠
⎞⎜⎝
⎛ +⎟⎠
⎞⎜⎝
⎛ +⎟⎠
⎞⎜⎝
⎛ 1
3
2
2
1
1
3
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 Persamaan umum untuk distribusi binomial negatif, adalah : 
kx
x k
k
kkTx
xkTP ⎟⎟⎠
⎞
⎜⎜⎝
⎛
+⎟⎟⎠
⎞
⎜⎜⎝
⎛
+⎥⎦
⎤⎢⎣
⎡ += μμ
μ
)(!
)(
  …………..………  (18) 
dengan:   Px = peluang suatu kwadrat mengandung x individu;   x = suatu bilangan (0,1, 2, 3, …) 
        µ = rata-rata distribusi;  k = eksponen binomial negatif;  T = fungsi Gamma 
 Binomial negatif adalah distribusi frekuensi unimodal seperti Poisson.  Perlu dicatat bahwa 
jika k menjadi besar dan rata-rata di atas 10, binomial negatif mendekati bentuk distribusi normal.  
Untuk alasan ini k dapat dipikirkan sebagai suatu indeks pengelompokan; makin besar k maka  
makin kecil pengelompokan, dan sebaliknya makin kecil k maka makin besar pengelompokan. 
 Varians teoritis dari binomial negatif = µ +
k
2μ
, dengan demikian varians binomial negatif 
selalu lebih besar dari nilai rata-rata, dan hal ini merupakan suatu tanda yang mudah dari 
pengelompokan data di lapangan. 
 Untuk mencocokkan distribusi binomial negatif teoritis dengan beberapa data aktual, dua 
parameter harus diduga.  Rata-rata adalah yang mudah dan kita biasa menggunakan nilai harapan : 
Rata-rata =µ = x . 
Eksponen k lebih sulit untuk diduga karena cara yang terbaik untuk menduganya tergantung 
dari rata-rata dan k (Bliss & Fisher, 1953 dalam Krebs, 1989).  Pertama kita memperkirakan 
estimasi k : 
Perkiraan 
xS
xk −= 2
2
ˆ    .………………………….………  (19) 
 Dengan menyusun kembali formula varians secara teoritis seperti yang diberikan di atas.  
Krebs (1989) menyebutnya sebagai Metode I untuk menduga k yang mengikuti Anscombe (1950) 
dalam Krebs (1989).  Selanjutnya menggunakan kunci sebagai berikut: 
 
Sampel kecil : jumlah kuadrat < 20 dimana jumlahnya terlalu sedikit untuk disusun dalam suatu 
distribusi frekuensi.  Jika rata-rata yang diamati kurang  dari 10 dan lebih dari 1/3 kwadrat kosong.  
Perkiraan estimasi k melalui penyelesaian persamaan dibawah ini secara iterasi (trial and error). 
⎟⎠
⎞⎜⎝
⎛ +=⎟⎟⎠
⎞
⎜⎜⎝
⎛
k
xk
n
N
o
1loglog     ……….……….……………..  (20) 
dengan: N  = jumlah total kwadrat; no = jumlah kwadrat yang mengandung 0 individu 
        x  = rata-rata pengamatan;   k  = eksponen binomial negatif 
 Dimulai dengan nilai perkiraan k yang dihitung di atas, meningkat atau menurun yang 
membuat persamaan ini seimbang pada dua sisi.  Mengikuti Anscombe (1950) dalam Krebs (1989) 
menyebutnya dengan metode II. 
 Jika rata-rata yang diamati kurang dari 10 dan kwadrat kosong. kurang dari 1/3: 
    
xS
n
Sx
k −
⎟⎟⎠
⎞
⎜⎜⎝
⎛−
= 2
2
2
ˆ        ……………………………..……….  (21) 
ketika rata-rata diatas 4,0 dan kwadrat kosong kurang dari 1/3, Elliot (1977) dalam Krebs (1989) 
memberikan metode lain untuk menduga k dengan melakukan transformasi. 
Sampel besar :  jumlah kuadrat >20 dan hasil  pengamatan disusun dalam suatu distribusi frekuensi.  
Untuk menduga nilai k dengan melalui penyelesaian persamaan dibawah ini dengan cara iterasi : 
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    ( ) ∑∞
=
⎟⎠
⎞⎜⎝
⎛
+=⎟⎠
⎞⎜⎝
⎛ +
0
ˆˆ1log
i
x
xk
A
k
xeN    …….……………..…   (22) 
dengan: N = jumlah total kwadrat yang diamati; x  = rata-rata pengamatan 
        k = eksponen binomial negatif;               i = suatu bilangan (0, 1, 2, …);               
        fx= jumlah  kwadrat yang mengandung x individu;  j = suatu bilangan (1, 2, 3, 4, …) 
       Ax= ...)( 32
1
1 +++= ++
∞
+=
+∑ xx
xj
xj ffff  
 Estimasi  yang terbaik  dari k selalu diperoleh dengan metode kemungkinan maksimum.     
Uji goodness of fit :   
1. Uji chi-square adalah aplikasi lain dari uji baku  dengan menggunakan persamaan (17).  
Jika 2χ hitung< 2χ tabel (α :0,05): terima hipotesis nol (populasi menyebar mengelompok). 
2. Uji U-statistik; uji ini membandingkan varians hasil pengamatan dan varians yang 
diharapkan pada distribusi binomial negatif (Evans, 1953 dalam Krebs, 1989) :  
    U  = varians pengamatan – varians harapan 
    ⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−=
k
xxSU
2
2     ………….….……………………   (23) 
Nilai harapan untuk U=0.  Untuk menguji nailai U hasil pengamatan berbeda dari nol, kita 
menghitung standard error (SE) dari U seperti di bawah ini : 
   
k
xa =  ;  b = 1 + a; [ ] [ ])()(log )/1(2
4
bxb
abb
bac ax
e
+−−=
+   
kemudian :    SE (U) ⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ +⎥⎦
⎤⎢⎣
⎡
−
+−+ c
abb
aabbbaxx
n e
e
))(log(
)21())(log())((21
2
 ……...……….. .  (24) 
Jika nilai U hasil pengamatan melebihi 2 kali standard error dari U, kita menolak hipotesis nol 
yang menunjukkan bahwa populasi tidak mengikuti pola sebaran binomial negatif. 
c. Distribusi Binomial  (Sudjana, 1989; Sokal & Rohlf, 1969): 
 Perhatikan sebuah eksprimen yang hanya menghasilkan peristiwa A dan bukan A( A ), 
dengan peluang P(A)=π : peluang terjadinya peristiwa A.  Jika pada setiap percobaan dalam 
eksprimen itu, π =P(A) tetap harganya, makanya percobaan yang berulang-ulang itu dinamakan 
percobaan Bernoulli. Sekarang lakukan percobaan Bernoulli sebanyak N kali secara independen, x 
diantaranya menghasilkan persitiwa A dan sisanya (N-x) peristiwa A .  Jika π =P(A) untuk tiap 
percobaan, maka P ( A )=(1-π ).  Peluang terjadinya peristiwa A sebanyak X = x kali di antara N, 
dihitung dengan : 
xNx
n
N
xXPxp −−⎟⎟⎠
⎞
⎜⎜⎝
⎛=== )1()()( ππ  ………………….…….……… (25) 
dengan x = 0, 1, 2, …, N; 0<π <1;  πμ N=  atau N/μπ =     dan  SD: )1( ππσ −= N  
   
)!(!
!
xNx
N
n
N
−=⎟⎟⎠
⎞
⎜⎜⎝
⎛
;   …………………………….…….…….….. ….. (26) 
Hubungan yang dinyatakan dalam persamaan (25) merupakan distribusi dengan veriabel acak 
diskret dan dinamakan distribusi binom dan persamaan (26) merupakan koefisien binom.  Jadi ada 
dua parameter yang digunakan untuk menghitung distribusi binomial. 
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 Persyaratan yang dibutuhkan dalam menggunakan distribusi binomial yaitu contoh yang 
diambil merupakan contoh acak dan pengambilan contoh dilakukan dengan pengembalian.  Untuk 
contoh yang diambil tanpa pengembalian, maka ukuran populasi darimana contoh diambil haruslah 
sangat besar, supaya penarikan contoh yang tanpa pengembalian tidak mempengaruhi peluang yang 
ada dalam populasi. 
 
Metode Jarak (Plotless) 
a. Indeks Dispersi Eberhardt (Krebs, 1989): 
 Suatu indeks dispersi yang dapat digunakan pada jarak titik acak-ke-organisme terdekat.  
Indeks ini tidak bergantung kepada kepadatan populasi, dan  mudah untuk menghitungnya : 
1
2
+⎟⎠
⎞⎜⎝
⎛=
x
SIE          .………….………....……..………..  (27) 
dengan;  IE = indeks dispersi Eberhardt’s;     S = standar deviasi pengamatan  untuk jarak 
               x = rata-rata jarak pada titik-ke-organisme 
b. Indeks Dispersi Hopkins (Krebs, 1989): 
 Uji statistik untuk pola-pola spasial yang dikemukakan oleh Hopkins (1954) dalam Krebs 
(1989), mengikuti prosedur Byth dan Ripley.  Tidak seperti indeks Everhardt’s, indeks Hopkins’ 
membutuhkan jarak dari titik acak-terhadap-organisme dan jarak organisme-terhadap-tetangga 
terdekat.  Dari data yang dikumpulkan, dapat diuji keacakannya.  
    22
22
)(
)(
i
i
r
xh ∑
∑=       ………………….……….…………….   (28) 
dengan;  h = uji statistik Hopkins untuk keacakan;  xi = jarak dari titik acak ke organisme terdekat 
              ri = jarak dari organisme acak i-terhadap-tetangga terdekat. 
    
)()(
)(
1 22
22
ii
i
H rx
x
h
hI ∑+∑
∑=+=   .………………….…….   (29) 
Indeks ini ≈1 ketika pengelompokannya meningkat dan ≈0 ketika keseragamannya maksimal.  Jika 
hipotesis nol diterima (pola acak), indeksnya bernilai 0,5. 
 Di bawah hipotesis nol pada pola spasial acak, h berdistribusi seperti distribusi F dengan 
derajat bebas 2n dengan penyebut dan pembilang yang sama.  Pada F tabel dicari pada α0,025 dan 
α0,975.  Aturan keputusan pada α0,05 bagi  uji dua pihak : 
1. jika hhitung < Ftabel(0,025), tolak hipotesis nol (acak) dan menunjukkan pola yang seragam. 
2. jika hhitung> Ftabel (0,975), tolak hipotesis nol (acak) dan menunjukkan pola mengelompok. 
c. Indeks Dispersi Hines (Krebs, 1989): 
 Indeks dispersi ini menggunakan prosedur T-square yang dikembangkan oleh Hines dan 
Hines (1979) dalam Krebs (1989) sebagai variasi dari indeks Eberhardt.  Indeks hT digunakan 
untuk menguji pola spasial dalam prosedur sampling T-square.  Jika acak, hT=1,27, jika < 1,27 
menunjukkan pola yang seragam dan ketika >1,27 menunjukkan pengelompokan : [ ][ ]2
22
)2(
)()(22
ii
ii
T
zx
zxnh
∑+∑
∑+∑=   ………….…………..….…  (30) 
dengan; hT = uji Hines untuk keacakan;  n = ukuran sampel 
             xi = jarak dari titik ke organisme; zi=jarak T-square organisme ke organisme terdekat 
Uji statistik ini dievaluasi dengan merujuk ke nilai kritis pada Tabel 1.  Dalam tabel ini dimasukkan 
jumlah ukuran contoh (sampel) yang sebanding dengan 2n.  Nilai yang rendah dari hT menunjukkan 
suatu pola yang seragam, dan nilai yang tinggi menunjukkan pengelompokan. 
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Tabel 1.  Nilai kritis untuk uji statistik Hines hT untuk pengujian hipotesis nol (pola acak) 
yang disampling  dengan T-square (Hines & Hines, 1979 dalam Krebs, 1989) 
 
               Pilihan seragam                                    pilihan mengelompok α 
n 0.005 0.01 0.025 0.05 0.05 0.025 0.01 0.005 
10 1.0340 1.0488 1.0719 1.0932 1.4593 1.5211 1.6054 1.6727 
12 1.0501 1.0644 1.0865 1.1069 1.4472 1.5025 1.5769 1.6354 
14 1.0632 1.0769 1.0983 1.1179 14368 1.4872 1.5540 1.6060 
16 1.0740 1.0873 1.1080 1.1268 1.4280 1.4743 1.5352 1.5821 
18 1.0832 1.0962 1.1162 1.1344 1.4203 1.4633 1.5195 1.5623 
20 1.0912 1.1038 1.1232 1.1409 1.4136 1.4539 1.5061 1.5456 
22 1.0982 1.1105 1.1293 1.1465 1.4078 1.4456 1.4945 1.5313 
24 1.1044 1.1164 1.1348 1.1515 1.4025 1.4384 1.4844 1.5189 
26 1.1099 1.1216 1.1396 1.1559 1.3978 1.4319 1.4755 1.5080 
28 1.1149 1.1264 1.1439 1.1598 1.3936 1.4261 1.4675 1.4983 
30 1.1195 1.1307 1.1479 1.1634 1.3898 1.4209 1.4604 1.4897 
35 1.1292 1.1399 1.1563 1.1710 1.3815 1.4098 1.4454 1.4715 
40 1.1372 1.1475 1.1631 1.1772 1.3748 1.4008 1.4333 1.4571 
50 1.1498 1.1593 1.1738 1.1868 1.3644 1.3870 1.4151 1.4354 
60 1.1593 1.1682 1.1818 1.1940 1.3565 1.3768 1.4017 1.4197 
70 1.1668 1.1753 1.1882 1.1996 1.3504 1.3689 1.3915 1.4077 
80 1.1730 1.1811 1.1933 1.2042 1.3455 1.3625 1.3833 1.3981 
90 1.1782 1.1859 1.1976 1.2080 1.3414 1.3572 1.3765 1.3903 
100 1.1826 1.1900 1.2013 1.2112 1.3379 1.3528 1.3709 1.3837 
150 1.1979 1.2043 1.2139 1.2223 1.3260 1.3377 1.3519 1.3619 
200 1.2073 1.2130 1.2215 1.2290 1.3189 1.3289 1.3408 1.3492 
300 1.2187 1.2235 1.2307 1.2369 1.3105 1.3184 1.3279 1.3344 
400 1.2257 1.2299 1.2362 1.2417 1.3055 1.3122 1.3203 1.3258 
600 1.2341 1.2376 1.2429 1.2474 1.2995 1.3049 1.3113 1.3158 
800 1.2391 1.2422 1.2468 1.2509 1.2960 1.3006 1.3061 1.3099 
1000 1.2426 1.2454 1.2496 1.2532 1.2936 1.2977 1.3025 1.3059 
 
d. Indeks Agregasi Holgate (Soegianto, 1994): 
 Indeks ini dihitung dengan membandingkan antara kwadrat jarak dari titik acak-terhadap 
organisme terdekat dengan kuadrat jarak organisme-terhadap-organisme terdekat.  Semua rasio 
pada titik-titik sampling dijumlahkan dan dibagi dengan jumlah titik (ukuran contoh) : 
n
zxA ii )/(
22∑=      ….….…………………………….    (31) 
dengan;  A = indeks agregasi Holgate’s;    xi = jarak dari titik ke organisme  
              zi  =jarak organisme ke organisme terdekat 
Jika individu dalam populasi itu acak, maka A = 0,5; jika distribusi mengelompok, maka A>0,5; 
dan jika distribusinya seragam, maka nilai A< 0,5. 
 Untuk menguji apakah distribusi tersebut acak atau tidak, maka dilakukan uji-t : 
12/
5,0
n
At −=                 …………………………………..   (32) 
selanjutnya thiung dibandingkan dengan ttabel pada α:0,05 dengan derajat bebas n-1.  Jika thitung ≥ttabel 
menunjukkan bahwa distribusi populasi tidak acak. 
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