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ABSTRACT 
Mu1 t i v e r s i o n  programni.ng i s  a redundancy approach t o  develop ing h i g h l y  
r e l i a b l e  software. I n  a p p l i c a t i o n s  o f  t h i s  method, two or more vers ions  o f  a 
program a r e  developed independent ly  by d i f f e r e n t  p r o g r a m e r s  and t h e  vers ions  
then combined t o  
c o n s i s t s  o f  deve 
form a redundant system. One 
oping a s e t  o f  n program vers  
v a r i a t i o n  o f  t h i s  approach 
ons and t e s t i n g  t h e  vers ions  t o  
p r e d i c t  t h e  f a i l u r e  p r o b a b i l i t y  o f  a p a r t i c u l a r  program or a system formed 
f rom a subset o f  t h e  programs. In t h i s  paper we examine t h e  p r e c i s i o n  t h a t  
migh t  be obtained, and a l s o  t h e  e f f e c t  or p r o g r a m e r  v a r i a b i l i t y  i f  
p r e d i c t i o n s  a r e  made over r e p e t i t i o n s  of t he  process o f  genera t ing  d i f f e r e n t  
program vers ions.  
Key Words: N-version p rog raming ,  m u l t i v e r s i o n  sof tware,  b inomia l  m i x t u r e  
sampling model, f a i l u r e  i n t e n s i t y ,  i n t e n s i t y  d i s t r i b u t i o n ,  est imat ion.  
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1. INTRODUCTION 
N-version o r  m u l t i v e r s i o n  programing,  o r i g i n a l l y  proposed by A v i z i e n i s  
[l], i s  a redundancy method of s t r u c t u r i n g  sof tware components t o  cope w i t h  
r e s i d u a l  sof tware des ign f a u l t s .  I d e a l l y ,  t h e  use o f  m u l t i p l e  vers ions  w i l l  
g r e a t l y  decrease t h e  p r o b a b i l i t y  t h a t  a m a j o r i t y  o f  t h e  vers ions  f a i l  on t h e  
same i n p u t ,  thus p r o v i d i n g  a system having g r e a t e r  r e l i a b i l i t y  than a s i n g l e  
version. 
vers ions  o f  a program and running them concur ren t ly ,  a l l  vers ions r e c e i v i n g  
t h e  same i n p u t s  and producing t h e i r  own outputs. The ou tpu ts  o f  t h e  programs 
The N-version method involves independent ly generat ing N 2 2 
a r e  compared by a v o t e r  t o  determine, f o r  each i n p u t ,  a m a j o r i t y  d e c i s i o n  
output.  
To model t h e  e f f e c t  o f  us ing m u l t i p l e  versions, severa l  assumptions a r e  
r e q u i r e d  concerning t h e  process b y  which programs a r e  created and a r e  run i n  
an o p e r a t i o n a l  s e t t i n g .  The model we proposed i n  an e a r l i e r  paper (Eckhardt 
and Lee, [2]) assumes t h a t  i f  program vers ions  a r e  generated by p h y s i c a l l y  
separated p r o g r a m e r s  o r  p r o g r a m i n g  teams and accord ing t o  a comnon s e t  o f  
requirements, they are, i n  some sense, independent and i d e n t i c a l l y  d i s t r i b u t e d  
objects .  L i t t l e w o o d  and M i l l e r  [3] argue i n  f a v o r  of dropping the  i d e n t i c a l l y  
d i s t r i b u t e d  assumption t o  model t h e  e f f e c t  o f  d i v e r s e  methodologies (i.e., the 
use o f  d i f f e r e n t  languages, development environments, etc.). 
o f  any systemat ic  d i f f e r e n c e s  between vers ions  (i.e., no f o r c e d  d i v e r s i t y ) ,  
t h e  present  paper i s  concerned w i t h  analyz ing t h e  p r e d i c t i v e  i n f o r m a t i o n  
obta ined when t e s t i n g  m u l t i p l e  versions o f  a program. 
I n  the  absence 
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2. DESCRIPTION 
The purpose here is to describe modeling considerations for failure 
probability estimation. Predictive information may be measured as the 
precision with which one can estimate the failure probability of a given 
program or a given system of programs. 
precision obtained when estimating probabilities across a population of 
programs. Since it is unlikely that small probabilities can be estimated for 
a population of programers with adequate precision, our concern is the 
precision obtained when estimating the failure probability of a particular 
It may also be measured as the 
program or system. 
Uncertainity associated with the process of testing refers to whether a 
program fails on an input condition and whether the input condition ever 
occurs during testing. Failure is an event realized if a program produces 
incorrect output. However, a failure is recorded during testing only if there 
is a mechanism by which an error is detected; with multiple versions the 
testing process can be automated since different versions provide a basis for 
error detection. - A n  important assumption is that the occurrence of identical 
incorrect ouput among the available programs has a very small probability, in 
comparison to other types of errors, so that errors are detected if they occur 
and the true failure probabilities are as low as indicated by the data 
obtained by testing. 
Uncertainty concerning the failure of a program is conceptually 
inseparable from uncertainty about the effect of the programer. 
occurrence of failures is most easily motivated in terms of a sampling model 
Modeling the 
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Such a model may i n  which one imagines t h a t  p rogramers  a r e  p icked a t  random. 
n o t  be t h e  c o r r e c t  model, and t h i s  may have some e f f e c t  when es t ima t ing  small 
p r o b a b i l i t i e s .  Our purpose, r a t h e r  than exp lo re  modeling p o s s i b i l i t i e s ,  i s  t o  
g i v e  a b a s i s  f o r  t h e  p r o p o s i t i o n  t h a t  small  p r o b a b i l i t i e s  may be est imated 
wi th  adequate p rec i s ion .  
S ince a model i s  a necess i ty  i n  t h i s  context ,  we r e l a t e  a sampling model 
under which f a i l u r e  da ta  may be obtained t o  a t h e o r e t i c a l  model f o r  t he  
f a i l u r e  p r o b a b i l i t y  o f  a system having N component versions. 
s e t  of n vers ions  i s  run  on a random i n p u t  s e r i e s  XI, X2, ..., XK, 
s u m a r y  i n f o r m a t i o n  i s  p rov ided by  counts Y1,  Y2, ..., YK o f  t h e  numbers 
When a l a r g e r  
o f  ve rs ions  which f a i l  simultaneously (i.e., on t h e  same i n p u t  cond i t i on ) .  
Th i s  i n f o r m a t i o n  may be s u m a r i z e d  and conveyed through a cumulat ive 
d i s t r i b u t i o n  f u n c t i o n  (cd f ) .  Th i s  c d f  i n d i c a t e s  t h e  tendency f o r  program 
vers ions  t o  f a i l  toge ther  as percentages o f  i n p u t s  on which va r ious  
percentages o f  t h e  vers ions  f a i l .  
Sec t i on  4 descr ibes  a sampling model and a t h e o r e t i c a l  model f o r  a system 
'L 
o f  N vers ions.  I n  s e c t i o n  5 we consider a s t a t i s t i c  PN and descr ibe  a 
framework w i t h i n  which PN has t h e  optimal p r o p e r t y  o f  minimum var iance 
'L 
w i t h i n  a r e s t r i c t e d  c lass  o f  s t a t i s t i c s .  I n  sec t i on  6 we o b t a i n  t h e  var iance 
o f  PN. 
'L 
There and i n  s e c t i o n  7 we consider an i n t e r p r e t a t i o n  o f  v a r i a b i l i t y  
w i t h  t h e  emphasis i n  s e c t i o n  7 being on t h e  p r e c i s i o n  o f  est imates as obta ined 
from t h e  Kn igh t  and Leveson [4] f a i l u r e  data. 
3. NOTATION 
I n p u t  space f o r  programs designed t o  a comon s e t  o f  
requ i  rements 
P r o b a b i l i t y  a program f a i l s  on i n p u t  x 
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The b i n a r y  random v a r i a b l e  de f i ned  by V(x) = 1 i f  a 
program f a i l s  on i n p u t  x and V(x) = 0, o therw ise  
Q(A) i s  t h e  p r o b a b i l i t y  an i n p u t  occurs i n  t h e  s e t  A 
A randomly se lected i n p u t  c o n d i t i o n  
A c d f  g i v i n g  the t h e o r e t i c a l  p r o b a b i l i t y  an i n p u t  occurs 
i n  some subset o f  t h e  i n p u t  space f o r  which 6(x)  5 z 
The number o f  i npu t  t e s t  cases, program vers ions,  and 
component versions o f  a system, r e s p e c t i v e l y  
Counts o f  t h e  numbers of vers ions  t h a t  f a i l  
s imul taneously  on successive random i n p u t s  
The c d f  o f  n-1 Y i  
P ( Y i  = j), j = 0,1,2,...,n 
F a i l u r e  p r o b a b i l i t y  o f  a system having N component 
vers ions  
F a i l u r e  p r o b a b i l i t y  o f  a s i n g l e  ve rs ion  
I n p u t  frequency o f  j f a i l u r e s  among n vers ions  
(Sin 9S2n 9 9Snn) 
An unbiased s t a t i s t i c  f o r  e s t i m a t i n g  P N , ~ ,  
r e s p e c t i v e l y  
The standard dev ia t i on  o f  PN 
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4. THE SAMPLING MODEL AND RELATED PARAMETERS. 
We f i r s t  desc r ibe  the  assumed sampling model. L e t  R be the  comnon i n p u t  
space o f  t h e  software vers ions  and l e t  6 ( x )  be t h e  p r o b a b i l i t y  a ve rs ion  f a i l s  
on i n p u t s  x i n  R; 9(x)  i s  c a l l e d  the  f a i l u r e  i n t e n s i t y .  Def ine  a c o l l e c t i o n  
o f  b i n a r y  random v a r i a b l e s  V(x) ,  XER, by V(x) = 1 i f  a ve rs ion  f a i l s  on i n p u t  
x and V(x) = 0, otherwise. For  a s e t  of n vers ions,  s i m i l a r l y  d e f i n e  V l ( x ) ,  
V2(x) ,.. . , Vn(x) , XER. The assumptions concerning t h e  process of 
deve lop ing  t h e  programs and t h e  input  process are  the  f o l l o w i n g :  
A1 {Vl(X), x W ,  {V~(X), xR}, ..., {Vn(X), xeR} are 
collections of random variables and for each xeR, 
Vn(X) are identically distributed. 
A2 An input series XI, X2,. .., xk is stat onary and ndependent; the 
probabilities Q(A) = P(Xi€A) are given by a usage distribution Q. 
n 
A3 Failure counts Yi = c V.(X.), i = l,Z,...,k on successive random inputs 
j=l J 1  
are independent random variables. 
A 1  and A2 are the assumptions of the model we described in [2]. 
Although failures of the programs can be observed individually, it 
suffices for much of our discussion to consider the implications of Al-A3 for 
the series of failure counts Y1, Y2, ..., Yk. 
is conditionally, given Xi = x, binomial with parameter (n,e(x)). 
Unconditionally, Y1, Y2, ..., Yk are identically distributed and the 
distribution function of n-1 Yi is 
From A1 and A2 each Yi 




For  fixed z, G(z) is the probability that random inputs occur in subsets of 
the input space for which 0(x) 5 z. (The notation Gn(z) in (1) is rather 
weakly justified by the fact that Gn converges to G as n increases (Renyi, 
[ S I ,  p. 318) ) .  By A3, Y 1 ,  Y2, ..., Yk are then independent and 
identically distributed with the distribution function in ( l ) ,  and we refer to 
this distribution as a binomial mixture sampling model. 
Independence in A3 is a strong modeling assumption which can be checked 
if information is available concerning the failure counts Y 1 ,  Y2, ..., 
Yk* Published failure data (Knight and Leveson, [4]) gives sumnary 
information only in the form of grouped frequency counts so we proceed as if 
A3 is a reasonable assumption. 
To motivate the statistic considered in a later section, we now describe 
a theoretical model for a system of N versions. A system having N component 
versions (N = 1,3,5,...) fails if an input happens to fall in the subset of 
the input space where a majority m = (N + 1 ) / 2  of the component versions 
produce incorrect output. The probability of system failure is 
N 
j =m 
= I 1 (r) [e(x)]j [l - dQ pN 
I n  the case N = 1, (3) is the failure probability p of a single version. 
Integrating (3) by substitution gives the reparmeterization 
N 
J =m 
= I - 1  (r) ZJ (1 - z)"J dG(z) pN 
( 3 )  
( 4 )  
where the integrand does not depend on any unknown parameters. 
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Dependent f a i l u r e s  o f  the  component vers ions  are  modeled i f  6 ( x )  v a r i e s  
w i t h  d i f f e r e n t  i n p u t s  x. I f  O(x) i s  constant, i.e., e (x )  = p except on a s e t  
A w i t h  Q(A) = 0, then G i s  a degenerate d i s t r i b u t i o n  and ( 4 )  reduces t o  a 
model of independent f a i l u r e s .  However, est imates o f  PN obtained on the  
b a s i s  of t h e  independence model d i f f e r  s u b s t a n c i a l l y  f rom est imates obtained 
w i t h o u t  t h i s  r e s t r i c t i o n  so (4) w i t h  a general form o f  G p rov ides  a more 
robus t  model. 
5. A STATISTIC FOR ESTIMATING PN. 
For ana lyz ing  f a i l u r e  data obtained by t e s t i n g  a s e t  o f  n versions, we 
cons ider  t h e  f o l l o w i n g  s t a t i s t i c :  
where (i) = 0 i f  b > a and S 
j n  
f a i l u r e s  among n vers ions  ( I ( E )  i s  the i n d i c a t o r  f u n c t i o n  o f  the  s e t  E). 
was de r i ved  (Eckhardt and Lee, [SI) by cons ider ing  an average o f  t he  est imated 
f a i l u r e  p r o b a b i l i t i e s  o f  N ve rs ion  systems formed by s e l e c t i n g  subsets o f  s i z e  
N ou t  o f  t he  t o t a l  o f  n a v a i l a b l e  versions. 
= 1 I ( Y i  = j) i s  t h e  i n p u t  frequency o f  j 
'L 
PN 
The sumnary f requencies S j n  = 1 ( I ( Y i  = j ), j = 0, 1, ..., n a re  
i 
obta ined by grouping Y 1 ,  Y2, ..., Yk on t h e  i n t e g e r s  j = 0, 1, ..., n. 
The d i s t r i b u t i o n  f u n c t i o n  o f  Gn(z) o f  n - ' Y i  has mass 
a 
a t  j/n, j = 0, 1, ..., n. 
..., T n ) ,  o r  TI = n(G) ,  f rom a f a m i l y  o f  d i s t r i b u t i o n s  on t h e  u n i t  i n t e r v a l .  
I f  G i s  a member of  t h e  c lass  o f  continuous d i s t r i b u t i o n s  on [ O , l ] ,  then the  
range o f  a(G) i s  l i m i t e d  o n l y  by r e q u i r i n g  t h a t  t h e  p r o b a b i l i t i e s  T j  sum t o  
one. 
Note t h a t  (6) de f ines  a mapping TI = (TI ,   TI^, 
L e t  J = {i(l), 1(2), ..., i ( N ) }  be a subset o f  t h e  i ndex ing  s e t  
{ l , Z ,  ..., n} f o r  a s e t  o f  n sof tware versions. Def ine  
which, by changing t h e  o rde r  o f  sunning, s i m p l i f i e s  t o  (5). As a consequence 
o f  ( 7 ) ,  PN i s  unbiased f o r  PN and i s  a U - s t a t i s t i c  ( S e r f l i n g ,  [7], p. 172) 
which has t h e  d e s i r a b l e  p r o p e r t y  o f  minimum var iance among unbiased s t a t i s t i c s  
t h a t  depend on Sn = (Sln, S2n, ..., Snn). 
s t a t i s t i c  ob ta ined f rom a f u n c t i o n  of t h e  observable random v a r i a b l e s  having 
an expected va lue equal t o  the  parameter t o  be estimated; averaging such a 
f u n c t i o n  over  a l l  subsets g i ves  a U - s t a t i s t i c  as i n  ( 7 ) ) .  
'L 
(A U - s t a t i s t i c  i s  a 
Other unbiased s t a t i s t i c s  e x l s t ,  however, which a r e  n o t  a f u n c t i o n  Sn. 
One example i s  t h e  s t a t i s t i c  de f i ned  by grouping the  so f tware  vers ions  i n t o  N 
se ts  and averaging over  a l l  se lec t ions ,  one ve rs ion  f rom each set. 
% 
The minimum var iance p r o p e r t y  o f  PN i s  a consequence o f  Sn being a 
complete s u f f i c i e n t  s t a t i s t i c  f o r  TI i n  r e l a t i o n  t o  Y1,  Y2, ..., Yk; 
Sn, however, i s  o n l y  a sumnary s t a t i s t i c  i n  r e l a t i o n  t o  t h e  l a r g e r  s e t  
{Vj(Xi), j = 1,2,...,n, i = 1,2, ..., k} .  
remainder of the discussion is limited to PN. 
In staying with our purpose, the 
'L 
% 
6.  THE VARIANCE OF PN. 
% 
To express PN in a more convenient form, write 
'L n 
PN = k-l 1 1 a I(Yi = j) 
i j = o  nj 
where 
Except for the constant k-1, (8) is the sum o f  the quantities 
Since Wni is a function only of Yj, it follows from A3 that Wni, i = 
1,2,...,k are independent and identically distributed random variables. 
Therefore, for fixed n and k tending to infinity, PN has an asymptotic 
normal distribution with mean PN and standard deviation k-1I2T where 
'L 
k-112 7: measures the precision obtained when testing a given set o f  programs 
but it does not give a true reflection of variability over a population o f  
programers . 
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To c l a r i f y  t h e  i n t e r p r e t a t i o n  o f  t, consider  t h e  spec ia l  case N = 1 of 
(8). If N = 1, then (8) reduces t o  
which es t imates  t h e  average f a i l u r e  p r o b a b i l i t y  p o f  a s i n g l e  vers ion.  
Suppose G i s  degenerate a t  t he  constant va lue o f  6 ( x )  = p. 
parameters de f i ned  i n  (6)  are  binomial p r o b a b i l i t i e s  and (10) becomes t2 = 
p(1-p)/n. Th i s  be ing t h e  var iance o f  a b inomia l  random v a r i a b l e  sca led  by 
n-1, t h e  q u a n t i t y  T seems approp r ia te l y  descr ibed as a measure o f  t h e  e f f e c t  
o f  v a r i a b i  1 i ty  over  r e p e t i t i o n s  o f  the process o f  genera t ing  d i f f e r e n t  
programs . 
I n  t h i s  case the  
7. ESTIMATES OF PRECISION. 
The sumnary da ta  i n  Table 1 was obta ined (Knight  and Leveson [4]) by 
t e s t i n g  n=27 programs on k=106 randomly se lec ted  i n p u t  cond i t ions .  There 
were 2 i n p u t  cases on which 8 o f  t h e  vers ions  f a i l e d  together ,  12 cases where 
7 ve rs ions  f a i l e d  together ,  and so on. 
Est imates o f  PN, N = 1,3 and o f  t h e  standard dev ia t i on ,  K-1/2t and 
T, a r e  g i v e n  i n  Table 2. On average, f o r  t he  g i ven  s e t  o f  programs, a sys tem 
o f  3 ve rs ions  has a much smal le r  (by a f a c t o r  o f  19) f a i l u r e  p r o b a b i l i t y  than 
a s i n g l e  vers ion.  When cons ider ing  only  the  u n c e r t a i n t y  assoc ia ted  w i t h  
11 
t e s t i n g  t h e  27 vers ions,  t h e  standard d e v i a t i o n  o f  these est imates,  as g iven 
i n  t h e  second column o f  Table 2, i nd i ca tes  t h a t  these p r o b a b i l i t i e s  may be 
es t imated  w i t h  h i g h  prec is ion .  The q u a n t i t i e s  i n  the  t h i r d  column suggest 
cons iderab le  v a r i a t i o n  i n  t h e  estimates i f  t h e  experiment were repeated f o r  a 
d i f f e r e n t  s e t  of p rogramers .  
8. CONCLUSIONS. 
The pr imary  m o t i v a t i o n  f o r  t h i s  paper i s  t o  g i v e  a bas i s  f o r  t h e  
con ten t i on  t h a t ,  w i t h  m u l t i p l e  program vers ions,  small  f a i l u r e  p r o b a b i l i t i e s  
migh t  be est imated w i t h  a reasonable degree o f  p rec i s ion .  
t h e  p rev ious  s e c t i o n  suggest h i g h  prec is ion.  
p r e c i s i o n  ob ta ined r e f e r s  t o  p r e d i c t i n g  an average f a i l u r e  p r o b a b i l i t y  when 
t e s t i n g  a g i ven  s e t  o f  programs (i.e., t h e  p r e c i s i o n  does n o t  app ly  t o  making 
p r e d i c t i o n s  across a popu la t i on  o f  p rogramers)  and t h a t  our  modeling 
assumptions may have considerable e f f e c t  on est imates o f  p rec i s ion .  Because 
o f  our  i n d i f f e r e n c e  as t o  the  choice of one program or s e t  o f  programs, a 
s t a t i s t i c  was used which es t imates  an average f a i l u r e  p r o b a b i l i t y  over t h e  
g iven s e t  of programs. 
The c a l c u l a t i o n s  o f  
However, we emphasize t h a t  the  
REFERENCES 
[l] A. A v i z i e n i s ,  ' 'Faul t  Tolerance and F a u l t  In to le rance:  Complementary 
Approaches t o  R e l i a b l e  Computing," i n  Proc. 1975 I n t .  Conf. R e l i a b l e  
Software, pp. 458-464. 
[2] D. E. Eckhardt, Jr. and L. D. Lee, "A Theore t i ca l  Basis  f o r  t h e  Ana lys is  
o f  Mu1 t i v e r s i o n  Software Subject t o  Co inc ident  Errors,11 IEEE Trans. 
Sof tware Eng., vo l .  SE-11, No. 12, pp. 1511-1517, 1985. 
[3] B. L i t t l e w o o d  and D. R. M i l l e r ,  "A Conceptual Model o f  M u l t i - v e r s i o n  
Software," i n  FTCS-17, Pi t tsburgh,  J u l y  1987. 
[4] J. C. Kn igh t  and N. G. Leveson, "An Experimental Eva lua t ion  o f  t he  
Assumption o f  Independence i n  Mu1 t i v e r s i o n s  Programing, "  I E E E  Trans. 
Sof tware Eng., vo l .  SE-12, No. 1, pp. 96-109, 1986. 
[5] A. Renyi , Foundations of Probabi 1 i ty, Holden-Day, Inc., San Francisco, 
1970. 
[6] D. E. Eckhardt, Jr. and L. D. Lee, "An Ana lys is  o f  t h e  E f f e c t s  o f  
Co inc ident  E r r o r s  on Mu1 t i -Ve rs ion  Software,II i n  Proc. AIAA/ACM/NASA/IEEE 
Computers i n  Aerospace V Conference, pp. 370-373, 1985. 
[7] R. J. S e r f l i n g ,  Approximation Theorems o f  Mathematical S t a t i s t i c s ,  John 
Wi ley  81 Sons, Inc., New York, 1980. 
’ .  
Table 1. F a i l u r e  proport ions for 27 programs on 106 random input  cases. 
Number of f a i l e d  estimates o f  T j  
versions 
0 0 . 983607 




0 . 000343 
0 . 000242 
0 . 000073 
0 . 000032 
0.000012 
8 0 . 000002 
Source: Knight and Leveson [4] 
Table 2. Estimates o f  PN, k-1/2rY and T. 
N PN k-1/2, ‘I 
1 0.00069978 0.00000616 0.00616 
3 0.00003669 0.00000144 0.00144 
