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Abstract. Visibly pushdown transducers form a subclass of pushdown transduc-
ers that (strictly) extends finite state transducers with a stack. Like visibly push-
down automata, the input symbols determine the stack operations. In this paper,
we prove that functionality is decidable in PSPACE for visibly pushdown trans-
ducers. The proof is done via a pumping argument: if a word with two outputs
has a sufficiently large nesting depth, there exists a nested word with two outputs
whose nesting depth is strictly smaller. The proof uses technics of word com-
binatorics. As a consequence of decidability of functionality, we also show that
equivalence of functional visibly pushdown transducers is EXPTIME-C.
1 Introduction
In [1], it has been shown that visibly pushdown languages (VPL) form a robust subclass
of context-free languages. This class strictly extends the class of regular languages and
still enjoys strong properties: closure under all Boolean operators and decidability of
emptiness, universality, inclusion and equivalence. On the contrary, context-free lan-
guages are not closed under complement nor under intersection, moreover universality,
inclusion and equivalence are all undecidable.
Visibly pushdown automata (VPA), that characterize VPL, are obtained as a restric-
tion of pushdown automata. In these automata the input symbol determines the stack
operation. The input alphabet is partitioned into call, return and internal symbols: if a
call is read, the automaton must push a symbol on the stack; if it reads a return, it must
pop a symbol; and while reading an internal symbol, it can not touch, not even read,
the stack. Visibly pushdown transducers have been introduced in [11]. They form a sub-
class of pushdown transducers, and are obtained by adding output to VPA: each time
the VPA reads an input symbol it also outputs a letter. They allow for ǫ-transitions that
can produce outputs. In this paper, we consider visibly pushdown transducers where
this operation is not allowed. Moreover, each transition can output not only a single
letter but a word, and no visibly restriction is imposed on this output word. Therefore
in the sequel we call the transducers of [11] ǫ-VPTs, and VPTs will denote the visibly
pushdown transducers considered here.
Consider the VPT T of Figure 1. Call (resp. return) symbols are denoted by c (resp.
r). The domain of T is Dom(T ) = {c1(c2)nc3r3(r2)nr1 | n ∈ N}. For each word
of Dom(T ), there are two accepting runs, corresponding respectively to the upper and
lower part of T . For instance, when reading c1, it pushes γ1 and produces either d
(upper part) or dfc (lower part). By following the upper part (resp. lower part), it pro-
duces words of the form dfcab(cabcab)ngh (resp. dfc(abc)nab(cab)ngh). Therefore T
is functional.
c1/dfc, γ1 c3/ab, γ3 r3/ε, γ3
c1/d, γ1
c3/f, γ3 r3/cab, γ3
r1/gh, γ1
r1/gh, γ1
c2/ε, γ2 r2/cabcab, γ2
c2/abc, γ2 r2/cab, γ2
Fig. 1. A functional VPT on Σc = {c1, c2, c3} and Σr = {r1, r2, r3}.
In this paper, we prove that the problem of determining if a VPT transduction is
functional is decidable. In particular, our algorithm is in PSPACE. Deciding functional-
ity is one of the main problem in transduction theory as it makes deciding equivalence
of functional transducers possible. Both problems are undecidable for pushdown trans-
ductions. Our proof relies on a pumping argument: if a word is long enough and has two
outputs, we show that there is a strictly shorter word with two outputs. We use technics
of word combinatorics and in particular, a strong result proved in [8]. As a consequence,
we show that the equivalence problem for VPTs is EXPTIME-C.
Related Work ǫ-VPTs have been introduced in [11]. In contrast to VPTs, they allow
for ǫ-transitions that produce outputs, so that an arbitrary number of symbols can be
inserted. Moreover, each transition of a VPT can output a word while each transition of
an ǫ-VPT can output a single letter only. The VPTs we consider here are strictly less
expressive than ǫ-VPTs, but functionality and equivalence of functional transducers are
decidable, which is not the case for ǫ-VPTs.
The functionality problem for finite state transducers has been extensively studied.
The first proof of decidability was given by Schu¨tzenberger in [12], and later in [3].
As the proof we give here, the proof of Schu¨tzenberger relies on a pumping lemma
for functionality. The first PTIME upper bound has been proved in [7], and an efficient
procedure has been given in [2].
Deciding equivalence of deterministic (and therefore functional) VPTs is in PTIME
[15]. However, functional VPTs are strictly more expressive than deterministic VPTs.
In particular, non-determinism is often needed to model functional transformations
whose current production depends on some input which may be arbitrary far away from
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the current input. For instance, the transformation that swaps the first and the last input
symbols is functional but non-determinism is needed to guess the last input.
Ordered trees over an arbitrary finite alphabet Σ can be naturally represented by
well nested words over the structured alphabet Σ × {c} ∪ Σ × {r}. As VPTs can
express transductions from well words to well nested words, they are therefore well-
suited to model tree tranformations. We distinguish ranked trees from unranked trees,
whose nodes may have an arbitrary number of ordered children. Ranked tree trans-
ducers have received a lot of attention. Most notably, tree transducers [4] and macro
tree transducers [6] have been proposed and studied. They are incomparable to VPTs
however, as they allow for copy, which is not the case of VPTs, but cannot define any
context-free language as codomain, what VPTs can do. Functionality is known to be
decidable in PTIME for tree transducers [13]. More generally, finite-valuedness (and
equivalence) of tree transducers is decidable [14]. There have been several attempts to
generalize ranked tree transducers to unranked tree transducers [9,10]. As mentioned in
[5], it is an important problem to decide equivalence for unranked tree transformation
formalisms. However, there is no obvious generalization of known results for ranked
trees to unranked trees, as unranked tree transformations have to support concatena-
tion of tree sequences, making usual binary encodings of unranked trees badly suited.
Considering classical ranked tree transducers, their ability to copy subtrees is the main
concern when dealing with functionality. However for VPTs, it is more their ability to
concatenate sequences of trees which makes this problem difficult, and which in a way
led us to word combinatorics. To the best of our knowledge, VPTs consist in the first
(non-deterministic) model of unranked tree transformations for which functionality and
equivalence of functional transformations is decidable.
Organization of the paper In Section 2, we define visibly pushdown transducers as a
extension of visibly pushdown automata. In Section 3, we recall some notion of word
combinatorics. In Section 4, we give a reduction of functionality to a system of word
equations. In Section 5, we prove a pumping lemma that preserves non-functionality.
Finally, we give a PSPACE algorithm for functionality is Section 6 and prove the EXP-
TIME completeness of equivalence.
2 Visibly Pushdown Transducers
Let Σ be a finite alphabet partitioned into two disjoint sets Σc and Σr denoting respec-
tively the call and return alphabets1. We denote by Σ∗ the set of words over Σ and by ǫ
the empty word. The length of a word u is denoted by |u|. The set of well nested words
Σ∗
wn
is the smallest subset of Σ∗ such that ǫ ∈ Σ∗
wn
and for all c ∈ Σc, all r ∈ Σr, all
u, v ∈ Σ∗
wn
, cur ∈ Σ∗
wn
and uv ∈ Σ∗
wn
. The height of a well nested word is inductively
defined by h(ǫ) = 0, h(cur) = 1 + h(u), and h(uv) = max(h(u), h(v)).
Visibly Pushdown Languages A visibly pushdown automaton (VPA) [1] on finite words
over Σ is a tuple A = (Q, I, F, Γ, δ) where Q is a finite set of states, I ⊆ Q, respec-
tively F ⊆ Q, the set of initial states, respectively final states, Γ the (finite) stack
1 In contrast to [1], we do not consider internal symbols i, as they can be simulated by a (unique)
call ci followed by a (unique) return ri
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alphabet, and δ = δc ⊎ δr where δc ⊆ Q × Σc × Γ × Q are the call transitions,
δr ⊆ Q×Σr × Γ ×Q are the return transitions. On a call transition (q, a, q′, γ) ∈ δc,
γ is pushed onto the stack and the control goes from q to q′. On a return transition
(q, γ, a, q′) ∈ δr, γ is popped from the stack. Stacks are elements of Γ ∗, and we de-
note by ⊥ the empty stack. A run of a VPA A on a word w = a1 . . . al is a sequence
{(qk, σk)}0≤k≤l, where qk is the state and σk ∈ Γ ∗ is the stack at step k, such that
q0 ∈ I , σ0 = ⊥, and for each k < l, we have either: (i) (qk, ak+1, γ, qk+1) ∈ δc and
σk+1 = σkγ; (ii) (qk, ak+1, γ, qk+1) ∈ δr, and σk = σk+1γ. A run is accepting if
ql ∈ F and σl = ⊥. A word w is accepted by A if there exists an accepting run of A
over w. Note that it is necessarily well nested. L(A), the language of A, is the set of
words accepted by A. A language L over Σ is a visibly pushdown language if there is
a VPA A over Σ such that L(A) = L.
In contrast to [1] and to ease the notations, we do not allow transitions on the empty
stack. Therefore the words accepted by a VPA are well-nested (every call symbol has a
matching return symbol and conversely).
Visibly Pushdown Transducers As finite-state transducers extend finite-state automata
with outputs, visibly pushdown transducers extend VPA with outputs. To simplify nota-
tions, we suppose that the output alphabet is Σ, but our results still hold for an arbitrary
output alphabet.
Definition 1 (Visibly pushdown transducers). A visibly pushdown transducer2 (VPT)
on finite words over Σ is a tuple T = (Q, I, F, Γ, δ) where Q is a finite set of states,
I ⊆ Q is the set of initial states, F ⊆ Q the set of final states, Γ is the stack al-
phabet, δ = δc ⊎ δr the transition relation, with δc ⊆ Q × Σc × Σ∗ × Γ × Q,
δr ⊆ Q× Σr ×Σ
∗ × Γ ×Q.
A configuration of a VPT is a pair (q, σ) ∈ Q × Γ ∗. A run of T on a word u =
a1 . . . al ∈ Σ
∗ from a configuration (q, σ) to a configuration (q′, σ′) is a finite sequence
ρ = {(qi, σi)}0≤k≤l such that q0 = q, σ = σ0, q′ = qn, σ′ = σn and for all i ∈
{1, . . . , l}, there exist vi ∈ Σ∗ and γi ∈ Γ such that (qi − 1, ai, vi, γi, qi) ∈ δc and
either ai ∈ Σc and σi = σi−1γi, or ai ∈ Σr and σi−1 = σiγi. The word v = v1 . . . vl
is called an output of ρ. We write (q, σ) u/v−−→ (q′, σ′) when there exists a run on u from
(q, σ) to (q′, σ′) producing v as output. The transducer T defines a word binary relation
JT K = {(u, v) | ∃q ∈ I, p ∈ F, (q,⊥)
u/v
−−→ (p,⊥)}.
The domain of T , resp. the codomain of T , denoted resp. by Dom(T ) and CoDom(T ),
is the domain of JT K, resp. the codomain of JT K. Note that the domain of T contains
only well nested words, which is not the case of the codomain in general.
In this paper, we prove the following theorem:
Theorem 1. Functionality of VPTs is decidable in PSPACE.
The rest of the paper is devoted to the proof of this theorem.
2 In contrast to [11], there is no producing ǫ-transitions (inserting transitions) but a transition
may produce a word and not a single symbol
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3 Preliminaries on Word Combinatorics
The size of a word x is denoted by |x|. Given two words x, y ∈ Σ∗, we write x  y
if x is a prefix of y. If we have x  y, then we note x−1y the unique word z such that
y = xz. A word x ∈ Σ∗ is primitive if there is no word y such that |y| < |x| and
x ∈ y∗. The primitive root of a word x ∈ Σ∗ is the (unique) primitive word y such that
x ∈ y∗. In particular, if x is primitive, then its primitive root is x. Two words x and y
are conjugate if there exists z ∈ Σ∗ such that xz = zy. It is well-known that two words
are conjugate iff there exist t1, t2 ∈ Σ∗ such that x = t1t2 and y = t2t1. Two words
x, y ∈ Σ∗ commute iff xy = yx.
Lemma 1 (folklore). Let x, y ∈ Σ∗ and n,m ∈ N.
1. if x and y commute, then x, y ∈ z∗ for some z ∈ Σ∗. Moreover, if xy is primitive,
then x = ǫ or y = ǫ;
2. if xn and ym have a common subword of length at least |x|+ |y| − d (d being the
greatest common divisor of |x| and |y|), then their primitive roots are conjugate.
Proof. The first assertion is folklore. For the second, there exists z ∈ Σ∗ and α, β ≥ 0
such that x = zα and y = zβ . If x and y are non-empty, then α, β > 0 and z 6= ǫ. Thus
xy = zα+β , which contradicts the primitivity of xy.
Lemma 2 (Hakala, Kortelainen, Theorem 7 of [8]). Let v0, v1, vm, v1, v0, w0, w1, wm, w1, wm ∈
Σ∗ and i ∈ N. If v0(v1)ivm(v1)iv0 = w0(w1)iwm(w1)iw0 holds for all i ∈ {0, 1, 2, 3},
then it holds for all i ∈ N.
Let x ∈ Σ∗, we denote by xω ∈ Σω the infinite (countable) concatenation of x.
Lemma 3. Let x, x1, x2, y, z, t1, t2, p, q ∈ Σ∗ with t1t2, p, q primitive, then:
1. if t1 ≺ p and xpt1 = ypp then xpω = ypω
2. if xpω = ypω then ∃α, β ≥ 0 : xpα = ypβ
3. if x(t1t2)ω = y(t2t1)ω and t1 6= ǫ, then ∃α, β ≥ 0 : x(t1t2)α = y(t2t1)βt2
4. if x(t1t2)ω = (t2t1)ω and t1 6= ǫ, then ∃α ≥ 0 : x = (t2t1)αt2.
5. if ∀i ∈ {1, 2}, xiy(t1t2)ω = y(t1t2)ω then ∃α1, α2 ≥ 0, ∃t3, t4 ∈ Σ∗ : t3t4 =
t1t2, xi = (t4t3)
αi
6. if xpω = pω then ∃α ≥ 0 : x = pα
7. if ∃α > 0 such that pαxpω = xpω , then x ∈ p∗.
8. if ∃α > 0, qαypω = ypω then qy = yp
9. if ∃α, β, γ ≥ 1 such that x(t1t2)αy(t1t2)βz = (t2t1)γ , then y ∈ (t1t2)∗.
Proof. 1. Let t2 such that p = t1t2, then xt1t2t1 = yt1t2t1t2, by Lemma 1 t1 = ǫ or
t2 = ǫ i.e. either t1 = ǫ or t1 = p.
2. Direct consequence of the previous property since we have xpαt1 = ypβ for some
α, β > 1 and t1 ≺ p.
3. By applying the previous property to x(t1t2)ω = yt2(t1t2)ω .
4. The second assertion is a direct consequence of the first when taking y = ǫ.
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5. It is clear if x1 = x2 = ǫ. Suppose that x1 6= ǫ. Since x1y(t1t2)ω = y(t1t2)ω, we
also havex1x1y(t1t2)ω = y(t1t2)ω, and more generally, for all β ≥ 1, (x1)βy(t1t2)ω =
y(t1t2)
ω
. By taking β large enough, there exists γ ≥ 0 such that (x1)β and (t1t2)γ
have a common factor of length at most |x1|+ |t1t2|−gcd(|x1|, |t1t2|). By the fun-
damental lemma, there exists t3, t4 ∈ Σ∗ such that t3t4 is primitive, x1 ∈ (t4t3)∗
and t1t2 ∈ (t3t4)∗. Since t1t2 is primitive, we have t1t2 = t3t4. Suppose that
x2 6= ǫ. Similarly, we can prove that x2 = (t′4t′3)γ for some γ > 0 and t′3, t′4 such
that t1t2 = t′3t′4. We have x1y(t1t2)ω = x2y(t1t2)ω , therefore t4t3 = t′4t′3, and
x2 ∈ (t4t3)
∗
.
6. We have xpω = pω so we also have pxpω = pω, therefore xpω = pxpω i.e.
xp = px, and by Lemma 1, x ∈ p∗.
7. We clearly have xpα = pαx therefore, by Lemma 1, x ∈ p∗.
8. We have qαypω = ypω, this implies that for any x ≥ 0 qxαypω = ypω. Therefore,
there exist β ≥ 0 and t1 ≺ q with y = qβt1. Let t2 ∈ Σ∗ such that q = t1t2, we
have (t1t2)α+βt1 = (t1t2)βt1pα. Therefore because |p| = |q| = |t1t2| we have
p = t2t1. This concludes the proof.
9. We assume t1, t2 6= ǫ (otherwise it is obvious). By 1 and 4 we have that x =
(t2t1)
at2. By the same argument we have z = t1(t2t1)b So we have: t2(t1t2)α+ay(t1t2)β+bt1 =
(t2t1)
γ
. Therefore y ∈ (t1t2)∗.
⊓⊔
4 From Functionality to Word Equations
Given some words u0, . . . un, um, un, . . . , u0 ∈ Σ∗, k ∈ N, and a functionπ : {1, . . . , k} →
{1, . . . , n}, we denote by uπ the word u0uπ(1) . . . uπ(j)umuπ(j) . . . uπ(1)u0. We denote
by idn the identity function on domain {1, . . . , n}. The following lemma states that if
a word u translated into two words v, w is high enough, u, v and w can be decomposed
into subwords that can be removed, repeated, or permutted in parallel in u, v and w,
while preserving the transduction relation.
Lemma 4. Let T be a VPT with N states, and n ≥ 1. Let u, v, w ∈ Σ∗ such that
v, w ∈ T (u) (u is thus well nested) and h(u) > nN4. Then there exist um, vm, wm ∈
Σ∗ and ui, ui, vi, vi, wi, wi ∈ Σ∗ for all i ∈ {0, . . . , n} such that uidn = u, vidn = v,
widn = w and for all k ∈ N and all π : {1, . . . , k} → {1, . . . , n}: vπ, wπ ∈ T (uπ)
and ui, ui 6= ǫ for all i = 1, . . . , n.
Proof. Let T be a VPT, with set of states Q. Let N = |Q|, n ≥ 1, and u, v, w ∈ Σ∗
such that v, w ∈ T (u) and h(u) > nN4. In particular, u is well nested. We denote by ℓ
the length of the word u and write u = (aj)1≤j≤ℓ, with aj ∈ Σ for all j. There exists a
position 1 ≤ j ≤ ℓ in u whose height is equal to h(u). We fix such a position j. Then,
for any height 0 ≤ k ≤ h(u), we define two positions, denoted α(k) and β(k). α(k)
(resp. β(k)) is the largest (resp. the smallest) index d, such that d ≤ j (resp. d ≥ j) and
the height of u in position d is equal to k. The part of the word concerned by mapping
α (resp. β) is represented in blue (resp. in red) on Figure 2.
As v, w ∈ T (u), there exists two runs ̺v, ̺w on u in T which produce respectively
the outputs v and w. We denote by (pi)0≤i≤ℓ (resp. (qi)0≤i≤ℓ) the states we encounter
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height
length
(p, q)
(p, q)
(p, q)
(p′, q′)
(p′, q′)
(p′, q′)
u0 u1 u2 um u2 u1 u0
Fig. 2. Form of pumping
along ̺v (resp. ̺w). As h(u) > nN4, there exists two pairs of states (p, p′), (q, q′) ∈ Q2
such that
|{0 ≤ k ≤ h(u) | pα(k) = p and pβ(k) = p′ and qα(k) = q and qβ(k) = q′}| > n
We denote by 0 ≤ k1 < . . . < kn+1 ≤ h(u) the n + 1 different heights associated
with the pairs (p, p′) and (q, q′). For each i = 0, . . . , n − 1, this means that the two
runs pass simultaneously in states p and q before a call transition with a height equal to
ki, and that the height of the stack will never be smaller than ki, until reaching again
states p and q with a stack of height ki+1. A symmetric property can be stated for states
p′ and q′. As a consequence, we obtain n fragments which behave as synchronized
“call loops” around p and q with corresponding “return loops” around p′ and q′. This
situation is described on Figure 2.
Then, we can define the different fragments of u as follows: (see Figure 2)
– u0 = a1 . . . aα(k1)−1,
– ∀1 ≤ i ≤ n, ui = aα(ki) . . . aα(ki+1)−1,
– um = aα(kn+1) . . . aβ(kn+1)−1,
– ∀1 ≤ i ≤ n, ui = aβ(ki+1) . . . aβ(ki)−1,
– u0 = aβ(k1) . . . aℓ.
We immediately obtain u = uidn and ui, ui 6= ǫ for all i = 1, . . . , n. The decompo-
sitions of v and w are obtained by considering the outputs produced by the correspond-
ing fragments of u on the two runs ̺v and ̺w.
Finally, the property of commutativity ( vπ, wπ ∈ T (uπ) for all π : {1, . . . , k} →
{1, . . . , n}) easily follows from the fact that for each i ∈ {1, . . . , n}, the fragments of
the runs associated with ui and ui do not depend on the content of the stack as T is a
visibly pushdown transducer. ⊓⊔
7
The following lemma states that if a word uwith at least two outputs is high enough,
there is a word u′ strictly less higher with at least two outputs.
Lemma 5. Let T be a VPT with N states and u ∈ Dom(T ) such that |T (u)| > 1 and
h(u) > 8N4. There exists u′ ∈ Dom(T ) such that |T (u′)| ≥ 2 and |u′| < |u|.
Proof. Let v, w ∈ T (u) such that v 6= w. Thanks to Lemma 4, there exist um, vm, wm ∈
Σ∗, and for all i ∈ {0, . . . , 8}, there exist ui, ui, vi, vi, wi, wi ∈ Σ∗, such that uid8 = u,
vid8 = v, wid8 = w and for all k ∈ N and all π : {1, . . . , k} → {1, . . . , n}:
vπ, wπ ∈ T (uπ) and ui, ui 6= ǫ for all i = 1, . . . , n. We prove that there exist
k ∈ {0, . . . , 7} and π : {1, . . . , j} → {1, . . . , 8} such that vπ 6= wπ and |uπ| <
|u|. We proceed by contradiction. Suppose that for all k ∈ {0, . . . , 7} and for all
π : {1, . . . , k} → {1, . . . , 8} such that |uπ| < |u| we have vπ = wπ. This defines
a system of equations S = {vπ = wπ | π : {1, . . . , k} → {1, . . . , 8}, |uπ| < |u|}. We
show in the next section that it implies v = w (Theorem 2).
5 Word Equations
In this section, we fix some n ≥ 8, some words um, vm, wm ∈ Σ∗ and for all i ∈
{0, . . . , n}, we fix ui, vi, wi, ui, vi, wi ∈ Σ∗ such that ui, ui 6= ǫ. We consider the
system S = {vπ = wπ | π : {1, . . . , k} → {1, . . . , n}, |uπ| < |uidn |}. The main result
we prove is the following:
Theorem 2. If S holds, then vidn = widn .
We let ℓ ∈ {1, . . . , n} such that |uℓuℓ| ≤ |uiui| for all i ∈ {1, . . . , n}. We consider
several cases to prove Theorem 2:
(1) |vℓ| = |wℓ| (2) |vℓ| > |wℓ| (3) |wℓ| > |vℓ|
Cases 2 and 3 being symmetric, we consider cases 1 and 2 only in the two following
subsections.
5.1 Proof of Theorem 2: case |vℓ| > |wℓ|
We denote by S[|vℓ| > |wℓ|] the system S with the assumption |vℓ| > |wℓ| and from
now one we assume that this system holds. We consider the following set of equations,
defined for all a, b ≥ 0 and all i ∈ {1, . . . , n}:


v0vmv0 = w0wmw0 (1)
v0(vℓ)
avm(vℓ)
av0 = w0(wℓ)
awm(wℓ)
aw0 (2)
v0vi(vℓ)
avm(vℓ)
aviv0 = w0wi(wℓ)
awm(wℓ)
awiw0 (3)
v0(vℓ)
avi(vℓ)
bvm(vℓ)
bvi(vℓ)
av0 = w0(wℓ)
awi(wℓ)
bwm(wℓ)
bwi(wℓ)
aw0 (4)
For k ∈ {1, 2, 3, 4}, we denote by Sk the subsystem that of equations of type k. For
instance, S2 is the system of equations {v0(vℓ)avm(vℓ)av0 = w0(wℓ)awm(wℓ)aw0 | a ∈
N}.
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Lemma 6. For all k ∈ {1, . . . , 4}, Sk holds.
Proof. First, |u0umu0| < |uidn | and u0umu0 = uπ where π is the function with empty
domain. Since S holds by hypothesis, this equation holds.
We prove that S4 holds, as S3 is a particular case of S4 and S2 is a similar but easier
case. First, S4 holds for all a, b ∈ {0, 1, 2, 3}. Indeed, since n ≥ 8, there are six pairwise
different integers i1, . . . , i6 ∈ {1, . . . , n} such that ik 6= i for all k ∈ {1, . . . , 6} and
6|uℓuℓ| + |uiui| ≤ |uiui| +
∑6
k=1 |uikuik | < |uidn |. Second, by Lemma 2, S4 holds
for all a ∈ N and b = 0, 1, 2, 3. If we fix a0 ∈ N, it holds for a = a0 and b = 0, 1, 2, 3.
Thus by Lemma 2 it holds for a = a0 and all b ∈ N. ⊓⊔
Proposition 1. For all i ∈ {1, . . . , n}, |vivi| = |wiwi|.
Proof. This is implied by S1 and S4 (with a = b = 0). ⊓⊔
Thanks to S1, . . . ,S4 we can characterize the form of vi, wi, wi for all i and prove
a property on vm, wm. This characterization is then used to prove vidn = widn . Wlog
we assume that v0 = ǫ or w0 = ǫ, and v0 = ǫ or w0 = ǫ. Otherwise we can remove
their common prefixes in S1, . . . ,S4.
Lemma 7. If there exist k ∈ {1, . . . , n} such thatwk 6= ǫ. Then there exist t1, t2, t3, t4 ∈
Σ∗, α0, β0 ≥ 0, αi, βi, βi ≥ 0 for all i ∈ {1, . . . , n} such that t1t2 is primitive and for
all i ∈ {1, . . . , n}:
t1t2 = t3t4 t4t3wm = wmt2t1 vi = (t1t2)
αi wi = (t4t3)
βi wi = (t2t1)
β
i
and if w0 = ǫ, then v0 = (t4t3)α0t4, and if v0 = ǫ, then w0 = (t3t4)β0t3.
Proof. First we infer the form of vℓ andwℓ. Since |vℓ| > |wℓ|, by S2, there is a ≥ 0 such
that (vℓ)a and (wℓ)a have a common factor of length at least |vℓ|+ |wℓ|−gcd(|vℓ|, |wℓ|)
(see Fig. 3). Therefore by Lemma 1.2, there exist t1, t2 ∈ Σ∗ such that t1t2 is primitive,
vℓ = (t1t2)
αℓ and wℓ = (t2t1)βℓ for some αℓ, βℓ > 0.
first word
v0 (vℓ)
a
vm
(v
ℓ
)a v
0
second word
w
0(wℓ)
awm(wℓ)
aw0
Fig. 3. System S2 for large values of a, case |vℓ| > |wℓ|.
Second we derive the form of vi and wi for all i ∈ {1, . . . , n}. As vℓ 6= ǫ there
is b0 ≥ 1 such that |(vℓ)b0−1vm(vℓ)b0viv0| ≥ |w0|. We consider S4 with b = b0.
The size of the suffix vℓvi(vℓ)b0vm(vℓ)b0vi(vℓ)av0 is of the form l1(a) = k1 + a|vℓ|
and the size of the suffix (wℓ)aw0 is of the form l2(a) = k2 + a|wℓ|. As |wℓ| > |vℓ|
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(by Proposition 1 and |vℓ| > |wℓ|), there exists a0 ≥ 1 such that l2(a0) ≥ l1(a0).
Therefore (see Fig. 4) vℓvivℓ is a factor of (wℓ)a0 . Thus there is X,Z ∈ Σ∗ such that
X(t1t2)
αℓvi(t1t2)
αℓZ = (t2t1)
a0βℓ
. Since αℓ, βℓ > 0, we can apply Lemma 3.9 and
we get vi ∈ (t1t2)∗. Since |wℓ| > |vℓ| and wℓ = (t2t1)βℓ , by symmetry, we also get
wi ∈ (t2t1)
∗
.
end of the first word
(vℓ)
a
vi (vℓ)
b0 vm
(v
ℓ
)b0 v
i
(v
ℓ
)a v
0
end of the second word
w
0(wℓ)
a
vℓvivℓ
l1(a)
l2(a)
Fig. 4. System S5 for value b0 and large values of a, case |vℓ| > |wℓ|.
Third we determine the form of the words wi and prove the property on wm. Since
vℓ = (t1t2)
αℓ
, wℓ = (t2t1)
β
ℓ and vi = (t1t2)αi for some αi ≥ 0, S2 and S3 can be
rewritten as follows:
v0(t1t2)
a.αℓvm(vℓ)
av0 = w0(wℓ)
awm(t2t1)
a.β
ℓw0
v0(t1t2)
αi+a.αℓvm(vℓ)
aviv0 = w0wi(wℓ)
awm(t2t1)
a.β
ℓwiw0
Since |vℓ| > |wℓ|, there exist α, β, γ, γ′ ≥ 2 and t′, t′′ ≺ t1t2 such that
v0(t1t2)
αt′ = w0(wℓ)
βwmt2(t1t2)
γ v0(t1t2)
αt′′ = w0wi(wℓ)
βwmt2(t1t2)
γ′
By Lemma 3.1, we get v0(t1t2)ω = w0wi(wℓ)βwm(t2t1)ω and
v0(t1t2)
ω = w0(wℓ)
βwm(t2t1)
ω (1)
Therefore
(wℓ)
βwm(t2t1)
ω = wi(wℓ)
βwm(t2t1)
ω (2)
Eq. 2 is equivalent to (wℓ)βwmt2(t1t2)ω = wi(wℓ)βwmt2(t1t2)ω, thus by Lemma
3.5, there exist t3, t4 ∈ Σ∗ such that t1t2 = t3t4 and for all i ∈ {1, . . . , n}, wi =
(t4t3)
βi for some βi ≥ 0. By hypothesis, there is k ∈ {1, . . . , n} such that wk 6= ǫ,
and therefore βk > 0. Eq. 2 gives (t4t3)βℓwm(t2t1)ω = (t4t3)βℓ+βkwm(t2t1)ω, i.e.
wm(t2t1)
ω = (t4t3)
βkwm(t2t1)
ω
. By lemma 3.8 we get wmt2t1 = t4t3wm.
Finally, we determine the form of v0 andw0. Ifw0 = ǫ, then Eq. 1 gives v0(t1t2)ω =
(t4t3)
β.βℓwm(t2t1)
ω
. Since t1t2 = t3t4 and t4t3wm = wmt2t1, v0(t3t4)ω = (t4t3)ω.
Wlog we can assume that t3 6= ǫ. Indeed, vℓ ∈ (t1t2)∗ is non-empty and t1t2 = t3t4,
so that t3t4 6= ǫ. By Lemma 3.4, v0 ∈ (t4t3)∗t4. Alike, if v0 = ǫ, then wlog we can
suppose that t4 6= ǫ, and conclude similarly that w0 ∈ (t3t4)∗t3. ⊓⊔
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The mirror of a word t ∈ Σ∗ is denoted by t and is inductively defined by ǫ = ǫ,
ct = tc for all c ∈ Σ. The mirror of an equation t = t′ is t = t′. By taking the mirror of
the equations S1, . . . ,S4, we obtain a system of equations which has the same form as
S1, . . . ,S4. Since |vℓ| > |wℓ|, by Prop. 1, |wℓ| > |vℓ|. Therefore we can apply Lemma
7 on the mirrors of S1, . . . ,S4 and obtain the following corollary:
Corollary 1. If there exist k ∈ {1, . . . , n} such that vk 6= ǫ. Then there exist t1, t2, t5, t6 ∈
Σ∗, α0, β0 ≥ 0, αi, βi, βi ≥ 0 for all i ∈ {1, . . . , n} such that t2t1 is primitive and for
all i ∈ {1, . . . , n}:
t2t1 = t6t5 t1t2vm = vmt5t6 vi = (t1t2)
αi vi = (t5t6)
α
i wi = (t2t1)
β
i
and if w0 = ǫ, then v0 = t5(t6t5)α0 , and if v0 = ǫ, then w0 = t6(t5t6)β0
We are now equipped to prove that vidn = widn :
Theorem 3. S[|vℓ| > |wℓ|] =⇒ v0 . . . vnvmvn . . . v0 = w0 . . . wnwmwn . . . w0
Proof. We consider several cases:
1. there exist k, k′ ∈ {1, . . . , n} such that wk′ 6= ǫ and vk 6= ǫ.
By Lemma 7, there exist t1, t2, t3, t4 ∈ Σ∗ and α0, β0, . . . , αn, βn, βn, . . . , β1 ≥ 0
such that:
t1t2 = t3t4 t4t3wm = wmt2t1 vi = (t1t2)
αi wi = (t4t3)
βi wi = (t2t1)
β
i
and if w0 = ǫ, then v0 = (t4t3)α0t4, and if v0 = ǫ, then w0 = (t3t4)β0t3
By Corollary 1 and the fact that a word is uniquely decomposed as a power of a
primitive word, there exist t5, t6 ∈ Σ∗ and αn, . . . , α1 ≥ 0 such that:
t2t1 = t6t5 t1t2vm = vmt5t6 vi = (t5t6)
α
i
and if w0 = ǫ, then v0 = t5(t6t5)α0 , and if v0 = ǫ, then w0 = t6(t5t6)β0
We can also suppose that v0 = (t3t4)α0 = (t1t2)α0 and w0 = (t3t4)β0t3. Indeed,
if w0 = ǫ, we simply replaced v0 by t3v0 and w0 by t3w0. Similarly, we assume
that w0 = (t6t5)β0 and v0 = t5(t6t5)α0 . By Prop 1, αi + αi = βi + βi for all
i ∈ {1, . . . , n}. Finally:
v0v1 . . . vnvmvn . . . v0
= (t1t2)
α0+···+αnvm(t5t6)
αn+···+α0t5
= (t1t2)
α0+β1+···+βnvm(t5t6)
βn+···+β1+α0t5 (since αi + αi = βi + βi and
t1t2vm = vmt5t6)
= (t1t2)
β1+···+βnv0vmv0(t6t5)
βn+···+β1
= (t1t2)
β1+···+βnw0wmw0(t6t5)
βn+···+β1 (by S1)
= (t1t2)
β1+···+βn(t3t4)
β0t3wm(t6t5)
β0(t6t5)
βn+···+β1
= (t3t4)
β0+β1+···+βnt3wm(t2t1)
βn+···+β1+β0 (as t1t2 = t3t4 and t2t1 = t6t5)
= w0w1 . . . wnwmwn . . . w1w0 
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2. for all k ∈ {1, . . . , n}, wk = vk = ǫ. As in the proof of Lemma 7, we can char-
acterize the form of vi and wi for all i ∈ {1, . . . , n}. In particular, there exists
t1, t2 ∈ Σ
∗ such that t1t2 is primitive and vi = (t1t2)αi for some αi ≥ 0, and
wi = (t2t1)
β
i for some βi ≥ 0. By Proposition 1, αi = βi for all i. We let
w′0 = w0wm and v′0 = vmv0. The systems S1,S2 can therefore be rewritten as
follows: {
v0v
′
0
= w′0w0 (1)
v0(t1t2)
aαℓv′
0
= w′0(t2t1)
aαℓw0 (2)
Wlog, we can assume that v0 = ǫ or w′0 = ǫ. Both cases are symmetric, so that we
consider only the case v0 = ǫ. Wlog we can assume that t1 6= ǫ. By Lemma 3.4
and S2, we get w′0 = (t1t2)αt1 for some α ≥ 0. Therefore:
v0v1 . . . vnvmvn . . . v1v0
= (t1t2)
α1+···+αnv′0
= (t1t2)
α1+···+αnw′0w0 by S1
= (t1t2)
α1+···+αn+αt1w0
= w′0(t2t1)
α1+···+αnw0
= w0wm(t2t1)
α1+···+αnw0
= w0w1 . . . wnwmwn . . . w1w0
3. for all k ∈ {1, . . . , n}, vk = ǫ and there exists p ∈ {1, . . . , n} such that wp 6= ǫ.
By Lemma 7, there exist t1, t2, t3, t4 ∈ Σ∗ and α0, beta0 and αi, βi, βi ≥ 0 for all
i ∈ {1, . . . , n} such that t1t2 is primitive and for all i ∈ {1, . . . , n}, t1t2 = t3t4,
t4t3wm = wmt2t1, vi = (t1t2)
αi
, wi = (t4t3)
βi and wi = (t2t1)βi . Moreover, if
w0 = ǫ, then v0 = (t4t3)α0t4, and if v0 = ǫ, then w0 = (t3t4)β0t3. By Proposition
1, since vk = ǫ for all k ∈ {1, . . . , n}, we get αk = βk + βk. As for the case given
in the paper, we can suppose that v0 = (t3t4)α0 = (t1t2)α0 and w0 = (t3t4)β0t3.
Indeed, if w0 = ǫ, we simply replaced v0 by t3v0 and w0 by t3w0. Finally:
v0v1 . . . vnvmvn . . . v0
= (t1t2)
α0+···+αnvmv0
= (t1t2)
α1+···+αnv0vmv0
= (t1t2)
α1+···+αnw0wmw0 by S1
= (t3t4)
α1+···+αn+β0t3wmw0
= w0(t4t3)
α1+···+αnwmw0
= w0(t4t3)
β1+···+βn(t4t3)
β1+···+βnwmw0 since αi = βi + βi
= w0(t4t3)
β1+···+βnwm(t2t1)
β1+···+βnw0 since t4t3wm = wmt2t1
= fw0w1 . . . wnwmw1 . . . wnw0
4. for all k ∈ {1, . . . , n}, wk = ǫ and there exists p ∈ {1, . . . , n} such that vp 6= ǫ.
This case is symmetric to case 2.
5.2 Proof of Theorem 2: case |vℓ| = |wℓ|
Remind that we have fixed some n ≥ 8, some words um, vm, wm ∈ Σ∗ and for all
i ∈ {0, . . . , n}, we have fixed ui, vi, wi, ui, vi, wi ∈ Σ∗ such that ui, ui 6= ǫ such that
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the following system holds: S = {vπ = wπ | π : {1, . . . , k} → {1, . . . , n}, |uπ| <
|uidn |}.
Consider the following equations, defined for all a ∈ N, for all i, k ∈ {1, . . . , n}:


v0vmv0 = w0wmw0 (1)
v0(vℓ)
avm(vℓ)
av0 = w0(wℓ)
awm(wℓ)
aw0 (2)
v0vi(vℓ)
avm(vℓ)
aviv0 = w0wi(wℓ)
awm(wℓ)
awiw0 (3)
v0vivk(vℓ)
avm(vℓ)
avkviv0 = w0wiwk(wℓ)
awm(wℓ)
awkwiw0 (4)
v0 . . . vℓ−1vℓ+1 . . . vnvmvn . . . vℓ−1vℓ+1 . . . v0 = w0 . . . wℓ−1wℓ+1 . . . wnwmwn . . . wℓ−1wℓ+1 . . . w0 (5)
As done for the case |vℓ| > |wℓ|, we denoty by Sk the set of equations of type k,
k = 1, . . . , 5. As for the equations given in the paper for the case |vℓ| > |wℓ|, we can
prove similarly the following proposition:
Proposition 2. For all k = 1, . . . , 5, Sk holds.
As for the case |vℓ| > |wℓ|, we have the following proposition (which is in fact
indepent from the cases |vℓ| = |wℓ| or not):
Proposition 3. For all i ∈ {1, . . . , n}, |vivi| = |wiwi|.
Case study There are four cases:
(i) |vℓ| = |wℓ| = 0 and |vℓ| = |wℓ| = 0;
(ii) |vℓ| = |wℓ| 6= 0 and |vℓ| = |wℓ| = 0;
(iii) |vℓ| = |wℓ| 6= 0 and |vℓ| = |wℓ| 6= 0;
(iv) |vℓ| = |wℓ| 6= 0 and |vℓ| = |wℓ| = 0;
Cases (iv) is syntactically the same as case (ii) if we consider the mirror of the
equations. Therefore we consider only case (i),(ii) and (iii). For each of those three
cases, we prove that vidn = widn (Theorem 2).
Similarly as the case |vℓ| > |wℓ|, we can assume wlog that v0 = ǫ or w0 = ǫ,
and v0 = ǫ or w0 = ǫ, otherwise we remove their common prefixes in the systems
S1, . . . ,S5.
Subcase |vℓ| = |wℓ| = |vℓ| = |wℓ| = 0
Lemma 8. If |vℓ| = |wℓ| = 0 and |vℓ| = |wℓ| = 0, then vidn = widn .
Proof. It is an obvious consequence of S5. ⊓⊔
Subcase |vℓ| = |wℓ| 6= 0 and |vℓ| = |wℓ| 6= 0
Lemma 9. There exist t1, t2 ∈ Σ∗ such that t1t2 is primitive and α0, β0, αℓ, βℓ ≥ 0
such that:
vℓ = (t1t2)
αℓ wℓ = (t2t1)
βℓ w0 = ǫ⇒ v0 = (t2t1)
α0t2 v0 = ǫ⇒ w0 = (t1t2)
β0t1
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Proof. Remind that by hypothesis, vℓ 6= ǫ. Then wℓ 6= ǫ. By S2, there exists a ≥ 0 such
that (vℓ)a and (wℓ)a have a common factor of length at least |vℓ|+|wℓ|−gcd(|vℓ|, |wℓ|).
By the fundamental lemma, there exist t1, t2 ∈ Σ∗ such that t1t2 is primitive, vℓ ∈
(t1t2)
+ and wℓ ∈ (t2t1)+. We now infer the form of v0 when w0 = ǫ (the form of w0
when v0 = ǫ can be obtained by symmetry). Wlog, we can assume that t1 6= ǫ. Indeed,
since vℓ 6= ǫ, we have t1t2 6= ǫ, so that if t1 = ǫ, then we take t′1 = t2 and t′2 = t1 = ǫ,
and we have vℓ ∈ (t′1t′2)+ and wℓ ∈ (t′2t′1)+. By S2, we get v0(t1t2)ω = (t2t1)ω . By
Lemma 3.3, v0 = (t2t1)α0t2 for some α0 ≥ 0. ⊓⊔
Since by hypothesis we have |vℓ| = |wℓ| 6= 0, by considering the mirror of the
equations, we can prove the following corollary of Lemma 9:
Corollary 2. There exist t3, t4 ∈ Σ∗ such that t3t4 is primitive and α0, β0, αℓ, βℓ ≥ 0
such that:
vℓ = (t3t4)
α
ℓ wℓ = (t4t3)
β
ℓ w0 = ǫ⇒ v0 = (t3t4)
α0t3 v0 = ǫ⇒ w0 = (t4t3)
β0t4
Under certain conditions, we can characterize the form of vi’s and wi’s:
Lemma 10. If there exists 1 ≤ k ≤ n such that |vk| 6= |wk| then there exist α1, . . . , αn, β1, . . . , βn ≥
0 such that for all i 6= k:
vi = (t1t2)
αi wi = (t2t1)
βi
Proof. There are two cases: either v0 = ǫ or w0 = ǫ. We consider the second case
only, the first being symmetric. By Lemma 9, v0 = (t2t1)α0t2 for some α0 ≥ 0 and
t1, t2 ∈ Σ
∗ with t1t2 primitive. By S3 and S4, we have:
(1) v0vi(t1t2)
ω = wi(t2t1)
ω (2) v0vk(t1t2)
ω = wk(t2t1)
ω (3) v0vkvi(t1t2)
ω = wkwi(t2t1)
ω
We again consider two cases:
1. v0vk = wkw for some w. S2 gives w(t1t2)ω = (t2t1)ω. By Lemma 3.3, w =
(t2t1)
βt2 for some β ≥ 0. S3 gives wvi(t1t2)ω = wi(t2t1)ω, and by S1, we get
wvi(t1t2)
ω = v0vi(t1t2)
ω
, i.e. (t2t1)βt2vi(t1t2)ω = (t2t1)α0t2vi(t1t2)ω. Since
|vk| 6= |wk| and v0vk = wkw, |v0| 6= |w|, and β 6= α0. Thus by taking γ =
|α0 − β| > 0, we get (t1t2)γvi(t1t2)ω = vi(t1t2)ω. By Lemma 3.8, vi ∈ (t1t2)∗.
2. wk = v0vkv for some v 6= ǫ. S2 gives (t1t2)ω = v(t2t1)ω, i.e. (t1t2)ω =
vt2(t1t2)
ω
. Therefore by Lemma 3.6, vt2 ∈ (t1t2)ω. Since v 6= ǫ, we get v =
(t1t2)
ηt1 for some η ≥ 0. Now, S3 gives vi(t1t2)ω = vwi(t2t1)ω , and by S1,
vi(t1t2)
ω = vv0vi(t1t2)
ω = (t1t2)
ηt1(t2t1)
α0t2vi(t1t2)
ω = (t1t2)
η+α0+1vi(t1t2)
ω
.
By Lemma 3.8, vi ∈ (t1t2)∗.
In both cases vi ∈ (t1t2)∗. By S1 v0vi(t1t2)ω = (t2t1)ω = wi(t2t1)ω and by Lemma
3.6 wi ∈ (t2t1)∗.
Again by considering the mirror of the equations, we can prove the following corol-
lary of Lemma 10:
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Corollary 3. If there exists 1 ≤ k ≤ n such that |vk| 6= |wk| then there exist α1, . . . , αn, β1, . . . , βn ≥
0 such that for all i 6= k:
vi = (t3t4)
α
i wi = (t4t3)
β
i
Lemma 11. Let α ∈ N. If for all i ∈ {1 . . . n}, |vi| = |wi| and there exist ai, bi ∈ N
such that:
(t2t1)
αt2vi(t1t2)
ai = wi(t2t1)
bit2 (3)
then
(t2t1)
αt2v1 . . . vn = w1 . . . wn(t2t1)
αt2
Proof. From Eq.3, and |vi| = |wi| we deduce that bi = α+ ai, so that:
(t2t1)
αt2vi = wi(t2t1)
αt2 (4)
By induction on n we show that (t2t1)αt2v1 . . . vn = w1 . . . wn(t2t1)αt2. Indeed,
it is trivial if n = 0. So suppose it is true for n− 1, we have:
(t2t1)
αt2v1 . . . vn
= w1 . . . wn−1(t2t1)
αt2vn (by induction hypothesis)
= w1 . . . wn(t2t1)
αt2 (by (4))
⊓⊔
Proposition 4. One of the following propositions holds:
1. ∀i ∈ {1, . . . , n} : vi = (t1t2)αi ∧ wi = (t2t1)βi ∧ vi = (t3t4)αi ∧wi = (t4t3)βi
2. ∃k ∈ {1, . . . , n}∀i 6= k : |vi| = |wi| and |vi| = |wi|
Proof. Indeed, if there are k 6= k′ such that |vk| 6= |wk| and |vk′ | 6= |wk′ |, then by
Lemma 10 ∀i : vi = (t1t2)αi ∧ wi = (t2t1)βi . By Proposition 3, |vk| 6= |wk| and
|vk′ | 6= |wk′ | so that by Corollary 3, for all i, vi = (t3t4)
α
i and wi = (t4t3)βi .
Otherwise we have at most one k with |vk| 6= |wk|, and for all i 6= k, |vi| = |wi|,
and by Prop. 3, |vi| = |wi|. ⊓⊔
We now prove Theorem 2 for each of the cases of Prop. 4. This is done in two
lemmas: Lemma 12 and Lemma 13.
Lemma 12. If for all i ∈ {1, . . . , n}, vi = (t1t2)αi , wi = (t2t1)βi , vi = (t3t4)αi and
wi = (t4t3)
β
i , then v0 . . . vnvmvn . . . v0 = w0 . . . wnwmwn . . . w0.
Proof. First by Lemma 9 and Corollary 2, we have:
w0 = ǫ⇒ v0 ∈ (t2t1)
∗t2 v0 = ǫ⇒ w0 ∈ (t1t2)
∗t1
w0 = ǫ⇒ v0 ∈ (t3t4)
∗t3 v0 = ǫ⇒ w0 ∈ (t4t3)
∗t4
Since v0 = ǫ or w0 = ǫ, and v0 = ǫ or w0 = ǫ, we can assume wlog that v0 =
(t1t2)
α0 and w0 = (t1t2)β0t1 for some α0, β0 ≥ 0. Indeed, if w0 = ǫ, we simply
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replace in S1, . . . ,S5 v0 by t1v0 andw0 by t1w0 (which is indeed of the form (t1t2)∗t1).
If v0 = ǫ, then it is of the form (t1t2)∗ and w0 is of the form (t1t2)∗t1.
Similarly, we can assume wlog that v0 = (t3t4)α0 and w0 = (t4t3)β0t4 for some
α0, β0 ≥ 0.
Now, by S1 and S2, we have:
v0vℓvmvℓv0 = w0wℓwmwℓw0
v0vmv0 = w0wmw0
So we deduce:
v0vℓvmvℓv0 = w0wℓwmwℓw0
⇔ (t1t2)
α0+αℓvm(t3t4)
α
ℓ
+α0 = w0wℓwmwℓw0
⇔ (t1t2)
αℓ(t1t2)
α0vm(t3t4)
α0(t3t4)
α
ℓ = w0wℓwmwℓw0
⇔ (t1t2)
αℓv0vmv0(t3t4)
α
ℓ = w0wℓwmwℓw0
⇔ (t1t2)
αℓw0wmw0(t3t4)
α
ℓ = w0wℓwmwℓw0
⇔ (t1t2)
αℓ+β0t1wmt4(t3t4)
α
ℓ
+β0 = w0wℓwmwℓw0
⇔ w0(t1t2)
αℓwm(t3t4)
α
ℓw0 = w0wℓwmwℓw0
⇔ (t1t2)
αℓwm(t3t4)
α
ℓ = wℓwmwℓ
⇔ (t1t2)
αℓwm(t3t4)
α
ℓ = (t1t2)
βℓwm(t3t4)
β
ℓ
Then we conclude with:
v0v1 . . . vmvn . . . v1v0
= (t1t2)
α0+···+αnvm(t3t4)
αn+···+α0
= (t1t2)
αℓv0 . . . vℓ−1vℓ+1 . . . vnvmvn . . . vℓ+1vℓ−1(t3t4)
α
ℓ
= (t1t2)
αℓw0 . . . wℓ−1wℓ+1 . . . wnwmwn . . . wℓ+1wℓ−1(t3t4)
α
ℓ by S5
= (t1t2)
αℓ+β0+···+βℓ−1+βℓ+1...βnwm(t3t4)
βn+...βℓ+1+βℓ−1+···+β1+αℓ
= (t1t2)
β0+···+βℓ−1+βℓ+1...βn(t1t2)
αℓwm(t3t4)
α
ℓ(t3t4)
βn+...βℓ+1+βℓ−1+···+β1
= (t1t2)
β0+···+βℓ−1+βℓ+1...βn(t1t2)
βℓwm(t3t4)
β
ℓ(t3t4)
βn+...βℓ+1+βℓ−1+···+β1
= w0w1 . . . wnwmwn . . . w0
⊓⊔
Lemma 13. If there exists ∃k ∈ {1, . . . , n} such that for all i 6= k, |vi| = |wi| and
|vi| = |wi|, then v0 . . . vnvmvn . . . v0 = w0 . . . wnwmwn . . . w0.
Proof. By hypothesis, we have assumed that v0 = ǫ or w0 = ǫ, and v0 = ǫ or w0 = ǫ.
This leads to four cases:
1. w0 = ǫ and v0 = ǫ;
2. v0 = ǫ and v0 = ǫ;
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3. v0 = ǫ and w0 = ǫ;
4. w0 = ǫ and w0 = ǫ.
We have assumed that |vℓ| = |wℓ| 6= 0 and |vℓ| = |wℓ| 6= 0, and there is k such that
for all i 6= k, |vi| = |wi| and |vi| = |wi|. This assumption is symmetric, so that with
respect to the systems S1, . . . ,S5, cases 2 and 4 are symmetric, and case 1 and 3 are
symmetric. Moreover, the proofs of cases 1 and 2 are very similar, therefore we focus
on case 1 only.
From now one, we assume that w0 = ǫ and v0 = ǫ. By S3 and vℓ = (t1t2)αℓ
(Lemma 9) we have v0vk(t1t2)ω = wk(t2t1)ω. Wlog we can assume that t1 6= ǫ.
Therefore by Lemma 3.3, there exist ak, bk such that v0vk(t1t2)ak = wk(t2t1)bk t2,
equivalently we consider two cases we suppose that either ak = 0 or that ak 6= 0, bk =
0 i.e. either v0vk = wk(t2t1)bk t2 or v0vk(t1t2)ak−1t1 = wk .
– Case v0vk = wk(t2t1)bk t2:
First, we know that |vi| = |wi| for all i < k and that there are ai, bi ∈ N with
v0vi(t1t2)
ai = wi(t2t1)
bit2 (by S3 and Lemma 3.3) where v0 = (t1t2)α0t2, so by
Lemma 11 we have:
v0v1 . . . vk−1 = w1 . . . wk−1v0 (5)
Second we have v0vk = wk(t2t1)bk t2 by hypothesis (the case we are considering).
Third, again by S3 and Lemma 3.3 we know that |vi| = |wi| for all i > k and that
there are a′i, b′i ∈ N with v0vkvi(t1t2)a
′
i = wkwi(t2t1)
b′
it2 i.e. by replacing v0vk
with wk(t2t1)bk t2 we have (t2t1)bk t2vi(t1t2)a
′
i = wi(t2t1)
b′
it2, so by Lemma 11
we have:
(t2t1)
bk t2vk+1 . . . vn = wk+1 . . . wn(t2t1)
ak t2 (6)
As a consequence we have:
v0 . . . vn
= v0 . . . vk−1vkvk+1 . . . vn
= w1 . . . wk−1v0vkvk+1 . . . vn
= w1 . . . wk−1wk(t2t1)
bkt2vk+1 . . . vn
= w1 . . . wk−1wkwk+1 . . . wn(t2t1)
bk t2
= w1 . . . wn(t2t1)
bk t2 (7)
– Case v0vk(t1t2)at1 = wk: We can show that v0 . . . vn(t2t1)ak−1t2 = w1 . . . wn
with a very similar proof.
By symmetry (since v1 6= ǫ and w1 6= ǫ), we have either t3(t4t3)dkvk = wkw0 or
vk = t4(t3t4)
ckwkw0.
We conclude the proof by putting this together and showing that v0v1 . . . vmvn . . . v1 =
w1 . . . wnwmwn . . . w0:
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– Subcase t3(t4t3)dkvk = wkw0: this implies that t3(t4t3)dkvn . . . v1 = wn . . . w0.
Moreover we know that v0vkvmvk = wkwmwkw0 i.e. (t2t1)bk t2vm = wmt3(t4t3)d.
We can deduce:
v0v1 . . . vmvn . . . v1
= w1 . . . wn(t1t2)
bk t1vmvn . . . v1
= w1 . . . wnwmt3(t4t3)
dkvn . . . v1
= w1 . . . wnwmwn . . . w0
– Subcase vk = t4(t3t4)cwkw0: this implies that vn . . . v1 = t4(t3t4)cwn . . . w0.
Moreover we know that v0vkvmvk = wkwmwkw0 i.e. (t2t1)bt2vmt4(t3t4)c =
wm. We can deduce:
v0v1 . . . vmvn . . . v1
= w1 . . . wn(t1t2)
bt1vmvn . . . v1
= w1 . . . wn(t1t2)
bt1vmt4(t3t4)
cwn . . . w0
= w1 . . . wnwmwn . . . w0
⊓⊔
Subcase |vℓ| = |wℓ| 6= 0 and |vℓ| = |wℓ| = 0 Similarly as Proposition 4, one can
prove the following proposition:
Proposition 5. One of the following propositions holds:
1. ∀i ∈ {1, . . . , n} : vi = (t1t2)αi ∧ wi = (t2t1)βi
2. ∃k ∈ {1, . . . , n}∀i 6= k : |vi| = |wi|.
Lemma 14. If |vℓ| = |wℓ| 6= 0 and |vℓ| = |wℓ| = 0, then vidn = widn .
Proof. Let pose V1 = v0 . . . vℓ−1vℓ+1 . . . vn, resp. W1 = w0 . . . wℓ−1wℓ+1 . . . wn, and
V = vmvn . . . vℓ+1vℓ−1 . . . v0 = vmvn . . . v0, resp.W = wmwn . . . wℓ+1wℓ−1 . . . w0 =
wmwn . . . w0. By S5 we have V1V = W1W . We can suppose wlog that W1 = V1W ′,
i.e. we have:
V = W ′W (8)
Now let V2 = v0 . . . vn and W2 = w0 . . . wn. We have vidn = V2V and widn =
W2W . We will show that W2 = V2W ′. This will conclude the proof as with Eq. 8 we
have vidn = V2V = V2W ′W = W2W = widn .
First note that Lemma 9 is valid in this context and therefore we have w0 = ǫ ⇒
v0 ∈ (t2t1)
∗t2 and v0 = ǫ ⇒ w0 ∈ (t1t2)∗t1, as above we can consider that v0 =
(t2t1)
α0t2 and w0 = (t2t1)β0 .
We consider two cases following Proposition 5:
1. ∀i ∈ {1, . . . , n} : vi = (t1t2)αi ∧ wi = (t2t1)βi : Let write α = α0 + · · · +
αℓ − 1+αℓ+ 1+ · · ·+αn and β0+ · · ·+βℓ− 1+βℓ+ 1+ · · ·+βn we have V1 =
v0 . . . vℓ−1vℓ+1 . . . vn = (t2t1)
αt2 and W1 = w0 . . . wℓ−1wℓ+1 . . . wn = (t2t1)β ,
therefore W ′ = (t2t1)α−βt2. Moreover V2 = V1(t1t2)αℓ and W2 = W2(t1t2)αℓ ,
as a result W2 = V2W ′.
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2. ∃k ∈ {1, . . . , n}∀i 6= k : |vi| = |wi|: By using the same construction as for Eq.
7 of Lemma 13, we can show that there exists αk such that W ′ = (t2t1)akt2 with
W1 = V1W
′ and W2 = V2W ′.
⊓⊔
6 A PSPACE algorithm for functionality
We now show how the pumping lemma for functionality can be used to decide function-
ality in PSPACE. It relies an NLOGSPACE algorithm for functionality of FSTs, which
is a consequence of the following pumping argument by Schu¨tzenberger:
Theorem 4 (Schu¨tzenberger, 1975 [12]). Let T be an FST with m states. If T is non-
functionnal then there exists a word w of length at most 3∗m2 that admits two different
outputs.
As a consequence, we obtain:
Theorem 5. Functionality of FSTs is decidable in NLOGSPACE.
Proof. We give a CO-NLOGSPACE algorithm. The result follows as CO-NLOGSPACE
= NLOGSPACE.
Note that each transition outputs a sequence of letters of bounded length, therefore
one can bound polynomially the length of the two different outputs for a single input
that witnesses non-functionality. Let us point out that two outputs differ either because
one is a strict prefix of the other, or on a common position their letters differ. By a small
trick and a new dummy symbol in the input alphabet, it is easy to reduce the first case
to the second one with an augmentation of the FST of constant size.
We consider a non-deterministic algorithm for deciding non-functionality, operat-
ing as follows: one guesses a position i in the output where two outputs differ. Then
using only logarithmic space, one can check that this guess is correct. At each step,
this algorithm guesses itself one letter of the input and the two transitions of the two
runs computing the two different outputs. Therefore at each step, this algorithm keeps
two counters and the two states reached by the two runs so far. The first (resp. second)
counter counts the length of the first (resp. second) output. When one of the outputs has
reached position i, the algorithm stores the i-th letter of this output, and continue until
the other output reaches the i-th position. At this point, the two runs are in two states
p, q, and one just has to check whether the two letters at the i-th position are different.
Finally, the algorithm checks whether the two runs can be continued into successful
runs (from p and q) on the same input. This can be again done in non-deterministic
logarithmic space.
By Schu¨tzenberger’s Theorem, one can take i ≤ 3m2, and therefore the two coun-
ters are represented in logarithmic space in the size of the FST. ⊓⊔
We can now give a PSPACE algorithm for functionality. We devise a construction
which given a VPT A, builds an FST B that simulates A for nested input words of
small height. The height of the input word being polynomially bounded (Lemma 5),
19
one can bound similarly the height of the stack of the VPT. Then, as runs cross only
finitely many stacks, one can incorporate these stacks into a finite-control part, turning
the VPT into an FST. This construction is correct in the following sense:
Proposition 6. For all VPT A with n states, one can construct an FST B of expo-
nential size wrt n, such that Dom(B) = {u ∈ Dom(A) | h(u) ≤ 8n4} and for all
w ∈ Dom(B), B(w) = A(w). Moreover, A is functional iff B is functional.
The idea is to apply the NLOGSPACE algorithm of Theorem 5 on B. However,
building this FST B of exponential size wrt to the size of the VPT A as the first step
of an algorithm will not yield a PSPACE algorithm. Therefore, the construction of the
transition rules of B has to be performed on-demand when such a transition is needed.
Altogether, this gives a PSPACE algorithm for deciding functionality of VPTs.
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