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strument propensity scores, the resulting treatment effect estimates exhibit both
low bias and a reduced variance in finite samples compared to conventional inverse
probability weighting methods. The estimator is automatically weight normalized
and has similar bias properties compared to conventional two-stage least squares
estimation under constant causal effects for the compliers. We provide conditions
for asymptotic normality and semiparametric efficiency and demonstrate how to
utilize additional information about the treatment selection step for bias reduc-
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1. Introduction
Estimation of causal effects is at the heart of modern empirical research in economics.
In particular, evaluating the impact of policies or programs on units with heteroge-
neous preferences and characteristics such as households, workers, unemployed, firms,
or students is necessary to develop a thorough understanding of fundamental economic
relationships. This paper deals with the problem of estimating a causal effect of a treat-
ment using variation from a conditionally independent instrumental variable when units
have heterogeneous responses to the instrument and to the treatment. We develop a
semiparametric estimation method for the local average treatment effect (LATE) based
on inverse probability weighting (IPW). The method is designed to increase internal
validity by reducing the finite sample bias in estimation of the treatment effect while
allowing for dependent observable and unobservable variables to affect both treatment
participation and potential outcomes of interest (selection on unobservables). It is more
robust than conventional instrumental variable methods as it does not require paramet-
ric functional form assumptions about outcome or treatment selection steps or other
restrictions such as constant causal effects. Moreover, it has appealing point estimation
properties compared to conventional IPW estimators for the LATE.
The key insight required is that IPW estimation of the LATE fundamentally rests on
balancing the distribution of observable confounders for two reduced form type compo-
nents. In particular, for the reduced form type component of the outcome, observations
that are instrumented at a given level are weighted by their inverse probability of being
in that state, i.e. by their instrument propensity scores. This assures that differences
in observed confounders are correctly taken into account when estimating the reduced
form type effect for units that choose treatment in accordance with the instrument
(compliers). For the overall LATE, the remaining differences due to heterogeneous
treatment selection responses to the instrument are then taken into account by another
reduced form type component that applies the same inverse probability weights to the
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corresponding treatment indicators.
On a technical level, balancing means that the empirical distributions of inverse
probability weighted observable covariates between the groups that are defined by the
instrument are imposed to be identical. However, conventional methods for estimation
of the weights such as maximum likelihood or even true weights do not yield perfect
balance in finite samples. We exploit recent advances in the literature on the evaluation
of causal effects that have been established under the more restrictive conditionally
independent treatment and overlap assumptions (selection on observables) to construct
empirical balancing conditions for the estimation of inverse probability weights. We
achieve exact finite sample balance through tailoring the loss function for the instrument
propensity scores that are used for estimation of the LATE. The method compares
favorable to conventional inverse probability weighting methods as the tailored loss
approach minimizes approximate bias while simultaneously favoring weights that do
not exhibit too much variance. In addition, it preserves the design philosophy by
Rubin (2007) as it does not require the use of any outcome or treatment data when
selecting a model for the instrument propensities which helps to avoid p-hacking and
other post-model-selection problems.
Throughout the paper we show that the proposed balancing estimator has desir-
able bias properties that compare to the conventional two-stage least squares estimator
under homogeneous causal effects for the compliers. Moreover, the bias can be fur-
ther reduced by incorporating additional information into the balancing constraints,
in particular from the treatment selection step. The balancing approach implicitly
penalizes deviations from moderate inverse probability weights and thus helps to re-
duce the variance in estimation of the LATE. Moreover, the balancing estimator is
asymptotically normal and reaches the semiparametric efficiency bound if the number
of balancing constraints grows appropriately with the sample size. The method can
be easily combined with regularization or other statistical learning approaches to deal
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with a high-dimensional number of observed confounding variables. Monte Carlo sim-
ulations suggest that the theoretical advantages over conventional methods translate
well to finite samples. The method is applied to a re-evaluation of the causal effect of
401(k) participation on total financial assets.
Identification and non/semiparametric estimation of the LATE under a binary condi-
tionally independent instrument has been first considered by Abadie (2003) and Frölich
(2007). Abadie (2003) relies on implicit identification of complying units by inverse
probability weights to estimate or approximate conditional expectation functions for
compliers that can consequently be used to construct estimates for local average treat-
ment effects. His method requires an (approximate) model for complier outcomes and
is thus more prone to misspecification and post-model-selection problems. In prac-
tice, the method often yields estimates close or identical to conventional two-stage
least squares if linear models are used (Angrist and Pischke, 2009). Frölich (2007)
proposes nonparametric imputation/matching estimators for estimation of the LATE
and shows that the semiparametric efficiency bound is not affected by knowledge of
the instrument propensity scores similar to Hahn (1998) in the context of selection on
observables. Frölich (2007) also suggests the use of an IPW estimator but does not
provide any theory for estimation. Donald et al. (2014b) close this gap in the literature
by using an IPW estimator for the LATE that relies on nonparametric series estimation
for the instrument propensity scores similar to Hirano et al. (2003) in the context of
selection on observables and provide conditions for semiparametric efficiency. Donald
et al. (2014a) suggest to estimate the LATE semiparametrically efficient via IPW with
instrument propensity scores estimated by local polynomial regression and provide a
higher order mean squared error expansion. The IPW estimators in Frölich (2007),
Donald et al. (2014a), and Donald et al. (2014b) are all of the “IPWI”-type, i.e. do
not impose normalization of the inverse probability weights. Our approach is closest
to Donald et al. (2014b) but uses balancing conditions instead of a series logistic esti-
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mator. Moreover, our balancing estimator is automatically weight-normalized, favors
moderate instrument propensities, and imposes exact mean balance in finite samples.
Thus, despite their asymptotic equivalence, we expect major differences in bias and
overall point estimation risk in finite samples.
Improving IPW estimation through imposing exact or approximate balancing con-
straints has been considered in the literature on estimation of treatment effect under
the more restrictive selection on observables assumptions. Graham et al. (2012) con-
siders tilted moment conditions for estimation of the conventional propensity scores
that bear close resemblance to balancing approaches. Hainmueller (2012) proposes di-
rect optimization of a distance criterion depending on the inverse probability weights
(e.g. Kullback entropy divergence) subject to approximate empirical balancing and
positivity constraints. Zhao and Percival (2017) provide conditions under which the
balancing method by Hainmueller (2012) is doubly robust for the average treatment
effect on the treated. Imai and Ratkovic (2014) consider exact balancing of covariates
through propensity scores in a parametric GMM or empirical likelihood framework.
Zubizarreta (2015) proposes to minimize a quadratic problem in terms the inverse prob-
ability weights subject to similar approximate mean balancing constraints. Athey et al.
(2018) employ approximate balancing weights for bias-correction of a high-dimensional
linear model for estimation of treatment effects. Zhao (2019) develops a unifying frame-
work for empirical balancing approaches and demonstrates how to tailor the (negative)
loss function to produce weights that correspond to the treatment effect of interest.
Moreover, Zhao (2019) proposes methods for regularization and shows how the bias is
affected by relaxing exact balancing conditions to approximate balancing. All of these
contributions suggest that, for selection on observables, empirical balancing can sub-
stantially outperform conventional weighting estimators by reducing differences between
the weighted empirical distributions of treatment and control units. Our balancing ap-
proach in its most basic form is a repeated application of the exact balancing method by
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Imai and Ratkovic (2014) and Zhao (2019) using the instrument instead of the treat-
ment indicators. However, it has different bias and weight normalization properties
that do not apply in the context of selection on observables. Moreover, for the LATE
there is an extended hierarchy in terms of the available information that consists of
three different levels: The basic instrument assignment and the higher-order treatment
selection and outcome generation steps. We demonstrate that using information from
the higher-order steps can help to achieve approximately unbiased estimates for the
causal effect. In particular, balancing estimated treatment participation probabilities
for a given instrument level can help to reduce point estimation risk even when the
treatment selection model is misspecified.
Applications that rely on identification of a conditionally independent instrument are
manifold. Angrist (1990) studies the effect of military service on lifetime earnings using
the Vietnam era draft lottery as an instrument. Card (1995) uses college proximity as
an instrument for education, see also Card (2001). Poterba et al. (1995) and Abadie
(2003) exploit eligibility to 401(k) programs as an instrument to investigate whether
contributions to these plans crowd out other personal savings. Cawley et al. (2007)
and Cawley et al. (2013) use minimum requirements for physical education (PE) as an
instrument for actual time spend in PE to evaluate the impact on health outcomes for
elementary school children and high school students respectively. Based on individual
data from different federal states in Germany, Knaus et al. (2018) exploit between and
within variation of compulsory PE lessons as an instrument to estimate the effects of PE
on multiple measurements for child development. The working paper by Knaus et al.
(2018) is an application of an idea similar to the one proposed in this paper. They
combine two steps of the inverse probability tilting method by Graham et al. (2012) to
obtain a balanced estimate for the LATE. However, they do not provide any theory for
estimation or statistical inference.
The paper is structured as follows: Section 2 introduces the identification assumptions
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and provides the basic arguments behind the balancing approach. Section 3 presents
the estimation strategy. Section 4 provides the statistical properties of the balancing
estimator. Section 5 demonstrates how to use higher-order information for balancing
and outlines extensions to the case of high-dimensional observed confounding variables.
Section 6 contains the Monte Carlo simulations. Section 7 provides the application and
Section 8 concludes. All major proofs and derivations are collected in the Appendix.
2. Identification and Balancing
We consider standard identification conditions for treatment effects under unob-
servable heterogeneity and a binary conditionally independent instrument often re-
ferred to as assignment. Assume we observe independent data (Yi, Di, Zi, X ′i) for units
i = 1, . . . , n. Xi is a vector of (causally) predetermined1 random variables supported
on X ⊂ RdimXi , Zi a binary instrument, Di a binary treatment indicator, and Yi a
real-valued outcome variable. In principle, there are four potential outcome states
Yi(d, z) for d, z ∈ {0, 1} but only Yi = Yi(Di, Zi) is observed. For each instrument
level z ∈ {0, 1}, there is a potential treatment status Di(z) which yields the observed
treatment Di = Di(Zi) according to
Di = ZiDi(1) + (1− Zi)Di(0). (2.1)
The following identification assumptions along the lines of Abadie (2003) and Frölich
(2007) are imposed, see also Donald et al. (2014a,b):
A.1) (Conditional Independence) {Yi(d, z);∀d, z}, Di(1), Di(0) |= Zi|Xi.
1Predetermined variables are set before the cause can have an effect, e.g. a priori attributes, see
Imbens and Rubin (2015).
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A.2) (Exclusion) P (Yi(d, 1) = Yi(d, 0)) = 1 for d = 0, 1.
A.3) (Monotonicity) P (Di(1)−Di(0) ≥ 0) = 1.
A.4) (First Stage) E[Di(1)−Di(0)] 6= 0.
A.5) (Strong Instrument Overlap) Let pi(x) = P (Zi = 1|Xi = x). There exists a δ > 0
such that δ < pi(x) < 1− δ for all x ∈ X .
A.6) (Stable Unit Treatment Values) ({Yi(d, z);∀d, z}, Di(1), Di(0)), i = 1, . . . , n are
independent for i 6= j.
A.1-A.4 together are a weaker version of the conditions for identification of the LATE
in the seminal paper by Imbens and Angrist (1994) that rely on a completely indepen-
dent instrument. Assumption A.1 is the fundamental identification assumption. It
implies that after controlling for a sufficient set of observed confounding variables, all
residual variation in potential outcomes and potential treatment statuses is completely
independent of the instrument. Thus, conditional on observed confounders, the instru-
ment can be thought of as being allocated like in a completely randomized experiment.
Assumption A.2 rules out any direct effects of the instrument on potential outcomes
other than through the indirect treatment channel. Thus, there cannot be any unob-
served confounders affected by the instrument and no feedback from potential outcomes
to the instrument. Under this exclusion, the fundamental problem of causal inference
(Holland, 1986) determines the observation rule for the outcome, i.e.
Yi = DiYi(1, Zi) + (1−Di)Yi(0, Zi)
= DiYi(1) + (1−Di)Yi(0). (2.2)
Assumption A.3 imposes a monotonous effect of the instrument on the treatment choice,
i.e. receiving instrument Zi = 1 makes any unit at least as likely to select itself or to
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be selected into treatment compared to Zi = 0. This is sometimes referred to as the
“no defiers” assumption, see Angrist et al. (1996). Assumption A.4 assures that there
is overall variation in potential treatment statuses as a result from variation in the
instrument. Together with monotonicity, this requires the data to have a nonzero share
of compliers, i.e. there must be units for which Di(1) > Di(0). Thus, the population
cannot only be comprised of units that are always treated or never treated independently
of their instrument level. Assumption A.5 requires that potentially each unit could
have been exposed to a different instrument level. In principle, point identification
only requires instrument overlap (δ = 0). However, for regular behavior of the point
estimators considered throughout the paper, strong instrument overlap is required.2
Assumption A.6 rules out any spillover or general equilibrium effects in terms of both
potential treatment states and potential outcomes. This, together with the assumption
that covariates are predetermined, allows for a coherent definition of individual causal
effects as differences in potential outcomes (Rubin, 1974; Imbens and Rubin, 2015).
The causal effect of the treatment on the outcome for a unit i is then given by
τi = Yi(1)− Yi(0). (2.3)
Note that there are no further restrictions on the functional relationship between a
unit’s potential outcomes, instrument, or covariates. Thus, the framework allows for
almost any type of observable and unobservable heterogeneity in potential outcomes and
causal effects, e.g. it allows for nonconstant treatment effects even conditional on the
observed confounders. Frölich (2007) shows that under similar assumptions as A.1-A.6,
the local average treatment effect (LATE)
τLATE = E[Yi(1)− Yi(0)|Di(1) > Di(0)] (2.4)
2Irregular estimators for the case of identification under selection on observables are considered in
Heiler and Kazak (2020).
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is nonparametrically identified. τLATE is the average treatment effect for the subpopu-
lation of compliers, i.e. the expected causal effect for a unit randomly drawn from the
population of units that alter their potential treatment choice in accordance with the
instrument. Without further assumptions, identification does not extend to more gen-
eral causal effects such as the average treatment effect (ATE) or the treatment effect on
the treated (TT). Under treatment effect homogeneity, the LATE is equal to the ATE
and the TT. Moreover, in the case of one-sided noncompliance, i.e. P (Di(0) = 1) = 0,
the LATE equals the TT (Bloom, 1984; Frölich and Melly, 2013). One-sided noncom-
pliance often occurs in randomized field experiments with imperfect compliance if the
treatment can only be provided by the experimenter.
The identification results in Abadie (2003) and Frölich (2007) allow for the construc-
tion of matching, model-based imputation, and inverse probability weighting estimators
for the LATE. In this paper we focus on the latter as they only require estimation of
the instrument propensity scores pi(Xi) and no information from outcome or treatment
selection steps. Both treatment selection and in particular potential outcome mech-
anisms can be more difficult to model as they are often the results of complicated
mechanisms such as markets, search and matching processes, or social and biological
structures and interactions. Thus, focusing on the instrument or assignment phase
avoids misspecification and post-model-selection problems with statistical inference as
outcome and treatment data are not used for obtaining the instrument propensities.
This is along the lines of the argument for focusing on the design phase of experimental
and observational studies made by Rubin (2007).
In the following we outline the balancing principle behind inverse probability weight-
ing and show how this allows us to extract population constraints that can be used for
estimation of the instrument propensity scores. For exploiting identification via inverse
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probability weighting note that
E[Yi(1)− Yi(0)|Di(1) > Di(0)] = ∆Γ (2.5)
with
∆ = E
[
ZiYi
pi(Xi)
]
− E
[
(1− Zi)Yi
1− pi(Xi)
]
Γ = E
[
ZiDi
pi(Xi)
]
− E
[
(1− Zi)Di
1− pi(Xi)
]
.
(2.6)
(2.7)
Thus both numerator and denominator of the LATE can be written as a difference of two
expectations of inverse probability weighted quantities that can be identified from the
joint distribution of (Yi, Di, Zi, X ′i). The fundamental mechanism behind identification
via inverse probability weighting is the balancing property, i.e. the inverse probability
weights will balance the distribution of any function of covariates across instrument
levels. Let fx(x) denote the density of the observed confounders and fx|z=1(x) the
density of the observed confounders conditional on Zi = 1. By Bayes’ Law it follows
that for all x ∈ X
fx|z=1(x)
pi(x) P (Zi = 1) = fx(x). (2.8)
Thus, under Assumptions A.1 and A.5 we have that
E
[
ZiDi
pi(Xi)
]
= E
[
Di(1)
pi(Xi)
∣∣∣∣∣Zi = 1
]
P (Zi = 1)
=
∫
X
E[Di(1)|Xi = x]
pi(x) fx|z=1(x)dxP (Zi = 1)
=
∫
X
E[Di(1)|Xi = x]fx(x)dx
= E[Di(1)]. (2.9)
Note that the conditional mean of the observed treatment status for the units with
Zi = 1 receives a weight such that it corresponds to the conditional mean of the
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potential treatment status (normalized) over the full population. Equivalently, it holds
that (1− pi(x))−1fx|z=0(x)P (Zi = 0) = fx(x). Thus, similar derivations as in (2.9) can
be done for all components in (2.5). In general, property (2.8) of the inverse probability
weights implies a mean balancing for any function of the covariates: Let g : X → R be a
measurable function with E[|g(Xi)|] <∞. The mean of g(·) is balanced across inverse
probability weighted instrument groups and corresponds to the unweighted population
mean, i.e.
E
[
g(Xi)Zi
pi(Xi)
]
= E
[
g(Xi)(1− Zi)
1− pi(Xi)
]
= E[g(Xi)]. (2.10)
Thus, despite allowing for correlated unobservables driving potential outcome and treat-
ment decision, under Assumptions A.1-A.6 balancing on observed confounders is enough
to achieve causal identification for the compliers. This is due to the fact that conditional
on observables the instrument is as good as randomly allocated. Thus, any imbalances
in unobservables that would introduce a bias when comparing means between units
from different treatment levels for always-takers, never-takers, and compliers combined
do not matter for the (unidentified) population of compliers as for the latter we have
that treatment is chosen according to the instrument, i.e. Di(z) = z. The remaining
differences due to varying treatment selection probabilities is then accounted for by
the denominator in (2.5) that identifies the share of compliers. Thus, balancing for
compliers boils down to balancing two instrument assignment groups twice for differ-
ent outcomes. In its mechanic, each step corresponds to balancing different treatment
groups via inverse propensity score weighting under the more restrictive selection on
observables assumptions for identification of general average treatment effects (Imai
and Ratkovic, 2014; Zhao, 2019).
While population balance (2.10) is certainly present when true instrument propen-
sities are used, note that when using true scores or when choosing a model for pi(Xi)
in finite samples, the ultimate goal is to impose balance on conditional means, not to
11
necessarily choose a model that best predicts pi(Xi) or Zi in a given sample accord-
ing to standard loss functions such as entropy/likelihood, accuracy or mean squared
error. From a population perspective or asymptotically these goals are usually aligned.
For example, a correctly specified instrument propensity score obtained via maximum
likelihood will eventually converge to the maximizer of the population likelihood that
is the true instrument propensity score. In finite samples, however, balance is not
guaranteed and hence any differences between the weighted distributions can still sub-
stantially compromise estimation and causal inference. Thus, to reduce bias choosing
an estimator that exploits (2.10) directly should be beneficial.
3. The Balancing Estimator
To impose balancing for the functions of choice we propose to use a tailored loss
approach that explicitly exploits sample equivalents of (2.10) for estimation of the
LATE. For selection on observables, this in spirit of the tailored loss framework by
Zhao (2019) and the covariate balancing propensity score method by Imai and Ratkovic
(2014). In particular, we would like to estimate instrument propensity scores that yield
exact balance in finite samples for a vector-valued function φ : X → Rr with r < n. This
amounts to adapting the loss function and to choosing a logistic link for the instrument
propensity score with regressors φ(Xi) = (φ1(Xi), . . . , φr(Xi))′. In particular, for some
θ ∈ Rr let L(φ(Xi)′θ) = 1/(1 + exp(−φ(Xi)′θ)) denote the standard logistic cumulative
distribution function at index φ(Xi)′θ. The balancing estimator for θ is obtained via
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maximizing the following tailored (negative) loss function:
θˆ = arg max
θ
1
n
n∑
i=1
S(Zi, Xi, θ),
S(Zi, Xi, θ) = (2Zi − 1) ln
(
L(φ(Xi)′θ)
1− L(φ(Xi)′θ)
)
− (Zi − L(φ(Xi)′θ))
(
1
L(φ(Xi)′θ)
− 11− L(φ(Xi)′θ)
)
.
(3.1)
(3.2)
This function is globally concave and has the same population maximizer as the maxi-
mum likelihood estimator for an equivalent logit model. Choosing the logistic link has
the advantage of imposing exact balance in finite samples as can be seen from the first
order condition of the maximization problem. Setting the first derivative of (3.1) equal
to zero at θ = θˆ yields
1
n
n∑
i=1
Zi
pˆi(Xi)
φ(Xi)− 1
n
n∑
i=1
1− Zi
1− pˆi(Xi)φ(Xi) = 0 (3.3)
with pˆi(Xi) = L(φ(Xi)′θˆ). Thus, the tailored loss with logistic link chooses the propen-
sity score model such that balance holds exactly for the empirical counterparts of (2.10).
In principle, other link functions or balancing approaches are possible as well, see
e.g. Imai and Ratkovic (2014). However, the logistic link yields a transparent con-
nection between the choice of balancing functions and the choice of regressors in the
instrument propensity score model. As problem (3.1) can be understood as a just-
identified moment problem, standard model diagnostics or significance tests can be
applied, see also Imai and Ratkovic (2014) for a GMM version of this argument for
selection on observables. The balanced IPW estimator for the LATE is then given by
τˆLATE =
∆ˆ
Γˆ
, (3.4)
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with
∆ˆ = 1
n
n∑
i=1
ZiYi
pˆi(Xi)
− 1
n
n∑
i=1
(1− Zi)Yi
1− pˆi(Xi) ,
Γˆ = 1
n
n∑
i=1
ZiDi
pˆi(Xi)
− 1
n
n∑
i=1
(1− Zi)Di
1− pˆi(Xi) .
(3.5)
(3.6)
A particular feature that is unique to the balanced LATE approach is that if φ(Xi) con-
tains an intercept, then the LATE estimator in (3.4) is automatically weight-normalized,
i.e. numerically identical to its “IPWII” version that uses weights of the form Zi/pˆi(Xi)/[n−1
∑n
i=1 Zi/pˆi(Xi)]
and (1 − Zi)/(1 − pˆi(Xi))/[n−1∑ni=1(1 − Zi)/(1 − pˆi(Xi))]. This follows from the ratio
form of τˆLATE together with (3.3) for φ(Xi) = c for any c 6= 0. It is not the case that
balanced inverse probability weights themselves are normalized to unity, i.e. in general
n−1
∑n
i=1 Zi/pˆi(Xi) 6= 1 and equivalently for the complementary weights. Under selec-
tion on observables, there is clear evidence that weight-normalized versions of inverse
probability weighting estimators generally outperform their unweighted counterparts
due to a reduction in variance (Busso et al., 2014; Pohlmeier et al., 2016). We expect
these results to translate to the case of selection on unobservables. The Monte Carlo
study in Section 6 suggests that a non-negligible part of the superior finite sample per-
formance of the balanced IPW compared to the maximum likelihood based IPW is due
to this default normalization.
4. Statistical Properties of the Balancing Estimator
4.1. Approximate Finite Sample Bias
A central goal of imposing the balancing constraint (3.3) is to reduce estimation
bias in finite samples. Under the more restrictive selection on observables assump-
tions and treatment effect homogeneity, Zhao (2019) demonstrates that a sufficiently
flexible model for the conventional propensity score is enough to achieve an unbiased
estimator of the treatment effect up to weight normalization. As discussed in Section
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3, in contrast to the estimator by Zhao (2019), the balanced IPW estimator of the
LATE achieves weight normalization by construction if an intercept is included into
the model. Thus, it would seem straightforward to assume that the balanced LATE
estimator should be equal to a ratio of two unbiased estimators if both conditional
treatment effects E[Yi(1) − Yi(0)|Xi] and conditional first stage E[Di(1) − Di(0)|Xi]
are constant independently of Xi. It turns out, however, that it is sufficient to have
treatment effect homogeneity within the groups of compliers only and that there are no
restrictions required for the conditional potential treatment to instrument responses.
In particular, we obtain the following proposition:
Proposition 4.1 For any z ∈ {0, 1}, let E[Di(z)|Xi], E[Di(z)(Yi(1) − Yi(0))|Xi] and
E[Yi(0)|Xi] be in the linear span of {φ1(Xi), φ2(Xi), . . . , φr(Xi)}. Under constant condi-
tional causal effects for the compliers E[Yi(1)−Yi(0)|Xi, Di(1) > Di(0)] = τLATE(Xi) =
τLATE, the inverse probability weighting estimator (3.4) that uses balanced instrument
propensity scores (3.1) is a ratio of two unbiased estimators, i.e.
E[∆ˆ]
E[Γˆ]
= τLATE. (4.1)
The span condition demonstrates the requirement of the instrument propensity score
model to be able to contain elements that capture variation in the conditional mean of
the control outcome E[Yi(0)|Xi]. Moreover, the balancing components have be flexible
enough to cover the relevant building blocks for the conditional mean of a potential
treatment level and the conditional causal effect for a combination of different units.
These conditions can be reformulated by using the monotonicity assumption. For the
case with z = 0, it reduces to the assumption that E[Di(0)|Xi] and the product between
E[Di(0)|Xi] and the conditional causal effect for the always-takers τAT (Xi) have to be
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contained in the linear span as
E[Di(0)(Yi(1)− Yi(0))|Xi]
= E[Yi(1)− Yi(0)|Xi, Di(0) = 1, Di(1) = 1]P (Di(0) = 1, Di(1) = 1|Xi)
+ E[Yi(1)− Yi(0)|Xi, Di(0) = 1, Di(1) = 0]P (Di(0) = 1, Di(1) = 0|Xi)
= E[Yi(1)− Yi(0)|Xi, Di(0) = 1, Di(1) = 1]P (Di(0) = 1|Xi)
= τAT (Xi)E[Di(0)|Xi] (4.2)
with the second equality following from monotonicity. For the case of z = 1, it is
required that the linear combination of probability weighted versions of the causal
effects of compliers and always-takers are captured since
E[Di(1)(Yi(1)− Yi(0))|Xi]
= E[Yi(1)− Yi(0)|Xi, Di(1) > Di(0)]P (Di(1) > Di(0)|Xi)
+ E[Yi(1)− Yi(0)|Xi, Di(1) = 1, Di(0) = 1]P (Di(1) = 1, Di(0) = 1|Xi)
= τLATEE[Di(1)−Di(0)|Xi] + τAT (Xi)E[Di(0)|Xi] (4.3)
with the second equality following from constant complier causal effects and mono-
tonicity. Thus, the conditions in Proposition 4.1 effectively demand a special type of
flexibility regarding which transformations of regressors φ(Xi) should be contained in
the balancing constraints for the instrument propensity score. Depending on the ap-
plication at hand, these conditions can be rather restrictive. However, note that the
derivations required for Proposition 4.1 reveal that it is actually not necessary that
the instrument scores used in the denominator have the same degree of flexibility as
the ones in the numerator. In particular, for denominator scores only a condition for
E[Di(z)|Xi] for a z ∈ {0, 1} is required. This can be exploited by choosing different
instrument propensity score models for numerator and denominator. We return to this
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point in Section 5.1.
The robustness property in Proposition 4.1 is best understood in comparison with the
two-stage least squares (2SLS) estimator. In general, if the first stage for the endoge-
nous treatment variable is fully saturated, the model behind 2SLS identifies a weighted
version of conditional LATEs with weights being proportional to the conditional vari-
ances of the first stages V [E[Di|Xi, Zi]|Xi], see Angrist and Imbens (1995). Under
homogeneous treatment effects, however, this corresponds to the LATE. Morever, the
parameters from the reduced forms for both outcome and endogenous variable can be
estimated without bias. Thus, 2SLS is a ratio of two unbiased estimators with the ratio
of the expectations being equal to the LATE. Proposition 4.1 states that the balanced
IPW estimator has an equivalent property under comparable assumptions. However,
instead of having a flexible model for the treatment choice E[Di|Xi, Zi], the flexibility
is incorporated through the choice of the variables and transformations φ(Xi) in the
model for instrument propensity score E[Zi|Xi]. For IPW estimators of the LATE,
the finite sample bias property in Proposition 4.1 is unique to the balanced instrument
propensities and generally does not apply to any other estimation approach such as
maximum likelihood or even true instrument propensity scores. We also expect this
property to be beneficial in finite samples if there are moderate deviations from ho-
mogeneous causal effects for the compliers. In general, the ratio of the expectations is
only an approximation to the expectation of the ratio in finite samples. Therefore, the
actual finite sample bias for has to be further investigated. We return to this point in
Section 6.
4.2. Duality and Variance Reduction
In this section, we show that in finite samples the balancing approach favors moder-
ate instrument propensity scores in the sense of being close to one half. As instrument
propensity scores are inversely related to the (conditional) variance of the IPW estima-
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tor for the LATE, there are potential gains in terms of point estimation risk compared
to using likelihood scores. For moderate inverse probability weights, the dual problem
of maximizing the (negative) tailored loss in (3.1) penalizes deviations from the un-
conditional mean in a manner that is proportional to the conditional variance of the
estimator for the LATE. Let the inverse probability weights be defined as
wi =
Zi
pˆi(Xi)
+ 1− Zi1− pˆi(Xi) (4.4)
and denote W = (W1, . . . ,Wn) with Wi = (X ′i, Zi) for i = 1, . . . , n. Conditional on
W , the balanced instrument propensity scores are known. Thus, a second order Taylor
expansion of the variance of the balanced LATE (3.4) conditional on W yields
nV
[
∆ˆ
Γˆ
∣∣∣∣∣W
]
≈ 1
n
n∑
i=1
w2i a(Xi, Zi) (4.5)
with
a(Xi, Zi) =
(
V [Yi|Wi]E[Γˆ|W ]2 − 2Cov(Yi, Di|Wi)E[∆ˆ|W ]E[Γˆ|W ]+
E[Di|Wi]E[∆ˆ|W ]2
)
E[Γˆ|W ]−4 (4.6)
which is strictly greater than zero. Hence, approximately the conditional variance is
bounded from above by
nV
[
∆ˆ
Γˆ
∣∣∣∣∣W
]
≤ sup
x∈X ,z∈{0,1}
a(x, z) 1
n
n∑
i=1
w2i (4.7)
which is proportional to the average of the squared inverse probability weights. The con-
ditional variance is directly proportional to the latter, i.e. nV [∆ˆ/Γˆ|W ] ∼ n−1∑ni=1w2i
if there is homoskedasticity within outcomes and treatment levels and constant corre-
lation across Yi and Di conditional on Wi or if the corresponding components in the
numerator of (4.6) are proportional such that a(x, z) = a for all x ∈ X and z ∈ {0, 1}.
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To approximate the effect of using a balancing estimator on the squared weights, it is
insightful to study the Lagrangian dual problem of the maximization problem (3.1) in
terms of the weights wi. If φ(Xi) contains an intercept, the dual problem is given by
the following constraint optimization:
min
w1,...,wn
1
n
n∑
i=1
(wi − 1) ln(wi − 1)− wi,
subject to 1
n
n∑
i=1
(2Zi − 1)wiφm(Xi) = 0, for m = 1, . . . , r
wi ≥ 1 for i = 1, . . . , n, (4.8)
see also Chan et al. (2016) and Zhao (2019). While this is generally not equivalent to
minimizing the sum of squared weights, consider the case of an independent instrument
such as assignment to treatment in a randomized experiment with imperfect compliance.
Under such a circumstance, units receive instrument levels with constant likelihood,
e.g. P (Zi = 1) = 0.5. The true inverse probability weights are then given by 1/P (Zi =
1) = 2. Naturally, even under perfect randomization there can be imbalances im terms
of the covariates across the two instrument groups in finite samples. Thus, balancing
scores pˆi(Xi) will generally differ from the true inverse probability weights. Consider a
deviation from the true probability of one half to a more extreme one, i.e. an inverse
probability weight exceeding two. A Taylor series of the unconstrained loss function for
a single observation in the dual problem (4.8) at w = 2 yields
(w − 1) ln(w − 1)− w = −2 + 12(w − 2)
2 +O((w − 3)3) (4.9)
which is a convergent series for moderate deviations, i.e. |w− 2| < 1. For more general
deviations from moderate instrument propensities, the tailored loss behaves qualita-
tively similar. Expansion (4.9) reveals that the dual problem locally penalizes devia-
tions from the equal weighting in a quadratic manner. As equal weighting is variance
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minimizing by construction3, this implies that, approximately, the balancing weights
seek to minimize an upper bound for the conditional variance of the LATE estima-
tor. They do not succeed in imposing an exactly constant weighting scheme due to
the constraints in (4.8) that are designed to minimize any bias from imbalances across
assignment groups.
Moderate weights and balancing covariates without perfect randomization are gener-
ally opposing goals. In principal, one could also use the characterization of the condi-
tional variance in (4.6) to choose minimizing weights within a class of balancing weights
as proposed in the context of selection on observables by Li et al. (2018). This strategy,
however, changes the definition of the underlying identified causal parameter from the
LATE to a ratio of two weighted reduced form estimates which put a higher weight
to individuals with instrument propensities close to one half. The resulting identified
parameter does not lend itself to an intuitive causal interpretation with similar policy
relevance compared to the conventional LATE.
4.3. Nonparametric Estimation and Large Sample Properties
In light of Proposition 4.1 it seems reasonable to choose a model for the instrument
propensity score that eventually incorporates a large set of balancing constraints as the
sample size increases. In this section we show that using a nonparametric approach
within the tailored loss framework can efficiently incorporate all required information
for estimation of the LATE in a semiparametric sense. It does so while still retaining
the exact finite sample balancing property in (3.3). We rely on a series approach using
power series similar to the series logistic approach proposed by Hirano et al. (2003) and
Donald et al. (2014b) that rely on a local maximum likelihood step for estimation of the
3Equal weighting corresponds to the simple Wald estimator that only relies on binary reduced forms
and does not use any covariates. The conditional variance of the latter is proportional to 1/(P (Zi =
1)(1 − P (Zi = 1))) and thus always below the conditional variance of the IPW estimator that is
equally proportional to n−1
∑n
i=1 w
2
i using true instrument propensities under homoskedasticity
for the different assignment groups.
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(instrument) propensity scores. For K > 0, let φK(x) = (xλ(1), . . . , xλ(K))′ be a vector
of power functions such that ||λ(k)||1 ≤ ||λ(k + 1)||1 for k ∈ Nr0 with λ = (λ1, . . . , λr)′
nonnegative and || · ||1 denoting the `1-norm, i.e. ||λ||1 = ∑rj=1 |λj|. We assume that the
series is orthogonalized with respect to a weight function such that E[φK(Xi)φK(Xi)′] =
IK . This is always possible since a logistic link function is used and thus we approximate
the log-odds ratio by a linear single index φK(x)′θK = θ′KA−1k AkφK(x). Therefore,
one can always use basis AkφK(x) for approximation instead, see also Appendix A in
Hirano et al. (2003). The balanced instrument propensity scores are then given by
pˆi(x) = L(φK(x)′θˆK) with
θˆK = arg max
θ
1
n
n∑
i=1
S(Zi, Xi, θ),
S(Zi, Xi, θ) = (2Zi − 1) ln
(
L(φK(Xi)′θ)
1− L(φK(Xi)′θ)
)
− (Zi − L(φK(Xi)′θ))
(
1
L(φK(Xi)′θ)
− 11− L(φK(Xi)′θ)
)
.
(4.10)
(4.11)
Let Cd denote the space of d-times continuously differentiable functions. We impose
the following regularity and smoothness assumptions:
B.1) Xi are r-dimensional random variables compactly supported on X with absolutely
continuous density f(x) in C2 and bounded away from zero.
B.2) E[Yi|Xi, Zi = z] = mz(Xi) and E[Di|Xi, Zi = z] = µz(Xi) are in C1.
B.3) pi(Xi) are in Cq with q ≥ 7r.
B.4) All second moments of potential outcome levels exist and are finite.
B.5) K = O(nv) with 1/(4(q/r − 1)) < v < 1/9.
The assumptions are standard in the literature, see Hirano et al. (2003) and Donald
et al. (2014b) or Li et al. (2009) and Donald et al. (2014a,b) for possible restrictions on
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the series terms and adaptations to discrete covariates and kernel methods. Assumption
B.1 assures a uniform approximation of any continuous function of the covariates, in
particular conditional means such as the instrument propensity score. Assumptions
B.2 and B.3 are smoothness conditions on the observed outcome and treatment status
conditional on covariates and instrument level and on the instrument propensity score.
The higher the dimensionality of the covariates, the more smoothness conditions are
required. B.4 is a regularity condition that is necessary to assure a finite asymptotic
variance for the LATE estimator. Assumption B.5 controls the rate at which the order
of basis functions is allowed to grow with increasing sample size depending on the degree
of smoothness. We obtain the following theorem:
Theorem 4.1 (Efficient Balancing) Under Assumptions A.1-A.6, B.1-B.5, and in-
strument propensity scores estimated according to (4.10), the inverse probability weight-
ing estimator for the LATE
1. is asymptotically normal
√
n(τˆLATE − τLATE) d→ N (0, V )
2. and reaches the semiparametric efficiency bound
V = 1Γ2
(
E[(m1(Xi)−m0(Xi)− τLATEµ1(Xi) + τLATEµ0(Xi))2]
+
∑
z=0,1
E
[
σ2Yz(Xi)− 2τLATEσ2YzDz(Xi) + τ 2LATEσ2Dz(Xi)
P (Zi = z|Xi)
])
with σ2Yz(Xi) = V [Yi|Xi, Zi = z], σ2Dz(Xi) = V [Di|Xi, Zi = z], and σ2YzDz(Xi) =
Cov[Yi, Di|Xi, Zi = z] for any z ∈ {0, 1}.
Theorem 4.1 shows that the inverse probability weighting estimator using a sufficiently
flexible nonparametric model for the instrument propensity score that imposes empirical
22
balancing constraints efficiently incorporates all information available for estimation of
the LATE and is consistent. This is in line with the insights from the bias characteriza-
tions in Section 4.1. There, the instrument propensity scores yield first-order unbiased
estimates if they incorporate the structure of the potential treatment effects and po-
tential treatment levels sufficiently. If these conditional mean functions are continuous,
then a series approximation will eventually contain all the components necessary to
uniformly approximate them on compact sets. The proof of Theorem 4.1 mainly relies
on the global concavity of the tailored loss function together with the strong instru-
ment overlap assumption. Theorem 4.1 also implies that in large samples there is
no qualitative difference between tailored instrument propensity scores and standard
nonparametric approaches. However, the balancing approach additionally guarantees
finite sample balance. The efficiency bound for the LATE has originally been derived
by Frölich (2007), see also Hong and Nekipelov (2010). The asymptotic variance V
can be consistently estimated using the series approach as in Hirano et al. (2003) and
Donald et al. (2014b) by replacing the population quantities with sample estimates, see
Appendix A.5 for more details.
5. Extensions
5.1. Using Higher-order Information to Improve Balance
The results on nonparametric estimation in Section 4.3 make a strong case for even-
tual flexibility of the balancing constraints used for estimation of instrument propensity
scores. In large samples, however, the exact choice or order of inclusion of transfor-
mations of regressors is not of primary concern. Thus, the question remains, which
empirical means should be prioritized for balancing in finite samples, i.e. how to pick
φ(Xi)? From a model selection perspective, choosing informative balancing variables
first will be beneficial if they do not render the estimation step infeasible or instable
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due to e.g. multicollinearity. It might even be useful to exploit a set of generated re-
gressors whose balancing is beneficial for precise estimation of the treatment effect.
Looking at the LATE from an applied perspective, it is often reasonable to assume a
hierarchy in terms of the knowledge about the different steps of the underlying causal
mechanism. This hierarchy usually goes in ascending order from a) assignment over
b) treatment choice to c) outcome process. Consider the example of evaluating the
causal impact of a job search training program on future earnings for the unemployed
offered by an employment agency. In this case, the decision to assign units to a program
might be based on a set of observable characteristics such as age, employment history,
and qualifications available to the agent responsible for assignment. The instrument
assignment on level a) is conditionally independent if all other variables that affect the
assignment decision are independent of the potential earnings and potential treatment
levels. On hierarchy level b), the unemployed units choose whether to comply with the
assignment. If enough information about their trade-offs and restrictions are available,
we can model the choice problem and its constraints guided by economic theory. The
outcome process determining earnings, however, is likely generated as a consequence
of a complicated searching and matching process on the labor market under additional
constraints. Thus, relying only on data from the employment agency might not be
enough to really inform a model for hierarchy level c).
In light of Proposition 4.1, balancing the following quantities would in principle be
desirable:
(i) E[Yi(0)|Xi], E[Di(z)(Yi(1)− Yi(0))] and
(ii) E[Di(z)|Xi]
for any z ∈ {0, 1}. (i) requires outcome data to generate e.g. model-based quantities.
Hence, using them for empirical balancing constraints operates on the highest hierarchy
level c) and goes against the design arguments outlined by Rubin (2007). (ii) on the
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other hand is a better candidate as it only concerns the treatment choice step. For
simplicity assume that Xi is discrete. From the results of Vytlacil (2002) it follows that
Assumptions A.1-A.4 (conditional on Xi) imply the existence a nonparametric single
index model that rationalizes the identical choices as the LATE framework conditional
on each x ∈ X and vice versa, see also Kline and Walters (2019) for estimation and
numerical equivalence. Thus, it motivates a fully nonparametric model for the first
stage. In particular, one obtains
Di = 1(µ(Xi, Zi) > vi) (5.1)
with vi |= Zi|Xi, µ(x, z) non-degenerate conditional on x, and Fv|x(v) continuous.
Without any further restrictions and Xi discrete, this would correspond to the first
stage of a fully saturated instrumental variables approach. The estimates for selection
probabilities E[Di(z)|Xi] are obtained as the estimates for Fv|x(µ(Xi, z)). They can
then be included into the vector of transformations of regressors φ(Xi) to balance the
empirical counterpart of E[Di(z)|Xi] in finite samples.4 The proof of Proposition 4.1
(see Appendix A.4) reveals that this strategy is enough for the denominator to fulfill
its role in having an estimator for the LATE under conditional independence that is
given by the ratio of two unbiased estimators. For the numerator, however, information
about the outcome process as in (i) would be required. If one is willing to impose a
model for the potential outcomes, then from a bias perspective it would be sufficient
to include them into the balancing constraints for the instrument propensity scores
that enter the numerator only. Thus one can in principal operate with two different
instrument propensity scores for numerator and denominator that differ by using bal-
ancing constraints for the empirical counterparts of either E[Di(z)|Xi] (denominator)
4For a regressor with many categories or multiple discrete regressors, using additional smoothing
methods as in Ouyang et al. (2009) or Heiler and Mareckova (2018) for estimation of (5.1) might
be desirable.
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or E[Yi(0)|Xi] and E[Di(z)(Yi(1) − Yi(0))|Xi] (numerator). Note that under constant
treatment effects for some z ∈ {0, 1}, i.e. for always-takers and compliers or never-takers
and compliers we have that E[Di(z)(Yi(1)− Yi(0))|Xi] = E[Di(z)|Xi]τ . Thus, the sec-
ond component in (i) is balanced by simply including E[Di(z)|Xi] into the instrument
propensity score model. Therefore, using a single instrument propensity score for both
numerator and denominator that only additionally incorporates E[Di(z)|Xi] for bal-
ancing seems like a reasonable middle-ground between the fully agnostic approach and
imposing a lot of structure on the outcome process.
If a parametric model for µ(Xi, Zi) is used, there are two additional aspects to con-
sider. First, statistical inference has to be adjusted to the presence of the generated
regressors.5 Second, there are two potentially highly correlated choices for inclusion
into the balancing constraints, E[Di(1)|Xi] and E[Di(0)|Xi]. In general, one of these
components is enough for approximate unbiasedness. If φ(Xi) also contains other trans-
formations of regressors, it seems reasonable to include the balancing constraint that
adds more information. Including both can quickly lead to multicollinearity problems,
in particular if variation in the instrument only has a mild effect on the conditional
probability of choosing a certain treatment, i.e. if the expected share of compliers is
not very large. This phenomenon and general finite sample performance of the different
strategies are further investigated in Section 6.
5.2. High-dimensional Models and Regularization
If the dimensionality of the transformation of regressors is large relative to the sam-
ple size, i.e. if r > n, solving for the parameters of the balancing constraints in (3.3)
is generally infeasible. However, with the cost of imposing some bias, balancing can
be relaxed to tolerance level which makes estimation feasible. There is a growing liter-
5This can be done by a standard asymptotic expansion that captures the additional parametric
uncertainty in estimating µ(Xi, Zi) or by using a bootstrap approach.
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ature on approximate balancing approaches in the context of estimation of treatment
effects under selection on observables using standard propensity scores. Zubizarreta
(2015) proposes to minimize the squared `2-norm of the balancing weights subject to
an empirical balancing constraint. Athey et al. (2018) combine approximate balanc-
ing using a supremum-type constraint with a high-dimensional linear model for the
outcome under mild sparsity conditions for bias correction. Zhao (2019) suggests the
use of regularized generalized linear models, reproducing kernel Hilbert spaces, and
boosted trees as penalization strategies for general tailored loss functions. There are
no intrinsic differences to the case of the LATE using balanced instrument propensity
scores. We briefly outline the general principle of approximate balancing adapted to the
tailored loss considered in this paper with a focus on commonly used parameter norm
constraints. Let the transformation of regressors φ(Xi) be standardized. Consider the
penalized optimization problem
θˆλ = arg max
θ
1
n
n∑
i=1
S(Zi, Xi, θ)− λJ(θ) (5.2)
with J : Rr → R being a (convex) penalty function. Typical choices are lasso J(θ) =
||θ||1, ridge regression J(θ) = ||θ||22/2, combinations thereof (elastic net), or any `a-
norm J(θ) = ||θ||aa/a for a ≥ 1. Convexity of J(·) assures that (5.2) is equivalent to the
following dual problem (Zhao, 2019):
min
w1,...,wn
1
n
n∑
i=1
(wi − 1) ln(wi − 1)− wi,
subject to
∣∣∣∣∣ 1n
n∑
i=1
(2Zi − 1)wiφm(Xi)
∣∣∣∣∣ ≤ λ|(θλ)m|a−1, for m = 1, . . . , r
wi ≥ 1 for i = 1, . . . , n, (5.3)
with weights wi depending on θλ as before. Thus, penalization relaxes the empirical
balancing constraint from exact balance to tolerance level depending on the penalty of
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choice. In the simple case of a lasso type penalty, i.e. a = 1, the empirical balancing is
relaxed to tolerance level λ. For λ = 0, (5.2) is equivalent to exact balancing while for
λ→∞ all weights are set to a constant by the same argument as for the non-regularized
dual problem in Section 4.2. In case of the latter, the variance of the estimator is
minimized as in Section 4.2. However, as balancing constraints are imposed to decrease
bias, see Section 3 and Section 4.1, a larger amount of regularization will introduce some
bias into the estimation of the LATE. To solve this trade-off, Zhao (2019) proposes to
select λ via cross-validation using the covariate imbalance in the validation set for
tuning and to compare standardized differences along different choices of λ.
6. Monte Carlo Study
6.1. Design
In this section, we compare the finite sample performance of the balancing estimator
and some of the proposed extensions to standard estimation approaches from the liter-
ature. In particular, the question arises whether balancing approaches can outperform
conventional methods in terms of point estimation risk and if so, what are the driving
forces behind it. In Sections 4.1 and 4.2 we provide some reasoning why reductions in
points estimation risk from balancing could be due to both channels, bias and variance.
We evaluate the impact of using higher-order information from the treatment selection
step as proposed in Section 5.1 and disentangle it from the additional estimation noise
and the effects of simple weight normalization. We consider multiple designs that high-
light different features of the balancing approaches compared to conventional methods.
Table 6.1 contains the basic Monte Carlo design in spirit of a generalized Roy model:6
with ρ = 0.5, θ0 = ln((1 − δ)/δ) and µd(·) and µy1(·) see below. The parameter θ0
6See Heckman and Vytlacil (2005) for a simulation of a simple generalized Roy model using a con-
tinuous instrument.
28
Table 6.1: Monte Carlo Study: Generalized Roy Model
Xi ∼ Uniform(0, 1)
Zi = 1(ui < pi(Xi))
Di(z) = 1(µd(Xi, z) > vi)
Yi(1) = µy1(Xi) + εi(1)
Yi(0) = εi(0)
pi(Xi) = 1/(1 + exp(−(2Xi − 1)θ0))
ui ∼ Uniform(0, 1)εi(1)εi(0)
vi
 ∼ N

00
0
 ,
1 0 ρ0 1 0
ρ 0 1


controls the degree of overlap based on the desired bounds (δ, 1− δ) for the instrument
propensity score. ρ 6= 0 allows for selection on unobservables. We assume a nonzero
correlation between unobservables driving the potential treatment outcome and treat-
ment selection only to simplify analysis. This is without loss of generality as in the
generalized Roy model under normality the functional form of the treatment effect is
not affected by this choice up to a scaling factor depending on ρ.7 Moreover, the model
allows for additive separable contributions of observables and unobservables to the over-
all treatment effect which simplifies calculations. In particular, the LATE parameter
for the model in Table 6.1 is given by
τLATE =
E[µy(Xi)(F (µd(Xi, 1))− F (µd(Xi, 0)))]
E[F (µd(Xi, 1))− F (µd(Xi, 0))] + ρ
E[f(µd(Xi, 0))− f(µd(Xi, 1))]
E[F (µd(Xi, 1))− F (µd(Xi, 0))]
(6.1)
with F (·) and f(·) being the cumulative distribution function and the density function
of the univariate standard normal distribution respectively. Table 6.2 contains the dif-
ferent design specifications for the treatment selection step and the potential treatment
outcome.
The Roy model together with the functional form assumptions assure that none of
the identification conditions for the LATE are violated. In particular, the linear index
7The contribution of the unobservables to the conditional LATE is of the form ρf(Xi). If we assume
that Cov(εi(0), vi) = ρ0, then the control function simply changes to (ρ − ρ0)f(Xi). As these
correlations can have different signs, one could in principle increase the overall contribution of
selection from unobservables to the conditional treatment effect for a given share of compliers.
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Table 6.2: Monte Carlo Study: Designs
Design A Design B Design C
µd(x, z) 4z −1 + 2x+ 2.122z −1 + 2x+ 2.122z
µy1(x) 0.3989 0.3989 9(x+ 3)2
for the treatment choice with the given parameters imposes monotonicity and a share
of compliers E[Di(1) − Di(0)] = 0.5 for all designs. In design A and design B, het-
erogeneity in causal effects is achieved through the correlation ρ of the unobservable
variables εi(1) and vi. For design C, there is heterogeneity stemming from both the
direct contribution of observables to the potential outcome one and from the correlated
unobservable variables. Design A represents the special case of a fully independent
instrument as the observed confounder does not affect the treatment choice. It also
corresponds to a controlled randomized experiment with close to one-sided noncompli-
ance as P (Di = 1|Zi = 1) > 0.9999. The choice of the homogeneous mean function for
the outcome assures that the unconditional LATE in (6.1) is composed of two equally
sized components, i.e. the overall contributions of the potential outcome mean and the
“control function” part are identical. For this design, a simple Wald estimator would
yield precise estimates for the LATE. Design B is a conditionally independent design
with a homogeneous potential outcome mean function. The parameters are chosen to
be favorable towards linear IV with exogenous covariates Xi and instrument Zi. Design
C is a conditionally independent design with a nonlinear potential outcome mean. In
this design, the semiparametric approaches that do not require specification of an out-
come model still yield asymptotically unbiased results. The precise functional form of
the potential outcome mean is not crucial. In general, other nonlinear mean functions
with sufficient heterogeneity will produce qualitatively similar results.
Table 6.3 contains all estimation approaches used in the Monte Carlo study. IV
denotes the standard instrumental variables estimator that differs from the Wald esti-
mator by additionally including Xi as exogenous variable into the first-stage and the
30
Table 6.3: Monte Carlo Study: Estimation Methods
Name Description
IV Instrumental variables estimator using binary instrument Zi and addi-
tional control Xi.
MLE IPW estimator for the LATE using correctly specified maximum likelihood
instrument propensity scores.
MLE(2) MLE with weight normalization (“IPWII”-type).
B(X) Balanced IPW with φ(Xi) = (1 Xi)′.
B(D) Balanced IPW with φ(Xi) = (1 E[Di(0)|Xi])′ (infeasible).
B(D,X) Balanced IPW with φ(Xi) = (1 E[Di(0)|Xi] Xi)′ (infeasible).
B(Dˆ) Balanced IPW with φ(Xi) = (1 Eˆ[Di(0)|Xi])′ with Eˆ[Di(0)|Xi] obtained
from binary maximum likelihood estimation using a correctly specified
probit model.
B(Dˆm) Balanced IPW with φ(Xi) = (1 Eˆ[Di(0)|Xi])′ with Eˆ[Di(0)|Xi] obtained
from binary maximum likelihood estimation using a misspecified logit
model.
outcome equation. MLE and MLE(2) are the IPW estimators for the LATE using
likelihood instrument propensities with (MLE(2)) and without (MLE) normalization
of the inverse probability weights. B(X) is the basic balancing estimator using the
same regressors as the maximum likelihood approaches. As it contains an intercept, it
is automatically weight normalized. B(D) and B(D,X) try to exploit the conditions
for approximate unbiasedness in Proposition 4.1 by using E[Di(0)|Xi] as additional (or
only) variable for balancing. Theoretically, both should be able to reduce the bias of
the components of the LATE. Despite their general infeasibility, they are included to
see the potential gains from including additional information without the statistical
noise from estimation of the generated regressor E[Di(0)|Xi]. B(Dˆ) is similar to B(D)
but with estimated quantities, i.e. it uses a correctly specified model for E[Di(0)|Xi] by
extracting the probability predictions from a probit model that uses Zi and Xi as re-
gressors at Zi = 0. B(Dˆm) is similar to B(Dˆ) but uses a misspecified logit model instead
of the true probit model. Note that, when incorrect specifications for the treatment se-
lection are used as additional balancing constraints, this does not affect the asymptotic
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Table 6.4: Design A: Relative Mean Squared Errors and Absolute Biases
IV MLE MLE(2) B(X) B(D) B(D,X) B(Dˆ) B(Dˆm)
δ = 0.01
n = 500 MSE 1.0000 336.0527 2.7960 2.7641 0.4411 2.7641 2.7330 2.7278
|BIAS| 0.0079 0.0574 0.0240 0.0237 0.0012 0.0237 0.0229 0.0228
n = 1000 MSE 1.0000 15.9247 2.6831 2.6903 0.4450 2.6903 2.6665 2.6637
|BIAS| 0.0044 0.0437 0.0090 0.0079 0.0020 0.0079 0.0079 0.0078
δ = 0.02
n = 500 MSE 1.0000 3.1695 1.9305 1.9422 0.5044 1.9422 1.9291 1.9267
|BIAS| 0.0061 0.0410 0.0132 0.0125 0.0037 0.0125 0.0124 0.0124
n = 1000 MSE 1.0000 2.2236 1.8835 1.9013 0.5061 1.9013 1.8925 1.8915
|BIAS| 0.0025 0.0150 0.0058 0.0061 0.0014 0.0061 0.0063 0.0063
δ = 0.05
n = 500 MSE 1.0000 1.4475 1.3212 1.3292 0.6076 1.3292 1.3243 1.3236
|BIAS| 0.0068 0.0141 0.0085 0.0085 0.0030 0.0085 0.0085 0.0085
n = 1000 MSE 1.0000 1.3882 1.3064 1.3104 0.6045 1.3104 1.3070 1.3066
|BIAS| 0.0021 0.0050 0.0023 0.0024 0.0011 0.0024 0.0027 0.0027
δ determines the strength of overlap by setting bound (δ, 1−δ) for the true instrument propensity scores. n is the sample
size. Mean squared errors (MSE) are all relative to the MSE of the instrumental variables estimator (IV). Empty entries
refer to the results of a simulation that could not be conducted due to multicollinearity or other convergence problems.
Results are based on 20000 Monte Carlo replications.
validity of the balancing IPW estimator for the LATE as even a misspecified quantity
as a function of Xi still leads to a valid balancing constraint but not necessarily one
that minimizes bias in finite samples in the sense of Proposition 4.1.
6.2. Results
Tables 6.4, 6.5, and 6.6 contain the mean squared errors and absolute biases for
designs A, B, and C and all estimation approaches from Table 6.3. Mean squared
errors are all normalized by the MSE of the linear instrumental variables estimator.
Results are obtained from an experiment using 20000 Monte Carlo replications with
overlap parameters δ = 0.01, 0.02, 0.05 and sample sizes n = 500, 1000 yielding an
expected number of 250 and 500 complier units respectively.
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Table 6.5: Design B: Relative Mean Squared Errors and Absolute Biases
IV MLE MLE(2) B(X) B(D) B(D,X) B(Dˆ) B(Dˆm)
δ = 0.01
n = 500 MSE 1.0000 8279.1000 35.9510 2.6970 2.3924 · · · 2.3656 2.2798
|BIAS| 0.0611 0.0701 0.0190 0.0234 0.0231 · · · 0.0223 0.0218
n = 1000 MSE 1.0000 20.1634 2.5671 2.5270 2.2154 3.2025 2.2046 2.1188
|BIAS| 0.0564 0.0380 0.0070 0.0077 0.0089 0.0072 0.0087 0.0089
δ = 0.02
n = 500 MSE 1.0000 29.9923 1.9067 1.8873 1.7314 · · · 1.7147 1.6688
|BIAS| 0.0526 0.0336 0.0139 0.0152 0.0160 · · · 0.0153 0.0152
n = 1000 MSE 1.0000 2.3012 1.8002 1.8009 1.6456 2.0001 1.6395 1.5948
|BIAS| 0.0470 0.0174 0.0054 0.0057 0.0069 0.0052 0.0068 0.0070
δ = 0.05
n = 500 MSE 1.0000 1.4798 1.3218 1.3281 1.2741 1.4044 1.2679 1.2505
|BIAS| 0.0369 0.0139 0.0068 0.0072 0.0082 0.0068 0.0079 0.0080
n = 1000 MSE 1.0000 1.3709 1.2769 1.2783 1.2281 1.3107 1.2242 1.2076
|BIAS| 0.0336 0.0071 0.0039 0.0040 0.0050 0.0038 0.0050 0.0052
δ determines the strength of overlap by setting bound (δ, 1−δ) for the true instrument propensity scores. n is the sample
size. Mean squared errors (MSE) are all relative to the MSE of the instrumental variables estimator (IV). Empty entries
refer to the results of a simulation that could not be conducted due to multicollinearity or other convergence problems.
Results are based on 20000 Monte Carlo replications.
33
Table 6.6: Design C: Relative Mean Squared Errors and Absolute Biases
IV MLE MLE(2) B(X) B(D) B(D,X) B(Dˆ) B(Dˆm)
δ = 0.01
n = 500 MSE 1.0000 4762.7000 10.2364 0.7328 0.6277 · · · 0.6146 0.5880
|BIAS| 4.7321 0.1183 0.8877 0.0475 0.3145 · · · 0.4947 0.7011
n = 1000 MSE 1.0000 226.2384 1.4826 0.4277 0.3610 0.5703 0.3507 0.3322
|BIAS| 4.6805 1.4438 0.3254 0.0780 0.2508 0.1955 0.3438 0.5277
δ = 0.02
n = 500 MSE 1.0000 397.0863 1.8028 0.6438 0.5684 · · · 0.5441 0.5211
|BIAS| 3.8752 0.2996 0.3860 0.1093 0.1764 · · · 0.3229 0.4983
n = 1000 MSE 1.0000 1.3279 0.9548 0.3717 0.3263 0.4189 0.3120 0.2978
|BIAS| 3.8584 0.2735 0.1672 0.0674 0.1918 0.1266 0.2688 0.4244
δ = 0.05
n = 500 MSE 1.0000 1.5293 1.1372 0.6202 0.5804 0.6658 0.5466 0.5281
|BIAS| 2.6284 0.2239 0.0654 0.0707 0.1129 0.0991 0.2070 0.3331
n = 1000 MSE 1.0000 0.7532 0.6583 0.3754 0.3511 0.3884 0.3322 0.3219
|BIAS| 2.6325 0.0698 0.0479 0.0313 0.1442 0.0462 0.1922 0.3057
δ determines the strength of overlap by setting bound (δ, 1−δ) for the true instrument propensity scores. n is the sample
size. Mean squared errors (MSE) are all relative to the MSE of the instrumental variables estimator (IV). Empty entries
refer to the results of a simulation that could not be conducted due to multicollinearity or other convergence problems.
Results are based on 20000 Monte Carlo replications.
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Overall, the results suggest that the unnormalized MLE approach is outclassed by
all other methods due to its large finite sample variance. In general, most balancing
approaches outperform the conventional MLE based IPW estimators MLE and MLE(2)
by a substantial margin depending on the design. The differences are most pronounced
for small sample sizes and small δ. Adding higher-order information is generally helpful
to reduce points estimation risk if there are no estimation problems due to a strong
correlation between the different balancing variables as for method B(D,X). While
some of the differences between MLE(2) and the balancing approaches are due to a
slightly reduced bias, the reduction in variance seems to be the main driver, in particular
for designs with strong treatment effect heterogeneity. Unsurprisingly, for all approaches
point estimation risk drops with an increase in the sample size.
For design A, the IV estimator serves as a benchmark as it is correctly specified.
The MLE(2) and all balancing approaches except for B(D) are very close in terms of
point estimation risk. This is not surprising as under perfect randomization differences
in the distributions of observed covariates across instrument levels can only happen
by chance. Note that the infeasible B(D) outclasses even the (correctly specified)
parametric IV estimator. This is due to the fact that in design A, both the true
instrument propensity scores and treatment selection probability are constant and thus
the balanced IPW estimator B(D) collapses to the standard Wald estimator. The
latter efficiently incorporates the information on independence of the instrument in
this homogeneous design and thus yields lower point estimation risk compared to the
overparameterized IV.
For design B, the IV estimator only has a very small bias and thus can serve as a
benchmark method. The balancing approaches other than B(D,X) outperform MLE
and, more importantly, MLE(2). The differences are particularly substantial for n = 500
and δ = 0.01. Here, even the worst balancing approach leads to a reduction in MSE of
92.5% compared to MLE(2). Including higher-order information seems to be beneficial
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both theoretically (B(D)) and empirically (B(Dˆ) and B(Dˆm)). In fact, using estimated
treatment selection probabilities for balancing seems to be even slightly superior over
using true probabilities by a margin of 0 to 3 percentage points. Surprisingly, the slightly
misspecified model for balancing (B(Dˆm)) outperforms all other IPW approaches by a
margin of at least 1 to 9 percentage points. The infeasible B(D,X) has convergence
problems for n = 500 and δ = 0.01, 0.02 due to the strong correlation between Xi and
E[Di(0)|Xi] in the Roy model under normality similar to multicollinearity problems of
standard control function approaches in the spirit of Heckman (1979).
For design C, the IV estimator will be severely biased due to the nonlinear potential
outcome mean. Here, the differences between balancing and MLE based methods are
most pronounced. In fact, all balancing approaches lead to a substantial reduction
in MSE compared to IV, MLE and MLE(2). In fact, the consistent MLE(2) needs a
much larger sample size to make up for its larger variance compared to the biased IV
estimator. All balancing approaches, however, outperform IV by 27 to 69 percentage
points in terms of MSE. In general, the gains over IV are more pronounced for larger
samples and larger values of δ. Balancing methods also outperform MLE(2) by a factor
between 1.7 (δ = 0.05, n = 1000) to 17.4 (δ = 0.01, n = 500) in terms of MSE. There
is a clear hierarchy between the different balancing and MLE methods similar but not
identical to design B, i.e. in terms of MSE we have that B(Dˆm) < B(Dˆ) < B(D) <
B(X) < MLE(2) < MLE. Again, the slightly misspecified model comes out on top with
a margin of at least 1 to 3 percentage points. As in design B, the infeasible B(D,X)
has convergence problems for n = 500 and δ = 0.01, 0.02. If it is feasible it ranks as
the worst balancing approach but still substantially above MLE(2). It is interesting
that in this design the superior performance of the balancing approaches compared to
MLE(2) is mainly due to a reduction in variance as they sometimes have a larger bias
than MLE(2). This is not a contradiction to the bias Proposition (4.1), as in this design
treatment effects are highly heterogeneous even for the compliers. Therefore, there is
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no guarantee for a small finite sample bias while the effects on the variance through
pushing the inverse probability weights towards more moderate values as outlined in
Section 4.2 are still in place.
The simulation results are evidence that balancing is a superior strategy compared
to using likelihood instrument propensity scores for the inverse probability weighting
estimator for the LATE in finite samples. The main channel is the reduction in variance,
in particular for heterogeneous designs and small sample sizes. This is in line with the
results in the literature on balancing weights for selection on observables, see e.g. Imai
and Ratkovic (2014). Moreover, if one is willing to model the treatment selection
process, then including higher-order information through estimates of E[Di(0)|Xi] as
balancing constraints seems to be beneficial for estimation of the LATE even under
mild misspecification. However, if the information that enters the treatment step is
heavily correlated with other regressors used for balancing, then using the generated
regressors only is superior to incorporating them jointly in all designs considered. In
applied research, the severity can be examined by looking at the Hessian of the empirical
(negative) tailored loss function. Alternatively, all information can be used jointly with
regularization as suggested in Section 5.2.
7. Empirical Application
This section contains an illustration of the empirical balancing method to the case of
one-sided noncompliance. We re-evaluate of the causal effect of 401(k) retirement plans
on private net total financial assets. 401(k) plans are employer-provided, tax-deferred
saving plans with partially matched monetary contributions of the employee. The ques-
tion is whether these plans help to increase net private savings or asset holdings. The
evaluation of the effect is complicated by both observed and unobserved individual het-
erogeneity such as income levels or preferences that might be related to both asset level
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and the propensity to select the plan. This implies that a simple comparison of savings
between participating and non-participating units is likely to yield a biased estimate for
the causal effect. We use 401(k) eligibility as as a conditionally independent instrument
for participation as the former is only provided through the employer. Identification
then rests on the assumption that eligibility is independent of possible confounding
unobserved heterogeneity after conditioning on a set of observed characteristics such as
income and other financial and socioeconomic background variables. This and similar
identification strategies are widely used in the literature (Benjamin, 2003; Abadie, 2003;
Chernozhukov and Hansen, 2004; Chernozhukov et al., 2017), see also Poterba et al.
(1995) for a critical assessment.
The data is an excerpt from the Survey of Income and Program Participation (SIPP)
of 1991. We apply the same sample restrictions as in Abadie (2003). The final data set
contains 9275 observations. The outcome is measured as total net financial assets in
US dollars. The treatment variable is an indicator for participation in a 401(k) plan.
The instrument is a binary indicator for eligibility. Observed confounding variables are
age, income, family size, education, and other financial and socioeconomic background
variables as in Chernozhukov et al. (2017). Note that instead of using income measured
in dollars we use the natural logarithm of income instead.8
We estimate the causal effect of 401(k) participation on net total financial assets using
two inverse probability weighting approaches. We also provide standard Wald estimates
and replicate the IV result with covariates as in Abadie (2003) for comparison. For the
estimators using inverse probability weights we consider both a simple logistic model
and the semiparametric empirical balancing method for estimation of the instrument
propensity scores. For both methods we include all possible interactions of the binary
regressors. For the empirical balancing method we employ an additive spline basis
8Income has a heavily right-skewed distribution that leads to instability in the nonparametric in-
strument propensity score estimation step. The log transformation stabilizes the distribution and
avoids extreme propensity scores as a result of heavy extrapolation to extremely high income levels.
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Figure 7.1: Estimated Instrument Propensity Score Distributions
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Conditional density estimates of the instrument propensity scores by eligibility status. The dashed gray lines indicate
the minimum and maximum estimated scores for both models.
with degree and number of nodes selected via leave-one-out cross-validation. The loss
function used in the cross-validation is the tailored loss function in (3.1), i.e. the model
is chosen to be optimal in terms of its out-of-sample balance. We also experimented
with a non-additive tensor basis but it performed worse in the out-of-sample evaluation.
Figures 7.1a and 7.1b contain the kernel density estimates of the instrument propen-
sity scores for eligible and non-eligible units for both the logistic and the empirical
balancing scores. Contrary to the more restrictive logistic model, the semiparametric
balancing estimator seems to suggest an almost bimodal distribution for the eligible
units with more probability mass around probabilities of 0.65 to 0.75, less between 0.25
and 0.5, and more extreme propensities in the left tail. One can see that for both mod-
els there is sufficient overlap in the distribution and minimum scores are sufficiently far
away from the boundary. Thus we do not expect any irregularity problems regarding
the identification of the treatment effect parameters (Khan and Tamer, 2010; Heiler
and Kazak, 2020).
Table 7.1 contains the point estimates of the causal effect and the corresponding
standard errors for all methods. The estimates are all significant on a 1% significance
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Table 7.1: LATE Estimation Results
Wald IV IPW IPW
(Abadie) (Likelihood) (Balancing)
Estimate 26771.16 9418.83 9558.01 12502.77
Standard Error 2023.04 2152.08 1896.57 1652.82
For Wald and IV, standard errors are calculated using standard heteroskedasticity robust estimators. For both IPW
methods, standard errors are obtained via nonparametric bootstrap using 500 replications. All estimates are significant
on a 1% significance level.
level and broadly consistent with the results previously reported in the literature. The
Wald estimate of 26771$ differs severely from the other estimates as it is based on the
overly restrictive identification assumption of unconditionally independent eligibility.
The IV estimates using the model by Abadie (2003) and the parametric IPW estimator
yield a very similar result of an around 9500$ increase in total net financial assets. The
more robust semiparametric balancing estimator suggest about a 30% larger effect. Note
that, despite its higher flexibility, empirical balancing has a lower standard error than
the more restricted logistic model. This is a consequence of the variance stabilizing effect
outlined in Section 4.2. Empirical balancing reduces the presence of extreme propensity
scores that can lead to extreme weights which heavily affect the point estimates in finite
samples.
8. Concluding Remarks
In this paper we develop an estimation method for the local average treatment effect
that relies on empirical balancing constraints to improve the internal validity of the
causal estimand. It has favorable bias and variance properties compared to conventional
approaches, is asymptotically normal, and reaches the semiparametric efficiency bound
if a sufficiently flexible model is used. Moreover, it does not rely on the use of outcome
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or treatment selection information and is easy to implement. Monte Carlo simulations
suggest that the theoretical advantages translate well to finite samples.
As the estimator for the local average treatment effect has the typical ratio form,
future work should be done to see whether finite sample bias can be further reduced
by imposing alternative balancing constraints that do not have to go through two
separate reduced form estimates but instead minimize the bias of the ratio directly. In
addition, the empirical performance of different modifications and extensions require
further attention. For example, using different instrument propensities for the two
reduced form type components that also require different normalization schemes could
be beneficial in designs with strong heterogeneities in the potential outcomes. Moreover,
the simple balancing approach that uses higher-order information and basic covariates
together used in the Monte Carlo study could be combined with e.g. `2-regularization
to overcome multicollinearity problems. An additional contribution would be to derive
conditions required for the higher-order approaches to conduct semiparametric inference
in the presence of generated regressors from nonparametric models.
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Appendix A
A.1 Proof of Theorem 4.1
A.1.1 Asymptotically Linear Representation
We use Lemma 1 and 2 from Hirano et al. (2003) (denoted as HIR throughout) for
the two components of the LATE to obtain asymptotically linear representations. The
adjustments required for Lemma 1 and Lemma 2 of HIR shown below fundamentally
rely on the global concavity of the tailored (negative) loss functions, see also the online
supplement of Zhao (2019) for a sketch of this argument. Note that the results are not
uniform in K. Lemma 1 and 2 from HIR yields the asymptotically linear representa-
tions: √
n(∆ˆ−∆) = 1√
n
n∑
i=1
δ(Yi, Xi, Zi) + op(1)
√
n(Γˆ− Γ) = 1√
n
n∑
i=1
γ(Di, Xi, Zi) + op(1)
with
δ(Yi, Xi, Zi) =
ZiYi
pi(Xi)
− (1− Zi)Yi
pi(Xi)
−∆− (Zi − pi(Xi))
(
m1(Xi)
pi(Xi)
+ m0(Xi)1− pi(Xi)
)
γ(Di, Xi, Zi) =
ZiDi
pi(Xi)
− (1− Zi)Di
pi(Xi)
− Γ− (Zi − pi(Xi))
(
µ1(Xi)
pi(Xi)
+ µ0(Xi)1− pi(Xi)
)
.
As Assumption A.4 rules out a zero denominator for the LATE with probability going
to one, one obtains
√
n(τˆ − τ) = √n
(
∆ˆ
Γˆ
− ∆Γ
)
= 1Γ
√
n(∆ˆ−∆)− τΓ
√
n(Γˆ− Γ) + op(1)
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as for the case of using the standard logistic series estimator, see Donald et al. (2014b).
Asymptotic normality follows from the standard CLT. The asymptotic variance can be
derived from the expected squares of the sum of the leading terms of the linearized
estimators (Hahn, 1998; Frölich, 2007).
A.2 Adaptation of Lemma 1 in Hirano et al. (2003)
Let L(φK(x)′θ) = 1/(1 + exp(−φK(x)′θ)) denote the logistic instrument score using
K basis functions. The negative tailored loss function is given by
Sn(θ) =
1
n
n∑
i=1
S(Zi, Xi, θ)
= 1
n
n∑
i=1
(2Zi − 1) ln
(
L(φK(Xi)′θ)
1− L(φK(Xi)′θ)
)
+ (Zi − L(φK(Xi)′θ))
(
1
L(φK(Xi)′θ)
− 11− L(φK(Xi)′θ)
)
.
Let the expected loss and pseudo loss for a given K be defined as
Q∗(θ) = E[S(pi(Xi), Xi, θ)]
QK(θ) = E[S(L(φK(Xi)′θK), Xi, θ)]
with maximizers
θ∗K = arg max
θ
Q∗(θ)
θK = arg max
θ
QK(θ).
Now define the compact set with bounded instrument propensity scores
ΘK = {θ ∈ RK : inf{ inf
x∈X
L(φK(x)′θ), inf
x∈X
(1− L(φK(x)′θ))} ≥ η/2}
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for η = inf{ inf
x∈X
pi(x), inf
x∈X
(1 − pi(x))} > 0 by strong instrument overlap. By the series
approximation and the monotonicity of the logistic link it follows as in HIR that
sup
x∈X
|pi(x)− L(φK(x)′θK)| < CK−q/r. (A.1)
Thus for large K we have that θK ∈ ΘK . Moreover, note that the difference between
negative expected and expected pseudo loss is given by
Q∗(θ)−QK(θ) = E
[
2(φ(Xi)− L(φK(Xi)′θ)) ln
(
L(φK(Xi)′θ)
1− L(φK(Xi)′θ)
− (pi(Xi)− L(φK(Xi)′θ))
(
1
L(φK(Xi)′θ)
− 11− L(φK(Xi)′θ)
))]
which for θ ∈ ΘK is bounded by a universal constant depending on η from A.1 and
continuity of the natural logarithm and the inverse. Thus, there exists a constant C1
such that
sup
θ∈ΘK
|Q∗(θ)−QK(θ)| ≤ C1K−q/r.
Now define a compact set around the maximizer of the pseudo true negative loss
Θ˜K = {θ ∈ RK : ||θ − θK || ≤ C2K−q/(2r)}.
By following HIR (page 1179), one can show that for K large it must hold that Θ˜K ⊂
ΘK . A mean-value expansion of the difference of the expected tailored loss around the
optimum yields
Q∗(θK)−Q∗(θ) ≥ ∂QK(θK)
∂θ′
(θ − θK)− 12(θ − θK)
′∂
2QK(θ˜)
∂θ∂θ′
(θ − θK)− 2C1K−q/r
with the first expression on the right-hand side being equal to zero by definition. To
bound the second term, note that θ˜ is on the line segment between θ and θK and thus
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θ˜ ∈ Θ˜K ⊂ ΘK . On this set, the tailored loss function is bounded and thus the derivative
of its expectation is given by
∂QK(θ)
∂θ
= E
[
∂S(L(φK(Xi)′θK), Xi, θ)
∂θ
]
= E
[(
L(φK(Xi)′θK)
L(φK(Xi)′θ)
− 1− L(φ
K(Xi)′θK)
1− L(φK(Xi)′θ)
)
φK(Xi)
]
.
Regarding the second derivative note again that ΘK is compact and Xi compactly
supported which implies a bounded first derivative and therefore
∂2QK(θ)
∂θ∂θ′
= −E
[(
L(φK(Xi)′θK)
L(φK(Xi)′θ)
(1− L(φK(Xi)′θ))
− 1− L(φ
K(Xi)′θK)
1− L(φK(Xi)′θ) L(φ
K(Xi)′θ)
)
φK(Xi)φK(Xi)′
]
.
Moreover, since the probabilities are nonnegative and below one and θK ∈ ΘK it follows
that
−∂
2QK(θ)
∂θ∂θ′
≥ E[inf{ inf
x∈X
L(φK(x)′θ), inf
x∈X
(1− L(φK(x)′θ))}φK(Xi)φ(Xi)′]
≥ η/2E[φ(Xi)φ(Xi)′]
= η/2IK .
Thus, we have that the minimal eigenvalue of the negative Hessian is also bounded from
below
λmin
(
− ∂
2QK(θ)
∂θ∂θ′
)
≥ η/2λmin(IK) = η/2.
Which then implies that for θ 6= θK
Q∗(θK)−Q∗(θ) > 0.
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As the expected tailored loss is globally concave like the expected binary likelihood
with logistic link in HIR, Lemma 1 from HIR then follows equivalently (see HIR, page
1179).
A.3 Adaptation of Lemma 2 in Hirano et al. (2003)
First, we need to show that the derivate of the tailored loss evaluated at the optimum
of the expected loss is bounded at the same rate as in HIR, i.e.
∂Sn(θ∗K)
∂θ
= Op(
√
K/n). (A.2)
Note that by the derivations for Lemma 1, we know that θ∗K ∈ Θ˜K ⊂ ΘK and thus by
independence
E
[∣∣∣∣∣
∣∣∣∣∣∂Sn(θ∗K)∂θ
∣∣∣∣∣
∣∣∣∣∣
2]
= 1
n
tr
(
E
[
∂S(θ∗K)
∂θ
∂S(θ∗K)
∂θ′
])
= 1
n
tr
(
E
[(
pi(Xi)
L(φK(Xi)′θ∗K)2
+ 1− pi(Xi)(1− L(φK(Xi)′θ∗K))2
)
φK(Xi)φK(Xi)′
])
≤ 2
n
tr
(
E
[
sup
x∈X
{
1
L(φK(x)′θ∗K)2
,
1
(1− L(φK(x)′θ∗K))2
}
φK(Xi)φK(Xi)′
])
≤ 2
nη2
tr(E[φK(Xi)φK(Xi)′])
= 2
η2
K
n
.
η is a universal constant by strong instrument overlap thus (A.2) follows from Markov’s
inequality. Now we need to show that with arbitrarily high probability, the likelihood
evaluated at θ∗K is strictly larger than any other θ for ||θ−θ∗K || = C
√
K/n as in HIR. The
proof simplifies due to the different structure of the Hessian compared to the likelihood
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case in HIR. A mean value expansion of the tailored loss yields
Sn(θ)− Sn(θ∗K) =
∂Sn(θ∗K)
∂θ′
(θ − θK) + 12(θ − θK)
′∂
2Sn(θ˜)
∂θ∂θ′
(θ − θK)
with θ˜ being on the line segment between θ and θK . The expected negative Hessian at
the intermediate for a fixed K is given by
−E
[
∂2Sn(θ˜)
∂θ∂θ′
]
= E
[(
pi(Xi)
L(φK(Xi)′θ˜)
(1− L(φK(Xi)′θ˜))
+ 1− pi(Xi)
1− L(φK(Xi)′θ˜)
L(φK(Xi)′θ˜)
)
φK(Xi)φK(Xi)′
]
≥ E[(pi(Xi)(1− L(φK(Xi)′θ˜))
+ (1− pi(Xi))L(φK(Xi)′θ˜))φK(Xi)φK(Xi)′]
≥ inf{ inf
x∈X
pi(x), inf
x∈X
(1− pi(x))}E[φK(Xi)φK(Xi)]
≥ η2IK
since θ˜ is on the line-segment between θ and θK and thus θ˜ ∈ Θ˜K . Since the right-hand
side is also bounded from above by the equivalent argument as for the Hessian at θ∗K ,
it implies that for a fixed K
−∂
2Sn(θ˜)
∂θ∂θ′
≥ η2IK + op(1).
Thus, we can find a sample size n0 such that with probability of at least 1 − ε/2 for
n ≥ n0 it holds that λmin(∂2Sn(θ˜)/∂θ∂θ′) ≥ η/2. Now, using (A.2) choose n ≥ n0 large
and a constant C such that
P
(∣∣∣∣∣
∣∣∣∣∣∂Sn(θ∗K)∂θ
∣∣∣∣∣
∣∣∣∣∣ < η4C
√
K
n
)
≥ 1− ε/2.
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Thus, for K and n large we have with probability of at least 1− ε
Sn(θ)− Sn(θ∗K) ≤
∣∣∣∣∣
∣∣∣∣∣∂Sn(θ∗K)∂θ
∣∣∣∣∣
∣∣∣∣∣||θ − θK || − η4 ||θ − θ∗K ||2
≤
(∣∣∣∣∣
∣∣∣∣∣∂Sn(θ∗K)∂θ
∣∣∣∣∣
∣∣∣∣∣− η4C
√
K
n
)
||θ − θ∗K ||
< 0.
The remaining steps for Lemma 2 follow from continuity and global concavity of the
tailored loss function as in HIR, page 1181.
A.4 Proof of Proposition 4.1
We first derive the individual expectations of numerator and denominator using the
tailored loss scores. The proposition then follows from the law of iterated expectations.
Let pˆi(Xi) for i = 1, . . . , n denote the instrument propensity scores obtained from the
tailored loss. We make use of the conditional independence, in particular of the fact
that conditional on the full set of X1, . . . , Xn and Z1, . . . , Zn the balanced scores pˆi(Xi)
are deterministic. The potential outcomes and potential treatment levels Di(z) and
Yi(d) however do not depend on Xj and Zj for j 6= i by Assumption A.6 and are jointly
independent of Zi conditional on Xi by Assumption A.1, which implies for example
that
E
[
Zi
pˆi(Xi)
Di(1)
∣∣∣∣∣X1, . . . , Xn, Z1, . . . , Zn
]
= E
[
Zi
ˆpi(Xi)
E[Di(1)|X1, . . . , Xn, Z1, . . . , Zn]
]
= E
[
Zi
ˆpi(Xi)
E[Di(1)|Xi]
]
.
Similarly, in the following derivations, all iterated expectations reduce to conditioning
onXi only. For the remainder of the proof let Sφ be the linear span of φ1(Xi), . . . , φr(Xi)
(which can include a constant).
48
A.4.1 Expectation of the Numerator
For the denominator of the balanced LATE estimator we have that
Γˆ = 1
n
n∑
i=1
Zi
pˆi(Xi)
Di − 1
n
n∑
i=1
(1− Zi)
1− pˆi(Xi)
Di
= 1
n
n∑
i=1
Zi
pˆi(Xi)
(Di(1)− E[Di(1)|Xi]) + 1
n
n∑
i=1
Zi
pˆi(Xi)
E[Di(1)|Xi]
− 1
n
n∑
i=1
1− Zi
1− pˆi(Xi)
(Di(0)− E[Di(0)|Xi]) + 1
n
n∑
i=1
1− Zi
1− pˆi(Xi)
E[Di(0)|Xi]
= 1
n
n∑
i=1
Zi
pˆi(Xi)
(Di(1)− E[Di(1)|Xi])− 1
n
n∑
i=1
1− Zi
1− pˆi(Xi)
(Di(0)− E[Di(0)|Xi])
+ 1
n
n∑
i=1
Zi
pˆi(Xi)
(E[Di(1)|Xi]− E[Di(0)|Xi]) + 1
n
n∑
i=1
Zi − pˆi(Xi)
pˆi(Xi)(1− pˆi(Xi))
E[Di(0)|Xi]
or equivalently
Γˆ = 1
n
n∑
i=1
Zi
pˆi(Xi)
(Di(1)− E[Di(1)|Xi])− 1
n
n∑
i=1
1− Zi
1− pˆi(Xi)
(Di(0)− E[Di(0)|Xi])
+ 1
n
n∑
i=1
1− Zi
1− pˆi(Xi)
(E[Di(1)|Xi]− E[Di(0)|Xi]) + 1
n
n∑
i=1
Zi − pˆi(Xi)
pˆi(Xi)(1− pˆi(Xi))
E[Di(1)|Xi].
Thus, if E[Di(0)|Xi] = E[Di|Xi, Zi = 0] ∈ Sφ then
E[Γˆ] = E
[ 1
n
n∑
i=1
Zi
pˆi(Xi)
(E[Di(1)|Xi]− E[Di(0)|Xi])
]
and equivalently if E[Di(1)|Xi] = E[Di|Xi, Zi = 1] ∈ Sφ then
E[Γˆ] = E
[ 1
n
n∑
i=1
1− Zi
1− pˆi(Xi)
(E[Di(1)|Xi]− E[Di(0)|Xi])
]
.
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A.4.2 Expectation of the Denominator
∆ˆ = 1
n
n∑
i=1
Zi
pˆi(Xi)
Yi − 1
n
n∑
i=1
(1− Zi)
1− pˆi(Xi)
Yi
= 1
n
n∑
i=1
Zi
pˆi(Xi)
(Yi(0) +Di(1)(Yi(1)− Yi(0))− 1
n
n∑
i=1
(1− Zi)
1− pˆi(Xi)
(Yi(0) +Di(0)(Yi(1)− Yi(0))
= 1
n
n∑
i=1
Zi − pˆi(Xi)
pˆi(Xi)(1− pˆi(Xi))
Yi(0) +
1
n
n∑
i=1
Zi
pˆi(Xi)
(Di(1)−Di(0))(Yi(1)− Yi(0))
+ 1
n
n∑
i=1
Zi − pˆi(Xi)
pˆi(Xi)(1− pˆi(Xi))
Di(0)(Yi(1)− Yi(0))
= 1
n
n∑
i=1
Zi − pˆi(Xi)
pˆi(Xi)(1− pˆi(Xi))
E[Yi(0)|Xi] + 1
n
n∑
i=1
Zi − pˆi(Xi)
pˆi(Xi)(1− pˆi(Xi))
(Yi(0)− E[Yi(0)|Xi])
+ 1
n
n∑
i=1
Zi − pˆi(Xi)
pˆi(Xi)(1− pˆi(Xi))
E[Di(0)(Yi(1)− Yi(0))|Xi]
+ 1
n
n∑
i=1
Zi − pˆi(Xi)
pˆi(Xi)(1− pˆi(Xi))
(Di(0)(Yi(1)− Yi(0))− E[Di(0)(Yi(1)− Yi(0))|Xi])
+ 1
n
n∑
i=1
Zi
pˆi(Xi)
(Di(1)−Di(0))(Yi(1)− Yi(0))
or equivalently
∆ˆ = 1
n
n∑
i=1
Zi − pˆi(Xi)
pˆi(Xi)(1− pˆi(Xi))
E[Yi(0)|Xi] + 1
n
n∑
i=1
Zi − pˆi(Xi)
pˆi(Xi)(1− pˆi(Xi))
(Yi(0)− E[Yi(0)|Xi])
+ 1
n
n∑
i=1
Zi − pˆi(Xi)
pˆi(Xi)(1− pˆi(Xi))
E[Di(1)(Yi(1)− Yi(0))|Xi]
+ 1
n
n∑
i=1
Zi − pˆi(Xi)
pˆi(Xi)(1− pˆi(Xi))
(Di(1)(Yi(1)− Yi(0))− E[Di(1)(Yi(1)− Yi(0))|Xi])
+ 1
n
n∑
i=1
1− Zi
1− pˆi(Xi)
(Di(1)−Di(0))(Yi(1)− Yi(0)).
Thus, if E[Yi(0)|Xi], E[Di(0)(Yi(1)− Yi(0))|Xi] ∈ Sφ then
E[∆ˆ] = E
[ 1
n
n∑
i=1
Zi
pˆi(Xi)
(Di(1)−Di(0))(Yi(1)− Yi(0))
]
= E
[ 1
n
n∑
i=1
Zi
pˆi(Xi)
E[(Di(1)−Di(0))(Yi(1)− Yi(0))|Xi]
]
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and equivalently if E[Yi(0)|Xi], E[Di(1)(Yi(1)− Yi(0))|Xi] ∈ Sφ
E[∆ˆ] = E
[ 1
n
n∑
i=1
1− Zi
1− pˆi(Xi)
(Di(1)−Di(0))(Yi(1)− Yi(0))
]
= E
[ 1
n
n∑
i=1
1− Zi
1− pˆi(Xi)
E[(Di(1)−Di(0))(Yi(1)− Yi(0))|Xi]
]
.
A.4.3 Ratio of Expectations and Homogeneity
Thus, we have that if E[Di(0)|Xi], E[Yi(0)|Xi], E[Di(0)(Yi(1)− Yi(0))|Xi] ∈ Sφ
E[∆ˆ]
E[Γˆ]
=
E
[
1
n
∑n
i=1
Zi
pˆi(Xi)
E[(Di(1)−Di(0))(Yi(1)− Yi(0))|Xi]
]
E
[
1
n
∑n
i=1
Zi
pˆi(Xi)
(E[Di(1)|Xi]− E[Di(0)|Xi])
]
or equivalently if E[Di(1)|Xi], E[Yi(0)|Xi], E[Di(1)(Yi(1)− Yi(0))|Xi] ∈ Sφ
E[∆ˆ]
E[Γˆ]
=
E
[
1
n
∑n
i=1
1−Zi
1−pˆi(Xi)E[(Di(1)−Di(0))(Yi(1)− Yi(0))|Xi]
]
E
[
1
n
∑n
i=1
1−Zi
1−pˆi(Xi) (E[Di(1)|Xi]− E[Di(0)|Xi])
] .
Thus, if the conditional LATE is constant, i.e. if E[(Yi(1)−Yi(0))|Xi, Di(1) > Di(0)] =
τ , then since P (Di(1) > Di(0)|Xi) = E[Di(1)−Di(0)|Xi], it follows from monotonicity
that
E[∆ˆ]
E[Γˆ]
=
E
[
1
n
∑n
i=1
Zi
pˆi(Xi)
E[(Yi(1)− Yi(0))|Xi, Di(1) > Di(0)]P (Di(1) > Di(0))|Xi]
]
E
[
1
n
∑n
i=1
Zi
pˆi(Xi)
(E[Di(1)|Xi]− E[Di(0)|Xi])
]
= τ
and equivalently for the other normalization. Thus the balanced LATE estimator is a
ratio of two unbiased estimators.
A.5 Asymptotic Variance Estimation
The following is taken from Donald et al. (2014b) and adapted to the notation in
this paper. It follows from the derivations in Appendix A.1 that the LATE estimator
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can be written in an asymptotically linear representation, i.e.
√
n(τˆLATE − τLATE) = 1√
n
n∑
i=1
ψ(Yi, Di, Zi, Xi) + op(1)
with
ψ(Yi, Di, Zi, Xi) =
1
Γ
[
Zi(Yi −m1(Xi)− τLATE(Di − µ1(Xi))
pi(Xi)
− (1− Zi)(Yi −m0(Xi)− τLATE(Di − µ0(Xi)))1− pi(Xi)
+m1(Xi)−m0(Xi)− τLATE(µ1(Xi)− µ0(Xi))
]
.
The estimator for the asymptotic variance is then given by
Vˆ = 1
n
n∑
i=1
ψˆ(Yi, Di, Zi, Xi)2
with ψˆ(·) corresponding to ψ(·) with all population moments replaced by sample esti-
mates, i.e.
mˆ1(Xi) =
(
n∑
i=1
YiZi
pˆi(Xi)
φK(Xi)
)′( n∑
i=1
φK(Xi)φK(Xi)′
)−1
φK(Xi)
mˆ0(Xi) =
(
n∑
i=1
Yi(1− Zi)
1− pˆi(Xi)φ
K(Xi)
)′( n∑
i=1
φK(Xi)φK(Xi)′
)−1
φK(Xi)
µˆ1(Xi) =
(
n∑
i=1
DiZi
pˆi(Xi)
φK(Xi)
)′( n∑
i=1
φK(Xi)φK(Xi)′
)−1
φK(Xi)
µˆ0(Xi) =
(
n∑
i=1
Di(1− Zi)
1− pˆi(Xi) φ
K(Xi)
)′( n∑
i=1
φK(Xi)φK(Xi)′
)−1
φK(Xi).
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