Abstract. This paper is concerned with a general existence and continuous dependence of mild solutions to semilinear functional differential equations with infinite delay in Banach spaces. In particular, our results are applicable to the equations whose Co-semigroups and nonlinear operators, defined on an open set, are noncompact.
described in terms of the measure of noncompactness (a-measure for short) introduced by Kuratowskii; for instance, refer to [1] , [7] , [9] , [10] , [13] , [14] , [17] , [19] , [20] .
In the present paper we will investigate the existence and the continuous dependence of mild solutions to IP(σ, φ) in the latter direction.
First, we will establish a general existence theorem on mild solutions for IP(σ, φ). The fundamental results on the existence of mild solutions for the case of non-delay were established by Krasnoselskii, Krein and Sobolevskii [9] and Pazy [14] in which it is assumed that T(t) is a Co-compact semigroup on E or F is a compact operator. Recently, in the work of Henriquez [7] the above result was extended to IP(σ, φ). Thus, in the case that both T(t) and F are noncompact operators, we will develop an existence theorem of mild solutions to IP(σ, φ) in the present paper. In such a direction Bothe [1] showed a result on the existence of mild solutions to the multivalued semilinear differential equation on a closed set, which is a partial extension of the one due to Mόnch and Harten [13] for ordinary differential equations. However, even Bothe's result cannot directly extend to IP(σ, φ), because, contrary to the case of non-delay, it is difficult to obtain the compactness of a sequence {z n } n eN C C( [a, b] , E) of approximate solutions for IP(σ, φ).
To overcome this difficulty, we establish the following inequality (Theorem 1) on the a -measure: For a bounded subset U in C( [α, b] 
, E) a (U Γ( -s)f(s)ds\[a, b]\fellX\< γ τ sup a (If T(t -s)f(s)ds \feu\\,
where
T(--s)f(s)ds\[a 9 b] eC([a,b],E)
and γ τ = limsup ||Γ(5)||.
L
Using this result and the integral inequality [6] (refer to [2] , [13] ) on the α-measure, we can prove our existence theorem (Theorem 2) for IP(σ, φ). Of course, our result extends Monch's and Harten's one [13] and contains Bothe's one [1] for the single valued case on an open set as well as Henriquez's one [7] (see Remark 2.2). See [23] for an application of the above inequality. Secondly, based on our existence theorem, general results (Theorem 3 and Proposition 4.7) on the continuous dependence of mild solutions are formulated in semilinear functional differential equations. Our theorem is an extension of Kamke's theorem given in functional and ordinary differential equations in finite dimensional spaces or in infinite dimensional spaces (refer to [4] , [15] , [16] , [19] , [25] ). In the case A = 0, a similar result to Theorem 3 can be found in [19] , but its proof is based on the assumption that F is uniformly continuous. We note that the result given in [16, Theorem 3.1] is related to the local Lipschitz condition on F. [3] , [4] , [15] . Frequently, we will use the following notations in this paper: K a = sup {K(t) | 0 < t < a] and B(φ, r) = [ψ e B \ \φ -ψ\β < r}.
Let Y be a linear space with a semi-norm | |y and the quotient space Y = Y/\ \γ be a Banach space. For a bounded subset Ω in 7, the of-measure of Ω is defined as follows:
a(Ω) = inf {</ > 0 | Ω has a finite cover of diameter < d].
Hereafter, we will use the same notation a for Kuratowski's measure of noncompactness in any linear and semi-normed space whose quotient space is a Banach space. Refer to [10] , [17] , [19] for elementry properties of the α-measure.
Denote by C[α, b] for short the space C([α, b], E) and by |jc|[ flj^] the supremum norm of x in C [a, b] . Let A* be a set of functions JC from (-00, σ + a), 0 < a < 00, to E such that x σ e B and x is continuous on [σ, σ + a). Then we will use the following notations:
where σ<c<d<σ+α, JC|[C, d] stands for the restriction of JC to [c, d] and i(ί) denotes the differential of JC at t. If X\ [σ, t] , t e [σ, σ + 0), and Λ^ are bounded, then the relation + , where M ω > 1 and ω e (-oo, oo) (see [14] ). Hence it follows that We are now in a position to prove the main theorem in this section. 
(T(t)) < a(T(t)) < \\T(t)\\

THEOREM 1. Let U be a bounded set in C[a, b] and T(t) a Co-semigroup on E. Then
(1.3) ^-ω(t,T^U)< sup α(Γ*W(τ)) < α(Γ*W| [α,f]) < γ τ sup α(Γ *Z^(τ))
a<τ<t
PROOF. Since U is a bounded subset in C [a, b] , there is an L > 0 such that | /1 [ a^ < L for all f e U. Set /C = T *U. For any t e (α, Z?] and for any ε, 0 < ε < t -a, there exist /C, (ί -ε) C /C(ί -ε), ί = 1, 2,... , m, such that
Then we have Now we will prove the first inequality in (1.3). For any T * / e K there is a j e {1, 2,..
The first term in the right hand side of (1.6) is estimated as follows. Let C = sup o<5 <^_ α || T(s) ||. Then
T(t-ε-s)f(s)ds
where ε\ = ε + 8. Since the second term in the right hand side in (1.6) is similarly estimated as (1.7), the inequality (1.6) becomes
Using (1.5), we have Therefore, letting ε -> 0+ in both sides of the above inequality, we have ω(ί,/C) < 2γτ sup α < τ<ί a(JC(τ)) as required.
Next, we will prove the third inequality in (1.3). In view of (1.7) we have that for any 
Define linear operators S(t) : β -> B 9 1 > 0, by
Furthermore, according to [19] , we here assume that β μ e R, where
In general, the following result holds, which refines on Theorem 
Hence we get
Moreover, we have that for a.
Jt Thus, dividing the both sides by A and letting A -* 0+ in the above inequality (1.10), we can easily obtain the inequality (1.8).
Next, we shall prove that the inequality (1.9) holds. For t e [a,b) and for A > 0 we have
/ ί+τ from which we can easily obtain the relation (1.9). q.e.d.
Existence of mild solutions for IP(σ, φ)
. In this section we will prove existence theorems for IP(σ, φ). (H2) A is the infinitesimal generator of a Co-semigroup T(t) on £. Throughout this paper we put C a = sup {||Γ(ί)|| | 0 < t < a] in (H2).
LEMMA 2.1. Suppose that the hypotheses (HI) and (H2) are satisfied for IP(σ, φ). Let Sometimes, the following condition is needed for a Kamke-type function ω.
(ωi) ω(t, s) is nondecreasing in s for a.a. t e (a,b).
We are now in a position to state the main result in this paper.
THEOREM 2. Suppose that the hypotheses (HI) and (H2) are satisfied for IP(σ, φ). Then IP(σ, φ) has a mild solution existing on [σ, σ + y], where γ is as in Lemma 2.1, under the assumption that either T(t) is a Co-compact semigroup on E or the following conditions are satisfied: There exists a Kamke-type function ω
: (σ, σ + a] x [0, 2r] -> /? + vWί/i (1) ω(t, K{t-σ)u(t)) -> Oasί -> σ-\-,
where K(t) is as in(B2)andu : [σ, σ+a] -> w fl«j continuous function satisfying the condition
(2.4) lim -^-=κ(or) =0; ί^σ+ ί -σ (2) ί/
ie inequality a(F(t, B)) < ω(t, a(B)) holds for each bounded set B C B{φ, r) and for a.a. t e (σ, σ + a)\ and
(3) w(ί) = 0 is the unique absolutely continuous function satisfying the equation (-00, σ + y] -> £ I n > k}, where z n is as in Lemma 2.1 and
for t e (-00, σ].
Also put Z = Z ι and X = X 1 . Using (2.3) we have that for t e [σ, σ + γ] and for k e N,
Letting k -• σo in both sides of the above inequality, we get
(Z\[σ,t])=a(X\[σ,t]).
On the other hand, by Theorem 1 and Lemma 1.1 we have
,zΐ)ds\neN\λ If {T(t)} t >o is a Co-compact semigroup on E, then it follows from Remark 1.2 that ά{T(t)) = 0 for all t e (0, a]. Hence, from (2.7) and (2.8) it follows that the set
Let us consider the case where sup 0<τ<fl ά(Γ(τ)) > 0. If we put
Hence, from the continuity of F we have that for any ε > 0 there exists a <5 > 0 such that
. From this we have, for t e (σ, σ+<5),
Furthermore, using (1.1), (2.7) and (2.
. Therefore we get, together with the assumption (2),
Jσ
If we set
and u{t) is absolutely continuous. Hence we find
Using the assumption (1), we can easily see that u(t) satisfies the condition (2.4). q.e.d. REMARK 2.2. Recently, Henriquez [7] showed the existence of mild solutions to IP(σ, ψ) under the condition that a(T(t)F([σ, σ + a] x β(<p, r))) = 0 for each t e (0, a]. This condition is satisfied whenever T(t) is a Co-compact semigroup on £ or F : [σ, σ + α] x B(φ, r) -> E is a compact operator. Our condition states a sufficient condition on the existence of mild solutions to IP(σ, φ) for the case where both T(t) and F are noncompact operators.
COROLLARY 2.3. IfT(t)isa Co-contraction semigroup on E in Theorem 2, then the equation (2.5) is reduced to the equation d -u(t) = 2ω(t, K{t -σ)u(t)) for a.a. t e (σ, σ + a]. dt
We note that if σ = 0 and Γ(ί) is a Co-contraction semigroup on E, then the function ω(t, s) = (1 + ε(t))s/2K(t)t satisfies the assumption (1) and (3) in Theorem 2, where ε :
+ is continuous and / 0+ £(ί)Λ ^ί < oo. 
swc/i ί/z«ί the inequality a(F(t, B)) < ω(t,a(B)) holds for a bounded set B c B(φ,r) and for a. a. t e [σ, σ +α].
(2) M(0 = 0 w ί/ι^ unique absolutely continuous function with (2.4), which satisfies the equation
te [σ,σ+a] . at PROOF. Since A = 0, we have T(t) = I (the identity operator). Let Z and X be as in the proof of Now, we will show that a(Z t ) = a(X t ) for t e [σ, σ + y]. Using (2.6) and the relation (1.1), we have
which implies the assertion.
To complete the proof, it is sufficient to show that a(Z t ) = 0 for all ί e [σ, σ + y]. Using Proposition 1.7, we get
for a.a. ί e [σ, σ + y], at because of the property (ii). We note that lim ί _ >σ+ a(X t )/{t -σ) = 0 by using (2.11). Put 
for a.a. t e [σ, σ + y], dt respectively (refer to [17] , [19] , [20] ).
(2) Proposition 2.6 is an extension of the result due to Mόnch and Harten [13] .
EXAMPLE. Let us consider the initial value problem of the integro-partial differential equation: 
Then the existence of mild solutions to the initial value problem (2.12)-(2.13) is reduced to the existence of mild solutions to the abstract initial value problem given as dw (2.14) -= Λw + F(t,w t ), ί > 0 , and w 0 = φ e C. at Applying Theorem 2 to the above problem, we shall show the local existence of mild solutions to the initial value problem (2.14). Hence, we may assume that V{T) = [0, 1] x C(φ, 1), where C(φ, 1) = [η e C | \η -φ\c < l} Then it is easy to see that T is bounded and continuous.
First, we consider the function F\. For (ί, φ\), (ί, φi) e V{T), t φ 0, we have, by the assumptions (1) and (3), 
(t) = max {|G(ί, JC, y)\ \(x,y) e Rx R] and g(t) =max{|^(ί,iι)| | \u\ < \φ\c + l}. Since \φ n (-r, y)\ < \φ n (-r)\c < \ψn\c < l^l£ + l,
n e Λf, we have
|AπWW|< / \G(t,x,y)\\g(t,φ n (-r,y))\dy J-M < 2MG(t)g(t), which implies that {h n (t)(x)} is uniformly bounded.
Furthermore, we have, for w, υ e R,
\h n (t)(u) -h n (t)(v)\ < / |G(ί, «, y) -G(ί, υ, y)| |^(ί, ^(
\G(t,u,y)-G(t,υ,y)\dy.
,M
/
J-M
From this and the uniform continuity of G(t, JC, y) it follows that {h n (t)(x)
} is uniformly equicontinuous. Therefore, using Ascoli-Arzela's theorem, we see that a(F2(t, £(φ, 1))) = 0 for every t e [0, 1].
From the above results, we have the following: For B C C(φ, 1), We note that, as shown in the above, Theorem 2 is applicable to the above initial value problem, but in general, Henriquez's result is not.
t, B)) + a(F 2 (t, B)) = a(F λ (t,B))
Hypotheses and some lemmas.
In this section we shall give some lemmas to show the continuous dependence of mild solutions for IP(σ, φ). If u is a mild solution of IP(σ, φ), then we say that u is a solution of IP(Γ, F, σ, φ).
Hereafter, in IP(Γ, F, σ, φ) we will use the following hypothesis instead of (HI): 
PROOF. It follows from (C2) that for any x e E there exists an
(t)x-T(s)y\ <ε if\t -s\ <δ,t,s e [0, a], and \x -y\ < 8, x, y e Ω.
PROOF. Assume that the conclusion is not true. Then we may assume that there exist some £o > 0, {n(k)} c N, n(k) > k, {ί/J, {^}, [xk] and {y^} such that tk -^ τo, Sk -• τo, Xk -+ zo and yk -+ zo as k -> oo, where τo e [0, a] and zo e Ω, and that ^o < \T n (k)(tk)xk -T(s k )yk\ for all k e N. From (C2) we have
\T n (k)(tk)zo -< \T n (k)(tk)zo -T(t k )zo\ + \T(t k )zo -T(τ
-T(s k )y k \ < \T n{k) (t k )x k -T n(k) (t k )zo\ + \T n ( k )(t k )zo -Γ(τ o )zol + \T(τ o )zo -T(s k )zo\ + \T(s k )zo -T(s k )y k \ < \\Tn{k)(tk)\\ \Xk ~ ZOI + \Tn(k)(f k )Z0 ~ T(τ O )zo\
which yields a contradiction.
q.e.d.
The following results are directly obtained from Lemma 3.2. Then it is obvious that 0 < τ < τo. Assume that τ = τo Then we have (7, z f ) G Ω for ί G [σ, σ + τ). Using the same argument as in the proof of [15, Theorem 2.2], we see that z(t) can be continued beyond σ + τ, which yields a contradiction with the maximality of τo. Hence τ < τo. Since τo < γo, we have τ < yo O n the other hand, we have 
Continuous dependence of mild solutions for IP(σ, φ).
In this section we will discuss a continuous dependence of mild solutions for IP(σ, φ). The following result is a modification of Ascoli-Arzela's theorem. Since the proof is not difficult, it is omitted. LEMMA 4.1. Let a n -> a, a < b,as n -> oo. Take a bounded sequence of continuous functions x n : [a n , b] -> E,n e N, such that {x n (a n )} converges. Assume that (1) {x n I [a, b] I n e N} is uniformly equicontinuous; (2) a({x n (t) I n e N)) = 0 for each t e (a, b\\ and (3) sup{|.i"0) -x n (a n )\ I min{a n ,a} < t < a] -> 0 as n -> oo.
Then there exist a continuous function x \ [a, b] and a subsequence {n(i)}
To state the main result in the present paper, we will make use of the following hypothesis: ( 
1) [τ-fl,r+α]x%r)cί). (2) α(F(ί, B)) < ω(t, a(B)) holds for each bounded set B c B(ψ, r) and for a.a. t e (τ, τ+fl]. (3) ω(t, K(t -τ)iι(ί)) -• 0 as t -> τ+, where K(t) is as in (B2
(T(s))ω(t, K(t -τ)u(t)) for a.a. t e (τ, τ + a). dt o< s <a
We are now in a positive to show the main theorem in the present paper. for t e (-oo, τ π ],
for t e (-oo, and
Then jc n (ί) = y n (t) + z n (ί) + w n (t) for ί G (-oo The proof will be divided into three parts as follows.
Step 1. We will prove that there exist a subsequence {n(i')}iew of iV and a solution jc°o f IP(Γ, F, r, ψ) such that \x Next, we will check the condition (2) in Lemma 4.1. Without loss of generality, we may assume that τ < τ n for all n e N. We here assume that 
T(t -s)f n (s)ds -• ί T(t-s)f(s)ds
as n -> σo,
SO that / T(t-s)[f n (s) + g n (s)]ds = J T(t -s)f(s)ds .
Therefore x° | [r, γ], x® = ψ, is a solution of IP(7\ F, r, ψ).
Step 2. We shall show that Condition (C) is verified. Let any t be fixed in (τ, γ] . Then for any ε > 0 there exists a S > 0 and k ε e N such that if n > & ε , then (i) τ + S < t and τ < τ n < τ + <5; and (ii) sup{|F(s,^)-F(τ,^)l|τ n <s < τ + S) < ε and sup {\x For any k > k ε we have
Π / "
We here note that
Tn(θ -S)f n (s) = T(θ -S)f°(s) + T(θ -S)[f n (s) -/°(ί)] + [T n {θ -S) -T(θ -S)]f n (s) .
First, we shall show the following assertions:
(iii) a (If T( -s)[f n (s) -f°(s)]ds \[τ + δ,t]\n>k\\= 0; and (iv) a(\ί [T n (--s)-T( -s)]f n (s)ds\[τ + δ,t]\n>kV\=O.
We have, together with the assumption (3),
Therefore, using Theorem 1, Lemma 1.1 and Lebesgue's convergence theorem, we obtain
which implies the assertion (iii).
Put A = cl{fn(s) I τ + 8 < s < t, n e N}. Then, it follows from the assumption (2) that
Hence we have, by Lamma 1.1 and Lebesgue's convergence theorem, 
(t -s)-T(t -s)]z\ds
Next, we will prove that Condition (C) is satisfied. From (4.3) and (4.4) we get
Since ε is arbitrary, we obtain the following relation: 
from which we get
a{{x?\n eN}) < K(t-τ)v{t).
Hence, we obtain, together with (2) in Hypothesis (B),
a({F(t 9 x n t ) I n e N}) < ω(t, α({jcf | n e N})) < ω(t, K(t -τ)υ(t))
a.e. and therefore, Step 3. We will prove the conclusion of the theorem. Let T be the collection of all solutions x of IP(Γ, F, σ, φ) such that the conditions (i) and (ii) in Theorem 3 hold for some subsequence of N. Clearly, T is nonempty. Using the standard order relation in T, we see that T is an inductively ordered set. Therefore there exists a maximal element x : [σ, β) -• E in T by Zorn's lemma. It is not difficult to show that x is in NS(Γ, F, σ, φ). This proves the theorem (for detail, refer to [19] ).
q.e.d. REMARK 4.2. We note that the conditions (C3) and (C4) and the assumption (3) in Theorem 3 hold if the following conditions are satisfied:
(Hl-1) F : D -> E is continuous and takes closed bounded sets into bounded sets.
(C-7) F n , n e N, is continuous and F n -> F uniformly on Ω as n -> oo for each closed bounded set Ω of D. REMARK 4.3. Theorem 3 is based on Theorem 2. However, if A = 0, then we can prove the theorem based on Proposition 2.6 instead of Theorem 2. We note that a similar result can be found in [19] if A = 0, g n = 0 and F is uniformly continuous. g, τ, ψ) . In view of Hypothesis (B-/), it is not difficult to show that IP(7\ G + g, τ, ψ) has a local solution. Hence, it follows from Zorn's lemma that NS(7\ G + g, τ, ψ) is nonempty, q.e.d.
-u(t) = 2γ T sup ά(T(s))[ω(t, K(t -τ)iι(ί)) + lK(t -
We give a result on the continuous dependence of solutions for IP(Γ, F, σ, φ). G+g, a, ψ) is nonempty. For a contradiction, we assume that there exist some do in (σ, τ(σ, <p)) and sequences {(σ π , <£")}, {G n }, {^} and {y n }, y n e NS(Γ, G π + p π ,σ n , ^), such that (σ π ,^π)^ (σ, ^) G Z), sup {\G n (t, η) -F(t, η)\ \ (ί, r/) G D)-)Ό and f a° \g n (t)\dt -> 0 as n ->-00, where «" = min{σ π , σ}, and that σ n < τ n < do, where τ n = τ y n. Since σ n -> σ as n -> 00, we may assume that τ rt ->• τo, σ < τo < do> ^s w ->• ex). Thus it follows easily from Theorem 3 that there exists a z G NS(Γ, F, σ, ^) such that σ < τ z < τo Hence τ z < do < τ(σ, φ), which contradicts the definition of τ(σ, φ).
Next, we shall show that the inequality (4.5) holds. For a contradiction, suppose that the conclusion is false. Then there exist some εo > 0 and sequences {(σ n , φ n )}, {G n }, {g n } and {/*}, q.e.d.
Using Theorem 3, we have the following result, which is proved by using the same argument as in the proof of Proposition 4.7. The above fact extends a well-known result in ordinary differential equations in finite dimensional spaces (refer to [25] ).
