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Abstract 
Squier (1987) showed that there exist finitely presented monoids with solvable word problem 
which cannot be presented by finite complete rewriting systems. In the present note we give 
a finitely presented monoid with solvable word problem which cannot be presented by a regular 
complete system. We do not use the homological algebra as Squier did. First, we show that if 
a monoid is presented by a regular complete system and has some property, it has either 
polynomial or exponential growth. Next, we construct a finitely presented monoid with 
intermediate growth which satisfies the desired properties. 
1. Introduction 
String rewriting systems are considered to be the most powerful tool to solve the 
word problem for monoids and groups. If a monoid is presented by a finite complete 
rewriting system, then the word problem for the monoid is solvable through the 
normal form algorithm (see, for example, [2]). Thus, it is a natural and interesting 
question to ask how much it is universal; does a finitely presented monoid with 
solvable word problem always admit a finite complete rewriting system? (see [8, 121 
about the question). In 1987 Squier [l l] answered the question in the negative using 
homological algebra. He showed that if M is defined by a finite complete rewriting 
system, then the monoid algebra of M over the integers Z satisfies the homological 
finiteness condition FP,, and using this fact he gave monoids (groups) which have 
solvable word problem but cannot be presented by finite complete systems. 
Since the completion procedure starting with a finite set of rules does not always 
terminate, it produces an infinite set of rules in general. This phenomenon causes ome 
difficulties, but even an infinite set of rules, if it is not so complicated and manageable 
enough, will solve the word problem. In particular, if the left-hand sides of the rules of 
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a complete system form a regular set and the right-hand sides of the rules are 
computable, the word problem is solved by the normal form algorithm. 
Regular rewriting systems are considered by several authors (see, for example, 
[l, lo]). In this note we call a rewriting system R regular (left regular in Cl]) if the 
left-hand sides of R form a regular set. So our question is this (cf. [12, Question 51); 
does a finitely presented monoid with solvable word problem admit a regular 
complete rewriting system? In this note we answer the question in the negative. We 
construct a finitely presented monoid with intermediate growth. Since if a monoid is 
presented by a regular complete rewriting system and has some property, it cannot 
have such growth, our monoid answers the problem negatively. 
Because a complete system gives the canonical representatives of the congruence 
classes of a monoid, it gives us a powerful tool to compute the growth of the monoid. 
Actually, several authors studied the growth of monoids from this point of view 
[1,4,5,13]. One tricky point is that the growth of irreducible words with respect o 
a complete presentation does not always give the growth of the monoid. 
In Section 2 we study the growth of a monoid presented by a regular complete 
system. We give a condition which guarantees the equality between the growths of the 
monoid and of the irreducible words. In Section 3 we study presentations of monoids 
with zero and show the results in Section 2 can be extended to such monoids. In 
Section 4 we give afinitely presented monoid with intermediate growth, and show this 
monoid has solvable word problem but does not admit a regular complete system. In 
the last section we discuss some problems raised by our results. 
2. Regular rewriting systems and growth of monoids 
Let Z be a finite alphabet and R be a relation on the free monoid C* generated by C, 
that is, R is a subset of C* x C*. Let R be a congruence relation on C* generated by 
R and M = C*/l? be the quotient monoid. We say M is presented by (C, R) and we 
write as M = M(C, R). For a word u E C *, U denotes the congruence class of u modulo 
i?. Let M, = {UI u E Cn} be the subset of M of elements expressed as the product of 
n letters in Z. The growthfunction gM of M (with respect o the set ,Z of generators) is 
defined by 
g,(n) = fi Mi . 
I I 
(1.1) 
i=O 
For a subset S of Z* the growth function gs of S is defined by 
ss(n) = I(x E Sl 1x1 G n>l, 
where 1x1 denotes the length of x. 
For two functions f and f’ from N to N, we write f< f’ if there is a positive 
constant C such that f(n) <f’(Cn) for all sufficiently large n E N. We say fand J’ are 
equivalent if both f < f' and f' <f hold, and the equivalence class of fis denoted by 
Cf 1 (see C31). 
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The class [gM] of the function gM in (1.1) does not depend on the generating set C of 
M and is an invariant of the monoid M and called the growth of M. If [gM(n)] = [n”] 
for some d 2 0, we say M has polynomial growrh of degree d, while if [gM(n)] = [2”], 
we say M has exponential growth. If M has neither polynomial nor exponential 
growth, it has intermediate growth. 
When we care about the directions of the elements of R, R is called a rewriting 
system, and an element (u, u) of R is called a rule and written as u -+ u. We write 
x -+R y, if x = xi uxz and y = x1 uxz for some rule u -+ u E R. The reflexive and 
transitive closure of + is denoted by -$. The reflexive symmetric and transitive 
closure 4+,* of -‘R is nothing but the congruence R generated by R. If the reduction 
+R is noetherian and confluent then R is called complete. We refer to [2] for general 
notions about rewriting systems. 
The set of left-hand sides of rules from R is denoted by Left(R) and the set of 
R-irreducible words is denoted by Irr(R); 
Irr(R) = C* - C* Left(R) C*. (1.2) 
R is called mild if there is a positive constant C such that for any x, y E C * with x -+f y 
it holds that 
IYI G c. 1x1. 
Theorem 1. Let M be a monoid presented by a mild complete system (C, R). Then the 
growth of M coincides with the growth ofIrr(R); [gJ = [glrrcRj]. 
Proof. Let Min(R) be a set of representatives with minimal length of elements of M; 
x E Min(R), y E C* and x HZ y, then 1x1 d ly(. Though such a set may not be unique, 
we choose one. Then, gMj,, tR) is just the growth function of M. Since R is complete, for 
any x E Min(R) there is a unique canonical form 9 E Irr(R) of x. Since 1x1 6 191 for 
x E Min(R) we have 
&r(R) (nf < gM(n). 
On the other hand, since R is mild, there is a constant C such that 
(1.3) 
Iz?l 6 Clxl for all x E Min(R). 
Therefore, ^  is an injection from the set {x E Min(R) ( 1x1 < n} to the set {X E Irr(R) I 
1x1 d Cn). It follows that 
&f(n) d gh(R)(Cn). (1.4) 
BY (1.3) and (1.4) we see hl = h(R)]. 0 
Note that we did not use the mildness of R to show the inequality (1.3) in the proof 
of Theorem 1. So we have: 
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Corollary. Let M be presented by a complete system R. If Irr(R) grows exponentially, 
then so does M. 
A positive weight function on a monoid M is a mapping w from M to the 
nonnegative reals such that 
w(x) = 0 if and only if x = 1, 
and 
w&u) = w(u) + w(u) for all u,v E M. 
A rewriting system R is nonincreasing, if there is a positive weight w of C* such that 
w(u) > w(u) 
for all rules u + v E R. 
Proposition 1. A nonincreasing rewriting system is mild. 
Proof. Let (C, R) be a nonincreasing system with a positive weight w of C*. Set 
c,, =min{w(a)la~C}andc, =max{w(a)la~C}.Letx,y~C*andsupposex +Ey. 
Then we have 
cl 1x1 2 w(x) 2 W(Y) 2 co IYI. 
Thus, 
lyl < C/xl with C = cl/co. 0 
Next we observe some basic property of the growth of regular languages. Let A be 
a (deterministic finite) automaton. We may suppose that A has no invalid state, that is, 
each state in A can be reached from the initial state and can reach a final state. With 
the automaton A we associate a labeled (directed) graph G(A) defined as follows: The 
set V of vertices is the set of states, and there is an edge of label a from u to u if v transits 
to u reading a letter a E C. To a word x accepted by A corresponds a (directed) path 
from the initial state to a final state which reads x. This correspondence isone-to-one 
because A is deterministic. Thus, the growth function gLca, of the language L(A) 
accepted by A is calculated by counting the paths of length <n in G(A) from the 
initial state to a final state. A path is elementary if it does not pass the same vertex 
twice. A cycle (closed path) is elementary if it does not pass the same vertex twice 
except he start and the end vertices. Two cycles overlap if they have a common vertex. 
Cycles C1, . . . ,Cdareinarow,ifthereisapathfromCitoCi+,fori=1,...,d-1, 
but there is no path from Cj to Ci if i < j. The following results are known and 
intuitively understandable [ 1,5,13]. 
Proposition 2. Let A be an automaton accepting a language L. 
(1) G(A) has overlapping elementary cycles if and only ij’L has exponential growth. 
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(2) G(A) has no overlapping elementary cycles but has maximally d elementary cycles 
in a row, if and only if L has polynomial growth of degree d. 
If the left-hand side Left(R) of R is a regular set in C *, R is called regular (left regular 
in terms of Cl]). 
Theorem 2. Let M be a monoid with a positive weight. Zf M is presented by a regular 
complete system, then M has either polynomial growth or exponential growth. 
Proof. Let (C, R) be a regular complete rewriting system defining M. Then, Irr(R) is 
also regular by (1.2). Hence by Proposition 2, &r(R) is either polynomial or exponen- 
tial. We may assume that there is no letter a E C such that a- x 1. Then a positive 
weight w of M is lifted to a positive weight wi of C * such that w1 (u) = w1 (v) for all 
u + v E R. This means that R is nonincreasing and hence mild by Proposition 1. The 
results follow from Theorem 1. 0 
Example 1 (Squier [ 111). Let k be a positive integer and Mk be the monoid presented 
by (& Sk), where 
Ck = (a,b,f,xl,...,xk,Y1,...,yk) 
and 
S~={ab~l,x~a~atxi,x~t~txi,xib~bxi~xiyi~l(i=l,...,k}. 
Then, Sk_ = {at”b-+ ljn= 1,2,...juS k is a complete rewriting system equivalent o 
Sk. As easily seen, Sk_ is regular and Irr(S,,,) grows exponentially. Hence, the 
monoid Mk has exponential growth by corollary to Theorem 1. 
3. Rewriting systems on a free monoid with zero 
Let ‘C * = C* u (0) be the free monoid C* over C with the zero 0 added; 
0.x = x.0.= 0 for x E Z*. A rewriting system R on ‘C* is a subset of C* x ‘C*. We 
write x -Q y for x E Z* and ~EOZ*, if x = xluxz and y = xlvxz for some rule 
u + v E R. The relations +,* and c--t i are defined as in Section 2. The completeness of
R is also defined in a similar manner to the usual case. 
For a rewriting system R on ‘C*, we define a rewriting system R’ on C’* as follows: 
C’ = C u {d}, 
where d is a new letter outside C, and 
R’=(RnZ*xZ*)u( u+d~u+O~R}u{ad -rd,da+d\aEC)u{dd+d}. 
Proposition.3. Let R and R’ be as above. Then, the monoids defined by R and R’ are 
isomorphic, and R is complete if and only if R’ is complete. 
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Proof. Easy and left to the reader. 0 
A positive weight function w on a monoid M with 0 is a function w from M - (0) to 
the nonnegative reals such that w(x) = 0 if and only if x = 1, and w(xY) = w(x) + w(Y) 
holds for x, y E M - (0) whenever xy # 0. A rewriting system R on ‘C * is nonincreas- 
ing, if there is a positive weight w of C* such that w(u) 2 w(u) for every u + v E R with 
u # 0. R is called mild, if there is a positive constant C such that 
for all x, y E C * (note x, y # 0) with x -+,* y. 
The results of Section 2 hold for monoids with 0 under these slight modifications of 
the notions. The proof is similar and is omitted. 
Theorem 3. Let M be a monoid with 0. If M is presented by a mild complete system R on 
‘C*, then the growth of M coincides with the growth of Irr(R). If M has a positive 
weight and is presented by a regular complete system (on C* or on ‘C*), then M has 
either polynomial growth or exponential growth. 
4. A monoid with intermediate growth 
Let C = (a, b, c} and consider the following rewriting system R over C with zero: 
R = {ba + ab, bc -P aca, act --t 01. 
Let clex be the lexicographic order on C* based on the order a < b < c, and let w be 
the weight on C* defined by 
w(a) = w(c) = 1, w(b) = 2. 
Define an order < (KB-ordering) on OZ* as follows: 
(1) 0 < x for any x EC*, 
(2) if w(x) < w(y), then x < y, 
(3) if w(x) = w(y) and x clex y, then x < y, 
Then < is a compatible well-order on ‘C*. 
Since R is a ,< -reducing system, that is, u > v for each rule u + u E R, we apply the 
completion procedure (cf. [9]) to get the following infinite complete system equivalent 
to R: 
R, = (ba + ab, bc + aca} u fi {a”ca”-’ c -+ O}. 
n=l 
Since equivalence of R and R, can be easily seen, we show the completeness of R, . 
R, is noetherian because it reduces the order 6. The critical pair induced from the 
overlapping of two rules amcam- l c + 0 and a”ca”- ’ c + 0 with m > n is (0, 0), which is 
trivially resolvable. The critical pair (aba”- ‘can- ’ c, 0) induced from the overlapping 
of two rules ba + ab and a”ca”- ’ + 0 is also resolvable. In fact, aba”- ’ ca”-‘c is 
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reduced to a”bca”- 1 c by an iterated application of the rule ba + ab, and a”bca”- 1 c is 
further reduced to a”+lca”c and to 0. Thus, all the critical pairs are resolvable and we 
find that R, is complete. 
Looking at the left-hand side of R, we see 
Irr(R,) = {am1cam2c +.. camrcajbk(O d r,O < ml d m2 < ... < m,, 0 <j, 0 $ k}. 
It follows that the number of words in Irr(R,) of length n is equal to 
= j$otj +1j.W -A 
where P(n - j) is the partition number of n - j. From the well-known formula (see 
C71h 
P(m) w Cm-‘e@, 
where C is a positive constant, we have 
Cl e$ G glrr(a,) (4 < C2n2e2 
for sufficiently large n with positive constants Cl and C2. It follows that 
[g h(RJ(41 = [@I. 
Because the system R, does not increase the weight w, R, is mild. Let M = 
M(C, R) = ‘.X*/R,. Then by Theorem 3, M has intermediate growth; 
CcId41 = c2 3 1. 
Moreover, w induces a positive weight @ of M, because the weight w is preserved by 
the rules of R that do not involve 0. Therefore, M can never be presented by a regular 
complete system again by Theorem 3. Since we have the easily computable complete 
system R, presenting M, the word problem for M is solvable. Summarizing we have: 
Theorem 4. There is a jinitely presented monoid with solvable word problem which 
cannot be presented by a regular complete system. 
5. Remarks and problems 
Squier’s rewriting systems Sk,, (Example 1) are regular, and no finite complete 
system presents the monoid Mk = c*/Sk. Our system R, in the preceding section is 
context-free, and no regular complete system presents the monoid M = ‘F/R,. 
Thus, the class of monoids presented by regular complete systems is strictly larger 
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than the class of monoids presented by finite complete systems and is strictly smaller 
than the class of monoids presented by context-free complete systems. So, it is natural 
to ask 
Problem 1. Is there a finitely presented monoid with solvabIe word problem which 
cannot be presented by a context-free complete system? 
Problem 2. Is there a finitely presented monoid presented by a context-sensitive 
complete system and cannot be presented by a context-free complete system? 
Modifying our example, we can construct a monoid with exponential growth as 
foIlows: Let C = (a, 6, c, d) and Rb, be the relation over C = {a, b, c, d) obtained from 
the complete system R, over {a, b, c> in Section 4 adding a new letter d for 0 (Proposi- 
tion 3). Adding another new letter e to C, let C1 = C u (e}. We consider Rb, as a subset 
of CT x CT, so, Rb, contains no rules involving the letter e. Then, Rd is a complete 
rewriting system over Z1 and defines a monoid M1 = M(C,,R’,). Clearly, M, is 
finitely presented and has exponential growth. 
We claim that M1 does not admit a regular complete system. Assume that there is 
an isomorphism Q1: Ml + N, where N is presented by a regular complete system 
Tover some alphabet A. Let Al be the set of letters p E A which are congruent o some 
words in 4(Z:eZf) modulo T, and let z be the canonical form of 4(d) with respect 
to the complete system T. Note that 4(e) is a letter in Al. Then, T’ = Tu 
{A* Al A* x {z}} is a regular complete system over C such that M (C, T’) z M(C, R’,), 
a contradiction. 
The above discussion shows that there is a finitely presented monoid which has 
exponential growth and has a solvable word problem but cannot be presented by 
a regular complete system. Our last question is 
Problem 3. Is there a finitely presented monoid with polynomial growth which 
cannot be presented by a regular (finite) complete system? 
Our monoid is finitely presented and has intermediate growth. The existence of 
finitely presented groups with intermediate growth is a famous open problem (see 161). 
Unfortunately, our method is not applicable to groups, because groups cannot have 
positive weights. 
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