Resource management in heterogeneous computing systems with tasks of varying importance by Khemka, Bhavesh
Dissertation
Resource Management in Heterogeneous Computing Systems
with Tasks of Varying Importance
Submitted by
Bhavesh Khemka
Department of Electrical and Computer Engineering
In partial fulfillment of the requirements





Advisor: Anthony A. Maciejewski




Copyright by Bhavesh Khemka 2014
All Rights Reserved
Abstract
Resource Management in Heterogeneous Computing Systems
with Tasks of Varying Importance
The problem of efficiently assigning tasks to machines in heterogeneous computing en-
vironments where different tasks can have different levels of importance (or value) to the
computing system is a challenging one. The goal of this work is to study this problem in
a variety of environments. One part of the study considers a computing system and its
corresponding workload based on the expectations for future environments of Department
of Energy and Department of Defense interest. We design heuristics to maximize a perfor-
mance metric created using utility functions. We also create a framework to analyze the
trade-offs between performance and energy consumption. We design techniques to maximize
performance in a dynamic environment that has a constraint on the energy consumption.
Another part of the study explores environments that have uncertainty in the availability of
the compute resources. For this part, we design heuristics and compare their performance
in different types of environments.
ii
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High-performance computing (HPC), high-throughput computing, and many-task com-
puting are currently used to solve a host of problems. These environments may be heteroge-
neous and oversubscribed. By heterogeneous we mean that different tasks may have varied
execution times on the different machines. By oversubscribed we mean that the workload
of tasks is large enough such that the total offered work exceeds the capacity of the sys-
tem in steady state operation (or over an extended period). The process of allocating tasks
to machines for execution is often referred to in the literature as “resource allocation” or
“mapping,” and the process of ordering the tasks’ execution is referred to as “scheduling.”
The mapping and scheduling problem has been known, in general, to be NP-Complete [1],
and therefore heuristics are commonly used to find a solution to this problem. Performing
resource management in oversubscribed heterogeneous environments further complicates the
problem.
In many scenarios, different tasks are of different “importance” to the enterprise com-
puting system. In such environments, it becomes beneficial to account for the differences
in the values of different tasks to make resource allocation decisions. This is particularly
important in oversubscribed heterogeneous computing environments. In this dissertation, we
design and analyze techniques to perform mapping and scheduling decisions in computing
environments that have tasks with different “reward” or “utility” values.
In Chapter 2, we design utility functions to create a performance metric for schedulers
in a dynamic oversubscribed heterogeneous computing environment. We model a computing
system and its intended workload based on the expectations for future environments of
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Department of Energy and Department of Defense interest. We design twelve heuristics and
compare their performance. We also create additional operations to assist the heuristics in
making mapping decisions. We analyze the performance of the heuristics under two different
levels of oversubscription.
During 2010, global HPC systems accounted for 1.5% of total electricity use, while in
the U.S., HPC systems accounted for 2.2% [2]. With the rising demand and costs of energy
it becomes extremely important to make scheduling decisions in an energy-efficient manner.
Chapter 3 explores the bi-objective problem of maximizing performance and minimizing
energy consumption. The goal is to create a Pareto front of solutions from which the system
administrator can pick a point to operate by analyzing the trade-offs between performance
and energy consumption. Chapter 4 deals with energy-constrained utility maximization. We
design an energy filtering technique that helps heuristics avoid mapping decisions that can
lead to high energy consumption. Possible extensions for both of these works are mentioned
in Chapter 6.
In many large-scale distributed computing environments, it is common for failures to
randomly occur in the compute resources. These effects are estimated to worsen as we
approach exa-scale. Making resource allocation decisions while being aware of such failures
further complicates the scheduling problem. In Chapter 5, we explore this problem by
studying and comparing the performance of different heuristics in a variety of environments.
Directions for future work of this study are detailed in Chapter 6.
2
CHAPTER 2
Utility Functions and Resource Management1
2.1. Introduction
A utility function for a task describes the value of completing the execution of the task at
a specific time [5–9]. Utility functions capture the time-varying importance of a task to both
the user and the enterprise as a whole. In this work, the value of completing a task decays
over time and so we model monotonically-decreasing utility functions. The design of utility
functions needs to be flexible to capture the importance of tasks within a diverse user base.
In practice, utility functions may be created through a collaboration between the user and
the owner of the computing system. We design dynamic resource management techniques
to maximize the total utility that can be earned by completing tasks in an oversubscribed
heterogeneous distributed environment. By oversubscribed we mean that the workload is
large enough that the total desired work exceeds the capacity of the system in steady state
operation, i.e., over an extended period. By a heterogeneous environment we mean that the
execution time of each task may vary across the suite of machines. We model this computing
environment and the workload of tasks that arrive dynamically. A scheduler makes resource
allocation decisions to map (assign) the incoming tasks to the machines. The total utility
earned from all completed tasks captures how much useful work was done and how timely
that information was to the user. The system characteristics and the workload parameters are
based on environments being investigated by the Extreme Scale Systems Center (ESSC) at
1This work was done jointly with the Ph.D. students Luis D. Briceno and Ryan Friese. The full list of
co-authors is at [3]. A preliminary version of portions of the work mentioned in this chapter appeared in
[4]. This research used resources of the National Center for Computational Sciences at Oak Ridge National
Laboratory, supported by the Extreme Scale Systems Center at ORNL, which is supported by the Department
of Defense under subcontract numbers 4000094858 and 4000108022. This research also used the CSU ISTeC
Cray System supported by NSF Grant CNS-0923386.
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Oak Ridge National Laboratory (ORNL). The ESSC is part of a collaborative effort between
the Department of Energy (DOE) and the Department of Defense (DoD) to perform research
and deliver tools, software, and technologies that can be integrated, deployed, and used in
both DOE and DoD environments.
We design a method that can be used to create utility functions by defining three pa-
rameters: priority, urgency, and utility class. The priority of a task represents the level of
importance of a task to the enterprise, while urgency indicates how quickly the task loses
utility. The utility class provides finer control of the shape of the utility function by parti-
tioning it into intervals. We assume that the scheduler has experiential information about
the execution time of each type of task on each type of machine. However, the scheduler
does not know the arrival time, utility function, or type of each task until the task arrives.
We use two forms of dynamic heuristics to perform the resource allocation decisions.
Immediate-mode heuristics schedule only the incoming task and do not have the opportunity
to re-map tasks that are already in machine queues (e.g., [10–12]). Batch-mode heuristics
consider a set of tasks and have the ability to re-map tasks that are enqueued and waiting
to execute (e.g., [10, 11]). We create seven immediate-mode and five batch-mode heuristics,
and analyze their performance using simulation experiments. To examine the effect of over-
subscription on the performance of the heuristics, we simulate two levels of oversubscription.
We also study the effect of heuristic variations, such as dropping tasks and altering the
mapping decision frequency for the batch-scheduler.
The contributions of this chapter are: (a) a model of the planned DOE/DoD oversub-
scribed heterogeneous high performance computing environment, (b) the design of a metric
using utility functions, based on the three parameters of priority, urgency, and utility class,
to measure the performance of schedulers in an oversubscribed heterogeneous computing
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environment, (c) the design of twelve heuristics to perform the scheduling operations and
their evaluation over a variety of environments, and (d) the exploration and the analysis of
heuristic variations, such as dropping tasks and varying the number of tasks scheduled at
each batch-mode mapping event.
The remainder of the chapter is organized as follows. In Sec. 2.2, we explain our system
model, including our method to design the utility functions (from the three parameters men-
tioned before), the characteristics of the workload, and the characteristics of the computing
environment. We formally give our problem statement in Sec. 2.3, and introduce our metric
to compare the performance of resource allocation heuristics. In Sec. 2.4, we describe the
various heuristics we have designed and the method to drop tasks. We compare our study
to other work from the literature in Sec. 2.5. We explore the design of our simulation ex-
periments in Sec. 2.6. In Sec. 2.7, we present and analyze our simulation results. Finally,
we conclude the chapter and discuss possible future directions in Sec. 2.8.
2.2. System Model
2.2.1. Utility Functions.
2.2.1.1. Overview. In our study, it is assumed that an enterprise computing system earns
a certain amount of utility for completing each task. The amount of utility earned depends
on the task and the time at which the task was completed relative to the time it arrived,
and reflects its importance to the system. We use utility functions to model the time-
varying benefit of completing the execution of a task. The utility functions we model are
monotonically decreasing. This implies that if a task takes longer to complete, it cannot earn
higher utility. We understand that there may be use cases for non-monotonically-decreasing
utility functions, but they are not considered here. We design a flexible utility function for a
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task that is defined by three parameters: priority, urgency, and utility class. The goal is to
use a small set of parameters that the users understand and enables the users to obtain the
desired utility curve. By using a combination of these parameters we can create a variety of
shapes for the utility functions. These parameters were designed based on the needs of the
ESSC at ORNL. We expect that these parameters will be set by the customer (submitting the
job) in collaboration with the system owner and the overall system administration policies.
2.2.1.2. Parameters.
Priority. Priority represents the importance of the task to the organization. It sets the
maximum value of a utility function. As the functions are monotonically decreasing, this is
equivalent to the starting value of the utility function. Let π(p) be the maximum utility of
tasks belonging to priority level p, where p ∈ {critical, high,medium, low}. Each of these
priority levels has a fixed value of maximum utility associated with it. Fig. 2.1a shows
utility functions with different levels of priority for a fixed level of urgency (defined below).
As shown in Fig. 2.1a, a task’s utility does not begin to decay as soon as it arrives, because
this would make the maximum utility value of a task unachievable (i.e., the task needs
non-zero time to execute). In Sec. 2.6.2, we describe how we determine the length of this
interval.
Urgency. The urgency of a task models the rate of decay of the utility of that task over
time. It affects the “shape” of the utility function. Tasks that are more urgent will have their
utility values decrease at a faster rate than less urgent tasks. In this study, we model the
decay of utilities as an exponential (other functions may be used). Let ρ(r) be the exponential
decay rate of tasks belonging to urgency level r, where r ∈ {extreme, high,medium, low}.
Fig. 2.1b illustrates utility functions with different urgency levels for a fixed priority level.
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The urgency level of a task along with the task’s average execution time control the duration
for which the starting utility value of a task does not decay (see Sec. 2.6.2).
Utility Class. A utility class is used to fine-tune a utility function by dividing the function
into a set of intervals with discrete characteristics. We define each interval (except the first)
to have three parameters: a start time, a percentage of maximum utility at that start time,
and an exponential decay rate modifier. By defining different utility classes we can devise a
wide variety of utility functions. We could set a hard deadline for a task by having the utility
of the task drop to zero. For our simulations, we created four utility classes and each task
belongs to one of these four classes (the number of utility classes can be domain dependent).
The first element within a utility class is the set of time intervals that partition the time
axis of the utility function (except the end time of the first interval). Let t(k, c) be the start
time of the kth interval relative to the arrival time of a task belonging to utility class c.
The second element in a utility class sets the percentage of the maximum utility at the
start of each of the intervals except the first. Let ψ(k, c) be this percentage for the kth
interval, where 0 ≤ ψ(k, c) ≤ 1 and ψ(k, c) ≤ ψ(k− 1, c) for k > 1. Therefore, the maximum
utility value in the kth interval of a utility function for a task with a priority level p and
utility class c is given by, Ψ(k, c, p) = ψ(k, c)× π(p).
The final element in a utility class c is a modifier, δ(k, c), to the exponential decay rate
of the interval k, with k > 1 to ignore the first interval. The exponential decay rate in
interval k of a utility function with urgency level r and utility class c is given by, ∆(k, c, r) =
δ(k, c) × ρ(r). The values of this modifier are typically near 1, because the purpose of this
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Figure 2.1. (a) Four utility functions with different priority levels and a
fixed urgency level showing the decay in utility for a task after its arrival time
τ . The curves labeled “c,” “h,” “m,” and “l” are the curves with critical,
high, medium, and low priorities, respectively. (b) Four utility functions with
different urgency levels and a fixed priority level showing the decay in utility
for a task after its arrival time τ . The curves labeled “e,” “h,” “m,” and “l” are
the curves with extreme, high, medium, and low urgency levels, respectively.
The length of time for which the starting utility value of a task persists (does
not decay) is shorter for more urgent tasks.
Fig. 2.2 shows a utility function (at a fixed priority and urgency level) partitioned into
separate intervals, each with its own rate of decay and starting utility value. The last interval
shows that the utility drops to zero as time tends to infinity.
2.2.1.3. Construction of a Utility Function. Let p be the priority level, r the urgency
level, and c the utility class of a task i. The utility value U(p, r, c, t) at any time t relative to
the arrival time of the task, where t(k, c) ≤ t < t(k+1, c), is given by the following equation:
(1) U(p, r, c, t) = (Ψ(k, c, p)−Ψ(k + 1, c, p))× e−∆(k,c,r)·(t−t(k,c)) + Ψ(k + 1, c, p).
2.2.2. Model of Environment. We group tasks with similar computational require-
ments into task types and machines with similar performance capabilities into machine types.
We model a heterogeneous environment, where the execution times of different task types
may vary across the different machine types. We assume we are given an Estimated Time to
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Compute (ETC) matrix, where ETC(i, j) is the estimated time to compute a task of type i
on a machine of type j. This is a common assumption in the resource management literature
[13–18]. For simulation purposes, we use a synthetic workload as described in Sec. 2.6.3,
but in practice, one could use historical data to obtain such information [15, 17]. We model
special-purpose and general-purpose machines. The special-purpose machine types have the
ability to execute certain task types much faster than the general-purpose machine types,
but may be incapable of executing other task types. Further details are in Sec. 2.6.3.
We model a dynamic environment where tasks arrive throughout a 24 hour period. The
scheduler does not know the arrival time, utility function, or type of each task until the
task arrives. The system is composed of dedicated compute resources with a workload large
enough to create an oversubscribed environment. We assume that the tasks in the workload
are independent (no inter-task communication is required) and serial (each task executes on
a single machine). For scheduling purposes we do not consider the pre-emption of tasks. We
do, however, allow tasks to be dropped prior to execution (see Sec. 2.4.4).
2.3. Problem Statement
Our goal is to design resource management techniques to maximize the overall system
utility achieved in an oversubscribed heterogeneous environment. To solve this problem, we
devise twelve heuristics to perform the scheduling operations and design a metric using utility
functions to measure the performance of schedulers. Once a task arrives, we can calculate
the completion time of the task based on the resource to which it is mapped. Using the
completion time of task i, denoted tcompletion(i), and the task’s utility function parameters
(namely, p(i), r(i), and c(i)), the utility earned by the task can be calculated using Equation
1 to obtain U(p(i), r(i), c(i), tcompletion(i)). Let Ω(tend) be the set of tasks that have completed
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execution by time tend. The goal of our resource management procedures is to maximize the




U(p(i), r(i), c(i), tcompletion(i)).
2.4. Resource Management Policies
2.4.1. Overview. The scheduling problem, in general, has been shown to be NP-complete
[1], and therefore it is common to use heuristics to solve this problem. Any time when a
decision has to be made to assign a task to a machine we call a mapping event. The two
types of dynamic heuristics (also known as online heuristics [19]) we use, immediate-mode
heuristics and batch-mode heuristics, differ in the method that a mapping event is triggered
and in the set of tasks that can be scheduled during a mapping event.
In immediate-mode heuristics, a mapping event occurs when a task arrives. The only
exception to this is when the execution of the previous mapping event has not finished before
the arrival of the next task. In that case, the trigger time for the next mapping event is
delayed until the previous mapping event finishes execution. The immediate-mode heuristics
assign the new task to some machine queue. Once the task is put in the machine queue it
cannot be remapped. We design and evaluate seven immediate-mode heuristics.
In batch-mode heuristics, typically mapping events are triggered after fixed time intervals
or a fixed number of task arrivals. If the previous mapping event has not completed execution,
the trigger time of the next mapping event is delayed until the previous mapping event
finishes execution. We refer to the task that is next in-line for execution on a machine queue
as a pending task. We refer to the part of the machine queues that do not include the
executing and the pending tasks as the virtual queues of the scheduler. Fig. 2.3 shows tasks
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waiting in the virtual queues of an example system with four machines. The batch-mode
heuristics make mapping decisions for both the tasks that have arrived since the last mapping
event and the tasks that are waiting in the virtual queues. This set of tasks is the called
the mappable tasks. The batch-mode heuristics (unlike immediate-mode heuristics) have
the capability to re-map tasks in the virtual queues of scheduler. The batch-mode heuristics
do not re-map pending tasks so the machine does not become idle when its executing task
completes. The simulation results in Sec. 2.7 show that the batch-mode heuristics have a
significant advantage because they have more information available while making a mapping
decision (as they consider a set of tasks). Furthermore they can alter those decisions in the
future by remapping tasks when additional information becomes available. We design and
evaluate five batch-mode heuristics.
2.4.2. Immediate-mode Heuristics.
2.4.2.1. Naive Immediate-mode Heuristics. The first two immediate-mode heuristics do
not consider the execution time estimates of different task types on machine types, nor the
ready-times of the machines (the times that the machines finish execution of their already
queued tasks). These heuristics are used as baseline heuristics for comparison purposes. We
refer to these heuristics as the naive immediate-mode heuristics.
The Random heuristic assigns the newly arrived task to a random machine on which it
can execute (i.e., not a special-purpose machine where it cannot execute). The Round-Robin
heuristic assigns the incoming tasks in a round-robin fashion. The machines are listed in a
randomized order and this ordering is kept fixed. The first task that arrives for a mapping
event is assigned to the first machine (on which it can execute), the next incoming task is
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queues of a sample system
with four machines. The
tasks in the executing
and pending slots are not
eligible to be re-mapped,
whereas the tasks in the
virtual queue section of
the machine queues can
be re-mapped. This only
applies to the batch-mode
heuristics.
2.4.2.2. Smart Immdediate-mode Heuristics. We refer to the next five heuristics as the
smart immediate-mode heuristics. The results in Sec. 2.7 show that these heuristics perform
better than the naive immediate-mode heuristics.
The Maximum Utility (Max Util) heuristic is based on the Minimum Completion Time
heuristic from the literature [20, 21, 11, 22, 23]. The heuristic assigns a newly arrived task
to the machine that would complete it soonest. We model monotonically-decreasing utility
functions and, thus, the machine that completes the task the earliest is also the machine that
earns the highest utility from the task. This heuristic accounts not only for the execution
time of the task on machines, but also the ready-time of the machines.
The Maximum Utility-Per-Time (Max UPT) heuristic computes the utility a newly ar-
rived task can earn on each machine divided by its execution time on that machine. It
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then assigns the task to the machine that maximizes “utility earned / execution time.” The
reasoning behind this is to earn highest utility per time in an oversubscribed system.
We design two heuristics based on the Minimum Execution Time (MET) heuristic [20,
21, 11]. The Minimum Execution Time-Random (MET-Random) heuristic first finds the
set of machines that belong to the machine type that can execute the newly-arrived task
the fastest (ignoring machine ready time). Among those machines, it assigns the task to
a random machine. The Minimum Execution Time-Max Util (MET-Max Util) heuristic
also finds the set of machines belonging to the minimum execution time machine type for
the newly arrived task, but picks the machine among them that minimizes completion time
(which also maximizes utility).
The K-Best Types heuristic is based on the K-Percent Best heuristic, introduced in [11]
and used in [24, 21, 25, 26]. The idea is to try combining the benefits of the MET heuristic
and the Max Util heuristic. The K-Best Types heuristic first finds the K-best machine
types that have the lowest execution times for the current task. Among the machines of
these machine types, it then picks the machine that minimizes completion time (which also
maximizes utility). By using different values of K, we can control the extent to which the
heuristic is biased towards MET-Max Util or Max Util. We empirically determine the best
value of K.
2.4.3. Batch-mode Heuristics. The Min-Min Completion Time (Min-Min Comp)
heuristic is based on the concept of the two-stage Min-Min heuristic that has been widely
used (e.g., [21, 27, 25, 26, 28, 10, 11, 29, 22, 23, 30]). In the first stage, the heuristic inde-
pendently finds for each mappable task the machine that can complete it the soonest. In
the second stage, the heuristic picks from all the task-machine pairs (of the first stage) the
pair that has the earliest completion time. The heuristic assigns the task to that machine,
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removes that task from the set of mappable tasks, updates the ready-time of that machine,
and repeats this process iteratively until all tasks are mapped. This batch-mode heuristic is
computationally efficient because it explicitly does not perform any utility calculations.
The Sufferage heuristic concept introduced in [11] and used in, for example, [31, 32, 27,
28, 25, 10, 22], attempts to assign tasks to their maximum utility machine. Ties are broken
in favor of the tasks that would “suffer” the most if they did not get their maximum utility
machine. In the first stage, the heuristic calculates for each mappable task a sufferage value,
i.e., the difference between the best and the second-best utility values that the task could
possibly earn. In the second stage, tasks are assigned to their maximum utility machines.
If multiple tasks request the same machine, then the task that has the highest sufferage
value is assigned to that machine. Assigned tasks are removed from the mappable tasks set,
ready-times of machines updated, and the process repeated until all tasks are mapped.
The Max-Max Utility (Max-Max Util) heuristic is also a two-stage heuristic, like the
Min-Min Comp heuristic. The difference is that in each stage Max-Max Util maximizes
utility, as opposed to minimizing completion time. In the first stage, this heuristic finds
task-machine pairs that are identical to those found in the first stage of the Min-Min Comp
heuristic, because of the monotonically-decreasing utility functions. In the second stage, the
decisions made by Max-Max Util may differ from those of Min-Min Comp. This is because
in the second stage, the Max-Max Util heuristic picks the maximum utility choice among
the different task-machine pairs, and the utility earned depends both on the completion time
and the task’s specific utility function.
The Max-Max Utility-Per-Time (Max-Max UPT) heuristic is similar to the Max-Max
Util heuristic. The difference being that in each stage Max-Max UPT maximizes “utility
earned / execution time,” as opposed to maximizing utility. As mentioned before, this
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heuristic attempts to maximize utility earned by a task while minimizing the time it uses
computational resources. Completing tasks sooner is helpful in an oversubscribed system.
The MET-Max Util-Max UPT heuristic is similar to the Max-Max UPT heuristic with a
difference in the first stage. In the first stage, this heuristic pairs each task with the minimum
completion time machine among the machines that belong to its minimum execution time
machine type. Therefore, for a task, this batch-mode heuristic performs utility calculations
only for a subset of the machines (i.e., those machines that belong to the machine type that
executes this task the fastest).
2.4.4. Dropping Low-Utility Tasks. In an oversubscribed environment, it is not
possible to earn significant utility from all tasks. We introduce the ability to drop low-utility
earning tasks while making mapping decisions. Dropping a task means that it will never
be mapped to any machine (unless the user resubmits it). The motivation for doing this
is to reduce the wait times (i.e., increase the achieved utility) of the other (higher-utility
earning) tasks that are queued in the system. In practice, we expect that policy decisions
will determine the extent to which this technique is applied, and that it will only be used
in extreme situations. The extent of dropping is a tunable parameter that can be varied
based on the system oversubscription level. The goal is to drop tasks that would earn less
utility than a pre-set threshold, referred to as the dropping threshold. In this study, for each
simulation, the dropping threshold is fixed at a particular value. The model can be extended
to have a dropping threshold that varies based on the current or expected system load. We
use different methods to drop tasks in the immediate-mode and the batch-mode heuristics.
For the immediate-mode heuristics, the decision to drop a task is made after the heuristic
determines the machine queue in which to map the task. We can compute the completion
time of the task on this machine and the utility that this task will earn. If the utility earned
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by this task is less than the dropping threshold, we do not assign the task to the machine,
and drop it from any further consideration. If the utility earned is greater than or equal to
the dropping threshold, the task is placed on the machine queue as decided by the heuristic.
For the batch-mode heuristics, the decision to drop a task requires more computation
because of the possibility of the task being remapped to another machine in a subsequent
mapping event. Before calling the heuristic, for each mappable task, we determine the
maximum possible utility that the task could earn on any machine assuming it could start
execution immediately after the pending task. If this utility is less than the dropping thresh-
old, we drop this task from the set of mappable tasks. If it is not less than the threshold, the
task continues to stay in the set of mappable tasks and the batch-mode heuristic performs
its allocation decisions.
In addition to the dropping operation, for the batch-mode heuristics, we implement a
technique to permute tasks that are at the head of the virtual queues of the machines, but
this did not improve performance. This technique is described in App. A.
2.5. Related Work
Numerous studies have proposed heuristics to solve the problem of performing resource
management in dynamic heterogeneous computing environments (e.g., [26, 25, 10, 11]). Few
of them, however, optimize for the total utility that the system earns. In a survey of utility
function based resource management [6], the authors point out that in an oversubscribed
system it is preferable to use utility accrual algorithms for performing scheduling decisions
because these have the ability to pick and execute tasks that are more important to the
system (earn high utility). Additional research explores developing a framework for measur-
ing the productivity of supercomputers [33]. They propose a metric for productivity that
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is the ratio of the utility earned by completing a task to the cost of doing this operation.
Possible shapes for the utility-time and the cost-time curves of a task are discussed. The au-
thors also mention the possible interpretations of “utility” and “cost.” Similar to our work,
they consider only monotonically-decreasing utility-time functions. Our work enhances this
by parameterizing the shape of the utility functions and designing resource management
techniques to maximize the aggregate utility.
Value functions (similar to utility functions) are used in systems with processes running
on symmetric, shared-memory multi-processors (SMP) with one to four processing elements
[5]. Each process has a value function associated with it that specifies the value earned
by the system depending on when it completes execution of that process. The scheduler
can consider the arrival times of tasks to make current scheduling decisions. Moreover, the
processes can be periodic. This is in contrast to our model where the scheduler has no prior
knowledge of the arrival time of the tasks. The paper presents two algorithms that make
decisions based on value density (value divided by processing time) and shows that these
algorithms perform better than scheduling algorithms that consider either only deadlines or
only execution times (ignoring the utility earned). This is similar to some of our heuristics
that use utility-per-time. Unlike our environment, they consider homogeneous processing
elements. Other systems using similar value functions have also been examined [34, 35].
Kim et al. define tasks with three soft deadlines [25]. The actual completion time of
the task is compared to the soft deadlines to obtain a deadline factor. The deadline factor
is multiplied with the priority of a task to calculate the actual “value” that is earned for
completing the task. Dynamic heuristics are used to maximize the total value that can be
earned by mapping the tasks to machines. Although tasks can have different priorities, the
degradation curve for the value of a task is always a step-curve with the steps occurring at
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the soft deadlines. In our model, each task can have its own utility function shape and the
utility decays exponentially. Also, we model special-purpose machine and task types, have
different arrival patterns for the different kinds of tasks, and experiment with dropping low
utility-earning tasks in our oversubscribed system.
The concepts of utility functions have been used in real-time systems for scheduling tasks
[7, 8]. The problem of scheduling non-preemptive and mutually independent tasks on a single
processor has been examined [7]. In that study, each task has a time value function that gives
the task’s contribution at its completion time. The goal is to order the execution of the tasks
on the single processor to maximize the cumulative contribution from the tasks. Analytical
methods have been used to create performance features and optimize them [8]. In that
study, all jobs have the same shape for their utility functions, as opposed to our study where
every task can have a different shape for its utility function. Although these papers address
the maximization of total utility earned, the environment of a single processor versus our
environment of a heterogeneous distributed system makes solution techniques significantly
different for the two cases.
In [9], the users of a homogeneous high performance computing system can draw arbitrary
shapes for utility functions for the jobs they submit. The users decide the level of accuracy in
modeling the utility functions. The work in [9] uses a genetic algorithm to solve the problem
of maximizing utility. The average execution time of the algorithm is 8,900 seconds. In our
study, scheduling decisions are made at much smaller intervals (after a minute in the case of
the batch-mode heuristics). Furthermore, we assume a heterogeneous computing system, as
opposed to the homogeneous computing system that they model.
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2.6. Simulation Setup
2.6.1. Overview. In this study, we simulate a heterogeneous computing environment
where a workload of tasks arrive dynamically. To model the execution time characteristics
of the workload, we use an Estimated Time to Compute (ETC) matrix (as described in
Sec. 2.2.2). To completely describe the workload, we need to determine each task’s utility
function parameters, task type, and arrival time. In this section, we explain how we generate
these parameters for our simulations based on the expectations for future environments of
DOE and DoD interest.
Each experiment discussed in Sec. 2.7 has its results averaged over 50 simulation trials.
Each trial has a new workload of tasks (with different utility functions, task types, and
arrival times). Each trial also models a different compute environment by using different
values for the entries of the ETC matrix. We now describe our method of generating these
values for each of the trials.
2.6.2. Generating Utility Functions. For each task in the workload, we need to
assign the three parameters to describe its utility function (i.e., priority, urgency, and utility
class). As mentioned in Sec. 2.2.1.2, we have four possibilities for each of these parameters.
We model four utility classes in this study because these are representative of the expected
workload at ESSC. In our simulations, a task’s utility class is chosen uniformly at random
among the four classes modeled. Fig. 2.4 illustrates the utility functions obtained by using
the four utility classes that we used in this study for a fixed priority level and a fixed
urgency level. The length of the first interval during which the utility value does not decay
is represented by “F” in the figure. It is dependent on the urgency level of the task as well
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as the average execution time of the task. App. B gives the method for its computation.














Figure 2.4. The utility functions of the four
utility classes (A, B, C, and D) used in this
study shown at fixed priority and urgency lev-
els showing the decay in utility for a task after
its arrival time τ . The duration of its first in-
terval during which the utility value remains
constant is represented by F on the x-axis.
In our simulations, the priority and ur-
gency levels of a task are set based on a joint
probability distribution that is representa-
tive of DOE/DoD environments. App. D
shows this probability distribution as a ma-
trix. The model results in most tasks having
medium and low priorities with medium and
low urgencies, and a few important tasks
having critical and high priorities with ex-
treme and high urgencies.
The values of maximum utility set by the various priority levels are: π(critical) = 8,
π(high) = 4, π(medium) = 2, and π(low) = 1. We also experimented with a different set
of values for the priority levels: π(critical) = 1, 000, π(high) = 100, π(medium) = 10, and
π(low) = 1. The exponential decay rates for the various urgency levels are: ρ(extreme) =
0.6, ρ(high) = 0.2, ρ(medium) = 0.1, and ρ(low) = 0.01. These priority and urgency values
are based on the needs of the ESSC.
2.6.3. Generating Estimated Time to Compute (ETC) Matrices. In our simu-
lation environment, we group together tasks that have similar execution time characteristics
into task types, and machines that have similar performance capabilities into machine types.
We model 100 task types and 13 machine types. In our simulations, the procedure by which
we assign tasks to task types is described in Sec. 2.6.4. We model an environment consisting
of 100 machines, where each machine belongs to one of 13 machine types. Among these 13
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machine types, 4 are special-purpose machine types while the remaining are general-purpose
machine types. We model the special-purpose machine types as having the capability of
executing certain task types (which are special to them) approximately ten times faster than
on the general-purpose machine types. These special-purpose machine types, however, lack
the ability to execute the other task types. In our environment, three to five task types were
special on each special-purpose machine type.
We use techniques from the Coefficient of Variation (COV) method [36] to generate the
entries of the ETC matrix. The mean value of execution time on the general-purpose and the
special-purpose machine types is set to ten minutes and one minute, respectively. Complete
details about our parameters for generating ETC matrices are described in App. E. The
appendix also discusses how we distribute the 100 machines among the 13 machine types.
In this study, the task type of a task is not correlated to the worth of the task to the
system, and therefore is not related to the utility function of the task. The task type only
controls the execution time characteristics of the task.
2.6.4. Generating the Arrival Pattern of Tasks. To generate the arrival times
of the tasks in the simulation, we use different arrival patterns for the special-purpose and
the general-purpose task types. The goal of our arrival pattern generation is to closely
model expected workloads of DOE and DoD interest. Our simulation models the arrival and
mapping of tasks for a 24 hour period. Real-world oversubscribed systems rarely start with
empty queues. To model this in our environment, we simulate the arrival and mapping of
tasks for 26 hours, and exclude the first two hours of data from result calculations. The
initial two hours serve to bring the system up to steady-state and avoid the scenario where
the machine queues start with no tasks. We calculate all of our results (utility earned,
average heuristic execution time, number of dropped tasks, etc.) for the duration of 24
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hours (i.e., from the end of the 2nd to the end of the 26th hour). We also model two levels
of oversubscription. In one case, approximately 33,000 tasks arrive during a 24 hour period
whereas in the other case approximately 50,000 tasks arrive over that period.
Before we generate the arrival patterns for the special-purpose and the general-purpose
tasks types, we first find a mean arrival rate of tasks for every task type (irrespective of
special-purpose or general-purpose). We find the estimated number of tasks of each task
type that will arrive during the day by sampling from a Gaussian distribution. The mean
for this distribution is the ratio of the desired number of tasks to arrive (33,000 or 50,000)
to the number of task types in the system. The variance is set to 1/10th of the mean. We
obtain the mean arrival rate of a task type by dividing the estimated number of tasks of this
task type that are to arrive during the period by 24 hours. The mean arrival rate of each
task type is used to generate arrival rate patterns (that have different arrival rates during
the 24 hours), based on whether it is a special-purpose or a general-purpose task type. For
the general-purpose task types, we use a sinusoidal pattern for the arrival rate. For the
special-purpose task types, we use a bursty arrival rate pattern. App. F discusses how we
create the arrival pattern for a general-purpose or special-purpose task type, and use this
arrival rate pattern of a task type to obtain the actual number and arrival times of the tasks
belonging to that task type.
2.7. Simulation Results and Analysis
2.7.1. Overview. As mentioned in the previous section, we generate 50 simulation trials
for each experiment that we describe in this section. All bar charts in this section have results
averaged over the 50 trials with error bars showing 95% confidence intervals. For the batch-
mode heuristics, the next mapping event occurs after both of the following conditions have
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been met: a time interval of one minute has passed since the last mapping event and the
execution of the previous mapping event has finished. Later in this section, we show results
with different methods of triggering batch-mode mapping events.
To make a fair comparison across the two levels of oversubscription, it is important to
analyze the performance of a heuristic as a percentage of the maximum possible utility that
could be achieved in that oversubscription level. The value of maximum utility bound that
can be earned is calculated by summing the utility values achieved if all tasks were assumed
to begin execution on their minimum execution time machine as soon as they arrive. We
consider only tasks whose completion times are within the 24 hour period. The values of the
maximum utility bound averaged across the 50 trials in the 33,000 and 50,000 tasks arriving
per day cases are 65,051 and 98,708, respectively. First, we compare the performance of
the various heuristics with the two levels of oversubscription. We then explore the effect of
dropping tasks with different levels of dropping thresholds.
The best value of K for the K-Best Types heuristic was empirically found to be K=1
machine type in our environment. At K=1, the K-Best Types performs the same mapping
decisions as the MET-Max Util heuristic. We therefore do not show the results from this
heuristic in any of the bar charts.
2.7.2. Preliminary Results. Fig. 2.5 shows the performance of the different heuristics
in terms of the percentage of maximum utility earned with the two levels of oversubscrip-
tion. Irrespective of the oversubscription level, we observe that the naive immediate-mode
heuristics always perform poorly compared to the smart immediate-mode heuristics. This
is because the naive heuristics do not consider ETC information, machine ready-times, and
the utility earned by a task on the various machines. The batch-mode heuristics always
perform significantly better than the smart immediate-mode heuristics. This is because the
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batch-mode heuristics not only consider machine ready-times, but also have the ability to
schedule a set of tasks and re-map tasks that are in the virtual queues. Most of the batch-
mode heuristics are able to use this to their advantage and move any high utility-earning
task that may have just arrived to the front of the virtual queues in the next mapping event.
With the immediate-mode heuristics, the newly-arrived high utility-earning tasks would be
queued behind other tasks, and by the time they get an opportunity to execute, their util-
ity may have decayed significantly. With the 33,000 tasks per day case, on average, the
batch-mode heuristics gave an improvement of approximately 250% compared to the smart
immediate-mode heuristics.
Comparing the percentage of maximum utility earned by the heuristics for the two levels
of oversubscription shows that higher oversubscription makes it harder to earn the maximum
possible utility. The actual utility earned by a heuristic in the 50,000 tasks per day case
will typically be higher than that in the 33,000 tasks per day case. For example, the utility
earned by Min-Min Comp in the 33,000 tasks per day case is 53.13% of 65,051 = 34,555, and
in the 50,000 tasks per day case is 41.26% of 98,708 = 40,726. Even though for both levels of
oversubscription we consider the utility earned by the system only for the 24 hour duration,
the higher oversubscription rate allows a heuristic to select more higher utility earning tasks,
and therefore earn higher utility.
The Max Util and Max UPT immediate-mode heuristics earn most of their utility from
the special-purpose machines. This is because the special-purpose machines are able to
quickly execute the tasks assigned to them (i.e., special-purpose tasks) and these machines
are not oversubscribed. As a result, a task assigned to a special-purpose machine begins
execution quickly and is able to earn high utility. In contrast, the general-purpose machines



























































































































































































Figure 2.5. Percentage of maximum utility earned by all the heuristics under
two levels of oversubscription: 33,000 tasks arriving within a day, and 50,000
tasks arriving within a day. No tasks were dropped in these cases. The utility
earned value (as opposed to the percentage of maximum utility earned) by a
heuristic in the 50,000 tasks per day case will typically be higher than that in
the 33,000 tasks per day case.
utility by the time they finish execution. MET-Random and MET-Max Util alleviate this
problem by assigning tasks to machines where they execute the fastest. This allows these
heuristics to earn utility from the general-purpose machines as well.
The performance of many batch-mode heuristics is severely affected by the increase in the
oversubscription level. The higher oversubscription results in more tasks being present in the
batch during the mapping events. With an increase in the size of the batch, the batch-mode
heuristics take considerably longer to perform each mapping event. This leads to triggering
fewer mapping events (because a new mapping event cannot begin until the previous one
completes). Fig. 2.7 shows the total number of mapping events for the batch-mode heuristics
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under the two levels of oversubscription. The total number of mapping events are partitioned
into two sections: those triggered at the time interval of one minute and those initiated when
the execution of the previous mapping event took longer than one minute. We observe that
the batch-mode heuristics (other than Min-Min Comp in 33,000 tasks per day case) have
fewer mapping events being triggered than the expected amount (namely, 1,440 if they were
all triggered after one minute). With fewer mapping events, it takes longer for the high
utility-earning tasks to be moved up to the front of the virtual queues and the delay may
cause their utility values to decay significantly. Min-Min Comp executes faster than the other
batch-mode heuristics because it does not perform any explicit utility calculations. MET-
Max Util-Max UPT also executes relatively quickly because it performs utility calculations
only for a subset of the machines. Max-Max Util and Max-Max UPT earn very low utility
in the 50,000 tasks per day case because they have only 200 mapping events being triggered
during the day. In contrast to the batch-mode heuristics, the immediate-mode heuristics
execute quickly, and as a result, even in the case where 50,000 tasks arrive during the day,
they have approximately 50,000 mapping events with only 0.5% of those on average (250
out of 50,000) being initiated as a result of the heuristic execution of the previous mapping
event taking longer than the arrival time of the next task.
Picking the minimum execution time machine type for a task is automatically providing
load balancing in our environment. The MET-type heuristics (both immediate-mode and
batch-mode) are performing particularly well because of the high heterogeneity modeled in
our environment. If we had a variation in our environment where the workload includes
many task types that perform best on a select few machines, these MET-type heuristics
would assign all of those tasks only to these few machines resulting in long machine queues
on these fast machines, where the wait time of a task would negate the faster execution time.
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Our level of heterogeneity is modeled based on the expectations for future environments of
DOE and DoD interest.
2.7.3. Results with Dropping Tasks. As mentioned in Sec. 2.4.4, we implement
techniques in the immediate-mode and batch-mode heuristics to drop tasks that earn utility
values less than a dropping threshold. We experiment with six levels for the dropping
threshold: 0 (which is equivalent to no dropping), 0.05, 0.5, 1.5, 3, and 5. These are chosen
based on our system model, including the values of maximum utility for the various priority
levels, i.e., 8, 4, 2, and 1. We run simulations with all the heuristics using the six dropping
thresholds for the two cases of oversubscription. In Fig. 2.6, we show the results for the
50,000 tasks per day case. The results of the 33,000 oversubscription level show similar
trends, and are discussed in App. G. The heuristics significantly benefit from the dropping
operation. For almost all heuristics, the utility earned increases as we increase our dropping
threshold from 0 to 1.5. With a dropping threshold of 1.5, all the low priority tasks are
dropped because their starting utility is 1. This may be undesirable in general, but for
our oversubscribed system this results in the best performance. The average computation
capability of our environment is such that approximately 26,000 tasks can execute in the
24-hour period (based on the average execution time of each task on each machine). Our
dropping operation lets us pick the best 26,000 tasks to execute to maximize the total utility
that can be earned. Based on a different system model and administrative policies one may
set the specific levels of dropping thresholds differently.
The immediate-mode heuristics do not have the ability to move newly arrived high-utility
earning tasks to the head of the queue because they are not allowed to remap queued tasks.
The dropping operation benefits the immediate-mode heuristics by clearing the machine
























































































































































































Figure 2.6. Percentage of maximum utility earned earned by all the heuris-
tics for the different dropping thresholds with the oversubscription level of
50,000 tasks arriving during the day. The average maximum utility bound for
this oversubscription level is 98,708.
sooner and earn higher utility. This helps the immediate-mode heuristics to earn utility
from the general-purpose machines. The special-purpose machines were not oversubscribed
and therefore there is no significant increase in performance from these machines because of
the dropping operation. At the best dropping threshold, i.e., 1.5, Max Util and Max UPT
have an approximately 450% performance improvement compared to the no dropping case.
The performance of these two heuristics comparable to that of the batch-mode heuristics.
As we increase the dropping threshold beyond 1.5, we drop too many tasks from our system
and as a result earn less utility overall.
There are two main reasons why the batch-mode heuristics benefit from the dropping
operation. The first is that the dropping operation helps them reduce the size of their batch
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during each mapping event by dropping tasks that would only be able to earn low utility.
This makes the mapping events execute faster and results in more mapping events. For the
batch-mode heuristics, in all cases where some level of dropping was implemented, all of the
1440 mapping events were triggered. With the increase in the number of mapping events,
the batch-mode heuristics are able to service high utility-earning tasks faster. This causes
the improvement in performance in the dropping at 0.05 case compared to the no dropping
case. The second reason the batch-mode heuristics benefit from the dropping operation is
the prevention of low utility-earning tasks from blocking the pending and the executing slots
of the machines. When tasks are arriving, there may be periods when most of the arriving
tasks are neither critical nor high priority tasks. During this time period, other lower priority
tasks get the opportunity to fill into the pending slots of the machines. If there is a burst of
critical or high priority tasks after this period, these higher-priority tasks will have to wait
in queue behind the lower priority task in the pending slot, because the pending slot tasks
cannot be re-mapped. By dropping the lower priority tasks, we do not block the pending
(and hence the executing) slots and when the high utility-earning tasks arrive they get to
quickly start execution and provide higher utility to the system. This causes the performance
improvement for batch-mode heuristics with further dropping beyond 0.05. Similar to the
immediate-mode heuristics, dropping thresholds greater than 1.5 drop too many tasks.
Max-Max Util, Max-Max UPT, and MET-Max Util-Max UPT maximize the utility
earned and push low utility-earning tasks to the back of the queue. Thus, for these heuristics,
the biggest advantage of the dropping operation is to reduce the size of the batch, allowing
for more mapping events.
The dropping operation also helps to make the Min-Min Comp and Sufferage heuris-
tics more utility-aware, and we get the biggest performance improvement by increasing the
29
dropping threshold to 1.5 (even though the dropping threshold at 0.05 triggered all 1,440
mapping events).
In all cases where some level of dropping is implemented, almost all of the heuristics
earn similar values of utility from the special-purpose machines because these machines are
not oversubscribed. Utility earned from special-purpose machines decreases with dropping
thresholds of 1.5 and higher because proportionally the number of special-purpose tasks
become fewer.
Although the smart immediate-mode heuristics can earn utility comparable to the batch-
mode heuristics, their performance is very sensitive to the value of the dropping threshold.
For the immediate-mode heuristics, the dropping threshold parameter needs to be tuned
based on the starting utility values for the different priority levels, arrival pattern of the
tasks, degree of oversubscription of the environment, etc., because the immediate-mode
heuristics rely on the dropping threshold to empty the machine queues. In contrast, the
mechanism by which the dropping operation helps batch-mode heuristics such as Max-Max
Util, Max-Max UPT, and MET-Max Util-Max UPT is different, i.e., it increases the number
of mapping events. The performance of these batch-mode heuristics is less sensitive to the
value of the dropping threshold.
The MET-based heuristics, i.e., MET-Random, MET-Max Util, and MET-Max Util-
Max UPT, earn less utility compared to the other heuristics at a dropping threshold of 1.5.
At this dropping threshold, all the low priority tasks are dropped from the system, and
they account for approximately 53% of tasks (see App. D). Therefore, with a 1.5 dropping
threshold the degree of oversubscription reduces significantly. The MET-based heuristics
assign tasks to the machines that belong to the best execution time machine type. As a
result, these heuristics hurt their case at this dropping threshold by oversubscribing certain
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machines. This causes them to drop more tasks (because tasks wait longer) compared to
the other heuristics and earn less utility overall. The effect of increased oversubscription
by the MET-based heuristics is not apparent at the 0.5 and 3 dropping thresholds because
at these dropping thresholds the system is much more oversubscribed and undersubscribed,
respectively.
For dropping thresholds 1.5 and above, almost all the heuristics earn similar amounts
of total utility (except naive heuristics and the MET-based heuristics). At these dropping
thresholds, only tasks of higher priority levels are executing on the machines (as tasks with
lower priority levels have starting utility values less than the dropping threshold) and as a
result the degree of oversubscription is reduced. The non-dropped tasks start execution as
soon as they because machines are idle most of the time, and therefore, all heuristics earn
similar levels of utility.
The average mapping event execution times for the heuristics in both levels of over-
subscription at a 0.5 dropping threshold are in App. G. Results of experiments with the
maximum utility values for the priority levels set at 1000, 100, 10, and 1 are discussed in
App. H.
2.7.4. Triggering Batch-mode Mapping Events. The ability of the batch-mode
heuristics to update the machine queues with a high utility-earning task that may have
arrived recently provides a distinct advantage. We now study the effect of varying the size of
the batch by exploring other possibilities for triggering the next mapping event. We examine
a technique to trigger batch-mode mapping events based on a combination of time interval
and number of tasks that have arrived since the last mapping event. A mapping event will
be triggered when either of the above (time interval or number of tasks) occur, or after
the previous mapping execution if it takes longer. These studies are performed using the
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0.5 dropping threshold and 50,000 tasks per day case. We experiment with the following
five triggering cases: (1) number of tasks: 1; (2) number of tasks: 2, or time interval:
0.0576 minutes; (3) number of tasks: 35, or time interval: 1 minute; (4) number of tasks:
70, or time interval: 2 minutes; (5) number of tasks: 347, or time interval: 10 minutes.
For each case, the time intervals are chosen to approximate the corresponding estimated
number of task arrivals. These experiment parameters are set based on our simulation
environment. One could perform such tests with different values for the parameters based
on other environments.
Fig. 2.8 shows the performance of the Max-Max UPT heuristic with the different cases
of triggering. The other batch-mode heuristics show similar trends as the Max-Max UPT
heuristic. In all five triggering cases mentioned above and for all of the batch-mode heuristics,
the average execution time of a mapping event with a dropping threshold of 0.5 is under 350
milliseconds.
The best performance is obtained when mapping events keep triggering every time a
new task arrives. The batch-mode heuristics were able to execute 50,000 mapping events
because we are using a dropping threshold of 0.5 and this makes the heuristics execute
quickly. The performance benefit is due to the heuristics being able to use new information
to quickly re-map tasks. However, the increase in performance is small because very few
tasks among the newly arrived tasks would be critical or high priority tasks. It is usually
the high utility-earning tasks that change the mapping of the previously mapped tasks. As
mentioned in App. D, on average approximately 4% and 11% of tasks are critical and high
priority tasks, respectively. Therefore, after a minute or after 35 task arrivals, there would


















































































































Figure 2.7. The number of mapping
events initiated either because the one
minute time interval has passed since the
last mapping event or because the previ-
ous mapping event finished execution af-
ter one minute are shown for five batch-
mode heuristics with the two levels of
oversubscription: 33,000 tasks arriving
within a day, and 50,000 tasks arriving
























































































































































































tasks. Scheduling these as soon as they arrive instead of waiting for less than a minute
provides only a marginal increase in the total performance.
2.8. Conclusions and Future Work
In this study, we develop a flexible metric that uses utility functions to compare the
performance of resource allocation heuristics in an oversubscribed heterogeneous computing
environment where tasks arrive dynamically throughout a 24 hour period. We model this
type of environment based on the needs of the ESSC at ORNL. We design and analyze the
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performance of seven immediate-mode heuristics and five batch-mode heuristics in our sim-
ulated environment based on the total utility they could earn during a one day time period.
We observe that without the ability to drop tasks, the naive immediate-mode heuristics per-
form poorly compared to the smart immediate-mode heuristics, which in turn perform poorly
compared to the batch-mode heuristics. Among the batch-mode heuristics, Max-Max UPT
and MET-Max Util-Max UPT perform the best. This is because these batch-mode heuristics
consider the minimization of the execution time of the task in addition to maximizing util-
ity. This is helpful in an oversubscribed highly heterogeneous environment. Dropping low
utility-earning tasks significantly helps improve performance of the immediate-mode heuris-
tics because it allows other relatively high-utility earning tasks to execute sooner and thus
earn more utility. Dropping tasks also improves the batch-mode heuristics in two ways, (a)
by preventing large batch sizes which results in more mapping events being triggered due
to faster heuristic execution times, and (b) by preventing lower-priority tasks from enter-
ing into the pending slot so that higher priority tasks that arrive subsequently can execute
sooner. Immediate-mode heuristics are much more sensitive to the value of the dropping
threshold and rely on its tuning to avoid low utility earning tasks from entering machine
queues. Permuting the initial tasks at the head of the virtual queues does not affect the
performance significantly in our environment. We also experiment with different triggers for
the batch-mode mapping events. We observe that (in our environment) triggering every time
a new task arrives is not providing significant benefit in the total utility earned compared




Trade-offs Between System Performance and
Energy Consumption2
3.1. Introduction
During the past decade, large datacenters (comprised of supercomputers, servers, clus-
ters, farms, storage, etc.) have become increasingly powerful. As a result of this increased
performance the amount of energy needed to operate these systems has also grown. It was
estimated that between the years 2000 and 2006 the amount of energy consumed by high
performance computing systems more than doubled [38]. In 2006 an estimated 61 billon
kWh was consumed by servers and datacenters, approximately equal to 1.5% of the total
United States energy consumption for that year. This amounted to $4.5 billion in electricity
costs [38]. Since 2005, the total amount of electricity used by HPC systems increased by
another 56% worldwide and 36% in the U.S. Additionally, during 2010, global HPC systems
accounted for 1.5% of total electricity use, while in the U.S., HPC systems accounted for
2.2% [2].
With the cost of energy and the need for greater performance rising, it is becoming
increasingly important for HPC systems to operate in an energy-efficient manner. One way
to reduce the cost of energy is to minimize the amount of energy consumed by a specific
system. In this work, we show that we can reduce the amount of energy consumed by a
system by making intelligent scheduling decisions. Unfortunately, consuming less energy
2This work was done jointly with Ph.D. student Ryan Friese. The full list of co-authors is at [37]. This
research used resources of the National Center for Computational Sciences at Oak Ridge National Laboratory,
supported by the Extreme Scale Systems Center at ORNL, which is supported by the Department of Defense
under subcontract numbers 4000094858 and 4000108022. This research also used the CSU ISTeC Cray
System supported by NSF Grant CNS-0923386.
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often leads to a decrease in the performance of the system [39]. Thus, it can be useful to
examine the trade-offs between minimizing energy consumption and maximizing computing
performance for different resource allocations. Current resource managers, such as MOAB,
cannot reasonably determine the trade-offs between performance and energy.
In this research, we model a computing environment and corresponding workload that
is being investigated by the Extreme Scale Systems Center (ESSC) at Oak Ridge National
Laboratory (ORNL). The ESSC is a joint venture between the United States Department
of Defense (DoD) and Department of Energy (DOE) to provide research, tools, software,
and technologies that can be utilitized in both DoD and DOE environments. Our goal
is to design an analysis framework that a system administrator can use to analyze the
energy and performance trade-offs of a system by using different resource allocations (i.e.
mapping of tasks to machines). System performance is measured in terms of total utility
earned, where each task in the workload is assigned a time utility function that monotonically
decreases in value the longer a task remains in the system [4]. The computing environment
is a heterogeneous mix of machines and tasks that represents an environment with system
characteristics and workload parameters that are based on the expectations of future DoD
and DOE environments.
In a heterogeneous environment, tasks may have different execution and power consump-
tion characteristics when executed on different machines. One can change the performance
and energy consumption of the system by using different resource allocations. A resource
allocation is defined to be a complete mapping of tasks to machines, where we assume the
number of tasks is much greater than the number of machines. To create these resource
allocations, we model this scheduling problem as a bi-objective optimization problem that
36
maximizes utility earned and minimizes energy consumed. We adapt the Nondominated
Sorting Genetic Algorithm II (NSGA-II) [40] to create the resource allocations.
To analyze the effect of different resource allocations, we implement our method in a
static and offline environment. To create the offline environment we simulate a trace over
a specified time period of the modeled environment. This allows us to gather information
about the number of tasks that arrived during this time period, as well as the arrival times
and types of tasks that were present in the system. The availability of this information
makes this a static resource allocation problem. The knowledge gained from studies such
as this can be used to set the parameters needed for designing dynamic or online allocation
heuristics.
We utilize execution and power consumption characteristics from real machines and ap-
plications. We further use this real characteristic data to create a larger data set in order to
simulate larger systems. In all cases, our results show that by using different resource allo-
cations a system administrator can greatly change the amount of utility earned and power
consumed based on the needs of their system.
In this chapter we make the following contributions:
(1) Modeling a bi-objective resource allocation problem between total utility earned
and total energy consumed to address concerns about energy-efficient computing,
specifically for environments of DoD and DOE interest.
(2) Creating and evaluating many intelligent resource allocations to show that the utility
earned and energy consumed by the system can change greatly.
(3) Demonstrating our method by using real machine and task data.
(4) Providing a method to create synthetic data sets that preserve the heterogeneity
measures found from real data sets.
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(5) Analyzing the effect of using different seeding heuristics on the evolution of solutions
found by the genetic algorithm.
The remainder of this chapter is organized as follows. Related work is discussed in Section
3.2. We construct the system model, and our real data set, in Section 3.3. In Section 3.4, we
describe our bi-objective optimization problem and the NSGA-II. Our simulation setup is
detailed in Section 3.5. Section 3.6 analyzes our simulation results. Finally, our conclusion
and future work will be given in Section 3.7.
3.2. Related Work
The authors of [39] formulate a bi-objective resource allocation problem to analyze the
trade-offs between makespan and energy consumption. Their approach is concerned with
minimizing makespan as their measure of system performance, opposed to maximizing utility
in our approach. Additionally, they model an environment where the workload is a bag of
tasks, not a trace from a dynamic system. This is important because they do not consider
arrival times or the specific ordering of tasks on machine. Finally, the authors do not
demonstrate their approach using real historical data.
A bi-objective optimization problem between makespan and reliability is used to solve
heterogeneous task scheduling problems in [41] and [42]. We perform the bi-objective opti-
mization between utility earned and energy consumed.
The study in [43] implements a weighted sum simulated annealing heuristic to solve
a bi-objective optimization problem between makespan and robustness. One run of this
heuristic produces a single solution, and different weights can be used to produce different
solutions. This differs from our approach in that we independently evaluate our two objective
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functions that allows us to create a Pareto front containing multiple solutions with one run
of our algorithm.
In [44], the authors minimize makespan and total tardiness to solve the bi-objective
flowshop scheduling problem. The authors utilize a Pareto-ant colony optimization approach
to create their solutions. This work differs from ours by not using a genetic algorithm nor is
it concerned with utility nor energy consumption.
In [45], a job-shop scheduling problem is modeled as a bi-objective optimization problem
between makespan and energy consumption. The authors model a homogeneous set of
machines whereas our work models a heterogeneous set of machines. The work in [45] also
differs from ours by using an algorithm that only produces a single solution.
Heterogeneous task scheduling in an energy-constrained computing environment is exam-
ined in [10]. The authors model an environment where devices in an ad-hoc wireless network
are limited by battery capacity. The heuristics in [10] create a single solution while ours
creates multiple solutions. In our study, we are not concerned with an energy-constrained
system, but instead we try to minimize the total energy consumed.
Minimizing energy while meeting a makespan robustness constraint in a static resource
allocation environment is studied in [46]. This work is not an explicit bi-objective optimiza-
tion. Our work differs by using utility maximization as an objective instead of minimizing
makespan.
A dynamic resource allocation problem in an energy-constrained environment is studied
in [47]. Solutions to this problem must complete as many tasks as they can while staying
within the energy budget of the system. In our work, we model a trace of a dynamic system
allowing us to create a static allocation. We also do not constrain the amount of energy our
system can consume.
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Mapping tasks to computing resources is also an issue in hardware/software co-design
[48]. This problem domain differs from ours, however, because it typically considers the
hardware design of a single chip. Our work assumes a given collection of heterogeneous
machines.
3.3. System Model
3.3.1. Overview. Our system environment is modeled based on the needs of the ESSC
at ORNL. The system is intended to provide a model of both the machines and workload used
in such an environment. This system model has been designed with detailed collaboration
between members of Colorado State University, ORNL, and the United States DoD to ensure
it accurately captures the needs and characteristics of the ESSC.
3.3.2. Machines. This model consists of a suite of M heterogeneous machines, where
each machine in this set belongs to a specific machine type µ. Machine types exhibit
heterogeneous performance, that is machine type A may be faster than machine type B
for some task types but slower for others [36]. Machines types also exhibit heterogeneous en-
ergy consumption and belong to one of two categories. The first category is general-purpose
machines. General-purpose machines are machines that are able to execute any of the task
types in the system, and they make up the majority of the machines in the environment.
The other category of machines is special-purpose machines. Machines within this category
can only execute a small subset of task types and are incapable of executing the remaining
task types. Special-purpose machines generally exhibit a 10x decrease in the execution times
of the task types they can execute compared to the general-purpose machines. The hetero-
geneity between the machine types can be attributed to differences in micro-architectures,
memory modules, hard disks, and/or other system components.
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3.3.3. Workload. In the ESSC environment, tasks arrive dynamically throughout the
day. Once a task arrives, the utility earned by a task may start to decay, see Subsec-
tion 3.4.2.1. Utility dictates how much useful work a given task can accomplish. Utility
is represented by a monotonically-decreasing function with respect to time. Therefore the
sooner a task completes execution the higher utility it might earn [4]. Because we are per-
forming a bi-objective analysis of the system, we consider a trace of tasks that arrive into
the system within a specified amount of time (e.g., one hour). The arrival times of each task
in the trace must be recorded to accurately calculate how much utility a given task earns.
Every task in the trace is a member of a given task type. Each task type has unique
performance and energy consumption characteristics for executing on the machine types.
Similar to the machine types, task types belong to one of two categories; general-purpose
tasks types and special-purpose tasks types. General-purpose tasks types are task types
that can only execute on the general-purpose machine types. A special-purpose task type
can execute on a specific special-purpose machine type at an increased rate of execution
(compared to the general-purpose machine type), and it is also able to execute on the general-
purpose machine types.
3.3.4. Execution and Energy Consumption Characteristics. It is common in
resource allocation research to assume the availability of information about the performance
characteristics of the tasks types and machine types present in a system (e.g., [14, 17, 15, 16]).
This information is contained within an Estimated Time to Compute (ETC) matrix. An
entry in this matrix, ETC(τ ,µ), represents the estimated time a task of type τ will take to
execute on a machine of type µ. The values contained within this matrix can be synthetically
created to model various heterogeneous systems [36], or the values can be obtained from
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historical data (e.g., [15, 17]). The assumption that ETC values can be obtained from
historical data is valid for the intended ESSC environments.
In this study, we also require information about the power consumption characteristics of
the task types and machine types. We call this set of data the Estimated Power Consumption
(EPC) matrix. An entry in this matrix, EPC(τ ,µ), represents the average amount of power
a task of type τ consumes when executing on a machine of type µ. Different EPC values can
represent different task type energy characteristics, e.g., computationally intensive tasks,
memory intensive tasks, or I/O intensive tasks. The values within the EPC matrix can
also be created synthetically or gathered from historical data. In this study we utilize ETC
and EPC matrices that contain both real historical data (described in Section 3.3.4.1), and
synthetic data derived from the historical data (described in Section 3.3.4.2).
3.3.4.1. Gathering of Historical Data. To accurately model the relationships between
machine performance and energy consumption in a heterogeneous suite of machines, we first
create ETC and EPC matrices filled with historical data. For this data, we use a set of
online benchmarks [49] that tested a suite of nine machines (Table 3.1) over a set of five
tasks (Table 3.2). The machines differ by the CPU and motherboard/chipset used, but all
the machines use the same amount of memory (16GB) and the same type of hard drive and
GPU. For each task, the benchmark produced the average execution time for that task on
each of the machines as well as the average power consumed by that task on each of the
machines. We were able to place these values into our ETC and EPC matrices. Each of the
nine machines from the benchmark represents a specific machine type, and each of the five
tasks from the benchmark represents a specific task type. This data provides us with initial
ETC and EPC matrices of size 5× 9.
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Table 3.1. Machines (designated by CPU) used in benchmark
AMD A8-3870k
AMD FX-8159
Intel Core i3 2120
Intel Core i5 2400S
Intel Core i5 2500K
Intel Core i7 3960X
Intel Core i7 3960X @ 4.2 GHz
Intel Core i7 3770K
Intel Core i7 3770K @ 4.3 GHz





Timed Linux Kernel Compilation
3.3.4.2. Creation of Synthetic Data. From the historical data, we are able to derive a
larger data set to study how our algorithm performs for a more complex problem. To create
a larger data set, we need to increase the number of task types as well as introduce special-
purpose machines. The real historical data will be included in this larger data set. For
the new synthetic data set to resemble the real historical data as closely as possible, we
need to preserve the heterogeneity characteristics of the historical data set. Heterogeneity
characteristics of a data set can be measured using various standard statistical measures,
such as the coefficient of variation, skewness, and kurtosis [50]. Two data sets that have
similar heterogeneity characteristics would have similar values for these three measures.
To create a larger data set (we describe the process using the ETC matrix, but the
process is identical for the EPC matrix), our first task is to create more task types. To do
this, we first calculate the average execution time of each of the real task types across all the
machines, this is also known as the row average of a task type. We then use these row average
task execution times as the basis for creating new task types. We calculate the following
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heterogeneity measures: mean, variation, skewness, and kurtosis (mksv) for the collection of
row average task execution times. With the mvsk values we use the Gram-Charlier expansion
[51] to create a probability density function (PDF) that produces samples of row average
task execution times. By sampling this PDF we can create the row average task execution
times for any number of new task types.
Once a desired number of task types are created, the next step is to populate the ETC
entries for these new task types. While doing this, we want to preserve the relative per-
formance from one machine to another. We calculate the task type execution time ratio.
This ratio is the execution time of a specific task type on a specific machine, divided by the
average task execution time (across all machines) for that task type. For example, let us
assume task type 1 takes eight minutes to execute on machine type A, but it takes twelve
minutes to execute on machine type B. Also assume task type 1 has an average execution
time of ten minutes across all machines. On machine type A the task type has a task type
execution time ratio of .8 while on machine type B, the task type has a task type execution
time ratio 1.2. We calculate this ratio for all of the real task types on all of the real machines.
Typically, faster machines will have values less than one for this ratio while slower machines
have values greater than one.
Having found the relative performance of the machines to one another, the next step is
to capture the task heterogeneities across the individual machines to create the new ETC
matrix values. The following procedure is performed individually for each machine. On a
given machine, we calculate the heterogeneity values of the task type execution time ratios
for the real task types. By using the mvsk values produced, we then create a PDF that
produces samples of task type execution time ratios for that specific machine. We sample
this PDF to create task type execution time ratios for the new task types on that specific
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machine. We can then take the task type execution time ratios for the new task types and
multiply them by their respective average task type execution time values to produce the
actual ETC values for the new task types.
The final step is to now create the special-purpose machines types. Based on the expec-
tations of future DoD and DOE environments, special-purpose machine types are modeled
to perform around 10x faster than the general-purpose machine types for a small number of
task types (two to three for each special purpose machine type). To create these machines we
first select the number of task types that can be executed on the special-purpose machines
types. Then the average execution time (across all the machines) for each of these selected
task types is found. The average execution time for each task type is divided by ten and is
then used as the ETC value for the special-purpose machine type. When calculating EPC
values, the average power consumption across the machines is not divided by ten.
This method allows us to create larger data sets that exhibit similar heterogeneity char-
acteristics when compared to the real data. This method can be used to create both ETC
and EPC matrices, with the exception of special-purpose EPC values as stated above.
3.4. Bi-Objective Optimization
3.4.1. Overview. In many real world problems, it is important to consider more than
one goal or objective. It is often the case that these multiple objectives can directly or indi-
rectly compete with each other. Optimizing for one objective may cause the other objective
to be negatively impacted. In this work we try to maximize utility earned while minimizing
energy consumed. We will show in our results that these two objectives do compete with
each other. In general, a well-structured resource allocation that uses more energy will earn
more utility and one that uses less energy will earn less utility. This relationship occurs
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because we model utility as a monotonically-decreasing performance measure, that is, the
longer a task takes to execute, the less utility it may earn. In [39], it is shown that spending
more energy may allow a system to complete all the tasks within a batch sooner.
In Section 3.4.2, we define the two objective functions we are optimizing. Section 3.4.3
describes which solutions should be considered when solving a bi-objective optimization.
The genetic algorithm used for this study is briefly explained in Section 3.4.4.
3.4.2. Objective Functions.
3.4.2.1. Maximizing Utility. One objective is maximizing total system utility earned.
Total Utility Earned is a metric used to measure the performance of a computing system.
Utility can be thought of as the amount of useful work a system accomplishes [4]. The amount
of utility a task earns is determined by the completion time of the task, as well as by three
sets of parameters; priority, urgency, and utility characteristic class. These parameters form
what is called a time-utility function. This function is a monotonically-decreasing function
[4].
Priority represents the total amount of utility a task could possibly earn, i.e., how impor-
tant a task is. Urgency represents the rate of decay of utility a task may earn as a function of
completion time. Utility characteristic class allows the utility function to be separated into
discrete intervals. Each interval can have a beginning and ending percentage of maximum
priority, as well as an urgency modifier to control the rate of decay of utility. The definition
of these parameters are based on the needs of the ESSC. The value of these parameters in
an actual system are determined by system administrators (not individual users) and are
policy decisions that can be adjusted as needed.
Figure 3.1 illustrates a sample task time-utility function. We see that the function is
monotonically decreasing. Additionally, we see the different intervals existing in the function.
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By evaluating the function at different completion times, we can determine the amount of
utility earned. For example, if a task finished at time 20, it would earn twelve units of utility,
whereas if the task finished at time 47, it would only earn seven units of utility.
Every task t in the system is assigned its own utility function Υ(t). This function returns
the utility earned by that task when it completes execution. Tasks that have hard deadlines
can be modeled as having their utility decay to zero by a specific time. To optimize for total
utility, the goal is to maximize the sum of utilities earned over all tasks in the system. Given





3.4.2.2. Minimizing Energy Consumed. The other objective we optimize for is minimizing
total energy consumed. For a given resource allocation, the total energy consumed is the
sum of the energy consumed by each task to finish executing. We first calculate the Expected
Energy Consumption (EEC) for a given task on a given machine. This is found by multiplying
the ETC and EPC values for that task on that machine. Assume the function Φ(t) returns
the task type of a given task t and the function Ω(m) returns the machine type of a given
machine. The expected energy consumption of task t on machine m can then be given as
(4) EEC[Φ(t),Ω(m)] = ETC[Φ(t),Ω(m)]× EPC[Φ(t),Ω(m)].
Let Tm be the tasks that execute on machine m, where task tm ∈ Tm. The total energy








Figure 3.1. Task time-utility function showing values earned at different
completion times.
3.4.3. Generating Solutions for a Bi-Objective Optimization Problem. When
a problem contains multiple objectives, it is challenging to determine a single global optimal
solution. Often, there is instead a set of optimal solutions. This set of optimal solutions
may not be known, thus it is important to find a set of solutions that are as close as possible
to the optimal set. The set of solutions that we find that best approximates the optimal
set is called the set of Pareto optimal solutions [52]. The Pareto optimal set can be used to
construct a Pareto front that can illustrate the trade-offs between the two objectives.
Not all solutions we find can exist within the Pareto optimal set. We select the eligible
solutions by examining solution dominance. Dominance is used to compare two solutions
to one another. For one solution to dominate another, it must be better than the other
solution in at least one objective, and better than or equal in the other objective. Figure 3.2
illustrates the notion of solution dominance. In this figure we show three potential solutions:
A, B, and C. The objectives we are optimizing for are minimizing total energy consumption
along the x-axis and maximizing total utility earned along the y axis. A “good” solution
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Figure 3.2. Illustration of solution dominance for three solutions: A, B, and
C. Solution A dominates solution B because A has lower energy consumption
as well as it earns more utility. Neither solution A nor C dominate each other
because C uses less energy, while A earns more utility.
If we consider solutions A and B, we can say that B is dominated by A. This is because
A uses less energy as well as earns more utility than B. The same is true for any solution
located within the lower right region. Now, when we examine solutions A and C we cannot
make any claims on the dominance of one solution over the other. This is because C uses
less energy than A, but C does not earn as much utility, thus the two solutions can not be
directly compared to each other, which means they are both located on the Pareto front.
Finally, solution A will only be dominated by solutions that exist in the upper left region.
3.4.4. Nondominated Sorting Genetic Algorithm II. The Nondominated Sort-
ing Genetic Algorithm II (NSGA-II) was designed for solving bi-objective optimization prob-
lems [40]. We adapt a version of the NSGA-II that we used in [39] for a different, simpler
resource allocation problem. We will briefly describe the basic NSGA-II algorithm and how
we have modified it for our specific problem.
The NSGA-II is a popular multi-objective genetic algorithm that utilizes solution dom-
inance to allow the populations of chromosomes to evolve into better solutions over time.
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For our problem domain, a single population represents a set of possible resource allocations
(solutions). To use the NSGA-II for our problem we needed improve upon [39] and encode
the algorithm so that it could solve bi-objective resource allocation problems where the two
objectives are maximizing utility earned and minimizing energy consumed. To do this, the
algorithm must be able to accurately track and calculate the individual utility earned by
each task. This meant we needed to create our own genes, chromosomes, crossover operator,
and mutation operator.
Genes represent the basic data structure of the genetic algorithm. For our problem, a
gene represents a task. Each gene contains: the machine the gene will operate on, the arrival
time of the task, and the global scheduling order of the task. The global scheduling order is
a number from 1 to the number of tasks in the chromosome and it controls the order that
tasks execute on the individual machines. The lower the number, the sooner the task will
execute. The global scheduling order is independent of the task arrival times.
A chromosome represents a complete solution, i.e., resource allocation. Each chromosome
is comprised of T genes, where T is the number of tasks that are present in the trace being
studied. The ith gene in every chromosome corresponds to the same task, in particular, the
ith task ordered based on task arrival times. To examine dominance relationships amongst
the chromosomes in the population, each chromosome is individually evaluated with respect
to utility earned and energy consumed. Because the global scheduling order is independent
of task arrival times, we must ensure that any task’s start time is greater than or equal to
its arrival time. If this is not the case, the machine sits idle until this condition is met.
For populations and chromosomes to evolve from one generation to the next, the following
crossover and mutation operations were implemented. For crossover, we first select two
chromosomes uniformly at random from the population. Next, the indices of two genes
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are selected uniformly at random from within the chromosomes. Finally, we swap all the
genes between these two indices, from one chromosome to the other. In this operation, the
machines the tasks execute on, and the global scheduling orders of the tasks are all swapped.
The goal of this operation is to allow chromosomes making good scheduling decisions to pass
on favorable traits to other chromosomes.
For the mutation operation, we randomly select a chromosome from the population. We
then select a random gene from within that chromosome. We then mutate the gene by
selecting a random machine that that task can execute on. Additionally, we select another
random gene within the chromosomes and then swap the global scheduling order between
the two genes.
Within a given population, a solution is ranked based on how many other solutions
dominate it. If no other solutions dominate a solution, it is said to be nondominated and is
given a rank of 1. A solution’s rank can be found by taking 1 + the number of solutions that
dominate it. All solutions of rank 1 within a given population represent the current Pareto
optimal set. The process of sorting the solutions is performed using the nondominating
sorting algorithm, and is one step of the NSGA-II algorithm. A basic outline of the NSGA-
II is taken from [39] and shown in Algorithm 1.
An important step to understand in the algorithm is the creation of offspring populations
(step 3). We start with a parent population of size N. We then perform N/2 crossover
operations (each crossover operation produces two offspring) to produce an initial offspring
population also of size N. Next, the mutation operation is then performed with a probability
(selected by experimentation) on each offspring within the population. If a mutation occurs,
only the mutated offspring remains in the population.
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Algorithm 1 NSGA-II algorithm from [39]
1: create initial population of N chromosomes
2: while termination criterion is not met do
3: create offspring population of size N
4: perform crossover operation
5: perform mutation operation
6: combine offspring and parent populations into a single meta-population of
size 2N
7: sort solutions in meta-population using nondominated sorting algorithm
8: take all of the rank 1, rank 2, etc. solutions until we have at least N
solutions to be used in the parent population for the next generation
9: if more than N solutions then
10: for solutions from the highest rank number used, take a subset based
on crowding distance [40]
11: end if
12: end while
13: the final population is the Pareto front used to show the trade-offs between the two
objectives
We can now combine the parent and offspring population into a single meta-population
of size 2N (step 6). This combining of populations allows elitism to be present within the
algorithm, that is the algorithm keeps the best chromosomes from the previous generation
and allows them to be evaluated in the current generation. From this new meta-population,
we then select the next generation’s parent population (steps 7, 8, 9, and 10). To create the
new parent population, we need to select the best N chromosomes from the meta-population.
To illustrate this procedure, we provide the following example. Assume we currently have
a parent population and offspring population, each with 100 chromosomes, which combines to
make a meta-population with 200 chromosomes. We then perform the nondominated sorting
algorithm from step 7. We find that we have 60 chromosomes of rank 1, 30 chromosomes of
rank 2, 20 chromosomes of rank 3, and 90 chromosomes that have a rank higher than 3. We
need to create a new parent population with only 100 chromosomes in it. First we take the
60 chromosomes that are rank 1 and place them into the new population. This leaves room
for 40 more chromosomes. We then place the rank 2 chromosomes in the new population.
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There is space in the population for 10 additional chromosomes. To select only 10 out of
the 20 rank 3 chromosomes we use the method of crowding distance [40] to arrive at our
full 100 chromosome population. Crowding distance is a metric that penalizes chromosomes
that are densely packed together, and rewards chromosomes that are in remote sections of
the solutions space. This operation creates a more equally spaced Pareto front.
3.5. Simulation Setup
3.5.1. Datasets and Experiments. To illustrate how our analysis framework allows
system administrators to analyze the trade-offs between utility earned and energy consumed
of a given system, we have conducted numerous simulations using three different sets of data.
The first set consists of the real historical ETC and EPC data gathered from the online
benchmarks (nine machine types and five task types) [49]. This set only allotted one machine
to each machine type and simulated 250 tasks comprised of the five task types arriving over
a period of 15 minutes. We are performing a post-mortem static resource allocation as we
are using a trace of a (simulated) system, thus the arrival times of all tasks are known a
priori. This real data set is used as the basis for the second and third data sets, as described
is Subsection 3.3.4.2.
The second and third sets consist of the ETC and EPC data manufactured from the
real data (Subsection 3.3.4.2). For these sets, we created four special-purpose machine types
for a total of 13 machine types and 25 additional task types for a total of 30 task types.
Additionally, for both sets there were 30 machines across the 13 machine types. The break
up of those machines can be seen in Table 3.3. Data sets 2 and 3 differ from one another by
the number of tasks each set simulates. Set 2 simulates 1000 tasks arriving within the span
of 15 minutes, while set 3 simulates 4000 tasks arriving within the span of an hour.
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Table 3.3. Breakup of machines to machine types
machine type number of machines
Special-purpose machine A 1
Special-purpose machine B 1
Special-purpose machine C 1
Special-purpose machine D 1
AMD A8-3870k 2
AMD FX-8159 3
Intel Core i3 2120 3
Intel Core i5 2400S 3
Intel Core i5 2500K 2
Intel Core i7 3960X 4
Intel Core i7 3960X @ 4.2 GHz 2
Intel Core i7 3770K 5
Intel Core i7 3770K @ 4.3 GHz 2
We conducted experiments on each data set. For the first group of experiments, we let
the genetic algorithm execute for a given number of generations and then we analyze the
trade-offs between utility earned and energy consumed. The second group of experiments
compare the effect of using different seeds within the initial population on the evolution of
the Pareto fronts. The seeding heuristics used for these experiments are described in the
section below.
3.5.2. Seeding Heuristics. Seeding heuristics provide the genetic algorithm with ini-
tial solutions that try to intelligently optimize one or both of the objectives. The seeds may
help guide the genetic algorithm into better portions of the search space faster than an all
random initial population. We implement the following four heuristics: Min Energy, Max
Utility, Max Utility-per-Energy, and Min-Min Completion Time. The execution times of the
greedy heuristics are negligible compared to the NSGA-II, making solutions found by these
heuristics plausible to use. To use a seed within a population, we generate a new chromo-
some from one of the following heuristics. We place this chromosome into the population
and create the rest of the chromosomes for that population randomly.
54
3.5.2.1. Min Energy. Min Energy is a single stage greedy heuristic that maps tasks to
machines that minimize energy consumption. This heuristic maps tasks according to their
arrival time. For each task the heuristic maps it to the machine that consumes the least
amount of energy to execute the task. This heuristic will create a solution with the minimum
possible energy consumption. Solutions may exist that consume the same amount of energy
while earning more utility.
3.5.2.2. Max Utility. Max Utility is also a single stage greedy heuristic similar to the min
energy heuristic except that it maps tasks to the machines that maximizes utility earned
[4]. This heuristic must consider the completion time of the machine queues when making
mapping decisions. There is no guarantee this heuristic will create a solution with the
maximum obtainable utility.
3.5.2.3. Max Utility-per-Energy. Max Utility-per-Energy tries to combine aspects of the
previous two heuristics. Instead of making mapping decisions based on either energy con-
sumption or utility earned independently, this heuristic maps a given task to the machine
that will provide the most utility earned per unit of energy consumed.
3.5.2.4. Min-Min Completion Time. Min-min completion time is a two-stage greedy
heuristic that maps tasks to the machines that provide the minimum completion time
[20, 53, 11]. During the first stage, the heuristic finds for every task the machine that
minimizes that task’s completion time. In the second stage, the heuristic selects from among
all the task-machine pairs (from the first stage) the pair that provides the overall minimum
completion time. That task is then mapped to that machine, and the heuristic repeats this
operation until there are no more tasks to map.
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3.6. Results
In Figures 3.3, 3.4, and 3.6 we show the location of numerous Pareto fronts. In each
figure we show different fronts corresponding to different initial populations, for each of our
three data sets respectively. Each of the four subplots show the Pareto fronts through a
specific number of NSGA-II iterations. The x-axis is the number of megajoules consumed
by the system, and the y-axis is the amount of utility earned by the system. Each marker
within the subplots represents a complete resource allocation. Each marker style represents a
different population. The diamond marker represents the population that contained the “Min
Energy” seed, the square marker represents the population with the “Min-Min completion
time” seed, the circle marker represents the population with the “Max Utility” seed, the
triangle maker represents the population with the “Max Utility-per-Energy” seed, and finally
the star marker represents the population with a completely random initial population. We
also considered an initial population that contained all four of the seeding heuristics, but
we found that this population performed similarly to the min-energy seeded population, and
thus did not include it in our results.
Figure 3.3 shows the Pareto fronts for the real historical data set. For this data set we
evaluated the evolution of the Pareto fronts through four different number of iterations; 100,
1000, 10,000, and 100,000 iterations. First, in the top left subplot we see that after 100
iterations the populations have formed distinct Pareto fronts covering various parts of the
solution space. This occurs because of the use of the different seeds within each population.
The presence of the seed within a population allows that population to initially explore
the solution space close to where the seed originated. As the number of iterations increase
though, the presence of the seed starts to become irrelevant because all the populations,
even the all random initial population, start converging to very similar Pareto fronts.
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min energy seeded population
max utility seeded population
max utility-per-energy
seeded population
min-min completion time 
seeded population
Figure 3.3. Pareto fronts of total energy consumed vs. total utility earned
for the real historical data set (data set 1) for different initial seeded popula-
tions through various number of iterations. The circled region represents the
solutions that earn the most utility per energy spent. The y-axis values are
shared across subplots and while the x-axis values are specific to each subplot.
In the 100,000 iteration subplot, the region highlighted by the circle represents the so-
lutions that earn the most utility per energy consumed. This circle does not represent the
best solution in the front, because all solutions along the front are best solutions, each repre-
senting a different trade-off between utility and energy. The system administrator may not
have energy to reach the circled solution, or may be willing to invest more energy for more
utility. To the left of this region, the system can earn relatively larger amounts of utility for
relatively small increases in energy. To the right of this region, the system could consume a
relatively larger amount of energy but would only see a relatively small increase in utility.
A system administrator can use this bi-objective optimization approach to analyze the
utility-energy trade-offs for any system of interest, and then set parameters, such as energy
constraints, according to the needs of that system. These energy constraints could then be
used in conjunction with a separate online dynamic utility maximization heuristics.
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min energy seeded population
max utility seeded population
max utility-per-energy
seeded population
all random initial population
min-min completion time 
seeded population
Figure 3.4. Pareto fronts of total energy consumed vs. total utility earned
for the data set containing 1000 tasks (data set 2) for different initial seeded
populations through various number of iterations. The circled region repre-
sents the solutions that earn the most utility per energy spent. Both the y-axis
and x-axis values are specific to each subplot.
A B C
Figure 3.5. Subplot A shows the Pareto front through 1,000,000 iterations
for the “max utility-per-energy” seeded population. The circled region rep-
resents the solutions that earn the most utility per energy spent. Subplot B
provides the utility value that gives the highest utility earned per energy spent,
shown by the solid line. Subplot C provides the energy value that gives the
highest utility earned per energy spent, shown by the dashed line.
The Pareto fronts in Figure 3.4 illustrate the trade-offs between total energy consumed
and total utility earned for the data set that contains 1000 tasks. These fronts were evaluated
at 1000, 10,000, 100,000, and 1,000,000 iterations. We increased the number of iterations
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min energy seeded poputation
max utility seeded poputation
max utility-per-energy
seeded poputation
all random initial poputation
min-min completion time 
seeded poputation
Figure 3.6. Pareto fronts of total energy consumed vs. total utility earned
for the data set containing 4000 tasks (data set 3) for different initial seeded
populations through various number of iterations. The circled region repre-
sents the solutions that earn the most utility per energy spent. Both the y-axis
and x-axis values are specific to each subplot.
executed for this data set compared to the real historical data set because we are simulating
a larger and more difficult problem.
Examining the top two subplots, we see the effect the initial seeds have on each of the
populations. This provides the chance for system administrators to make some interesting
observations about their systems. For example, the “min energy” population typically finds
solutions that perform better with respect to energy consumption, while the “min-min com-
pletion time” population typically finds solutions that perform better with respect to utility
earned. This analysis could provide insight into what type of dynamic heuristics could be
used to either maximize utility or minimize energy depending on the needs of a given sys-
tem. These subplots also show that using smart resource allocation seeds can produce better
solutions in a limited number of iterations
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In the lower two subplots, we see that all the populations have started to converge
towards the same Pareto front. This allows us to find the region containing the solutions
that earn the most utility per energy and can provide system administrators with valuable
information about the trade-offs between the total energy consumed and the total utility
earned of their specific systems. Figure 3.5 illustrates how the maximum utility per energy
region is found. Subplot 3.5.A shows the final Pareto front for the “max utility-per-energy”
seeded population. Subplot 3.5.B shows a plot of utility earned per energy spent vs. utility
while Subplot 3.5.C shows a plot of utility earned per energy spent vs. energy. By locating
the “peaks” in both these plots we can find the utility and energy values, respectively, for
which utility earned per energy spent is maximized. We can then translate these values onto
the Pareto front to find where this region is located. This is shown using the solid lines for
utility and the dashed lines for energy.
Finally, Figure 3.6 contains the Pareto fronts for the largest of our three data sets (4000
tasks). This data set is also evaluated at 1000, 10,000, 100,000, and 1,000,000 iterations.
Due to the larger size of this problem, it takes more iterations for the Pareto fronts to start
converging. This allows us to see the benefit of using the seeds in the initial populations over
the all random initial population. In all cases, our seeded populations are finding solutions
that dominate those found by the random population. This occurs because the random initial
population has to rely on only crossover and mutation to find better solutions, whereas the
seeded populations have the advantage of a solution that is already trying to make smart
resource allocation decisions.
Similar to the first two data sets, we see that Pareto fronts for this data set also exhibit
a region where the amount of utility earned per energy spent is maximized. This is the
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location where the system is operating as efficiently as possible, and can help guide system
administrators in making decisions to try and reach that level of efficiency for their systems.
3.7. Conclusions
Rising costs of energy consumption and the push for greater performance make the
need for energy-efficient computing very important as HPC continues to grow. To begin
computing in an energy-efficient manner, system administrators must first understand the
energy and performance characteristics of their systems. In this work, we have provided
an analysis framework for investigating the trade-offs between total utility earned and total
energy consumed. We have developed a method for creating a synthetic data set that
preserves the heterogeneity characteristics of a data set constructed from real historical
data.
We showed that by using the NSGA-II we can create well defined Pareto fronts and
analyzed how using different seeding heuristics within the initial populations affected the
evolution of the Pareto fronts. Finally, we tested our method using three data sets. The
first data set contained only real data gathered from online benchmarks. The other two
data sets contained synthetic data created from the real data to simulate a larger computing
system. These two data sets differed in the number of tasks that were required to execute.
Our method successfully illustrates the trade-offs between energy consumption and utility
earned for all three data sets. Possible future work are mentioned in Chapter 6.
In summary we have designed an analysis framework that: 1) provides the ability to
create synthetic data sets that preserve the heterogeneity measures found from real data
sets, 2) provides the ability to take traces from any given system and then use our resource
allocation heuristic and simulation infrastructure to plot and analyze the trade-offs between
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total utility earned and total energy consumed, 3) find the region of the Pareto front where
a given system is operating as efficiently as possible, and 4) show the effect different genetic
algorithm seeds have for various systems, and how using seeds can create populations that
dominate completely random populations.
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CHAPTER 4
Energy Constrained Utility Maximization3
4.1. Introduction
During the past decade, large-scale computing systems have become increasingly power-
ful. As a result, there is a growing concern with the amount of energy needed to operate
these systems [56, 57]. An August 2013 report by Digital Power Group estimates the global
Information-Communications-Technologies ecosystem’s use of electricity was approaching
10% of the world electricity generation [58]. As another energy comparison, it was using
about 50% more energy than global aviation [58]. In 2007, global data center power require-
ments were 12 GW and in the four years to 2011, it doubled to 24 GW. Then, in 2012 alone
it grew by 63% to 38 GW according to the 2012 DatacenterDynamics census [59]. Some
data centers are now unable to increase their computing performance due to physical limita-
tions on the availability of energy. For example, in 2010, Morgan Stanley, a global financial
services firm based in New York, was physically unable to draw the energy needed to run a
data center in Manhattan [60]. Many high performance computing (HPC) systems are now
being forced to execute workloads with severe constraints on the amount of energy available
to be consumed.
The need for ever increasing levels of performance among HPC systems combined with
higher energy consumption and costs are making it increasingly important for system ad-
ministrators to adopt energy-efficient workload execution policies. In an energy-constrained
3This work was done jointly with the Ph.D. student Ryan Friese. The full list of co-authors is at [54]. A
preliminary version of portions of the work mentioned in this chapter appeared in [55]. This research used
resources of the National Center for Computational Sciences at Oak Ridge National Laboratory, supported
by the Extreme Scale Systems Center at ORNL, which is supported by the Department of Defense under
subcontract numbers 4000094858 and 4000108022. This research also used the CSU ISTeC Cray System
supported by NSF Grant CNS-0923386.
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environment, it is desirable for such policies to maximize the performance of the system.
This research investigates the design of energy-aware scheduling techniques with the goal of
maximizing the performance of a workload executing on an energy-constrained HPC system.
Specifically, we model a compute facility and workload of interest to the Extreme Scale
Systems Center (ESSC) at Oak Ridge National Laboratory (ORNL). The ESSC is a joint
venture between the United States Department of Defense (DoD) and Department of En-
ergy (DOE) to perform research and deliver tools, software, and technologies that can be
integrated, deployed, and used in both DoD and DOE environments. Our goal is to design
resource management techniques that maximize the performance of their computing systems
while obeying a specified energy constraint. Each task has a monotonically-decreasing utility
function associated with it that represents the task’s utility (or value) based on the task’s
completion time. The system performance is measured in terms of cumulative utility earned,
which is the sum of utility earned by all completed tasks [4]. The example computing en-
vironment we model, based on the expectations of future DoD and DOE environments,
incorporates heterogeneous resources that utilize a mix of different machines to execute
workloads with diverse computational requirements. We also create and study heteroge-
neous environments that are very similar to this example environment but have different
heterogeneity characteristics, as quantified by a Task-Machine Affinity (TMA) measure [61].
TMA captures the degree to which some tasks are better suited on some unique machines.
An environment where all tasks have the same ranking of machines in terms of execution
time has zero TMA. In an environment with high TMA, different tasks will most likely have
a unique ranking of machines in terms of execution time. It is important to analyze the
impact on performance if the TMA of the environment is changed. We model and analyze
the performance of low and high TMA environments compared to the example environment
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based on interests of the ESSC. This analysis also can help guide the selection of machines
to use in a computing system (based on the expected workload of tasks) to maximize the
performance obtainable from the system.
In a heterogeneous environment, tasks typically have different execution time and energy
consumption characteristics when executed on different machines. We model our machines to
have three different performance states (P-states) in which tasks can execute. By employing
different resource allocation strategies, it is possible to manipulate the performance and
energy consumption of the system to align with the goals set by the system administrator. We
develop four novel energy-aware resource allocation policies that have the goal of maximizing
the utility earned while obeying an energy constraint over the span of a day. We compare
these policies with three techniques from the literature designed to maximize utility [4, 3] and
show that for energy-constrained environments, heuristics that manage their energy usage
throughout the day outperform heuristics that only try to maximize utility. We enhance the
resource allocation policies by designing an energy filter (based on the idea presented in [47])
for our environment. The goal of the filtering technique is to remove high energy consuming
allocation choices that use more energy than an estimated fair-share. This step improves the
distribution of the allotted energy across the whole day. We perform an in-depth analysis
to demonstrate the benefits of our energy filter. We also study the performance of all the
heuristics in the low and high TMA environments and perform extensive parameter tuning
tests.
In summary, we make the following contributions: (a) the design of four new resource
management techniques that maximize the utility earned, given an energy constraint for an
oversubscribed heterogeneous computing system, (b) the design of a custom energy filtering
mechanism that is adaptive to the remaining energy, enforces “fairness” in energy consumed
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by tasks, and distributes the energy budgeted for the day throughout the day, (c) a method
to generate new heterogeneous environments that have low and high TMA compared to the
environment based on interests of the ESSC without changing any of its other heterogeneity
characteristics, (d) show how heuristics that only maximize utility can become energy-aware
by adapting three previous techniques to use an energy filter, (e) a sensitivity analysis for
all the heuristics to the parameter that controls the level of energy-awareness and/or level of
energy filtering, (f) an analysis of the performance of all the heuristics in the low and high
TMA environments, and (g) a recommendation on how to select the best level of filtering
or the best balance of energy-awareness versus utility maximization for heuristics based on
a detailed analysis of the performance of our heuristics.
The remainder of this chapter is organized as follows. The next section formally describes
the problem we address and the system model. Section 3 describes our resource management
techniques. We then provide an overview of related work in Section 4. Our simulation and
experimental setup are detailed in Section 5. In Section 6, we discuss and analyze the results
of our experiments. We finish with our conclusion and plans for future work in Section 7.
4.2. Problem Description
4.2.1. System Model. In this study, we assume a workload where tasks arrive dynam-
ically throughout the day and the scheduler maps the tasks to machines for execution. We
model our workload and computing system based on the interests of the ESSC. Each task
in the system has an associated utility function (as described in [4]). Utility functions are
monotonically-decreasing functions that represent the task’s utility (or value) of completing
the task at different times. We assume the utility functions are given and can be customized
by users or system administrators for any task.
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Tasks are assumed to be independent (they do not require inter-task communication) and
can execute concurrently (each on a single machine, possibly with parallel threads). This
is typical of many environments such as [62]. We do not allow the preemption of tasks, i.e,
once a task starts execution, it must execute until completion
Our computing system environment consists of a suite of heterogeneous machines, where
each machine belongs to a specific machine type (rather than a single large monolithic system,
such as Titan). Machines belonging to different machine types may differ in their microar-
chitectures, memory modules, and/or other system components. We model the machines to
contain CPUs with dynamic voltage and frequency scaling (DVFS) enabled to utilize three
different performance states (P-states) that offer a trade-off between execution time and
power consumption. We group tasks with similar execution characteristics into task types.
Tasks belonging to different task types may differ in characteristics such as computational
intensity, memory intensity, I/O intensity, and memory access pattern. The type of a task is
not related to the utility function of the task. Because the system is heterogeneous, machine
type A may be faster (or more energy-efficient) than machine type B for certain task types
but slower (or less energy-efficient) for others.
We assume that for a task of type i on a machine of type j running in P-state k, we are
given the Estimated Time to Compute (ETC(i, j, k)) and the Average Power Consumption
(APC(i, j, k)). It is common in the resource management literature to assume the avail-
ability of this information based on historical data or experiments [13–17, 63, 18]. The
APC incorporates both the static power (not affected by the P-state of the task) and the
dynamic power (different for different P-states). We can compute the Estimated Energy
Consumption (EEC(i, j, k)) by taking the product of execution time and average power
consumption, i.e., EEC(i, j, k) = ETC(i, j, k) × APC(i, j, k). We model general-purpose
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machine types and special-purpose machine types [37]. The special-purpose machine types
execute certain special-purpose task types much faster than the general-purpose machine
types, although they may be incapable of executing the other task types. Due to the sen-
sitive nature of DoD operations, for the ESSC environment, historical data is not publicly
available. Therefore, for the simulation study conducted in this chapter, we synthetically
create our ETC and APC matrices based on the recommendations provided by ESSC.
We model three degrees of heterogeneity by varying the level of Task-Machine Affinity
(TMA) of the system [61]. TMA uses singular value decomposition (SVD) for its com-
putation and captures the degree to which certain tasks execute faster on certain unique
machines. Section 4.5.3.2 describes how TMA is computed. Task Difficulty Homogeneity
(TDH) and Machine Performance Homogeneity (MPH) are given as orthogonal metrics for
quantifying the heterogeneity of the system [61]. TDH and MPH capture the homogeneity in
the aggregate performance of tasks and machines, respectively. We study the performance of
all the heuristics in an example environment (based on the interests of the ESSC), a modified
environment with low TMA, and a modified environment with high TMA. The low and high
TMA environments differ only in their TMA compared to the example environment. All
three environments have similar values of TDH and MPH.
In an environment with extremely low TMA, all tasks will have the same sorted ordering
of machines in terms of execution time. The actual execution time values of different tasks
on the machines can be different, but all the tasks will rank the machines in the same
order. In contrast, in an extremely high TMA environment, each task will have a unique
ordering of machines if the machines were to be sorted in terms of execution time for that
task. Environments that have different TMA but similar MPH and TDH do not have
more powerful or less powerful machines or more difficult or less difficult tasks in general,
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but instead they differ in the level of uniqueness of the affinity of different tasks to the
machines. An environment with higher TMA does not have more powerful machines, but
instead has machines that are suited to perform well for different tasks. On the contrary,
in an environment with lower TMA, it is easy to rank machines in terms of performance
(irrespective of the tasks). It is desirable to analyze the performance of these different types
of systems. Given the expected workload for an environment, such analyses can help guide
the selection of resource management heuristics and associated tuning parameters in use.
In Section 4.5.3.2, we describe our technique to create the relatively low and high TMA
environments with negligible difference in the values of MPH and TDH of the system.
4.2.2. Problem Statement. Recall that we consider a workload model where tasks
arrive dynamically. The scheduler does not know which task will arrive next, the utility
functions of the task, nor its task type. The goal of the scheduler is to maximize the total
utility that can be earned from completing tasks while satisfying an annual energy constraint.
To simplify the problem, we divide the annual energy constraint into daily energy constraints
and ensure that a given day’s energy constraint is met. We can calculate an appropriately
scaled value for a given day’s energy constraint (energy constraintday) by taking the ratio of
the total energy remaining for the year and the number of days remaining in the year. This
reduces the problem to that of maximizing the total utility earned per day while obeying
energy constraintday. We use the duration of a day to keep the simulation time tractable.
Instead of one day we could base our constraint on any interval of time (e.g., two hours, six
months, a year). If a task starts execution on one day and completes execution on the next,
the utility earned and the energy consumed for each day is prorated based on the proportion
of the task’s execution time in each day. This is done so that each day gets the utility for
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the executions that consumed its energy to permit a fair comparison of different heuristic
approaches. For ESSC, constraints on power (energy per second) are not a concern.
4.3. Resource Management
4.3.1. Overview. It is common to use heuristics for solving the task to machine resource
allocation problem as it has been shown, in general, to be NP-complete [1]. A mapping event
occurs any time a scheduling decision has to be made. We use batch-mode heuristics that
trigger mapping events after fixed time intervals as they performed best in our previous work
[4]. To account for oversubscription (i.e., more tasks arrive than can possibly be executed
while they are still valuable), we use a technique that drops tasks with low potential utility at
the current time. We also design an energy filter that helps guarantee the energy constraint
by avoiding allocating tasks that use more than their “fair-share” of energy. Our simulation
results show the benefit of this technique.
Mapping events for our batch-mode heuristics are triggered every minute. If the execution
of the previous mapping event takes longer than a minute, then the next mapping event
is triggered after the previous one completes execution. The task that is next-in-line for
execution on a machine is referred to as the pending task. All other tasks that are queued
for the machines are said to be in the virtual queues of the scheduler. Figure 4.1 shows
a small example system with four machines, the executing tasks, the tasks in the pending
slots, and the virtual queues of the scheduler. At a mapping event, the batch-mode heuristics
make scheduling decisions for a set of tasks comprising the tasks that have arrived since the
last mapping event and the tasks that are currently in the virtual queues. This set of tasks
is called the mappable tasks set. The batch-mode heuristics are not allowed to remap the
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Figure 4.1. An example system of four machines showing tasks that are
currently executing, waiting in pending slots, waiting in the virtual queue,
and have arrived since the last mapping event (and are currently unmapped).
while the heuristic is executing. In this study, we adapt three batch-mode heuristics (from
our previous work [4, 3]) to the new environment, design four new energy-aware batch-mode
heuristics, and analyze and compare their performances.
The scheduling decisions made for a task may depend on the energy that currently
remains in the system for the day (among other factors). The value of the per day energy
constraint can change each day based on the energy that has been consumed thus far in
the year. Therefore, we want to avoid making scheduling decisions for a task that starts its
execution on the next day. Therefore, the batch-mode heuristics are not allowed to map a
task to a machine where it will start execution on the next day. In addition, the batch-mode
heuristics are not allowed to schedule a task that will violate the day’s energy constraint.
If no machine can start the execution of the task within the current day or if the task
will violate the current day’s energy constraint, then the task’s consideration is postponed
to the next day. At the start of the next day, all postponed tasks are added to the mappable
tasks set and the heuristics make mapping decisions for these tasks as well.
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4.3.2. Batch-mode Heuristics. We present four new heuristics that try to maximize
the utility earned while being energy-aware. The Max-Max Utility-Per-Energy consumption
(Max-Max UPE) heuristic is a two-stage heuristic based on the concept of the two-stage
Min-Min heuristic that has been widely used in the task scheduling literature [20, 21, 27,
25, 26, 64, 28, 10, 11, 30]. In the first stage, the heuristic finds for each task independently
in the mappable tasks set the machine and P-state that maximizes “utility earned / energy
consumption.” If none of the machine-P-state choices for this task satisfy the day’s energy
constraint nor start the execution of the task within the current day, then, the task is
postponed to the next day and removed from the mappable tasks set. In the second stage,
the heuristic picks the task-machine-P-state choice from the first stage that provides the
overall highest “utility earned / energy consumption.” The heuristic assigns the task to that
machine, removes that task from the set of mappable tasks, updates the machine’s ready
time, and repeats this process iteratively until all tasks are either mapped or postponed.
The Weighted Utility (Weighted Util) heuristic is designed to explicitly control the
extent to which allocation decisions should be biased towards maximization of utility versus
minimization of energy consumption. It does this by using a utility-energy weighting factor
(U-E weighting factor or U-E wf) that controls the relative significance of normalized util-
ity and normalized energy in the heuristic’s objective function. To normalize the utility value
across different allocation choices, we divide by the maximum utility any task in the system
could have (max util). For normalizing energy consumption, we determine the highest EEC
value from all possible task, machine, and P-state combinations (max energy consumption).
The Weighted Util heuristic is also a two-stage heuristic. In the first stage, for each mappable
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task, it finds the machine-P-state pair that has the highest value for the weighted expression:
(1− U-E wf)× utility earned
max util




As done in Max-Max UPE, if no allocation choices for this task satisfy the day’s energy
constraint or start the execution of the task within the current day, then, the task is removed
from the mappable tasks set and is postponed to be considered the next day. In the second
stage, it picks from the pairs of the first stage the one that has the highest value for the
above expression, makes that assignment, removes that task from the set of mappable tasks,
updates that machine’s ready time, and repeats the two stages iteratively until all tasks have
either been mapped or postponed.
By normalizing the utility and the energy terms in the weighted expression, we ensure
that each of those terms has a value between 0 and 1. This makes it convenient to compare
utility and energy in a single expression as we do. The value of U-E wf can be varied
between 0 and 1 to bias the effect of the normalized energy term to the value of the weighted
expression.
The Weighted Utility-Per-Time (Weighted UPT) heuristic is similar to the Weighted
Util heuristic but the normalized utility term in expression 6 is replaced by “normalized
utility earned / normalized execution time.” To normalize the execution time, we determine
the minimum execution time in the ETC matrix from all task, machine, P-state choices
(min execution time). The weighted expression for this heuristic is:
(1− U-E wf)× utility earned/execution time
max util/min execution time





The Weighted Utility-Per-Energy consumption (Weighted UPE) heuristic is similar
to the Weighted Util heuristic but the normalized utility term in expression 6 is replaced
by “normalized utility earned / normalized energy consumption.” To normalize energy, we
determine the minimum energy consumption value in the EEC matrix from all task, machine,
P-state choices (min energy consumption). The weighted expression for this heuristic is:
(1− U-E wf)× utility earned/energy consumed
max util/min energy consumption




For comparison, we analyze the following three utility maximization heuristics to examine
how heuristics that do not consider energy perform in an energy-constrained environment.
These heuristics assign tasks while there still remains energy in the day.
The Min-Min Completion time (Min-Min Comp) heuristic is a fast heuristic adapted
from [4] and is a two-stage heuristic like the Max-Max Utility-Per-Energy heuristic. In the
first stage, this heuristic finds for each task the machine and P-state choice that completes
execution of the task the soonest. This also will be the machine-P-state choice that earns
the highest utility for this task (because we use monotonically-decreasing utility functions).
In the second stage, the heuristic picks the task-machine-P-state choice from the first stage
that provides the earliest completion time. This batch-mode heuristic is computationally
efficient because it does not explicitly perform any utility calculations
The Max-Max Utility (Max-Max Util) heuristic introduced in [4] is also a two-stage
heuristic like the Min-Min Comp heuristic. The difference is that in each stage Max-Max
Util maximizes utility, as opposed to minimizing completion time. In the first stage, this
heuristic finds task-machine-P-state choices that are identical to those found in the first
stage of the Min-Min Comp heuristic. In the second stage, the decisions made by Max-Max
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Util may differ from those of Min-Min Comp. This is because picking the maximum utility
choice among the different task-machine-P-state pairs depends both on the completion time
and the task’s specific utility function.
The Max-Max Utility-Per-Time (Max-Max UPT) heuristic introduced in [3] is similar
to the Max-Max Util heuristic, but in each stage it maximizes “utility earned / execution
time,” as opposed to maximizing utility. This heuristic selects assignments that earn the
most utility per unit time, which can be beneficial in an oversubscribed system.
We collectively refer to the Weighted Util, Weighted UPT, and Weighted UPE heuristics
as the weighted heuristics. We also collectively refer to the Min-Min Comp, Max-Max Util,
Max-Max UPT, and Max-Max UPE heuristics as the non-weighted heuristics.
The weighted heuristics can be viewed as more generalized versions of their non-weighted
counterparts. For example, the Weighted Util heuristic can be viewed as a more generalized
version of the Max-Max Util heuristic. If U-E wf = 0, then Weighted Util reduces to Max-
Max Util. For higher values of U-E wf , the Weighted Util heuristic is more energy-aware
and has the goal of simultaneously maximizing utility while minimizing energy.
4.3.3. Dropping Low Utility Earning Tasks. We use a technique to drop tasks
with low potential utility at the current time (introduced in our previous work [3]). Dropping
a task means that it will never be mapped to a machine. This operation allows the batch-
mode heuristics to tolerate high oversubscription. Due to the oversubscribed environment,
if a resource allocation heuristic tried to have all tasks execute, most of the task completion
times would be so long that the utility of most tasks would be very small. This would
negatively impact users as well as the overall system performance. Given the performance
measure is the total utility achieved by summing the utilities of the completed tasks, dropping
tasks leads to higher system performance, as well as more users that are satisfied.
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The dropping operation reduces the number of scheduling choices to consider and there-
fore at a mapping event the dropping operation is performed before the heuristic makes its
scheduling decisions. When a mapping event is triggered, we determine the maximum possi-
ble utility that each mappable task could earn on any machine assuming it can start executing
immediately after the pending task is finished. If this utility is less than a dropping threshold
(determined empirically), we drop this task from the set of mappable tasks. If the utility
earned is not less than the threshold, the task remains in the mappable tasks set and is
included in the batch-mode heuristic allocation decisions.
Because of oversubscription in our environment, the number of tasks in the mappable
tasks set increases quickly. This can cause the heuristic execution time to be long enough to
delay the trigger of subsequent mapping events. This results in poor performance because
it now takes longer for the heuristics to service any high utility earning task that may have
arrived. By the time the next mapping event triggers, the utility from this task may decay
substantially. By dropping tasks with low potential utility at the current time, we reduce
the size of the mappable tasks set and enable the heuristics to complete their execution
within the mapping interval time (a minute). This allows the heuristics to move any new
high utility-earning task to the front of the virtual queue to complete its execution sooner.
If a batch-mode heuristic postpones a task to the next day, a check is performed to make
sure that the maximum possible utility that the task could earn (at the start of the next
day) is greater than the dropping threshold. If it is not, the task is dropped instead of being
postponed.
4.3.4. Energy Filtering. The goal of our new energy filter technique is to remove
potential allocation choices (task-machine-P-state combinations) from a heuristic’s consid-
eration if the allocation choice consumes more energy than an estimated fair-share energy
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budget. We call this budget the task budget. The value of the task budget needs to adapt
based on the energy remaining in the day and the time remaining in the day. Therefore,
the value of the task budget is recomputed at the start of every mapping event. We do not
recompute the value of the task budget within a mapping event (based on the allocations
made by the heuristic in that mapping event) because we want the task budget to only
account for execution information that is guaranteed to occur (i.e., executing and pending
tasks).
We denote energy consumed as the total energy that has been consumed by the system in
the current day, and energy scheduled as the energy that will be consumed by tasks queued
for execution. At the start of a mapping event, the virtual queued tasks are removed from
the machine queues and inserted into the mappable tasks set. Therefore, energy scheduled
will account for the energy that will be consumed by all tasks that are currently executing
and the tasks that are in the pending slot. The total energy that can be scheduled by
heuristics (without violating the day’s energy constraint) is denoted by energy remaining.
It is computed using Equation 9.




To estimate the task budget, the filter also needs to compute the time remaining in the
day within which the above energy can be consumed. The availability time of a machine is
set to either the completion time of the last task to be queued for the machine or the current
time, whichever is greater. At the start of the mapping event, the last task to be queued for
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a machine will be the pending task. The total time remaining for computations (summed
across machines) in the day is denoted as the aggregate time remaining. We compute it by
summing across machines the difference between the end time of the day and the availability
time of the machine. Figure 4.2 shows its computation for an example small-scale system
with three machines. As shown, even though machine m3 is not executing a task after
time 16, the available compute time from that machine is obtained by taking the difference
between end of the day and the current time.
The average of the execution time values of all task types, machine types, and P-states
is represented as average execution time. The energy filtering technique needs to estimate
the total number of tasks that can be executed in the remaining part of the day. It does this
by taking the ratio of aggregate time remaining and average execution time. The energy
filter has to use average execution time because the scheduler is unaware of the type of
tasks that may arrive or which machine or P-state they will be assigned to for the rest of
the day.
To adjust the value of the task budget around its estimate, we use a multiplier called
energy leniency. Higher values of the energy leniency imply more leeway for high energy
allocation choices to pass through the filter, whereas a low value for the energy leniency
would filter out many more choices. This value is determined empirically. The task budget
is computed using Equation 10.
task budget =








16     18    20     22     24 
             time 
current 
time     
aggregate time 
remaining =  
(24 – 22) + 
(24 – 20) +  
(24 – 18)  
machine busy   
machine available  
(after current time) 
Figure 4.2. An example system of three machines showing the computa-
tion of aggregate time remaining. It represents the total computation time
available from the current time till the end of the day.
This task budget is recomputed at the start of each mapping event and is an estimate of
the amount of fair-share energy that we want an execution of a task to consume. At each
mapping event, the heuristics consider only those task-machine-P-state allocation choices
that consume less energy than the task budget.
4.4. Related Work
Heterogeneous task scheduling in an energy-constrained computing environment is exam-
ined in [10]. The authors model an environment where devices in an ad-hoc wireless network
are limited by battery capacity and each task has a fixed priority. This differs significantly
for our environment where we model a larger and more complex heterogeneous system with
a utility performance metric based on the exact completion time of each task rather than a
metric that aims to finish more higher priority tasks, as in their work. Additionally, in our
study, the energy available for use under the constraint is shared across all resources, while
in [10] each resource has its own energy constraint (a battery).
In [4] and [3], the concept of utility functions to describe a task’s time-varying importance
is introduced. The authors deal with the problem of maximizing the total utility that can
be earned from task completions. Energy is not considered at all in those papers. In
this work, we are concerned with maximizing utility while obeying an energy constraint.
For accomplishing this, we design four new energy-aware heuristics and an energy filtering
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technique that adapts to the remaining energy. We perform extensive analysis of all the
heuristics along with parameter tuning tests. We also create low and high TMA environments
and examine the performance of the heuristics in these environments.
An energy-constrained task scheduling problem in a wireless sensor network environment
is studied in [65]. The authors analyze how the presence of an energy constraint affects
the schedule length (i.e., makespan) when executing a set of dependent tasks. A wireless
sensor network is significantly different from the environment we are modeling. In our model,
each task contributes a certain amount of utility to the system. We are not concerned with
minimizing a schedule length, as tasks continuously arrive through out the day.
In [66], a set of dynamically arriving tasks with individual deadlines are allocated to
machines within a cluster environment with the goal of conserving energy. Specifically, the
authors try to optimize the energy consumption while meeting the constraint of completing
all tasks by their deadlines. Our environment tries to maximize the total utility earned while
operating under an energy constraint. Additionally, [66] uses constant arrival patterns in
an undersubcribed system, while our work focuses on highly oversubscribed environments
where tasks arrive in varying sinusoidal or bursty patterns.
A dynamic resource allocation problem in a heterogeneous energy-constrained environ-
ment is studied in [47]. Tasks within this system contain individual deadlines, and the goal
is to complete as many tasks by their individual deadlines as possible within an energy con-
straint. This is a different problem from our work as we are trying to maximize the utility
earned (based on each task’s completion time) and not the number of tasks that meet their
hard deadlines. The authors of [47] use heuristics that map each task to a machine as soon
as the task arrives and do not allow remapping, whereas in our environment we map groups
of tasks at a time, allowing us to use more information when making allocation decisions
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and can also remap tasks in the virtual queue. The concept of an energy filter is used in
[47], and we build on that for a more complex filter.
In [67], the authors formulate a bi-objective resource allocation problem to analyze the
trade-offs between makespan and energy consumption. Their approaches use total makespan
as a measure of system performance as opposed to individual task utility values as we do
in our work. Additionally, they model static environments where the entire workload is a
single bag-of-tasks, unlike our work that considers a system where tasks arrive dynamically.
In our work, we consider maximizing the utility earned while meeting an energy constraint
whereas [67] does not consider an energy constraint in its resource allocation decisions.
4.5. Simulation Setup
4.5.1. Overview. We simulate the arrival and mapping of tasks over a two day span
with the first day used to bring the system up to steady-state operation. We collect our
results (e.g., total utility earned, energy consumed) only for the second day to avoid the
scenario where the machines start with empty queues. We average the results of our ex-
periments across 48 simulation trials. Each of the trials represents a new workload of tasks
(with different utility functions, task types, and arrival times), and a different computing
environment by using new values for the entries in the ETC and APC matrices (but without
changing the number of machines). All of the parameters used in our simulations are set to
closely match the expectations for future environments of interest to the ESSC.
4.5.2. Workload Generation. A utility function for each task in a workload is given
and each task has a maximum utility value that starts at one of 8, 4, 2, or 1. These
values are based on the plans of the ESSC, but for other environments, different values of
maximum utility may be used. Furthermore, for our environment we have four choices of
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maximum utility but in other environments greater or fewer choices may be used. A method
for generating utility functions can be found in [4, 3].
For our simulation study, we generate the arrival patterns to closely match patterns of
interest to ESSC [3]. In this environment, general-purpose tasks arrive in a sinusoidal pattern
and special-purpose tasks follow a bursty arrival pattern.
4.5.3. Execution Time and Power Modeling.
4.5.3.1. Example Environment. This example environment is based on the expectation
of some future DoD/DOE environments. In our simulation environment, approximately
50,000 tasks arrive during the duration of a day and each of them belongs to one of 100 task
types. Furthermore, each task’s utility function is generated using the method in [3]. The
compute system that we model has 13 machine types consisting of a total of 100 machines.
Among these 13 machine types, four are special-purpose machine types while the remaining
are general-purpose machine types. Each of the four special-purpose machine types has 2,
2, 3, and 3 machines on them, respectively, for a total of ten special-purpose machines. The
remaining 90 machines are general-purpose and are split into the remaining nine machine
types as follows: 5, 5, 5, 10, 10, 10, 10, 15, and 20. The machines of a special-purpose machine
type run a subset of special-purpose task types approximately ten times faster on average
than the general-purpose machines can run them (as discussed below). The special-purpose
machines do not have the ability to run tasks of other task types. In our environment, three
to five special-purpose task types are special for each special-purpose machine type.
We assume that all machines have three P-states in which they can operate. We use
techniques from the Coefficient of Variation (COV) method [36] to generate the entries of
the ETC and APC matrices in the highest power P-state. The mean value of execution time
on the general-purpose and the special-purpose machine types is set to ten minutes and one
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minute, respectively. The mean value of the static power for the machines was set to 66
watts and the mean dynamic power was set to 133 watts. To generate the dynamic power
values for the intermediate P-state and the lowest power P-state, we scale the dynamic power
to 75% and 50%, respectively, of the highest power P-state. The execution time for these
P-states are also generated by scaling the execution time of the highest power P-state. To
determine the factor by which we will scale the execution time of the highest power P-state
for the intermediate and lowest power P-states, we sample a gamma distribution with a
mean value that is approximately 1/
√
(% scaled in power). For example, the lowest power
P-state’s execution time will be scaled by a value sampled from a gamma distribution that
has a mean approximately equal to 1/
√
0.5. The execution time of any task is guaranteed
to be the shortest in the highest power P-state, but the most energy-efficient P-state can
vary across tasks. These are done to model reality where the impact on execution time and
energy consumption by switching P-states depends on the CPU-intensity/memory-intensity
of the task, overhead power of the system, etc. We refer to this set of matrices as the
example environment.
4.5.3.2. Low and High TMA Environments. We modify the ETC matrices at the highest
power P-state of the example environment to create low and high TMA environments with
minimal difference in the MPH and TDH of the environments. All three of these measures are
functions of the Estimated Computation Speed (ECS) matrices. An ECS matrix is created
by taking the reciprocal of each entry in the ETC matrix. Figure 4.3 shows two 3× 3 ECS
matrices that significantly differ in TMA but would have the same value for TDH. In the
high TMA ECS matrix, each task has a unique ranking of the machines in terms of speed
of execution.
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To make the TMA measure orthogonal to the MPH and TDH measures, alternate row
and column normalizations are performed on the ECS matrix so that the matrix has equal
row sums and equal column sums (called a standard matrix) before the TMA is computed
for the ECS matrix [61]. As mentioned in [61], this iterative procedure is not guaranteed to
converge to a standard matrix if the ECS matrix can be organized into a block matrix (after
reordering rows and columns) with one block containing only 0s. Such a matrix is said to be
decomposable [61]. In our environment, the entries in the ECS matrix for the special-purpose
machines and the tasks that are not special on them contain 0s (because the special-purpose
machines are unable to execute them), and therefore, our ECS matrices are decomposable.
To overcome this problem, we remove the columns of the special-purpose machines from the
matrices and compute the TMA of only the general-purpose-machines matrix that has the
general-purpose machines. We then modify this part of the ECS matrix to have low and high
TMA. For each of the low and high TMA matrices, we then obtain the values for the special-
purpose tasks (on the one machine on which they are special) by taking the average of the
entries of this task from the general-purpose-machines matrix and multiplying that average
speed by 10. By doing this, we retain the characteristics of the special-purpose machines
and tasks as desired by the ESSC at ORNL, but we are able to study the performance of the
heuristics in environments with different TMA. The TMA of the general-purpose-machines
ECS matrices do not capture the actual TMA of the whole environment. However, as we
are only concerned with creating relatively low and high TMA matrices compared to the
example environment, our computation of the TMA measure is valid for our purposes.
As mentioned in [61], after a standard matrix is obtained (by performing alternate row
and column normalizations), the first step for computing the TMA of the matrix is to
determine the SVD. An ECS matrix with T task types and M machine types has dimension
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very low TMA machine1 machine 2 machine 3 
task 1 25 10 5 
task 2 25 10 5 
task 3 25 10 5 
high TMA machine1 machine 2 machine 3 
task 1 25 10 5 
task 2 5 25 10 
task 3 10 5 25 
Figure 4.3. Two sample 3× 3 ECS matrices that have equal Task Difficulty
Homogeneity but very different values of Task Machine Affinity. In the matrix
with the high TMA, each task has a unique ranking of machines in terms of
execution speed, i.e., for task 1 the best to worst machines are: 1, 2, and
3, whereas for task 2 the ranking of machines would be: 2, 3, and 1. In
contrast, in the very low TMA matrix, all tasks would have the same ranking
of machines.
T ×M . The SVD results in the factorization UΣV T . The U and V T are orthogonal matrices
representing the column and the row space, respectively. The matrix Σ is a diagonal matrix
consisting of min(T,M) singular values (σi) along the diagonal in a monotonically decreasing
order, i.e., σ1 ≥ σ2 ≥ ... ≥ σmin(T,M) ≥ 0. The singular values represent the degree of
correlation (linear dependence) between the columns of the ECS matrix. The higher the
first singular value (σ1), the more correlated the columns of the matrix are. The higher the
other singular values (σ2, σ3, ..., σmin(T,M)), the less correlated all the columns are. When
the correlation in the columns of the ECS matrix is low (i.e., high TMA), most tasks will
have unique ranking of the machines in terms of execution speed. Alternatively, when the
correlation in the columns of the ECS matrix is high (i.e., low TMA), most tasks will have
the same ranking of machines in terms of execution speed performance. The TMA of the
matrix is defined as the average of all the non-maximum singular values (i.e., not including






For creating the low TMA matrices, we want to have an environment where the columns
of the ECS matrix are completely correlated. We do this by removing the effect of all
non-maximum singular values and only retain the characteristics of the first singular value.
This is equivalent to taking the rank-1 approximation of the ECS matrix (i.e., make all the
non-maximum singular values to be equal to 0).
For creating the high TMA matrices, simply increasing the non-maximum singular values
or decreasing the maximum singular value will typically result in matrices with negative
values or result in very little increase in the TMA. Negative values in an ECS matrix are
meaningless representations of execution speed of a task on a machine and are therefore
undesirable. We design an iterative method to increase the components of the ECS matrix
in the directions that result in higher TMA while making sure that negative values are never
introduced into the matrix. To do this, we first take the SVD of the ECS matrix A. Let u1,






3 , etc., represent the rows
of the V T matrix resulting from the SVD of A. Our goal is to increase the non-maximum
singular values (without introducing negative values) to get a new ECS matrix with a higher
TMA. We examine how much of the matrix resulting from the product of u2 and v
T
2 we can
add to A, without making any of the elements in the matrix negative. We then do this with
u3 and v
T
3 , and continue to do this iteratively for all the non-maximum singular values. This
allows one to increase the TMA of the environment without having any negative values in
the matrix.
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These procedures to create low and high TMA environments ensure that only the TMA
of the environment is affected while maintaining the other characteristics of the matrix.
The MPH and the TDH of the low and high TMA environments have negligible difference
compared to that of the example environment. Table 4.1 shows the range of TMA values for
the matrices of the example environment and also of the low and high TMA environments
(that we created using our technique described above). Recall that the construction of these
TMA environments are for simulation experiments to evaluate the heuristics. They are not
part of the heuristics or system model.
Table 4.1. Range of Task-Machine Affinity (TMA) Values for the 48 Simu-
lation Trials of the Different Environments
type of ETC TMA range
example environment 0.082 to 0.091
low TMA < 10−15
high TMA 0.14 to 0.18
4.5.4. Obtaining an Energy Constraint. In many real-world scenarios, an annual
energy budget is typically given for an HPC system. As mentioned in Section 4.2.2, we can
estimate the energy constraint of the current day using a given annual energy constraint to
help ensure each day uses an equal portion of the remaining energy from the annual budget.
For simulation purposes, we need to create an energy constraint that we can use to
analyze our resource management techniques. We first run Max-Max UPT (the heuristic
that provides the best utility earned from our previous work [3]) for a full 24-hour time
period, disregarding the energy constraint. Based on the resource allocations generated
by this heuristic, we average the total energy consumption throughout the day across 48
simulation trials and use 70% of this average value as our energy constraint. We obtain the
simulated annual energy constraint by multiplying this value by the number of days in a
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year. For our simulations, we used a value of 405.84 GJ for the year, which averages out to
1.11 GJ per day.
4.6. Results
4.6.1. Overview. All results shown in this section display the average over 48 simulation
trials with 95% confidence interval error bars (the simulator uses two 24 core nodes on the
Colorado State University ISTeC Cray HPC cluster [62]). We first discuss the performance
of the heuristics in the energy-constrained environment when not using the energy filtering
technique. All the heuristics used a dropping threshold of 0.5 units of utility to tolerate
the oversubscription, i.e., a task is dropped if the best possible utility it can earn is lower
than 0.5. We use a dropping threshold of 0.5 units of utility as it gave the best performance
in our previous work [3]. When selecting a dropping threshold, we must consider the level
of oversubscription of the environment in addition to the utility values of tasks. We then
examine the effect of the filtering mechanism on the heuristics with a sensitivity study and
an analysis of the performance. We then analyze the performance of the heuristics in the
relatively low and the high TMA environments and finally compare the best performing case
for all the heuristics in the different types of environments.
4.6.2. Example Environment Results in No-Filtering Case. Figure 4.4 shows
the total utility earned by the heuristics in the filtering and no-filtering cases. We first discuss
the performance of the heuristics in the no-filtering case. Our four new heuristics outperform
the heuristics from the literature (i.e., Min-Min Comp, Max-Max Util, and Max-Max UPT).
Among the non-weighted heuristics, Max-Max UPE earns the highest utility even though it
consumes the same amount of energy as the others. This is because the heuristic accounts















































































Figure 4.4. Total utility earned by the heuristics in the no-filtering
case and their best filtering case (case with the best performing value of
energy leniency). For the weighted heuristics, in both the cases, the best
performing U-E weighting factor was chosen. The simulated system has 100
machines and approximately 50,000 tasks arriving in the day. These results
are for the example environment. The results are averaged over 48 trials with
95% confidence intervals.
energy-consuming allocation choices without significantly affecting the utility earned. Once
the allotted energy for the day (energy constraintday) is consumed, the heuristics were not
allowed to map any more tasks until the following day.
The weighted heuristics perform much better than the other heuristics because of their
ability to balance the extent to which they want to bias their allocations towards utility
maximization versus energy minimization. For each of the weighted heuristics, tests were
performed with different values of the U-E weighting factor from 0.02 to 0.8. A higher
U-E weighting factor biases the allocation decisions more towards energy minimization.
Figures 4.5a and 4.5b show the total utility earned by the Weighted Util and Weighted UPT
heuristics for different values of the U-E weighting factor. Similarly, Figures 4.6a and 4.6b
show the total energy consumption by the Weighted Util and Weighted UPT heuristics for
different values of the U-E weighting factor. Weighted UPE showed similar trends as the
Weighted UPT heuristic.
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Figure 4.5. Tests showing the total utility earned in the no-filtering case as
the U-E weighting factor is varied for (a) Weighted Util and (b) Weighted
UPT. The simulated system has 100 machines and approximately 50,000 tasks
arriving in the day. These results are for the example environment. The results
are averaged over 48 trials with 95% confidence intervals.
As we vary the U-E weighting factor from 0.02 to 0.8, the utility earned by the weighted
heuristics increases and then decreases. At very low values of the U-E weighting factor,
the energy term in the weighted expression has very little impact and the Weighted Util
and Weighted UPT heuristics approaches the Max-Max Util and Max-Max UPT heuristics,
respectively. With very high values of the U-E weighting factor, the heuristics are too
conservative in their energy expenditure and only execute tasks that consume the least
energy with little regard to the utility being earned. As can be seen in Figures 4.5a and
4.5b, the best performance is obtained between these extremes. For the Weighted Util
heuristic, the best performance is obtained at a U-E weighting factor that is larger than
the best performing U-E weighting factor for the Weighted UPT and Weighted UPE
heuristics. This is because the Weighted Util heuristic completely depends on the energy
term in the weighted expression to be energy-aware. The Weighted UPE and the Weighted
UPT heuristics already are able to account for energy minimization (directly or indirectly)
using the first part of their weighted expression, and therefore need a smaller portion of the
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Figure 4.6. Tests showing the total energy consumption in the no-filtering
case as the U-E weighting factor is varied for (a) Weighted Util and (b)
Weighted UPT. The dashed horizontal line shows the energy constraint of the
system. The simulated system has 100 machines and approximately 50,000
tasks arriving in the day. These results are for the example environment. The
results are averaged over 48 trials with 95% confidence intervals.
energy term to help make good low energy consuming choices. The energy consumption
by these heuristics always hits the energy constraint for the weighting factors lower than
the best performing weighting factor. Higher values of the U-E weighting factor further
minimize energy consumption (so it unnecessarily goes below the constraint) leading to
reduced performance.
To illustrate why U-E weighting factor of 0.5 is the best for the Weighted Util heuristic,
Figures 4.7a and 4.7b show the trace of the total utility being earned and the trace of the
total energy consumption for the Weighted Util heuristic in the no-filtering case for different
values of the U-E weighting factor. For U-E weighting factors 0.4 and lower, the energy
constraint is hit before the end of the day and therefore high utility-earning tasks that arrive
after that point in time are unable to execute. This causes a drop in performance because
no utility is earned from such tasks after this point. Values of U-E weighting factor higher
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Figure 4.7. Traces of (a) the cumulative utility earned and (b) the cumula-
tive energy consumption for the Weighted Util heuristic in the no-filtering case
throughout the day at 20 minute intervals at different U-E weighting factors.
The dashed horizontal line in (b) shows the energy constraint of the system.
The simulated system has 100 machines and approximately 50,000 tasks ar-
riving in the day. These results are for the example environment. The results
are averaged over 48 trials with 95% confidence intervals.
than 0.5 are too conservative in energy consumption and have too much energy left over at
the end of the day.
These results indicate that for energy-constrained environments it is best to use heuristics
that consider energy, rather than heuristics that try to solely optimize for maximizing utility.
In the no-filtering case, Weighted Util is approximately 28% better than Max-Max UPE, and
Max-Max UPE is approximately 11% better than Max-Max UPT (the best-performing utility
maximization heuristic from the literature [3]).
4.6.3. Example Environment Results with Energy Filtering. We now examine
the effect of the energy filtering mechanism on the batch-mode heuristics. The extent to
which energy filtering is performed is controlled by the energy leniency term (see Equation
10). A higher value for the energy leniency would result in a higher value of the task budget
and would therefore let more allocation choices pass through the filter. Alternatively, a
lower value of energy leniency would let fewer allocations pass through the filter. Not using
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Figure 4.8. Sensitivity tests showing the total utility earned as the
energy leniency is varied for (a) Max-Max UPT and (b) Max-Max UPE.
The simulated system has 100 machines and approximately 50,000 tasks ar-
riving in the day. These results are for the example environment. The results
are averaged over 48 trials with 95% confidence intervals.
filtering implies an energy leniency value of infinity. We performed a sensitivity test for all
the heuristics by varying the value of energy leniency from 0.3 to 4.0, and compared the
performance with the no-filtering case. We first analyze the performance of the non-weighted
heuristics in Section 4.6.3.1, and then examine the weighted heuristics in Section 4.6.3.2.
4.6.3.1. Non-weighted Heuristics. Figures 4.8a and 4.8b show the effect of varying the
value of energy leniency on the total utility earned by the Max-Max UPT and the Max-Max
UPE heuristics, respectively. Figure 4.9 shows the energy consumption of the Max-Max UPE
heuristic as the energy leniency value is varied. Sensitivity tests of the utility earned for
the Min-Min Comp and Max-Max Util heuristics show trends similar to that of the Max-
Max UPT heuristic, while the sensitivity tests of the energy consumed for Min-Min Comp,
Max-Max Util, and Max-Max UPT showed trends similar to Max-Max UPE.
In general, for the non-weighted heuristics, as we increase the value of energy leniency
from 0.3, the utility earned increases and then decreases as we approach the no-filtering
case. All of these heuristics benefit from the filtering operation. The best-performing case
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for Min-Min Comp, Max-Max Util, and Max-Max UPT occurs at an energy leniency of 0.75,
whereas the Max-Max UPE heuristic performance peaks at an energy leniency of 1.5. We
observe that the performance benefit for the Max-Max UPE heuristic is less sensitive to the
value of energy leniency, especially in the range 1.0 to 4.0. The drop in performance for this
heuristic in the no-filtering case (compared to its best performance case) is less substantial
than the similar difference for the other heuristics. This is because the Max-Max UPE
heuristic already accounts for energy consumption, reducing the benefits associated with the
energy filter. Therefore, the best-performing case of energy leniency for this heuristic is at a
higher value of energy leniency than the best-performing case for the other heuristics. The
other heuristics require a stricter filtering technique to incorporate energy consumption in
allocation choices, therefore they require lower values of energy leniency to obtain the best
results, because energy is not considered otherwise.
For the non-weighted heuristics, when we use energy leniency values from 0.3 to 0.6,
the filtering is so strict that it prevents the heuristic from using all of the available energy
that was budgeted for the day. Not being able to use all of the budgeted energy results in
fewer tasks being executed and therefore a drop in the total utility earned throughout the
day. Alternatively, when using high values of energy leniency (and the no-filtering case),
all heuristics use all of the day’s budgeted energy early in the day and thus are unable to
execute tasks that arrive in the later part of the day. We are able to observe this using trace
charts that show the gain in total utility and increase in total energy consumption.
Figures 4.10a and 4.10b show the utility trace for the Max-Max UPT and the Max-Max
UPE heuristics, respectively. Figures 4.11a and 4.11b show the energy trace for the Max-
Max UPT and the Max-Max UPE heuristics, respectively. For the no-filtering case, we see
that the system uses all of the available energy for the day in the early part of the day,
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and then all future tasks are unable to execute and are dropped from the system earning
no utility. The no-filtering case for the Max-Max UPE heuristic uses all available energy
that was budgeted for the day slightly later (approximately three hours) than the Max-Max
UPT heuristic because the heuristic considers energy at each mapping event throughout the
day. The slope of its no-filtering energy consumption trace is less steep than the slope of the
similar trace for the Max-Max UPT heuristic. As a result, Max-Max UPE is able to execute
more tasks and earn higher utility.
0.3 0.4 0.5 0.6 0.7 0.75 1.0 1.25 1.5 1.75 2.0 4.0 no
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Figure 4.9. Sensitivity tests showing the total energy consumed as the
energy leniency is varied for the Max-Max UPE heuristic. The dashed hori-
zontal line shows the energy constraint of the system. The simulated system
has 100 machines and approximately 50,000 tasks arriving in the day. These
results are for the example environment. The results are averaged over 48
trials with 95% confidence intervals.
The energy trace charts show the adaptive ability of the filtering technique. Recall the
task budget is dependent on the aggregate time remaining and the energy remaining.
When comparing low values of energy leniency to high values of energy leniency, the
energy remaining will be similar at the beginning of the day, but later in the day, there will
be more energy remaining for low values compared to the lower energy remaining for higher
values. Therefore, because the task budget will change with the energy remaining, it will
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Figure 4.10. Traces of the cumulative utility earned throughout the day at
20 minute intervals as the energy leniency (en len) is varied for the (a) Max-
Max UPT and (b) Max-Max UPE heuristics. The simulated system has 100
machines and approximately 50,000 tasks arriving in the day. These results
are for the example environment. The results are averaged over 48 trials with
95% confidence intervals.
become larger when there is more energy remaining in the day and smaller when there is less
energy remaining in the day. For example, the slope increases for the energy leniency line of
0.3 during the day in Figures 4.11a and 4.11b. Similarly, with high values of energy leniency,
the filter eventually adapts to lower its value of task budget. This is shown by the decrease
in slope for the 1.5 energy leniency line in Figures 4.11a and 4.11b.
The best performance for each of the non-weighted heuristics comes at an appropriate
energy leniency that allows the total energy consumption of the heuristic to hit the energy
constraint of the day right at the end of the day, saving enough energy for any high-utility
earning tasks that may arrive at later parts in the day. Higher values of energy leniency
(above 1.5) result in the energy constraint being hit in the earlier part of the day, while lower
values of energy leniency can result in a strict environment that prevents the consumption
of all of the energy budgeted for the day. Therefore, in energy-constrained environments, the
best performance is obtained by permitting allocation choices with a fair-share of energy so
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Figure 4.11. Traces of the cumulative energy consumed throughout the day
at 20 minute intervals as the energy leniency (en len) is varied for the (a)
Max-Max UPT and (b) Max-Max UPE heuristics. The dashed horizontal line
shows the energy constraint of the system. The simulated system has 100
machines and approximately 50,000 tasks arriving in the day. These results
are for the example environment. The results are averaged over 48 trials with
95% confidence intervals.
that the total energy consumption for the day hits the energy constraint right at the end of
the day. By doing so relatively low utility-earning tasks that arrive early in the day do not
consume energy that could be used by relatively higher utility-earning tasks arriving later in
the day. If the energy consumption is not regulated, then the allocations in the earlier part
of the day can consume too much energy preventing task executions later in the day. Our
energy filtering technique gives this ability to these heuristics.
Among the non-weighted heuristics, Max-Max UPE performs the best and its perfor-
mance is the least sensitive to the value of energy leniency. These are because this heuristic
accounts for the energy consumed to earn each unit of utility. The performance of all the
non-weighted heuristics improves because of the energy filtering technique. When designing
an energy filter for a heuristic in an oversubscribed environment, the best performance is
likely to be obtained when the level of filtering is adjusted to distribute the consumption of
the energy throughout the day and meet the constraint right at the end of the day. This can
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be used to design filters for such heuristics in energy-constrained environments to maximize
performance.
4.6.3.2. Weighted Heuristics. The weighted heuristics already have the ability to tune
their energy consumption throughout the day and therefore they do not benefit from the
energy filtering technique, as shown in Figure 4.4. Figure 4.12 shows the utility earned
by the Weighted Util heuristic for different combinations of U-E weighting factor and
energy leniency. As seen in Figure 4.6a, even in the no-filtering case, the Weighted Util
heuristic did not consume the total energy budgeted for the day with U-E weighting factors
0.5 and above. Therefore, adding energy filtering (that may further limit the energy con-
sumption) to these cases does not help to improve the performance of the heuristic in com-
parison to the no-filtering case. Using moderate values of energy leniency helps in cases
where we use lower U-E weighting factors, because in these cases, the weighting factor
alone is unable to accomplish the desired level of energy minimization. At the best perform-
ing U-E weighting factor (i.e., 0.5 for Weighted Util), the no-filtering case performs just as
well as the best performing energy leniency cases.
Both, the filtering technique and the weighting technique, have the ability to regulate the
energy consumption throughout the day and allow the energy constraint to be hit only at the
end of the day, but the weighting technique performs better than the filtering technique. We
now analyze why the best performing U-E weighting factor (without any energy filtering,
i.e., energy leniency of infinity) performs better than the best performing energy filtering
case (without using any weighting, i.e., U-E weighting factor = 0). To study this difference,
we plot the utility and energy trace charts of the Weighted Util heuristic for the following
three scenarios:
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(1) no filtering (energy leniency = infinity) and no weighting (U-E weighting factor =
0),
(2) best filtering case (energy leniency = 0.75) and no weighting, and
(3) no filtering and best weighting case (U-E weighting factor = 0.5).
These trace charts are shown in Figures 4.13a and 4.13b. Recall that without the weighting
i.e., a U-E weighting factor of 0, the weighted heuristics reduce to their non-weighted
counterparts (e.g. Weighted Util becomes Max-Max Util).
The weighting case outperforms the filtering case because of two reasons. Each of these
reasons can be explained by examining the trace up to the point where the no filtering-no
weighting case hits the energy constraint at approximately 1000 minutes. Recall that the no
filtering-no weighting case is only attempting to maximize utility with no regard to energy.
The first reason why the weighting performs better than the filtering is because the filtering
removes allocation choices that consume more energy than the fair-share task budget (of a
mapping event) without considering the utility that that allocation choice may earn. This
causes the filtering case to avoid certain high energy consuming (but high utility earning)
allocation choices to execute. This can be seen by the lower values of utility being earned
by the heuristic in the filtering case compared to the no filtering-no weighting case up to
1000 minutes. The weighting case does not have this problem as it is able to rank choices in
terms of both the utility they earn and the energy they consume. So, if an allocation choice
consumes high energy but proportionally earns high utility then this allocation choice may
be a viable option in the weighting case. Weighting, if tuned correctly, allows the heuristic
to balance the required amount of energy minimization versus utility maximization. The
second reason why the weighting case performs better is because the weighting case biases
decisions to pick low energy consuming allocation choices, and in our environment this also
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leads to minimization of execution time. Therefore, Weighted Util gets the ability to make
allocations that behave as utility-per-time. Because of the minimization of execution time,
we observed that the weighting case was able to complete many more tasks compared to
the no filtering-no weighting case. This causes the heuristic’s weighting case to earn higher
utility than the unconstrained no filtering-no weighting case even in the region up to 1000
minutes.
The weighting and filtering techniques both allow a heuristic to regulate its energy con-
sumption throughout the day and permit task executions in the later part of the day that
help them to earn more utility than a case that does not use either weighting or filtering.
Filtering does not attempt to minimize energy consumption, it only tries to prune high
energy consuming choices. It makes its filtering mechanism stricter or more lenient if the
energy consumption rate is higher or lower than what it should ideally be, respectively. As
opposed to this, weighting works by attempting to minimize energy consumption right from
the start of the allocation process. It picks allocation choices that have a good balance of
earning utility versus consuming energy.
Figure 4.4 shows the total utility earned by the heuristics in the no-filtering case and
their best energy leniency case. The non-weighted heuristics have a significant performance
increase with the energy filtering because it allows them to control their energy expenditure
throughout the day. The weighted heuristics already have the ability to control their energy
consumption and therefore do not have any increase in performance when using energy
filtering.
4.6.4. Low and High TMA Environment Results with Filtering. We ran sim-







































































































































































































Figure 4.12. Sensitivity tests showing the total utility earned for different
combinations of U-E weighting factor (U-E wf) and energy leniency for the
Weighted Util heuristic. The simulated system has 100 machines and approx-
imately 50,000 tasks arriving in the day. These results are for the example
environment. The results are averaged over 48 trials with 95% confidence
intervals.
environments. These environments have the same set of task utility functions, task ar-
rival times, oversubscription levels, dropping threshold, overall aggregate performance of
the machines and tasks with similar values of MPH and TDH compared to the example
environment. The only difference is the TMA of the environment, and that affects the
uniqueness by which certain task types execute faster on certain machine types. In the low
TMA environment, all tasks have the same ranking of machines in terms of execution time,
whereas in the high TMA environment, most tasks have unique ranking of the machines
in terms of execution time performance. We ran parameter tuning tests to find the best
performing energy leniency case for the non-weighted heuristics and the best performing
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Figure 4.13. Traces of (a) the cumulative utility earned and (b) the cu-
mulative energy consumption throughout the day at 20 minute intervals of
different cases of using the best/not using energy filtering and/or weighting
for the Weighted Util heuristic. The dashed horizontal line in (b) shows the
energy constraint of the system. The simulated system has 100 machines and
approximately 50,000 tasks arriving in the day. These results are for the exam-
ple environment. The results are averaged over 48 trials with 95% confidence
intervals.
energy leniency and U-E weighting factor case for the weighted heuristics. Here, we sum-
marize the conclusions obtained from these tests. The actual results of the tests are omitted
from the draft for brevity.
For the non-weighted heuristics in the low TMA environment, the best performance
was obtained at a higher value of energy leniency. This was because in the low TMA
environments, as all tasks have the same ranking of the machine types in terms of execution
time, fewer tasks get to execute on the machines where they have better execution times. On
average, this results in longer task execution times than that in the example environment.
Therefore, the average execution time estimate is not as accurate as it was in the example
environment. To compensate for this, the best performance is obtained at higher values of
energy leniency. See Equation 10 for understanding how an increase in energy leniency
helps to make up for the lower value of the average execution time estimate.
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For the weighted heuristics in the low TMA environment, the best performance was
obtained at lower values of the U-E weighting factor (i.e., more weighting towards utility
term) compared to the U-E weighting factors for the best case in the example environment.
The energy term of the weighted expression does not account for how oversubscribed the
machine is. In a low TMA environment, all tasks would have the same ranking of machine-
P-state choices in terms of energy consumption. Assigning all tasks to these energy efficient
machines would oversubscribe them resulting in low utility being earned from the tasks. By
having a lower value for the U-E weighting factor, the preferred allocation choice would be
less biased towards the minimization of energy consumption, therefore allowing for a better
load balance in a low TMA environment.
In contrast, in high TMA environments, the non-weighted heuristics performed their
best at lower values of energy leniency. In such environments, different tasks have different
ranking of the machine types in terms of execution time and this makes it easier for tasks
to be assigned to their best execution time machine type. As a result, the estimate of the
average execution time (calculated based on ETC values) is not as accurate as it was in the
example environment. The best performance is obtained at lower values of energy leniency
as that helps to compensate for the higher value of the average execution time estimate.
For the weighted heuristics, in high TMA environments, the best performance is ob-
tained at higher values of U-E weighting factor (i.e., more weighting towards energy term).
This is because in the high TMA environment, different tasks would generally have different
machine-P-state choices that execute fast and consume less energy. Therefore, biasing the
scheduling decisions more towards the minimum energy consumption choices provides auto-
matic load balancing across the machine types and assigns tasks to the machine types that
execute them the best (i.e., quickest and least energy consuming).
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Figure 4.14a shows the utility earned by the best performing case of each of the heuristics
in the low and high TMA environments in comparison to the best performance obtained in
the example environment. The overall trend is that heuristics earn less utility in the low
TMA environment and more utility in the high TMA environment compared to the example
environment. This is because in the low TMA environment, all tasks have the same machine
type as their best execution time machine type and as a result fewer tasks get to execute
on the machines of this type. This leads to longer execution times on average for the tasks
and results in fewer tasks being pushed through the system during the day. Alternatively, in
the high TMA environment, different task types execute fastest on different machine types,
and therefore, assigning tasks to their best execution time machine type is feasible as it
implicitly provides load balancing. In such an environment, the average execution time of
the tasks is lower and more tasks complete execution during the day earning higher utility
overall. In high TMA environments, resource allocation decisions are easier to make (as
minimizing execution time provides some load balancing) and therefore the performance of
all the heuristics is quite similar. Although, the weighted heuristics still perform slightly
better than their non-weighted counterparts. Figure 4.14b shows that compared to the
example environment, the number of tasks completed for the low TMA environment is
significantly fewer while the number of tasks completed for the high TMA environment is
significantly greater. The average execution time of a task across the machines (taken from
the ETC) is similar for the low and example environment and slightly higher for the high
TMA environment. We still get better performance in the high TMA environment from





























































































































































































Figure 4.14. (a) Total utility earned and (b) Total number of completed
tasks by the best performing cases for all the heuristics with energy filtering
in the three types of environments: low TMA, example, and high TMA. The
simulated system has 100 machines and approximately 50,000 tasks arriving in
the day. The results are averaged over 48 trials with 95% confidence intervals.
4.7. Conclusions and Future Work
In this study, we address the problem of energy-constrained utility maximization. We
model an oversubscribed heterogeneous computing system where tasks arrive dynamically
and are mapped to machines for execution. The system model is designed based on types
of systems of interest to DoD/DOE. A heuristic’s performance in our system is measured in
terms of the total utility that it could earn from task completions. We design four heuristics
for this problem and compare their performance with other heuristics adapted from our
previous work, and integrate an energy filtering technique into our environment.
We show that in an energy-constrained environment our energy-aware heuristics earns
more utility than heuristics that only optimize for utility. Our new energy filter helps to
improve the performance of all the non-weighted heuristics by distributing the consumption
of the budgeted energy throughout the day. The energy filtering technique adapts to the
energy remaining in the system and accordingly budgets the permitted energy for a task’s ex-
ecution. For the non-weighted heuristics, the best performance from the filtering is obtained
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for all heuristics at a level of filtering that distributes energy consumption approximately
equally throughout the day and meets the energy constraint right at the end of the day.
This can be used to guide the design of heuristics and filtering techniques in oversubscribed
heterogeneous computing environments.
The weighted heuristics have the ability to minimize energy consumption throughout the
day and can be tuned so that their energy consumption meets the energy constraint right
at the end of the day. These heuristics outperform their non-weighted counterparts (even
when they use energy filtering). This is because, filtering considers energy regardless of
utility while weighting considers them together. The filtering removes certain high energy-
consuming allocation choices, but among the remaining choices it simply picks the one that
maximizes the objective of the heuristic. Alternatively, the weighted heuristics rank all
allocation choices by accounting for both utility and energy and have the ability to balance
the degree to which they are energy-aware. As a result, these heuristics perform much better
than the non-weighted heuristics (even when they use filtering).
In the low and high TMA environments, all the heuristics earn lower and higher utility
overall, respectively. This is because the higher the TMA of the environment, the higher the
number of tasks that can be completed because more tasks can be assigned to the machine
on which they have the fastest execution time. This is because assigning tasks to their best
execution time machine implicitly balances the load. Also, in high TMA environments, we
observe that mapping decisions are easier to make and most heuristics perform similarly.
One of the main goals of this study was to perform an in-depth analysis of the performance
of the energy-constrained heuristics. As part of future work, we plan to use our knowledge
of the performance of the heuristics, filtering, and weighting techniques to design adaptive
techniques that can auto-tune the value of energy leniency and/or U-E weighting factor
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dynamically. Other possible directions for future research include: (1) designing energy-
aware robust resource allocation techniques that account for various sources of uncertainty,
such as stochastic task execution times, (2) creating different patterns for the arrival of
utility into the system (e.g., high utility tasks arriving for certain fixed times of the day) and
designing techniques that can account for and adapt to these changes, (3) designing heuristics
that use the information about the slope of the utility-functions to make allocation decisions,




Resource Allocation Policies in Environments with
Random Failures4
5.1. Introduction
High performance and distributed computing systems are currently used to solve a host of
scientific problems. Many of the applications running on these systems are time-critical. Ex-
amples of such applications include meteorological workflows, influenza modeling, economic
forecasting, storm surge modeling, and monitoring or modeling the hazardous effects of oil
spills or airborne contaminants. These kinds of applications typically have hard deadlines,
and their results are not useful if unavailable by the deadline. The large-scale computing
systems needed to run such applications currently have high failure rates and these are es-
timated to become more pronounced as the size of high performance computing systems
approach exa-scale levels. Further, these computing systems are often oversubscribed, that
is, the workload of tasks submitted exceeds the capacity of the system. In such an envi-
ronment, it is important to make resource allocation decisions that both tolerate uncertain
availabilities of compute resources and complete tasks successfully by their deadlines.
We model a computing environment where the compute resources are high performance
computing (HPC) machines, and tasks submitted to this system are large-parallel jobs. An
example of HPC resources being integrated together is the Extreme Science and Engineering
Discovery Environment (XSEDE) program [69]. The environment may be heterogeneous,
which means that each of the tasks may have different execution times on the different HPC
4A preliminary version of portions of the work mentioned in this chapter appeared in [68]. This work was
supported by the National Science Foundation under grant number CNS-0905399, and by the Colorado State
University George T. Abell Endowment.
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machines. We assume that each submitted task has a reward, and that reward is earned if
the task successfully completes before its deadline. In this chapter, we study the problem of
assigning dynamically arriving tasks to machines to maximize the total reward earned in an
environment where the machines may randomly fail. We design new heuristic techniques to
solve this problem, and improve the performance of heuristics from the literature [70]. We
study and analyze the performance of the different heuristics in a variety of environments
that differ in their heterogeneity.
One method to achieve a certain level of fault-tolerance is to checkpoint tasks and restart
them from their last checkpoint in case they encounter a failure. This is a common method
used to alleviate the damage caused by the failure of resources [71–74] and we model our
applications to have checkpointing.
In this simulation study, we use the analysis of failure data from real systems [75, 76] to
model our machine time to failures and repair/recovery times. The work in [75] analyzes the
failure data from the United States Los Alamos National Laboratory (LANL) comprising 22
HPC systems over the span of nine years (from 1996 to 2005) [77]. Similarly, the work in [76]
analysis failure data from the Google cluster tracelog comprising 12,532 servers spanning a
duration of 29 days starting May 2011 [78].
The contributions of this chapter are: (a) an enhancement in the prediction mecha-
nism used in some of the heuristics from the literature [70], (b) multiple enhancements to
the heuristics from the literature that are designed based on the concepts of the Derman-
Lieberman-Ross theorem [79], (c) design of new heuristics for the problem of maximizing
reward in heterogeneous environments, (d) an improved model of the system using the anal-
yses from real-world machine failure and recovery data, and (e) a study of the performance
of different heuristics on environments that differ in their types of heterogeneities.
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The remainder of this chapter is organized as follows. Section 4.2 explains the model of
our machines and workload. We formally state our resource allocation problem in Section
4.3. Section 4.4 explains the different heuristic techniques that we use to solve our problem,
including our improvements to the heuristics from the literature and our new heuristics.
Section 4.5 mentions our setup for the simulations. We analyze our experimental results
in Section 4.6. Section 4.7 gives a sample of related work and we conclude this chapter in
Section 4.8.
5.2. System Model
5.2.1. Modeling the Machines. We define a machine as a high performance com-
puter. A task in this study is a large parallel application that can consume the resources on
an entire HPC machine. Once a machine is assigned a task, it is considered unavailable and
no other task can be assigned to it until it completes execution of that task or encounters a
failure.
These large-scale machines are prone to failures. It has been shown that hardware is
the biggest cause of failures in HPC environments compared to other causes e.g., software,
network, environment [75]. Therefore, we focus on modeling and analyzing the impacts of
hardware failures. It has been shown in the literature that exponential distributions can be
used to approximate hardware failures [80–83]. In our environment, each machine has an
exponential distribution associated with it to model the probability of failure. There are a
total of M machines in the system. The failure rate for each machine j is λj.
Once a machine encounters a failure, it first needs to be repaired before any task can
be assigned to it. Lognormal distributions have been found to be the best model for mean
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time to repair values [75, 76]. For each machine j, we represent the mean and coefficient of
variation of the lognormal repair time distribution by trepairj and COV
repair
j , respectively.
5.2.2. Modeling the Workload. In our oversubscribed environment, we assume that
each task i has an associated reward ri (representing the worth of the task) and a time to
deadline ∆di. Tasks in our environment dynamically arrive and the deadline of the task di
is set based on the arrival time of the task ai and ∆di, i.e., di = ai + ∆di. The reward value
of the task is earned if the task’s computation is successfully completed by its deadline. We
model our tasks to checkpoint their execution. If the machine on which the task is executing
fails, the task is returned back to the pool of tasks (called the batch) that are waiting for
a machine. If this task is remapped to a machine for execution, it resumes from its last
checkpoint. The task can repeatedly cycle between execution and waiting in the batch as
long as its deadline has not passed. Once its deadline expires, the task is discarded from the
batch and cannot be assigned to a machine. This model of the life cycle of a task is very
similar to the one described in [84].
In our environment, a mapping decision is made whenever a machine becomes available
for executing a task. Machines become available in two cases: when they successfully com-
plete a task that was assigned to them, or when they have encountered a failure and have
returned after being repaired. Therefore, in our environment, machine availability triggers
a mapping event and at the mapping event the resource manager has to decide which task
from the batch should be assigned to that machine. The number of tasks in the batch is
represented as T . T changes across the mapping events depending on the number of task
arrivals and completions.
An Estimated Time to Compute (ETC) matrix is used to model the execution time char-
acteristics of the various tasks in the heterogeneous system. We use task classes to group
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together tasks that have the same execution time characteristics. Each entry tij in the ETC
matrix gives the mean execution time of tasks of class i on machine j of our heterogeneous
suite. The actual execution time of the tasks are modeled using exponential distributions
with the means obtained from the entries of the ETC matrix. We use exponential distribu-
tions to model task completion times, based on the tests conducted at Ricoh InfoPrint [85].
For simulation purposes, we create and use synthetic workloads, but in real-world environ-
ments one could build such a matrix based on historical data or benchmarking experiments.
We test the performance of various resource allocation policies under different types
of ETC matrices that represent some of the different types of heterogeneity of computing
systems. We model five types of ETC matrices. Sample 3 × 3 ETC matrices for each of
these types are shown in Figure 5.1. We model homogeneous workloads and homogeneous
compute resources by having a fixed value for all the entries in the ETC matrix. We call
this type of ETC matrix constant . We model another environment in which the workload
can be considered homogeneous, but the compute resources have different computational
capabilities. We model such an environment by having unique values for each of the columns
of the ETC matrix, and refer to this matrix as column-varying . Similarly, an environment
where the tasks are heterogeneous but the compute resources are completely homogeneous
is represented by having unique values for each of the rows of the ETC matrix. We call
such a matrix row-varying . A completely heterogeneous environment is modeled by having
random values for each cell in the ETC matrix. In an environment, modeled by such a
matrix, it is possible (and likely) for a machine to be better than another machine for a
particular task class and worse for another. Such a matrix is referred to as inconsistent . If
we independently sort the elements within each of the rows of such an inconsistent ETC,
and then independently sort the entries in each of the columns, we obtain what we call a
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Figure 5.1. Sample ETC matrices modeling different types of heterogeneity
in an environment with three task classes and three machines
task-mach-consistent matrix. In such an environment, if a machine executes a task faster
than another machine, then it will do so for all tasks. Similarly, if a task executes faster
than another task on a single machine, then it will do so on all machines.
We set the checkpoint time of a task based on the percentage of its execution that has
completed. In this study, we set the tasks to checkpoint after every 5% of their execution.
We checkpoint based on percent-complete (as opposed to checkpointing based on fixed time
intervals) so that the periodicity of checkpointing is independent of the machine on which
the task is running.
As mentioned previously, we assume that the task is large and parallelizable enough to
use all the resources of a HPC machine. Once a task is assigned to a machine, the machine is
not available for mapping. Also, we do not allow the pre-emption of tasks. The scheduling of
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the dependencies of the different sub-parts of the large parallel task within a machine can be
done separately using any Directed Acyclic Graph (DAG) scheduling technique. The entries
in the ETC matrix represent the parallelized time of the tasks on the different machines
including the time for checkpointing.
5.3. Problem Statement
We consider an oversubscribed environment where tasks are dynamically arriving. Once
the task arrives, the scheduler knows the task’s reward, deadline, and task class. Based on
historical information, we assume we are given the ETC entries of the different task classes
and machines, and the machines’ mean times to failure and mean times to repair. The goal
of our resource manager is to assign tasks to machines with the goal of maximizing the total
reward earned by completing tasks before their respective deadlines.
5.4. Resource Allocation Policies
5.4.1. Overview. We use heuristics to solve the NP-complete resource management
problem. We adapt some heuristics from the literature [70], modify and improve some of
them, as well as design new ones.
Shestak et al. [70] have shown how a distribution of machine availability can be obtained
using the average execution time of tasks on a machine j (referred to as tavj ), and the failure
rate of the machine λj. This probability mass function consists of as many pulses as there are
machines in the environment. In that work, the availability rate of each machine j, denoted
by wj, is computed as







We denote the probability of machine j being available for an assignment as pj. We






The distribution created using these pj values gives the normalized probability each
machine j becomes available for a mapping event. In the environment in [70], machines
become available for a mapping event under two scenarios: if they have encountered a
failure (first term of the summation in Equation 12), or if they have successfully completed
a task (second term of the summation in Equation 12). In that study, it was assumed
that failed machines become operational immediately. The distribution sorts the machines
in an ascending order of their “quality.” A machine has better “quality” if it has a lower
value for λjt
av
j . Therefore, a machine that has a lower failure rate and/or a lower value for
mean execution time, is considered “better.” The Cumulative Mass Function (CMF) of this
probability distribution is used to guide resource allocation decisions by some heuristics.
As our environment has checkpointing for tasks and as we have machine recovery times,
we modify the computation of the above terms to correctly represent our model. Let
percremaini represent the remaining percentage of computation for task i. Therfore, a task
i that has not been executed yet or that has no saved checkpoints would have a percremaini
value equal 100%. To consider checkpointing when computing tavj , instead of simply taking
the average of the ETC values for all the tasks in the batch on machine j, we take the aver-
age of tij × percremaini over all tasks i in the batch. This considers the checkpointing of the
tasks and accurately represents the average execution time of the tasks in the batch. To also
include the recovery times, we modify the computation of the availability rate of a machine.
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The first term used in computing wj represents the rate at which the machine fails (λj).
We want to replace that term with the rate at which the machine fails and subsequently












5.4.2. Heuristics from the Literature.
5.4.2.1. Reward Heuristics. The Reward and Expected Reward heuristics were introduced
in [70]. In Reward, the task that has the highest value for reward is assigned to the machine
that just became available.
For a task i at time t, Pi(t) is the probability of successfully completing task i through
multiple assignments before its deadline expires. The expected reward for a task i is given
by the product riPi(t).
Vi(t) is the estimated number of reassignments that task i may undergo starting at time
t up to its deadline. The derivation of Vi(t) is given in [70]. Pi(t) is calculated using the
equation shown below.






The term (1 − e−λjtij) gives the probability of task i failing on machine j. This factor
is weighed by the probability of machine j being available for an assignment (pj), and
therefore the weighted sum,
∑M
j=1 pj(1− e−λjtij), gives the probability of failure when task
i is mapped to a machine. Therefore, Equation 15 represents the probability at time t that
task i will successfully complete before its deadline, even through multiple assignments. In
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the Expected Reward heuristic, the task with the highest value for expected reward is assigned
to the machine that becomes available.
5.4.2.2. Matching Heuristics. There are two heuristics in [70] that use the concepts of
the Derman-Lieberman-Ross (DLR) Theorem [79] to guide mapping decisions, the Matching
heuristic and Expected Matching heuristic. A brief overview of the DLR theorem is given
below, followed by the Matching heuristics that are implemented using the DLR concept.
The DLR theorem [79] provides an algorithm for optimally assigning a set of available
workers to incoming jobs. Each incoming job is assumed to have a reward value associated
with it. Each worker is assumed to have a probability (that represents the quality and skill
of the worker), with which the reward earned for a job is scaled. We create a sorted list
of workers in an ascending order of probability (i.e., skill). It is also assumed that one has
the distribution from which the reward values for all the incoming jobs are sampled. This
distribution lists the reward values of the jobs in an ascending order. Using the distribution of
the reward values of the incoming jobs, and the notion of the skill of the workers (determined
by their probabilities), the DLR method describes an algorithm that maps high reward jobs
to more-skilled workers and low reward tasks to less-skilled workers. The distribution that
represents the probabilities of different reward values for incoming jobs is vital to making
these decisions. The algorithm partitions this distribution into bins of varying sizes. The
number of bins created is equal to the number of workers left. The theorem creates the sizes
of the bins depending on the shape of the distribution. When a job arrives, we find the bin
number that has this job in the distribution. If it is the nth bin, we choose the worker that
is in the nth position in our sorted list of workers. The chosen worker is then assigned to the
arrived job. In this way, the DLR theorem matches the worth of arriving jobs to the quality
of the workers.
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The Matching heuristics [70] try to implement the DLR concept within the resource
allocation problem. Jobs and workers in the DLR environment translate to machines and
tasks in our environment, respectively. In our problem, machines become available, and tasks
need to be chosen from a batch and assigned to them. This is analogous to jobs coming in
and choosing a worker that can be assigned to them. The distribution described in Section
5.4.1 is used to describe the quality and the likelihood of the incoming machine, analogous
to the distribution that governs the likelihood of various reward values for the incoming jobs.
The only other factor that needs to be accounted for is the ranking of the tasks, analogous
to the ranking of the workers (based on their probabilities). It is in this aspect that the
Matching and the Expected Matching heuristics differ. In Matching, the tasks are sorted
based on their reward values, whereas, in Expected Matching, the tasks are sorted based on
their value of expected reward. As before, expected reward of a task i is given by the product
riPi(t).
5.4.3. Modifications to Heuristics.
5.4.3.1. Improved Computation for Pi(t). We modify Equation 15 to incorporate the
knowledge of the machine that just became available for a mapping event. Let J be the
machine that just became available. The probability that this machine will become available
pJ will be 1, and by a similar logic pj = 0,∀j 6= J . Therefore, the summation term for this
mapping event reduces to (1− e−λJ tiJ ). We know that this counts as an assignment for task
i, and therefore we extract the term (1− e−λJ tiJ ) out, and reduce the count of the number of
reassignments of task i (denoted by Vi(t)) by one. This gives us our new equation for Pi(t):








We use the updated computation of wj mentioned in Equation 14 to consider checkpoint-
ing. Recall, wj is used in the computation of pj. To further consider the reduced computation
needed by checkpointed tasks, we modify Equation 16 to the following:








We use these updated versions of these heuristics when analyzing our results, i.e., they
use Equation 17 for their expression of Pi(t) instead of Equation 15. Considering the machine
that just became available significantly improves the performance of the Expected Reward
and Expected Matching heuristics.
5.4.3.2. Oversubscription-awareness for Matching Heuristics. There are multiple differ-
ences in our environment compared to that in the original DLR theorem that present difficult
challenges. For one, in the DLR theorem, it is assumed that the number of arriving jobs
equals the number of workers available. It is also assumed that once a worker is assigned to a
job, the worker successfully completes the job and the job never returns. Therefore, the DLR
environment is perfectly subscribed. When we examine the tasks that the Matching heuris-
tics attempted to execute versus those that it did not get a chance to execute, we observe
that tasks that were never mapped (because of the high oversubscription) were present across
the whole range of reward values. As opposed to this, for the Reward heuristic, the tasks
that were never mapped were present in the low-reward range. This happens because the
Matching heuristics attempt to map good quality machines to high-ranked tasks and poor
quality machines to low-ranked tasks. Recall that tasks can be ranked either in terms of
reward or expected reward. Therefore, it is important to make the Matching heuristics aware
of the level of oversubscription in the environment. This will allow the Matching heuristics
to plan appropriately, and when the worst machine becomes available they can assign it a
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task that is ranked reasonably as opposed to assigning the worst task. In other words, we
do not want to partition the distribution into the number of tasks that are available in the
system, but instead into the number of tasks that we can hope to finish (given that the
system is oversubscribed). Let us call this the number of tasks that the heuristic should
consider Tconsider. Then, from our sorted list of task rankings, we only include the Tconsider
number of best tasks. Therefore, if the worst machine becomes available, the Tconsider-worst
task is assigned to it as opposed to the worst task.
We now explain our calculation of Tconsider. Let ẽxeci denote the average execution time









Because we have checkpointing, even though the task may successfully complete its com-
putation gradually through multiple assignments, ẽxeci is a good approximation of the total
computation time it may need. Therefore, an estimate of the total computation time needed
by the tasks in the batch, compute timeneeded, is computed by summing ẽxeci over all the
tasks in the batch.
Let d̃ be the average deadline of all tasks in the batch. Knowing the current time, an esti-
mate of the compute time available for successfully executing the tasks, compute timeavailable,
is computed as compute timeavailable = (d̃− current time)×M .
An estimate of the percentage of tasks that the heuristic can hope to complete, Tconsider,






If Tconsider > T , then Tconsider is set to T . This ensures that we do not unreasonably
create more bins than the number of tasks. If Tconsider < M , then Tconsider is set to M . This
is done so that there are at least as many bins as there are machines in the system. Without
this step, the Matching heuristics might reduce to the Reward heuristics where only the best
task (irrespective of the machine) is considered.
5.4.3.3. Heterogeneity-awareness for Matching Heuristics. The Matching heuristics rank
machines in terms of their quality and the tasks based on either reward or expected reward.
They then match good and bad quality machines to high and low ranked tasks, respectively.
They do not consider individual performance of a task across different machines, i.e., they
do not explicitly account for heterogeneity. We add heterogeneity-awareness to the Matching
heuristics by allowing them to explore a neighborhood of bins as opposed to blindly picking
the bin suggested by the DLR theorem. By examining the neighboring bins, the concept
of the DLR is affected the least as the tasks in the neighboring bins will have very similar
ranks compared to the chosen bin. We pick the bin among the neighbors that has the least
execution time on the current machine. The execution times are calculated as the product
of the ETC information and percremaini .
It is important to control the number of bins that are designated as “neighbors.” We
consider two different techniques for selecting the designated number of neighbors: (1) using
a fixed value, and (2) adaptively computing this value. The adaptive method estimates the
number of neighboring bins by dividing the number of tasks being considered by the number
of machines in the system. The motivation for such a computation is to define the size of
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the neighborhood that changes based on the total number of tasks being considered and
reduces the possibility of the neighborhood crossing over into the region that is designated
for other machines. Another important aspect to control when defining the neighborhood is
the direction in which to explore. We experiment with the following two cases: (1) neighbors
are examined solely in the direction of improving ranks, and (2) neighbors are examined in
both the directions of the chosen bin.
5.4.3.4. Alternative Objectives. The last modification we did to all the versions of the
Reward and Matching heuristics is to experiment with using different objectives for which
these heuristics greedily optimize by dividing the objective by the execution time or deadline
of the task being considered for mapping. For example, the first modified version of the
Reward heuristic would be called Reward-per-time, and if machine j is available for mapping,
the heuristic selects the task i that has the highest value for the ratio: ri/(tij.perc
remain
i ).
The other modified version of the Reward heuristic, called the Reward-per-deadline heuristic,
would pick the task i that maximizes the ratio: ri/(di − current time). It is to be noted
that the per-time versions account for the checkpointing and the per-deadline versions are
technically per-time-to-deadline.
We similarly modify the objectives for the Expected Reward heuristic. For the Match-
ing-based heuristics, doing a per-time version does not make sense as it would change the
ranking of the tasks for each machine. Therefore, for the Matching-based heuristics, we only
experiment with the per-deadline version.
5.4.4. New Heuristics.
5.4.4.1. Min Exec Time-Max Reward Heuristic. When a mapping event is triggered be-
cause of the availability of machine j, this heuristic picks the task i from the batch that has
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the lowest value for tij.perc
remain
i . If there are ties, they are broken by picking the choice
that earns the highest reward.
5.4.4.2. Affinity Heuristic. The Affinity heuristic tries to identify the “affinity” that may
exist between certain task classes and heterogeneous machines in terms of execution time
and gives preference for those allocations with high “affinity.” It is motivated by the concept
of the Task-Machine Affinity (TMA) [61] heterogeneity measure. TMA captures the degree
to which certain tasks prefer certain unique machines (in terms of execution time). In highly
heterogeneous environments such as the inconsistent environment, the TMA is typically
high, whereas for a low heterogeneous environment (e.g., our column-varying environment),
the TMA would be zero because the ranking of machines in terms of execution time would
be identical for all the tasks (as opposed to being unique).
The Affinity heuristic examines the ETC matrix of an environment and computes the
affinity information that is used when performing mapping decisions. The computation is
best explained with an example ETC. Figure 5.2 shows a sample ETC matrix with five task
classes and three machines. As shown in the figure, this information can be viewed in another
way by graphing the machine entries for each task class on a time axis. For each task class
c, we compute the mean value µc and the standard deviation σc of its execution time entries
across the machines in the ETC matrix. Then, for each machine, we compute the deviation
of its execution time from the mean of each task class, i.e., for machine j executing task





Figure 5.2. Representing the information from a sample ETC matrix in a
way that highlights the computation of the affinity information for machine 2
(m2) for the Affinity heuristic
A low value for devjc shows that machine j and task class c have a high affinity. devjc
can also be negative. Then, for each machine j the entries devjc are sorted across all the task
classes. We then store this sorted list of task classes for machine j as its affinity information.
A similar computation is performed for all the machines. As this computation only uses the
ETC information, it can be precomputed offline.
For the example system showed in Figure 5.2, we highlight machine 2 across the different
task classes. Intuitively, we want to say that machine 2 has the highest affinity to task class
2 because not only does it perform the best among all the machines for task class 2 (which
it also does for task class 1), but it does so by a bigger margin, i.e., on task class 2 there is
a bigger spread of execution times, and therefore there would be a bigger loss if task class
2 was assigned to some other machine (compared to the loss if task class 1 was assigned
to some other machine). This is captured by our affinity computation. For machine 2, the
affinity information computed would have the task classes in the following order: t2, t1, t5,
t3, t4. It is important to note that even though machine 2 had the same execution time for
task classes 2, 3, and 5, their affinity values are very different, and that it did not matter
that task class 1 has the least execution time on it.
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At a mapping event, the Affinity heuristic considers only a subset of the tasks in the
batch. We experiment with 50% and 20%. The subset is created by considering task classes
in the order mentioned in this machine’s affinity information. For each task class (considered
in order), all the tasks in the batch that belong to that task class are added to the subset.
When the subset has more than the required percentage of the tasks from the batch, we
stop adding tasks to it. After finding this subset of tasks that have the highest affinity to
our current machine, we pick from them the task that maximizes a desired objective. The
different objectives we experimented with are: reward, reward-per-time, reward-per-deadline,
expected reward, expected reward-per-time, and expected reward-per-deadline.
The affinity information computed for each machine are compared with each other and if
they are completely identical (which means there is no affinity in the system), then irrespec-
tive of the percentage set, the heuristic considers all the tasks in the batch. This happens
when we have ETC types: constant, column-varying, or row-varying. In these cases, the
Affinity heuristic reduces to a version of the Reward heuristic (because it considers all the
tasks).
5.5. Simulation Setup
We model a system that has 25 HPC machines. In [75], one system was shown to have
an average time between failure around 8.5 to 14 hours. As mentioned in [75], there is a
very large variance in mean time between failure values across machines with some being
as low as 7.5 hours to others going up to 516 hours. Therefore, we select the average fail
time of machines from a uniform probability in the range [8, 80] hours. We use exponential
distributions for modeling the hardware failure times of machines. Exponential distributions
have been used to stochastically approximate failure times [80–83].
125
It has been shown that lognormal distributions provide the best model for recovery or
repair times of machines [75, 76]. From [76], we calculate the weighted sum of the mean
times to repair to obtain a mean value of 5.22 hours. We observe that this is consistent with
the values of time to repair in [75] when considering the system on average for the years after
the first year. Therefore, we pick the mean repair times of the machines in the range: [2,
5] hours. From [76], the weighted coefficient of variation is 3.6325. In [75], it is mentioned
that within a system, the data of repair times tend to be well approximated by exponential
distributions. Exponential distributions have a coefficient of variation of 1. As we have a
different repair time distributions for each machine in our system, we wanted to capture
this fact and have less variance. Therefore, for each machine the coefficient of variation is
selected in the range: [1.1, 3.6325].
We modeled different ETC matrices, as described in Section 5.2.2. As [75] mentioned,
these HPC systems are used for executing long running jobs. Therefore, we set the execution
times of the jobs in the range: [6, 360] hours.
There are 30 task classes that any of the incoming tasks will belong to. The tasks arrive
in a bursty arrival pattern. The reward values of the tasks are selected randomly (with
uniform probability) in the range: [1, 100]. The ∆di for a task i was set in the range [3,
7] times the average execution time of that task on any machine. As mentioned before, the
tasks checkpoint after every 5% of their total computation. The number of tasks that arrive
was set differently for the different types of ETC environments with the goal of keeping the
system oversubscribed. The following are the number of tasks that arrived for each ETC
type:
• constant ETC: 800 tasks
• column-varying ETC: 1,200 tasks
126
• row-varying ETC: 1,200 tasks
• inconsistent ETC: 2,500 tasks
• task-mach-consistent ETC: 1,200 tasks
5.6. Experimental Results and Analysis
As different ETC types model completely different environment types, it serves to only
compare the relative performance of the heuristics with each other within the various ETCs,
as opposed to comparing the absolute performance of a heuristic across the ETC types.
For each result shown, we experiment with 48 scenarios and present the average and 95%
confidence interval bars of these scenarios. For each scenario, different values were used for
the following: entries of the ETC matrix, reward values of the tasks, arrival times of the
tasks, deadline times of the tasks, task to task class mapping, fail rates and recovery times
of the machines.
Among the many different versions of the Matching heuristics, Figures 5.3 and 5.4 show
the best cases among these variations. The results from the other ETC types show similar
trends. Shown in these figures are (in order): Matching, Matching while accounting over-
subscription, Matching that examines a neighborhood of 15 bins in both directions (for a
total of 30 bins), Expected Matching, Expected Matching while accounting oversubscription,
Expected Matching that examines a neighborhood of 30 bins in the direction of increasing
task ranks, and Expected Matching that examines a neighborhood of an adaptive number
of bins in the direction of increasing task ranks while also accounting for oversubscription.
Examining neighbors significantly helps in the inconsistent environment, but does not help
that much in the column-varying environment. This is because in the column-varying en-


















Matching - neigh, both direction, #30
Expected Matching
Expected Matching - oversub
EM - neigh, incr direction, #30
EM - neigh, incr direction, #adapt - oversub
Figure 5.3. Total reward earned by the best versions of the Matching and
Expected Matching heuristics with the inconsistent type of ETC. The red hor-
izontal line shows the bound on the maximum reward that could possibly be
earned.
percremain is lower. Accounting for oversubscription significantly improves the performance
of the Matching heuristics. In the inconsistent environment, the heuristic variation that per-
forms both techniques (i.e., accounting oversubscription and examining neighbors) performs
the best. This highlights the non-overlapping benefits of these two techniques to improve
the performance of the Matching heuristics.
The best case of the Affinity heuristic was obtained when 50% of the tasks from the batch
were considered, and the reward-per-time objective was used. We now plot the performance
of all the best case heuristics together to contrast their performance.
Figures 5.5 and 5.6 show the performance of the best cases of the heuristics in the
inconsistent and task-mach-consistent type of ETC matrices. The other ETC types show


















Matching - neigh, both direction, #30
Expected Matching
Expected Matching - oversub
EM - neigh, incr direction, #30
EM - neigh, incr direction, #adapt - oversub
Figure 5.4. Total reward earned by the best versions of the Matching and
Expected Matching heuristics with the column-varying type of ETC. The red
horizontal line shows the bound on the maximum reward that could possibly
be earned.
we show the results for the cases that performed the best across all ETC types. For the
Reward heuristic, using Reward-per-time as its objective provided the best results as it
considers a task’s execution time in addition to the reward. For the Expected Reward heuristic
variants, using Expected-Reward-per-time and Expected-Reward-per-deadline performed best
depending on the environment. The Reward-per-time and the Affinity heuristics perform
the best across the different ETC types, except in the task-machine-consistent type of ETC
environment, where the Reward-per-time heuristic beats the Affinity heuristic.
The Min Exec Time-Max Reward heuristic performs well in the inconsistent environment
but does not perform as well in the task-mach-consistent environment as it considers the tasks
in their execution order first, i.e., first completes all the tasks that belong to the task class





















EM - neigh, incr direction, #adapt - oversub
Affinity - reward-per-time, 50%
Figure 5.5. Total reward earned by the best versions of the different heuris-
tics with the inconsistent type of ETC. The red horizontal line shows the
bound on the maximum reward that could possibly be earned.
The Matching heuristics perform very poorly in the inconsistent environment. This is
because in such an environment it is very hard for the Matching heuristics to accurately
rank machines in terms of their performance.
5.7. Related Work
The scheduling problem has been widely studied in heterogeneous computing environ-
ments (eg., [11, 20, 22]). It is important to make the resource allocations be fault tolerant,
especially in HPC and distributed computing environments. Various techniques have been
used to cope with the ill-effects of failures of compute resources. Checkpointing and roll-
back recovery are common techniques used to avoid having to restart failed tasks from the





















EM - neigh, incr direction, #adapt - oversub
Affinity - reward-per-time, 50%
Figure 5.6. Total reward earned by the best versions of the different heuris-
tics with the task-mach-consistent type of ETC. The red horizontal line shows
the bound on the maximum reward that could possibly be earned.
terms of increasing the chances of completing tasks, is to run replicas of the tasks on multiple
compute resources (e.g., [86, 87, 74, 88]).
Shestak et al. [70] addressed the problem of maximizing the reward earned by the tasks
in an oversubscribed environment where the compute nodes may randomly fail. Their work
used the concepts of a theorem introduced by Derman et al. [79]. Our study builds on the
work done in [70] by significantly expanding the model, improving heuristics’ performance,
and designing new heuristics. There have been other works on scheduling that look at
maximizing reward earned by the tasks [4], but they do not model environments where the
machines tend to fail.
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5.8. Conclusions
The goal of this study was to model an environment where large, parallel tasks are
assigned for execution on HPC machines (with high failure rates) and to design resource
management techniques that maximize the total reward that can be earned by completing
tasks before their deadlines expire. We design two heuristics to solve this problem, and
significantly improve the performance of heuristics from the literature. Particularly, we
improve the performance of the Matching heuristics by enhancing them to include awareness
of the oversubscription and awareness of the heterogeneity in the system. We also improve the
prediction mechanism of the expected reward computation by using the latest information
about the system. We model the machine failure and recovery characteristics based on
the analyses of real-world data from [75, 76]. We simulated and tested all of our heuristic
variations under a variety of ETC types. Our results show that the best performance is
obtained by the Reward-per-time and the Affinity heuristics. Future directions for this




One direction for future work for extending the study mentioned in Chapter 2 is to
use stochastic estimates of execution time to more closely model a real environment and to
analyze the tolerance of the resource management policies to such uncertainties. It would also
be interesting if a model of expected arrival time of tasks could be obtained from historical
data to create a global scheduling problem, where the dropping threshold could be varied
dynamically throughout the day based on the expected system load. To broaden the scope
of this study, we could introduce utility functions that do not have to be monotonically-
decreasing. It would help to develop heuristics that take the utility-functions’ slopes into
consideration to guide their resource allocation decisions. Introducing parallel jobs (that
require multiple machines concurrently to execute) and permitting pre-emption of tasks
would also broaden the scope of this work.
There are many possible directions for future work for the study mentioned in Chapter 3.
We could implement the tecnique to drop tasks that will generate negligible utility when they
complete. Incorporating dynamic voltage and frequency scaling capabilities of processors
would make this research more applicable. Adapting the bi-objective genetic algorithm to
be used as a heuristic in an online (dynamic) method could lead to an innovation in this
field. It would also help to compare the NSGA-II to another bi-objective algorithm. We
could also explore a multi-objective genetic algorithm by defining and maximizing robustness
in addition to optimizing for performance and energy. We could explore the island model of
the genetic algorithm in detail and see how that applies to our environment.
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The work in Chapter 5 can be extended in many ways. It would also be interesting to
modify the workload to have tasks whose reward values degrade with time, instead of having
a fixed reward value until a hard deadline. We would also like to improve the failure model
by using Weibull distributions instead of exponential distributions. It would be useful to run
additional experiments with a variety of environments to study which heuristics perform the
best in which environments.
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APPENDIX A
Permuting Initial Virtual-Queue Tasks
For the batch-mode heuristics, we experiment with an additional technique to modify
the ordering of the tasks that are at the head of the virtual queue of the machines. The
motivation for doing this is to take advantage of the following situation: consider that there
are two tasks, with one having a utility function that starts at a higher utility value but
decays very slowly (marked as “1” in Fig. A.1), whereas the other task’s utility function
starts at a relatively lower utility, but has a quick decay occurring very soon (marked as
“2” in Fig. A.1). The utility maximizing heuristics may schedule task 1 ahead of task 2
when assigning them to a machine. In this scenario, higher overall utility may be earned
by switching the execution order because the loss in utility from task 1’s delayed execution
might be less than the gain in utility from the earlier completion of task 2.
To capture this benefit, once the batch-mode heuristic has made its resource allocation
decisions, we try all permutations of the two, three, or five initial tasks within the virtual
queue of each machine. For each machine, the ordering that earns the highest utility from
the three tasks is chosen. We use a dropping threshold of 0.5 to perform our experiments
with the permuting operation because it explicitly does not drop tasks of certain priority
levels. There was no significant difference in the performance of the batch-mode heuristics










Figure A.1. Though task 2 has lower utility than task 1, there might be
benefit in scheduling it before task 1.
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APPENDIX B
Calculating Duration of the First Interval
To make the starting utility value of each task realizable, this utility value persists for
some time before it starts to decay. If this is not done, even if the task starts execution as
soon as it arrives on the machine that can complete it the soonest, it will not be possible to
obtain the task’s maximum utility value. For our simulation studies, the length of time for
which the starting utility value of the task persists is dependent on the urgency level of the
task and its average execution time across the machine types. We compute for each task the
average execution time of that task across the machine types (ignoring machine types that
cannot execute it). We scale this average value by a factor dependent on the urgency level of
the task. If the task is an extreme urgency task, then we scale the average execution time of
this task by 80% to obtain the length of its first interval. For high, medium, and low urgency
levels, we scale the average value by 90%, 100% (no scaling), and 110%, respectively.
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APPENDIX C
Values of the Utility Classes
As mentioned in Sec. 2.2.1.2, a utility class has three parameters associated with each
interval (except the first). The values of the three parameters used to create the four utility
classes that we model in this study are given Table C.1. The utility of all utility classes
drops to zero 10,000 minutes after their first interval has completed.
Table C.1. Values of the three parameters for the different intervals (except
the first) of the four utility classes that we model in this study. τ is the arrival
time of the task and F is the duration of the first interval.
Utility Class Parameter k = 2 k = 3 k = 4 k = 5 k = 6 k = 7
t(k,A) τ + F τ + F + 5 τ + F + 10 τ + F + 20 τ + F + 30 τ + F + 10000
A ψ(k,A) 100% 60% 30% 20% 10% 0%
δ(k,A) 1.1 1.15 1.2 1.1 1.2 10
t(k,B) τ + F τ + F + 7 τ + F + 15 τ + F + 22.5 τ + F + 30 τ + F + 10000
B ψ(k,B) 100% 50% 25% 12% 5% 0%
δ(k,B) 0.9 0.9 0.9 0.9 0.9 10
t(k,C) τ + F τ + F + 10 τ + F + 20 τ + F + 30 τ + F + 40 τ + F + 10000
C ψ(k,C) 100% 75% 50% 25% 12% 0%
δ(k, C) 0.9 0.85 0.85 0.8 0.8 10
t(k,D) τ + F τ + F + 12.5 τ + F + 25 τ + F + 37 τ + F + 50 τ + F + 10000
D ψ(k,D) 100% 80% 66% 33% 11% 0%
δ(k,D) 1.2 1.1 1.1 0.9 0.9 10
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APPENDIX D
Joint Probability Distribution of Priority and
Urgency Levels
To generate the priority and urgency levels for the tasks, we use a joint probability
distribution represented by the matrix shown in Table D.1. This table is representative of
DOE/DoD environments. The matrix models an environment where the probability of a
task having critical priority and low urgency is zero. Similarly, extreme and high urgency
tasks are unlikely to have low priority. Most of the tasks have medium and low priorities
with medium and low urgencies. A few important tasks have critical and high priorities
with extreme and high urgencies. The results in Sec. 2.7 show that the timely execution of
the critical priority tasks (approximately 4% of the tasks) significantly contributes to the
total utility earned by the system. For each task, we sample from this joint probability
distribution to obtain the task’s priority and urgency levels.




extreme high medium low
critical 2% 2% 0.05% 0%
high 3.45% 5% 1.5% 3%
medium 0% 10% 10% 10%
low 0% 0% 20% 33%
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APPENDIX E
Simulation Parameters for Generating
Estimated Time to Compute (ETC) Matrices
To generate the entries of the ETC matrix, we adopt the Coefficient of Variation (COV)
method [36] to our environment. The mean value of execution time on the general-purpose
and the special-purpose machine types is set to ten minutes and one minute, respectively.
The coefficient of variation along the task types is set to 0.1. The coefficient of variation
along the special-purpose machine types is also set to 0.1, whereas the coefficient of variation
along the general-purpose machine types is set to 0.25. This models heterogeneity in the
ETC matrix [36]. To represent the fact that some task types are incapable of executing on
some of the special-purpose machine types, we set the corresponding entries of the matrix
to infinity. Table E.1 shows a sample ETC matrix with only four machine types and only
four task types. Among the four machine types, machine types A and B are modeled as
special-purpose machine types. Each of them has one task type that is special on them.
Across the different simulation trials, the actual number of machines for each machine
type is constant, but the properties of the machine types varies. The partitioning of the 100
machines into the 13 machine types is as follows: 2, 2, 3, 3, 5, 5, 5, 10, 10, 10, 10, 15, and
20. The first four machine types in this list are the special-purpose machine types. So, in
all we have 10 special-purpose machines. This distribution of the number of machines across
the machine types is chosen based on the expectations for future environments of DOE and
DoD interest.
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Table E.1. A sample ETC matrix with only four machine types and only four
task types showing the execution times in minutes. Machine types A and B are
special-purpose machine types (task types 1 and 2, respectively, are special on
them). All other task types are incompatible on the special-purpose machine
types. In the table, “spl” is used to denote a special-purpose task/machine











1.1 ∞ 13 9
task type 2
(spl)
∞ 0.9 8 11
task type 3
(gen)
∞ ∞ 10 12
task type 4
(gen)
∞ ∞ 12 9
153
APPENDIX F
Generation of Task Arrivals for Simulations
The arrival patterns used are based on the expectations for future environments of DOE
and DoD interest. For the general-purpose task types, we use a sinusoidal pattern for the
arrival rate. We set the frequency of the sinusoidal curve by specifying the number of
complete sinusoidal cycles to occur during the 24 hour period. For each general-purpose
task type, we randomly select an integer from 1 to 24 with uniform probability to obtain the
number of sinusoidal cycles. We do not use fractions because the integers ensure that at the
start and end of the 24 hour period (i.e., end of the 2nd and end of the 26th hour), the arrival
rates are equal. This is important because the arrival pattern models a day and, the end of
the 2nd and the 26th hour correspond to the same time of the day. The phase-shift of the
sinusoidal curve is randomly sampled from the range 0 to 2π using uniform probability. The
amplitude is calculated by multiplying an amplitude factor and the mean arrival rate. The
amplitude factor of the curve is sampled randomly from the range 0.25 to 0.9. Using this
technique, each general-purpose task type has its own arrival rate pattern. Fig. F.1 shows
example sinusoidal arrival rate patterns (with dashed lines showing their mean arrival rates)
for five general-purpose task types.
For the special-purpose task types, we use a “bursty” arrival rate pattern. The pattern
consists of two types of alternating intervals for the arrival rate: baseline interval and the
burst interval. The baseline intervals have a lower arrival rate and a longer duration than
the burst intervals. For each baseline interval, the arrival rate is obtained by multiplying
the mean arrival rate (computed as mentioned before) with a number sampled uniformly
at random from the range [0.5, 0.75]. In contrast, for the burst interval the range from
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Figure F.1. Example sinusoidal curves that model the arrival rate for the
general-purpose task types. Curves for five general-purpose task types are
shown with dashed lines representing their mean arrival rates.
which the random number is sampled is [1.25, 1.5]. The duration of each baseline interval
is obtained by sampling uniformly at random from the range [3, 5] hours, whereas for each
burst interval the range is [30, 90] minutes. To ensure that the arrival rate of the 2nd and
26th hour remain the same, we make sure that the duration of the interval that was present
just before the end of the 2nd hour is repeated just before the end of the 26th hour. Fig.
F.2 shows example arrival rate patterns for five special-purpose task types with their mean
arrival rate shown using dashed lines.
Once we have an arrival rate pattern for every task type, we step along the curve to
generate the arrival times of the different tasks that will belong to this task type. We start
with the arrival rate at the beginning of each curve. We sample an exponential distribution
with the rate to get a time duration. We step along the curve based on the sampled time
duration value and generate the arrival time of the next task (of this type). We keep repeating
the process until the end of the 26th hour. This generates not only the arrival times but also
generates the number of tasks that belong to that task type. In regions where the arrival
rate is higher, the sampled time from the exponential distribution is lower, and therefore the
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Figure F.2. Step-shaped curves that model the baseline and burst periods of
arrival rates for the special-purpose task types. Example curves for five special-
purpose task types are shown with dashed lines representing their mean arrival
rates.
arrival time of the next task is closer to the current task’s arrival time. If the arrival rate
is very low for some part of the arrival rate curve, then the time value sampled from the
exponential distribution might be too long. This may prevent any further sampling for this
task type. To avoid such cases, each time we sample from the exponential distribution, if
the sampled next arrival time of a task is greater than a pre-set upper limit, then we set the
next arrival time to that upper limit value. For our simulations we set the upper limit to
1/50th of the 24 hour duration, i.e., 24× 60/50 = 28.8 minutes. Fig. F.3 shows the number
of tasks that arrive in a minute (including both general-purpose and special-purpose) from
a single simulation trial.
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Figure F.3. An example trace of the number of tasks (both general-purpose
and special-purpose) that arrive per minute as a function of time. We generate
the arrival of tasks for a duration of 26 hours.
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APPENDIX G
Results from 33,000 Tasks per Day Oversubscription
Level
Fig. G.1 shows the results with the dropping operation for all the heuristics when we
had 33,000 tasks arrive in the day. The two notable differences between the percentage of
maximum utility earned by the heuristics in the 33,000 tasks per day case as opposed to the
50,000 tasks per day case are that all the heuristics are able to earn a higher percentage of
maximum utility (because the environment is not as oversubscribed), and the batch-mode
heuristics do not have as much of an increase in performance with the dropping operation
(because even with the no dropping case, on average only 32% of mapping events were
delayed due to excessive heuristic execution times).
Table G.1 gives the average execution time of the mapping events for the heuristics with
a dropping threshold of 0.5. These times include the execution time for the heuristic and
the dropping operation.
Table G.1. Average execution time of the mapping events for all the heuris-
tics with a dropping threshold of 0.5 for the two levels of oversubscription.
heuristic
mapping event execution time (in milliseconds)
33,000 tasks per day 50,000 tasks per day
Random 0.14 0.15
Round-Robin 0.14 0.15
Max Util 0.20 0.22
Max UPT 0.30 0.33
MET-Random 0.20 0.22
MET-Max Util 0.20 0.22
Min-Min Comp 9.76 46.66
Sufferage 57.32 280.09
Max-Max Util 51.64 316.47
Max-Max UPT 64.2 319.61

























































































































































































Figure G.1. Percentage of maximum utility earned by all the heuristics for
the different dropping thresholds with an oversubscription level of 33,000 tasks
arriving during the day. The average maximum utility bound for this oversub-
scription level is 65,051.
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APPENDIX H
Discussion of Additional Results
We performed experiments with the maximum utility values for the priority levels set at
1000, 100, 10, and 1 instead of 8, 4, 2, and 1, respectively. The dropping thresholds that we
used in that case were: 500, 50, 5, 0.5, 0.05, and 0.005. We observed that the utility being
earned in those cases was controlled to a large extent by the timely execution of the critical
priority tasks. A significant amount of utility could be earned even if all tasks except the
critical priority tasks were dropped. This is because with the priorities set at 1000, 100, 10,
and 1, it takes ten high priority tasks to equal the benefit of one critical priority task, as
opposed to two high priority tasks in our current model with priorities set at 8, 4, 2, and 1.
These latter priority values better match the intended environment.
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