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SPLIT COMMON FIXED POINT PROBLEMS AND ITS
VARIANT FORMS
A. KILIC¸MAN AND L.B. MOHAMMED
Abstract. The split common fixed point problems has found its applications
in various branches of mathematics both pure and applied. It provides us a
unified structure to study a large number of nonlinear mappings. Our inter-
est here is to apply these mappings and propose some iterative methods for
solving the split common fixed point problems and its variant forms, and we
prove the convergence results of these algorithms.
As a special case of the split common fixed problems, we consider the split
common fixed point equality problems for the class of finite family of quasi-
nonexpansive mappings. Furthermore, we consider another problem namely
split feasibility and fixed point equality problems and suggest some new it-
erative methods and prove their convergence results for the class of quasi-
nonexpansive mappings.
Finally, as a special case of the split feasibility and fixed point equality prob-
lems, we consider the split feasibility and fixed point problems and propose
Ishikawa-type extra-gradients algorithms for solving these split feasibility and
fixed point problems for the class of quasi-nonexpansive mappings in Hilbert
spaces. In the end, we prove the convergence results of the proposed algo-
rithms.
Results proved in this chapter continue to hold for different type of prob-
lems, such as; convex feasibility problem, split feasibility problem and multiple-
set split feasibility problems.
Keywords Iterative Algorithms, Split Common Fixed Problem, Weak and
Strong Convergences.
2010 AMS Subject Classification 58E35; 47H09, 47J25
1. Introduction
Functional analysis is an abstract branch of mathematics that originated from
classical analysis. The impetus came from; linear algebra, problems related to ordi-
nary and partial differential equations, calculus of variations, approximation theory,
integral equations, and so on. Functional analysis can be defined as the study of
certain topological-algebraic structures and of the methods by which the knowledge
of these structures can be applied to analytic problems, see Rudin [1].
Fixed point theory (FPT) is one of the most powerful and fruitful tools of mod-
ern mathematics and may be considered a core subject of nonlinear analysis. It
has been a nourishing area of research for many mathematicians. The origins of
the theory, which date to the later part of the nineteenth century, rest in the use
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of successive approximations to establish the existence and uniqueness of the solu-
tions, particularly to differential equations, for example, see [2, 3, 4, 5, 6, 7] and
references therein.
The classical importance of fixed point theory in functional analysis is due to
its usefulness in the theory of ordinary and partial differential equations. The ex-
istence or construction of a solution to a differential equation often reduces to the
existence or location of a fixed point for an operator defined on a subset of a space
of functions. Fixed point theory had also been used to determine the existence of
periodic solutions for functional differential equations when solutions are already
known to exist, for example, see [8, 9, 10, 11] and references therein.
Related to the FPT, we have the split common fixed point problems (SCFPP).
The SCFPP was introduced and studied by Censor and Segal [12] as a general-
ization of many existing problems in nonlinear sciences, both pure and applied.
Moreover, Censor and Segal [12] had shown that the problem of fixed point, con-
vex feasibility, multiple-set split feasibility, split feasibility and much more can be
studied more conveniently as SCFPP. The results and conclusions that are true for
the SCFPP continue to hold for these problems, and it shows the significance and
range of applicability of the SCFPP. One of the important applications of SCFPP
can be seen in intensity modulation radiation therapy (IMRT), for more details,
see Censor et al., [13].
This research work falls within the general area of “Nonlinear Functional Anal-
ysis”, an area with the vast amount of applicability in the recent years, as such
becoming the object of an increasing amount of study. We focus on an impor-
tant topic within this area “ A note on the split common fixed fixed point
problem and its variant forms.” In this regard, we discuss the SCFPP and its
variant forms. We show that already known problems are special cases of the split
common fixed point problems (SCFPP). We use approximation methods to suggest
different iterative algorithms for solving SCFPP and its variant forms. In the end,
we give the convergence results of these algorithms.
2. Basic Concepts and Definitions
2.1. Introduction. In this section, we give some definitions and basic results. We
start from the definition of vector space and end with some results from Hilbert
spaces. Those results that are commonly used in all the chapters are given in this
section, and those results that are relevant to a particular chapter are provided at
the beginning of each chapter. In short, this section works as a foundation for the
structure of this thesis.
2.2. Vector Spaces. Vector spaces play a vital role in many branches of math-
ematics. In fact, in various practical (and theoretical) problems we have a set V
whose elements may be vectors in three-dimensional space, or sequences of num-
bers, or functions, and these elements can be added and multiplied by constants
(numbers) in a natural way, the result being again an element of V. Such concrete
situations suggest the concept of a vector space as defined below. The definition
will involve a general field F, but in functional analysis, F will be R or C. The
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elements of F are called scalars, while in this thesis they will be real or complex
numbers.
Definition 2.1. A vector space over a field F is a nonempty set denoted by V
together with addition (+) and scalar multiplication (.) satisfies the following con-
ditions:
(i) x+y=y+x, for all x, y ∈ V ;
(ii) x+(y+w)=(x+y)+w, for all x, y, w ∈ V ;
(iii) there exists a vector denoted by θ such that x+ θ = x, for all x ∈ V ;
(iv) for all x ∈ V , there exists a unique vector denoted by (-x) such that x +
(−x) = θ;
(v) α.(β.x) = (α.β).x, for all α, β ∈ F and x ∈ V ;
(vi) α.(x + y) = α.x+ α.y, for all x, y ∈ V and α ∈ F;
(vii) (α+ β).x = α.x + β.x, for all α, β ∈ F and x ∈ V ;
(viii) there exists 1 ∈ F such that 1.x = x, ∀x ∈ V.
Remark 2.2. From now we will drop the dot (.) in the scalar multiplication and
denote α.β as αβ.
Let v1, v2, v3, ..., vn ∈ V and α1, α2, α3, ..., αn be scalars. Consider the equation:
(2.1) α1v1 + α2v2 + α3v3 + ...+ αnvn = 0.
Trivially, α1 = α2 = α3 = ... = αn = 0 solves Equation (2.1). If it is possible
to have the solution of Equation (2.1) with at least one of the α′is non zero, then
the vectors v1, v2, v3, ..., vn are called “Linearly Dependent” otherwise they are
called “Linearly Independent”.
If M ⊆V consist of a linearly independent set of vectors; we say that M is a
linearly independent set.
Definition 2.3. Span of M (SpanM) is defined as the set of all linear combination
of M, i.e., SpanM = {α1v1 + α2v2 + α3v3 + ..., v1, v2, v3, ... ∈ V, where α1, α2, ...
are scalars}.
Definition 2.4. Let M ⊆V. M is said to be basis for the space V, if
(i) M is a linearly independent set,
(ii) SpanM = V.
Definition 2.5. Let V be a vector space, the dimension of V (dim V) is the
number of vectors of the basis of V. V is of finite dimension if its dimension is
finite. Otherwise, it is said to be of infinite dimensional space.
Definition 2.6. Let C be a subset of V. C is said to be convex, if for all x, y ∈ C,
γ ∈ [0, 1], (1 − γ)x + γy ∈ C. In general, for all x1, x2, x3, ..., xn ∈ C and for
γj ≥ 0 such that
∑n
j=1 γj = 1, the combination
∑n
j=1 γjxj ∈ C is called the convex
combination.
Definition 2.7. A mapping T : V1 → V2 is said to be linear, if ∀u, v ∈ V1 and α, β
scalars,
T (αu+ βv) = αT (u) + βT (v).
Limits (of convergent sequences), differentiation and integration, are examples
of a linear map.
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Remark 2.8. If in Definition 2.7, the linear space V2 is replaced by a scalar field F,
then the linear map T is called linear functional on V1.
2.3. Hilbert Space and its Properties.
Definition 2.9. Let Y be a linear space. An inner product on Y is a function
〈., .〉 : Y × Y → F such that the following conditions are satisfies:
(i) 〈y, y〉 ≥ 0 ∀y ∈ Y ;
(ii) 〈y, y〉 = 0 if y = 0, ∀y ∈ Y ;
(iii) 〈y, z〉=〈z, y〉, ∀y, z ∈ Y, where the “bar” indicates the complex conjugation;
(iv) 〈αx+ βy, z〉 = α 〈x, z〉+ β 〈y, z〉 , for all x, y, z ∈ Y and α, β ∈ C.
Remark 2.10. The pair (Y, 〈., .〉) is called an inner product space. We shall simply
write Y for the inner product space (Y, 〈., .〉) when the inner product 〈., .〉 is known.
Furthermore, if Y is a real vector space, then condition (iii) above reduces to
〈x, z〉 = 〈z, x〉 (Symmetry).
Definition 2.11. Let Y be a linear space over F (R or C). A norm on Y is a
real-valued function ‖.‖ : Y → R such that the following conditions are satisfies:
(i) ‖x‖ ≥ 0, ∀x ∈ Y ;
(ii) ‖x‖ = 0 if x = 0, ∀x ∈ Y ;
(iii) ‖αx‖ = |α| ‖x‖, ∀x ∈ Y and α ∈ R;
(iv) ‖x+ z‖ ≤ ‖x‖+ ‖z‖ , ∀x, z ∈ Y.
Remark 2.12. A linear space Y with a norm defined on it i.e., (Y, ‖.‖) is called a
normed linear space. If Y is a normed linear space, the norm ‖.‖ always induces a
metric d on Y given by d(z, x) = ‖z− x‖ for each x, z ∈ Y, with this, (Y, d) become
a metric space. For a quick review of metric space the reader may consult Dunford
et al., [16].
Lemma 2.13. Let Y be an inner product space. For arbitrary x, z ∈ Y,
(2.2) | 〈x, z〉 |2 ≤ 〈x, x〉 〈z, z〉 .
If x and z are linearly dependent, then Equation (2.2) reduces to
| 〈x, z〉 |2 = 〈x, x〉 〈z, z〉 .
This lemma is known as Cauchy-Schwartz Inequality. For more details about
the proof, one is referred to Chidume [14].
Lemma 2.14. A mapping ‖.‖ : Y → R defined by
‖x‖ =
√
〈x, x〉, ∀x ∈ Y
is a norm on Y.
Remark 2.15. As the consequence of Lemma 2.14, Equation (2.2) reduces to the
following inequality:
| 〈x, z〉 | ≤ ‖x‖‖z‖, ∀x, z ∈ Y.
Definition 2.16. A sequence {yn} in a normed linear space Y is said to converge
to y ∈ Y, if ∀ǫ > 0, there exists Nǫ ∈ N, such that ‖yn − y‖ < ǫ, ∀n ≥ Nǫ. The
vector y ∈ Y is called the limit of the sequence {yn} and is written as lim
n→∞
yn = y
or yn → y, as n→∞.
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Definition 2.17. A sequence {yn} in a normed linear space Y is said to converge
weakly to y ∈ Y, if for all h ∈ Y ∗ such that lim
n→∞
h(yn) = h(y), where Y
∗ denote
the dual space of Y .
Next, we give some results regards to the weak convergence of a sequence. For
more details about the proof, see Chidume [14].
Lemma 2.18. Let {yn} ⊆ E (Banach space). Then the following results are
satisfies:
(i) yn ⇀ y ⇔ h(yn)→ h(y) for each h ∈ E∗;
(ii) yn → y ⇒ yn ⇀ y;
(iii) yn ⇀ y ⇒ {yn} is bounded and
‖y‖ ≤ lim inf
n→∞
‖yn‖ ;
(iv) yn ⇀ y (in E), hn → h (in E
∗) ⇒ hn(yn)→ h(y) ( in R).
Remark 2.19. Lemma 2.18 (ii) Shows that strong convergence implies weak con-
vergence. However, the converse may not necessarily be true, that is, in an infinite
dimensional space, weak convergence does not always imply strong convergence,
while they are the same if the dimension is finite. For the example of weak conver-
gence which is not strong convergence, see Chidume [14] and the references therein.
Definition 2.20. Let C be a subset of H. A sequence {yn} in H is said to be Fejer
monotone, if
‖yn+1 − z‖ ≤ ‖yn − z‖ , ∀n ≥ 1, z ∈ C.
Definition 2.21. A sequence {yn} in a normed linear space Y is said to be Cauchy,
if ∀ǫ > 0, ∃Nǫ ∈ N such that ‖yn − ym‖ < ǫ, ∀n,m ≥ Nǫ.
Definition 2.22. A normed linear space Y is said to be complete if and only if
every Cauchy sequence in Y converges.
Remark 2.23. With respect to the norm defined in Lemma 2.14, we can define the
Cauchy sequence in an inner product space Y . A sequence {yn} in Y is said to be
Cauchy if and only if 〈yn − ym, yn − ym〉
1/2 := ‖yn − ym‖ → 0 as n,m→∞.
Definition 2.24. An inner product space Y is said to be complete if and only if
every Cauchy sequence converges.
Definition 2.25. A complete inner product space is called a ”Hilbert Space” and
that of normed linear space is known as a ”Banach Space”.
2.4. Bounded Linear Map and its Properties.
Definition 2.26. Let T : H → H be a linear map. T is said to be bounded, if
there exists a constant M ≥ 0 such that
‖T (y)‖ ≤M‖y‖, ∀y ∈ H.
Next, we give some results of a linear map that are continuous. For more details
about the proof, see Chidume [14].
Lemma 2.27. Let X and Y be normed linear spaces and T : X → Y be a linear
operator. Then the following results are equivalent:
(i) T is continuous;
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(ii) T is continuous at the origin i.e., if {xn} is a sequence in X such that
lim
n→∞
xn = 0, then lim
n→∞
Txn = 0 in Y ;
(iii) T is Lipschitz, i.e., in the sense that there exists M ≥ 0 such that
‖Tx‖ ≤M‖x‖, ∀x ∈ X ;
(iv) T (∆) is bounded
(
in the sense that there existsM ≥ 0 such that ‖Tx‖ ≤M
for all x ∈ ∆, where ∆ := {x ∈ X : ‖x‖ ≤ 1}
)
.
Remark 2.28. In the light of Lemma 2.27, we have that a linear map T : X → Y is
continuous iff it is bounded.
Definition 2.29. Let A : H → H be a bounded linear map. Define a mapping
A∗ : H → H by
〈Ay, z〉 = 〈y,A∗z〉 , ∀y, z ∈ H.
The mapping A∗ is called the adjoint of A.
The following results are fundamental for the adjoint operator on Hilbert space.
For the proof, see Chidume [14].
Lemma 2.30. Let A : H → H be a bounded linear map with its adjoint A∗. Then
the following hold:
(i) (A∗)∗ = A;
(ii) ‖A‖ = ‖A∗‖;
(iii) ‖A∗A‖ = ‖A‖2.
2.5. Some Nonlinear Operators. Let T : H → H be a map. A point x ∈ H is
called a fixed point of T provided Tx = x. We denote the set of fixed point of T
by Fix(T ), that is
Fix(T ) = {x ∈ H : Tx = x}.
The Fix(T ) is closed and convex, for more details, see Goebel and Kirk [15].
T is said to be η−strongly monotone, if there exists a constant η > 0 such
that
〈Tx− Ty, x− y〉 ≥ η ‖x− y‖ , ∀x, y ∈ H,
and it is said to be contraction, if
(2.3) ‖Tx− Tz‖ ≤ k ‖x− z‖ , ∀x, z ∈ H,
where k ∈ (0, 1).
Remark 2.31. If T : H → H is a contraction mapping with coefficient k ∈ (0, 1),
then (I − T ) is (1− k)−strongly monotone, that is
〈(I − T )w − (I − T )z, w − z〉 ≥ (1 − k) ‖w − z‖2 , ∀w, z ∈ H.
Proof.
〈(I − T )w − (I − T )z, w − z〉 = 〈 w − z, w − z〉+ 〈Tz − Tw, w − z〉
= 〈 w − z, w − z〉 − 〈Tw − Tz, w − z〉 .(2.4)
On the other hand,
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〈Tw − Tz, w − z〉 ≤ ‖Tw − Tz‖‖w− z‖
≤ k‖w − z‖2 since f is a contraction mapping.(2.5)
By (2.4) and (2.5), we deduce that
〈(I − T )w − (I − T )z, w − z〉 ≥ (1− k) ‖w − z‖2 .
And the proof completed. 
Equation (2.3) reduces to the following equation as k = 1.
‖Tx− Tz‖ ≤ ‖x− z‖ , ∀x, z ∈ H.
This is known as nonexpansive mapping. As a generalization of nonexpansive map-
ping, we have asymptotically nonexpansive (see Goebel and Kirk [17]), this
mapping is defined as:
‖T nx− T nz‖ ≤ kn ‖x− z‖ , ∀n ≥ 1 and x, z ∈ H,
where kn ⊂ [1,∞) such that lim
n→∞
kn = 1.
The map T is said to be total asymptotically nonexpansive (see Alber [18]),
if
‖T nx− T nz‖2 ≤ ‖x− z‖2 + vnη(‖x− z‖) + µn, ∀n ≥ 1 and x, z ∈ H.
where {vn} and {µn} are sequences in [0,∞) such that lim
n→∞
vn = 0, lim
n→∞
µn = 0, and
η : ℜ+ → ℜ+ is a strictly increasing continuous function with η(0) = 0. This class
of mapping generalizes the class of nonexpansive and asymptotically nonexpansive
mappings (for more details see [19, 20] and references therein). And it is said to
be (k, {µn}, {ξn}, φ)- total asymptotically strict pseudocontraction, if there exists
a constant k ∈ [0, 1), µn ⊂ [0,∞), ξn ⊂ [0,∞) with µn → 0 and ξn → 0 as n→∞,
and continuous strictly increasing function φ : [0,∞)→ [0,∞) with φ(0) = 0 such
that
‖T nx− T ny‖2 ≤ ‖x− y‖2 + k ‖(I − T n)x− (I − T n)y‖2
+ µnφ(‖x− y‖) + ξn, ∀x, y ∈ H.
T is said to be strictly pseudocontractive (see Browder and Petryshyn [21]),
if
‖Tx− Tz‖2 ≤ ‖x− z‖2 + k ‖(I − T )x− (I − T )z‖2 , ∀x, z ∈ H,
where k ∈ [0, 1). And it is said to pseudocontractive if
‖Tx− Tz‖2 ≤ ‖x− z‖2 + ‖(I − T )x− (I − T )z‖2 , ∀x, z ∈ H.
It is obvious that all nonexpansive mappings and strictly pseudocontractive map-
pings are pseudocontractive mappings but the converse does not hold.
T is said to be quasi-nonexpansive (see Diaz and Metcalf[22]), if Fix(T ) 6= ∅
and
‖Tx− z‖ ≤ ‖x− z‖, ∀x ∈ H and z ∈ Fix(T ).
This is equivalent to
(2.6) 2 〈x− Tx, z − Tx〉 ≤ ‖Tx− x‖2 , ∀x ∈ H and z ∈ Fix(T ).
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Remark 2.32. Every nonexpansive mapping with Fix(T ) 6= ∅ is a quasi-nonexpansive;
however, the converse may not necessarily be true. Thus, the class of quasi- non-
expansive mapping generalizes the class of nonexpansive mapping.
The following is an example of a quasi-nonexpansive mapping which is not non-
expansive mapping, for more details, see He and Du[23] and references therein.
Example 2.33. Let H = R, defined T : Q := [0,∞)→ R by
Ty =
y2 + 2
1 + y
for all y ∈ Q.
T is said to be k−demicontractive, if
(2.7) ‖Ty− z‖2 ≤ ‖y − z‖2 + k‖Ty − z‖2, ∀y ∈ H and z ∈ Fix(T ),
where k ∈ [0, 1). Trivially, the class of demicontractive mapping generalizes the
class of quasi-nonexpansive mapping for k ≥ 0.
The following is an example of a demicontractive mapping which is not quasi-
nonexpansive mapping, for more details, see Chidume et al., [24] and references
therein.
Example 2.34. Define a map T : l2 → l2 by
T (x1, x2, x3, ...) = −
5
2
(x1, x2, x3, ...), for arbitrary vector (x1, x2, x3, ...) ∈ l2.
Remark 2.35. If k = −1, Equation (2.7) reduces to
‖Ty − z‖2 ≤ ‖y − z‖2 − ‖Ty− y‖2, ∀y ∈ H and z ∈ Fix(T ).
This is known as firmly quasi-nonexpansive mapping. Every strictly pseudo-
contractive mapping with Fix(T ) 6= ∅ is a demicontractive mapping; however, the
converse may not necessarily be true. Thus, the class of demicontractive mapping
is more general than the class of strictly pseudocontractive mapping.
The following is an example of demicontractive mapping which is not strictly
pseudocontractive mapping, for more details, see Browder and Petryshyn [21] and
references therein.
Example 2.36. Let C = [−1, 1] be a sub set of a real Hilbert space H. Define T
on C by
T (x) =
{
2
3x sin(
1
x ), if x 6= 0,
0, x = 0.
Clearly, 0 is the only fixed point of T . For x ∈ C, we have
|Tx− 0|2 = |Tx|2
=
∣∣∣∣23x sin( 1x)
∣∣∣∣
2
≤
∣∣∣∣2x3
∣∣∣∣
2
≤ |x|2
≤ |x− 0|2 + k|Tx− x|2, for any k < 1.
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Thus, T is demicontractive mapping. Next, we see that T is not strictly pseudo-
contractive mapping. Let x = 2π and z =
2
3π , then |Tx− Tz|
2 = 25681π2 . However,
|x− z|2 + |(I − T )x− (I − T )z|2 =
160
81π2
.
T is said to be asymptotically quasi-nonexpansive, if Fix(T ) 6= ∅ such that
for each n ≥ 1,
‖T nx− z‖2 ≤ tn ‖x− z‖
2 , ∀z ∈ Fix(T ) and x ∈ H,
where {tn} ⊆ [1,∞) with lim
n→∞
tn = 1. It is clear from this definition that every
asymptotically nonexpansive mapping with Fix(T ) 6= ∅ is asymptotically quasi-
nonexpansive mapping.
Also T is said to be ({rn}, {kn}, η)-total quasi-asymptotically nonexpansive
mapping, if
‖T ny − z‖2 ≤ ‖y − z‖2 + rnη(‖y − z‖)
+ kn, ∀n ≥ 1, z ∈ Fix(T ) and y ∈ H,
where {rn}, {kn} are sequences in [0,∞) such that lim
n→∞
rn = 0, lim
n→∞
kn = 0 and
η : ℜ+ → ℜ+ is a strictly continuous function with η(0) = 0. This class of mapping,
generalizes the class of; quasi-nonexpansive, asymptotically quasi-nonexpansive and
total asymptotically nonexpansive mapping.
T is said to be K-Lipschitzian, if
‖Ty − Tz‖ ≤ K ‖y − z‖ , ∀y, z ∈ H.
It is said to be uniformly K-Lipschitzian, if
‖T ny − T nz‖ ≤ K ‖y − z‖ , ∀y, z ∈ H.
Definition 2.37. A mapping T : H → H is said to be class−τ operator, if
〈z − Ty, y− Ty〉 ≤ 0, ∀z ∈ Fix(T ) and y ∈ H.
It is important to note that, class−τ operator is also called directed operator,
see Zaknoon [25] and Censo and Segal [12], separating operator, see Cegielski [26]
or cutter operator, see Cegielski and Censor [27] and references therein.
Definition 2.38. A self mapping T on H1 is said to be semi-compact if for any
bounded sequence {xn} ⊂ H with (I −T )xn converges strongly to 0, there exists a
sub-sequence say {xnk} of {xn} such that {xnk} converges strongly to x.
Definition 2.39. A self mapping T on C is said to be demiclosed, if for any
sequence {yn} in C such that yn ⇀ y and if the sequence Tyn → z, then Ty = z.
Remark 2.40. In Definition 2.39, if z = 0, the zero vector in C, then T is called
demiclosed at zero, for more details, see Moudafi [28] and references therein.
Lemma 2.41. ( Goebel and Kirk [15]) If a self mapping T on C is a nonexpansive
mapping, then T is demiclosed at zero.
Lemma 2.42. (Acedo and Xu [29]) If a self mapping T on C is a k−strictly
pseudocontractive, then (T − I) is demiclosed at zero.
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Lemma 2.43. Let C be a subset of H1, and PC be a metric projection from H1
onto C. Then ∀y ∈ C and x ∈ H1,
‖x− PC(x)‖
2 ≤ ‖y − x‖2 − ‖y − PC(x)‖
2.
For the proof of this lemma, see Li and He [30] and references therein.
Lemma 2.44. For each x, y ∈ H1, the following results hold.
(i) ‖x+ y‖2 = ‖x‖2 + 2 〈x, y〉+ ‖y‖2 ,
(ii) ‖αx+ (1− α)y‖2 = α ‖x‖2 + (1−α) ‖y‖2 − α(1−α) ‖x− y‖2, ∀ α ∈ [0, 1].
For the proof of this lemma, see Acedo and Xu [29] and references therein.
Lemma 2.45. Let {an} be a sequence of nonnegative real number such that
an+1 ≤ (1 − γn)an + σn, n ≥ 0,
where γn is a sequence in (0, 1) and σn is a sequence of real number such that;
(i) lim
n→∞
γn = 0 and
∑
γn =∞;
(ii) lim
n→∞
σn
γn
≤ 0 or
∑
|σn| <∞. Then lim
n→∞
an = 0.
For the proof, see Xu [31].
Lemma 2.46. Let {xn}, {yn}, {zn} be sequences of nonnegative real numbers sat-
isfying
xn+1 ≤ (1 + zn)xn + yn.
If
∑
zn <∞ and
∑
yn <∞, then lim
n→∞
xn exist.
For the proof of this lemma, see Tan and Xu [32].
Lemma 2.47. Let {xn} be a Fejer monotone with respect to C, then the following
are satisfied:
(i) xn ⇀ x
∗ ∈ C if and only if ωω ⊂ C;
(ii) {PCxn} converges strongly to some vector in C;
(iii) if xn ⇀ x
∗ ∈ C, then x∗ = lim
n→∞
PCxn.
For the proof, see Bauschke and Borwein [33].
2.6. Problem Formulation. The SCFPP is formulated as follows:
Find x∗ ∈ C :=
N⋂
i=1
Fix(Ti) such that Ax
∗ ∈ Q :=
M⋂
j=1
Fix(Gj).(2.8)
In this chapter, we consider Ti : H1 → H1, for i = 1, 2, 3, ..., N and Gj : H2 → H2,
for j = 1, 2, 3, ...,M, to be total quasi-asymptotically nonexpansive and or demi-
contractive mappings.
We denote the solution set of SCFPP (2.8) by
Γ = {x∗ ∈ C such that Ax∗ ∈ Q} .(2.9)
In sequel, we assume that Γ 6= ∅.
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2.7. Preliminary Results. A Banach space E satisfies Opial’s condition (see
Opial [83]), if for any sequence {xn} in E such that xn ⇀ x, as n → ∞ implies
that
lim inf
n→∞
‖xn − x‖ < lim inf
n→∞
‖xn − y‖, ∀y ∈ E, y 6= x.
T it is said to have Kadec-Klee property (see Opial [83]), if for any sequence {xn}
in E such that xn ⇀ x and ‖xn‖ → ‖x‖ , as n→∞ implies that
xn → x and as n→∞.
Remark 2.48. Each Hilbert space satisfies the Opial and Kadec-Klee’s properties.
The following lemma were taken from Wang et al., [45], we include the proof
here for the sake of completeness.
Lemma 2.49. Let G : H1 → H1 be a ({vn}, {µn}, ξ)-total quasi-asymptotically
nonexpansive mapping with Fix(G) 6= ∅. Then, for each y ∈ Fix(G), x ∈ H1 and
n ≥ 1, the following inequalities are equivalent:
‖Gnx− y‖2 ≤ ‖x− y‖2 + vnξ(‖x− y‖) + µn;(2.10)
2 〈x−Gnx, x− y〉 ≥ ‖Gnx− x‖2 − vnξ(‖x− y‖)− µn;(2.11)
2 〈x−Gnx, y −Gnx〉 ≤ ‖Gnx− x‖2 + vnξ(‖x− y‖) + µn.(2.12)
Proof. (i)⇒ (ii)
‖Gnx− y‖2 = ‖Gnx− x+ x− y‖2
= ‖Gnx− x‖2 + 2 〈Gnx− x, x− y〉+ ‖x− y‖2 ,
this imply that
2 〈Gnx− x, x− y〉 = ‖Gnx− y‖2 − ‖Gnx− x‖2 − ‖x− y‖2
≤ ‖x− y‖2 + vnξ(‖x− y‖) + µn − ‖G
nx− x‖2 − ‖x− y‖2 .
Thus, we deduce that
2 〈x−Gnx, x − y〉 ≥ ‖Gnx− x‖2 − vnξ(‖x− y‖)− µn.
(ii)⇒ (iii)
〈x−Gnx, x − y〉 = 〈x−Gnx, x−Gnx+Gnx− y〉
= 〈x−Gnx, x−Gnx〉+ 〈x−Gnx,Gnx− y〉 .
This tends to imply that
〈x−Gnx,Gnx− y〉 = −‖x−Gnx‖2 + 〈x−Gnx, x− y〉
≥ −‖x−Gnx‖2 +
1
2
‖Gnx− x‖2
−
1
2
vnξ(‖x− y‖)−
1
2
µn.
Thus, we deduce that
2 〈x−Gnx, y −Gnx〉 ≤ ‖x−Gnx‖2 + vnξ(‖x− y‖) + µn.
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(iii)⇒ (i)
2 〈x−Gnx, y −Gnx〉 ≤ ‖Gnx− x‖2 + vnξ(‖x− y‖) + µn
= ‖Gnx− y‖2 + 2 〈Gnx− y, y − x〉 + ‖x− y‖2
+ vnξ(‖x− y‖) + µn,
thus, we deduce that
‖Gnx− y‖2 ≤ ‖x− y‖2 + vnξ(‖x− y‖) + µn.
And thus completes the proof. 
Lemma 2.50. (Mohammed and Kilicman [86]) Let PC : H → C be a metric
projection such that
〈xn − x
∗, xn − PCxn〉 ≤ 0.
Then for each n ≥ 1,
‖PCxn − xn‖ ≤ ‖PCxn − x
∗‖ , ∀x∗ ∈ C.
Proof. Let x∗ ∈ C, then
‖xn − PCxn‖
2 = ‖xn − x
∗ + x∗ − PCxn‖
2
= ‖xn − x
∗‖2 + ‖x∗ − PCxn‖
2
+ 2 〈xn − x
∗, x∗ − PCxn〉
= ‖xn − x
∗‖2 + ‖x∗ − PCxn‖
2
+ 2 〈xn − x
∗, x∗ − xn + xn − PCxn〉
= ‖xn − x
∗‖2 + ‖x∗ − PCxn‖
2 − 2 ‖xn − x
∗‖2
+ 2 〈xn − x
∗, xn − PCxn〉
= ‖x∗ − PCxn‖
2 − ‖xn − x
∗‖2 + 2 〈xn − x
∗, xn − PCxn〉
≤ ‖x∗ − PCxn‖
2
.
Thus, we conclude that
‖xn − PCxn‖ ≤ ‖x
∗ − PCxn‖ .

2.8. Strong Convergence for the Split Common Fixed Point Problems
for Total Quasi-asymptotically Nonexpansive Mappings.
Theorem 2.51. Let G : H1 → H1, T : H2 → H2 be ({vn1}, {µn1}, ξ1), ({vn2},
{µn2}, ξ2)-total quasi-asymptotically nonexpansive mappings and uniformly L1, L2-
Lipschitzian continuous mappings such that (G− I) and (T − I) are demiclosed at
zero. Let A : H1 → H2 be a bounded linear operator with its adjoint A∗. Also let
M and M∗ be positive constants such that ξ(k) ≤ ξ(M) +M∗k2, ∀k ≥ 0. Assume
that Γ 6= ∅, and let PΓ be the metric projection of H1 onto Γ satisfying
〈xn − x
∗, xn − PΓxn〉 ≤ 0.
Define a sequence {xn} by
(2.13)


x0 ∈ H1,
un = xn + γA
∗(T n − I)Axn,
xn+1 = αnun + (1− αn)Gnun, ∀n ≥ 0,
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where γ, L, {vn}, {µn}, {ξn} and {αn} satisfies the following conditions:
(i) 0 < k < αn < 1, γ ∈ (0,
1
L∗ ) with L
∗ = ‖AA∗‖ and L = max {L1, L2};
(ii) vn = max {vn1 , vn2}, µn = max {µn1 , µn2} and ξ = max {ξ1, ξ2}.
Then xn → x∗ ∈ Γ.
Proof. To show that xn → x∗, as n→∞, it suffices to show that
xn ⇀ x
∗ and ‖xn‖ → ‖x
∗‖ , as n→∞.
We divided the proof into five steps as follows:
Step 1. In this step, we show that for each x∗ ∈ Γ, the following limit exists.
(2.14) lim
n→∞
‖xn − x
∗‖ = lim
n→∞
‖un − x
∗‖ .
Now, let x∗ ∈ Γ. By (2.13) and Lemma 2.49, we have
‖xn+1 − x
∗‖2 = ‖αnun + (1 − αn)G
nun − x
∗‖2
= ‖αn(un −G
nun)‖
2
+ 2αn 〈un −G
nun, G
nun − x
∗〉+ ‖Gnun − x
∗‖2
= α2n ‖un −G
nun‖
2
+ 2αn 〈un − x
∗ + x∗ −Gnun, G
nun − x
∗〉
+ ‖Gnun − x
∗‖2
= α2n ‖un −G
nun‖
2
+ 2αn 〈un − x
∗, Gnun − x
∗〉
+ (1− 2αn) ‖G
nun − x
∗‖2
= α2n ‖un −G
nun‖
2
+ 2αn 〈un − x
∗, Gnun − un + un − x
∗〉
+ (1− 2αn) ‖G
nun − x
∗‖2
= α2n ‖un −G
nun‖
2
+ 2αn 〈un − x
∗, Gnun − un〉
+ 2αn 〈un − x
∗, un − x
∗〉+ (1 − 2αn) ‖G
nun − x
∗‖2
≤ −αn(1− αn) ‖un −G
nun‖
2
+ 2αn ‖un − x
∗‖2 + αnvnξ(‖un − x
∗‖)
+ αnµn + (1− 2αn)
(
‖un − x
∗‖2 + vnξ(‖un − x
∗‖) + µn
)
≤ −αn(1− αn) ‖un −G
nun‖
2
+ ‖un − x
∗‖2
+ (1− αn)
(
vnξ(‖un − x
∗‖) + µn
)
= −αn(1− αn) ‖un −G
nun‖
2
+
(
1 + (1− αn)vnM
∗
)
‖un − x
∗‖2
+ (1− αn)
(
vnξ(M) + µn
)
.(2.15)
On the other hand,
‖un − x
∗‖2 = ‖xn − x
∗ + γA∗(T n − I)Axn‖
2
= ‖xn − x
∗‖2 + γ2 ‖A∗(T n − I)Axn‖
2
+ 2γ 〈xn − x
∗, A∗(T n − I)Axn〉 ,(2.16)
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and
γ2 ‖A∗(T n − I)Axn‖
2 = γ2 〈A∗(T n − I)Axn, A
∗(T n − I)Axn〉
= γ2 〈AA∗(T n − I)Axn, (T
n − I)Axn〉
≤ γ2L∗ ‖(T n − I)Axn‖
2
.(2.17)
By Lemma 2.49, it follows that
2γ 〈xn − x
∗, A∗(T n − I)Axn〉 = 2γ 〈Axn − T
nAxn + T
nAxn −Ax
∗, T nAxn −Axn〉
= 2γ 〈T nAxn −Ax
∗, T nAxn −Axn〉
− 2γ ‖(T n − I)Axn‖
2
≤ γvnM
∗L∗ ‖xn − x
∗‖2 + γ(vnξ(M) + µn)
− γ ‖(T n − I)Axn‖
2
.(2.18)
Substituting (2.17) and (2.18) into (2.16), we obtain that
‖un − x
∗‖2 ≤ (1 + γvnM
∗L∗) ‖xn − x
∗‖2
− γ(1− γL) ‖(T n − I)Axn‖
2
+ γ(vnξ(M) + µn).(2.19)
By (2.19) and (2.15), we deduce that
‖xn+1 − x
∗‖2 ≤ (1 + (1− αn)vnM
∗)
(
(1 + γvnM
∗L∗) ‖xn − x
∗‖2
− γ(1− γL∗) ‖(T n − I)Axn‖
2 + γ(vnξ(M) + µn)
)
− αn(1− αn) ‖xn −G
nun‖
2
+ (1− αn)(vnξ(M) + µn)
=
(
1 + (1− αn)vnM
∗
)(
1 + γvnM
∗L
)
‖xn − x
∗‖2
− γ(1− γL∗)(1 + (1 − αn)vnM
∗) ‖(T n − I)Axn‖
2
− αn(1− αn) ‖xn −G
nun‖
2
+ (1 + (1− αn)vnM
∗)γ(vnξ(M) + µn)
+ (1− αn)(vnξ(M) + µn)
≤
(
1 + (1− αn)vnM
∗
)(
1 + γvnM
∗L
)
‖xn − x
∗‖2
− γ(1− γL∗) ‖(T n − I)Axn‖
2 − αn(1− αn) ‖xn −G
nun‖
2
+ (1 + (1− αn)vnM
∗)γ(vnξ(M) + µn)
+ (1− αn)(vnξ(M) + µn).(2.20)
Thus, we deduce that
‖xn+1 − x
∗‖2 ≤
(
1 + γvnM
∗L∗ + (1− αn)vnM
∗(1 + γvnM
∗L∗)
)
‖xn − x
∗‖2
+ (1 + (1− αn)vnM
∗)γ(vnξ(M) + µn) + (1− αn)(vnξ(M) + µn).
This implies that
‖xn+1 − x
∗‖2 ≤ (1 + βn) ‖xn − x
∗‖2 + ηn,(2.21)
where βn = γvnM
∗L∗ +
(
1− αn
)
vnM
∗
(
1 + γvnM
∗L∗
)
ηn =
(
1 + (1− αn)vnM
∗
)
γ
(
vnξ(M) + µn
)
+
(
1− αn
)(
vnξ(M) + µn
)
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Clearly,
∑
βn < ∞ and
∑
ηn < ∞. Moreover, βn → 0 and ηn → 0. Hence, by
Lemma 2.46, we conclude that lim
n→∞
‖xn − x∗‖ exist.
We now prove that for each x∗ ∈ Γ, lim
n→∞
‖un − x∗‖ exist.
By (2.20), we deduce that
γ(1− γL∗) ‖(T n − I)Axn‖
2 ≤ ‖xn − x
∗‖2 − ‖xn+1 − x
∗‖2
+ βn ‖xn − x
∗‖2 + ηn,(2.22)
and
αn(1 − αn) ‖un −G
nun‖
2 ≤ ‖xn − x
∗‖2 − ‖xn+1 − x
∗‖2
+ βn ‖xn − x
∗‖2 + ηn.(2.23)
Thus, as n→∞, we deduce from (2.22) and (2.23) that
lim
n→∞
‖un −G
nun‖ = 0 and lim
n→∞
‖Axn − T
nAxn‖ = 0.(2.24)
Given (2.19), (2.24) and the fact that lim
n→∞
‖xn − x∗‖ exists, we obtain that
lim
n→∞
‖un − x
∗‖ exist.
Moreover, by (2.15) and (2.19), we deduce that
‖xn+1 − x
∗‖2 ≤
(
1 + (1 − αn)vnM
∗
)
‖un − x
∗‖2
+ (1− αn)
(
vnξ(M) + µn
)
,(2.25)
and
‖un − x
∗‖2 ≤ (1 + γvnM
∗L∗) ‖xn − x
∗‖2
+ γ(vnξ(M) + µn).(2.26)
The fact that lim
n→∞
‖xn − x∗‖ and lim
n→∞
‖un − x∗‖ exists, it follows from (2.25) and
(2.26) that
lim
n→∞
‖un − x
∗‖ = lim
n→∞
‖xn − x
∗‖ .
Step 2. In this step, we show that
(2.27) lim
n→∞
‖xn+1 − xn‖ = 0 and lim
n→∞
‖un+1 − un‖ = 0.
By (2.13), we have that
‖xn+1 − xn‖ = ‖αnun + (1− αn)G
nun − xn‖
= ‖(1 − αn)(G
nun − un) + un − xn‖
= ‖(1 − αn)(G
nun − un) +A
∗(T n − I)Axn‖ .(2.28)
In view of (2.24), we deduce from (2.28) that
lim
n→∞
‖xn+1 − xn‖ = 0.(2.29)
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On the other hand,
‖un+1 − un‖ =
∥∥(I + γA∗(T n+1 − I)A)xn+1 + (I + γA∗(T n − I)A)xn∥∥
=
∥∥xn+1 − xn + γA∗(T n+1 − I)Axn+1 − γA∗(T n − I)Axn∥∥ .
Thus, by (2.24) and (2.29) we obtain that
lim
n→∞
‖un+1 − un‖ = 0.
Step 3. In this step, we show that
(2.30) lim
n→∞
‖un −Gun‖ = 0 and lim
n→∞
‖Axn − Txn‖ = 0.
The fact that lim
n→∞
‖un −Gnun‖ = 0, lim
n→∞
‖un+1 − un‖ = 0 and G is uniformly
L-Lipschitzian mapping, we have that
‖un −Gun‖ ≤ ‖un −G
nun‖+ ‖Gun −G
nun‖
≤ ‖un −G
nun‖+ L
∥∥un −Gn−1un∥∥
≤ ‖un −G
nun‖+ L
∥∥Gn−1un −Gn−1un−1∥∥
+ L
∥∥un −Gn−1un−1∥∥
≤ ‖un −G
nun‖+ L
2 ‖un − un−1‖
+ L
∥∥un − un−1 + un−1 −Gn−1un−1∥∥
≤ ‖un −G
nun‖+ L(L+ 1) ‖un − un−1‖
+ L
∥∥un−1 −Gn−1un−1∥∥ .
Thus, as n→∞, we have that
lim
n→∞
‖un −Gun‖ = 0.
Similarly, from the fact that, lim
n→∞
‖Axn − T nAxn‖ = 0, lim
n→∞
‖xn+1 − xn‖ = 0
and T is uniformly L-Lipschitzian mapping, we deduce that
lim
n→∞
‖Axn − TAxn‖ = 0.
Step 4. In this step, we show that
(2.31) xn ⇀ x
∗ and un ⇀ x
∗ as n→∞.
Since {un} is bounded, then there exists a sub-sequence uni ⊂ un such that
(2.32) uni ⇀ x
∗, as i→∞.
By (2.30) and (2.32), we have that
(2.33) lim
i→∞
‖uni −Guni‖ = 0.
From (2.32), (2.33) and the fact that (G − I) is demiclosed at zero, we have that
x∗ ∈ Fix(G). By (2.13), (2.32) and the fact lim
n→∞
‖Axn − T nAxn‖ = 0, we deduce
that
xni = uni − γA
∗(T ni − I)Axni ⇀ x
∗.
By the definition of A, we get
(2.34) Axni ⇀ Ax
∗ as i→∞.
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In view of (2.30), we get
(2.35) lim
i→∞
‖Axni − TAxni‖ = 0.
From (2.34), (2.35) and the fact that (T − I) is demiclosed at zero, we have that
Ax∗ ∈ Fix(T ). Thus, x∗ ∈ Fix(G) and Ax∗ ∈ Fix(T ), and this implies that x∗ ∈ Γ.
Now, we show that x∗ is unique. Suppose to the contrary that there exists
another sub-sequence unj ⊂ un such that unj ⇀ y∗ ∈ Γ with x∗ 6= y∗. By opial’s
property of Hilbert space, we have that
lim inf
j→∞
∥∥unj − x∗∥∥ < lim inf
j→∞
∥∥unj − y∗∥∥
= lim inf
n→∞
‖un − y
∗‖
= lim inf
j→∞
∥∥unj − y∗∥∥
< lim inf
j→∞
∥∥unj − x∗∥∥
= lim inf
n→∞
‖un − x
∗‖
= lim inf
j→∞
∥∥unj − x∗∥∥ .
Thus, we have
lim inf
j→∞
∥∥unj − x∗∥∥ < lim inf
j→∞
∥∥unj − x∗∥∥ .
This is a contradiction, therefore, un ⇀ x
∗. By using (2.13) and (2.24) , we have
xn = un − γA
∗(T n − I)Axn ⇀ x
∗, as n→∞.
Step 5. In this step, we show that
(2.36) ‖xn‖ → ‖x
∗‖ , as n→∞.
To show this, it suffices to show that ‖xn+1‖ → ‖x∗‖ as n→∞.
By Equation (2.21), Lemma 2.50 and 2.47, and the fact that βn → 0 and ηn → 0,
we have∣∣∣ ‖xn+1‖ − ‖x∗‖ ∣∣∣2 ≤ ‖xn+1 − x∗‖2
≤ (1 + βn) ‖xn − x
∗‖2 + ηn
= ‖xn − x
∗‖2 + βn ‖xn − x
∗‖2 + ηn
= ‖xn − PΓxn + PΓxn − x
∗‖2 + βn ‖xn − x
∗‖2 + ηn
≤ 4 ‖PΓxn − x
∗‖2 + βn ‖xn − x
∗‖2 + ηn.
Thus, as n→∞, we have that
lim
n→∞
∣∣∣ ‖xn+1‖ − ‖x∗‖ ∣∣∣2 ≤ 4 lim
n→∞
‖PΓxn − x
∗‖2
+ lim
n→∞
βn ‖xn − x
∗‖2 + lim
n→∞
(ηn).
And this implies that
lim
n→∞
∣∣∣ ‖xn+1‖ − ‖x∗‖ ∣∣∣ = 0.
By (2.31) and (2.36), we conclude that xn → x
∗, as n→∞.
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
2.9. Strong Convergence for the Split Common Fixed Point Problems
for Demicontractive Mappings. In this section, we considered an algorithm for
solving the SCFPP for demicontractive mappings without any prior information on
the norm on the bounded linear operator and established the strong convergence
results of the proposed algorithm. In the end, we provides some special cases of
our suggested methods.
Theorem 2.52. Let U : H1 → H1 and T : H2 → H2 be k1, k2−demicontractive
mappings such that (U − I) and (T − I) are demiclosed at zero, A : H1 → H2 be
a bounded linear operator with its adjoint A∗. Assume that Γ 6= ∅ and let PΓ be a
metric projection from H1 onto Γ satisfying
〈xn − x
∗, xn − PΓxn〉 ≤ 0.
Define {xn} by
(2.37)


x0 ∈ H1 is arbitrary chosen,
un = xn + ρnA
∗(T − I)Axn,
xn+1 = (1− αn)un + αnUun, ∀n ≥ 0,
where 0 < c < αn < 1− k, with k := max{k1, k2}, and
(2.38) ρn =
{
(1−k)‖(I−T )Axn‖
2
2‖A∗(I−T )Axn‖
2 , TAxn 6= Axn,
0, otherwise.
Then xn → x∗ ∈ Γ.
Proof. To show that xn → x∗, it suffices to show xn ⇀ x∗ and ‖xn‖ → ‖x∗‖.
We divided the proof into four steps as follows.
Step 1. In this step, we show that {xn} is a Fejer monotone. This is divided
into two cases.
Case 1. If ρn = 0 and Case 2. If ρn 6= 0.
Now, let x∗ ∈ Γ.
Case 1. If ρn = 0. The fact that U is demicontractive, we have
‖xn+1 − x
∗‖2 = ‖xn − x
∗ + αn(Uxn − xn)‖
2
= ‖xn − x
∗‖2 + 2αn 〈xn − x
∗, Uxn − xn〉+ α
2
n ‖Uxn − xn‖
2
≤ ‖xn − x
∗‖2 + αn(k − 1) ‖Uxn − xn‖
2
+ α2n ‖Uxn − xn‖
2
≤ ‖xn − x
∗‖2 − αn
(
1− k − αn
)
‖Uxn − xn‖
2
.(2.39)
The fact that 0 < αn < 1− k, it follows from (2.39) that {xn} is Fejer monotone.
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Case 2. If ρn 6= 0. Since U and T are demicontractive mappings, we have
‖xn+1 − x
∗‖2 = ‖un − αnun + αnUun − x
∗‖2
= ‖un − x
∗‖2 + 2αn 〈un − x
∗, Uun − un〉+ α
2
n ‖Uun − un‖
2
≤ ‖un − x
∗‖2 − αn(1 − k) ‖Uun − un‖
2
+ α2n ‖Uun − un‖
2
≤ ‖un − x
∗‖2 − αn
(
1− k − αn
)
‖Uun − un‖
2
.(2.40)
On the other hand,
‖un − x
∗‖2 = ‖xn + ρnA
∗(T − I)Axn − x
∗‖2
= ‖xn − x
∗‖2 + 2ρn 〈TAxn −Axn, Axn −Ax
∗〉+ ρ2n ‖A
∗(I − T )Axn‖
2
≤ ‖xn − x
∗‖2 − ρn(1− k) ‖(T − I)Axn‖
2 + ρ2n ‖A
∗(I − T )Axn‖
2
= ‖xn − x
∗‖2 −
(1− k)2 ‖(I − T )Axn‖
2
2 ‖A∗(I − T )Axn‖
2 ‖(T − I)Axn‖
2
+
(1 − k)2 ‖(I − T )Axn‖
4
4 ‖A∗(I − T )Axn‖
4 ‖A
∗(I − T )Axn‖
2
= ‖xn − x
∗‖2 −
(1− k)2
4
‖(T − I)Axn‖
4
‖A∗(T − I)Axn‖
2 .(2.41)
Substituting (2.41) into (2.40), we deduce that
‖xn+1 − x
∗‖2 ≤ ‖xn − x
∗‖2 −
(1− k)2 ‖(T − I)Axn‖
4
4 ‖A∗(T − I)Axn‖
2
− αn
(
1− k − αn
)
‖Uun − un‖
2
.(2.42)
Thus, {xn} is Fejer monotone. Therefore, lim
n→∞
‖xn − x
∗‖ exist.
Step 2. In this step, we show that
(2.43) lim
n→∞
‖(I − T )Axn‖ = 0 and lim
n→∞
‖(I − U)xn‖ = 0.
Case 1. If ρn = 0. By (2.38), we see that lim
n→∞
‖(I − T )Axn‖ = 0. Also by
(2.39) and the fact lim
n→∞
‖xn − x∗‖ exist, it follows that lim
n→∞
‖(I − U)xn‖ = 0.
Case 2. If ρn 6= 0. The fact lim
n→∞
‖xn − x∗‖ exist, by (2.42), we deduce that
(2.44) lim
n→∞
(
(1− k)2 ‖(T − I)Axn‖
4
4 ‖A∗(T − I)Axn‖
2
)
≤ lim
n→∞
(‖xn − x
∗‖ − ‖xn+1 − x
∗‖) = 0,
(2.45) and lim
n→∞
‖(I − U)un‖ ≤ lim
n→∞
(
‖xn − x∗‖ − ‖xn+1 − x∗‖
c
(
1− k − αn
)
)
= 0.
By (2.44), we have that
(2.46) lim
n→∞
(
‖(T − I)Axn‖
2
‖A∗(T − I)Axn‖
)
= 0.
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On the other hand,
‖(T − I)Axn‖ = ‖A‖
‖TAxn −Axn‖
2
‖A‖ ‖TAxn −Axn‖
≤ ‖A‖
‖TAxn − Axn‖
2
‖A∗(T − I)Axn‖
.
Thus, by (2.46) we deduce that
lim
n→∞
‖(T − I)Axn‖ = 0.
Since
ρn ‖A
∗(T − I)Axn‖ = ‖un − xn‖
=
(1 − k) ‖(T − I)Ax‖2
2 ‖A∗(T − I)Axn‖
.
Thus, by (2.46) we have
lim
n→∞
ρn ‖A
∗(T − I)Axn‖ = 0.(2.47)
By (2.37), we have that
‖(U − I)xn‖ = ‖(U − I)un − (U − I)ρnA
∗(T − I)Axn‖
≤ ‖(U − I)un‖+ ‖(U − I)ρnA
∗(T − I)Axn‖ .(2.48)
Given (2.45), (2.47) and the fact that U is bounded. It follows from (2.48) that
lim
n→∞
‖(I − U)xn‖ = 0.
Hence, in both case, Equation (2.43) hold.
step 3. In this step, we show that
(2.49) xn ⇀ x
∗, as n→∞.
To show this, it suffices to show that ωω ⊆ Γ, see Lemma 2.47 (i).
Now, let q ∈ ωω, this implies that, there exists {xnj} of {xn} such that xnj ⇀ q.
Since lim
j→∞
∥∥Uxnj − xnj∥∥ = 0, together with the demiclosed of (U − I) at zero, we
conclude that, q ∈ Fix(U).
On the other hand, since A is bounded, we have that Axnj ⇀ Aq. By (2.43) and
together with the demiclosed of (T − I) at zero, we have that Aq ∈ Fix(T ). Thus,
q ∈ Γ, this implies that ωω ⊆ Γ. Hence, by Lemma 2.47, we conclude that xn ⇀ x∗,
as n→∞.
Step 4. In this step, we show that
(2.50) ‖xn‖ → ‖x
∗‖ , as n→∞.
To show (2.50), it suffices to show that ‖xn+1‖ → ‖x∗‖.
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By Lemma 2.44 and the fact that {xn} is a Fejer monotone, we have∣∣∣ ‖xn+1‖ − ‖x∗‖ ∣∣∣2 ≤ ‖xn+1 − x∗‖2
≤ ‖xn − x
∗‖2
= ‖xn − PΓxn + PΓxn − x
∗‖2
≤ 4 ‖PΓxn − x
∗‖2 .(2.51)
Thus, we deduce that ‖xn+1‖ → ‖x∗‖ . By Equation (2.49) and (2.50), we conclude
that xn → x∗ as n→∞. 
Corollary 2.53. Let G : H1 → H1 and T : H2 → H2 be (kn1 , kn2)- quasi -
asymptotically nonexpansive mappings such that (G−I) and (T−I) are demiclosed
at zero, and A : H1 → H2 be a bounded linear operator with its adjoint A∗. Also let
L∗ = ‖AA∗‖ , M andM∗ be positive constants such that ξ(k) ≤ ξ(M)+M∗k2, ∀k ≥
0. Assume that, Γ 6= ∅, and let PΓ be a metric projection of H1 onto Γ satisfying
〈xn − x
∗, xn − PΓxn〉 ≤ 0.
Define {xn} by
(2.52)


x0 ∈ H1,
un = xn + γA
∗(T n − I)Axn,
xn+1 = αnun + (1− αn)Gnun, ∀n ≥ 0,
where αn ⊂ (0, 1), γ ∈ (0,
1
L∗ ), L = max {L1, L2} and kn = max {kn1 , kn2}. Then
xn → x
∗ ∈ Γ.
Proof. G and T are ({vn}, {µn}, ξ)− total quasi-asymptotically nonexpansive map-
pings with {vn} = {kn − 1}, µn = 0 and ξ(k) = k2, ∀k ≥ 0. Moreover, G and
T are uniformly kn1 , kn2− Lipschitzian mappings. Therefore, all the conditions in
Theorem 2.13 are satisfied. Hence, the conclusion of this corollary follows directly
from Theorem 2.13. 
Corollary 2.54. Let G : H1 → H1 and T : H2 → H2 be two quasi-nonexpansive
mappings such that (G − I) and (T − I) are demiclosed at zero. And let A be a
bounded linear operator with its adjoint A∗. Assume that, Γ 6= ∅, and let PΓ be a
metric projection of H onto Γ satisfying
〈xn − x
∗, xn − PΓxn〉 ≤ 0.
Define {xn} by
(2.53)


x0 ∈ H1;
un = xn + γA
∗(T − I)Axn;
xn+1 = αnun + (1 − αn)Gun, ∀n ≥ 0,
where {αn} ⊂ (0, 1) and γ ∈ (0,
1
L∗ ) with L
∗ = ‖AA∗‖ . Then xn → x∗ ∈ Γ.
Proof. G and T are (1)−quasi-asymptotically nonexpansive mappings. Moreover,
G and T are uniformly 1− Lipschitzian mappings. Therefore, all the conditions of
Corollary 2.53 are satisfied. Hence, the conclusions of this corollary follow directly
from Corollary 2.53.

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Corollary 2.55. Let H1, H2, A, A
∗, PΓ and {xn} be as in Theorem 2.52. Also let
U : H1 → H1 and T : H2 → H2 be quasi nonexpansive mappings such that (U − I)
and (T − I) are demiclosed at zero. Assume that Γ 6= ∅. Then xn → x∗ ∈ Γ.
Proof. Since T is quasi-nonexpansive, clearly T is 0-demicontractive. Hence, all
the hypothesis of Theorem 2.52 are satisfied. Therefore, the proof of this corollary
follows trivially from Theorem 2.52. 
Corollary 2.56. Let H1, H2, A, A
∗, PΓ and {xn} be as in Theorem 2.52. Also
let U : H1 → H1 and T : H2 → H2 be firmly quasi nonexpansive mappings such
that (U − I) and (T − I) are demiclosed at zero. And assume that Γ 6= ∅. Then
xn → x∗ ∈ Γ.
Corollary 2.57. Let H1, H2, A, A
∗, PΓ and {xn} be as in Theorem 2.52. Also
let U : H1 → H1 and T : H2 → H2 be directed operators such that (U − I) and
(T − I) are demiclosed at zero and assume that Γ 6= ∅. Then, xn → x∗ ∈ Γ.
Proof. Since T is directed operator, clearly T is (−1)−demicontractive. Hence, all
the hypothesis of Theorem 2.52 are satisfied. Therefore, the proof of this corollary
follows trivially from Theorem 2.52.

2.10. Application to Variational Inequality Problems. Let T : C → H1 be
a nonlinear mapping. The variational inequality problem with respect to C consist
as finding a vector x∗ ∈ C such that
(2.54) 〈Tx∗, x− x∗〉 ≥ 0, ∀ x ∈ C.
We denote the solution set of Variational Inequality Problem (2.54) by V I(T,C).
It is easy to see that
(2.55) find x∗ ∈ V I(T,C) if and only if x∗ ∈ Fix(PC(I − βT )),
where PC is the metric projection from H1 onto C and β is a positive constant.
Let Q := Fix(PC(I − βT )) ( the fixed point set of PC(I − βT )) and A = I (the
identity operator on H1), then Equation (2.54) can be written as;
(2.56) find x∗ ∈ C such that Ax∗ ∈ Q.
2.11. On Synchronal Algorithms for Fixed and Variational Inequality
Problems in Hilbert Spaces. The aim of this section is to expand the general ap-
proximation method proposed by Tian and Di [89] to the class of (k, {µn}, {ξn}, φ)-
total asymptotically strict pseudocontraction and uniformly M-Lipschitzian map-
pings to solve the fixed point problem as well as variational inequality problem
in the frame work of Hilbert space. The results presented in this paper extend,
improve and generalize several known results in the literature.
2.12. Preliminaries. In the sequel we shall make use of the following lemmas in
proving the main results of this section.
Lemma 2.58. [90]Let H be a Hilbert space, there hold the following identities;
(i) ‖x− y‖2 = ‖x‖2 − ‖y‖2 − 2 〈x− y, y〉 , ∀x, y ∈ H ;
(ii) ‖tx+ (1− t)y‖2 = t ‖x‖2 + (1 − t) ‖y‖2 − t(1− t) ‖x− y‖2 , ∀t ∈ [0, 1] and
x, y ∈ H ;
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(iii) if {xn} is a sequence in H such that xn ⇀ z, then
lim sup
n→∞
‖xn − y‖
2
= lim sup
n→∞
‖xn − z‖
2
+ lim sup
n→∞
‖z − y‖2 , ∀y ∈ H.
Lemma 2.59. [91]Let C be a nonempty closed convex subset of a real Hilbert
space H and let T : C → C be a (k, {µn}, {ξn}, φ)- total asymptotically strict
pseudocontraction mapping and uniformly L-Lipschitzian. Then I−T is demiclosed
at zero in the sense that if {xn} is a sequence in C such that xn ⇀ x∗, and
lim sup
n→∞
‖(T n − I)xn‖ = 0, then (T − I)x
∗ = 0.
Lemma 2.60. [89] Assume that {an} is a sequence of nonnegative real number
such that
an+1 ≤ (1 − γn)an + σn, n ≥ 0,
where γn is a sequence in (0, 1) and σn is a sequence of real number such that;
(i) lim
n→∞
γn = 0 and
∑
γn =∞;
(ii) lim
n→∞
σn
γn
≤ 0 or
∑
|σn| <∞. Then lim
n→∞
an = 0.
Lemma 2.61. [89]Let F : H → H be a η- strongly monotone and L-Lipschitzian
operator with L > 0 and η > 0. Assume that 0 < µ <
2η
L2
, τ = µ
(
η −
L2µ
2
)
and
0 < t < 1. Then
‖(I − µtF )x− (I − µtF )y‖ ≤ (1 − τt) ‖x− y‖ .
Lemma 2.62. (Bulama and Kilicman [84]) Let S : C → H be a uniformly L-
Lipschitzian mapping with L ∈ (0, 1]. Define T : C → H by T βnx = βnx + (1 −
βn)S
nx with βn ∈ (0, 1) and ∀x ∈ C. Then T βn is nonexpansive and Fix(T βn) =
Fix(Sn).
Proof. Let x, y ∈ C, from lemma (2.1(ii)), we have∥∥T βnx− T βny∥∥2 = ‖βn(x − y) + (1− βn)(Snx− Sny)‖2
= βn ‖x− y‖
2 + (1− βn) ‖S
nx− Sny‖2
− βn(1− βn) ‖(x− y)− (S
nx− Sny)‖2
≤ βn ‖x− y‖
2
+ (1− βn) ‖S
nx− Sny‖2
≤ (L2 + βn(1 − L
2)) ‖x− y‖2 ,
since L ∈ (0, 1] and βn ∈ (0, 1), it follow that, T βn is nonexpansive, and it is not
difficult to see that Fix(T βn) = Fix(Sn). 
Lemma 2.63. [88]Let H be a real Hilbert space, f : H → H be a contraction with
coefficient 0 < α < 1 and F : H → H be a L-Lipschitzian continuous operator and
η-strongly monotone operator with L > 0 and η > 0. Then for 0 < γ < µηα ,
〈x− y, (µF − γf)x− (µF − γf)y〉 ≥ (µη − γα) ‖x− y‖2 .
Theorem 2.64. Let T : H → H be a (k, {µn}, {ξn}, φ)- total asymptotically strict
pseudocontraction mapping and uniformly M-Lipschitzian with φ(t) = t2, ∀t ≥ 0
and M ∈ (0, 1]. Assume that Fix(T n) 6= ∅, and let f be a contraction with coeffi-
cient β ∈ (0, 1), G : H → H be a η-strongly monotone and L-Lipschitzian operator
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with L > 0 and η > 0 respectively. Assume that 0 < γ < µ(η −
µL2
2
)/β =
τ
β
and
let x0 ∈ H be chosen arbitrarily, {αn} and {βn} be two sequences in (0,1) satisfying
the following conditions:
(2.57)


(i) lim
n→∞
αn = 0 and
∑
αn =∞;
(ii)
∑
|αn+1 − αn| <∞,
∑
|βn+1 − βn| <∞ and
∑
|βn| <∞;
(iii)0 ≤ k ≤ βn < a < 1, ∀n ≥ 0.
Let {xn} be a sequence defined by
(2.58)
{
T βn = βnI + (1 − βn)T n;
xn+1 = αnγf(xn) + (I − αnµG)T βnxn,
then {xn} converges strongly to a common fixed of T n which solve the variational
inequality problem
(2.59) 〈(γf − µG)x∗, x− x∗〉 ≤ 0, ∀x ∈ Fix(T n).
Proof. The proof is divided into five steps as follows.
Step 1. In this step, we show that
(2.60) T βn is nonexpansive and Fix(T βn) = Fix(T n).
The proof follows directly from lemma (2.62).
Step 2. In this step, we show that
(2.61) {xn}, {T
nxn}, {f(xn)} and {GT
nxn} are all bounded.
Let x∗ ∈ Fix(T n), from (2.58) and lemma (2.61), and the fact that f is a contrac-
tion, we have
‖xn+1 − x
∗‖ =
∥∥αnγf(xn) + (I − αnµG)T βnxn − x∗∥∥
=
∥∥αn(γf(xn)− µGx∗) + (I − αnµG)T βnxn − (I − αnµG)x∗∥∥
≤ (1− αnτ) ‖xn − x
∗‖+ αn ‖γ(f(xn)− f(x
∗)) + γf(x∗)− µGx∗)‖
≤ (1− αn(τ − γβ)) ‖xn − x
∗‖+ αn ‖γf(x
∗)− µGx∗)‖
≤ max
{
‖xn − x
∗‖ ,
‖γf(x∗)− µGx∗)‖
(τ − γβ)
}
.
By using induction, we have
(2.62) ‖xn+1 − x
∗‖ ≤ max
{
‖x0 − x
∗‖ ,
‖γf(x∗)− µGx∗)‖
(τ − γβ)
}
.
Hence {xn} is bounded, and also
‖T nxn − x
∗‖2 ≤ ‖xn − x
∗‖2 + k ‖xn − x
∗ − (T nxn − x
∗)‖2 + µnφ(‖xn − x
∗‖) + ξn
= ‖xn − x
∗‖2 + k ‖xn − x
∗‖2 + k ‖T nxn − x
∗‖2
+ 2k ‖xn − x
∗‖ ‖T nxn − x
∗‖+ µn ‖xn − x
∗‖2 + ξn
≤ (1 + k + µn) ‖xn − x
∗‖2 + 2k ‖xn − x
∗‖ ‖T nxn − x
∗‖
+ k ‖T nxn − x
∗‖2 + ξn.(2.63)
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From (2.63), we deduce that
(1− k) ‖T nxn − x
∗‖2 − 2k ‖xn − x
∗‖ ‖T nxn − x
∗‖
−(1 + k + µn) ‖xn − x
∗‖2 − ξn ≤ 0.
This implies that
‖T nxn − x
∗‖ ≤
k ‖xn − x∗‖
(1− k)
+
√
4k2 ‖xn − x∗‖
2
+ 4(1− k){(1 + k + µn) ‖xn − x∗‖
2
+ ξn}
2(1− k)
=
k ‖xn − x
∗‖+
√
(1 + (1 − k)µn) ‖xn − x∗‖
2
+ (1 − k)ξn
(1− k)
≤
k ‖xn − x∗‖+ (1 + (1− k)µn) ‖xn − x∗‖
2
+ (1 − k)ξn
(1− k)
‖T nxn − x
∗‖ ≤M∗,(2.64)
where M∗ is chosen arbitrarily such that
sup
(
k ‖xn − x∗‖+ (1 + (1− k)µn)) ‖xn − x∗‖
2
+ (1− k)ξn
(1− k)
)
≤M∗.
It follows from (2.64) that {T nxn} is bounded. Since G is L-Lipschitzian, f is
contraction and the fact that {xn}, {T nxn} are bounded, it is easy to see that
{GT nxn} and {f(xn)} are also bounded.
Step 3. In this step, we show that
(2.65) lim
n→∞
‖xn+1 − xn‖ = 0.
Now,
‖xn+2 − xn+1‖ =
(
αn+1γf(xn+1) + (I − αn+1µG)T
βn+1xn+1
)
−
(
αnγf(xn) + (I − αnµG)T
βnxn
)
= αn+1γ(f(xn+1)− f(xn)) + (αn+1 − αn)γf(xn)
+ (I − αn+1µG)T
βn+1xn+1 − (I − αn+1µG)T
βnxn
+ (αn − αn+1)µGT
βnxn,
this turn to implies that
‖xn+2 − xn+1‖ ≤ αn+1γβ ‖xn+1 − xn‖+ (1 − αn+1τ)
∥∥T βn+1xn+1 − T βnxn∥∥
+ |αn+1 − αn|
(
γ ‖f(xn)‖+ µ
∥∥GT βnxn∥∥)
≤ αn+1γβ ‖xn+1 − xn‖+ (1 − αn+1τ)
∥∥T βn+1xn+1 − T βnxn∥∥
+ |αn+1 − αn|N1,(2.66)
where N1 is chosen arbitrarily so that sup
n≥1
(
γ ‖f(xn)‖+ µ
∥∥GT βnxn∥∥) ≤ N1.
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On the other hand,∥∥T βn+1xn+1 − T βnxn∥∥ ≤ ∥∥T βn+1xn+1 − T βn+1xn∥∥+ ∥∥T βn+1xn − T βnxn∥∥
≤ ‖xn+1 − xn‖+ |βn+1 − βn| ‖xn‖+ |βn+1|
∥∥T n+1xn∥∥
+ |βn| ‖T
nxn‖
≤ ‖xn+1 − xn‖+ |βn+1 − βn|N2 + |βn+1|N3 + |βn|N4,(2.67)
where N2,3,4 satisfy the following relations:
N2 ≥ sup
n≥1
‖xn‖ , N3 ≥ sup
n≥1
∥∥T n+1xn∥∥ and N4 ≥ sup
n≥1
‖T nxn‖
respectively.
Now substituting (2.67) into (2.66), yields
‖xn+2 − xn+1‖ ≤ αn+1γβ ‖xn+1 − xn‖+ (1− αn+1τ)
(
‖xn+1 − xn‖
+ |βn+1 − βn|N2 + |βn+1|N3 + |βn|N4
)
+ |αn+1 − αn|N1
= (1 + αn+1(γβ − τ)) ‖xn+1 − xn‖+ |αn+1 − αn|N1
+ (1− αn+1τ)
(
|βn+1 − βn|N2 + |βn+1|N3 + |βn|N4
)
≤ (1− αn+1(τ − γβ) ‖xn+1 − xn‖+
+(1− αn+1τ)
(
|βn+1 − βn|+ |βn+1|+ |βn|+ |αn+1 − αn|
)
N5,
where N5 choosing appropriately such that N5 ≥ max{N1, N2, N3, N4}.
By lemma (2.3) and (ii), it follows that
lim
n→∞
‖xn+1 − xn‖ = 0.
From equation (2.58), we have,∥∥xn+1 − T βnxn∥∥ = ∥∥αnγf(xn) + (I − αnµG)T βnxn − T βnxn∥∥
≤ αn
∥∥γf(xn)− µGT βnxn∥∥→ 0.
On the other hand,∥∥xn+1 − T βnxn∥∥ = ‖xn+1 − (βn + (1 − βn)T n)xn‖
= ‖(xn+1 − xn) + (1− βn)(xn − T
nxn)‖
≥ (1− βn) ‖xn − T
nxn‖ − ‖xn+1 − xn‖ ,
this implies that
‖xn − T
nxn‖ ≤
∥∥xn+1 − T βnxn∥∥+ ‖xn+1 − xn‖
(1− βn)
≤
∥∥xn+1 − T βnxn∥∥+ ‖xn+1 − xn‖
(1 − a)
→ 0.
From the boundedness of {xn}, we deduce that {xn} converges weakly. Now assume
that xn ⇀ p, by lemma (2.2) and the fact that ‖xn − T nxn‖ → 0, we obtain
p ∈ Fix(T n). So, we have
(2.68) ωω(xn) ⊂ Fix(T
n).
FIXED POINTS APPROXIMATION 27
By lemma (2.6) it follows that (γf − µG) is strongly monotone, so the variational
inequality (2.59) has a unique solution x∗ ∈ Fix(T n).
Step 4. In this step, we show that
(2.69) lim sup
n→∞
〈(γf − µG)x∗, xn − x
∗〉 ≤ 0.
The fact that {xn} is bounded, we have {xni} ⊂ {xn} such that
lim sup
n→∞
〈(γf − µG)x∗, xn − x
∗〉 = lim sup
i→∞
〈(γf − µG)x∗, xni − x
∗〉 ≤ 0.
Suppose without loss of generality that xni ⇀ x, from (2.68), it follows that x ∈
Fix(T n). Since x∗ is the unique solution of (2.58), implies that
lim sup
n→∞
〈(γf − µG)x∗, xn − x
∗〉 = lim sup
i→∞
〈(γf − µG)x∗, xni − x
∗〉 .
= 〈(γf − µG)x∗, x− x∗〉 ≤ 0.
Step 5. In this step, we show that
(2.70) lim
n→∞
‖xn − x
∗‖ = 0.
By lemma (2.4) and the fact that f is a contraction, we have
‖xn+1 − x
∗‖2 =
∥∥αn(γf(xn)− µGx∗) + (I − αnµG)T βnxn − (I − αnµG)x∗∥∥2
≤
∥∥(I − αnµG)T βnxn − (I − αnµG)x∗∥∥2
+ 2αn 〈γf(xn)− µGx
∗, xn+1 − x
∗〉
≤ (1 − αnτ)
2 ‖xn − x
∗‖2 + 2αnγ 〈f(xn)− f(x
∗), xn+1 − x
∗〉
+ 2αn 〈γf(x
∗)− µGx∗, xn+1 − x
∗〉
≤ (1 − αnτ)
2 ‖xn − x
∗‖2 + 2αnβγ ‖xn − x
∗‖ ‖xn+1 − x
∗‖
+ 2αn 〈γf(x
∗)− µGx∗, xn+1 − x
∗〉
≤ (1 − αnτ)
2 ‖xn − x
∗‖2 + αnβγ
(
‖xn − x
∗‖2 + ‖xn+1 − x
∗‖2
)
+ 2αn 〈γf(x
∗)− µGx∗, xn+1 − x
∗〉 ,
this implies that
‖xn+1 − x
∗‖2 ≤
(
(1− αnτ)2 + αnβγ
)
‖xn − x∗‖
2
(1− αnγβ)
+
2αn 〈γf(x
∗)− µGx∗, xn+1 − x
∗〉
(1− αnγβ)
≤
(
1− (2τ − γβ)αn
)
‖xn − x
∗‖2 +
(αnτ)
2
(1− αnγβ)
‖xn − x
∗‖2
+
2αn 〈γf(x
∗)− µGx∗, xn+1 − x
∗〉
(1− αnγβ)
,
this implies that
‖xn+1 − x
∗‖2 ≤ (1− γn) ‖xn − x
∗‖2 + σn,
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where
γn := (2τ − γβ)αn and
σn :=
αn
(1 − αnγβ)
(
αnτ
2 ‖xn − x
∗‖2 + 2 〈γf(x∗)− µGx∗, xn+1 − x
∗〉
)
.
From (3.1 (i)), it follows that
lim
n→∞
γn = 0,∑
γn = ∞,
σn
γn
=
1
(2τ − γβ)(1− αnγβ)
(
αnτ
2 ‖xn − x
∗‖2 + 2 〈γf(x∗)− µGx∗, xn+1 − x
∗〉
)
.
Thus lim
n→∞
σn
γn
≤ 0.
Hence by Lemma (2.3), it follows that xn → x∗ as n→∞. 
Corollary 2.65. Let B be a unit ball is a real Hilbert space l2, and let the mapping
T : B → B be defined by
T : (x1, x2, x3, . . .)→ (0, x
2
1, a2x2, a3x3, . . .), (x1, x2, x3, . . .) ∈ B,
where {ai} is a sequence in (0, 1) such that
∞∏
i=2
(ai) =
1
2
. Let, f,G, γ, {αn}, {βn} be
as in theorem (3.1). Then the sequence {xn} define by algorithm (2.58), converges
strongly to a common fixed point of T n which solve the variational inequality
problem (3.3).
Proof. By example (1.1), it follows that T is (k, {µ}, {ξn}, φ)- total asymptoti-
cally strict pseudocontraction mapping and uniformly M -Lipschitzian with M =
2
n∏
i=2
(ai). Hence, the conclusion of this corollary, follows directly from theorem
(3.1). 
Corollary 2.66. Let H be a real Hilbert space and T : H → H be a (k, {kn})-
asymptotically strict pseudocontraction mapping and uniformly M -Lipschitzian
with M ∈ (0, 1]. Assume that Fix(T n) 6= ∅, and Let f,G, γ {αn} and {βn} be
as in theorem (3.1). Then, the sequence {xn} generated by algorithm (2.58), con-
verges strongly to a common fixed point of T n which solve the variational inequality
problem (2.59).
Corollary 2.67. [88]Let the sequence {xn} be generated by the mapping
xn+1 = αnγf(xn) + (I − µαnF )Txn,
where T is nonexpansive, αn is a sequence in (0,1) satisfying the following condi-
tions:
(2.71)


(i) lim
n→∞
αn = 0,
∑
αn =∞;
(ii)
∑
|αn+1 − αn| <∞,
∑
|βn+1 − βn| <∞;
(iii) 0 ≤ max
i
ki ≤ βn < a < 1, ∀n ≥ 0.
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It was proved in [88] that {xn} converged strongly to the common fixed point
x∗ of T , which is the solution of variational inequality problem
(2.72) 〈(γf − µF )x∗, x− x∗〉 ≤ 0, ∀x ∈ Fix(T ).
Proof. Take n=1, k = µn = ξn = 0 and F = G in theorem (3.1). Therefore all
the conditions in theorem (3.1) are satisfied. Hence the conclusion of this corollary
follows directly from theorem (3.1). 
Corollary 2.68. [87]Let the sequence {xn} be generated by
xn+1 = αnγf(xn) + (I − αnA)Txn,
where T is nonexpansive and the sequence αn ⊂ (0, 1) satisfy the conditions in
equation (2.57). Then it was proved in [87] that {xn} converged strongly to x∗
which solve the variational inequality
(2.73) 〈(γf −A)x∗, x− x∗〉 ≤ 0, ∀x ∈ Fix(T ).
Proof. Take n=1, µn = ξn = 0 and µ = 1 and G = A in theorem (3.1). Therefore all
the conditions in theorem (3.1) are satisfied. Hence the conclusion of this corollary
follows directly from theorem (3.1). 
Corollary 2.69. [85] Let the sequence {xn} be generated by
xn+1 = Txn − µλnF (Txn),
where T is nonexpansive mapping on H , F is L-Lipschitzian and η-strongly mono-
tone with L > 0, η > 0 and 0 < µ < 2ηL2 , if the sequence λn ⊂ (0, 1) satisfies the
following conditions:
(2.74)


(i) lim
n→∞
λn = 0,
∑
λn =∞;
(ii) either
∑
|λn+1 − λn| = 0 or lim
n→∞
λn+1
λn
= 1.
Then, it was proved by Yamada in [85] that {xn} converged strongly to the unique
solution of the variational inequality
(2.75) 〈Fx∗, x− x∗〉 ≥ 0, ∀x ∈ Fix(T ).
Proof. Take n = 1, k = µn = ξn = 0 and also take γ = 0, βn = 0 and G = F .
Therefore all the conditions in theorem (3.1) are satisfied. Hence the result follows
directly from theorem (3.1). 
3. A note on the Split Equality Fixed Point Problems in Hilbert
Spaces
In this section, we propose the split feasibility and fixed point equality problems
(SFFPEP) and split common fixed point equality problems (SCFPEP). Further-
more, we formulate and analyse the algorithms for solving these problems for the
class of quasi-nonexpansive mappings in Hilbert spaces. In the end, we study the
convergence results of the proposed algorithms.
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3.1. Problem Formulation. The split feasibility and fixed point equality prob-
lems (in short, SFFPEP) formulated as follows:
(3.1) Find x∗ ∈ C ∩ Fix(U) and y∗ ∈ Q ∩ Fix(T ) such that Ax∗ = By∗.
While the split common fixed point equality problems (in short, SCFPEP) obtained
as follows:
(3.2) Find x∗ ∈
N⋂
i=1
Fix(Ui) and y
∗ ∈
M⋂
j=1
Fix(Tj) such that Ax
∗ = By∗,
where Ui=1 : H1 → H1, i = 1, 2, 3, ..., N, and Tj=1 : H2 → H2, j = 1, 2, 3, ...,M,
are quasi-nonexpansive mappings with Fix(Ui) 6= ∅ and Fix(Tj) 6= ∅, respectively,
A : H1 → H3 and B : H2 → H3 are bounded linear operators.
Note that if C := Fix(U), Q := Fix(T ), H2 = H3 and B = I. Then Problem
(3.1) reduces to the following problems:
(3.3) Find x∗ ∈ C and y∗ ∈ Q such that Ax∗ = By∗,
and
(3.4) x∗ ∈ C ∩ Fix(U) such that Ax∗ ∈ Q ∩ Fix(T ).
Equation (3.3) and (3.4) are called the split equality fixed point problems (SEFPP)
and split feasibility and fixed point problems (SFFPP), respectively. In the light
of this, it is worth to mention here that the SFFPEP generalizes the SFP, SFFPP,
and SEFPP. Therefore, the results and conclusions that are true for the SFFPEP
continue to hold for these problems (SFP, SFFPP, and SEFPP), and it shows the
significance and the range of applicability of the SFFPEP.
Furthermore, Problem (3.2) reduces to Problem (2.8) as H2 = H3 and B = I.
This shows that the SCFPEP generalizes the SCFPP. Therefore, the results and
conclusions that are true for the SCFPEP continue to hold for the SCFPP.
We denote the solution of sets SFFPEP (3.1) and SCFPEP (3.2) by
(3.5) Φ =
{
x∗ ∈ C ∩ Fix(U) and y∗ ∈ Q ∩ Fix(T ) such that Ax∗ = By∗
}
,
and
(3.6) Ψ =
{
x∗ ∈
N⋂
i=1
Fix(Ui) and y
∗ ∈
M⋂
j=1
Fix(Tj) such that Ax
∗ = By∗
}
,
respectively. In sequel, we assume that Φ and Ψ are nonempty.
3.2. Preliminaries. In this section, we present some lemmas used in proving our
main result.
Lemma 3.1. Let C ⊂ H and {xn} be a sequence in H such that the following
conditions are satisfied:
(i) For each x ∈ C, lim
n→∞
‖xn − x‖ exists,
(ii) Any weak-cluster point of the sequence {xn} belongs to C.
Then, there exists y ∈ C such that {xn} converges weakly to y.
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For the proof, see [83] and references therein.
Lemma 3.2. Let Ti : H → H, for i=1,2,3,...,N be N-quasi-nonexpansive mappings.
Defined U =
∑N
i=1 δiUβi , where Uβi = (1 − βi)I + βiTi, and δi ∈ (0, 1) such that∑N
i=1 δi = 1. Then
(i) U is a quasi-nonexpansive mapping,
(ii) Fix(U) =
⋂N
i=1 Fix(Uβi) =
⋂N
i=1 Fix(Ti),
(iii) in addition, if (Ti − I) for i=1,2,3,...,N is demiclosed at zero, then (U − I)
is also demiclosed at zero.
For the proof, see Li and He [30] and the references therein.
3.3. The Split Feasibility and Fixed Point Equality Problems for Quasi-
Nonexpansive Mappings in Hilbert Spaces. To approximate the solution of
the split feasibility and fixed point equality problems (3.5), we make the following
assumptions:
(B1) U : H1 → H1 and T : H2 → H2 are quasi-nonexpansive mappings with
Fix(U) 6= ∅ and Fix(T ) 6= ∅, respectively.
(B2) A : H1 → H3 and B : H2 → H3 are bounded linear operators with their
adjoints A∗ and B∗, respectively.
(B3) (U − I) and (T − I) are demiclosed at zero.
(B4) PC and PQ are metric projection of H1 and H2 onto C and Q, respectively.
(B5) For arbitrary x1 ∈ H1 and y1 ∈ H2, define a sequence {(xn, yn)} by:
(3.7)


zn = PC(xn − λnA∗(Axn −Byn)),
wn = (1− βn)zn + βnU(zn),
xn+1 = (1− αn)zn + αnU(wn),
un = PQ(yn + λnB
∗(Axn −Byn)),
rn = (1− βn)un + βnT (un),
yn+1 = (1− αn)un + αnT (rn), ∀n ≥ 1,
where 0 < a < βn < 1, 0 < b < αn < 1, and λn ∈
(
0, 2L1+L2
)
, where L1 = A
∗A
and L2 = B
∗B, respectively.
We are now in the position to state and prove the main result of this chapter.
Theorem 3.3. Suppose that assumption (B1) − (B5) are satisfied, also assume
that the solution set Φ 6= ∅. Then (xn, yn)⇀ (x∗, y∗) ∈ Φ.
Proof. Let (x∗, y∗) ∈ Φ. By (3.7), we have
‖xn+1 − x
∗‖2 = ‖(1− αn)(zn − x
∗) + αn(Uwn − x
∗)‖2
= (1 − αn) ‖zn − x
∗‖2 + αn ‖Uwn − x
∗‖2 − αn(1 − αn) ‖Uwn − zn‖
2
≤ (1 − αn) ‖zn − x
∗‖2 + αn ‖wn − x
∗‖2
− αn(1 − αn) ‖Uwn − zn‖
2
.(3.8)
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On the other hand,
‖wn − x
∗‖2 = ‖(1− βn)(zn − x
∗) + βn(Uzn − x
∗)‖2
= (1− βn) ‖zn − x
∗‖2 + βn ‖Uzn − x
∗‖2 − βn(1 − βn) ‖Uzn − zn‖
2
≤ ‖zn − x
∗‖2 − βn(1 − βn) ‖Uzn − zn‖
2 .(3.9)
Substituting (3.9) into (3.8), we have
‖xn+1 − x
∗‖2 ≤ (1 − αn) ‖zn − x
∗‖2 + αn ‖zn − x
∗‖2
− αnβn(1− βn) ‖Uzn − zn‖
2 − αn(1− αn) ‖Uwn − zn‖
2 .(3.10)
On the Other hand,
‖zn − x
∗‖2 = ‖PC(xn − λnA
∗(Axn −Byn))− PC(x
∗)‖2
≤ ‖xn − λnA
∗(Axn −Byn)− x
∗‖2
= ‖xn − x
∗‖2 − 2λn 〈Axn −Ax
∗, Axn −Byn〉
+ λ2nL1 ‖Axn −Byn‖
2
.(3.11)
Substituting (3.11) into (3.10), we have
‖xn+1 − x
∗‖2 ≤ ‖xn − x
∗‖2 − 2λn 〈Axn −Ax
∗, Axn −Byn〉+ λ
2
nL1 ‖Axn −Byn‖
2
− αnβn(1− βn) ‖U(zn)− zn‖
2 − αn(1− αn) ‖Uwn − zn‖
2
.(3.12)
Similarly, the second equation of Equation (3.7) gives
‖yn+1 − y
∗‖2 ≤ ‖yn − y
∗‖2 + 2λn 〈Byn − By
∗, Axn −Byn〉+ λ
2
nL2 ‖Axn −Byn‖
2
− αnβn(1− βn) ‖T (un)− un‖
2 − αn(1− αn) ‖Trn − un‖
2
.(3.13)
By (3.12), (3.13) and noticing that Ax∗ = By∗, we deduce that
‖xn+1 − x
∗‖2 + ‖yn+1 − y
∗‖2 ≤ ‖xn − x
∗‖2 + ‖yn − y
∗‖2 − 2λn ‖Axn −Byn‖
2
+ λ2n(L1 + L2) ‖Axn −Byn‖
2
− αnβn(1− βn) ‖U(zn)− zn‖
2
− αnβn(1− βn) ‖T (un)− un‖
2
.(3.14)
Thus, we deduce that
Φn+1 ≤ Φn − λn (2− λn(L1 + L2)) ‖Axn −Byn‖
2
− αnβn(1− βn) ‖U(zn)− zn‖
2 − αnβn(1− βn) ‖T (un)− un‖
2 ,(3.15)
where
Φn := ‖xn − x
∗‖2 + ‖yn − y
∗‖2 .
Thus, {Φn} is a non-increasing sequence and bounded below by 0, therefore, it
converges.
From (3.15) and the fact that {Φn} converges, we deduce that
lim
n→∞
‖Axn −Byn‖ = 0,(3.16)
lim
n→∞
‖Uzn − zn‖ = 0 and lim
n→∞
‖Tun − un‖ = 0.(3.17)
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Furthermore, since {Φn} converges, this ensures that {xn} and {yn} also con-
verges. This further implies that xn ⇀ x and yn ⇀ y for some (x, y) ∈ Φ.
Now, (x, y) ∈ Φ, implies that x ∈ C ∩ Fix(U) and y ∈ Q ∩ Fix(T ) such that
Ax = By. The fact that xn ⇀ x and lim
n→∞
‖Axn −Byn‖ = 0 together with
zn = PC(xn − λnA
∗(Axn −Byn)),
we deduce that zn ⇀ PCx. Since x ∈ C, by projection theorem, we obtain that
PCx = x. Hence, zn ⇀ x.
Similarly, The fact that yn ⇀ y and lim
n→∞
‖Axn −Byn‖ = 0 together with
un = PQ(yn + λnB
∗(Axn −Byn)),
we deduce that un ⇀ PQy. Since y ∈ Q, by projection theorem, we obtain that
PQy = y. Hence, un ⇀ y.
Now, zn ⇀ x, lim
n→∞
‖Uzn − zn‖ = 0, and together with the demiclosed of (U −I)
at zero, we deduce that Ux = x, this implies that x ∈ Fix(U).
On the other hand, un ⇀ y and lim
n→∞
‖Tun − un‖ = 0 together with the demi-
closed of (T − I) at zero, we deduce that Ty = y, this implies that y ∈ Fix(T ).
Since zn ⇀ x, un ⇀ y and the fact that A and B are bounded linear operators,
we have
Azn ⇀ Ax and Bun ⇀ By,
this implies that
Azn −Bun ⇀ Ax−By,
which turn to implies that
‖Ax−By‖ ≤ lim inf
n→∞
‖Azn −Bun‖ = 0,
which further implies that Ax = By. Noticing that x ∈ C, x ∈ Fix(U), y ∈ Q and
y ∈ Fix(T ), we have that x ∈ C ∩Fix(U) and y ∈ Q∩Fix(T ). Hence, we conclude
that (x, y) ∈ Φ.
Summing up, we have proved that:
(i) for each (x∗, x∗) ∈ Φ, the lim
n→∞
(
‖xn − x∗‖
2 + ‖yn − y∗‖
2
)
exist;
(ii) the weak cluster of the sequence (xn, yn) belongs to Φ.
Thus, by Lemma (3.1) we conclude that the sequences (xn, yn) converges weakly
to (x∗, x∗) ∈ Φ. This completes the proof. 
Theorem 3.4. Suppose that all the hypothesis of Theorem 3.3 is satisfied. Also,
assume that U and T are semi-compacts, then (xn, yn)→ (x
∗, y∗) ∈ Φ.
Proof. As in the proof of Theorem 3.3, {un} and {zn} are bounded, by (3.17) and
the fact that U and T are semi-compacts, then there exists sub-sequences {unk}
and {znk} (suppose without loss of generality) of {un} and {zn} such that unk → x
34 A. KILIC¸MAN AND L.B. MOHAMMED
and znk → y. Since, un ⇀ x
∗ and zn ⇀ y
∗, we have x = x∗ and y = y∗. By (3.16)
and the fact that unk → x
∗ and znk → y
∗, we have
lim
n→∞
‖Ax∗ −Ay∗‖ = lim
n→∞
‖Aunk −Bznk‖ = 0,(3.18)
which tends to imply that Ax∗ = Ay∗. Hence (x∗, y∗) ∈ Φ. Thus, the iterative
algorithm of Theorem 3.3 conveges strongly to the solution of Problem 3.5.

3.4. The Split Common Fixed Point Equality Problems for Quasi - Non-
expansive Mappings in Hilbert Spaces. To approximate the solution of split
common fixed point equality problems, we make the following assumptions:
(A1) T1, T2, T3, ..., TN : H1 → H1 and U1, U2, U3, ..., UM : H2 → H2 are quasi-
nonexpansive mappings with
⋂N
i=1 Fix(Ti) 6= ∅ and
⋂N
i=1 Fix(Uj) 6= ∅,
respectively.
(A2) (Ti − I), for i=1,2,3,...,N and (Uj − I), for i=1,2,3,...,M are demiclosed at
zero.
(A3) A : H1 → H3 and B : H2 → H3 are bounded linear operators with their
adjoints A∗ and B∗, respectively.
(A4) For arbitrary x1 ∈ H1 and y1 ∈ H2, define {(xn, yn)} by:
(3.19)


zn = xn − λnA∗(Axn −Byn),
wn = (1 − βn)zn + βn
∑M
j=1 δjUγj(zn),
xn+1 = (1 − αn)zn + αn
∑M
j=1 δjUγj (wn),
un = yn + λnB
∗(Axn −Byn),
rn = (1 − βn)un + βn
∑N
i=1 λiTτi(un),
yn+1 = (1− αn)un + αn
∑N
i=1 λiTτi(rn), ∀n ≥ 1,
where Uγj = (1−γj)I+γjUj and γj ∈ (0, 1), for j=1,2,3,...,M, Tτi = (1−τi)I+τiTi,
and τi ∈ (0, 1), for i=1,2,3,...,N,
∑M
j=1 δj = 1 and
∑N
i=1 λi = 1, 0 < a < βn < 1,
0 < b < αn < 1 and λn ∈
(
0, 2L1+L2
)
where L1 = A
∗A and L2 = B
∗B, respectively.
Theorem 3.5. Suppose that conditions (A1) − (A4) above are satisfied, also, as-
sume that the solution set Ψ 6= ∅. Then (xn, yn)⇀ (x∗, y∗) ∈ Ψ.
Proof. Let (x∗, y∗) ∈ Ψ and U =
∑M
j=1 δjUγj and T =
∑N
i=1 λiTτi . By Lemma 3.2,
we deduce that U and T are quasi nonexpansive mappings, Fix(U) =
⋂M
j=1 Fix(Uδj ) =⋂M
j=1 Fix(Uj) and Fix(T ) =
⋂N
i=1 Fix(Tτi) =
⋂N
i=1 Fix(Ti), respectively. By Al-
gorithm (3.19), we deduce the following algorithm.
(3.20)


zn = xn − λnA∗(Axn −Byn),
wn = (1− βn)zn + βnU(zn),
xn+1 = (1− αn)zn + αnU(wn),
un = yn + λnB
∗(Axn −Byn),
rn = (1− βn)un + βnT (un),
yn+1 = (1− αn)un + αnT (rn), ∀n ≥ 1.
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Thus, all the hypothesis of Theorem 3.3 is satisfied. Hence the proof of this theorem
follows directly from Theorem 3.3.

Corollary 3.6. Suppose that conditions (B1)−(B5) are satisfied and let {(xn, yn)}
be the sequence generated by Algorithm (3.7). Assume that Φ 6= ∅, and let U and
T be the firmly of quasi-nonexpansive mappings. Then the sequence {(xn, yn)}
generated by Algorithm (3.7) converges weakly to the solution of Problem (3.5).
Corollary 3.7. Suppose that conditions (B1) − (B4) are satisfied and let the se-
quence {(xn, yn)} be generated by
(3.21)


zn = xn − λnA∗(Axn −Byn),
xn+1 = (1− αn)zn + αnU(zn),
un = yn + λnB
∗(Axn −Byn),
yn+1 = (1 − αn)un + αnT (yn), ∀n ≥ 0,
where 0 < a < βn < 1, and λn ∈
(
0, 2L1+L2
)
, where L1 = A
∗A and L2 = B
∗B.
Assume that Φ 6= ∅. Then the sequence {(xn, yn)} generated by Algorithm (3.21)
converges weakly to the solution of SEFPP (3.3).
Proof. Trivially, Algorithm (3.7) reduces to Algorithm (3.21) as β = 0, PC = PQ =
I and SFFPEP (3.4) reduces to SEFPP (3.3) as C := Fix(U) and Q := Fix(T ).
Therefore, all the hypothesis of Theorem 3.3 is satisfied. Hence, the proof of this
corollary follows directly from Theorem 3.3. 
Corollary 3.8. Suppose that conditions (A1) − (A4) are satisfied, and let the
sequence {(xn, yn)} be defined by Algorithm (3.19). Assume that Ψ 6= ∅ and
let U and T be firmly quasi-nonexpansive mappings, where U =
∑M
j=1 δjUγj and
T =
∑N
i=1 λiTτi. Then (xn, yn)⇀ (x
∗, x∗) ∈ Ψ.
4. Numerical Example
In this section, we give the numerical examples that illustrates our theoretical
results.
Example 4.1. Let H1 = ℜ with the inner product defined by 〈x, y〉 = xy for
all x, y ∈ ℜ and ‖.‖ stands for the corresponding norm. Let C := [0,∞) and
Q := [0,∞). Defined T : C → ℜ and S : Q → ℜ by Tx = x
2+5
1+x , ∀x ∈ C and
Sx = x+55 , ∀x ∈ Q. Then T and S are quasi nonexpansive mappings.
Proof. 
Trivially, Fix(T ) = 5 and Fix(S) = 54 .
Now,
|Tx− 5| =
∣∣∣∣x2 + 51 + x − 5
∣∣∣∣
=
x
1 + x
|x− 5|
≤ |x− 5| .
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On the other hand, ∣∣∣∣Sx− 54
∣∣∣∣ =
∣∣∣∣x+ 55 − 54
∣∣∣∣
=
1
5
∣∣∣∣x− 54
∣∣∣∣
≤
∣∣∣∣x− 54
∣∣∣∣ .
Thus, T and S are quasi-nonexpansive mappings.
Example 4.2. Let H1 = ℜ, H2 = ℜ, C := [0,∞), and Q := [0,∞) be subset of H1
and H2, respectively. Defined T : C → C by Tx =
x+2
3 ∀x ∈ C, and U : Q→ Q by
(4.1) Ux =
{
2x
x+1 , ∀x ∈ (1,+∞)
0, ∀x ∈ [0, 1].
Then, U and T are quasi nonexpansive mappings.
Proof. Trivially, Fix(T ) = 1 and Fix(U) = 1.
Now,
|Tx− 1| =
∣∣∣∣x+ 23 − 1
∣∣∣∣
≤ |x− 1| .
And also,
|Ux− 1| =
1
1 + x
|x− 1|
≤ |x− 1| .
Thus, U and T are quasi nonexpansive mappings. 
The following example is a particular case of Theorem 3.3
Example 4.3. Let H1 = ℜ with the inner product defined by 〈x, y〉 = xy for
all x, y ∈ ℜ and ‖.‖ stands for the corresponding norm. Let C := [0,∞) and
Q := [0,∞). Defined U : C → ℜ and T : Q → ℜ by Ux = x
2+5
1+x , ∀x ∈ C and
Tx = x+55 , ∀x ∈ Q. And also let PC = PQ = I, Ax = x, By = 4y, λn = 1, αn =
1
5 ,
βn =
1
8 and {(xn, yn)} be the sequence generated by Algorithm (3.7). That is
(4.2)


x0 ∈ C and y0 ∈ Q,
zn = PC(xn −A∗(xn − 4yn)),
wn = (1−
1
8 )zn +
1
8U(zn),
xn+1 = (1−
1
5 )zn +
1
5U(wn),
un = PQ(yn +B
∗(xn − 4yn)),
rn = (1−
1
8 )un +
1
8T (un),
yn+1 = (1−
1
5 )un +
1
5T (rn), ∀n ≥ 0.
Then (xn, yn) converges to (5, 5/4) ∈ Ψ.
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Proof. By Example 4.1 U and T are quasi-nonexpansive mappings. Clearly, A and
B are bounded linear operator on ℜ with A = A∗ = 1 and B = B∗ = 4, respectively.
Furthermore, it is easy to see that Fix(U) = 5 and Fix(T ) = 54 . Hence,
Ψ =
{
5 ∈ C ∩ Fix(U) and 5/4 ∈ Q ∩ Fix(T ) such that A(5) = B(5/4)
}
.
Simplifying Algorithm (4.2), we obtain the following algorithm.
(4.3)


x0 ∈ C and y0 ∈ Q,
zn = xn,
wn =
7
8zn +
1
8 (
z2n+5
zn+1
),
xn+1 =
4
5zn +
1
5 (
w2n+5
wn+1
),
un = yn,
rn =
7
8un +
1
8 (
un+5
5 ),
yn+1 =
4
5un +
1
5 (
rn+5
5 ), ∀n ≥ 0.

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We used Maple and obtained the numerical values of Algorithm 4.3 in the tables
below.
Table 1. Shows the numerical values of Example 4.3 Algorithm
(4.3), starting with the initial values x0 = 10. and y0 = 15
n xn yn
0 10.00000000 15.00000000
1 9.898293685 12.74500000
2 9.797736851 10.85982000
3 9.698337655 9.283809520
. . .
. . .
. . .
248 5.001051418 1.250000002
249 5.001012726 1.250000002
250 5.000975458 1.250000002
Figure 1. Shows the convergence of Example 4.3 Algorithm (4.3),
starting with the initial value x0 = 10 and y0 = 15.
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Table 2. Shows the numerical values of Example 4.3 Algorithm
(4.3), starting with the initial values x0 = 5 and y0 = 1.25.
n xn yn
0 5.000000000 1.250000000
1 5.000000000 1.250000000
2 5.000000000 1.250000000
. . .
. . .
. . .
98 5.000000000 1.250000000
99 5.000000000 1.250000000
100 5.000000000 1.250000000
Figure 2. Shows the convergence of Example 4.3 Algorithm (4.3),
starting with the initial value x0 = 5 and y0 = 1.25
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The following example is a particular case of Theorem 3.5
Example 4.4. Let H1 = ℜ and H2 = ℜ, C := [0,∞) and Q := [0,∞) be subset of
H1 and H2, respectively. Define T : C → C by Tx =
x+2
3 ∀x ∈ C, and U : Q→ Q
by
(4.4) Ux =
{
2x
x+1 , ∀x ∈ (1,+∞)
0, ∀x ∈ [0, 1].
Let also λn = 1, Ax = x, By = y, γj =
1
3 , τi =
1
5 , αn =
1
7 and βn =
1
9 . The
sequence {(xn, yn)} defined by Algorithm 3.19 can be written as follows:
(4.5)


zn = xn −A∗(Axn −Byn),
wn =
8
9zn +
1
9
(
2zn
3 +
2zn
3(zn+1)
)
,
xn+1 =
6
7zn +
1
7
(
2wn
3 +
2wn
3(wn+1)
)
,
un = yn +B
∗(Axn −Byn),
rn =
8
9un +
1
9
(
4un
5 +
un+2
15
)
,
yn+1 =
6
7un +
1
7
(
4rn
5 +
rn+2
15
)
, ∀n ≥ 1.
Then (xn, yn) converges to (1, 1) ∈ Ψ.
Proof. By Example 4.2, U and T are quasi nonexpansive mappings with Fix(U) = 1
and Fix(T ) = 1, respectively. Clearly, A,B are bounded linear on ℜ, A = A∗ = 1
and B = B∗ = 1. Hence,
Ψ = {1 ∈ Fix(T ) and 1 ∈ Fix(U) such that A(1) = B(1)}.
Simplifying Algorithm (4.5), we have
(4.6)


zn = yn,
wn =
8
9zn +
1
9
(
2zn
3 +
2zn
3(zn+1)
)
,
xn+1 =
6
7zn +
1
7
(
2wn
3 +
2wn
3(wn+1)
)
,
un = xn,
rn =
8
9un +
1
9
(
4un
5 +
un+2
15
)
,
yn+1 =
6
7un +
1
7
(
4rn
5 +
rn+2
15
)
, ∀n ≥ 1.

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Table 3. Shows the numerical values of Example 4.4 Algorithm
(4.5), starting with the initial values x0 = 5 and y0 = 5.
n xn yn
0 5.000000000 5.000000000
1 4.916472663 4.760850019
2 4.834689530 4.537828465
3 4.754614179 4.329771078
. . .
. . .
. . .
148 1.176058095 1.007392532
149 1.172381679 1.007122340
Figure 3. Shows the convergence of Example 4.4 Algorithm (4.5),
starting with the initial value x0 = 5 and y0 = 5.
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Table 4. Shows the numerical values of Example 4.4 Algorithm
(4.5), starting with the initial values x0 = −5. and y0 = −5
n xn yn
0 -5.000000000 -5.000000000
1 -4.460475401 -4.874708995
2 -3.953349994 -4.752034296
. -3.474475616 -4.631921270
. . .
. . .
. . .
148 1.001346412 0 .7359128532
149 1.001297344 0.7414274772
Figure 4. Shows the convergence of Example 4.4 Algorithm (4.5),
starting with the initial value x0 = −5 and y0 = −5.
5. The split feasibility and fixed point problems for
quasi-nonexpansive mappings in Hilbert spaces
In this section, we propose Ishikawa-type extra-gradient algorithms for solving
the split feasibility and fixed point problems. Under some suitable assumptions im-
posed on some parameters and operators involved, we prove the strong convergence
theorems of these algorithms.
5.1. Problem Formulation. The split feasibility and fixed point problems (SFFPP)
required to find a vector
(5.1) x∗ ∈ C ∩ Fix(T1) such that Ax
∗ ∈ Q ∩ Fix(T2),
where T1 : H1 → H1 and T2 : H2 → H2 are quasi-nonexpansive mappings, and
A : H1 → H2 is a bounded linear operator.
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We denote the solution set of Problem (5.1) by
(5.2) ∆ =
{
x∗ ∈ C ∩ Fix(T1) such that Ax
∗ ∈ Q ∩ Fix(T2)
}
.
In sequel, we assume that ∆ 6= ∅.
5.2. Preliminary Results. The following well-known results are significant in
proving the main result of this chapter.
Lemma 5.1. Let C be a nonempty closed convex subset of a Hilbert space.
(i) If G and S are two quasi-nonexpansive mappings on C, then GS is also
quasi- nonexpansive mapping.
(ii) Let Gα = (1 − α)I + αG, where α ∈ (0, 1] and G is a quasi-nonexpansive
mapping on C. Then for all x ∈ C and q ∈ Fix(G), Gα is also a quasi-
nonexpansive.
(iii) Let {Gi}
N
i=1 : C → C be N-quasi-nonexpansive mappings and {αi}
N
i=1 be
a positive sequence in (0,1) such that
∑N
i=1 αi = 1. Suppose that {Gi}
N
i=1
has a fixed point. Then
Fix
(
N∑
i=1
αiGi
)
=
N⋂
i=1
Fix(Gi).
(iv) Let {Gi}
N
i=1 and {αi}
N
i=1 be as in (iii) above. Then
∑N
i=1 αiGi, is a quasi-
nonexpansive mapping. Furthermore, if for each i = 1, 2, 3, ...N, Gi − I is
demiclosed at zero, then
∑N
i=1 αiGi − I is also.
The proof of (i) follows trivially, for the proof of (ii) see Moudafi [28] while the
proof of (iii) and (iv) are deduce from Li and He [30].
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6. Ishikawa-type Extra-Gradient Iterative Methods for Quasi-
Nonexpansive Mappings in Hilbert Spaces
Theorem 6.1. Let T : C → H1 and G : Q → H2 be two quasi nonexpansive
mappings and A : H1 → H2 be a bounded linear operator with its adjoint A∗.
Assume that (T − I) and (GPQ − I) are demiclosed at zero, and ∆ 6= ∅. Define
{xn} by
(6.1)

x0 ∈ C chosen arbitrarily,
yn = PC(xn − γnA∗(I −GPQ)Axn),
zn = PC(yn − γnA∗(I −GPQ)Ayn),
wn = (1− αn)zn + αnT
(
(1− βn)zn + βnTzn
)
,
Cn+1 =
{
z ∈ Cn : ‖wn − z‖
2 ≤ ‖zn − z‖
2 ≤ ‖yn − z‖
2 ≤ ‖xn − z‖
2
}
,
xn+1 = PCn+1(x0), ∀n ≥ 0,
where P is a projection operator, 0 < a < αn < 1, 0 < b < βn < 1, and
0 < c < γn <
1
L , with L = ‖AA
∗‖. Then xn → x∗ ∈ ∆.
Proof. Step 1. First, we show that PCn+1 is well defined. To show this, it suffices
to show that for each n ≥ 0, Cn is closed and convex. Trivially, Cn is closed.
Next, we show that Cn is convex. To show this, it suffices to show that for each
r1, r2 ∈ Cn and ξ ∈ (0, 1), ξr1 + (1− ξ)r2 ∈ Cn.
Now, we compute
‖wn − ξr1 − (1− ξ)r2‖
2 = ‖ξ(wn − r1) + (1 − ξ)(wn − r2)‖
2
= ξ‖wn − r1‖
2 + (1− ξ)‖wn − r2‖
2 − (1− ξ)ξ‖r1 − r2‖
2
≤ ξ‖zn − r1‖
2 + (1− ξ)‖zn − r2‖
2 − (1− ξ)ξ‖r1 − r2‖
2
= ‖zn − ξr1 − (1− ξ)r2‖
2.(6.2)
Similarly, we obtain that
‖zn − ξr1 − (1− ξ)r2‖
2 ≤ ‖yn − ξr1 − (1− ξ)r2‖
2
≤ ‖xn − ξr1 − (1 − ξ)r2‖
2.(6.3)
Thus, for each r1, r2 ∈ Cn, ξr1 + (1− ξ)r2 ∈ Cn.
Step 2. Here, we show that ∆ ⊂ Cn, n ≥ 0.
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Let q ∈ ∆ and un = (1− βn)zn+ βnTzn. The fact that T is quasi-nonexpansive,
it follows from (6.1) that
‖wn − q‖
2
= ‖(1 − αn)zn + αnTun − q‖
2
= ‖(1 − αn)(zn − q) + αn(Tun − q)‖
2
= (1− αn) ‖zn − q‖
2
+ αn ‖Tun − q‖
2 − αn(1− αn) ‖Tun − zn‖
2
≤ (1− αn) ‖zn − q‖
2
+ αn ‖un − q‖
2 − αn(1− αn) ‖Tun − zn‖
2
≤ (1− αn) ‖zn − q‖
2
+ αn ‖(1 − βn)(zn − q) + βn(Tzn − q)‖
2
− αn(1− αn) ‖Tun − zn‖
2
= (1− αn) ‖zn − q‖
2 + αn(1− βn) ‖zn − q‖
2 + αnβn ‖Tzn − q‖
2
− αnβn(1− βn) ‖Tzn − zn‖
2 − αn(1− αn) ‖Tun − zn‖
2
≤ (1− αn) ‖zn − q‖
2 + αn(1− βn) ‖zn − q‖
2 + αnβn ‖zn − q‖
2
− αnβn(1− βn) ‖Tzn − zn‖
2 − αn(1− αn) ‖Tun − zn‖
2
≤ ‖zn − q‖
2
.(6.4)
On the other hand, since G and PC are both quasi-nonexpansive, by Lemma (5.1),
we obtain that GPC is also quasi-nonexpansive. Thus, we have
‖zn − q‖
2
= ‖PC(yn − γnA
∗(I −GPQ)Ayn)− q‖
2
≤ ‖yn − γnA
∗(I −GPQ)Ayn − q‖
2
= ‖yn − q‖
2 − 2γn 〈yn − q, A
∗(I −GPQ)Ayn〉+ ‖γnA
∗(I −GPQ)Ayn‖
2
= ‖yn − q‖
2 − 2γn 〈Ayn −GPQAyn +GPQAyn −Aq,Ayn −GPQAyn〉
+ γ2nL ‖(I −GPQ)Ayn‖
2
= ‖yn − q‖
2
+ 2γn 〈Aq −GPQAyn, Ayn −GPQAyn〉
− γn(2− γnL) ‖GPQAyn −Ayn‖
2
≤ ‖yn − q‖
2 − γn(1− γnL) ‖GPQAyn −Ayn‖
2
.(6.5)
Following the same way as in the proof of (6.5), we obtain that
‖yn − q‖
2 ≤ ‖xn − q‖
2
.(6.6)
Combine Equation (6.4) − (6.6), we have
‖wn − q‖
2 ≤ ‖zn − q‖
2 ≤ ‖yn − q‖
2 ≤ ‖xn − q‖
2.(6.7)
Thus, we have that q ∈ Cn, this implies that ∆ ⊂ Cn.
Noticing that ∆ ⊂ Cn+1 ⊂ Cn and xn+1 = PCn+1(x0) ⊂ Cn, we have that
(6.8) ‖xn+1 − x0‖ ≤ ‖q − x0‖, ∀n ≥ 0 and q ∈ ∆.
This shows that {xn} is bounded. By Lemma (2.43) we have
‖xn+1 − xn‖
2 + ‖xn+1 − x0‖
2 = ‖PCn+1(x0)− xn‖
2 + ‖PCn+1(x0)− x0‖
2
≤ ‖xn − x0‖
2.(6.9)
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This implies that
‖xn+1 − x0‖ ≤ ‖xn − x0‖.
Thus, {‖xn−x0‖} is a non-increasing sequence and bounded below by zero. There-
fore, lim
n→∞
‖xn − x0‖ exists.
On the other hand, for each k > n, we also obtain that
‖xk − xn‖
2 + ‖xn − x0‖
2 = ‖PCn(x0)− xk‖
2 + ‖PCn(x0)− x0‖
2
≤ ‖xk − x0‖
2.(6.10)
Thus, by (6.10) and the fact that the lim
n→∞
‖xn+1 − x0‖ exist, we obtain that
lim
k,n→∞
‖xk − xn‖ = 0.
This shows that {xn} is Cauchy.
Since xn+1 = PCn+1(x0) ∈ Cn+1 ⊂ Cn and the fact that {xn} is a Cauchy
sequence, we deduce that
‖yn − xn‖ ≤ ‖yn − xn+1‖+ ‖xn+1 − xn‖
≤ 2‖xn+1 − xn‖,
and
‖zn − xn‖ ≤ ‖zn − xn+1‖+ ‖xn+1 − xn‖
≤ 2‖xn+1 − xn‖.
Thus, as n→∞, we deduce that
lim
n→∞
‖zn − xn‖ = 0 and lim
n→∞
‖yn − xn‖ = 0.(6.11)
On the other hand,
‖yn − zn‖ ≤ ‖yn − xn‖+ ‖xn − zn‖.
By (6.11) we obtain that
lim
n→∞
‖yn − zn‖ = 0.(6.12)
Similarly, we obtain that
lim
n→∞
‖wn − xn‖ = 0, lim
n→∞
‖zn − yn‖ = 0 and lim
n→∞
‖wn − zn‖ = 0.(6.13)
By (6.5), we obtain that
‖GPQAyn −Ayn‖
2 ≤
‖yn − x∗‖
2 − ‖zn − x∗‖
2
γn(1 − γnL)
≤
‖yn − zn‖
(
‖zn − yn‖+ 2 ‖zn − x∗‖
)
c(1− γnL)
.
Thus, by (6.12) we deduce that
lim
n→∞
‖GPQAyn −Ayn‖ = 0.
Similarly, by (6.4) and (6.13), we deduce that
lim
n→∞
‖Tzn − zn‖ = 0.
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Finally, we show that xn → x∗.
Since {xn} is Cauchy, we assume that xn → p. By Equation (6.1), we have that
zn → p, this implies that zn ⇀ p. The fact that the lim
n→∞
‖Tzn − zn‖ = 0 together
with the demiclosed of (T − I) at zero, we deduce that p ∈ Fix(T ).
On the other hand, since xn → p, implies that yn ⇀ p, by (6.1), we deduce that
p = PCp which implies that p ∈ C and therefore we have p ∈ C ∩ Fix(T ).
Furthermore, by the definition of A, we have that Ayn → Ap, this implies that
Ayn ⇀ Ap. The fact that the lim
n→∞
‖GPQAyn − Ayn‖ = 0 together with the demi-
closed of (GPQ − I) at zero, we deduce that Ap ∈ Fix(GPQ), this implies that
Ap ∈ Q ∩ Fix(G). Hence p ∈ ∆. This show that xn → x∗. The proof is com-
plete. 
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Next, we consider the split feasibility and fixed point problems for the class of
finite family of quasi-nonexpansive mappings.
Theorem 6.2. Let {Ti}Mi=1 : C → H1 and {Gj}
N
j=1 : Q → H2 be quasi non-
expansive mappings with
⋂M
i=1 Fix(Ti) 6= ∅ and
⋂N
j=1 Fix(Gj) 6= ∅. And also let
A : H1 → H2 be a bounded linear operator with its adjoint A∗. Assume that
(Ti − I), i = 1, 2, 3, ...,M and (GjPQ − I), j = 1, 2, 3, ..., N are demiclosed at zero,
and ∆ 6= ∅. Define {xn} by
(6.14)

x0 ∈ C chosen arbitrarily,
yn = PC(xn − γnA∗(I −
∑N
j=1 δjGjPQ)Axn),
zn = PC(yn − γnA∗(I −
∑N
j=1 δjGjPQ)Ayn),
wn = (1− αn)zn + αn
∑M
i=1 λiTi
(
(1 − βn)zn + βn
∑M
i=1 λiTizn
)
,
Cn+1 =
{
z ∈ Cn : ‖wn − z‖2 ≤ ‖zn − z‖2 ≤ ‖yn − z‖2 ≤ ‖xn − z‖2
}
,
xn+1 = PCn+1(x0), ∀n ≥ 0,
where P is a projection operator, 0 < a < αn < 1, 0 < b < βn < 1, and 0 < c <
γn <
1
L with L = ‖AA
∗‖. Then xn → x∗ ∈ ∆.
Proof. 
By Lemma 5.1, we deduce that
(i)
∑N
j=1 δjGj and
∑M
i=1 λiTi are quasi-nonexpansive mappings.
(ii)
∑N
j=1 δj(Gj − I) and
∑M
i=1 λi(Ti − I) are demiclosed at zero.
(iii) Fix
(∑M
i=1 λiTi
)
=
⋂M
i=1 Fix(Ti) and Fix
(∑N
j=1 δjGj
)
=
⋂N
j=1 Fix(Gj).
Thus, all the hypothesis of Theorem 6.2 is satisfied. Therefore, the proof of this
theorem follows trivially from Theorem 6.1.
As the consequence of Theorem 6.2, we immediately obtain the following corol-
lary.
Corollary 6.3. Let {Ti}Mi=1 : C → H1 and {Gj}
N
j=1 : Q→ H2 be quasi nonexpan-
sive mappings with
⋂M
i=1 Fix(Ti) 6= ∅ and
⋂N
j=1 Fix(Gj) 6= ∅, respectively. And
also let A : H1 → H2 be a bounded linear operator with its adjoint A∗. Assume
that (Ti − I), i = 1, 2, 3, ...,M and (GjPQ − I), j = 1, 2, 3, ..., N are demiclosed at
zero and ∆ 6= ∅. Define {xn} by
(6.15)


x0 ∈ C chosen arbitrarily,
zn = PC(xn − γnA∗(I −
∑N
j=1 δjGjPQ)Axn),
wn = (1 − αn)zn + αn
∑M
i=1 λiTizn,
Cn+1 =
{
z ∈ Cn : ‖wn − z‖2 ≤ ‖zn − z‖2 ≤ ‖xn − z‖2
}
,
xn+1 = PCn+1(x0), ∀n ≥ 0,
where P is a projection operator, 0 < a < αn < 1, 0 < b < βn < 1, and 0 < c <
γn <
1
L with L = ‖AA
∗‖. Then xn → x∗ ∈ ∆.
Proof. In Algorithm (6.14), take yn = xn and βn = 0, then, Algorithm (6.14)
reduces to Algorithm (6.15); therefore, all the hypothesis of Theorem 6.2 is satisfied.
Hence, the proof of this corollary follows directly from Theorem 6.2. 
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6.1. Application to Split Feasibility Problems. As a special case of Problem
(5.2), we give the following theorems for solving split feasibility Problem and the
fixed point problem.
Theorem 6.4. Let {Ti}
M
i=1 : C → H1 and {Gj}
N
j=1 : Q→ H2 be quasi-nonexpansive
mappings with
⋂M
i=1 Fix(Ti) 6= ∅ and
⋂N
j=1 Fix(Gj) 6= ∅. And also let A : H1 → H2
be a bounded linear operator with its adjoint A∗. Assume that (Ti − I), i =
1, 2, 3, ...,M and (Gj − I), j = 1, 2, 3, ..., N are demiclosed at zero and ∆ 6= ∅.
Define {xn} by
(6.16)

x0 ∈ C chosen arbitrarily,
yn = PC(xn − γnA∗(I −
∑N
j=1 δjGj)Axn),
zn = PC(yn − γnA∗(I −
∑N
j=1 δjGj)Ayn),
wn = (1− αn)zn + αn
∑M
i=1 λiTi
(
(1 − βn)zn + βn
∑M
i=1 λiTizn
)
,
Cn+1 =
{
z ∈ Cn : ‖wn − z‖2 ≤ ‖zn − z‖2 ≤ ‖yn − z‖2 ≤ ‖xn − z‖2
}
,
xn+1 = PCn+1(x0), ∀n ≥ 0,
where P is a projection operator, 0 < a < αn < 1, 0 < b < βn < 1, and 0 < c <
γn <
1
L with L = ‖AA
∗‖. Then xn → x∗ ∈ Ω.
Proof. In Algorithm (6.14), take PQ = I (the identity mapping), then, Algorithm
(6.14) reduces to Algorithm (6.16), therefore, all the hypothesis of Theorem 6.2 is
satisfied. Hence, the proof of this theorem, follows directly from Theorem 6.2. 
Theorem 6.5. Let {Ti}Mi=1 : C → H1 be quasi-nonexpansive mapping with⋂M
i=1 Fix(Ti)6=∅. Assume that (Ti−I), i = 1, 2, 3, ...,M is demiclosed at zero. Define
{xn} by
(6.17)


x0 ∈ C chosen arbitrarily,
un = (1− βn)xn + βn
∑M
i=1 λiTixn,
wn = (1− αn)un + αn
∑M
i=1 λiTiun,
Cn+1 =
{
z ∈ Cn : ‖wn − z‖2 ≤ ‖un − z‖2 ≤ ‖xn − z‖2
}
,
xn+1 = PCn+1(x0), ∀n ≥ 0,
where P is a projection operator, 0 < a < αn < 1 and 0 < b < βn < 1. Then {xn}
converges strongly to the solution of common fixed point of {Ti}Mi=1.
Proof. In Algorithm (6.14), take γn = 0 and PC = I (the identity mapping),
then, Algorithm (6.14) reduces to Algorithm (6.17), therefore; all the hypothesis
of Theorem 6.2 is satisfied. Hence, the proof of this theorem, follows directly from
Theorem 6.2. 
6.1.1. Conclusion. In this section, we have proposed Ishikawa-type extra-gradient
methods for solving the split feasibility and fixed point problems for the class of
quasi-nonexpansive mappings in Hilbert spaces. Under some suitable assumptions
imposed on some parameters and operators involved, we proved the strong conver-
gence theorems of these algorithms. Furthermore, as an application, we gave the
strong convergence theorem for the split feasibility problem. The results presented
in this chapter, not only extend the result of Chen et al., [77] but also extend,
improve and generalize the results of; Takahashi and Toyoda [78], Nadezhkina and
Takahashi [79], Ceng et al., [80] and Li and He [30] in the following ways:
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• The theorem of Chen et al., [77] gave the weak convergence results while
ours gave the strong convergence results.
• The technique of proving our results is entirely different from that of Chen
et al., [77]. Furthermore, the algorithms of Chen et al., [77] involve the
class of nonexpansive mappings while our algorithm includes the class of
quasi-nonexpansive mappings which are more general that nonexpansive
mappings.
• The method for finding the solution of the split feasibility and fixed point
problems is more general that the method of finding the solution to split
feasibility problem.
• The theorem of Li and He [30] gave the strong convergence results for the
split feasibility problem while ours gave the strong convergence for the split
feasibility and fixed point problems. Furthermore, our algorithms generalize
that of Li and He [30]. For instance, in Theorem 6.1 Algorithm (6.1) take
yn = xn and βn = 0, hence, our algorithm reduces to that of Li and He [30]
Theorem 2.1 Algorithm 2.1.
• Our theorems gave the strong convergence for the solution of the split fea-
sibility and fixed point problems for the class of quasi-nonexpansive map-
pings, while the results of Ceng et al., [39] gave a weak convergence result
for the solution of the split feasibility and fixed point problems for the class
of nonexpansive mappings.
• The split feasibility and fixed point problems is a fascinating problem. It
generalizes the split feasibility problem (SFP) and fixed point problem
(FPP). All the results and conclusions that are true for the split feasi-
bility and fixed point problems continue to holds for these problems (SFP,
FPP), and it shows the significance and the range of applicability of split
feasibility and fixed point problems.
• The novelty of our theorems gives strong convergence results while the
theorem of; [78] Nadezhkina and Takahashi [79], Ceng et al., [80] and Li
and He [30] all gives weak convergence results.
7. Conclusion
In this work, we have studied the split common fixed point problems and its ap-
plications. We have suggested some algorithms for solving this split common fixed
point problems and its variant forms for different classes of nonlinear mappings.
Proceeding systematically in our work, we gave the basic definitions and results
from the literature. Also, we briefly provided an overview of the split common
fixed point problems and its variant forms in Section 2. In the next section, we
have suggested and analysed iterative algorithms for solving the split common fixed
point problems for the class of total quasi asymptotically nonexpansive mappings
in Hilbert spaces. Also, we gave the strong convergence results of the proposed
algorithms. Also, we considered an algorithm for solving this split common fixed
point problems for the class of demicontractive mappings without any prior infor-
mation on the normed on the bounded linear operator and established the strong
convergence results of the proposed algorithm.
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As a generalization of the split feasibility problem, we proposed Ishikawa-type
extra-gradient methods for solving the split feasibility and fixed point problems for
the class of quasi-nonexpansive mappings in Hilbert spaces. Under some suitable
assumptions imposed on some parameters and operators involved, we proved the
strong convergence theorems of these algorithms.
In the end, we proposed a new problem called ”Split Feasibility and Fixed Point
Equality Problems (SFFPEP)” and study it for the class of quasi-nonexpansive
mappings in Hilbert spaces. We also proposed new iterative methods for solving
this SFFPEP and proved the convergence results of the proposed algorithms. In
additions, as a generalization of SFFPEP, we consider another problem called ”Split
Common Fixed Equality Problems (SCFPEP)” and study it for the class of finite
family of quasi-nonexpansive mappings in Hilbert spaces. Finally, We suggested
some algorithms for solving this SCFPEP and proved the convergence results of
the proposed algorithms.
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