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Abstract
Implicit Newmark schemes for integration of finite rotations in structural and continuum mechanics typically are more
complicated than those used for translational motion. Using Euler’s representation of the rotation tensor 3 in terms of a rotation
vector φ, numerical integration connecting the values {φn,3n} and {φn+1,3n+1} at the beginning and end of the time step is
expressed in terms of an incremental rotation vector θ and the associated incremental rotation tensor 3(θ). Here, it is shown
using backward differentiation that neglecting third order terms in θ, the approximation for the angular velocity ω in terms of
θ and its time derivative has the same form as that between velocity and displacement. Consequently, the simplified Newmark
scheme in terms of {θ,ω, ω˙} has the same form as that for updating translations. Details of the Newmark scheme and an analytical
expression for the tangent stiffness tensor for the associated Newton–Raphson iteration procedure have been presented for rigid
body dynamics. The resulting integration scheme has been tested on a nontrivial problem of three-dimensional motion of a rigid
body using a constant time step. The results justify the use of the simplified Newmark scheme for finite rotations.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Time integration of equations of motion with finite rotations is required in rigid body dynamics as well as in
general continuummechanics where evolution equations for tensor quantities associated with the present configuration
are employed. In addition, finite rotations are used to characterize the rigid cross-sections of a rod in the theory
of Antman [1] and in its numerical formulation proposed by Simo [2]. For transient problems of rods, axial wave
propagation occurs at short timescales, while the main physics of bending occurs at larger timescales. Consequently,
standard Runge–Kutta integration schemes are too computationally intensive to use when large deformations occur
over large times. In particular, Simo and Vu-Quoc [3] describe an implicit Newmark integration scheme for finite
rotations of a rod element and Makinen [4] presents a critical study of various integration schemes proposed in the
literature.
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Shuster [5] discusses a rather complete survey of attitude representations with numerous references, and the recent
paper by Bauchau and Trainelli [6] presents a vectorial parameterization that unifies the discussion of most of these
representations. Researchers concerned with attitude control of spacecraft (e.g. [7]) typically use Euler parameters
(quarternions) to characterize the orientation of the spacecraft. In contrast, researchers in the continuum mechanics
community (e.g. [3,8,9]) use a representation of the rotation tensor attributed to Euler and Rodrigues. Moreover,
researchers in continuum mechanics develop expressions for both spatial and material changes of the rotation tensor
associated with the deformation gradient.
Here, use is made of Euler’s three-parameter representation (3.1) of the rotation tensor 3 in terms of a
rotation vector φ, which has magnitude φ and unit direction f. Stuelpnagel [10] proved that no three-dimensional
parameterization of the rotation tensor can be both global and nonsingular. With regard to this statement, Pfister [11]
writes that: “Apart from the fact of its being true, we are unable to find reasons for ascribing much practical relevance
to this statement”. Pfister [11] goes further and states that when the magnitude φ is limited to the range
0 ≤ φ ≤ pi, (1.1)
the mapping between 3 and φ is one-to-one except for the point φ = pi where the vectors f and (−f) denote the same
physical orientation (in this regard, it is noted that Bauchau and Trainelli [6] limit φ to the range −pi ≤ φ < pi which
adds undesirable redundancy). Here, it is shown that for most cases the orientation f can be uniquely determined in
terms of the absolute angular velocity ω and angular acceleration ω˙ of the rotation even when φ attains its boundary
values φ = 0 and φ = pi .
Newmark integration schemes proposed for finite rotations (e.g. [3,12]) modify the simple Newmark structure
for integration of translational motion by including rotation tensors based on an incremental rotation vector θ
during the time step. The main objective of this paper is to present a simplified implicit Newmark integration
scheme for finite rotations. Specifically, it will be shown that the absolute angular velocity ω is equal to the time
derivative of θ when third order quantities in the magnitude of θ are neglected. Consequently, to within this order
of accuracy, the standard simple Newmark structure can be used to integrate the incremental rotation vector. This
leads to additional simplification of the tangent stiffness tensor required to solve the resulting nonlinear algebraic
equations.
An outline of this paper is as follows. Section 2 recalls some standard notions of rotation and rate of rotation.
Section 3 discusses Euler’s representation of the rotation tensor 3 in terms of the rotation vector φ. This section also
presents explicit expressions for the time derivatives {φ˙, φ¨} of the rotation vector φ in terms of the vectors ω and
ω˙. Section 4 discusses the Newmark integration scheme for finite rotations and Section 5 presents details for rigid
body dynamics. Section 6 considers a nontrivial example of three dimensional motion of a rigid body to examine the
accuracy of the simplified Newmark scheme, the one used by Ibrahimbegovic [12], and a fourth order Runge–Kutta
scheme. Also, conclusions are discussed in Section 7 and the Appendix presents derivations of some of the equations.
Throughout the text, tensor quantities are denoted by bold faced symbols; a · b denotes the scalar product between
two vectors {a,b}; A · B = tr(ABT) denotes the scalar product between two second order tensors {A,B}; a × b
denotes the vector product; a ⊗ b denotes the tensor product; and the usual summation convention is employed for
repeated indices, except for the index n which is used to denote the time step.
2. Rotation and rate of rotation
In rigid body dynamics it is often convenient to define a right-handed orthonormal triad e′i (i = 1, 2, 3) that is
attached to the body which rotates with absolute angular velocity ω, such that
e˙′i = ω× e′i , (2.1a)
e¨′i = ω˙× e′i + ω× (ω× e′i ), (2.1b)
where a superposed dot denotes time differentiation. When the inertia tensor I¯ (about the body’s center of mass) and
the angular velocity ω are referred to the body triad e′i , then the balance of angular momentum (about the center of
mass) can be written in the form
˙¯H = I¯ω˙+ ω× I¯ω = M¯, H¯ = I¯ω, (2.2)
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where M¯ is the total external moment applied to the body and H¯ is the angular momentum, both taken about the body’s
center of mass. For later reference it is recalled that the kinetic energy T of the rigid body is given by the expression
T = 1
2
ω · H¯. (2.3)
The attitude of the body at time t can also be characterized by a rotation tensor3, which is a proper orthogonal tensor
33T = I, 3T3 = I, det3 = 1, (2.4)
that can be defined in terms of fixed rectangular Cartesian base vectors ei , such that
3 = e′i ⊗ ei . (2.5)
Then, using the definition of the permutation tensor ε and its components εi jk relative to ei
ε = εi jkei ⊗ e j ⊗ ek, εi jk = ei × e j · ek, (2.6)
it is possible to define the skew-symmetric tensor 6, whose axial vector is ω, such that
6(ω) = 3˙3T = −εω = −εi jkωkei ⊗ e j = Σi jei ⊗ e j = 6T,
Σi j (ω) = −εi jkωk =
 0 −ω3 ω2ω3 0 −ω1
−ω2 ω1 0
 , 6(ω)b = ω× b,
ω = −1
2
ε ·6 = −1
2
εi jkΣ jkei = ωiei ,
(2.7)
where b is an arbitrary vector.
In continuum mechanics, the polar decomposition theorem can be used to express the local deformation gradient
F in terms of a proper orthogonal rotation tensor R and two symmetric positive definite stretch tensorsM and N, such
that
F = RM = NR, RRT = RTR = I, detR = 1, MT = M, NT = N. (2.8)
It is also recalled that the velocity gradient L is given by
L = F˙F−1 = D+W, D = 1
2
(L+ LT) = DT, W = 1
2
(L− LT) = −WT, (2.9)
where a superposed dot denotes material time differentiation and D and W are the symmetric and skew-symmetric
parts of L, respectively.
Evolution equations for tensor quantities related to the present configuration can be expressed in terms of objective
rates. For example, the evolution equation for the left Cauchy–Green deformation tensor B = FFT can be written in
the form
∇
B = B˙−WB− BWT = DB+ BD, (2.10)
where
∇
B denotes the Jaumann derivative of B. In integrating equations of this type it is sometimes convenient to refer
tensor quantities to a local right-handed triad e′′i of orthonormal vectors that rotates with an angular velocity equal to
the axial vector ofW such that
e˙′′i = We′′i , B = B ′′i je′′i ⊗ e′′j ,
∇
B = B˙ ′′i je′′j ⊗ e′′j . (2.11)
Then, once the components B ′′i j of B have been determined it is still necessary to integrate finite rotations in order to
update the attitude of the local triad e′′i .
In structural theories of rods and shells it is also necessary to integrate finite rotations of directors that characterize
line elements in the cross-section of the rod or a line element through the thickness of the shell. The discussions of
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various integration procedures (e.g. [3,12]) typically consider both spatial and material rates of rotation. Specifically,
the spatial rate of rotation of3 in (2.4) is the absolute angular velocity ω associated with skew-symmetric tensor 3˙3T
and the material rate of rotation is the axial vector of the skew-symmetric tensor 3T3˙. This interpretation of spatial
and material rates of rotation is apparently motivated by the interpretation of the rotation tensor associated with the
polar decomposition theorem (2.8).
3. Euler’s representation of the rotation tensor 3 in terms of a rotation vector φ
In this section the rotation tensor 3 is represented in terms of a rotation vector φ by the expression
3 = 3(φ) = f⊗ f+ cosφ(I− f⊗ f)− sinφ(εf) = Λi jei ⊗ e j ,
Λi j = fi f j + cosφ(δi j − fi f j )− sinφεi jk fk, f = fiei , (3.1)
where the magnitude φ of φ is limited to the range (1.1) and f is a unit vector, such that
φ = |φ|, f = φ|φ| . (3.2)
Shuster [5, p. 451], indicates that this representation is generally known as Euler’s formula and he recalls that
Beatty [13] cites more than a dozen works where this formula was rederived between 1962 and 1976.
The representation (3.1) can be used to obtain
3b = (b · f)f+ cosφ[b− (b · f)f] + sinφ[f× {b− (b · f)f}]. (3.3)
Consequently, since f and the vectors in square brackets form an orthogonal triad it can easily be seen that 3 rotates
the vector b counterclockwise about the f direction by the angle φ. Furthermore, using the result
ε · (εf) = εi jkεi jm fmek = 2f, (3.4)
together with the representation (3.1), it can also be shown that
φ = cos−1
[
1
2
(3 · I− 1)
]
, f = λ|λ| ,
λ = −1
2
ε ·3 = sinφf = λiei , λi = −12εi jkΛ jk = −
1
2
Λ23 − Λ32Λ31 − Λ13
Λ12 − Λ21
 , (3.5)
where λ is the axial vector of the skew-symmetric part of 3.
Pfister [11] uses functions based on power series of Bernoulli numbers to express formulas which connect the
angular velocity ω to the rate of change φ˙ of the rotation vector and Pietraszkiewicz [14] presents these expressions
in terms of vector relations. The Appendix here rederives these expressions and develops additional expressions
connecting φ¨ and ω˙. Specifically, it is shown there that
ω =
[
sinφ
φ
]
φ˙+ (f · φ˙)
[
φ − sinφ
φ
]
f+
[
1− cosφ
φ
]
(f× φ˙), (3.6a)
ω˙ =
[
sinφ
φ
]
φ¨+
[{
φ − sinφ
φ2
}
{φ˙ · φ˙+ φ · φ¨} −
{
2φ + φ cosφ − 3 sinφ
φ2
}
(f · φ˙)2
]
f
+ (f · φ˙)
[
φ + φ cosφ − 2 sinφ
φ2
]
φ˙− (f · φ˙)
[
2− 2 cosφ − φ sinφ
φ2
]
(f× φ˙)
+
[
1− cosφ
φ
]
(f× φ¨), (3.6b)
and that
φ˙ =
[
φ
2
cot
(
φ
2
)]
ω+ (f · ω)
[
1− φ
2
cot
(
φ
2
)]
f− 1
2
φ× ω, (3.7a)
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φ¨ =
[
φ
2
cot
(
φ
2
)]
ω˙+
[
1
2
{
−φ
2
+ cot
(
φ
2
)
− φ
2
cot2
(
φ
2
)}
(ω · ω)
− 1
2
{
3 cot
(
φ
2
)
− φ cot2
(
φ
2
)
− φ
2
csc2
(
φ
2
)}
(f · ω)2 +
{
1− φ
2
cot
(
φ
2
)}
(f · ω˙)
]
f
+ 1
2
(f · ω)
[
φ
2
+ 2 cot
(
φ
2
)
− φ
2
cot2
(
φ
2
)
− φ
2
csc2
(
φ
2
)]
ω
− (f · ω)
[
1− φ
2
cot
(
φ
2
)]
f× ω− 1
2
φ× ω˙. (3.7b)
Moreover, using these equations it follows that
φ˙ = f · ω, φ¨ = f · ω˙+
[
1
2
cot
(
φ
2
)]
[ω · ω− (f · ω)2]. (3.8)
Shuster [5, p. 452], presents explicit expressions for φ in terms of 3. In particular, with the help of (3.5) it follows
that
φ = 0 for 3 · I = 1, (3.9a)
φ = pi for 3 · I = −1. (3.9b)
Consequently, using (3.2) and (3.5) it can be seen that φ is uniquely defined whenever sinφ 6= 0 [i.e. the conditions
(3.9) are not satisfied]. It will presently be shown that when ω and ω˙ are known, then φ can be uniquely determined
in most cases even at the boundary values φ = 0 and φ = pi .
To this end, it is first noted that since φ must remain in the range (1.1) it follows from the limiting values of (3.8)
that
For φ = 0 : φ˙ > 0 for ω 6= 0 or φ¨ > 0 for ω = 0 and ω˙ 6= 0,
For φ = pi : φ˙ < 0 for f · ω 6= 0 or φ¨ < 0 for f · ω = 0 and f · ω˙ 6= 0, (3.10)
Consequently, with the help of (3.1), (3.2), (3.6), (3.7) and (3.10) it can be shown that in the limit φ → 0
For 3 · I = 1 : φ = 0, φ = 0, f = ω|ω| for ω 6= 0, f =
ω˙
|ω˙| for ω = 0 and ω˙ 6= 0,
3 = I¯, φ˙ = ω, φ¨ = ω˙. (3.11)
Moreover, in order to analyze the limit φ → pi , it is convenient to use (3.1) to introduce the auxiliary unit vector f¯
f¯ = (I+3)b|(I+3)b| for |(I+3)b| > 0, (3.12)
where b is an arbitrary vector satisfying the condition (3.12). It then follows from (3.7), (3.8) and (3.12) that
For 3 · I = −1: φ = pi, φ = pi f,
f = −Sign(f¯ · ω)f¯ for f¯ · ω 6= 0, f = −Sign(f¯ · ω˙)f¯ for f¯ · ω = 0,
3 = −I+ f¯⊗ f¯,
φ˙ = (f · ω)f− pi
2
f× ω, φ¨ =
[
(f · ω˙)− pi
4
{(ω · ω)− (f · ω)2}
]
f− (f · ω)(f× ω)− pi
2
f× ω˙, (3.13)
where the restrictions (3.9) are satisfied. The arbitrariness in f when (f¯ · ω) and (f¯ · ω˙) both vanish is not physically
significant.
As a simple example, consider the case of constant angular velocity ω about the fixed e3 axis characterized by
θ = ωt, ω = ωe3, ω > 0,
3 = (cos θe1 + sin θe2)⊗ e1 + (− sin θe1 + cos θe2)⊗ e2 + e3 ⊗ e3. (3.14)
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It then follows that the solutions (3.5), (3.10) and (3.11) yield [for n = 0, 1, 2, . . .]
φ = cos−1[cos θ ], λ = sin θe3, f¯ = e3 for φ = pi,
For θ = 2npi : φ = 0, f = e3, φ˙ = ωe3, φ¨ = 0.
For 2npi < θ < (2n + 1)pi : φ = θ − 2npi, f = e3, φ˙ = ωe3, φ¨ = 0.
For θ = (2n + 1)pi : φ = pi, f = −e3, φ˙ = ωe3, φ¨ = 0.
For (2n + 1)pi < θ < 2(n + 1)pi : φ = 2(n + 1)pi − θ, f = −e3, φ˙ = ωe3, φ¨ = 0. (3.15)
In particular, it can be seen from (3.15) that the values of {φ, φ˙} are continuous, and the values of {φ, f, φ˙} are
discontinuous at the transition points θ = (2n + 1)pi and θ = 2(n + 1)pi .
4. Newmark integration scheme
The Newmark integration scheme for finite rotations has been discussed within the context of the material and
spatial representations (e.g. [3,12]). Here, the rotation vector φ is taken to be the independent variable. The objective
of the Newmark scheme is to consider implicit time integration over the time step 1t = tn+1 − tn and to express the
values of {ωn+1, ω˙n+1} at the end of the time step in terms of the values {φn,ωn, ω˙n} at the beginning of the time step
and a guess for the value {φn+1} at the end of the time step. Following the suggestions in [3,12] attention is focused
on an incremental rotation vector θ defined so that
3n+1 = 3(θ)3n, 3n = 3(φn), 3n+1 = 3(φn+1), (4.1)
where the functional form of the rotation tensor 3 is given by (3.1). Within the time step, φn is fixed so that the
equivalent of (3.6a) yields
ω =
[
sin θ
θ
]
θ˙+ (θ˙ · θ˙)
[
θ − sin θ
θ3
]
θ +
[
1− cos θ
θ2
]
(θ× θ˙), θ = |θ|, f = θ|θ| . (4.2)
Ibrahimbegovic [12] uses a parallel transport to the tangent space at the end of the time step and suggests equations
[(84)–(87) there] for the Newmark scheme which can be written in the forms
ω˙n+1(θ) = 3(θ)
[
1
β1t
{wn+1(θ)− ωn} −
{
1− 2β
2β
}
ω˙n
]
, (4.3a)
ωn+1(θ) = 3(θ)[ωn +1t{(1− γ )ω˙n + γ3T(θ)ω˙n+1(θ)}], (4.3b)
where wn+1(θ) is an approximation of the angular velocity at the end of the time step which is given by the backward
differentiation expression
wn+1(θ) = 1
1t
θ. (4.4)
Also, the constants {γ, β} in (4.3) have the range
0 ≤ γ ≤ 1, 0 ≤ β ≤ 1
2
, (4.5)
with typical values being
γ = 1
2
, β = 1
4
. (4.6)
For translational motion the velocity and acceleration vectors are simple time derivatives of the position and velocity
vectors, respectively, and the Newmark equations take forms similar to (4.3) with 3 set equal to I so that
ω˙n+1(θ) = 1
β1t
[wn+1(θ)− ωn] −
{
1− 2β
2β
}
ω˙n, (4.7a)
ωn+1(θ) = ωn +1t[(1− γ )ω˙n + γ ω˙n+1(θ)]. (4.7b)
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For rotations, the angular acceleration vector is a simple time derivative of the angular velocity vector, but the angular
velocity vector is a more complicated function (4.2) of the rotation vector θ and its time derivative. Therefore, it seems
reasonable to preserve the functional forms (4.7a), (4.7b) between the angular acceleration and velocity vectors, but
to consider possible modifications of the approximation wn+1 of the angular velocity in terms of the rotation vector
θ. Specifically, backward differentiation of (4.2) suggests the expression
θ˙ = θ
1t
, wn+1 =
[
sin θ
θ
]
θ
1t
+
(
θ · θ
1t
)[
θ − sin θ
θ3
]
θ. (4.8)
However, using the Taylor series expansions
sin θ
θ
= 1− θ
2
6
+ O(θ4), θ − sin θ
θ3
= 1
6
− θ
2
120
+ O(θ4), (4.9)
it follows that (4.8) can be approximated by
wn+1 = θ
1t
+ O(θ3). (4.10)
Thus, it seems reasonable to consider a simplified Newmark implicit integration scheme for rotations based on the
expressions (4.7), with wn+1(θ) given by (4.4) and with the rotation vector φn+1 being determined by Eq. (4.1). In
practice it might be better to store values for 3n and to update 3 to the value 3n+1 using the incremental rotation
vector θ and the expression (4.1).
5. A Newmark scheme for rigid body dynamics
For the Newmark integration scheme, Eq. (2.2) for rigid body dynamics is evaluated at the end of the time step to
obtain an algebraic equation of the form
G(θ) = I¯n+1(θ)ω˙n+1(θ)+ ωn+1(θ)× I¯n+1(θ)ωn+1(θ)− M¯n+1(θ) = 0, (5.1)
where the expressions (4.1), (4.4) and (4.7) are used, and I¯n+1(θ) is given by
I¯n+1(θ) = [3(θ)3n]I¯′[3(θ)3n]T, I¯′ = I¯ ′rser ⊗ es . (5.2)
Also, the body triad at the end of the time step (e′r )n+1(θ) is determined using (2.5) and (4.1), such that
(e′r )n+1(θ) = 3(θ)3ner . (5.3)
Since G(θ) is a nonlinear function of θ it is necessary to use an iterative scheme like that of Newton–Raphson to
solve for θ. In particular, for the i th iteration the change 1θ in θ satisfies the equations
G(θi+1) = G(θi )+ (∂G/∂θ) ·1θ = 0, 1θ = θi+1 − θi , (5.4)
where the tangent stiffness ∂G/∂θ is evaluated at the value θi associated with the i th iteration. Next, use is made of
the function 6 in (2.7) and the results
∂ω˙n+1/∂θ ·1θ =
[
1
β(1t)2
I
]
1θ, ∂ωn+1/∂θ ·1θ =
[
γ
β1t
I
]
1θ,
∂[I¯n+1ω˙n+1]/∂θ ·1θ = 1θ× [I¯n+1ω˙n+1] − [I¯n+1 ×1θ]ω˙n+1 + [I¯n+1]∂ω˙n+1/∂θ ·1θ,
∂[I¯n+1ω˙n+1]/∂θ ·1θ = 1θ
[
−6(I¯n+1ω˙n+1)+ I¯n+16(ω˙n+1)+ 1
β(1t)2
I¯n+1
]
1θ,
∂[ωn+1 × I¯n+1ωn+1]/∂θ ·1θ =
[
− γ
β1t
6(I¯n+1ωn+1)
+ 6(ωn+1)
{
−6(I¯n+1ωn+1)+ I¯n+16(ωn+1)+ γ
β1t
I¯n+1
}]
1θ, (5.5)
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Fig. 1. Definitions of the different triads.
to deduce an expression for the tangent stiffness of the form
(∂G/∂θ) = −6(I¯n+1ω˙n+1)+ I¯n+16(ω˙n+1)+ 1
β(1t)2
I¯n+1
− γ
β1t
6(I¯n+1ωn+1)+6(ωn+1)
[
−6(I¯n+1ωn+1)+ I¯n+16(ωn+1)+ γ
β1t
I¯n+1
]
− ∂M¯n+1/∂θ, (5.6)
where the last term ∂M¯n+1/∂θ needs to be determined for the specified moment.
Once the value of G(θi+1) vanishes to the desired order of accuracy the value of θ in (4.1) and (4.7) is replaced
by that last value θi+1 in order to determine the updated values of {3n+1,ωn+1, ω˙n+1}, which are then used for the
integration in the next time step. In this scheme it is possible to store the values of either the rotation vector φ or those
of the rotation tensor 3(φ). However, during the iteration process use is always made of the expression (4.1) for the
rotation tensor in terms of the incremental rotation vector θ.
6. An axisymmetric body subjected to an applied moment in a constant direction
The objective of this section is to consider a nontrivial three-dimensional problem which can be solved exactly
and which can be used to examine the accuracy of numerical schemes for finite rotations. To this end, consider an
axisymmetric body which is subjected to the moment M¯ applied about its center of mass in the constant direction e3
given by
M¯ = M¯(t)e3, M¯(t) = ωH¯0 sin(ωt), ω > 0, H¯0 > 0, 0 ≤ t ≤ 2pi
ω
, (6.1)
where ω and H¯0 are positive constants and ei is a fixed orthonormal triad. Also, it is assumed that the resultant external
force vanishes and that the body is initially at rest. Then, the center of mass of the body remains at rest and integration
of the balance of angular momentum (2.2) yields
H¯ = H¯(t)e3, H¯(t) =
∫ t
0
M¯(τ )dτ = H¯0[1− cos(ωt)], (6.2)
which indicates that the angular momentum has a constant direction and that the body returns to rest at t = 2pi/ω.
To determine the orientation of the body it is convenient to use Euler angles {ψ, θ, β} and consider three additional
triads {e′′′i , e′′i , e′i } which are defined by the transformation relations (see Fig. 1)
e′′′1 = cosψe1 + sinψe2, e′′′2 = − sinψe1 + cosψe2, e′′′3 = e3,
e′′1 = cos θe′′′1 − sin θe′′′3 , e′′2 = e′′′2 , e′′3 = sin θe′′′1 + cos θe′′′3 ,
e′1 = cosβe′′1 + sinβe′′2, e′2 = − sinβe′′1 + cosβe′′2, e′3 = e′′3.
(6.3)
In these expressions, ψ controls precession about e′′′3 = e3, θ controls nutation about e′′2 , β controls spin about the
axis e′′3 of symmetry of the body, and e′i is attached to the body. Moreover, the absolute angular velocity  of the triad
e′′i and the absolute angular velocity ω of the body satisfy the equations
e˙′′i = × e′′i ,  = ψ˙e3 + θ˙e′′2, e˙′i = ω× e′i , ω = + β˙e′3. (6.4)
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It then follows that
ω = [−ψ˙ sin θ ]e′′1 + [θ˙ ]e′′2 + [ψ˙ cos θ + β˙]e′′3 = ω′ie′i ,
ω′1 = −ψ˙ sin θ cosβ + θ˙ sinβ, ω′2 = ψ˙ sin θ sinβ + θ˙ cosβ, ω′3 = ψ˙ cos θ + β˙, (6.5)
so that the angular momentum vector is given by
H¯ = I1[−ψ˙ sin θe′′1 + θ˙e′′2] + I3(ψ˙ cos θ + β˙)e′′3, (6.6)
where I1 and I3 are the constant principal values of the inertia tensor of the body.
Next, using the relations (6.4) it can be shown that
e′′′1 = cos θe′′1 + sin θe′′3, e′′′2 = e′′2, e′′′3 = − sin θe′′1 + cos θe′′3 = e3, (6.7)
so that with the help of (6.2) and (6.6) it follows that
H¯ · e′′′1 = [−(I1 − I3)ψ˙ cos θ + I3β˙] sin θ = 0, H¯ · e′′′2 = I1θ˙ = 0,
H¯ · e′′′3 = [ψ˙(I1 sin2 θ + I3 cos2 θ)+ I3β˙ cos θ ] = H¯(t).
(6.8)
Now, using the initial conditions
ψ(0) = 0, θ(0) = θ0, β(0) = 0, 0 ≤ θ0 ≤ pi2 (6.9)
the solution of Eq. (6.8) can be expressed in the form
ψ =
∫ t
0
H¯(τ )
I1
dτ = H¯0
I1ω
[ωt − sin(ωt)], θ = θ0, β =
[
I1
I3
− 1
]
ψ cos θ0, (6.10)
where the values of ψ and β have been chosen so that they have continuous limits as θ0 → 0 and θ0 → pi/2. This
expression also shows that the solution can be obtained for a general function M¯(t). In addition, it can be shown that
ω = H¯0
I1
[1− cos(ωt)]
[
− sin θ0e′′1 +
I1
I3
cos θ0e′′3
]
, (6.11)
so that the kinetic energy T becomes
T = 1
2
H¯20
I1
[
sin2 θ0 + I1I3 cos
2 θ0
]
[1− cos(ωt)]2. (6.12)
Furthermore, the rotation tensor 3 from ei to e′i is given by
3 = e′i ⊗ ei = Λi jei ⊗ e j ,
Λ11 = cosψ cos θ cosβ − sinψ sinβ, Λ12 = − cosψ cos θ sinβ − sinψ cosβ,
Λ13 = cosψ sin θ,
Λ21 = sinψ cos θ cosβ + cosψ sinβ, Λ22 = − sinψ cos θ sinβ + cosψ cosβ,
Λ23 = sinψ sin θ,
Λ31 = − sin θ cosβ, Λ32 = sin θ sinβ, Λ33 = cos θ.
(6.13)
Physically, for positive ψ˙ the solution (6.10) indicates that the body’s axis of symmetry e′3 precesses in the
counterclockwise direction about the constant vector e3 and that its spin about e′3 is counterclockwise for I1 > I3
and clockwise for I1 < I3. Moreover, it is interesting to note that if (I1/I3 − 1) cos θ0 is not a rational number then
the body never returns to its initial orientation.
In order to study convergence of the Newmark scheme discussed in Section 5 it is convenient to denote the exact
solutions (6.10), (6.2) and (6.12) for the rotation tensor, the angular momentum vector and for the kinetic energy by
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Fig. 2. Exact solution: Magnitude and components of the rotation vector of an axisymmetric body subjected to an applied moment in a constant
direction.
the symbols 3∗, H¯∗ and T ∗, respectively. Then, the errors EΛ, EH and ET in these quantities can be defined by
EΛ = |3−3
∗|
|3∗| , EH =
|H¯− H¯∗|
H¯∗(pi/ω)
, ET = T − T
∗
T ∗(pi/ω)
,
H¯∗(pi/ω) = 2H¯0, T ∗(pi/ω) = 2 H¯
2
0
I1
[
sin2 θ0 + I1I3 cos
2 θ0
]
.
(6.14)
where 3, H¯ and T are the values associated with the numerical approximations, and the differences for H¯ and T have
been normalized by the exact values (6.2) and (6.12) evaluated at the midpoint t = pi/ω of the cycle. Moreover, the
time step1t in the numerical approximations is taken to be constant and it is defined as a fraction of the period of one
cycle of the applied moment, such that
1t = 1
N
[
2pi
ω
]
, τ = ωt
2pi
, (6.15)
where τ is a normalized timescale and N denotes the number of equal time steps for one cycle.
As a specific example take
H¯0
I1ω
= 6, I1
I3
= 2
3
, θ0 = pi3 , I1 = 1 kg m
2, ω = 1 rad/s. (6.16)
Then, the exact solution for the rotation vector φ is given by (3.10)–(3.13) where Λi j are determined by (6.13) with
the specifications
ψ = 6[ωt − sin(ωt)], θ = pi
3
, β = −1
6
ψ, 0 ≤ t ≤ 2pi
ω
. (6.17)
In this example the body starts and ends at rest and it experiences finite rotations with six revolutions of precession
and one revolution of spin. Fig. 2 plots the exact solution for the magnitude and components of the rotation vector φ
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Fig. 3. Errors predicted by the Newmark schemes (S) and (I) and the Runge–Kutta scheme (RK) for N = 200 equal time steps.
relative to the fixed ei axis for one cycle of the rotation. In particular, from (6.17) and Fig. 2 it can be seen that the
body returns to its original orientation when t = 2pi/ω, ψ = 12pi and β = −2pi .
Since the applied moment M¯ is independent of the rotation vector φ it follows that the term ∂M¯n+1/∂θ vanishes
in the tangent stiffness (5.6) associated with the Newmark scheme. Also, the values of H¯ and T associated with the
Newmark scheme are obtained using the last iteration and Eqs. (4.4), (4.7), (5.2) and (5.3), such that
H¯n+1 = I¯n+1ωn+1, Tn+1 = 12 H¯n+1 · ωn+1. (6.18)
In order to obtain the Newmark solution use was made of the exact initial values
φ(0) = θ0e2, ω(0) = 0, ω˙(0) = 0. (6.19)
For comparison purposes, a fourth order Runge–Kutta scheme (e.g. [15]) is also used to solve the equations of
motion. Specifically, (2.1), (2.2) and (2.5) are reformulated as a set of first order differential equations in the forms
3˙ = 6(ω)3, ω˙ = I¯−1[M¯−6(ω)I¯ω], (6.20)
where use has been made of the definition (2.7) of the skew-symmetric tensor 6. These equations are then solved
subject to the initial conditions
3 = 3(φ0), ω = 0, φ0 =
pi
3
e2, (6.21)
and the angular momentum H¯ and kinetic energy T associated with the solution are determined by the expressions
(2.2) and (2.3).
Fig. 3 shows the errors {EΛ, EH , ET } predicted by the simple Newmark scheme (S) of Sections 4 and 5, the
Newmark scheme (I) [Eq. (4.3)] used by Ibrahimbegovic [12], and the Runge–Kutta scheme (RK) for N = 200 equal
time steps. From this figure it can be seen that the simplified scheme (S) is nearly as accurate as the more complicated
scheme (I). The predictions of both Newmark schemes are quite accurate for the angular momentum and kinetic
energy, but the scheme (I) is more accurate than (S) for the orientation. Also, the scheme (RK) is more accurate than
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Fig. 4. Maximum values of the magnitudes of: (a) the incremental rotation vector θ; and (b)–(d) the errors {EΛ, EH , ET }; for different numbers
N of time steps.
both of these Newmark schemes but, as discussed earlier, the (RK) scheme is too computationally intensive when
wave propagation effects dominate the time step requirement in structures.
Fig. 4 shows the maximum values of the magnitudes of the incremental rotation vector θ (Fig. 4(a)) and the errors
{EΛ, EH , ET } (Fig. 4(b)–(d)) for different numbers N of time steps. Fig. 4(a) does not include a curve for the (RK)
scheme since the incremental rotation vector θ is not used in that scheme. As expected, the errors decrease with
increasing numbers N of time steps in the cycle. In particular, from Fig. 4(a) it can be seen that for N greater than
about 400 the magnitude of θ remains less than about 10 degrees and the error in the orientation (Fig. 4(b)) is about
1%. From this figure it can be seen that the Newmark scheme outperforms the (RK) scheme when the number N
of time steps drops below about 150. Also, it is noted that the errors in the angular momentum and energy for the
Newmark schemes are all less than 1%.
7. Conclusions
Using Euler’s representation (3.1) of the rotation tensor 3(φ) in terms of a rotation vector φ it is possible to
deduce expressions ((3.6) and (3.7)) connecting φ and its time derivatives {φ˙, φ¨} to the absolute angular velocity ω
and angular acceleration ω˙. In the Newmark scheme for finite rotations the rotation tensor3n+1 at the end of a typical
time step is related to that 3n at the beginning of the time step in terms of the rotation tensor 3(θ) of an incremental
rotation vector θ (see (4.1)). Ibrahimbegovic [12] suggests Eq. (4.3) for the Newmark scheme which include the
rotation tensor 3(θ). Using backward differentiation it is shown (4.10) that by neglecting third order terms in θ, these
equations can be replaced by a simplified Newmark scheme ((4.4) and (4.7)) in terms of {θ,ω, ω˙} which has a similar
structure to that used for updating translations. A nontrivial example of three-dimensional motion of a rigid body has
been used to justify the use of the simplified Newmark scheme for finite rotations.
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Appendix. Detailed derivations
In order to derive the expression (3.6a), Eq. (3.2) is differentiated to deduce that
φ˙ = φ˙ · f, f˙ = 1
φ
[φ˙− (f · φ˙)f]. (A.1)
Also, using properties of the permutation tensor ε it can be shown that
(f⊗ φ˙)(εf) = f⊗ (f× φ˙), (εf)(εf) = −I+ f⊗ f, (εφ˙)(εf) = −(φ˙ · f)I+ f⊗ φ˙. (A.2)
Then, differentiation of (3.1) and use of (2.7) and (3.4) yields the results
6 = 1
φ
[(1− cosφ)][φ˙⊗ f− f⊗ φ˙] +
[
1
φ
(1− cosφ) sinφ
]
[f⊗ (f× φ˙)− (f× φ˙)⊗ f]
+ (f · φ˙)
[
1
φ
sinφ cosφ − 1
]
(εf)−
[
1
φ
sinφ cosφ
]
(εφ˙), (A.3)
and (3.6a), which are the same as the results given in Pietraszkiewicz [11]. In order to invert the expression (3.6a), it
is first noted that by taking the dot product of (3.6a) with f yields
f · ω = f · φ˙. (A.4)
Next, taking the cross product of (3.6a) with φ yields
(1− cosφ)φ˙− (sinφ)f× φ˙ = (1− cosφ)(ω · f)f− φ× ω, (A.5)
where use has been made of the expansion of the triple vector product of the three vectors {a,b, c} in the form
a× (b× c) = (a · c)b− (a · b)c. (A.6)
Now, taking the cross product of (A.5) with f yields
(sinφ)φ˙+ (1− cosφ)f× φ˙ = [sinφ − φ](f · ω)f+ φω. (A.7)
Then, (A.5) and (A.7) can be solved to obtain (3.7a). The remaining expressions (3.6b) and (3.7b) can be obtained by
differentiation of (3.6a) and (3.7a), respectively, together with use of the expressions (A.1) and (A.4).
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