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Abstract
In recent work, the authors have computed time-periodic solutions of the vortex sheet with surface tension in the spatially periodic
setting. In these prior results, the mean vortex sheet strength was taken to be zero, so that there is no net shear across the ﬂuid
interface. In the current work, we explore the eﬀect of allowing such a net shear, ﬁnding time-periodic vortex sheets that overturn
without rolling up. We also ﬁnd that resonances between Fourier modes lead to disconnections in the bifurcation curves that
describe a two-parameter family of time-periodic solutions.
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1. Introduction
We consider the case of two immiscible ﬂuids separated by a sharp interface subject to surface tension. The
motion of the ﬂuids is governed by the irrotational, incompressible Euler equations, and thus the interface is a vortex
sheet. The initial value problem for this situation is known to be well-posed1,2, and an eﬃcient numerical method
for the solution of this initial value problem has been developed3,4. While several studies of standing gravity-driven
water waves have been performed5,6,7,8,9,10, little is known about time-periodic solutions of the two-ﬂuid system.
Such solutions are of interest as they provide examples of global solutions that exist for all time, without rolling up
indeﬁnitely or self-intersecting.
The authors have previously developed a computational method for ﬁnding time-periodic solutions of nonlinear
systems of partial diﬀerential equations. This method has been applied to the Benjamin-Ono equation11,12 and to the
vortex sheet with surface tension in the case of zero mean vortex sheet strength13. In the present contribution, we
describe the results of this method for time-periodic vortex sheets with surface tension in the case of non-zero mean
vortex sheet strength.
The numerical method we use is an adjoint-based minimization method. That is, we deﬁne a functional that is
identically zero for time-periodic solutions of the vortex sheet with surface tension, and which is positive for solutions
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that are not time-periodic. We then seek zero minimizers of this functional by a quasi-Newton, gradient descent
algorithm; details are provided below in Section 2. As we have mentioned, the authors have applied versions of
this method previously11,12,13; also, the ﬁrst author and collaborators have applied a version of the method for a
simple, cubic model of the vortex sheet with surface tension14. The second author and collaborators have developed
an alternative, trust-region algorithm for computing time-periodic solutions of the irrotational water wave equations
that is faster due to greater opportunity for parallelism and re-use of data. For water waves, however, evaluating the
evolution equations requires solving an integral equation, and detailed computations necessitate a faster algorithm15,16.
In the present case, there is no corresponding integral equation to solve, and the quasi-Newton algorithm is suﬃcient.
2. Problem Formulation and Numerical Method
We denote the location of the interface as (x(α, t), y(α, t)), and we also will write z = x + iy. The curve is pa-
rameterized by a variable α, which is taken in the interval [0, 2π), and t is time. We consider the periodic case, so
that z(α + 2π, t) = z(α, t) + 2π, for all α and t. We take unit normal and tangent vectors at each point to be nˆ and tˆ,
respectively. The normal velocity of the ﬂuid is continuous across the interface, while there is a jump in the tangential
velocity. The jump in pressure across the interface is τκ, where τ is the constant, positive coeﬃcient of surface tension
and κ is the curvature of the interface (this is the Laplace-Young boundary condition). We describe the motion of
the interface as (x, y)t = Unˆ + V tˆ. The tangent angle the interface forms with the horizontal is denoted by θ and the
arclength from a ﬁxed point is s; these are deﬁned through the relations θ = tan−1(yα/xα) and s2α = x2α + y2α. The vortex
sheet strength, which is equal to the jump in tangential velocity across the interface, is denoted by γ. Following Hou,
Lowengrub, and Shelley3,4, we evolve θ rather than the Cartesian coordinates of the interface; the curve can easily be
reconstructed from θ. The evolution equations are then as follows:
θt =
Uα + Vθα
sα
, γt = τ
(
θα
sα
)
α
+
(
(V −W · tˆ)γ
sα
)
α
.
Note that the mean of γt is zero, and therefore the mean vortex sheet strength is conserved by the ﬂow. No evolution
equation is needed for sα, since we use an arclength parameterization at all times,
s(α, t) =
αL(t)
2π
, sα =
L
2π
,
and since, given θ associated to a 2π-periodic curve, the length of the curve, L(t), can be determined from θ. The
tangential velocity, V, is chosen to maintain this arclength parameterization3,4, whereas the normal velocity, U, is
determined by the ﬂuid dynamics. The Birkhoﬀ-Rott integral, W = (W1,W2) is given by
W1 − iW2 = 14πiPV
∫ 2π
0
γ(α′) cot
(
z(α) − z(α′)
2
)
dα′.
The normal velocity, U, is then given by U =W · nˆ.Without loss of generality, we can take τ = 1 (otherwise we could
rescale γ to achieve τ = 1)13.
We use the usual notation for initial data, θ(α, 0) = θ0(α) and γ(α, 0) = γ0(α). The Fourier modes of the solution are
written θˆk(t), γˆk(t). As γˆ0(t) is independent of time, we write γˆ0 for the mean vortex sheet strength. We also introduce
the notation q(α, t) = (θ(α, t), γ(α, t)) and q0 = (θ0, γ0).
The main idea of the method developed by the authors for ﬁnding time-periodic solutions of nonlinear systems of
partial diﬀerential equations is to seek solutions that minimize the functional
G0(q0, T ) =
∫ 2π
0
|q(α, T ) − q0(α)|2 dα. (1)
Clearly, if G0(q0, T ) = 0, then the solution with initial data q0 is time-periodic with period T. In previous work13, the
authors considered symmetric, time-periodic solutions of the vortex sheet with surface tension that alternately pass
through a ﬂat state of maximal kinetic energy and a rest state in which all the energy is stored as potential energy in
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the interface. A factor of four in computational savings was achieved by requiring that θ0 ≡ 0 and minimizing the
modiﬁed functional
G1(q0, T ) =
1
2
∫ 2π
0
|γ(α, T/4)|2 dα. (2)
A symmetry argument was used to show that G0 = 0 whenever θ0 ≡ 0 and G1 = 0. In the present setting, when the
mean vortex sheet strength, γˆ0, is non-zero, the ﬂuid will never completely come to rest and minimizing G1 does not
imply thatG0 = 0. However, we are able to ﬁnd a new functional that also achieves the factor of four in speed without
requiring γˆ0 = 0. Speciﬁcally, we continue to assume θ0 ≡ 0 and instead minimize
G(q0, T ) =
1
8
∫ 2π
0
[
θ
(
α,
T
4
)
+ θ
(
α − π, T
4
)]2
+
[
γ
(
α,
T
4
)
− γ
(
α − π, T
4
)]2
dα. (3)
We claim that if γ0 and T are found such that G((0, γ0), T ) = 0, then G0((0, γ0), T ) = 0 and the solution is time-
periodic. Indeed, suppose θ and γ are the corresponding solutions for which G = 0. Since γ and θ solve the evolution
equations over 0 ≤ t ≤ T4 , so do Γ(α, t) = γ(α − π, T4 − t) and Θ(α, t) = −θ(α − π, T4 − t). Since G = 0, we have
γ(α, T4 ) = Γ(α, 0) and θ(α,
T
4 ) = Θ(α, 0); this implies that Γ and Θ are a continuation of γ and θ; thus, for
T
4 ≤ t ≤ T2 ,
we have θ(α, t) = −θ(α− π, T2 − t), and γ(α, t) = γ(α− π, T2 − t). Similarly, for T2 ≤ t ≤ T we can continue the solution
by taking γ(α, t) = γ(α − π, t − T2 ) and θ(α, t) = θ(α − π, t − T2 ).We see then that θ(α, T ) = θ(α − π, T2 ) = −θ(α, 0) = 0,
so θ(α, T ) = θ0(α). Similarly, we have γ(α, T ) = γ(α − π, T2 ) = γ(α, 0).
The minimization of the functional, G, starts with an initial guess, and then proceeds by the BFGS minimization
algorithm17. In order to use this method, we need to be able to calculate the value of G as well the derivatives of the
functional G with respect to each of q0 and T. For a given q0 and T, we can evaluate G(q0, T ) by computationally
solving the initial value problem (until time T ) using the numerical method of Hou, Lowengrub, and Shelley3,4.
Furthermore, it is completely straightforward to calculate the derivative of G with respect to T ; we comment now on
how to ﬁnd the derivative with respect to the initial data.
For simplicity of presentation, we will calculate the variational derivative of G with respect to the full initial data
q0, even though in the minimization method we only need the derivative with respect to γ0.We begin by introducing
the notation
Q(α, t) =
(
θ(α, t) + θ(α − π, t)
2
,
γ(α, t) − γ(α − π, t)
2
)
and qt = F(q). (The operator F can be inferred from the above evolution equations). The functional G is then
G(q0, T ) =
1
2
∫ 2π
0
|Q(α, T/4)|2 dα,
and we seek to calculate δG
δq0 .We begin by taking the variation of G to ﬁnd
G˙(q0, T ) =
d
dε
∣∣∣∣∣∣∣
ε=0
G(q0 + εq˙0, T ) =
∫ 2π
0
Q(α, T/4) · Q˙(α, T/4) dα. (4)
By using the deﬁnition of Q and changing variables in the integral, we notice that we can write this as
G˙(q0, T ) =
∫ 2π
0
Q(α, T/4) · q˙(α, T/4) dα.
We want to write this as an inner product:
G˙ =
〈
δG
δq0
, q˙0
〉
.
We deﬁne an auxiliary function Q˜(α, s), s = T/4 − t, that will satisfy Q˜(α, T/4) = δG
δq0 . We assign the initial value
Q˜(α, 0) = Q(α, T/4) and ask that the inner product 〈Q˜(·, T/4 − t), q˙(·, t)〉 be constant. Diﬀerentiating with respect to
time, we see that this quantity will indeed be constant if we take Q˜ to be the solution of the diﬀerential equation
Q˜s = (DF(q(·, T/4 − s)))∗ Q˜,
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with the previously given initial condition. The operator DF is the linearized evolution operator for the vortex sheet
with surface tension, while (DF)∗ is its adjoint; both were calculated by the authors in previous work13. Thus, we see
that evaluating the variational derivative, δG
δq0 , requires the numerical solution of two initial value problems, one for q
and one for Q˜.
3. Numerical Results
Using this method, we calculate bifurcations from the ﬂat equilibrium conﬁguration of the vortex sheet with surface
tension to genuinely time-periodic ﬂows. The equilibrium solution is time-periodic for any period, so we ﬁrst want
to predict the period at which the bifurcation will occur by using linear theory. We begin by linearizing the evolution
equations about θ(α, t) = 0, γ(α, t) = γˆ0. Letting θ˙ and γ˙ be the perturbations in θ and γ, respectively, the linearized
equations are4
θ˙t =
1
2
Hγ˙α, γ˙t = θ˙αα +
1
2
γˆ20Hθ˙α,
where H is the Hilbert transform. For a given wave number k > 0, we can ﬁnd time-periodic solutions of this linear
equation as long as γˆ20 < 2k. Up to spatial and temporal phase shifts, they are given by the following formulas:
θ˙ = A sin(ωkt) cos(kα), ωk =
1
2
√
2k3 − γˆ20k2, γ˙ = B cos(ωkt) cos(kα), A =
k
2ωk
B. (5)
Thus, we expect bifurcation from the ﬂat equilibrium solution to occur with periods Tk = 2πωk =
4π√
2k3−γˆ20k2
.
As shown in Figure 1, this is indeed what we ﬁnd. For simplicity, we restrict to the case k = 1. For 100 values of
γˆ0 ranging from 0.01 to 1, we computed time-periodic solutions for 50 values of γˆ1(0) ranging from −0.01 to −0.5.
These two Fourier modes of the initial condition are used as bifurcation parameters. The BFGS algorithm minimizes
G((0, γ0), T ) in (3) by varying the remaining Fourier modes γˆk(0), |k| ≥ 2, and the period, T . The starting guess
(in the BFGS minimization) for the ﬁrst two solutions on each curve were taken of the form (5) with B = −0.02
and B = −0.04, respectively. Subsequent starting guesses were obtained by linear extrapolation of the two previous
solutions.
In Figures 2 and 3 we plot snapshots of the solutions labeled A, B, C in Figure 1. Solution A behaves similarly
to standing waves of the linearized problem, with smooth, nearly sinusoidal waves growing and decaying in a regular
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Fig. 1. (left) For each value of γˆ0 ∈ {0, 1, . . . , 100}/100, the solution is continued from γˆ1(0) = 0 to γˆ1(0) = −0.5. The ﬁrst and last curves are
followed until further continuation becomes too expensive. The solutions labeled A, B and C are shown in Figures 2 and 3.; (right) A closer look
at the γˆ0 = 0 curve, which was studied in detail in previous work13, reveals disconnections due to nonlinear resonances.
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Fig. 2. Proﬁles of the solutions labeled A, B, and C in Figure 1. The solutions with mean-zero vortex sheet strength exhibit additional symmetries
(with respect to both space and time) that are not present in the general case.
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Fig. 3. The position of the vortex sheet labeled C in Figure 1 at various times during the evolution. The particles in the ﬂuid regions are passive
tracers added to help visualize the ﬂow, with color-coded pressure. The interface overturns, but avoids completely rolling up, before evolving to its
initial conﬁguration again.
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fashion. Solution B contains a strong secondary standing wave of shorter wavelength and faster frequency of oscil-
lation superposed (nonlinearly) on top of the basic carrier wave. While it is diﬃcult to ascribe a single wave number
to the secondary wave since this resonance involves many modes interacting at ﬁnite amplitude, animations of this
solution give the impression of a k = 5 mode oscillating 11 times per cycle of the k = 1 carrier mode. However, the
oscillations of the k = 5 mode are not uniform in time, proceeding signiﬁcantly faster near the ﬂat state (t = 0, T/2)
than near the maximally stretched rest state (t = T/4, 3T/4). Solution C has less symmetry than solutions A and B due
to γˆ0  0. More speciﬁcally, the solution is no longer invariant under reﬂection across the lines x = π/2 and x = 3π/2.
As with solution B, higher-frequency capillary waves are visibly active on the vortex sheet during the course of its
evolution.
Figure 3 shows particle plots of solution C, where the particles are passively advected with the ﬂow, color coded
by pressure. Note the large pressure drop across the interface in regions of high curvature. Pressure was normalized
to be zero at y = ±∞. Regions of low (i.e. negative) pressure generally correspond to faster-moving ﬂuid particles. In
particle-plot animations, the most striking diﬀerence between solution C and the other two solutions is that the ﬂuid
velocity in A and B decays rapidly to zero away from the vortex sheet while the x-component of velocity in solution C
approaches −1/2 as y → ∞ and 1/2 as y → −∞. The amplitude of solution C is also somewhat larger, and its period
is roughly twice as large as that of A or B. Solutions B and C both overturn (become multiple-valued) in the course of
their evolution.
Of the 5000 solutions of the (numerically computed) two-parameter family in Figure 1, 50% of the solutions have
G < 10−29, 80% have G < 10−25, 90% have G < 10−22, and 98% have G < 10−18. The vast majority of these could be
improved to 10−29 by using more Fourier modes in the BFGS search and a ﬁner mesh. However, two of the original
5000 solutions hadG > 10−15, namelyG = 1.3×10−9 andG = 8.1×10−10. Even using extended precision arithmetic,
it was not possible to reduce G further with these particular values of γˆ0 and γˆ1(0).
The reason is that nonlinear resonances in the Fourier modes can leave gaps in the ranges of bifurcation parameters
for which time-periodic solutions exist. As we numerically continue a path by varying γˆ1(0) over a discrete set of
values while holding γˆ0 ﬁxed, the other Fourier modes (that minimize G) occasionally jump discontinuously. The
dashed grey lines in Figure 4 are examples of such jumps that occur in the fourth Fourier mode.
We performed additional calculations with γˆ0 ∈ {0.01, . . . , 0.15} to fully resolve the ﬁrst family of disconnections
observed in this plot. The results, shown in Figures 5 and 6, reveal visible gaps in the allowed values of γˆ1(0) and
γˆ2(0) for given values of γˆ0 due to resonances between the fourth and higher Fourier modes. We note that all the
solutions of Figures 5 and 6 were computed to G < 10−30, and many were computed to G < 10−60 using 32 digits of
precision in the numerical algorithm. Attempting to ﬁnd solutions with bifurcation parameters in the gaps will lead to
A
C
B
AB
-0.005
 0
 0.005
 0.01
 0.015
 0.02
 0.025
 9  10  11  12  13  14  15  16
-0.04
-0.02
 0
 0.02
 0.04
 0.06
 0.08
 0.1
 8  10  12  14  16  18  20  22  24
Fig. 4. (left) Disconnections propagate through the two-parameter family of solutions, and are more easily seen when higher Fourier modes (in this
case, the fourth) are plotted. Diﬀerent branches are colored diﬀerently.; (right) A detail from the ﬁgure on the left.
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Fig. 5. (left) γˆ0 plotted versus the temporal period, T, for the recomputed solutions. The diﬀerent colors on each horizontal segment reﬂects the
presence of a disconnection.; (right) We recompute the ﬁrst several curves from the left panel of Figure 1, to achieve higher resolution of the
disconnections. These solutions all have G < 10−30.
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Fig. 6. (left) In this plot of γˆ2(0) versus temporal period, T, for the recomputed, higher-precision solutions, gaps are noticeable. In two cases in
the ﬁgure, we illustrate the gap with a dotted line.; (right) Rather than gaps, in this plot of γˆ4(0) versus temporal period, T, for the recomputed,
higher-precision solutions, jumps are evident. In two cases in the ﬁgure, we illustrate the jump with a dotted line.
G values that reach a non-zero local minimum. We generally reject solutions in which G cannot be made smaller than
10−25 with suﬃcient mesh reﬁnement.
The solutions of Figures 5 and 6 were computed from the outside in, meaning that we used γˆ4(0) as a bifurcation
parameter to traverse the nearly vertical parts of the curves in the second panel of Figure 6, starting at the ends where
γˆ4(0) = ±0.002 and following the curves back to the equilibrium solution by numerical continuation. Once the curves
start to ﬂatten, we switched back to γˆ1(0) as the bifurcation parameter. The ﬁnal stages of this procedure (near the
equilibrium solution) were done using 32 digits of precision to avoid falling oﬀ the bifurcation curves. We note that
the mean-zero solutions from previous work13 are also plotted in these ﬁgures, but were not recomputed.
It is interesting that the disconnection shown in Figures 5 and 6 propagates all the way to the ﬂat, rest state (with
γˆ0 = 0). Thus, the branch of solutions obtained by ﬁrst increasing γˆ0 and then increasing γˆ1(0) is diﬀerent than the
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one obtained by performing the perturbations in the opposite order. We also note that many (perhaps inﬁnitely many)
additional disconnections are likely to run through this two-parameter family of solutions due to resonances in still
higher Fourier modes. Such resonances are likely to be invisible to the ﬁrst few modes in ﬂoating point arithmetic,
but would have to be dealt with in a rigorous proof of existence of time-periodic vortex sheets.
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