We demonstrate the efficacy of wave-interference-based light trapping and carrier transport in parabolicpore photonic-crystal, thin-crystalline silicon (c-Si) solar cells to achieve above 29% power conversion efficiencies. Using a rigorous solution of Maxwell's equations through a standard finite-difference time domain scheme, we optimize the design of the vertical-parabolic-pore photonic crystal (PhC) on a 10-μm-thick c-Si solar cell to obtain a maximum achievable photocurrent density (MAPD) of 40.6 mA=cm 2 beyond the ray-optical, Lambertian light-trapping limit. For a slanted-parabolic-pore PhC that breaks x-y symmetry, improved light trapping occurs due to better coupling into parallel-to-interface refraction modes. We achieve the optimum MAPD of 41.6 mA=cm 2 for a tilt angle of 10°with respect to the vertical axis of the pores. This MAPD is further improved to 41.72 mA=cm 2 by introducing a 75-nm SiO 2 antireflective coating on top of the solar cell. We use this MAPD and the associated charge-carrier generation profile as input for a numerical solution of Poisson's equation coupled with semiconductor drift-diffusion equations using a Shockley-Read-Hall and Auger recombination model. Using experimentally achieved surface recombination velocities of 10 cm=s, we identify semiconductor doping profiles that yield power conversion efficiencies over 29%. Practical considerations of additional upper-contact losses suggest efficiencies close to 28%. This improvement beyond the current world record is largely due to an opencircuit voltage approaching 0.8 V enabled by reduced bulk recombination in our thin silicon architecture while maintaining a high short-circuit current through wave-interference-based light trapping.
I. INTRODUCTION
Crystalline silicon (c-Si) offers a reliable platform for high-efficiency solar cells [1] owing to the abundance of high-grade Si and the maturity of fabrication techniques. In the absence of nonradiative recombination and assuming perfect solar absorption, the maximum efficiency of a silicon solar cell at room temperature is given by the ShockleyQueisser limit of close to 33% [2] . A recent study by Richter et al. puts an upper bound of 29.4% on the conversion efficiency of a single-junction c-Si cell by taking into account intrinsic recombination loss in the bulk of the semiconductor [3] . Recently, a record power conversion efficiency of 26.3% was obtained by Kaneka Corporation [4, 5] using a 165-μm cSi wafer and a combination of an interdigitated back contact (IBC) and a heterojunction back contact. This cell exhibits an open-circuit voltage (V OC ) of 0.744 V. One route to a higher V OC and a higher efficiency is to decrease the Si thickness for reduced bulk recombination when the Si surface is well passivated [6] [7] [8] . For example, V OC ¼ 0.760 V was experimentally achieved by Herasimenka et al. in a 50-μm-thick c-Si single-heterojunction (SHJ) solar cell [7] . However, a thinner Si active layer decreases the optical absorption and short-circuit current density, J SC , unless a different light-trapping mechanism is used. Photonic-crystal (PhC) [9, 10] thin films offer an alternative wave-interference-based light-trapping mechanism. Previous studies have shown that texturing the front surface of the solar cell with modulated nanowires [11] , straight and slanted conical nanopores [12] , inverted pyramids [13] helps in coupling the incident sunlight to the photonic crystal over the broad wavelength range of the solar AM1.5 global spectrum without much reflection. Phenomena such as parallel-to-interface refraction (PIR) [14] play a pivotal role in significantly improving light absorption over the (800-1100)-nm wavelength range, where a thin c-Si active layer would otherwise absorb almost nothing. Optimization studies involving rigorous finite-difference time domain (FDTD) solution of Maxwell's equations have shown that wave-interference-based light trapping can surpass the statistical ray-trapping (Lambertian) limit [15] , enabling unprecedented values for the maximum achievable photocurrent density (MAPD) [12] . Out of these different PhC architectures, an inverted-pyramid structure can be mass fabricated conveniently and accurately via low-cost wetetching techniques [16, 17] . However, nonoptimized designs [17] offer a MAPD of 34.5 mA=cm 2 with a 10-μm-thick Si layer which limits the efficiency to 15.7%. Optimization studies by Eyderman et al. [13] have shown that a 10-μm c-Si inverted-pyramid structure yields a MAPD (J MAPD ) of 42.5 mA=cm 2 . This MAPD is only slightly below the MAPD of 43.5 mA=cm 2 corresponding to perfect absorption of the solar AM1.5 spectrum over a wavelength range of 300-1100 nm. Combining such inverted-pyramid thin films with perovskites to form a tandem solar cell, it is possible to achieve an efficiency over 30% [18] . The underlying physics of wave-interference-based light trapping that distinguishes it from the Lambertian raytrapping picture consists of two striking physical phenomena. The realization of these effects over the (700-1100)-nm wavelength band requires the fabrication of photonic crystals with specific architectures and wavelength-scale periodicity. The first of these two effects is the deflection of sunlight into directions nearly parallel to the air-silicon boundary, rather than the Lambertian cos θ distribution, where θ is the angle of deflection relative to the normal. This parallel-to-interface refraction [14] leads to considerably longer path length augmentation within silicon than the 4n 2 Lambertian enhancement (where n is the refractive index of the material). This is a wave-interference effect beyond the scope of ray optics. The second physical effect is the slow group velocity of electromagnetic modes in the higher bands of the PhC band structure. Sunlight captured in these slow light modes exhibits a very long dwell time in the material, over and above that suggested by the physical path length enhancement due to the first effect. These two effects combined enable thin films (3-10 μm thick) of silicon to absorb sunlight far beyond the Lambertian limit in the (700-1100)-nm range, and somewhat beyond the Lambertian limit when integration is considered over the entire (300-1100)-nm wavelength range. While the PhC solar-cell architectures we describe in this paper have thicknesses considerably beyond the actual PC depth, these waveinterference effects are clearly seen in a high density of optical resonances (and their electromagnetic-field profiles) over the long wavelength range of the absorption spectrum.
Another architecture exhibiting wave-interference-based solar light trapping for thin c-Si solar cells is the parabolicpore photonic crystal. Unlike the inverted-pyramid structure, this structure is fabricated using reactive-ion etching (RIE) [19] . It was shown previously [19] that this 10-μm-thick teepeelike PhC with a lattice constant of 1200 nm exhibits J MAPD ¼ 39.1 mA=cm 2 , which is slightly below the Lambertian light-trapping limit (Lambertian absorption yields 39.65 mA=cm 2 for the wavelength range of 300-1100 nm). For a lattice constant of 850 nm, J MAPD ¼ 39.7 mA=cm 2 , which is slightly above the Lambertian limit. Our approach to improving solar-cell efficiency remains within the bounds of the Shockley-Queisser limit. However, by surpassing the Lambertian limit for solar absorption and reducing bulk nonradiative Auger recombination through the use of a thin silicon photonic crystal, the so-called practical efficiency limit of 29.4% no longer applies to our designs. A variety of other proposals have been made to surpass the Shockley-Queisser limit itself by absorbing sunlight below the electronic band gap of silicon. Such proposals involve intermediate band architectures [20, 21] or nonlinear optical up-conversion architectures [22] . These approaches increase MAPD beyond 43.5 mA=cm 2 but involve more-complex architectures and typically introduce further issues of nonradiative recombination loss. In this paper, we identify an important and practical way to improve solar-cell efficiency within the Shockley-Queisser bound before looking beyond it.
In this article, we describe how pore optimization and symmetry breaking improve the MAPD toward the perfect absorption limit of 43.5 mA=cm 2 without increasing the c-Si active-layer thickness. Our approach enables high J SC and V OC values exceeding 0.75 V, allowing thin-film silicon solar cells to surpass 29% efficiency. For inverted pyramids fabricated by wet etching, for a given lattice constant (a), the height of the pyramids (h) is fixed by the etching angle α ¼ 54.7°between the (111) and (100) planes of a c-Si wafer. By contrast, parabolic-pore structures made by RIE allow for the variation of (h=a). The factor (h=a) is an important optimization parameter for light trapping in parabolic-pore PhC solar cells. Specifically, an increasing (h=a) factor results in a more gradual refractive-index variation between air and Si which improves the antireflection of the parabolicpore PhC. However, increased (h=a) decreases lightabsorbing material from the solar cell, leading to an optimal (h=a) factor. Our optimization study shows that for a ¼ 1000 nm and ðh=aÞ ¼ 1.7, we obtain the best J MAPD ¼ 40.57 mA=cm 2 value for a symmetric parabolic-pore structure. This MAPD exceeds the Lambertian limit as well as the J MAPD ¼ 39.7 mA=cm 2 value reported earlier [19] . A significant improvement occurs by breaking the x-y symmetry of the structure by tilting the parabolic pores. The tilted parabolic-pore PhC provides better light trapping, yielding J MAPD ¼ 41.6 mA=cm 2 without antireflective coating (ARC), and J MAPD ¼ 41.72 mA=cm 2 with a 75-nm SiO 2 ARC. Our numerical investigation reveals that a slanted parabolic pore couples more energy into PIR modes in the (900-1000)-nm wavelength range than their vertical counterparts. In general, the Lambertian limit is valid for any angle of incidence of incoming sunlight. At normal incidence, our optimized slanted parabolic-pore PhC exceeds the Lambertian limit by approximately 2 mA=cm 2 . Consequently, our optimized cell would exhibit beyondLambertian-limit light trapping within a cone of angle 2α, where α is the angle of incidence of the incoming sunlight at which the MAPD of the cell drops by 2 mA=cm 2 compared to the MAPD at normal incidence.
In general, it is time consuming to perform a highresolution, 3D drift-diffusion calculation for a 10-μm-thick solar cell. For simplicity, we carry out transport calculations for an effective one-dimensional model using an algorithm (described in Sec. II) that uses a spatially averaged generation profile and the MAPD of the 3D FDTD calculation as input to the equivalent one-dimensional solar cell. We benchmark our 1D calculation against the 25%-efficient passivated emitter and rear locally diffused (PERL) cell [23] [24] [25] and verify good agreement between our 1D calculation and experimentally obtained PERL cell current-voltage characteristics. Our numerical results show that it is possible to obtain beyond 29% efficiency with a 10-μm-thick solar cell textured with slanted parabolic pores when the effective surface recombination velocities (SRVs) of the front and rear contacts approach 10 cm=s. Although such low values of SRV have been achieved experimentally for a planar Si wafer with low doping [26] , it is challenging to achieve such low SRVs for c-Si with high emitter doping [27] . The 25%-efficient PERL cell [25] has relatively lower emitter doping than that considered in Ref. [27] and, consequently, lower frontsurface recombination velocities for electrons ðS n Þ and holes ðS p Þ. A recent study showed that S n , S p , and the trapped charge density of the 25%-efficient PERL cell yield an effective front-surface recombination velocity (SRV front ) of 100 cm=s for a donor doping of 10 18 cm −3 [28] . We consider the influence of a higher front SRVon our cell performance in Sec. V. We also optimize the emitter thickness and doping profile, taking into account the power loss in the emitter region due to sheet resistance. Our simulations show that inclusion of such real-world effects allows our 10-μm-thick c-Si cell to reach a conversion efficiency of 28%, still well beyond the current world record.
In this paper, we do not include a detailed consideration of optical shadowing effects of the upper electrical contacts. Roughly speaking, any percentage loss of solar absorption in silicon due to shadowing will lead to a corresponding (multiplicative) percentage loss in efficiency. Experimental measurements in Ref. [29] have shown that a front-contact geometry with a 20-μm finger width and 800-μm finger spacing leads to about a 1% shading loss of J SC . For our proposed cell with the same contact geometry, this shading loss corresponds to an approximately 0.3% (additive) loss of efficiency. However, two recent approaches can be used to recover a major part of this small loss. The first is the use of IBC cells [30] [31] [32] . Accurate simulation of an IBC cell would require at least a 2D transport model for photogenerated charge carriers [33] . The second approach is the application of a dielectric coating over the contacts that effectively "cloaks" them by refracting nearly all of the incident sunlight "around" the metal fingers [34] [35] [36] [37] .
II. SOLAR-CELL ARCHITECTURE AND COMPUTATION DETAILS
We consider two light-trapping geometries: vertical and slanted parabolic-pore PhCs, depicted in Figs. 1(c)-1(g). The PhCs are periodic in the x-y plane, with a lattice constant a along both the x and y directions. The active layer of the solar cell is a c-Si slab of thickness H, backed by a perfect electric conductor (PEC) mirror that prevents light from escaping the solar cell through the rear surface. The PEC layer has a thickness t PEC ¼ 100 nm. A SiO 2 buffer layer, with thickness t buffer and refractive index n buffer , placed between the backreflector and the c-Si slab acts as rear passivation. As we describe in Sec. III, a glass buffer layer with t buffer ¼ 75 nm also provides a slight enhancement in light trapping. The vertical parabolic pores at the front surface of the c-Si slab have a depth h [shown in Fig. 1(d)] .
A cross-section view of the PhC-based solar cell is shown in Fig. 1(a) . The emitter of the solar cell is a very thin, conformal (width t emitter ¼ 100 nm) n-type region with a doping density N d , and the base region is p type with a doping density N a . The PEC at the rear surface of the cell makes contact with the active layer through highly p-doped ðp þ Þ back-surface-field (BSF) regions and serves as the rear contact to the solar cell. Similarly, an insulating layer of SiO x or SiN x [38, 39] at the front surface of the cell acts as front passivation. The shape of the passivation layer influences the optical performance of the cell since it also acts as ARC for incoming sunlight. We consider both conformal [ Fig. 1(f) ] and nonconformal [ Fig. 1(g) ] models of the front ARC layer in our optical calculations. In the case of conformal geometry, t ARC denotes the thickness normal to the parabolic shape, whereas, in the nonconformal case, t ARC denotes the vertical height of the ARC. The front electrodes can be made of either indium tin oxide or metal which makes contact with the PhC through highly n-doped ðn þ Þ regions. In order to provide a concrete model of sheet resistance, the spacing between the front-contact fingers can be assumed to be roughly 800 μm, with a 20-μm finger width. This configuration is the same as that used in a 25%-efficient PERL cell [23] .
In order to break the x-y symmetry, the vertical parabola is rotated counterclockwise by an angle θ about the y axis. In the rotated coordinate system defined by x 0 ¼ x cos θ − z sin θ and z 0 ¼ x sin θ þ z cos θ, the slanted parabola is defined by z 0 ¼ kx 02 , where k is determined from the (h=a) value of the pores. The solution of this quadratic equation defines the slanted parabolic profile in the original coordinate system. θ ¼ 0°corresponds to the vertical parabolic-pore case. In our FDTD calculation, we vary θ over a range of 0°-15°to study the effect of x-y symmetry breaking on the lighttrapping capability of PhCs. The cross-section view of the slanted parabolic pore is shown in Fig. 1 
(e).
Our 3D FDTD calculations are performed using the opensource Electromagnetic Template Library (EMTL) [40] . A periodic boundary condition is applied along the x and y directions, and perfectly matched layers are placed at the computation boundaries normal to the z direction. The solar cell is illuminated by a normally incident broadband plane wave that contains significant energy in the wavelength range of 300-1100 nm. The reflection (R) and transmission (T) are measured by placing two flux planes: one between the cell and the computation box boundary at the top, and the other one between the PEC and the computation box boundary at the bottom. Since there is no absorption in the PEC, the total absorption AðλÞ in the active layer of the solar cell is given by AðλÞ ¼ 1 − RðλÞ − TðλÞ.
The number of photons absorbed by the solar cell at a given wavelength λ can be found by multiplying the number of incident photons by AðλÞ. The total number of incident photons at a wavelength λ is given by λIðλÞ=hc, where IðλÞ is the intensity of the incident AM1.5 global spectrum, h is Planck's constant, and c is the speed of light in vacuum. We assume that each of these absorbed photons produces one electron-hole pair. The MAPD represents the short-circuit current produced by the solar cell when all of the generated carriers are collected at the electrodes without any loss. Thus, the MAPD generated over a wavelength range of 300-1100 nm is given by
In order to evaluate the electronic performance of our proposed solar cell, carrier drift-diffusion equations are numerically solved using the open-source software package Microvolt [41] . To avoid a time-consuming 3D transport calculation, we use an equivalent 1D model in Microvolt that accurately recaptures the current density-voltage (J-V) characteristics of the actual 3D solar cell. The thickness of the c-Si layer in the 1D model is kept the same as that of the 3D cell. The detailed geometries of the contacts, passivation layers, and the BSF are subsumed into effective values for the surface recombination velocities of the front and rear contacts of the equivalent 1D cell. These SRVs enter the computation as boundary conditions for the drift-diffusion equations. A 1D generation profile can be obtained by integrating the actual 3D generation profile obtained by EMTL in the x and y directions within a unit. We find, however, that the precise details of the generation profile have a nearly negligible influence on the resulting J-V characteristics. Accordingly, we use a simplified 1D generation profile that imparts different Beer-Lambert absorption profiles for each wavelength according to the wavelength-dependent decay constants αðλÞ ¼ 4πkðλÞ=λ, where kðλÞ is the imaginary part of the refractive index of c-Si [42] .
The equivalent 1D generation profile for our 3D solar cell is determined by a two-step procedure. First, we set the diffusion length very large compared to the cell thickness and set the front and rear SRVs very small (in order to ensure negligible recombination both in the bulk and at the surface). We define the short-circuit current produced by the 1D cell (in the absence of any recombination loss) as J SC0 . We then scale up the overall generation profile such that J SC0 → J MAPD of our 3D solar cell.
In order to verify the accuracy of our algorithm, we use our 1D transport calculation to reproduce the V OC , the J SC , the conversion efficiency (η), and the fill factor (FF) of the 25%-efficient PERL cell [23] [24] [25] . The doping-dependent mobilities of the electrons and holes are implemented using the model of Masetti et al. [43] . In our computation, we consider two different models of bulk recombination. It has been shown that hydrogenation of Czochralski-grown c-Si wafers can increase bulk minority-carrier lifetimes substantially by passivating the bulk defect states [44] . Further experimental studies in Refs. [45] [46] [47] showed that it is possible to achieve lifetimes exceeding the intrinsic Auger limit. Consequently, in the first model, we choose the diffusion lengths, L n and L p , of the electrons and holes somewhat independently of the doping concentrations. For a particular doping level, the mobility of the carriers is set by the Masetti et al. model [43] , and the diffusivities, D n and D p , of the electrons and holes are calculated from Einstein's relation. For a given L n (or L p ), the effective bulk lifetime τ neff (or τ peff ) is given by τ neff ¼ L 2 n =D n . In the second model, we take into account Auger recombination, which fixes the diffusion length for a given doping. In this case, we calculate the Auger lifetime ðτ Aug Þ using the model of Kerr and Cuevas [48] . The Shockley-Read-Hall (SRH) recombination is accounted for by assuming the SRH lifetime, τ SRH ¼ 1.2 ms. We then calculate the effective bulk lifetime τ eff from the following relation:
Using these input parameters, the semiconductor driftdiffusion equations are numerically solved for various doping levels, diffusion lengths(bulk lifetimes), and effective front and rear SRVs to obtain the J-V characteristics of the solar cell. From the J-V characteristics, we obtain J SC , V OC , the FF, and the power conversion efficiency:
Here, P inc ¼ 1000 w=m 2 is the incident power of the AM1.5 global spectrum.
III. LIGHT-TRAPPING OPTIMIZATION
Wave-interference-based light trapping plays an essential role in enabling a next-generation thin-film silicon solar cell to absorb as much as conventional counterparts that are 10-50 times thicker. PhC-based optical resonances provide an effective way to increase the lifetime of near-infrared photons in the active layer. We now present the results of our light-trapping optimization studies for both vertical and slanted parabolic-pore PhCs. In the case of the vertical parabolic-pore PhC, we vary the height (h) of the pores for different values of a. In a RIE setup, this variation can be achieved by varying the etching power. The parabolic-pore PhC combines the advantages of parallel-to-interface refraction and light-trapping multiple coherent scattering events in the x-y plane and suppressed reflection enabled by the gradual profile variation in the z direction. As we increase (h=a), the parabolic pore presents a more gradual antireflective profile, but as more Si is etched away, the photogeneration volume is decreased. These two competing effects define an optimum (h=a) for a given a. Figure 2 (a) shows the MAPD optimization map for a vertical parabolic-pore PhC solar cell with H ¼ 10 μm, t buffer ¼ 75 nm, and n buffer ¼ 1. 5 The last three hot spots offer MAPDs which are very close to our optimum point. However, shallower pores are easier to etch and lead to a more robust structure, so we focus attention on a ¼ 1000 nm and ðh=aÞ ¼ 1.7. We note that the optimum (h=a) shifts higher for larger lattice constants. The corresponding optimization map for a > 2000 nm is shown in Fig. 2(b) . For a ¼ 2200 nm and ðh=aÞ ¼ 2.1, we find a weaker local maxima with MAPD ¼ 39.9 mA=cm 2 . Clearly, the optimization of parabolic-pore PhC is different from that of the inverted-pyramid PhC [13] . The 10-μm-thick invertedpyramid PhC solar cell has its optimum MAPD at a ¼ 2500 nm, whereas the 10-μm-thick parabolic-pore PhC solar cell has its best solar absorption at a ¼ 1000 nm. 
Out of the hot spots in the optimization maps of Fig. 2 , one particular extremum exhibits interesting characteristics. If we scan through the optimization maps keeping (h=a) fixed at 1.8, we see that there is always a maxima near a ¼ 800-1000 nm, irrespective of H. These peaks corresponding to ðh=aÞ ¼ 1.8 are shown in Fig. 3 . As H is decreased, the peak shifts toward lower a values. Thus, the factor ðh=aÞ ¼ 1.8 is a robust ratio with respect to the thickness variation of the solar cell. Also, a comparison of the hot spots in the optimization maps suggests that the maxima corresponding to this ratio is narrower with respect to variation of the lattice constant compared to other hot spots, which appear to be broader. Broader maxima suggest a considerable robustness to disorder effects.
While the buffer layer provides rear passivation to the solar cell, it can also improve light trapping (see Fig. 4 ). In absence of the buffer layer the MAPD of the solar cell is only The improvement for y-polarized light is greater when the pores are tilted along the x axis [shown in Fig. 1(e) ].
mA=cm
2 . Furthermore, we investigate the effect of the front passivation layer or the ARC on the optical performance of the solar cell. Figure 4 suggests that a nonconformal ARC layer is better than a conformal ARC, as the former improves the MAPD by 0.5 mA=cm 2 for an optimum thickness of 50 nm, whereas the conformal ARC does not improve the MAPD. Overall, for
2 for a 10-μm thick solar cell textured with a vertical parabolic-pore PhC.
An improvement to the MAPD is realized if we break the x-y symmetry of the structure by tilting the pores along the x direction according to the method outlined in Sec. II. We keep the lattice constant fixed at 1000 nm and (h=a) at 1.7, and the tilt angle θ is varied over a range of 0°-15°. We excite the structure separately with x-and y-polarized plane waves in order to study the polarization response of the structure. The MAPD values corresponding to different tilt angles are shown in Fig. 5 for both polarizations. Without any ARC layer, we obtain the optimum MAPD of 41.6 mA=cm 2 for the y-polarized case at θ ¼ 10°, which shows an improvement of approximately 1 mA=cm 2 from the x-y-symmetric case. For an x-polarized incident wave, the optimum MAPD is 41.1 mA=cm 2 at θ ¼ 7.5°, an improvement of about 0.5 mA=cm 2 from the symmetric case. For θ ¼ 10°, the MAPD corresponding to x-polarized incident radiation is 41.05 mA=cm 2 and, for θ ¼ 7.5°, the MAPD corresponding to the y-polarized excitation is 41.35 mA=cm 2 . Thus, on average, we find a slightly higher overall MAPD for the θ ¼ 10°than for the θ ¼ 7.5°case.
To understand the underlying cause of the significant MAPD improvement for y-polarized light, we compare the absorption spectra of the vertical and slanted parabolic pores in Fig. 6 . Clearly, the slanted pore absorbs more sunlight in the (750-1010)-nm wavelength range. The arrow in Fig. 6 points to a 95.6% absorption peak at λ ¼ 940 nm for the slanted parabolic PhC, compared to only 77.2% for its vertical counterpart. In Fig. 7 , we plot the energy density distributions and in-plane components of the Poynting vectors along orthogonal slices for y-polarized excitation. The energy densities are normalized by the incident energy density. Figures 7(a) and 7(b) correspond to the x-z-plane data slices, and Figs. 7(c) and 7(d) correspond to y-z slices for the vertical and slanted pore PhCs, respectively. Figure 7(a) shows a small amount of energy flow parallel to the interface, and some vortexlike paths near the intensity peaks. In Fig. 7(b) , both parallel-tointerface energy flow and vorticity near the hot spots are significantly more prominent. The same conclusion applies to the y-z-plane energy flows shown in Figs. 7(c) and 7(d) . In the case of the x-y-symmetric PhC, the energy flows predominantly along the z direction, but when we break the x-y symmetry, the Poynting vector exhibits considerable parallel-to-interface energy flow. The resulting long dwell time of photons within the active layer ensures strong absorption.
IV. CARRIER TRANSPORT AND SOLAR-CELL PERFORMANCE
We begin by benchmarking our approximate 1D transport model against the well-known 25%-efficient PERL cell [23] [24] [25] . This cell employs a passivation layer between the backreflector and the active layer. The rear metal contacts the active layer only through highly doped p regions that provide a BSF. A similar strategy applies to the front contacts. The overall effect of surface passivation (both chemical and trapped charge) in the 3D PERL cell is accounted for in our 1D model by effective SRVs at the top and bottom of the solar cell. Robinson et al. numerically investigated a 2D model of the PERL cell [25] . They considered a band-gap-narrowing effect that increased the MAPD of the cell and perimeter recombination [49] that involved adjustment of V OC by 6 mV above the measured value. In our 1D model, these effects are not considered; instead, the SRVs are chosen to best fit the performance parameters (J SC , V OC , the FF, and ηÞ of the PERL cell. We model the 400-μm-thick PERL cell using an equivalent 1D cell of the same thickness with a Gaussian doping profile for the 1-μm-thick n-type emitter (the same as the experimentally measured profile [25] ). The Gaussian doping profile for the emitter has a peak value of 5 × 10 18 cm −3 and drops to 1.41 × 10 16 cm −3 at the junction. The thick p-type base region is modeled as a 399-μm-thick uniformly doped region with N a ¼ 1.41 × 10 16 cm −3 . For carrier recombination, we set τ SRH ¼ 1 ms [25] . The Auger lifetime and effective bulk lifetime of the carriers are modeled according to Eq. (2).
The PERL cell exhibits J SC ¼ 42.7 mA=cm 2 , suggesting that band-gap narrowing effects expand the solar absorption spectrum to wavelengths slightly larger than 1100 nm. In principle, it is possible to estimate the extent of band-gap narrowing (BGN) from knowledge of the detailed doping profile of the PERL cell. However, our aim is to show that our 1D model can accurately capture the experimental performance parameters of an actual 3D cell through boundary conditions imposed by an effective SRV front and SRV rear that subsumes the effect of BGN. We recapture the experimental J SC (which already involves BGN) of the PERL cell through the scaling parameter discussed in Sec. II. The other physical manifestation of BGN is a slight drop in the V OC of the cell. An increase in the SRV recaptures this drop in V OC , while maintaining J SC at a constant value (Fig. 10) . In this way, our equivalent SRV front and SRV rear values simulate the effect of BGN. Accordingly, in our 1D model, we rescale the MAPD along with SRV front and SRV rear in order to recapture the observed characteristics of the PERL cell. Variation in SRV front over the range of 1-200 cm=s has little effect on the cell performance, so we set SRV front ¼ 140 cm=s and vary the MAPD scale factor and SRV rear to recapture the PERL cell performance parameters. The results for J SC , V OC , the FF, and η are shown in Fig. 8 Figure 9 (a) shows the contour plot of the efficiency when the base doping N a and the diffusion length L are varied. For N a ¼ 1 × 10 18 cm −3 and L ¼ 300 μm (equivalently, τ neff ¼ 0.13 ms and τ peff ¼ 0.22 ms), the conversion efficiency η reaches about 30%. When Auger recombination is included, the optimum efficiency drops to about 28% [ Fig. 9(b) ].
In Fig. 9(b) , we consider the Auger limited model where we vary the doping of the emitter and base to find the optimized doping level. In this model, increased doping leads to more Auger recombination and a shorter diffusion length. On the other hand, high doping is advantageous for achieving a high V OC value. The trade-off between doping concentration and diffusion length leads to an optimum doping. Figure 9 (b) shows that η reaches its maximum value of 27.9% for N d ¼ 2 × 10 18 cm −3 and N a ¼ 2 × 10 17 cm −3 when the junction is 100 nm below the top surface of the cell. Note that this is well beyond the current record efficiency of 26.3% [1, 4] . Figure 10 shows the effect of the front and rear SRVs on the performance of the solar cell under different doping levels. Here again, we treat diffusion length as a variable independent of doping to accommodate possible lifetimes of the order of milliseconds, potentially achieved by advanced material processing technologies such as the hydrogenation of Si [44] . Figures 10(a) keeping SRV front fixed at 10 cm=s and doping levels for the base and emitter fixed at 10 18 cm −3 . Figures 10(a) , 10(c), and 10(e) show that diffusion length becomes a decisive factor for low SRVs. For SRVs beyond 1000 cm=s, there is no difference between L ¼ 300 μm and L¼100μm. However, at SRV front ¼SRV rear ¼10cm=s, changing the diffusion length from 100 to 300 μm results in an approximately 2% increase in efficiency. Figures 10(c) , 10(d), 10(e), and 10(f) show that J SC remains relatively insensitive to the variation of the SRV below 10 cm=s and diffusion lengths longer than 50 μm. By contrast, for long diffusion lengths, V OC falls off rapidly with the SRV. Furthermore, Fig. 10(b) shows that, with N a ¼N d ¼ 10 18 cm −3 and L¼50μm (τ neff ¼ 3.5 μs and τ peff ¼ 6 μs), we can achieve above a 27% conversion efficiency for SRV front ¼ SRV rear ¼ 10 cm=s. In general, moving the junction away from the top surface of the solar cell is detrimental to efficiency due to the increased distance that low-mobility, minority holes must diffuse to escape the region of high Auger recombination. For example, if the position of the p-n junction is moved from 100 to 170 nm below the top passivationlayer-Si interface while we maintain the optimum doping concentration, the projected efficiency of the cell drops to 27.82%. However, using a 170-nm Gaussian doping profile [ Fig. 11(a) ] for the emitter J-V characteristics [ Fig. 11(b) ] reveals a slightly improved FF, leading to a 28.05% conversion efficiency. The Gaussian doping profile for Fig. 11(a) ]. Figure 11 (b) shows that the n þ pp þ cell exhibits a 29.11% power conversion efficiency due to a significantly improved V OC and FF. In order to highlight the improvement provided by PhC-assisted wave-interference-based light trapping, we show the J-V characteristics of the same 10-μm-thick n þ pp þ cell assuming perfect Lambertian light trapping with a MAPD of 39.65 mA=cm 2 . The hypothetical Lambertian n þ pp þ cell provides only a 27.26% conversion efficiency with J SC ¼ 39.65 mA=cm 2 , V OC ¼ 0.7945 V, FF ¼ 86.55%. Our slanted parabolic-pore PhC cell offers nearly 2% more (additive) power conversion efficiency than the hypothetical cell constrained by the Lambertian limit. Table I compares our proposed high-efficiency thin silicon solar cells with the 25%-efficient PERL cell and the record efficiency holding c-Si solar cell recently fabricated by Kaneka Corporation [5] . This comparison suggests that our PhC solar cells may outperform the thicker cells by achieving a higher V OC through reduced bulk recombination. The transport results for our PhC cells in Table I are cross-checked using TCAD SENTAURUS [50] and Richter's improved Auger model [45] .
V. PRACTICAL CONSIDERATIONS
In this section, we consider several real-world issues that could decrease the projected efficiency of our cell from over 29%. These issues include the use of lossy metals instead of a PEC for the rear contact and backreflector, power loss in the emitter region due to sheet resistance, and an increased surface recombination velocity. We do not explicitly consider shadowing loss of the front contacts given recent advances in broadband, wide-angle cloaked contacts [34] [35] [36] [37] , and IBCs [5, [30] [31] [32] .
Silver is a useful contact material due to its very low resistivity. As a backreflector, Ag sometimes yields nonideal reflectivity (of about 96%) [51] , and the associated parasitic absorption can reduce the MAPD by 0.3-0.8 mA=cm 2 [12, 18, 52, 53] . By contrast, we consider a combination of SiO 2 and Ag which has above 99% reflectivity [51] . Our SiO 2 PEC mimics the near-perfect reflectivity of a SiO 2 -Ag backreflector. To demonstrate this comparison, we implement the wavelength-dependent n and k (the real and imaginary parts of refractive index) of Ag through an accurate fitting of experimental data [54] with the Drude critical points model [55] . Figure 12 compares the absorption spectra of the optimized slanted parabolic-pore PhC with SiO 2 -Ag and SiO 2 -PEC backreflectors in the absence of ARC. These absorption spectra correspond to 41.56 and 41.6 mA=cm 2 MAPDs, respectively.
We now consider the issue of sheet resistance in emitterdesign optimization. Figure 13(a) shows the emitter optimization map with respect to the peak donor concentration N f0 and the emitter Gaussian width, neglecting sheet resistance. For a given σ f value, as N f0 increases, the emitter field gradient increases, improving the collection of majority electrons while repelling the minority holes. However, a greater N f0 value increases Auger recombination. For a given σ f value, N f0 exhibits an optimum balance between the Auger recombination and the front-surface field. As σ f decreases, bulk recombination in the cell decreases. Near our bottom contact, we use a 170-nm-thick p þ BSF with a Gaussian doping profile and the peak acceptor concentration N r0 ¼ 5 × 10 18 cm −3 . In Fig. 13 (a), we find, for the top contact, optimum values of N f0 ¼ 3 × 10 18 cm −3 and σ f ¼ 45 nm for a conversion efficiency of 29.1%. This value corresponds precisely to our choice of 170 nm overall emitter width for our 1D model of the n þ pp þ cell. In practice, emitter thickness must be large enough to prevent ion migration from the front contact to the shallow junction. Also, with a decreasing emitter width, the lateral component of the emitter current has to flow to the nearest contact finger through a narrower region. The resulting sheet resistance is a further source of power loss. The power loss (P loss ) in the emitter due to sheet resistance can be estimated as a fraction of the generated power P gen [56] . The actual efficiency of a real-world solar cell is η actual ¼ ηð1 − P loss =P gen Þ. For concreteness, we consider a cell with finger spacing of 800 μm and a finger width of 20 μm as deployed in the 25%-efficient PERL cell [23] and a more recent tunnel oxide passivated contact (TOPCon) cell [57] . Feldmann et al. [57] showed that, for 800-μm finger spacing and a 20-μm low-resistivity Ag finger width, resistance loss in the finger is negligible. The sheet resistances corresponding to different N f0 and σ f values are calculated using the PV Lighthouse sheet-resistance calculator [58] . The emitter optimization map including sheet resistance is shown in Fig. 13(b) . As the emitter width decreases, the sheet resistance increases while the Auger recombination decreases, leading to a revised optimum emitter doping profile. A maximum efficiency of 28.55% is achieved for N f0 ¼ 3 × 10 18 cm −3 and σ f ¼ 205 nm (equivalently, an emitter width of 730 nm). The sheet resistance at this optimum point is 362 Ω=sq. In this concrete example of upper-contact geometry with the emitter sheet resistance included, the projected efficiency drops only slightly from its previously estimated value of 29.11%.
Another source of unwanted recombination at the front surface of our cell is the sharp tip between two parabolic pores. These sharp protrusions can be smoothed out during the fabrication process with negligible loss in light trapping and solar absorption. We model this smoothing out by replacing the knife edge with a 50-nm-diameter cylinder. Figure 14 shows that this rounded tip causes more reflection in the (625-1000)-nm spectral range, reducing the MAPD to 41.3 mA=cm 2 . However, the addition of a 75-nm nonconformal ARC on the rounded tips brings the MAPD up to 41.71 mA=cm 2 , just shy of the previously quoted optimum of 41.72 mA=cm 2 . This calculation shows that our PhC structure is robust to small variations in fabrication that, at the same time, remove unwanted recombination centers.
Finally, we consider the effect of increased front-contact SRVon the performance of our proposed cell. Experimental studies by Min et al. showed that front SRV (SRV front ) of SiN x -passivated c-Si solar cells with industrial emitters may exceed 10 3 cm=s [27] . On the other hand, Kerr et al. showed that emitters passivated with an annealed thin oxide (SiO 2 ) has a lower SRV front ∼ 200 cm=s [59] . Also, the effective SRV rear for passivated emitter rear contact (PERC) cells are approximately 15-20 cm=s [25, 60] . Figure 15 shows the variation of efficiency with SRV front for a fixed SRV rear ¼ 20 cm=s. At SRV front ¼ 200 cm=s, the conversion efficiency of our cell is 28.25% (approximately 0.6% less than efficiency at SRV front ¼ 10 cm=s). Overall, these real-world considerations yield a projected efficiency close to 28% when proper optimization is done.
VI. CONCLUSIONS
In summary, we show in this paper that, when using wave-interference-based light trapping, it is possible to absorb sunlight in the wavelength range of 300-1100 nm, in a 10-μm-thick crystalline silicon solar cell, corresponding to a photocurrent density of 41.7 mA=cm 2 out of a maximum available 43.5 mA=cm 2 . In this parabolic-pore photonic crystal with a lattice constant of 1000 nm, we identify the important role of x-y symmetry breaking in absorbing near-infrared light through parallel-to-interface refraction into slow-light modes. The resulting solar absorption exceeds the Lambertian limit of 39.65 mA=cm 2 .
It is likely that band-gap narrowing effects in crystalline silicon [61] would enable absorption of sunlight throughout the range of 300-1165 nm. In this case, the total available sunlight corresponds to a MAPD of 45.12 mA=cm 2 . Our optimized slanted-pore structure reaches a MAPD of 43.3 mA=cm 2 instead of the 41.7 mA=cm 2 result found for the narrower spectral window. This additional MAPD might more than offset the slight decrease in V OC and, possibly, lead to higher power conversion efficiency than our present estimates.
Our electronics model consists of a simple doping profile with (100-170)-nm n-type silicon at the top with a donor concentration of 2 × 10 18 cm −3 and a large p-type silicon region below, with an acceptor concentration of 2 × 10 17 cm −3 . Using an Auger recombination model for the bulk, we find a power conversion efficiency of about 28% when the effective surface recombination velocities at the top and bottom are reduced to 10 cm=s. In this Auger model for bulk carrier recombination, the carrier diffusion length is fixed by the doping concentration. The combination of wave-interference-based light trapping in thin silicon and low surface recombination velocities offers a route to efficiencies above 29% within the Auger recombination model. This efficiency has been achieved using a more elaborate doping profile. For instance, bulk Auger recombination can be greatly reduced by lowering the doping concentration to 5 × 10 15 cm −3 throughout most of the acceptor p region, but increasing the donor and acceptor doping to above 10 18 cm −3 according to a Gaussian profile in a narrow 170-nm region near the top and bottom contacts. Such a profile allows the solar cell to maintain a high V OC while, at the same time, reducing bulk recombination losses.
Finally, real-world effects, such as sheet-resistance and increased recombination velocity near the top contact, still yield a projected power conversion efficiency of about 28%. The consideration of sheet resistance allows us to identify optimum emitter design with Gaussian doping. A maximum conversion efficiency of 28.55% is achieved for a peak emitter doping of 3 × 10 18 cm −3 and 730-nm emitter thickness. This configuration provides the best balance between recombination loss in the emitter and power loss due to sheet resistance for a specific choice of upper-contact spacing. Overall, the parabolic-pore PhC with PERC architecture offers unprecedented power conversion efficiency, with only 10-μm c-Si. Other architectures worthy of study are SHJ-IBC and TOPCon cells. The TOPCon cells considered by Feldmann et al. [57] offer higher efficiency owing to an improved V OC compared to a conventional passivated emitter, rear totally diffused cell. Also, single-heterojunction cells offer a higher V OC due to the wider band gap of amorphous Si.
Our theoretical road map for light-trapping nanostructure design, doping profiles, and surface passivation offers a number of routes to thin silicon solar cells that surpass the power conversion efficiency of any single-junction silicon solar cell to date. It is hoped that these results will inspire experimental and fabrication efforts to realize the required structures.
