The approximate Bernstein polynomial model, a mixture of beta distributions, is applied to obtain maximum likelihood estimates of the regression coefficients, and the baseline density and survival functions in an accelerated failure time model based on interval censored data including current status data. The rate of convergence of the proposed estimates are given under some conditions for uncensored and interval censored data. Simulation shows that the proposed method is better than its competitors. The proposed method is illustrated by fitting the Breast Cosmetic Data using the accelerated failure time model.
Introduction
When a model in statistics involves some infinite-dimensional parameters such as a totally unspecified underlying distribution, it should rather be called a probability model or a non-or semi-parametric statistical problem to be not confused with a working statistical model which is used to solve the problem.
Because the sample size is always finite a working model must have a finite dimensionality which can be unknown. The traditional parametric models are of known dimensions while many mixture models are of unknown dimensions.
Due to the lack of an appropriate approximate model for the unspecified underlying baseline distribution, it is much more difficult to estimate the AFT model than PH and PO models using maximum likelihood method based on interval censored data. Traditionally we use step-function to approximate an unknown smooth distribution function so that we have a finite-dimensional working model which is (discrete) multinomial model and results in empirical distribution, Kaplan-Meier estimator (Kaplan & Meier, 1958) , Turnbull estimator (Turnbull, 1976) , and empirical likelihood method (Owen, 1988) , and so on. This works because the step-functions are dense in the space of certain continuous functions. Despite the roughness of resulting maximum likelihood estimate, this approximate model works quite well for many complicated statistical problems including the analysis of incompletely observed data such as data containing censored, grouped, truncated, and even missing values. An important example is the analysis of interval-censored event time data using PH (Cox, 1972) and PO (Pettitt, 1982; Bennett, 1983 ) models although the semiparametric maximum likelihood estimate is not necessarily unique. However, if data are interval-censored it is impossible to find a semiparametric maximum likelihood estimate of the baseline distribution using this approach for AFT model (Kalbfleisch & Prentice, 1980) , an important alternative to the PH and PO models. To the knowledge of the author, most inference procedures so far for AFT model with unspecified baseline distribution focus on the estimation of the regression coefficients (Tian & Cai, 2006) and the right-censored (Buckley & James, 1979; Tsiatis, 1990; Wei et al., 1990; Jin et al., 2003) or the current status data in biostatistics (Huang & Wellner, 1997) or the binary choice model in econometrics (Cosslett, 1983 (Cosslett, , 1987 (Cosslett, , 2004 Klein & Spady, 1993) .
A few most relevant works to this paper include Hanson & Johnson (2004) , Komárek et al. (2005) , and Zhang & Davidian (2008) . The first proposed a Bayesian semiparametric AFT model for estimating survival and density functions, the second used B-splines with penalties to smooth the error density with some candidate parametric models, and the latter proposed smooth estimates of survival function for PH, PO and AFT models using the so-called seminonparametric (SNP) density (Gallant & Nychka, 1987) which is a truncated Hermite series approximation of a density function. However Bernstein polynomials seem much better dense functions than step-functions and others for the purpose of building working statistical models (Guan, 2017) . This Bernstein polynomial approximation is actually a mixture of some specified beta distributions with shapes related to the degree. This model has been successfully applied to grouped, contaminated, multivariate, and interval censored data (Guan, 2017 (Guan, , 2019a Wang & Guan, 2019) . This model shall be applied to find maximum likelihood estimates of the regression coefficients, and the density and survival functions in the AFT model.
Methodology
Let T be an event time and X be an associated d-dimensional covariate with distribution H(x) on X . Let f (t | x) and S(t | x) be, respectively, the density and survival functions of failure time T given X = x. The AFT model can be specified as
Thus this is actually a scale regression model. The AFT model can also be written as linear regression log(T ) = γ T x + ε. It is clear that one can choose any x 0 in X as baseline by transformx =
Clearly, the above model is also true for the transformed failure time T * = aT for any a > 0.
With interval censoring, the observable random variables are Z = (∆, X, Y ), where Y = (Y 1 , Y 2 ] and ∆ is the censoring indicator, i.e., uncensored
For Case 1 interval censored data, i.e., the current status or doubly censored data, Y = (0, U ] or Y = (U, ∞). In this case the distribution function of the examination time U given X = x is denoted by G(u | x). As in Huang & Wellner (1997) we reduce the cases with more than two examination times to the case with two examination times, i.e., the Case 2 interval censored data, and denote the joint distribution function of the observed examination times U = (U 1 , U 2 ) given X = x by G(u | x).
For an observation z = (δ, x, y = (y 1 , y 2 ]), the exact full loglikelihood, up to an additive term independent of (γ, f 0 ), is
(2)
The exact full likelihood (γ, f 0 ) cannot be maximized unless f 0 and S 0 are specified. Because y and x cannot be separated, step-function approximation does not work and it is also impossible to obtain a partial likelihood as that of Cox (1972) .
In the case where τ 0 = ∞ or τ 0 unknown we choose τ n > y (n) = max{y i1 , y j2 : y j2 < ∞; i, j = 1, . . . , n} so that S(τ n ) and max x∈X S(τ n | x) are believed very small. Then we approximate f 0 (t) and S 0 (t) on [0, τ n ], respectively, by
. . , m, S m (∞; p) = 0, and p = (p 0 , . . . , p m ) T satisfies constraint
(3)
Then f (t | x; γ) and S(t | x; γ) can be approximated, respectively, by
The likelihood (γ, f 0 ) can be approximated by m (γ,
If τ 0 is known, we choose τ n = τ 0 . If data are right-censored then y 2 = τ n . If τ n = 1 we divide all the observed times by τ n . Thus we assume in the rest of this section that τ n = 1.
For a given degree m, let (γ,p) be a maximizer of m (γ, p). The changepoint method (Guan, 2016) applies for finding an optimal degree m. For each i = 0, . . . , k, fit the data to obtain (γ,p) and i = mi (γ,p), where
With an optimal degree m =m,θ = (γ,p) is called a maximum approximate Bernstein likelihood estimator (MABLE) of θ = (γ, p). The resulting MABLEs of f (t | x) and S(t | x) are, respectively,
The variancecovariance matrix ofγ can be estimated byΣ γ = −n{H n (γ; f m (·;p))} −1 .
The derivatives of m (γ, p; z) with respect to p are
where
Theorem 1. For any fixed γ suppose y i2 e −γ T xi ≤ 1 for all observed (
for all j = 0, . . . , m with equality ifp j > 0.
It is clear that under certain conditions ∂ 2 m (γ, p)/∂p∂p T is a negative and negative definite matrix. We have fixed-point iteration
If y i2 e −γ T xi ≤ 1 for all observed (x i , (y i1 , y i2 ]) with y i2 < ∞ then Ψ j (γ, p) ≥ 0 for all j = 0, . . . , m and p ∈ S m . Similar to the proof of Theorem 4 of Peters, Jr. & Walker (1978) we can prove the convergence of p [s] .
is in the interior of S m , the sequence {p [s] } of (11) converges to the maximum approximate profile likelihood estimate (MAPLE)p(γ).
Algorithm for Finding (γ,p) for a fixed m: Letγ be an estimate of γ such as those proposed by Jin et al. (2003) and Tian & Cai (2006) .
Step 0: Start with an initial guess γ (0) =γ of γ. Use (11) with γ = γ (0) , and the uniform initial
Step 1: Obtain γ (s+1) with fixed p = p (s) using the Newton-Raphson method starting with γ [0] = γ (s) .
Step 2: Choose γ = γ (s+1) . Then use (11) with
Step 3: Repeat Steps 1 and 2 until convergence. The final γ (s) and p (s) are taken as (γ,p).
If m (γ, p) is concave as a function of γ then the above algorithm is a point-topoint map and the solution set contains single point. Convergence of (γ (s) , p (s) ) to (γ,p) is guaranteed by the Global Convergence Theorem (Zangwill, 1969) . Proposition 3 in Section 5 suggests that if n is large and f m is close to f 0 then m (γ, p) is concave with respect to γ in a neighborhood of γ 0 .
Simulation
We compare the proposed method only with the parametric method for general interval censored data and semparametric competitors whose implementation in R are available such as the rank and the least squares method for rightcensored data. In all simulation studies, samples of sizes n = 30, 50, 100 were generated from Weibull distributions with baseline (x = 0) shape 2 and scale 2 according to the AFT model with covariates, X = (X 1 , X 2 ), where X 1 and X 2 are independent, X 1 is uniform(−1, 1) and X 2 = ±1 is uniform, with coefficients γ T = (γ 1 , γ 2 ) = (0.5, −0.5). The optimal degrees were chosen from {3, . . . , 25} with τ n = 12. Function ic_par() of R package icenReg (Anderson-Bergman, 2017) was used to obtain parametric maximum likelihood estimates.
In the first simulation study, the proposed method is compared with the parametric method based on Case k data, where for uncensored censored data k = 0, for current status data k = 1, and interval censored data with k examinations. For current status data, the examination time U is uniform(0, 3.66) so that P(U > T ) = 50%. The general interval censored data with k examinations were generated using the function simIC_weib() of icenReg with default arguments when k = 2, and with inspections = 5, inspectLength = 1 when k = 5. The censoring probability is 70% for the interval censored data with two or more examinations. Each sample was used to estimate γ, f (· | 0) and .097) The data are uncensored if k = 0. The censoring rate is 100% for current status data (k = 1), and 70% for other interval censored data (k = 2, 5).
In each case, 1000 samples were generated and used to estimate the mean squared errors of the estimates. The simulation results are shown in Table 1 . We see that, when data were generated from Weibull distributions, (i) for small samples, especially the small current status data, the proposed method performs even better than the parametric method in estimating f (· | 0) and S(· | 0), (ii) the parametric method performs a little better than or similar as the proposed method in estimating the regression coefficients for uncensored data or interval censored data with many examinations, (iii) but for small samples interval censored data with fewer examinations the proposed method performs even better than the parametric method in estimating the regression coefficient.
In the second simulation, the proposed estimatorγ is compared with the parametric maximum likelihood estimator, the rank-based estimator, and the least squares estimator, which are implemented in R package aftgee (see Chiou et al., 2014, for the details about this package and for more references) for the right-censored data with uniform(0, c) right-censoring variable with chosen c to achieve the specified censoring rates 30% and 70%. From the results of this simulation given in Table 2 we see that the proposed method performs better than the rank and the least squares methods, similar to (even better than) the parametric method if censoring rate is low (high). 
Breast Cosmesis Data
This dataset as described in Finkelstein & Wolfe (1985) and Finkelstein (1986) is used to study the cosmetic effects of cancer therapy. The time-to-breastretractions in months (T ) were subject to interval censoring and were measured for 94 women among them 46 received radiation only (X = 0) (25 rightcensored, 3 left-censored and 18 interval censored) and 48 received radiation plus chemotherapy (X = 1) (13 right-censored, 2 left-censored and 33 interval censored). The right-censored event times were for those women who did not experienced cosmetic deterioration. The therapy effect on the event time was assessed by many authors. For example, Hanson & Johnson (2004) fitted the data by a Bayesian AFT model using the mixture of Dirichlet processes (Antoniak, 1974) to approximate the baseline survival function and obtained an estimated effect 0.57; Tian & Cai (2006) fitted the data by the AFT model using a Markov chain Monte Carlo based resampling method and obtained an estimated effect 0.52 with standard error 0.16; and Zhang & Davidian (2008) used a so-called "seminonparametric density" estimator of Gallant & Nychka (1987) and obtained estimated effect 0.95 with standard error 0.280.
The estimated survival curves are shown in Figure 1 whereS E andS B represent, respectively, the NPMLE and the MABLE of S based on each of the two samples, andŜ B (· | x) represents the proposed estimate based on the combined sample using AFT model or the estimate of Guan (2019b) using PH model. From this figure it can be seen that, although the two models give similar estimates for radiation and chemotherapy and for radiation only up to about 45 months, the AFT model fit the data better for months 45 through 60. It is reasonable to believe that the survival probability at month 60 is significantly larger than 0 due to nature and the high percentage of right-censored observations. The AFT model gives an estimated effect 0.572 with standard error 0.123. This is almost the same as the posterior median obtained by Hanson & Johnson (2004) and close to those in Tian & Cai (2006) those given in Finkelstein (1986) , Goetghebeur & Ryan (2000) , Betensky et al. (2002) , and Zhang & Davidian (2008) . The estimated survival curves given by the latter are similar to those of the present paper.
Asymptotic Results
The following assumptions are needed.
(A.1). The support X of covariate X is compact and E(XX T ) is positive definite.
(A.2). For each τ n > 0, there exist ρ > 0 and p 0 = (p 01 , . . . , p 0m ) T such that p 0i ≥ 0 (i = 0, . . . , m),
The positive definiteness of E(XX T ) is equivalent to Pr(c T X = 0) < 1 for all nonzero c ∈ R d . If the right-hand-side of (12) is zero for some m = m 0 , i.e., f m (t; p 0 ) = f 0 (t) for all t ∈ [0, τ n ], then (A.2) is true for all m ≥ m 0 with a zero right-hand-side of (12) (see Lemma 2.2 of Guan, 2017) .
Then, as n → ∞, n −1 H n (γ, f 0 ) converges almost surely to H(γ, f 0 ) which is negative semi-definite. Moreover, under Assumption (A.1), if lim n→∞ n 0 /n < 1 or lim n→∞ n 0 /n = 1 but Pr{f 0 (T ) = c 0 /T | X = 0} < 1 for all c 0 > 0, then H(γ, f 0 ) is negative definite.
Remark 1. Under the conditions of Proposition 3, for n large enough H n (γ, f 0 ) is almost surely negative definite in a neighborhood of γ 0 .
Remark 2. The condition τ 2 0 f 0 (τ 0 ) + τ 0 f 0 (τ 0 ) ≤ 0 is fulfilled if given X = 0 the time T has a truncated Weibull distribution with shape σ and scale κ on [0, τ 0 ], W τ0 (σ, κ), and τ 0 ≥ κ.
We shall study the large sample property of the proposed estimation under the following conditions regarding to uncensored, Case 1, and Case 2 interval censored data. 
Condition 2. The event time T is subject to Case 2 interval censoring, given X = x the observed examination times U = (U 1 , U 2 ) have joint cdf G(·|x) on {(u 1 , u 2 ) ∈ R 2 : 0 < τ l ≤ u 1 < u 2 ≤ τ u }, and τ u < τ n ≤ τ ≤ ∞.
Under (A.1), Condition 0 is satisfied if given X = 0 the time T has a truncated Weibull distribution W τ0 (σ, κ) on [0, τ 0 ]. In the following we assume that Pr(Y 2 e −γ T X ≤ τ ) = 1. We define distance D 2 i (γ, p) under Condition i, i = 0, 1, 2, in the following.
We have the following results about the rate of convergence in terms of the above distances.
Theorem 4. Let n k be the number of observations that are subject to Case k censoring and ρ k = lim n→∞ n k /n, k = 0, 1, 2. Under Assumptions (A.1) and (A.2), if Conditions 0, 1, and 2 are fulfilled and m = Cn 1/ρ for some constant C then, for any α > 1, 2 k=0 ρ k D 2 k (γ,p) = O{(log log n) α /n}, almost surely. Theorem 5. Under the conditions of Theorem 4, if n 0 = n, then χ 2 0 (γ 0 ,p) = O{(log log n) α n −1+4/ρ } and γ − γ 2 = O{(log log n) α /n}, almost surely, for any α > 1; if n 0 = 0, andγ is an estimate such that γ − γ 0 2 = O(n −1+ ) for some > 0, then the MAPLEp(γ) satisfies
Remark 3. From this theorem it follows that if ρ is large then the convergence rate of 2 k=1 ρ k D 2 k (γ 0 ,p) can be very close to O(n −1 ) whenγ is asymptotically normal.
Concluding Remarks
The proposed approximate likelihood method is even better than some parametric methods based on models with known and fixed dimension due to the lack of robustness of such when sample size is small which is often the case in survival analysis of rare disease and reliability analysis for expensive product. Thus approximated models with unknown dimension enjoy the properties of efficiency and nonparametric robustness. Proof. If y 2 e −γ T x ≤ 1, then the negative-definiteness of ∂ 2 m (γ, p; z)/∂p∂p T implies that m (γ, p) is strictly concave on the compact and convex set S m for the fixed γ. By the optimality condition for convex optimization (?) we have thatp is the unique maximizer of m (γ, p) if and only if
where ∇ p m (γ, p) = ∂ m (γ, p)/∂p. Thereforep is a maximizer of m (γ, p) for the fixed γ if and only if
for all j ∈ I m 0 with equality ifp j > 0. The proof is complete.
Proof of Theorem 2
Proof. Following the proof of Theorems 1 and 2 and the Corollary of Peters, Jr. & Walker (1978) we define Π = diag{p} andΨ(p, γ) = ΠΨ(p, γ), where Ψ(p, γ) = [Ψ 0 (p, γ), . . . , Ψ m (p, γ)] T . ThenΨ(p, γ) = n −1 Π∇ p m (γ, p). Its gradient is
For any norm on R m+1 we haveΨ(p, γ) −p = ∇ pΨ (p, γ)(p −p) + O( p − p 2 ). Consider ∇ pΨ (p, γ) as an operator on subspace Z m = {z ∈ R m+1 : 1 T z = 0}. If all components ofp are positive then n −1 ∇ p m (γ,p) = 1, and ∇ pΨ (p, γ) = I m+1 − Q, where Q = −n −1Π ∂ 2 m (γ,p)/∂p∂p T . From (7) and (8) it follows that Q is a left stochastic matrix andp
Define an inner product ·, · by u, v = u TΠ−1 v for u, v in Z m . It can be easily shown that, with respect to this inner product, Q is symmetric and positive semidefinite on Z m :
Let λ 0 and λ m be the smallest and largest eigenvalues of Q associated with eigenvectors in Z m . Then the operator norm of ∇ pΨ (p, γ) on Z m w.r.t. this inner product equals max{|1 − λ 0 |, |1 − λ m |}. It is clear that 0 ≤ λ 0 ≤ λ m ≤ 1 because Q is a left stochastic matrix. Because ∂ 2 m (γ,p)/∂p∂p T < 0 we have λ 0 > 0. Similar to the proof of Theorem 2 of Peters, Jr. & Walker (1978) the assertion of theorem follows. Ifp contains zero component(s), sayp j = 0, j ∈ J 0 , deleting the j-th row and j-th column of the vectors and matrices in the above proof for all j ∈ J 0 we can show that the iterates p 
Proof of Proposition 3
Proof. The derivatives of (γ,
. The latter ensures lim y→∞ y 2 f 0 (y) = 0. Therefore we have lim y→∞ y k+1 f (k) 0 (y) = 0, k = 0, 1.
By (19) and the SLLN we have, as n → ∞,
where ρ k is the probability that T is Case k censored so that ρ 0 + ρ 1 + ρ 2 = 1, and I k (x) (k = 0, 1, 2) are given below.
For Case 0 data, using substitution t = ye −γ T x we have
It follows from (20) if τ 0 = ∞ and the assumption τ 2
for all x ∈ X . Therefore Pr{f 0 (T ) = c 0 /T | X = 0} < 1, for all c 0 > 0, implies that I 0 (x) > 0 for all x ∈ X .
For Case 1 data,
Similarly, for Case 2 data, we have
is the same as in (15). Clearly I k (x) > 0 for k = 1, 2 and all x ∈ X . The negativedefiniteness of H(γ, f 0 ) follows. The proof is complete.
Proof of Theorem 4
Proof. Assume that the data are arranged so that δ i = k for i = n k−1 +1, . . . , n k , k = 0, 1, 2, where n −1 = 0. Let γ 0 be the true value of γ. DefineR(γ, p) = { (γ 0 , f 0 ) − m (γ, p)}/n. By (6) and Taylor expansion we obtaiñ
By Stirling formula, for all real x,
All the large sample statements in the following proofs are almost sure.
If ρ 0 > 0, under Condition 0, by the LIL and Kolmogorov's SLLN we havẽ
By the LIL we havẽ
By (22) we get
Under Conditions 1 and 2, if ρ k > 0, k = 1, 2, similar to the proof of Proposition 3, we haveR 11 (γ, p) = O{ 
Proof of Theorem 5
Proof. Theorem 4 implies that γ − γ 0 2 = O{(log log n) α /n} under Assumption (A.1) and Condition 0. By the reverse triangular inequality we have χ 2 0 (γ, p) ≥ {χ 0 (γ 0 , p) −χ 0 (γ, p)} 2 .
wherẽ
Noting that |f m (t; p)| ≤ C 2 m 2 , Theorem 4 with i = 0, together with (28), imply that χ 2 0 (γ 0 ,p) = O{(log log n) α n −1+4/ρ }.
Under Condition 1, by trianglar inequality
We also have D 2 1 (γ, p) ≥ {D 1 (γ 0 , p) −D 1 (γ, p)} 2 .
Noting that f m (t; p) ≤ (m + 1)/τ n we have,
Because X is compact and 0 < τ l < τ u < ∞,
For any fixed γ ∈ B n, , if m = Cn 1/ρ and D 2 1 (γ 0 , p) = n −1+ +2/ρ for any > , we can show that there exists an η > 0 so thatR(γ, p) ≥ ηn −1+ +2/ρ , a.s.. While at p = p 0 we have, by (29),R(γ, p) = O(n −1+ +2/ρ ), a.s.. Thus for any fixed γ ∈ B n, , the maximizer p(γ) of m (γ, p) satisfies D 2 1 {γ 0 , p(γ)} ≤ n −1+ +2/ρ whenever > .
Under Condition 2, D 2 2 (γ, p) ≤ 2D 2 2 (γ, p) + 2D 2 2 (γ 0 , p) and D 2 2 (γ, p) ≥ {D 2 (γ 0 , p) −D 2 (γ, p)} 2 , wherẽ The proof under Condition 2 is similar to that under Condition 1.
