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Abstract
The space of diffeomorphisms of the circle modulo boundary values
of conformal maps of the disk. The Sobolev 3/2 norm on the tangent
space space at id of the space of diffeomorphisms of the circle modulo
boundary values of conformal maps of the disk induces the only Ka¨hler left
invariant metric defined up to a constant on the space of diffeomorphisms
of the circle modulo boundary values of conformal maps of the disk. We
proved before that the completion of the holomorphic tangent space at
the identity of the space of diffeomorphisms of the circle modulo boundary
values of conformal maps of the disk with respect to the Sobolev 3/2 norm
can be embedded as a closed Hilbert susbspace into the tangent space
at a point of the Segal-Wilson Grassmannian. It was established in our
previous paper that the natural metric on the Segal-Wilson Grassmannian
∗The author was supported by Max-Plank Institute fur Mathematik, Bonn during the
preparation of this paper.
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is Ka¨hler has a negative sectional curvature in the holomorphic direction
bounded away from zero and the exponential map is a complex analytic
biholomorphic map from the tangent space of a given point of the Segal-
Wilson Grassmannian to the Segal-Wilson Grassmannian. In this paper
we prove that the completion of the space of diffeomorphisms of the circle
modulo boundary values of conformal maps of the disk with respect to
the left invariant Ka¨hler metric is complex analytically isomorphic to the
closed totally geodesic closed Hilbert submanifold in the Segal-Wilson
Grassmannian using the exponential map. The new proof is much simpler
and avoid the technical proof that the change of the coordinates is complex
analytic.
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1 Introduction
1.1 General Remarks
The recent developments in string theory and the study of the theory of infi-
nite dimensional completely integrable systems renew the interest in the study
of differential geometric properties of infinite dimensional complex manifolds.
Donaldson in [5] and [6] proposed the study of the existence of canonical metrics
on certain complex manifolds by the study of the differential geometry of some
infinite dimensional manifolds.
The geometric aspects of the space T∞ := Diff∞+
(
S1
)
/PSU1,1 , where
Diff∞+
(
S1
)
is the group of C∞ diffeomorphisms of the circle preserving the
orientations and, PSU1,1 is the group of conformal maps of the unit disk re-
stricted to its boundary were studied in [19]. It is a well known fact that there
exists a unique up to constant left invariant Ka¨hler metric on T∞. In [19] we
prove that the holomorphic curvature of the left invariant Ka¨hler metric on T∞
is negative. We prove that the completion of T∞ with respect to the left invari-
ant Ka¨hler metric defines Hilbert complex manifold structure on T∞ modeled
by the Sobolev 3 /2 norm.
In this paper we give a new proof of one of the main Theorems in [19]:
Theorem. The completion T3/2 of T∞ with respect to the left invariant
Ka¨hler metric defines Hilbert complex manifold structure on T∞ modeled by the
Sobolev 3 /2 norm.
The proof presented here is much simpler than the proof we gave in [19].
Our new proof is purely differential geometric. It is based on two facts. We
can embed the tangent space Tid,T∞ at id ∈ T∞ into the tangent space at
some point isomorphic to the Hilbert space of Hilbert-Schmidt operators onto
T∞ of the Segal-Wilson Grassmanian Gr∞ isometrically. We observed that the
exponential map defined by the left invariant Ka¨hler metric onGr∞ is a complex
analytic diffeomorphism from the tangent space at any point onto Gr∞. Thus
T3/2 is the image of the completion of Tid,T∞ in the tangent space at some point
of Gr∞ under the exponential map. Thus we avoid the technical check that the
transition functions of one open set to another are complex analytic functions.
In this paper we simplified also the proof of the embedding Theorem given
in [19]. We gave a necessary and sufficient condition for the boundary values
on the unit circle of a holomorphic function to have −3/2 finite Sobolev norm.
This fact is simple and helps to simplify the proof of the embedding Theorem.
A Theorem of Kuiper states that any Hilbert manifold is isomorphic to an
open set in a Hilbert space. We believe that our proof of the compatibilities of
the unique Ka¨hler metric and the complex analytic Hilbert manifold modeled
after 3 /2 Sobolev, norm is very natural and simple in view of the above Theorem
of Kuiper.
Some of the results in the paper [20] are closely related to our results obtained
in [19].
We have included an Appendix in which we gave proofs of the two main
results obtained in [19] about the properties of the left invariant metric that we
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use in the paper. This is done to make the paper completely self contained.
Acknowledgement 1 The second author would like to thank R. Friedrich and
B. Khesin for their interest in this work and the help in improving the paper.
R. Friedrich pointed out that the paper [3] maybe is related to our paper.
1.2 Outline of the Proof of the Existence of Sobolev 3/2
Hilbert Complex Structure on T∞
The new proof of that the completion of T∞ with respect to the left invariant
Ka¨hler metric defines Hilbert complex manifold structure on T∞ modeled by
the Sobolev 3 /2 norm is based on three facts:
Fact 1. Let µψ(z) :=
(
1− |z|2
)2
ψ (z) , ψ (z) is an antiholomorphic function
on the unit disk D, and
ψ (z)|S1 ∈ H−3/2S1,h , (1)
where H
−3/2
S1,h is the space of the restrictions of holomorphic functions on the
unit circle with finite −3/2 Sobolev norm. Then we have
sup
|z|<1
|µψ(z)| = ‖ψ (z)‖L∞(D) < Cψ <∞. (2)
This fact was proved also independently and very elegantly in [20].
Fact 2. Let us define
H
−1,1 (D) :={
µψ(z)
∣∣∣‖|µψ(z)|‖L∞
D
<∞, ∂ψ (z) = 0, & ψ (z)|S1 ∈ H−3/2S1
}
. (3)
We will define a Hilbert structure on H−1,1 (D) . It will be based on the following
non degenerate L2 pairing on the unit disk D, H−1,1 (D)×H−3/2S1,h → C given by
〈µψ(z), η (z)〉|S1 =
√−1
2pi
∫
D
(
1− |z|2
)2
ψ (z) (z)η (z)dz ∧ dz =
√−1
2pi
∫
D
µψ(z)η (z)dz ∧ dz. (4)
Direct computations show∣∣∣∣∣∣
√−1
2pi
∫
D
µψ(z)η (z)dz ∧ dz
∣∣∣∣∣∣ =
∣∣∣∣〈ψ (z)|S1 , η (z)|S1〉H−3/2
S1,h
∣∣∣∣ <∞.
H−1,1 (D) is the L2 dual toH−3/2S1,h by the pairing (4) and thus it is isomorphic
to H
3/2
S1,h. We will give an explicit isomorphism between H
−1,1 (D) and H3/2S1,h.
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Let
ψ (z) =
∑
n≥2
anz
n−2 and Ψ
(
1
z
)
=
∑
n≥2
an
n(n+ 1)(n+ 2)
(
1
z
)n−2
. (5)
It is easy to see that (1) implies
Ψ
(
1
z
)∣∣∣∣
S1
∈ H3/2S1 (6)
Consider the map ̥ : H−1,1 (D)→ H3/2S1 given by
̥ (µψ(z)) = Ψ
(
1
z
)∣∣∣∣
S1
. (7)
We define a Hilbert norm of H−1,1 (D) as follows:
‖µψ(z)‖2H−1,1(D) = ‖Ψ(z)‖2H3/2
S1
. (8)
We will show that completion of the tangent space Tid,T∞ with respect to the
left invariant metric is isomorphic to the Hilbert space H−1,1 (D) with the norm
defined by (8) .
This observation has the following interpretation; The space H
−3/2
S1,h can be
identified with a quadratic differentials
ψ
(
1
z
)(
d
(
1
z
))⊗2
which is isomorphic to completion of the holomorphic cotangent space Ω1,0
T∞
with
respect to the left invariant Ka¨hler metric when ψ
(
1
z
)∣∣
S1
∈ H−3/2S1,h . H−1,1 (D) ≅
H
3/2
S1,h can be identified with the completion of the tangent space Tid,T∞ and the
duality is given by the contraction of ψ
(
1
z
) (
d
(
1
z
))⊗2
with the Poincare metric
on D. The Poincare metric induces the left invariant Ka¨hler metric on T∞. Thus
the space H−1,1 (D) consists of harmonic Beltrami differentials µψ
(
dz ⊗ ddz
)
with respect to left invariant Ka¨hler metric.
Fact 3. In this paper we give a new and simpler proof of the following fact
proved in [19]; The map
ι : µψ(z)→ ker
(
∂ − µψ∂
)
where µψ is such that ‖µψ‖L∞(D) ≤ k < 1 is an embedding into TH+,Gr∞ .
From here we can conclude that ι
(
H−1,1 (D)
)
is closed Hilbert subspace in the
tangent space TH+,Gr∞ which is the Hilbert space of Hilbert-Scmidt operators
T : H+ → H−. H+(H−) are the space of the boundary values holomorphic
(antiholomorphic) functions in the unit disk with a finite L2(S1) norm. From
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here we can conclude that ι
(
H−1,1 (D)
)
is closed Hilbert subspace in the tangent
space TH+,Gr∞ .
We observed in [19] that the left invariant metric on Gr∞ is Ka¨hler and it
has a negative holomorphic sectional curvature bounded away from zero. From
this fact we derived that the exponential map
exp : TH+,Gr∞ → Gr∞
is a complex analytic diffeomorphism.
Nag proved that T∞ together with the left invariant Ka¨hler metric can be
embedded isometrically into Gr∞. Thus we can conclude that the left invariant
Ka¨hler metric on T∞ modeled by the Sobolev 3/2 space of Tid,T∞ has a negative
holomorphic sectional curvature bounded away from zero. The result of Nag
implies that the completion T3/2 of T∞ with respect to the left invariant Ka¨hler
metric on T∞ will be complex analytically isomorphic to the totally geodesic
complex analytic Hilbert submanifold exp
(
ι
(
H−1,1 (D)
))
in Gr∞.
2 Preliminary Material
2.1 Basic Notations and Definitions
Notation 2 Let D := {z ∈ C ||z| < 1} and D∗ := {1z ∈ C ||z| < 1} . We recall
that the Schwarzian derivative of an analytic function f is defined by
[S(f)] (z) def= f
′′′
f ′
− 3
2
(
f ′′
f ′
)2
.
Definition 3 Let ψ(z) be antiholomorphic function in the unit disk. Suppose
that sup
z∈D
∣∣∣∣(1− |z|2)2 ψ(z)∣∣∣∣ ≤ k < 1. Define
µψ(z) =
{ (
1− |z|2
)2
ψ(z), z ∈ D
0, z /∈ D
. (9a)
Then by abuse of notation define the Beltrami differential
µψ := µψ(z)
(
dz ⊗ ∂
∂z
)
.
Notation 4 We will call the operator ∂µψ := ∂ − µψ(z)∂ Beltrami operator.
This space we will denote it by H1,11 (D) .
We will used the following Theorem of Ahlfors and Weill stated bellow. The
proof can be found in page 100 of [7]:
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Theorem 5 Let Ψ(z) : D∗ → C be an univalent function that can be extended
to a quasi-conformal map of the Riemann sphere CP1. Let
Ψ(z) = z +
∞∑
k=1
ak
(
1
z
)k
, S [Φ (z)|
D∗
] =
∞∑
k≥4
bk (z)
−k (10)
for |z| < 1. Let
µψ(z) =
{
− 12
(
1− |z|2)2 S[Φ(z)|D∗ ](z)z4 , |z| < 1
0, |z| ≥ 1 (11)
Then, for the quasi-conformal mapping Φµψ on the Riemann sphere satisfying(
∂ − µψ(z)∂
)
Φµψ (z) = 0
we have that ψ (z) = S [Φ (z)|
D∗
] and Φµψ (z)
∣∣
D∗
= Ψ(z) is the univalent func-
tion on D∗ defined by (10).
Definition 6 We will define: T∞ := Diff∞+
(
S1
)
/PSU1,1 .
Definition 7 Let M be an even dimensional C∞ manifold, T be the tangent
bundle and T ∗ be the cotangent bundle on M. We will say that M has an almost
complex structure if there exists a section I ∈ C∞(M,Hom(T ∗, T ∗)) such that
I2 = −id.
This definition is equivalent to the following one:
Definition 8 Let M be an even-dimensional C∞ manifold. If T ∗
M
⊗C = Ω1,0
M
⊕
Ω1,0
M
is a global splitting of the complexified cotangent bundle such that Ω0,1
M
=
Ω1,0
M
, then we will say that M has an almost complex structure.
Definition 9 We will say that an almost complex structure is an integrable one,
if for each point x ∈M there exists an open set U ⊂M such that we can find local
coordinates z1, .., zn such that dz1, .., dzn are linearly independent at each point
m ∈ U and they generate Ω1,0|U .
Notation 10 We define:
H+ =
f(z) ∈ H(D)| f(z) =∑
n≥0
anz
n & ‖f(z)‖2 =
∑
n≥0
|an|2 <∞
 (12)
and
H− =
g(z) ∈ H(D∗)| f (z) =∑
n≥1
bnz
−n & ‖g (z)‖2 =
∑
n≥0
|bn|2 <∞
 . (13)
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Definition 11 We define HαS1,h to be the space of all holomorphic functions
g(z) on D∗ such that the restriction of g (z) on the boundary S1 of D∗ is an
element of the Hilbert space with a Sobolev α norm, i.e.
‖g‖2α =
∞∑
n=0
n2α |bn|2 <∞,
where α is any real number.
Remark 12 In this paper, for convenience, we shall use the following notation
to the norms 3/2 and −3/2, which are equivalent to the Sobolev 3/2 and −3/2
norms:
‖g‖23/2 :=
∞∑
n=2
n
(
n2 − 1) |an|2 and ‖g‖2−3/2 := ∞∑
n=2
|an|2
n (n2 − 1) .
Remark 13 Let ψi(θ) =
∞∑
k≥2
aike
−i(k−2)θ ∈ Hp/qS1,h be two complex valued func-
tions on S1. The L2S1 pairing between H
p/q
S1,h and H
−p/q
S1,h is defined by
〈ψ1, ψ2〉 =
∞∑
k=2
a1ka
2
k. (14)
The pairing (14) is a non-degenerate pairing.
2.2 Left Invariant Ka¨hler Structures on Diff∞+ (S
1) /PSU1,1
The complexified tangent space Tid,Diff∞+ (S1)/PSU1,1 at the identity can be de-
scribed as follows:
Tid,Diff∞+ (S1)/PSU1,1 ⊗ C =
f(θ) ddθ
∣∣∣∣∣∣f(θ) =
∑
n6=0,±1
ane
inθ
 .
Thus we have a splitting:
Tid,Diff∞+ (S1)/PSU1,1 ⊗ C = T
1,0
id,Diff∞+ (S
1)/PSU1,1
⊕ T 1,0id,Diff∞+ (S1)/PSU1,1 ,
where
T 1,0id,Diff∞+ (S1)/PSU1,1
=
{
f(θ)
d
dθ
∣∣∣∣∣f(θ) =∑
n>1
cne
i(n−2)θ
}
.
The complexified tangent space Tid,Diff∞+ (S1)/PSU1,1 at the identity is presented
as follows
Tid,Diff∞+ (S1)/PSU1,1 = T
1,0
id,Diff∞+ (S
1)/PSU1,1
⊕ T 1,0id,Diff∞+ (S1)/PSU1,1 .
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Thus a left invariant almost complex structure on the coadjoint orbit and T∞ :=
Diff∞+ (S
1) /PSU1,1 was defined. It is proved in [16] that this complex structure
is integrable.
We will define the analogue of the Weil-Petersson metric on T∞. It is proved
in [9], [3], [22] and [21] that the Weil-Petersson metric is unique left invariant
Ka¨hler metric defined up to a constant on T∞.
Definition 14 Let
f(θ)
d
dθ
=
(∑
n>1
ane
i(n−2)θ
)
d
dθ
∈ T 1,0id,Diff∞+ (S1)/PSU1,1 .
Then the norm
∥∥f(θ) ddθ∥∥W.P. of f(θ) ddθ is given by∥∥∥∥f(θ) ddθ
∥∥∥∥2
W.P.
=
∑
n>1
n
(
n2 − 1)
12
|an|2 . (15)
3 Preliminary Results
3.1 H
−3/2
S1,h
and the L∞ Norm
Theorem 15 Let H
−3/2
S1,h be the Hilbert space defined by Definition 11. Let
|z} ≤ 1. Suppose that ψ (z) =
∞∑
n=2
an
(
1
z
)n−2
is a holomorphic function de-
fined on D∗ such that ψ (z) |S1 ∈ H−3/2S1,h . Let ψ (z) =
∞∑
n=2
an (z)
n−2
. Then(
1− |z|2)2 |ψ (z) | < C for z ∈ D, i.e. |z| < 1.
Proof: The proof of Theorem 15 can be find in [20]. We will repeat the
proof given in [20]. The condition ψ(z) |S1 ∈ H−3/2S1,h means that we have
‖ψ‖2
H
−3/2
S1,h
:=
∑
n≥2
|an|2
n (n2 − 1) <∞ . (16)
Let bn :=
an√
n(n2−1) . Then Cauchy-Schwarz inequality implies that
|ψ (z)| ≤
∣∣∣∣∣
∞∑
n=2
n
(
n2 − 1) |bn|2
∣∣∣∣∣
1/2 ∣∣∣∣∣
∞∑
n=2
n
(
n2 − 1) |z|2n−4∣∣∣∣∣
1/2
(17)
for every z ∈ D. Since∣∣∣∣∣
∞∑
n=2
n
(
n2 − 1) |z|2n−4∣∣∣∣∣ = 6(
1− |z|2
)2 (18)
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we get that (17) and (18) imply that
(
1− |z|2)2 |ψ (z)| ≤ C. So Theorem 15 is
proved. 
Theorem 16 Suppose that ψ (z) =
∞∑
n=2
anz
n is a holomorphic function defined
on D such that ψ (z) |S1 ∈ H−3/2S1,h . Then for some real α such that 0 < α < 1
we have
lim
|z|→1
|z|<1
|ψ (|z|)|
(1− |z|)a = Cψ <∞ (19)
Proof: Since ψ (z) is an atiholomorphic function, then the maximum prin-
ciple shows that the function max
r=|z|<1
|ψ (|z|)| = ψ(r) is an increasing function.
Suppose that lim
r→∞
ψ(r) =∞. Theorem 20 implies that(
1− |r|2
)2
ψ(r) = (1− |r|)2 (1 + |r|)2 ψ(r) < C.
So we get that
lim
r→∞
ψ(r)
(1− |r|)α = Cψ <∞ (20a)
for some 0 < α < 2. Easy computations in polar coordinates show that∫
D
(
1− |z|2
)2
|ψ(z)|2 dz ∧ dz = ‖ψ (z) |S1 ‖2H−3/2
S1,h
.
Thus the assumption that ψ (z) |S1 ∈ H−3/2S1,h implies that∣∣∣∣∣∣
∫
D
(
1− |z|2
)2
|ψ(z)|2 dz ∧ dz
∣∣∣∣∣∣ <∞ (21)
Using polar coordinates (21) implies that
1∫
0
((1− |r|) (1 + |r|) |ψ(r)|) dr < 4
1∫
0
((1− |r|) |ψ(r)|) dr <∞.
The last inequality and (20a) imply that
lim
0<r<1, r→1
sup
|z|=|r|
|ψ(z)| (1− r)−α = C > 0
for 0 < α < 1. Theorem 16 is proved. 
Corollary 17 Let ψ(z) |S1 ∈ H−3/2S1,h . Then(
1− |z|2)2 ψ(z)( d
dz
⊗ dz
)∣∣∣∣
D∗
= 0. (22)
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3.2 Duality
Theorem 18 Let ψ(z) =
∞∑
n=2
an (z)
n−2 and ψ(z) |S1 ∈ H−3/2S1,h . Let us define
the linear functional Lψ on H
−3/2
S1,h as follows:
Lψ(η(z)) :=
1
2pii
∫
D
(
1− |z|2
)2
ψ(z)η (z)dz ∧ dz. (23)
where η(z) is a holomorphic function on D∗ such that η(z) |S1 ∈ H−3/2S1,h . Then
1. The linear functional Lψ(η(z)) defined by (23) is continuous,
2. The map
ψ(z) |S1 = ψ(z) |S1 ∈ H−3/2S1,h → Lψ ∈ H
3/2
S1, = Hom
(
H
−3/2
S1,h ,C
)
is a canonical isomorphism between H
−3/2
S1,h and its dual H
3/2
S1,h with respect to
the L2S1 .
3. Let Ψ(z) be defined by (5) . Then we have the following formula:
Lψ(η(z)) = 〈Ψ(θ) , η(θ)〉L2(S1) = 〈ψ(θ), η(θ)〉H−3/2
S1,h
. (24)
The map ψ → Ψ defines an isomorphism between H3/2S1,h and Hom
(
H
−3/2
S1,h ,C
)
.
Proof: Now we will proceed with proof of Theorem 18.
Lemma 19 Let |z| < 1. Let ψ (z) =
∑
n>1
an
(
1
z
)n−2
be a holomorphic function
in D∗ such that ψ (z) |S1 ∈ H−3/2S1,h . Let us define Ψ(z) by (5) . Then
Ψ(z) |S1 = Ψ(θ) ∈ H3/2S1,h & ‖Ψ‖2H3/2
S1,h
= ‖ψ‖2
H
−3/2
S1,h
.
Proof: Let ψ (z) =
∞∑
n≥2
an(z)
n−2 be the antiholomorphic function in the unit
disk D defined by the coefficients an of ψ(z) by . The assumption ψ (z) |S1 ∈
H
−3/2
S1,h implies that
‖ψ‖2
H
−3/2
S1,h
=
∞∑
n=2
|an|2
n (n2 − 1) <∞.
The definition (5) of Ψ (z) =
∞∑
n=0
bn (z)
n states that the coefficients bn of Ψ (z)
are given by bn =
an
n(n2−1) . From here we get that Sobolev 3 /2 norm of Ψ (z) |S1
is given by
‖Ψ‖2
H
3/2
S1,h
=
∞∑
n=2
(
n
(
n2 − 1)) |bn|2 = ∞∑
n=2
n
(
n2 − 1) |an|2
(n (n2 − 1))2
=
11
∞∑
n=2
|an|2
n (n2 − 1) = ‖Ψ(z)‖
2
H
3/2
S1,h
= ‖ψ(z)‖2
H
−3/2
S1,h
<∞.
Lemma 19 is proved. 
Lemma 20 Let ψi (z) be two holomorphic functions in D
∗ such that
ψi (z) |S1 = ψi(θ) =
∞∑
n=2
aine
−2pii(n−2)θ ∈ H−3/2S1,h .
Let ψi(z) =
∞∑
n=2
ain (z)
n−2
be the anti holomorphic functions on D such that
ψi (z) |S1 = ψi(θ). Then the following formulas hold:
〈ψ1(θ), ψ2(θ)〉
H
−3/2
S1,h
:=
1
2pi
∫
D
(1− |z|2)2ψ1(z)ψ2(z)dz ∧ dz <∞ (25)
Proof: The definition of the Hardy space H
−3/2
S1,h
implies
ψi (z) ∈ H−3/2S1,h ⇐⇒ ‖ψi‖
2
H
−3/2
S1,h
=
∞∑
n=2
∣∣ain∣∣2
n (n2 − 1) <∞ (26)
for i = 1 and 2. By the definition of the scalar product in the Hilbert space
H
−3/2
S1,h we have 〈
ψ1(θ), ψ2(θ)
〉
H
−3/2
S1,h
=
∞∑
n=2
a1na
2
n
n (n2 − 1) . (27)
Direct computations show that
1
2pi
∫
D
(1 − |z|2)2ψ1(z)ψ2(z)dz ∧ dz =
1∫
0
(
1− r2)2( ∞∑
n=2
a1na
2
nr
2n−1
)
dr =
∞∑
n=2
a1na
2
n
n (n2 − 1) . (28)
The facts that ψ1 (z) & ψ2 (z) |S1 ∈ H−3/2S1,h and Cauchy-Schwarz inequality
imply that the power series in (28) converges. Comparing formula (28) with
(27) we derive formula (25). Lemma 20 is proved. 
Lemma 21 Let ψ(z) be a holomorphic function in D such that ψ (z) ∈ H−3/2S1,h .
Then for each holomorphic function η (z) on D∗ such that η (z) |S1 ∈ H−3/2S1
and ‖η‖2
H
−3/2
S1,h
= 1, we have
max
‖η‖2
H
−3/2
S1,h
=1
|Lψ (η)| = 〈Ψ(θ) , ψ(θ)〉L2(S1) = ‖ψ‖2H−3/2
S1,h
= ‖Ψ‖2
H
3/2
S1,h
. (29)
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Proof: (26), (28) , the definition Lψ(η(θ)) = 〈ψ, η〉
H
−3/2
S1,h
and Cauchy-
Schwarz inequality imply that
|Lψ(η(θ))| =
∣∣∣∣〈ψ, η〉H−3/2
S1,h
∣∣∣∣2 ≤ ‖ψ‖2H−3/2
S1,h
‖η‖2
H
−3/2
S1,h
.
Since we assumed that ‖η‖2
H
−3/2
S1,h
= 1 then
|Lψ(η(θ))| =
∣∣∣∣〈ψ, η〉H−3/2
S1,h
∣∣∣∣2 ≤ ‖ψ‖2H−3/2
S1,h
.
Let η = ψ‖ψ‖ . So we have
∣∣∣∣Lψ ( ψ‖ψ‖(θ)
)∣∣∣∣ =
∣∣∣∣∣∣
〈
ψ,
ψ
‖ψ‖
〉
H
−3/2
S1,h
∣∣∣∣∣∣
2
= ‖ψ‖2
H
−3/2
S1,h
.
The definition (3) of Ψ(z) implies that
‖Ψ(z)|S1‖2H3/2
S1,h
=
∑
n≥1
|an|2
n(n+ 1)(n+ 2)
= ‖ψ‖2
H
−3/2
S1,h
.
Lemma 21 is proved. 
According to Lemma 21 we have
max
‖ψ2‖2
H
−3/2
S1,h
=1
|Lψ1(ψ2(θ))| = ‖ψ1‖2H−3/2
S1,h
.
Formula (25) , the expressions for Ψ (θ) given by (5) and η(z) |S1 ∈ H−3/2S1,h
imply that
〈Ψ(θ) , η (θ)〉
L2(S1) = 〈ψ, η〉H−3/2
S1,h
=
∑
n>1
anbn
n(n2 − 1) . (30)
This fact implies that the linear functional Lψ defined by (23) is continuous on
H
−3/2
S1,h . Thus Lψ ∈
(
H
−3/2
S1,h
)∗
= H
3/2
S1,h and the map
ψ ∈ H−3/2S1,h → Lψ ∈
(
H
−3/2
S1,h
)∗
= H
3/2
S1,h (31)
is linear and continuous. Formula (28) implies that since we can choose ψ1 = ψ2,
the map (31) has zero kernel. Part 1 and 2 of Theorem 18 are proved. 
Let η(z) be any antiholomorphic function on D such that
η(z) |S1 = η (θ) =
∑
n>1
bne
−i(n−2)θ ∈ H−3/2S1,h .
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Formula (25) , the expressions for Ψ (θ) given by (5) and η(z) |S1 ∈ H−3/2S1,h
imply that
〈Ψ(θ) , η (θ)〉
L2(S1) = 〈ψ, η〉H−3/2
S1,h
=
∑
n>1
anbn
n(n2 − 1) . (32)
Comparing (25) and (32) we get that
〈ψ (θ) , η (θ)〉
H
−3/2
S1,h
=
∫
D
(1− |z|2)2ψ(z)η(z)dz ∧ dz = 〈Ψ(θ) , η (θ)〉
L2(S1) . (33)
Thus part 3 of Theorem 18 is proved.  Theorem 18 is proved. 
3.3 Geometric Interpretation of the Duality
The motivation for the proof of Theorem 22 is the generalization of the following
fact about the finite dimensional Teichmu¨ller Theory to the infinite dimensions.
Let R be a Riemann surface of genus g greater than, or equal to two. Let g0
be the metric with constant curvature in R. Let Tg be the Teichmu¨ller space of
all Riemann surfaces of genus g. It is a well known fact that the holomorphic
tangent space TτR,Tg is isomorphic to the space H
1
(
R, T 1,0R
)
of harmonic (0, 1)
forms with coefficients in the holomorphic tangent bundle with respect the met-
ric of constant curvature on R. The cotangent space Ω1,0τR,Tg is isomorphic to the
space H0
(
R,
(
Ω1,0R
)⊗2)
of holomorphic quadratic differentials. See [1].
The Serre duality
(
H0
(
R,
(
Ω1,0R
)⊗2))∗
= H1
(
R, T 1,0R
)
, is given explicitly
as follows; Let z = x+ iy,
ψ(z) (dz)⊗2 ∈ H0
(
R,
(
Ω1,0R
)⊗2)
and 4dx⊗dy
(1−x2−y2)2 be the metric with constant curvature on D, which is the uni-
versal cover of R. Then(
ψ(z) (dz)
⊗2
)
y
((
1− |z|2
)2 d
dz
⊗ d
dz
)
=
(
1− |z|2
)2
ψ(z)
(
dz ⊗ d
dz
)
∈ H1
(
R, T 1,0R
)
.
will be a harmonic element of H1
(
R, T 1,0R
)
with respect to g0.
Theorem 22 The completion of Tid,T∞ with respect to the left invariant Ka¨hler
metric on T∞ is a Hilbert space (Tid,T∞)
3/2
isomorphic to to H
3/2
S1,h. The com-
pletion of Ω1,0id,T∞ with respect to the left invariant Ka¨hler metric on T
∞ is a
Hilbert space
(
Ω1,0id,T∞
)−3/2
isomorphic to to H
−3/2
S1,h .
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Proof: The proof of Theorem 22 follows from the following Lemma:
Lemma 23 1. The holomorphic cotangent bundle Ω1id,T∞ at id ∈ T∞ is canon-
ically isomorphic to the spaceψ (z) (dz)⊗2∣∣∣ψ (z) =∑
n≥2
an (z)
n
and |z| < 1
 , (34)
where ψ (z)|S1 is a C∞ function. 2. The holomorphic tangent space Tid,T∞ at
id ∈ T∞ can be identified with all Beltrami differentials
(1 − |z|2)2ψ (z)
(
dz ⊗ d
dz
)
= µψ
(
dz ⊗ d
dz
)
, (35)
where ψ (z)|S1 is a C∞.
Proof of part 1: According to [17] the space T∞ can be viewed as the
deformation space of all complex structures on the unit disk D. The holomorphic
cotangent bundle Ω1id,T∞ at id ∈ T∞ can be identified with the space of all
holomorphic quadratic differentials
ψ
(
1
z
)(
d
(
1
z
))⊗2
= z4ψ
(
1
z
)
(dz)⊗2 , (36)
where ψ
(
1
z
)
is the Schwarzian of a univalent function Φ
(
1
z
)
on the complement
of the unit disk. This follows from Theorem 5. So we have
ψ
(
1
z
)
=
∑
n≥4
an
(
1
z
)n
and it is a complex analytic function in C − D = D∗ such that ψ ( 1z )∣∣S1 is a
C∞. We can canonically continue ψ
(
1
z
)∣∣
S1
to an antiholomorphic function
ψ (z) =
∑
n>0
an (z)
n
(37)
in D. Thus (36) and (37) imply (34) . 
Proof of part 2: According to [21] the left invariant Ka¨hler metric on T∞
is defined as follows on Ω1id,T∞ :
√−1
2pi
∫
D
ψ1 (z) (dz)
⊗2 ψ2 (z)
(
dz
)⊗2 (
1− |z|2)2 d
dz
∧ d
dz
=
√−1
2pi
∫
D
(
1− |z|2)2 ψ1 (z)ψ2 (z)dz ∧ dz.
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Since we know that the metric gives a canonical isomorphism between Ω1id,T∞
the conjugate of the tangent space Tid,T∞ we derive thatTid,T∞ can be identified
with all Beltrami differentials
(1 − |z|2)2ψ (z)
(
dz ⊗ d
dz
)
= µψ
(
dz ⊗ d
dz
)
,
where ψ (z)|S1 are C∞ functions. So (35) is proved. 
Theorem 18 and Lemma 23 imply Theorem 22. 
Corollary 24 Let |z| < 1, ψ(z) =
∑
n=2
an
(
1
z
)n−2
be a holomorphic function on
D∗. We already proved that the quadratic differential ψ(z)d
(
1
z
)⊗2 ∈ Ω1,0id,T∞ .
Then the Weil-Petersson norm of the quadratic differential ψ(z)d
(
1
z
)⊗2
with
respect to the left invariant Ka¨hler metric is given by
‖ψ‖2W.P. = Lψ (ψ) = 〈Ψ(θ) , ψ (θ)〉L2(S1) = ‖ψ (θ)‖2H−3/2
S1
.
Corollary 25 Let µψ ∈ H−1,1(D), where H−1,1(D) is defined by (3) . Then
the map ̥ defined by (7) is surjective isomorphism between the Hilbert spaces
H−1,1(D) and H3/2h,S1
Proof: The definition (3) of H−1,1(D), the definition (5) and the definition
(7) of the map ̥ directly imply that the map ̥ is surjective one to one. Part
1 of Corollary 25 is proved. 
Remark 26 In the paper [20] on page 23 it is stated ”In this section we are
going to endow T (1) (the universal Teichmu¨ller space” with a structure of a
complex manifold modeled on the separable Hilbert space
A2(D) :=
φ hol in D : ‖φ‖22 =
∫∫
D
|φ|2
(
1− |z|2
)2
dz2

of holomorphic function on D. In the corresponding topology, the universal Te-
ichmu¨ller space T(1) is a disjoint union of uncountably many components on
which the right translations act transitively”. Later on page the authors wrote a
paragraph; ”4.2. Weil-Petersson metric on the universal Teichmu¨ller
space. In this section we consider T(1) as a Hilbert Manifold. The Weil-
Petersson metric on T(1) is a Hermitian metric defined by the Hilbert space
inner product on tangent spaces, which are identified with the Hilbert space
H−1,1 (D∗) by right translations (see Section 3.3). Thus the Weil-Petersson
metric is a right-invariant metric on T(1) defined at the origin of T(1) by
〈µ, ν〉W.P. :=
∫∫
D
µν
(
1− |z|2
)2
dz2, µ, ν ∈ H−1,1 (D∗) = T0T (1). (4.2)
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To every µ ∈ H−1, 1 (D∗) there corresponds a vector field ∂∂εµ , over V0 given by
(2.5)-(2.7). We set for every κ ∈ V0,
gµ,ν(κ) :=
〈
∂
∂εµ
,
∂
∂εν
〉
W.P.
=
∫∫
D
P (R (µ, κ))P (R (µ, κ))dz2. (4.3)
This formula explicitly defines the Weil-Petersson metric on the coordinate chart
V0.” In [20] is claimed that that the inner product on A2(D) given by
‖ψ(z)‖2 := 1
2pi
√−1
∫∫
D
(
1− |z|2)2 |ψ(z)|2 dz ∧ dz =∑
n>1
|an−2|2
n(n2 − 1) (38)
induces the Weil-Petersson metric. This is clearly the Hilbert space of the bound-
ary values of holomorphic functions with finite −3 /2 Sobolev norm. The Weil-
Petersson metric on the T∞ should be induced by the norm of the Hilbert space
of the boundary values of holomorphic functions with finite 3 /2 Sobolev norm.
See [16], [22] and [21].
4 3 /2 Hilbert Complex Analytic Structure on
T∞
4.1 Special Properties of Two Operators
Definition 27 Let h(z) ∈ Lp (C) , define
P (h((ς)) := − 1
pi
∫
R
∫
R
h(z)
(
1
z − ς −
1
z
)
dxdy, (39)
where z = x+ iy. See [1] chapter V, part A.
Definition 28 Let h(z) ∈ C20 (C) , define
T (h (ς)) := lim
ε→0
− 1
pi
∫
|z−ς|2>ε
h(z)
(
1
z − ς
)2
dxdy
 , (40)
where z = x+ iy. See [1] chapter V, part A.
The following Lemmas were proved in [1] Chapter V, part A:
Lemma 29 Let h(z) ∈ Lp (C) , p > 2. The function Ph is continuous and
satisfies Ho¨lder condition, i.e.
|Ph (ς1)− Ph (ς2)| ≤ Kp ‖h‖p |ς1 − ς2|1−
2
p .
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Lemma 30 For h ∈ Lp (C) , p > 2, the following relations hold
(Ph)z = h & (Ph)z = Th. (41)
Theorem 31 For h ∈ Lp, p > 1 on C, we have
‖Th‖p ≤ Cp ‖h‖p (42)
and
lim
p→2
Cp = 1. (43)
4.2 Basis of ker
(
∂µψ
)
for µψ ∈ H−1,11 (D)
Theorem 32 was proved in [19]. The ideas of the proof of Theorem 32 are the
same as in [19]. Some of the technical steps are simplified in the present proof.
Theorem 32 Let ψ(z) be an antiholomorphic function in the unit disk such
that
ψ(z) |S1 ∈ H−3/2S1,h & ‖ψ(z) |S1 ‖
−3/2
S1,h ≤ c < 1.
Let µψ(z) =
(
1− |z|2
)2
ψ(z)
(
dz ⊗ ddz
) ∈ H−1,11 (D) be the Beltrami differential
defined associated with µψ(z) =
(
1− |z|2
)2
ψ(z). We assumed that
‖µψ(z)‖L∞ ≤ k < 1.
Let choose p > 2 such that so that kCp < 1, where Cp is defined by Theorem
31, Let T be defined by (40) and ν(n)(z) be:
ν(n)(z) :=
∞∑
m=0
T nm (µψ(z)) , (44)
where T n0 (µψ) = z
n−1, T n1 (µψ) = T
(
µψ(z)z
n−1) , T nm (µψ) = T (µψT nm−1 (µψ))
for m > 0. Define
w(n)(z) = zn + nP
((
µψ
(
ν(n)(z) + zn−1
)))
. (45)
Then for any integer n > 0 we have that w(n)(z) is the unique solution of the
following problem:
(
∂ − µψ∂
) (
w(n)(z)
)
= 0,
∂
∂z
(
w(n)(z)
)− nzn−1 = nν(n)(z) ∈ Lp (C) ,
2pi∫
0
w(n)
(
eiθ
)
dθ = 0
. (46)
Proof: The proof of Theorem 32 follows the argument used in Chapter V
in [1].
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Lemma 33 ν(n)(z) are well defined functions on C and ν(n)(z) ∈ Lp (C) .
Proof: The linear operator h→ T (µψ(z)h) on Lp (C) has a norm ≤ kCp <
1. Therefore the series
ν(n)(z) =
∞∑
m=0
T nm (µψ(z)) (47)
is converging in Lp (C) . From here we derive that ν(n)(z) ∈ Lp (C) . Lemma 33
is proved. 
Lemma 34 We have
ν(n)(z) ∈ L2 (C) & T
(
µψ(z)
(
ν(n)(z)
))
∈ L2 (C) . (48)
Proof: According to Theorem 15, the function µψ(z) is bounded in the unit
disk. We extended µψ(z) outside the unit disk to be zero. Thus nµψ(z)z
n−1
is a bounded function on C and zero outside the unit disk. Thus µψ(z) ∈
L20 (C). Ahlfors proved that the operator T defined by (40) defines an isometry
of L20 (C) . See Lemma 2 in Chapter V, part A in [1]. The definition of ν
(n)(z)
and the above property of T implies that ν(n)(z) ∈ L2 (C) . We have
‖µψ(z)‖2L2(D) =
√−1
2pi
∫
D
((
1− |z|2
)2
|ψ(z)|
)2
dz ∧ dz.
Applying Schwarz inequality and ‖µψ(z)‖L∞(D) ≤ k < 1 we get that
‖µψ(z)‖2L2(D) ≤
√−1
2pi
∫
D
(
1− |z|2
)2
|ψ(z)| dz ∧ dz
2 < 2. (49)
Combining Theorem 31 with (40) and (49) we get (48) . 
Lemma 35 Let w(n)(z) be defined by (45) . Then 1) w(n)(z) satisfies in C the
equation:
∂w(n)(z) = nµψ(z)
(
ν(n)(z) + zn−1
)
, (50)
2) w(n) − zn ∈ Lp (C) where p ≥ 2 was already fixed, and 3) ∂w(n)(z) ∈ L2 (C)
and w(n)(z)− zn ∈ L2 (C) .
Proof of part 1: The definitions of w(n) = zn + nP
(
µψ
(
ν(n)(z)
)
+ zn−1
)
and of ν(n)(z) given by (44) imply
w(n) (z)− zn = nP
(
µψ
(
ν(n)(z) + zn−1
))
.
Lemma 30 and ∂ ◦ P = id imply that
∂w(n)(z) = ∂
(
zn + nP
(
µψ
(
ν(n)(z) + zn−1
)))
= nµψ(z)
(
ν(n)(z) + zn−1
)
.
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Part 1 of Lemma 35 is proved. 
Proof of part 2: Ahlfors proved in Part V, B in [1] that if
µψ
(
ν(n)(z)
)
∈ Lp (C) ,
then
P
(
µψ
(
ν(n)(z) + zn−1
))
∈ Lp (C)
Part 2 of Lemma 35 is proved. 
Proof of part 3: Part 3 follows directly from (50) and (48) . 
Lemma 36 We have
∂w(n)(z)− nzn−1 = nν(n)(z) ∈ L2 (C) . (51)
Proof: We assumed that w(n)(z) is defined by (45) . So
∂w(n)(z)− nzn−1 = n∂
(
P
(
µψ
(
ν(n)(z) + zn−1
)))
.
Thus ∂P = T implies
∂w(n)−nzn−1 = n∂
(
P
(
µψ
(
ν(n)(z) + zn−1
)))
= nT
(
µψ
(
ν(n)(z) + zn−1
))
.
The definition of the function ν(n)(z) implies that
T
(
µψ
(
ν(n)(z) + zn−1
))
= ν(n)(z).
Thus
∂w(n) − nzn−1 = nν(n)(z). (52)
Since µψ has a compact support and thus µψ
(
ν(n)(z)
)
, then
µψ
(
ν(n)(z)
)
∈ L2 (C) . (53)
Lemma 36 follows from (52) , (53) , the definition (44) of ν(n)(z) and Theorem
31. 
Lemma 37 Let w(n)(z) be defined by (45) . Let Φ
(n)
∞ (z) := w(n)(z) |D∗ . Then
Φ
(n)
∞ (z) is a holomorphic function given by
Φ(n)∞ (z) = z
n +
∞∑
i=1
biz
−i. (54)
Proof: Since µψ = 0 in C− D = D∗ Lemma 38 implies
∂w(n)(z) |D∗ = n∂P
[
µψ
(
ν(n) + zn−1
)]
|D∗ =
20
µψ(z)
(
ν(n) + zn−1
)
|D∗ = 0.
Thus
Φ(n)∞ (z) := w
(n)(z) |D∗ = zn +G(z) +
∞∑
i=0
biz
−i,
where G(z) is an analytic function defined in C. Since by [1]
∂zw
(n)(z)− nzn−1 = nν(n)(z) ∈ Lp (C)
we have G(z) = A0 is a constant. So we we can choose A0 = 0. Thus Φ
(n)
∞ (z)
satisfies
Φ(n)∞ (z) = z
n +
∞∑
i=0
biz
−i.
Thus
∫
S1
w(n)(z)dzz = 0. Cauchy’s theorem implies
∫
S1
w(n)(z)dzz = A0 = 0. So
w(n)(z), satisfies all the three conditions in (46). Lemma 37 is proved. 
Corollary 38 wn(z) satisfies the Beltrami equation, i.e.
∂w(n)(z)− µψ(z)∂w(n)(z) = 0.
Proof: According to (50) we have ∂w(n)(z) = nµψ(z)
(
ν(n)(z)
)
.We defined
w(n)(z) := zn + nP
(
µψ(z)
(
ν(n)(z) + zn−1
))
Lemma 36 implies
∂w(n)(z) = nzn−1 + nν(n)(z). (55)
Substituting (55) in (50) we get ∂w(n)(z)− µψ(z)∂w(n)(z) = 0. Corollary 38 is
proved. 
Next we need to prove uniqueness of the solutions of the Beltrami equation.
If the Beltrami equation has two solutions w
(n)
i (z) that satisfy the three con-
ditions in (46) then the difference w
(n)
2 (z) − w(n)1 (z) = W (n)(z) will be also a
solution of the Beltrami equation. Therefore W (n) |D∗ will be a holomorphic
function in Lp. From here we deduce that W (n)(∞) = 0 and thus we found
a bounded solution W (n)(z) of the Beltrami equation in P1 (C) . But the Bel-
trami equation is an elliptic. So by maximum principle of elliptic equations it
follows that W (n)(z) is a constant and since W (n)(∞) = 0 we get that it is zero.
Theorem 32 is proved. 
Corollary 39 The functions w(n)(z) are continuous functions on C.
Proof: Corollary 39 follows from Theorem 32 directly. 
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4.3 The Embedding of H
−1,1
1 (D) into the space of Hilbert-
Schmidt Operators on HS(H+,H−).
We recall that for H1 and H2 Hilbert spaces, an operator T : H1 → H2 is called
Hilbert-Schmidt if for any orthogonal basis {ei}i∈I of H1 we have∑
i∈I
‖Tei‖2 <∞.
If this is the case for one basis of H1 it is also the case for every basis of H1.
Theorem 40 Let µψ ∈ H−1,1(D) be a Beltrami differential where H−1,1(D) is
defined by (3). Let
‖µψ‖L∞(D) ≤ k < 1.
Then
Wµψ := ker ∂µψ :=
{
f(z) |S1 ∈ L2
(
S1
) ∣∣∂µψ (f(z)) = 0 }
is a closed Hilbert subspace in L2
(
S1
)
and the projection operator pr+µψ :Wµψ →
H+ is an isomorphism. See [19].
Proof: First we will prove that
Lemma 41 Wµψ is a closed Hilbert space in L
2
(
S1
)
.
Proof: In [1] it is proved that
{(
w(1)(z)
)n |S1 } form an orthonormal basis
on Wµψ and any function f(z) on C that satisfies the Beltrami equation and
has a finite L2 norm when restricted on S1 can be expressed as follows:
f(z) |S1 :=
∑
m≥0
an
(
w(1)(z)
∣∣∣
s1
)n
&
∑
m≥0
|an|2 <∞.
So Wµψ := ker ∂µψ
∣∣
s1
is a closed Hilbert space in L2
(
S1
)
. 
Let w(n)(z) be defined by (44) and (45) . We know by Lemma 35 that
w(n)(z)− zn ∈ L2 (C) . Thus w(n)(z)
∣∣
s1
∈ L2(S1). Theorem 32 implies that
{w(n)(z)
∣∣∣
s1
, n = 1, ...}
is a basis of the Hilbert space ker∂µψ =Wµψ . From the definition of w
(n)(z)
∣∣
s1
and Lemma 37 it follows that pr+µψ
(
w(n)(z)
∣∣
s1
)
= zn|s1 for n = 1, ... is an
isomorphism between Hilbert spaces. This proves Theorem 40. 
Theorem 42 Let µψ ∈ H−1,1(D) be a Beltrami differential where H−1,1(D) is
defined by (3) and
‖µψ‖L∞(D) ≤ k < 1.
The projection operator pr−µψ :Wµψ → H+ is a Hilbert-Schmidt operator.
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Theorem 42 was proved in [19]. The proof presented in this paper is techni-
cally much simpler.
Proof: The proof that pr−µψ :Wµψ → H− is a Hilbert-Schmidt operator is
based on the following observation. According to Theorem 40 pr+µψ : Wµψ →
H+ is an isomorphism. Therefore if we prove that
pr−µψ
(
pr+µψ
)−1
: H+ → H− (56)
is Hilbert-Schmidt operator then it will follow that pr−µψ : Wµψ → H+ is
Hilbert-Schmidt too. The proof of this fact is based on several Lemmas.
Lemma 43 We have
pr−µψ
(
w(n)(z)
∣∣∣
s1
)
=
n P
[
µψ
(( ∞∑
m=1
T nm (µψ) + z
n−1
))]∣∣∣∣∣
S1
=
∑
n>0
ane
−inθ. (57)
Proof: According to Lemma 37 and Theorem 32 the restriction of w(n)(z)
on D∗ is a complex analytic function such that it is in Lp (C) . So (54) implies
that
w(n)(z)
∣∣∣
D∗
= zn +
∑
j>1
ajz
−j. (58)
The space H− defined by (13) is spanned by z−j for j > 0. On the other hand
Theorem 32 implies that w(n)(z)
∣∣
s1
are restriction of holomorphic L2 functions
from D∗ on S1 and they form a basis of Wµψ . Thus (58) implies that
pr−µψ
(
w(n)(z)
∣∣∣
s1
)
= w(n)(z)
∣∣∣
s1
− zn|s1 =
∑
n>0
ane
−inθ.
Lemma 43 implies that
pr−µψ
(
w(n)(z)
∣∣∣
s1
)
= n P
[
µψ
( ∞∑
m=1
(T nm (µψ) + z
n−1
)]∣∣∣∣∣
S1
=
∑
n>0
ane
−inθ ∈ L2(S1). (59)
Thus (57) is proved. Lemma 43 follows directly. 
Lemma 44 Let
〈
pr−µψ
(
pr+µψ
)−1
(zn|s1) , z−k
∣∣
s1
〉
denote the scalar product in
the Hilbert space L2(S1). Then we have
∞∑
n=1
∥∥∥∥pr−µψ (pr+µψ)−1 (zn|s1)∥∥∥∥2
L2(S1)
=
∞∑
n,k=1
∣∣∣∣〈pr−µψ (pr+µψ)−1 (zn|s1) , z−k∣∣s1〉
∣∣∣∣2 <∞. (60)
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Proof: We are going to use the convention that z = r exp(iθ). An elemen-
tary application of Stokes’ theorem and (57) gives that〈
pr−µψ
(
pr+µψ
)−1
(zn|s1) , z−k
∣∣
s1
〉
=
1
2pi
∫ 2pi
0
pr−µψ
(
pr+µψ
)−1
(zn|s1) exp(−ikθ) dθ =
1
2pii
∫
S1
pr−µψ
(
pr+µψ
)−1
(zn|s1) zk
dz
z
∣∣∣∣
S1
=
1
2pii
∫
D
∂
(
pr−µψ
(
pr+µψ
)−1
(zn)
)
∧ (zk−1dz) =
1
2pii
∫
D
∂P
[
nµψ
( ∞∑
m=1
(T nm (µψ) + z
n−1
)]
dz ∧ (zk−1dz). (61)
But, from the construction of
w(n) = zn + nP
[
µψ
( ∞∑
m=1
(T nm (µψ) + z
n−1
)]
∂P = id, and the definition of ν(n)(z) we have that
∂
(
P
[
µψ
( ∞∑
m=1
(T nm (µψ) + z
n−1
)])
= ν(n)(z). (62)
So substituting (62) into (61) we get that〈
pr−µψ
(
pr+µψ
)−1
(zn|s1) , z−k
∣∣
s1
〉
=
1
2pii
∫
D
(
nµψ
( ∞∑
m=1
T nm (µψ) + z
n−1
))
zk−1dz ∧ dz. (63)
Cauchy-Schwarz (for the inner-product of L2(D)), applied to the right hand side
of equation (63) gives:∣∣∣∣〈pr−µψ (pr+µψ)−1 (zn|s1) , z−k∣∣s1〉
∣∣∣∣2 =
∣∣∣∣∣∣ 12pii
∫
D
nµψ
( ∞∑
m=1
T nm (µψ) + z
n−1
)
zk−1dz ∧ dz
∣∣∣∣∣∣
2
≤
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 C
2pii
∫
D
n2
∣∣∣∣∣
∞∑
m=1
T nm (µψ) + µψz
n−1
∣∣∣∣∣
2
dz ∧ dz
 1
2pii
∫
D
(µψ)
2 |z|2k−2 dz ∧ dz
 ≤
n2
∥∥∥∥∥
∞∑
m=1
T nm (µψ)
∥∥∥∥∥
2
L2(D)
+
1
2pii
∫
D
(µψ)
2 |z|2n−2 dz¯ ∧ dz
×
1
2pii
∫
D
(µψ)
2 |z|2k−2 dz ∧ dz. (64)
We are going to estimate each of the norms of equation (64).
Proposition 45 The following inequality holds for n > 2:
1
2pii
∫
D
(µψ)
2 |z|2n−2 dz¯ ∧ dz ≤ C
n (n+ 1) (n+ 2) (n+ 3)
. (65)
Proof of (65): We have
1
2pii
∫
D
(µψ)
2 |z|2n−2 dz¯ ∧ dz =
1
2pi
2pi∫
0
1∫
0
(1 − r2)4 |ψ (z)|2 r2n−1 dr dθ =
1∫
0
(1 − r2)4 |ψ (z)|2 r2n−1 dr.
By Theorem (16) we have |ψ (|z|)| < C (1− |z|)−α for 0 < α < 1. So
1
2pii
∫
D
(µψ)
2 |z|2n−2 dz¯ ∧ dz ≤
1∫
0
(
(1 − r2)2 |ψ (z)|)2 (1− r2)2r2n−1dr ≤
c
1∫
0
(
(1 − r2)2(1−α)
)
(1− r2)2r2n−1dr.
Direct computations by integrations by parts and using that 0 < α < 1 and
thus −1 ≤ 1− 2α we get
1∫
0
(1 − r2)4−2αr2n−1dr = 1
2n
1∫
0
(1 − r2)4−2αdr2n =
− 1
2n
1∫
0
r2nd
(
(1− r2)4−2α) = − (4− 2α)
2n
1∫
0
r2n+1(1− r2)3−2αdr
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(4− 2α)
2n
1∫
0
(1 − r2)3−2αdr2n+2 = − (4− 2α)
2n (2n+ 2)
1∫
0
(1− r2)3−2αdr2n+2 =
(4− 2α)
2n (2n+ 2)
1∫
0
r2n+2d(1 − r2)3−2α = (4− 2α)
2n (2n+ 2)
1∫
0
r2n+3(1− r2)2−2αdr.
Integrating twice by parts the expression
(4− 2α)
2n (2n+ 2)
1∫
0
r2n+3(1− r2)2−2αdr
we get
1
2pii
∫
D
|µψz|2n−2 dz¯ ∧ dz =
1∫
0
(1− r2)4−2αr2n−1dr ≤ C1
n (n+ 1) (n+ 2) (n+ 3)
. (66)
(65) is proved. 
Proposition 46 Let ψ(z) =
∑
p=2
apz
p−1. Then
∥∥∥∥∥
∞∑
m=0
T nm (µψ)
∥∥∥∥∥
2
L2(D)
=
∥∥∥∥∥
∞∑
m=1
(T nm (µψ) + µψz
n−1)
∥∥∥∥∥
2
L2(D)
≤
(
c0
1− c0 +
∥∥µψzn−1∥∥2
L2(D)
)
≤
C0
∞∑
p=2
1
n (n+ 1) (n+ 2)(n+ 3)
<∞. (67)
Proof: According to [1] the Hilbert transform T is an isometry of L2(C).
By the definition of the operators T nm(µψ) = T
(
µψT
n
m−1(µψ)
)
and T n0 = µψz
n−1
and and the above results in [1] imply that we have
‖T nm‖2 ≤ c0
∥∥T nm−1∥∥2 ≤ ... ≤ cn0 ∥∥µψzn−1∥∥2L2(D) ,
where c0
def
= ‖µψ‖L∞(D) < 1. Thus we have∥∥∥∥∥
∞∑
m=1
(T nm (µψ)
∥∥∥∥∥
2
L2(D)
≤ c0
1− c0 . (68)
26
Next we need to estimate∥∥(µψzn−1)∥∥2
L2(D)
=
1
2pi
√−1
∫
D
∣∣µψzn−1∣∣2 dz ∧ dz =
1
2pi
√−1
∫
D
µ2ψ |z|2n−2 dz ∧ dz.
We proved that µψ is a bounded function on C. (65) implies∥∥(µψzn−1)∥∥2
L2(D)
≤ C
n (n+ 1) (n+ 2) (n+ 3)
. (69)
∥∥∥∥∥
∞∑
m=0
(T nm (µψ)
∥∥∥∥∥
2
L2(D)
≤ C1
n (n+ 1) (n+ 2) (n+ 3)
Proposition 46 is proved. 
To conclude the proof of Lemma 44 we will use the two estimates (65) and
(67) above for the norms that appear on the right hand side of equations (63)
and (64) to get
∞∑
n=1
∥∥∥∥pr−µψ (pr+µψ)−1 (zn)∥∥∥∥2
L2(S1)
=
∞∑
n,k=1
∣∣∣〈ν(n)(z)∣∣∣
s1
, z−k
∣∣
s1
〉∣∣∣2 <
∞∑
k=1,n=1,m=1
(∥∥µψzk−1∥∥2
L2(D)
)
×
(
n2 ‖(T nm (µψ))‖2L2(D)
)
=
C
( ∞∑
k=1
1
k (k + 1) (k + 2)(k + 3)
)( ∞∑
n=1
n2
n (n+ 1) (n+ 2) (n+ 3)
)
<∞.
Lemma 44 is proved.  Lemma 44 implies Theorem 42. 
4.4 Differential Geometry of the Segel Wilson Grassman-
nian
Definition 47 1. The Segal-Wilson Grassmannian Gr∞ is defined as the set
of all closed subspaces W of L2(S1) = H+ ⊕H− such that the projection
pr+ :W→ H+
is Fredholm and the projection
pr− :W→ H−
is Hilbert-Schmidt, where H is the L2 space of complex functions on S1. 2. A
linear operator A ∈ GLres(L2(S1)) iff the following conditions are satisfied: A.
A is an invertible bounded linear operator of L2(S1) onto itself. B. If we write
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A in block matrix form with respect to the decomposition L2(S1) = H+ ⊕H−
as
A =
(
a b
c d
)
(70)
then, the operators b and c are Hilbert-Schmidt operators.
In [17] it is proved that GLres(L
2(S1)) acts transitively on the Segal-Wilson
Grassmannian so it is a homogeneous space. It has a natural left invariant
metric defined in Section 7.8 of [17]. It is enough to construct the metric at the
point H+ = H+ ⊕ {0} ∈ Gr∞. Note that
TH+,Gr∞ = HS(H
+,H−),
where HS(H+,H−) denotes the space of Hilbert-Schmidt operators from H+
into H−. Hence there is a naturally defined scalar product on TH+,Gr∞ by ψ
and χ in
〈ψ, χ〉 def= Tr(ψ∗χ), (71)
where ψ and χ ∈ TH+,Gr∞ 1.
We proved in [19] the following Theorem:
Theorem 48 Let {ψk} be an orthonormal basis of
TH+,Gr∞ = HS(H
+,H−) ⊂ Hom (H+,H−) .
Then,
a. The left invariant metric defined by (71) is Ka¨hler and the component of
the curvature tensor with respect to the orthonormal basis {ψk} is given by:
Rij,kl = −δijδkl − δilδkj + Tr
(
ψiψ
∗
j ∧ ψkψ∗l
)
+ Tr
(
ψiψ
∗
l ∧ ψkψ∗j
)
for (i, j) 6= (k, l) and Rij,ij = −2δij+Tr
(
ψiψ
∗
j ∧ ψkψ∗l
)
. b. Let ψ be any com-
plex direction in the tangent space TH+Gr∞. Let Kψ be the Gaussian sectional
curvature in any the two-dimensional real space defined by Reψ and Imψ. Then
we have Kψ = −2 + Tr (ψψ∗ ∧ ψψ∗) < − 32 .
4.5 The Embedding of H−1,1(D) into the Tangent Space at
a point of the Segal-Wilson Grassmannian
Theorem 49 Let µψ ∈ H−1,1(D), where H−1,1(D) is defined by (3) . Let us
define the operator Aµψ : H
+ → H− affiliated with the Beltrami differential
µψ
(
dz ⊗ ddz
)
as follows:
Aµψ (f(z)) :=
1
λ
pr−λµψ
((
pr+λµψ
)−1
(f(z))
)
, (72)
1Our definition differs from the one used in [17] by a factor of 2
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where λ is such a positive number that
‖λµψ‖L∞(D) =
∥∥λ(1− |z|2)2ψ(z)∥∥
L∞(D)
≤ k < 1.
Then the map
ι : µψ
(
dz ⊗ d
dz
)
→ Aµψ , (73)
defines an embedding of the Hilbert space H−1,1(D) into the Hilbert space TH+,Gr∞ =
HS (H+,H−) and so ι
(
H−1,1(D)
)
is a closed Hilbert subspace in TH+,Gr∞ =
HS (H+,H−) .
Proof of part 1: The definition of H−1,1(D), Theorem 42 and Theorem 40
imply that the map given by (73) defines a map from H−1,1(D) to the space of
Hilbert-Schmidt operators HS (H+, H−) . The proof of Theorem 49 follows from
the Lemma bellow:
Lemma 50 Let µψ1 and µψ2 be two different elements of H
−1,1
1 (D). Then Aµψ1 6=
Aµψ2 in HS (H
+,H−) .
Proof: The definition of the linear operators Aµψi implies that Wµψi are
the graphs of the operatorsAµψi . If we prove that the graphsWµψ1 andWµψ2 of
the operators Aµψi are different Hilbert subspaces in L
2(S1) then Aµψ1 6= Aµψ2 .
Let us consider the unique quasi-conformal maps Φi(z) of C ∪ ∞ := CP1
defined by (
∂ − µψi∂
)
(Φi(z)) = 0
for i = 1, 2 which satisfy condition (46) of Theorem 32. Let Φi,∞(z) = Φi(z) |D∗ .
We will prove that the assumption ψ1(z) 6= ψ2(z) implies that Φ1,∞(D∗) 6=
Φ2,∞(D∗). Theorem 49 will follow.
Proposition 51 Suppose that Φ1,∞(D∗) 6= Φ2,∞(D∗) then Wµψ1 6= Wµψ2 in
L2(S1).
Proof: If we normalize Φi,∞(z)
√−1
2 ,
∫
D∗
|Φi,∞(z)|2 dz ∧ dz = 1, then accord-
ing to [1] the functions
{(Φi,∞(z))n , for n = 1, ...}
are holomorphic in Φi,∞(D∗) and form an orthogonal bases for Wµψi . So from
this fact we deduce that Wµψ1 = Wµψ2 if an only if Φ1,∞(D
∗) = Φ2,∞(D∗).
Proposition 51 is proved. 
Proposition 52 ψ1(z) 6= ψ2(z) implies Φ1,∞(D∗) 6= Φ2,∞(D∗).
Proof: The proof of Proposition 52 follows from the following
We assumed that the functions ψ1(z) is different from ψ2(z). So the definition
of µψ(z) =
(
1− |z|2)2 ψ(z) implies µψ1 6= µψ2 ⇐⇒ ψ1 6= ψ2.
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Proposition 53 Suppose that ψ1(z) 6= ψ2(z) then for any conformal map A of
D∗, Φ1,∞(D∗) 6= Φ2,∞ (A (D∗)) .
Proof: Suppose that ψ1(z) 6= ψ2(z) and for some conformal map A of D∗ we
have Φ1,∞(D∗) = Φ2,∞ (A (D∗)) .We will show that this assumption contradicts
Theorem 5. One of the basic properties of the Schwarzian states
S
[
Φ
(
A
(
1
z
))∣∣∣∣
D∗
]
= S
[
Φ
(
1
z
)∣∣∣∣
D∗
]
for any conformal A map of D∗. Theorem 5 implies that
ψ1 (z) = S
[
Φ1,∞
(
A
(
1
z
))∣∣∣∣
D∗
]
= ψ2 (z) = S
[
Φ2,∞
(
A
(
1
z
))∣∣∣∣
D∗
]
.
So we get a contradiction. Proposition 53 is proved.  Lemma 50 is proved. 
Lemma 54 Recall that H−1,11 (D) is the subset in H
−1,1(D) which consists of
functions (1 − |z|2)2ψ(z), where ψ(z) is antiholomorphic function in the unit
disk,
ψ(z)|S1 ∈ H−3/2S1,h
and ∥∥(1− |z|2)2ψ(z)∥∥
L∞(D)
≤ k < 1.
Let ι3/2 : H
−1,1
1 (D)→ H3/2S1,h be a linear map defined by:
ι3/2
((
1− |z|2)2 ψ(z)) = Ψ(z) |S1 ,
where Ψ(z) is given by (5) . Then ι3/2 is a continuous map and ι3/2
(
H
−1,1
1 (D)
)
is an open set in H
3/2
S1,h.
Proof: Let Ψ0(z) = ι3/2
(
(1− |z|2ψ(z)) ∈ H3/2S1,h. We need to show that
there exists ε, δ > 0 such that if
sup
|z|<1
(
1− |z|2)2 |ψ(z)− ψ0(z)| < δ (74)
then
‖Ψ(z)−Ψ0(z)‖2
H
3/2
S1,h
< ε.
We proved that
‖Ψ(z)−Ψ0(z)‖2
H
3/2
S1,h
= ‖ψ(z)− φ0(z)‖2
H
−3/2
S1,h
.
Recall that if
ψ(z) =
∞∑
n=2
anz
n−2,
30
then
Ψ(z) =
∞∑
n=2
an
n (n2 − 1)z
n−2 =
∞∑
n=2
bnz
n−2.
Then (74) implies that
‖(ψ(z)− ψ0(z)) |S1 ‖2H−3/2
S1,h
=
√−1
2
∫
D
(
1− |z|2)2 |ψ(z)− ψ0(z)| dz ∧ dz ≤
(
sup
|z|<1
(
1− |z|2)2 |ψ(z)− ψ0(z)|
) √−1
2
∫
D
dz ∧ dz < δ
2pi
.
On the other hand we have
‖(ψ(z)− ψ0(z)) |S1 ‖2H−3/2
S1,h
= ‖Ψ(z)−Ψ0(z)‖2
H
3/2
S1,h
<
δ
2pi
.
Lemma 54 is proved since ε = δ2pi . 
According to Lemma 54 H1,11 (D) is an open set in T
3/2
id,T∞ . Nag proved that
the map ι : H1,11 (D)→ HS (H+,H−) is an isometric embedding when restricted
on all µψ such that ψ(z) |S1 ∈ C∞ (C) with respect to the left invariant metrics.
According to Lemma 54 H1,11 (D) is an open set in T
3/2
id,T∞ . Thus the linear
map ι is an isometry and one to one on an open and everywhere dense subset in
H
1,1
1 (D) into the Hilbert space HS (H
+,H−) . This implies that ι is a continuous
map from the open set H1,11 (D) of the Hilbert space in H
1,1 (D) into the Hilbert
space HS (H+,H−) . So ι will be a continuos linear map of the Hilbert space
H1,1 (D) into the Hilbert space HS (H+,H−) . Theorem 49 is proved. 
4.6 Hilbert 3 /2 Manifold Structure on the T∞ and the
Exponential Map
Definition 55 We recall that a submanifold S of a Riemannian manifold M
is called totally geodesic at p if each M -geodesic passing through p in a tangent
direction to S remains in S for all time. If S is geodesic at all its points, then
it is called totally geodesic [8].
Theorem 56 was proved in [19]. We reproduced the proof of Theorem 56 in
the Appendix of the paper.
Theorem 56 Let ψ ∈ HS(H+,H−) = TH+,Gr∞ . Let exp be the map from
HS(H+,H−) = TH+,Gr∞ to Gr∞ defined by the left invariant metric. Then the
complex curve γψ(s) = exp (sψ) ⊂ Gr∞ is a totally geodesic complex subman-
ifold of complex dimension one in Gr∞ and γψ(s) = exp (sψ) exists for all
s ∈ C.
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The following analogue of the infinite dimensional complex analytic analogue
of Hadamard’s theorem was proved in [19] based on Theorem 56:
Theorem 57 The complex exponential map defined in Theorem 56 is a covering
complex analytic one to one map from the tangent space Tid,Gr∞ onto Gr∞. We
reproduced the proof of Theorem 57 in the Appendix of the paper.
Based on Theorems 56 and 57 by using very easy and standard arguments
we will give a very simple proof of the following Theorem:
Theorem 58 The completion T3/2 of T∞ with respect to the left invariant
Ka¨hler metric defined by (15) is complex analytic Hilbert manifold isomorphic
to the totally geodesic closed Hilbert submanifold exp
(
ι
(
H−1,1(D)
))
in Gr∞,
where ι : H−1,1(D)→ HS (H+,H−) is the embedding defined in Theorem 49.
Proof: A Theorem of Nag proved in [14] that T∞ with the left invariant
Ka¨hler metric is isometrically embedded Gr∞. For each complex direction
ψ ∈
(
H
3/2
S1,h
)
≅ ι
(
H
−1,1(D)
) ⊂ TH+,Gr∞ = HS(H+,H−)
the exponential map defines a complex analytic isomorphism between the com-
plex line sψ and totally geodesic one dimensional complex submanifold
Dψ := γ(s) = exp (sψ) ⊂ Gr∞
in the direction ψ. According to Theorem 49 ι
(
H−1,1(D)
)
is a closed Hilbert
subspace in TH+,Gr∞ . Thus Theorem ?? implies thatT
3/2 := exp
(
ι
(
H−1,1(D)
))
is a closed totally geodesic complex analytic submanifold in Gr∞ containing the
image of T∞ in Gr∞. According to Cor. 25 the Hilbert space H−1,1(D) is
isomorphic to the Hilbert space H
3/2
S1,h. Theorem 58 is proved. 
Corollary 59 The complex analytic Hilbert structure on T3/2 is modeled by
the Sobolev 3/2 space H
3/2
S1,h.
Proof: Corollary follows directly from Theorem 22 and Theorem 58. 
Definition 60 By definition the infinite-dimensional Siegel disc is the set of
Hilbert-Schmidt operators T : H+→ H− are such that det(I − TT ∗) > 0.
Corollary 61 T3/2 ≅ exp
(
ι
(
H−1,1(D)
))
is a totally geodesic complex analytic
Hilbert submanifold isomorphic to the infinite-dimensional Siegel disc defined by
the Hilbert-Schmidt operators T ∈ ι (H−1,1(D)) ⊆ HS (H+,H−).
Proof: Theorems 56, 57 and the definition of the complex analytic expo-
nential map imply that exp
(
ι
(
H−1,1(D)
))
is a totally geodesic closed complex
analytic Hilbert submanifold in Gr∞. We proved that any two points in both
spaces can be joined by a unique geodesic and exp
(
ι
(
H−1,1(D)
))
is geodesically
complete. This implies that exp
(
ι
(
H−1,1(D)
))
can be isometrically identified
with the infinite-dimensional Siegel disc defined by the Hilbert-Schmidt opera-
tors T ∈ ι (H−1,1(D)) . 
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Corollary 62 The space T3/2 :=
(
Diff∞+ (S
1)/PSU1,1
)3/2
equipped with the
unique invariant Ka¨hler metric has negative curvature in holomorphic direc-
tions. More precisely, the curvature is negative and uniformly bounded away
from zero in holomorphic directions.
Proof: According to the Theorem of Nag proved in [14], the embedding
of T∞ into the Grassmannian is isometric. Since T∞ is an everywhere dense
subset in T3/2, Theorem 49 implies the Hilbert manifold T3/2 is isometrically
embedded into Segal-Wilson GrassmannianGr∞. Cor. 62 followed directly from
Theorem 48. 
5 Appendix
5.1 Differential Geometry of the Segel Wilson Grassman-
nian
Theorem 48. Let {ψk} be an orthonormal basis of
TH+Gr∞ = HS(H
+,H−) ⊂ Hom (H+,H−) .
Then,
a. The left invariant metric defined by (71) is Ka¨hler and the component of
the curvature tensor with respect to the orthonormal basis {ψk} is given by:
Rij,kl = −δijδkl − δilδkj + Tr
(
ψiψ
∗
j ∧ ψkψ∗l
)
+ Tr
(
ψiψ
∗
l ∧ ψkψ∗j
)
for (i, j) 6= (k, l) and Rij,ij = −2δij+Tr
(
ψiψ
∗
j ∧ ψkψ∗l
)
. b. Let ψ be any com-
plex direction in the tangent space TH+Gr∞. Let Kψ be the Gaussian sectional
curvature in any the two-dimensional real space defined by Reψ and Imψ. Then
we have
Kψ = −2 + Tr (ψψ∗ ∧ ψψ∗) < −3
2
.
Proof of part a: The proof is based on the construction of the so-called
Cartan coordinate system in [13]. By that we mean a holomorphic coordinate
system (x1, x2, . . . ) in which the components of the Ka¨hler metric tensor gij(x)
is given by the formula: gij = δij + rij,ijx
kx¯l + O(|x|3). Cartan proved that
if the coordinate system satisfies this last equation, then rij,ij = − 13Rij,ij .
where Rij,kl is the curvature tensor. To prove part a) we construct the Cartan
coordinates in Gr∞:
Definition A.48.1 Let ψi be an orthonormal basis of HS(H
+,H−). Let
ϕt =
∞∑
i=1
tiψi ∈ HS(H+,H−).
Let the subspace Wt of H
+ ⊕H− be spanned by the set
{1 + ϕt(1), z + ϕt(z), . . . , zn + ϕt(zn), . . . }.
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Obviously, Wt is the graph of the operator ϕt. We define the exponential map
exp : HS(H+,H−)→ Gr∞
as follows
exp
( ∞∑
i=1
tiψi
)
=Wt ∈ Gr∞. (75)
Thus t = (t1, t2, . . . ) will define the local coordinates in some open set U ⊂ Gr∞
of the point 0 corresponding to H+ ∈ Gr∞.
Lemma A.48.2 The following expansion near t = 0 in the coordinates
t = (t1, t2, . . . ) holds
− ∂
2
∂ti∂tj
log det
1−∑
i,j
titjψiψ
∗
j
 =
δij +
(
2δij − Tr
(
ψiψ
∗
j ∧ ψjψ∗i
))
titj+∑
(i,j) 6=(k,l)
(
δijδkl + δilδkj − Tr
(
ψiψ
∗
j ∧ ψkψ∗l
)− Tr (ψiψ∗l ∧ ψkψ∗j )) tktl.
Proof: Let f(t) = det
(
id−∑ titjψiψ∗j) , then
∂2
∂ti∂tj
log det
(
id−
∑
titjψiψ
∗
j
)
=
∂2
∂ti∂tj
f−1 − ∂f
∂ti
∂f
∂tj
f−2. (76)
From the definition of the determinant, we have that
det
id−∑
i,j
titjψiψ
∗
j
 =
1−
∑
i,j
Tr(ψiψ
∗
j )t
itj +
∑
i,j,k,l
Tr(ψiψ
∗
j ∧ ψkψ∗l )titjtktl + h.o.t.
Hence,
∂2
∂ti∂tj
det
(
id−
∑
titjψiψ
∗
j
)
= −δij¯ +Tr(ψiψ∗j ∧ ψiψ∗j ))titj+∑
(k,l) 6=(i,j)
Tr
(
ψiψ
∗
j ∧ ψkψ∗l + ψiψ∗l ∧ ψkψ∗j
)
tktl + h.o.t,
∂
∂ti
det
id−∑
i,j
titjψiψ
∗
j
 = −∑
l
Tr(ψiψ
∗
l )t¯l + h.o.t.,
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and
∂
∂tj
det
(
id−
∑
titjψiψ
∗
j
)
= −
∑
k
Tr(ψkψ
∗
j )t
k + h.o.t..
Furthermore,
1
det
(
id−∑ titjψiψ∗j) = 1+
∑
titjTr(ψiψ
∗
j ) + h.o.t
and
1/f2 = 1 + 2
∑
titjTr(ψiψ
∗
j ) + h.o.t.
Substituting the last 5 equations into equation (76) we obtain the result. Lemma
A.48.2 is proved. 
Lemma A.48.2 implies that the coordinates (t1, t2, . . . ) forms a Cartan
coordinate system. Thus, for (i, j) 6= (k, l) we get:
Rij,kl = −δijδkl − δilδkj +Tr(ψiψ∗j ∧ ψkψ∗l + ψiψ∗l ∧ ψkψ∗j ),
and
Rij,ij = −2δij +Tr(ψiψ∗j ∧ ψiψ∗j ).
So we proved
Corollary A.48.3 The left invariant metric on Gr∞ is Ka¨hler with a po-
tential log det
(
id−∑ titjψiψ∗j).
This concludes the proof of part a of Theorem 48. .
Proof of part b: To prove part b) remark that the Gaussian curvature in
the direction ψi is given by
Kψi = Rij,ij = −2 + Tr(ψiψ∗i ∧ ψiψ∗i ).
Now, if ψ1 = ϕ, we complete the set {ψ1} to an orthonormal set in the Hilbert
space TH+,Gr∞ . Hence, from the previous discussion it follows that Kϕ = −2+
Tr(ϕϕ∗ ∧ ϕϕ∗).
Lemma A.48.4 If Tr (ψψ∗) = 1, then Tr
(∧2ψψ∗) < 12 .
Proof: Note that ϕϕ∗ is a compact positive operator and hence its nonzero
eigenvalues are all positive. Let {λi} be the set of nonzero eigenvalues of ϕϕ∗.
Since ϕϕ∗ is trace-class and ||ϕ||2 = Tr (ϕϕ∗) = 1 imply that
Tr (ϕϕ∗) =
∑
i
λi = 1.
A simple argument with tensor products gives
Tr(∧2 (ϕϕ∗)) =
∑
i<j
λiλj .
We have
1 =
(∑
i
λi
)2
= 2
∑
i<j
λiλj +
∑
i
λ2i .
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From here it follows that Tr(∧2ϕϕ∗) < 1/2. Using the formula for the curvature
in holomorphic direction ϕ it follows that Kϕ < −3 /2 < 0.  Lemma A.48.4
implies part 2 of Theorem 48. Theorem 48 is proved. 
Definition A.48.5 We recall that a submanifold S of a Riemannian man-
ifold M is called totally geodesic at p if each M-geodesic passing through p in
a tangent direction to S remains in S for all time. If S is geodesic at all its
points, then it is called totally geodesic [8].
Theorem 56 was proved in [19]. We reproduce the proof. The reason is to
make this paper self contained.
Theorem 56. Let ψ ∈ HS(H+,H−) = TH+,Gr∞ . Let exp be the map from
HS(H+,H−) = TH+,Gr∞ to Gr∞ defined by Definition A.48.1 Then the com-
plex curve γψ(s) = exp (sψ) ⊂ Gr∞ is a totally geodesic complex submanifold
of complex dimension one in Gr∞ and γψ(s) = exp (sψ) exists for all s ∈ C.
Proof: The proof of the Theorem 56 is a consequence of the following two
results:
Lemma A.56.1 Let ψ ∈ HS (H+,H−) be such that ‖ψ‖2HS = 1 and
s(t) = s0 + te
iθ,
with θ, t ∈ R be a line in R. Let γψ(s(t)) := exp (s(t)ψ) be a curve in Gr∞.
Then, the norm of the tangent vector γ˙ψ to the the path γψ(s(t)) has a length
one, i.e. ‖γ˙ψ (s(t))‖ = 1.
Proof: By the definition of the exponential map the line s(t)ψ in the
Hilbert space HS
(
H+,H−
)
corresponds to the family of Hilbert subspaces
Ws := γψ(s) ⊂ H+⊕H− in Gr∞ spanned by the vectors
s(t)ψ(1), ..., s(t)ψ(zn), ....
With respect to the decomposition H = H+ ⊕H− define the block matrix
As =
(
id sψ∗
sψ id
)
From the definition of Ws we have Ws = AsH
+. Let
T : H+ ⊕H−→H+ ⊕H−
be any bounded operator. Using thatGraph(T ) is perpendicular toGraph′ (T ∗),
where
Graph′ (T )
def
= {(−Tx, x) |x ∈ Dom(T ) },
we getW⊥s = AsH
−. Hence, the matrix As maps H = H+⊕H− intoWs⊕W⊥s
and preserves the direct sum decomposition. It is well known that the operators
(id + ss¯ψψ∗) and (id + ss¯ψ∗ψ) are invertible. The following relations can be
checked easily:
(id+ ssψ∗ψ)−1ψ∗ = ψ∗(id+ ssψψ∗)−1, (77)
and
(id+ ssψψ∗)−1ψ = ψ(id+ ssψ∗ψ)−1. (78)
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Therefore,
A−1s =
(
id sψ∗
sψ id
)(
(id+ ssψ∗ψ)−1 0
0 (id+ ssψψ∗)−1
)
=
(
(id+ ssψ∗ψ)−1 0
0 (id+ ssψψ∗)−1
)(
id sψ∗
sψ id
)
. (79)
To compute the norm ||γ˙ψ(s(t))||, we use the identification of TWs(t),Gr∞ with
HS(Ws(t),W
⊥
s(t)). The latter, is mapped onto HS(H
+,H−) by means of X˜ 7→
A−1s X˜As |H+ . From the invariance of the metric we have that the norm of X˜ ∈
TW,Gr∞ is given by
||X˜||2 = Tr
(
(A−1s X˜As |H+ )∗(A−1s X˜As |H+ .)
)
. (80)
Since,
γ˙ψ(s(t)) =
(
0 −e−iθψ∗
eiθψ 0
)
,
a technical but straightforward computation with X˜ = γ˙ψ(s(t)) taking into
account equations (77), (78), and (79) yields the Lemma A.56.1. 
Lemma A.56.2 Set γ˙ψ(s) =
d
dsγψ(s) and assume that ‖γ˙ψ(s)‖ = 1. Let ∇
be the covariant derivative in Gr∞ given by the Levi-Civita connection. Then,
∇γ˙ψ(s) (γ˙ψ(s)) = 0.
Proof: Let s ∈ R and γψ(s) be a geodesic in our Ka¨hler manifold. For each
point s of the geodesic γψ(s) we define a complex direction as follows:
γ˙ψ(s) + iIγ˙ψ(s).
For each s in γψ(s) we consider a geodesic Iγ˙ψ(s) and so each point τ on the
geodesic from s with direction Iγ˙ψ(s) we have two tangent vectors. The first,
α(τ), which is the parallel transport of γ˙ψ(s) and the second β(τ) which is given
by
β(τ) =
d
ds
Iγ˙ψ(s),
and is the parallel transport of Iγ˙ψ. The Ka¨hler condition implies that the
complex structure operator is parallel with respect to the Levi-Civita connection
of the metric. From here we get that for the Lie bracket [γ˙(s), Iγ˙(s)] of the vector
fields we have [γ˙(s), Iγ˙(s)] = 0. Hence, it follows from Frobenius theorem that
there exist a surface S such that the tangent space is spanned by α(s) and β(s).
Since,
I(α(s) + iβ(s)) = i(α(s) + iβ(s))
it follow that S is a complex analytic curve and we can take z as a complex
analytic coordinate associated to the point
z = exp(xγ˙ψ(s) + iyIγ˙ψ(s)).
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Let’s write µ˙(z) = γ˙ψ(s) + iIγ˙ψ(s). From the properties of the Levi-Civita
connection and ‖µ˙(z)‖2 = const it follows that
0 =
d
dz
||µ˙(z)||2 |s0 = 2〈∇zµ˙(z), µ˙(z)〉 = 0, (81)
and so
d2
dz¯dz
||µ˙(z)||2 |s0 = ||∇zµ˙(z)||2 −Rψ ||µ˙(z)||2 = 0.
Since Rψ < 0, we have ∇zµ˙(z) = 0. Restrict ∇zµ˙(z) on the real part at s0 and
we get that ∇z γ˙ψ(z) = 0. Hence, taking Rez = γ˙ψ, we have ∇ ˙γψ(s)γ˙ψ(s) |s0 = 0.
Lemma A.56.2 is proved.  Theorem 56 is proved. 
In this section we will prove the infinite dimensional complex analytic ana-
logue of Hadamard’s theorem, to show the existence of the complex analytic
manifold structure H−1,1(D) on T∞.
Theorem 57. The complex exponential map defined in Theorem 56 is a
covering complex analytic one to one map from the tangent space Tid,Gr∞ onto
Gr∞.
Proof: The proof Theorem 57 is based on Theorem 56.
Lemma A.57.1 Let ψ ∈ TH+,Gr∞ = HS
(
H+,H−
)
and ‖ψ‖HS = 1. Then
the exponential map restricted to one dimensional complex subspace
{cψ|c ∈ C, ψ ∈ HS (H+,H−)} ⊂ TH+,Gr∞ = HS (H+,H−)
and taking values in the totally geodesic submanifold Dψ is a complex analytic
diffeomorphisms.
Proof: To prove Lemma A.57.1 we use that the curvature in the holomor-
phic direction is negative. This fact implies that we have
|| (d exp(c−→w )) (−→w ) || ≥ ||−→w ||. (82)
For the proof see [8]. From a standard result in (finite dimensional) differential
geometry states that (82) implies that the map is a local diffeomorphisms and
thus it is covering. Furthermore, if c1 6= c2 then
Wc1ψ := (id+ c1ψ) (H+) 6=Wc2ψ := (id+ c2ψ)
(
H+
)
.
Hence, exp(c1ψ) 6= exp(c2ψ). Thus the exponential map
exp : cψ → exp (cψ) = Dψ
is a diffeomorphisms. Next we will show that it is complex analytic map. We
need to show that if −→v ∈ Texp(c1ψ),Dψ , then J (−→v ) ∈ Texp(c1ψ),Dψ , where J
is the complex structure operator. −→v is obtained by a parallel transform of a
vector −→v 0 ∈ T0,Dψ along the total geodesic submanifold Dψ. We know that
J (−→v 0) ∈ T0,Dψ . Since the metric is Ka¨hler then ∇J = 0. Since Dψ is a totally
geodesic submanifold, then by the parallel transposition −→v 0 ∈ T0,Dψ goes to−→v ∈ Texp(c1ψ),Dψ . So ∇J = 0 and Dψ is a totally geodesic submanifold imply
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that by parallel transport of J (−→v 0) ∈ T0,Dψ goes to J (−→v ) ∈ Texp(c1ψ),Dψ .
Lemma A.57.1 is proved. 
Suppose that ψ1 and ψ2 are linearly independent vectors. Then the con-
struction of exp and (82) imply that complex curves {exp(tψ1)|t ∈ C} and
{exp(tψ2)|t ∈ C} intersect only at the identity. These arguments imply that
exp is a complex analytic isomorphism of some open set Tid,Gr∞ to an open
set in Gr∞. Since the curvature of the Ka¨hler metric is negative in complex
direction then (82) implies that the exponential map is surjective. Theorem ??
is proved. 
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