The generation of the textual description of the differences in images is a relatively new concept that requires the fusion of both computer vision and natural language techniques. In this paper, we present a novel Fully Convolutional CaptionNet (FCC) that employs an encoder-decoder framework to perform visual feature extractions, compute the feature distances, and generate new sentences describing the measured distances. After extracting the features of the images, a contrastive function is used to compute their weighted L1 distance which is learned and selectively attended to determine salient sections of the feature at every time step. The attended feature region is adequately matched to corresponding words iteratively until a sentence is completed. We propose the application of upsampling network to enlarge the features' field of view, this provides a robust pixel-based discrepancy computation. Our extensive experiments indicate that the FCC model outperforms other learning models on the benchmark Spot-the-Diff datasets by generating succinct and meaningful textual differences in images.
I. INTRODUCTION
Since early 2000 when the generation of massive data began, there has been an increased need for systems that can effectively analyze big data and intuitively interpret such data in an illustrative manner that describes customers' needs [1] , [2] . Recently, artificial intelligence technology has seen an increase in research and development of complex models that have achieved a significant breakthrough in certain tasks [3] . Mostly, tasks such as image understanding, expert systems, speech recognition, machine vision, chatbots, languages, robotics, and medicine are areas it has seen a major application [4] . Though there are several models, deep learning has transcended as the most versatile tool for accomplishing an improve benchmark in the field of artificial intelligence. A big factor in this is the availability of complex software tools and algorithms, sophisticated hardware, and ever-increasing volumes of data [5] , [6] .
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Currently, computer vision and natural language processing (NLP) remains the leading area of exploit and has witnessed a wide range of architectural designs and application. For example, natural language tasks such as machine translation, language understanding, question-answering, parsing, sentiment analysis, textual generation, and language model have been well addressed using a couple of deep learning models [7] . In the same way, computing the combination of edges and shapes have resulted in learning and extracting features from images in the field of computer vision. This is more elaborated in the implementation of applications such as face recognition and detection, image classification and localization, 3D pose estimation and motion estimation, and both instance and semantic segmentation, as well as their use in cloud computing and Internet of Things [8] - [11] . Often, both computer vision and NLP are intertwined and often combined as is the case of image caption which has attracted much interest lately. Image captioning involves the interpretation of visual features into a natural language description that has seen significant use in robotic systems VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ and visual question-answering systems [12] , [13] . It automatically generates a sequence of words portraying an image's description. Regularly, image captioning models are made of an encoder-decoder architecture whereby the encoder is usually assigned with feature extraction [14] . At different layers, convolutional neural network (CNN) progressively learns shapes and patterns, starting with lines and edges, to mapping local structures in an image as illustrated in Fig. 1 [15] . With CNN's resounding achievement in learning data representations at several levels of abstraction, it translates images into a fixed length of feature vector as the encoder's output. Alongside the encoder, recurrent neural network (RNN) is generally adopted as the decoder for generating caption automatically [16] . Given the context of previous words, it predicts the next word in a sequence recursively. Because of its architecture, long short-term memory (LSTM) is generally preferred for temporal dependencies because of its gate structures which influence the updates of its internal cell memory computation and states [17] . Like a typical language model, the decoder's initial states are generally initialized to the outputs of the encoder, then sequence is generated using the initial states. However, in image captioning, the embedding of the image produced by the encoder is passed as the initial input or state to the decoder, from which subsequent predictions are made till an end token is reached [18] . Oftentimes, an embedding layer is designed in the decoder to first fix the training captions into a consistent vector shape, and to capture and encode semantic and syntactic relationship among words. This is done by multiplying the one-hot vector of unique words in the caption vocabulary with pre-trained embedding weights to return an embedded weight matrix where each row corresponds to the index of a particular word. Also, most recent models employ an attention mechanism to compute an estimated weighted distribution of the temporal feature of the input image [19] . For this, RNN is used to read partial captions alongside the probability distribution of local mappings from the image, as such, the model can focus on the more important area in an image during processing. Intuitively, the model learns the structures of both the temporal and spatial elements of the training set, with attention decisively correlating the relationship between the captions and the corresponding section of the image features.
Inspired by image captioning, in this work we investigate the natural language description of differences in an image pair as displayed in Fig. 2 . Given two images, we design an end-to-end encoder-decoder deep learning architecture where the encoder extracts the image's feature dissimilarity, then map it to a fixed vector representation of captions. Our proposed model consists of a Siamese network with convolutional neural network subnets to extract feature representations. Also, it includes a soft attention mechanism for channeling the model's focus on the most important part of the image. This is accomplished by individually weighting the regions of an image, and adding more weights to the salient parts.
In this work, our proposed Fully Convolutional Caption-Net (FCC) model extends the CaptionNet [20] model by incorporating a fully convolutional encoder model to transform the dimension of the intermediate feature layer to the input image's size. This means the model's encoder itself constitutes a sub-encoder and sub-decoder which together forms the fully convolutional encoder. While CNNs are able to obtain deep features as the layer goes deeper, spatial information is been lost which reduces the output dimension. We argue that a larger dimension improves the efficiency of the contractive layer, as well as enhances better attention computation. As shown in several semantic segmentation tasks, the fully convolutional technique helps to improve the performance of pixel-level based computation [21] . Overall, our Fully Convolutional CaptionNet model presents improved features over other models and our updated contributions are as follows:
• We propose a novel end-to-end encoder-decoder model that employs FCN-8s upsampling technique to achieve captioning of differences in images.
• Our encoder has a fully convolutional sub-encoder and sub-decoder architecture which allows the encoder's output feature dimension to be the same as the input image. This output serves as the initial states for the RNN decoder.
• Our model combines six well-established modules which are Siamese network, attention mechanism, fully convolutional network, LSTM, word embeddings and beam search. All these techniques are combined into a fully trainable and optimizable back-propagation model.
• We achieve an improved result for image difference captioning which outperforms other models on the Spotthe-diff benchmark dataset.
II. RELATED WORK A. ENCODER-DECODER
Most customary captioning approaches are built on the encoder-decoder architecture, whereby the decoder depends completely on the encoder. The encoder performs the task of obtaining image features from the training data and is generally molded on a CNN architecture because of its out- standing feature extraction capability. The encoder is generally followed by a decoder which combines several phrases to generate sequences based on words from the vocabulary [22] . Using this technique, a multimodal supervised system was trained using keywords to determine an image's label. The weakly-labeled feature selection approach used sentence clustering for deciding keywords that match the image's caption [23] . In optimizing the use of salient regions, object detection was defined to provide a single description to different regions of an image. This localized detection design is based on a novel dense localization layer that captures a fixed-sized feature representation of an object from each region [24] . A language convolutional network without pooling was designed to extract sequence features using temporal convolution. The model is then combined with RNN to achieve sequence consistency and longer-range dependencies [25] . Exploration of text features was investigated by joining text embedding and conditional language model in the form of guided LSTM. The approach, therefore, consolidates time dependency in influencing sentence generation from the extracted image features [26] .
B. FULLY CONVOLUTIONAL NETWORKS
Even though deep features are obtained from deeper models while training with CNN, more spatial information is lost due to subsampling operations. This eliminates the possibility of pixelwise computations when the input dimension is required to be the same with the output. In image segmentation particularly, Fully Convolutional Networks (FCN) without fully connected layers were popularized for aligning learned features to a desired dimension [27] . Also, the different pooling filter size method used in global pyramid pooling encapsulates region-based context cues which contain both global and local image features [28] . Inspired by autoencoders, spatial and higher resolution were achieved through upconvolution or deconvolution.
The upconvolution process involves learning filter weights which upsample or increase the dimension of convolution outputs, instead of the usual bilinear interpolation [29] . While tackling the coarseness that occurs from upsampling, shortcuts and skip connections were introduced to achieve image-level refinement. The model's indices are copied from the pooling layers in the encoder to their corresponding positions in the decoder [30] . A mixture of dilated convolutions which helps to increase the field of view and context module achieved significant improvement by combining multi-scale aggregations [31] .
C. ATTENTION MECHANISM
Motivated by the application of attention in other tasks such as recognition and sequence modeling, attention concepts namely soft and hard attention were introduced into captioning [32] . Instead of assuming the image as a single entity, regions of the image are individually weighted to ensure the most informative part of the image is given more weights. In some cases, both top-down and bottom-up approaches were combined to selectively attend image encoding. The semantic attention model incorporates feature representation from images as well as semantic concepts from the caption keywords [33] . The possibility of less important words and their relationship to captioning is also another interesting scope. Lu et al intuitively insinuated that certain words do not relate to image information through adaptive attention which uses visual sentinel to decide when to pay attention and when not to [34] . The application of attention was extended to multiple channels in a way to decide semantic attributes across the CNN architectural layers, instead of the traditional application to the final encoder layer [35] .
D. CAPTION GENERATION
Abstractive summarization of sequences by clustering the feature representation from frames with an RNN decoder shows very promising results. The model enables the separation of interesting and uninteresting sections of a video [36] . Considering the description of changes in a scene, a dual attention model was designed to localize changes in image pairs. The attention mechanism focuses on the semantically relevant parts of the images considered. The highlight of the model is to distinguish between distractors or unimportant changes to the important adjustments [37] . Video sequence was obtained through the use of a masked pooling module for computing temporal attention. This is determined by establishing an object within a spatial location, through the combination of both soft and hard attention variants [38] . A network which uses reference information was designed to correct both misrecognition and information inadequateness problem in captioning. The network assigns weights to all the words in the vocabulary during training, then reference the model sequence prediction with neighboring images that are tagged as targets [39] . Combining graph CNN and LSTM through the use of attention was applied to find the relationships between objects detected by an encoder, such that objects are first identified, and then classified before characterizing their interactions with other objects for richer semantic intuition [40] 
III. FULLY CONVOLUTIONAL CAPTIONNET
The Fully Convolutional CaptionNet is designed to analyze image differences at the pixel level, and generate a textual description of the input images. This takes advantage of an equal input and output dimension size as in other computer vision tasks such as semantic segmentation. The model framework consists of an encoder and a decoder; however, the encoder consists of a sub-encoder and sub-decoder which first achieves dimensionality reduction through convolution and pooling, then unsamples the learned feature to the original size.
A. ENCODER-DECODER FRAMEWORK
Given two partially similar images, the model automatically generates a sentence which describes the differences in the two input images. The encoder's task is to process the input image pairs and then extract or capture their individual features. The differences of these features are afterwards computed, serving as input to the decoder. Since we implemented the InceptionV3 Convolutional Neural Network (CNN) architecture, the input images are reshaped into the shape of 299*299*3 to achieve uniform aspect ratio which the architecture was designed for. First, the initial convolutional layers in the model detect lines and edges, while the deeper layers combine the lines and edges to form patterns and complex features. The decoder, however, which is a recurrent neural network generates the captions based on the features extracted by the encoder and the probability distribution of words in the vocabulary. Therefore, the model is maximized by learning the parameters P:
Algorithm 
where the encoder extracted feature is represented as F, and the corresponding obtained sequence S is represented as a compilation of words (s 1 , s 2 , .., s T ).
1) FULLY CONVOLUTIONAL SIAMESE ENCODER
The encoder follows the principle of the fully convolutional network (FCN) such that, while it extracts features from the images, it also expands the deducted dimension to the same resolution as the input images. To achieve this, a Siamese network based on the InceptionV3 42-layer CNN architecture [41] is implemented in our work. It follows the neural network logistic regression function:
where W and b are learnable parameters, x represents input image, l is the network layer, and g is the activation function. The convolution processing of the network begins with each of an image pair being processed separately in the model's encoder using two identical InceptionV3 CNN architectures. The two CNNs are matching because they both share the same parameters and hyperparameters. The Inception V3 architecture was designed for factorizing convolutions which helps to decrease the network's connections and parameters, yet maintain efficiency. For the convolution, different scales of filter sizes were combined including 1 * 1, 3 * 3 and n * 1 filter sizes, where n could be 1 or 3. The factorized convolutions have different modules which combined average and max pooling techniques to generate outputs which are concatenated before feed into the subsequent module.
To ensure a fully convolutional network, the last layer of the InceptionV3 model which is a dense layer is removed in both subbranches of the Siamese network. Since the original input image pair is of 299 * 299 * 3 dimensions each, their output dimensions after running the InceptionV3 architecture without a dense layer then becomes 8 * 8 * 2048. This change or reduction in dimension causes huge spatial information loss which affects both feature and pixel-level analysis. Accordingly, upsampling technique is used to convert the low resolution feature representation to the original input size, hence preserving and maintaining the feature's spatial relationship. To reduce computational complexities, bilinear interpolation is used for upsampling rather than learning the deconvolution parameters. Thus, the downsampling path achieves feature extraction and the upsampling path achieves spatial enlargement. Also, to ensure a well-defined spatial integration, skip connections of indices from the shallow layers are extended to the deeper layers. The differences between the encoder outputs were measured using a pixel-level weighted L1 distance is to obtain feature dissimilarities. This yields the absolute differences of both feature vectors.
2) DECODER
The decoder runs a recurrent neural network to sequentially generate words in the captions based on the probability distribution of the attention mechanism and the language based model which translates the features into sentences. First, the words in the captions are converted to a fixed-length vector and then enriched with semantic and syntactic relations using a pre-trained word embedding. In our work, we implemented the Long-Short Term Memory (LSTM) recurrent network to achieve deeper temporal computation. Because of the gated design of LSTM, it is able to weight prior words in a sequence based on how influential it is to the next word in the sequence. The LSTM's input gate I t regulates and determines which input is to be accepted at any time step t. Also, the forget gate f t determines which of the computation is to be kept or erased, while the output gate o t regulates the memory information to introduce to the next hidden state. Therefore, with previous cell output h t−1 and previous cell memory C t−1 , the LSTM current cell output h t is updated as:
where f t , I t and O t are forget, input and output gates at time t. X t represents the input vector, W , U are trainable weight vectors and C t , h t are the current cell memory and output respectively. Indeed, to achieve a two-way cycle of computation, our decoder design runs a bidirectional LSTM such that both the forward and backward information in the hidden states are processed to capture more detailed sequential information. 
3) CONTRASTIVE FUNCTION
After obtaining the two different feature vectors from each Siamese subnetwork, the feature dissimilarities are calculated using their distance apart. To achieve this, the weighted L1 distance [42] is computed such that a point on one of the features is computed against the corresponding point in the other feature. This distance D is achieved by computing the sum of the absolute differences between the two points as:
where f 1 and f 2 are the individual points on each vector feature and α i represents the trainable parameters. Since the feature representation from the encoder has been upsampled to a larger resolution dimension, this would ensure that the spatial information on the image content is adequately fused into the dissimilarity computation. Then, a single convolution layer is added after the contrastive layer to learn the computed differences. Because the output of the contrastive layer has a large vector, the convolution filter size is set to 7 * 7 to capture different forms of objects. This way, larger objects are also observed easily as smaller objects. The output of the post-contrastive convolution layer then becomes the final output of the encoder, it would be weighted with an attention network to iteratively influence the generation of the decoder's sequence.
B. CAPTIONING MODEL
As depicted in Fig. 3 , the model's encoder captures and extracts features from the input images, and these features are essential in the decoder's sequence generation. After obtaining the images' features, a neural attention network which recursively determines the most important section of the image integrates this salient region with the words in the vocabulary to systematically perform difference caption generation. This process of attentively obtaining the relevant or weighty image region, as well as matching it with complementary word descriptions is continiously done till the end token is reached.
1) EMBEDDING LAYER
The embedding layer displays the tokenized training data in a dense vector representation such that each word holds a unique position in a continuous space vector. By using a pre-trained GloVE 300-dimension embedding, the learned weights are transferred into the training data to encode essential semantic relationships among words. The low dimension vector representation then becomes a part of the LSTM decoder's input, alongside the probability distribution of the attention network. Therefore, considering the embedding layer, the cell state c t of the LSTM is represented as:
where f t is the output of the LSTM's forget gate at time t and E is the embedding weight matrix while W , Z and U are learnable LSTM parameters.
2) VISUAL SOFT ATTENTION
Attention mechanism allows scene consideration in caption generation by iteratively focusing on the relevant part of the image features to generate word-by-word caption. Since the output of the encoder is 3-dimensional, the feature is considered as a grid vector which individually represents the different spatial context of the image pair differences. At every time step, a distribution of the most relevant location of the image feature representation is obtained, and this is used to sample the training vocabulary to produce the next word in the sequence. At the succeeding time step, another feature localization distribution is obtained and subsequently used to sample the vocabulary vector to produce another word. Basically, the attention mechanism iteratively determines a grid vector in the image features, and then the grid vector alongside sampled words in the vocabulary are combined to generate word-by-word captions. At the end, the model would successfully shift it attention all around the image features to determine salient sections, and then generate matching words describing it. This allows individual words in the caption to be associated with regions in the image feature vector. The soft attention f Att uses a weighted joint probability distribution p(w t , r t |h t ) to determine which feature region r t is most relevant at each state h given a time t over words w t . At every time step, the distribution p(r t |h t ) provides attention weight W Att , salient localization probability L t and the word distribution W t to predict the next word in the sequence S.
IV. EXPERIMENTAL SETTINGS
The Fully Convolutional CaptionNet model is experimented on the Spot-the-diff baseline dataset to evaluate its performance compared to other architectures. The model combines successful deep learning techniques such as Siamese, recurrent and convolutional neural networks to achieve captioning. This is to explore and address the task of automatically describing the changes in similar images. Also, to improve pixel-to-pixel analysis, we adopted the fully convolutional technique in our encoder to ensure a large resolution while leveraging CNN's ability to extract complex features in images. The efficiency of our model is reported using standard quantitative metrics for text-based tasks. Thereafter, we highlight quantitative examples of the model's description and the performance comparison to other approaches.
A. SPOT-THE-DIFF DATASET
The Spot-the-diff benchmark dataset is an extract of the VIRAT surveillance video dataset [43] which consists of single-object and two-object scenes of humans and vehicles mostly from an aerial view. Spot-the-diff dataset has 13,192 total images out of which 6,596 belong to the before category and the other 6,596 images belong to the after category. Each of the image pairs has at least a corresponding caption label describing the differences in the images. In total, there are 13,192 captions of the images with the longest having a length of 54 words. The word count of the caption dataset is 2,404 out of which there are 2,246 unique words.
B. EVALUATION METRIC
In evaluating the performance of the proposed model, we adopted the BLEU [44] , METEOR [45] , ROUGE [46] and CIDEr [47] metrics. BLEU is traditionally used for similarity measurement in texts, especially in machine translation where it has gained immense usage. Its precision is obtained by computing the geometric mean of all the n-gram precision scores while recall is computed by introducing a brevity penalty in the reference text. Both the mean precision and best match recall are used for BLEU calculation.
ROUGE computes overlapping n-grams and word sequences for the evaluation of summaries using the longest sequence. It as well employs the co-occurrence F-score mean of recall and precision. METEOR was also adopted from machine translation to address certain defects of BLEU by incorporating synonyms matching in detecting similarity in words. The BLEU precision is modified by the length of the unigram alignment of both the candidate and reference texts, and its recall is modified by a penalty function to score matching in the word order. On the order hand, CIDEr specifically measures the condition of image captioning by evaluating the unison of reference and candidate descriptions. This is achieved by determining the consensus between all the descriptions, that is, how much a singular candidate description matches the combination of all reference descriptions. TF-IDF weighting, cosine similarity, and stemming are all involved in computing CIDEr's precision and recall.
C. TRAINING DETAILS
The training data contain pairs of images and their corresponding captions detailing the differences in the images. These captions vary between 1-5 distinguished sentences for the image pairs. First, both the images and captions must be preprocessed and converted into low dimensional vectors that could be fed into a model for neural network computations. The captions are initially tokenized and free of cases and punctuations, then, transformed into a one-hot vector. The rarely occurring words are eliminated to increase the model's robustness to outliers. Next, using a pre-trained word embedding, the similarities and generalization intuitiveness of the words are captured, benefiting from the otherwise disadvantaged high dimensional and sparsely distributed vector of ordinary words. Having 1000 frequenting appearing words from the caption matched with a pre-trained 300dimensional GloVe embedding, our text data becomes 1000 * 300-dimensional trained weights matrix of semantic similarities among the words. The weights matrix becomes part of the input of the model's decoder, alongside the features from the encoder. Because all the captions must have a fixed length, the shorter sequences are therefore padded to the maximum length of 54, meaning each sentence from the training data is a 54 * 300 vector representation of embedding.
The encoder, on the other hand, captures and extracts features from the images via a convolutional network. The extracted features are then transferred to the decoder to generate new descriptions. Each of an image pair is fed to different branches of a Siamese encoder. The Siamese sub-branches each is a 42-layer InceptionV3 architecture without its last layer. After convolution computations, each sub-branch produces an 8 * 8 * 2048 vector representations which are upsampled to a size of 299 * 299 * 1000. The vectors represent extracted features of each input image and their dissimilarities are assessed through the contrastive layer and learned using cross-entropy loss function and backpropagation to minimize the mapping cost.
Rather than processing the image features all at once, thereby limiting the importance of certain areas of interest in the images, an attention network iteratively maps the most important part of the image to the decoder in generating matching words sequentially. The encoder sub-branches outputs the extracted features of the images at a lower resolution. The reduced outputs are upsampled to the input image sizes to avoid mismatch of pixels during pixel difference computation. Then, the distances of the generated features are computed using a weighted L1 distance. Because the feature outputted by the encoder is represented as a grid, different regions of the grid correspond to distinct sections of the input images. The attention mechanism convolves the feature vector and produces probability distributions of the salient parts. These distributions are involved in determining the right words which correspond to the feature content description. At first, the feature vector location probability distribution forms the initialization of the decoder's hidden state, and then this is weighted as the summary of different sections of the feature map. This weighted location vector, the previous hidden state, and a starting word then result in a new hidden state, generating subsequent location distribution and word distribution. The process continues and the word distribution generates a word at a time, summing up to become the model's sentence prediction. The technique involves passing in the target word as the next input to the decoder.
The model predictions are compared to the label caption and the losses are calculated. In minimizing the categorical cross-entropy cost function, the gradients are efficiently calculated via the back-propagation technique and trained using an optimizer. The model weights and biases are then updated while gradients are computed to obtain subsequent predictions as similar to the labels as possible. Since the model runs a mini-batch size of 16, the averages of the output parameters are determined to obtain the gradients. The model runs an Adam optimizer with an initial learning rate of 0.001 for the first 20 epochs and 0.0001 rate for the later 20 epochs. During testing, beam search technique is applied to advance model prediction such that the flaws of the Maximum Likelihood Estimation (MLE) techniques are avoided. Based on the attended image features, the decoder generates vectors representing the probability distribution of the words across all the data vocabulary, out of which the top twenty words are considered as candidates at each time step. Trained on a NVIDIA GeForce GTX 1080 Ti graphics card, the model trained on Keras and Tensorflow libraries for 11 hours.
D. BASELINE
The following literature models are compared with our proposed Fully Convolutional CaptionNet (FCC) network in evaluating the model's effectiveness and efficiency.
In Difference Description with Latent Alignment (DDLA) [48] , descriptions are generated based on the identified object-level differences which represent the latent alignment variable. The L2 distance of both input images is computed as a binary-valued matrix where the matrix position of two corresponding pixels is set to 1 if there is a change in the pixel values. The binary matrix is converted into a mask to represent the images' differences as a cluster, fed alongside the two images into the network.
Using a latent alignment variable, Difference Description with Latent Alignment Uniform (DDLA Uniform) [48] computes visual analysis and extracts higher-level features through a pixel-difference mask. This is set as a fixed uniform prior which is fed as input into the network. The cluster masks are randomly selected as the latent difference extracted from the uniform distribution. This random selection of uniform prior is continued with the cluster masks during training.
The Siamese Difference Captioning Model (SDCM) [20] was also built on an encoder-decoder framework. A Siamese encoder was used to extract features from an image pair with a contrastive layer to compute the disparities of the output features. The dissimilarity was fed in an end-to-end framework alongside the label captions to the decoder which operates as a language model in generating prediction sequence. An attention component was also applied to ensure concentration on the salient portion of the features.
On the other hand, an attention-less SDCM [20] feeds the embedded feature output of the encoder to the decoder all at once. This means that an image's object information is not considered separately. However, other features of the Siamese Difference Captioning Model such as beam search and semantic transfer of words' distributional similarities through weight transfer of pre-trained word embeddings were included.
The Dual Dynamic Attention Model (DUDA) [37] uses an attention change localizer to obtain the differences between the two input images. The representation differences alongside the original images are designed as two different attention maps to learn distractors or illumination/viewpoint change, and distractors with a change of scene. The system allows for selective attention based on the type of change that occurred in the images and its integration to the where (spatial attention) and when (semantic attention) of the changes. 
E. RESULT DISCUSSION AND ANALYSIS 1) REPRESENTATIONAL PIXEL DIFFERENCE
To obtain dissimilarities in an image pair, the pixel-wise difference is necessary for gathering feature information. Our FCC technique takes full advantage of the fully convolutional network to magnify the extracted features of the model's encoder to achieve a wider and comprehensive pixel-to-pixel difference computation. We argue that because the output of the network's encoder is large, salient areas in the images or section of the feature with a change in actions are easily analyzed.
Compared to the DDLA model, first DDLA is not strictly end-to-end as object-level differences represented as a pixel-difference mask or latent alignment variable is initially approximated based on a predefined threshold, and then passed as supplementary inputs to the model. Our FCC model outperforms the DDLA technique, and this could be attributed to the manual inspection of clusters involved in DDLA. As depicted in Table 1 , our FCC model improves on the DDLA approach by 8.7%, 7.5%, 12.2% and 4.5% in the BLEU 1, METEOR, CIDEr and ROGUE-L scores respectively. Because pixel differences rely more on the masked object-level clusters in DDLA, the predefined threshold cannot at all times decidedly express the movement of the clustered objects or their attributes. Additionally, in comparison to the DDLA Uniform, since the model assumes a single sentence to an individual cluster, predictions could be affected when a particular cluster is misaligned and could not be accurately attributed to the generation model. The latent variable of the Uniform DDLA could also be affected in cases where objects do not overlap, thus resulting in the generation of different sentences based on the randomly chosen cluster mask of a particular data point. The result indicates a 30% increase in the BLEU 1 score, a 21% increase in the METEOR score, and a 21% increase in the ROGUE-L scores between the DDLA Uniform and the proposed FCC model.
2) LOCALIZATION PROBABILITY DISTRIBUTION
In comparison with the attention-less SDCM, the FCC model outperforms the methods in terms of BLEU, METEOR, CIDEr, and ROGUE-L. As the encoder's image features are considered once, the generation model could not consider the notable salient part of the image in sentence generation.
Instead of iteratively computing the location probability distribution of the image feature at every time step, the whole image is used to determine the subsequent word from the data. The FCC model takes full advantage of the localization probability distribution of the attention mechanism at each time step, thus systematically determining the areas of interest, as well as corresponding words to match such description. This results in an improvement of +1 in the BLEU 1 and 2 scores of the proposed FCC model compared to the attention-less SDCM, and a 22% improvement in the Cider metric.
The result analysis can be considered as the effectiveness of the contrastive layer and learning steps in establishing the dissimilarities between the Siamese network's sub-branch, and the influence of the extracted features in describing the images' content. The pixel differences provide an object-level void creation in instances where objects are present in a before image but are missing in the corresponding after image. This way, the disappeared objects can be learned and the final layer feature would be useful in determining the best word to describe such an object. This is where attention becomes profitable, repeatedly providing the probability of weighted grids of the image feature, and describing the important region of the image pairs where change as occurred. This increased focus on select areas makes word generation better, and by extension, an advancement of the overall sentence generation.
3) RECEPTIVE FIELD
The DUDA model also pre-computes the visual features of the input images in the form of a cluster mask, and then attentively learn the corresponding cluster to the model's dynamic speakers. By localizing the obtained clusters, the viewpoint shift in given images are measured; however, the model is more robust to distractors in an image. In comparison with FCC, the FCC performs better as it learns both individual pixel variation and higher-level differences. Though the pixel-level difference of the DUDA model is computed at a large resolution, our FCC model outperforms the DUDA technique, and this could be attributed to the manual inspection of clusters involved in DUDA. As depicted in Table 1 , FCC improves on the DUDA approach by 22%, 9.3%, 13.23% and 2.7% in the Bleu 4, Meteor, Cider and Rogue-L scores respectively.
In SDCM where an attention module was applied, there was a significant improvement in all the metrics compared to the SDCM without attention, emphasizing the importance of coordinating the word generation to the feature's description. However, the proposed FCC model achieves 5.3%, 1.2%, 2.5%, and 1.1% higher performance compared to SDCM in the Bleu 1-4 scores respectively. We believe this is as a result of the enlarged receptive field as a result of feature upsampling, thus increasing the resolution of the final convolutional output instead of the reduced dimension caused by pooling operations. This enlarged resolution allows difference operation to be more efficient and less compacted. Compared to the 8 * 8 feature dimension of SDCM, our proposed FCC model is designed such that the contrastive function is performed on a 299 * 299 dimension. This way, large objects, as well as smaller objects, are easily captured without spatial constraints.
V. CONCLUSION
This paper presents a novel encoder-decoder approach to caption the differences in similar image pairs using a deep supervised neural learning technique. The proposed FCC model exploits the visual information of images in learning their disparities, and their relationship to a language model. The features of an input image pair are first mined using a Siamese convolutional network and then the distance is computed via weighted L1 distance for obtaining their differences. A concise textual description of the feature difference is generated by an LSTM decoder which iteratively obtains the location probability of the salient regions using an attention network. The attended feature is correlated with words from the dictionary associated with the feature representation.
The proposed FCC model accomplishes competitive improvement on the Spot-the-diff dataset, achieving 0.373 for Bleu1, 0.249 for Bleu2, 0.166 for Bleu3 and 0.099 for Bleu4 on the Spot-the-diff Dataset baseline dataset. Additionally, our FCC model accomplishes 0.129, 0.368 and 0.299 scores on the Meteor, Cider and Rougue-L metrics respectively. This demonstrates the effectiveness of the model's extraction of discrepancies in images, as well as its attentiveness to the most relevant regions of the features. More importantly, the increased receptive field of the encoder through upsampling allows for efficient pixel-to-pixel analysis. Future research would concentrate on improving both the visual and attention mechanisms of computing, extracting and evaluation of image features and integrating it with the decoder. in 2011, and the Ph.D. degree in computer science and technology from the University of Electronic Science and Technology of China, in 2016. He is currently a Senior Lecturer with the Faculty of Mathematical Science, UDS, where he teaches with the Department of Computer Science. He is also a Postdoctoral Researcher with the School of Information and Software Engineering, University of Electronic Science and Technology of China. His current research interests include machine learning, mobile sensor networks, cryptography, and social networks.
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