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Kurzfassung
In dieser Arbeit wird ModGraph vorgestellt. Es bietet einen ganzheitlichen, leichtge-
wichtigen und hochgradig integrativen Ansatz zur totalen modellgetriebenen Software-
entwicklung. Der ModGraph-Ansatz bietet eine echte Erweiterung des EMF-Rahmen-
werks, einem in Industrie und Forschung etablierten Werkzeug zur Strukturmodellierung
(und anschließender Quelltextgenerierung) mit Ecore-Klassendiagrammen. Dabei steht
die Vervollsta¨ndigung von EMF um die - bislang fehlende - Verhaltensmodellierung im
Vordergrund. Diese wird durch einen hybriden Ansatz aus regelbasierter und prozedura-
ler Verhaltensmodellierung erreicht, der programmierte Graphtransformationsregeln zur
Spezifikation von Verhalten anbietet und gleichzeitig eine strikte Trennung der Regeln
und der prozeduralen Elemente fordert. Dazu setzt sich ModGraph zum Ziel, bestehende
Konzepte zu erweitern und zu nutzen, statt diese nochmals zu reimplementieren.
ModGraph konzentriert sich dabei auf den Mehrwert der Graphtransformationsregeln
im Kontext der Verhaltensmodellierung. Sie stellen komplexe A¨nderungen an Objekt-
strukturen deklarativ dar, indem lediglich der Zustand der Objektstruktur vor und nach
ihrer Ausfu¨hrung angegeben wird.
In dieser Arbeit wird eine ausfu¨hrbare Sprache zur Modellierung von Verhalten, ba-
sierend auf Graphtransformationsregeln fu¨r und mit EMF entwickelt, die nahtlos inte-
griert sind. Den Ansatzpunkt bieten die strukturellen Ecore-Modelle. Jede Regel wird
als Implementierung einer darin deklarierten Operation aufgefasst. Sie spezifiziert das
Verhalten der Operation, die auf der Modell-Instanz ausgefu¨hrt wird. Hierbei wird die
Instanz als Graph aufgefasst und eine kompakte Darstellung der Regel genutzt, die
es erlaubt, Struktur und A¨nderungen in einem zusammengefu¨hrten Diagramm darzu-
stellen. Dazu werden ein- und mehrwertige Knoten, die Objekte und Objektmengen
repra¨sentieren, sowie Links, die Instanzen von Referenzen darstellen, und Pfade, die fu¨r
abgeleitete Referenzen stehen, angeboten. Neben Transformationen ko¨nnen auch Tests
und Abfragen auf den Graphen spezifiziert werden, indem Regeln ohne explizite Anga-
be von A¨nderungen modelliert werden. Zudem ist es mo¨glich, das Graphmuster durch
Bedingungen zu erga¨nzen. Textuelle Vor- und Nachbedingungen, sowie durch Graphen
repra¨sentierte negative Anwendbarkeitsbedingungen, erlauben eine Einschra¨nkung der
Anwendbarkeit der Regel.
Zur Komposition der Regeln wird Xcore verwendet, das eine textuelle Syntax fu¨r Ecore
anbietet und diese um die Sprachkonstrukte zur Verhaltensbeschreibung mit dem Java-
nahen Xbase erweitert. Außerdem wird es zur Spezifikation von einfachen oder prozedu-
ralen Operationen verwendet, so dass der Nutzer auswa¨hlen kann, welche Teilprobleme
mit Regeln oder direkt in Xcore gelo¨st werden sollen. Dies fu¨hrt zu einer geeigneteren
Nutzung der Regeln. Zudem kann Xcore zur Strukturmodellierung, alternativ zu Ecore,
verwendet werden.
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Die Unterstu¨tzung des Modellierens im Großen wird außerdem durch die Einbindung
eines existierenden Paketdiagrammeditors erreicht. Paketdiagramme statten EMF mit
einer Mo¨glichkeit zur Architekturmodellierung aus.
Die - zur Ausfu¨hrung des Modells no¨tige - Zusammenfu¨hrung der Struktur, der Re-
geln und der prozeduralen Elemente erfolgt entweder auf Modell- oder auf Quelltext-
ebene. Dazu wird eine kompilierte Lo¨sung verwendet, die zwei verschiedene Modell-
Transformationen anbietet. Einmal wird der EMF- oder Xcore-Generator genutzt, der
Java-Quelltext erzeugt, in welchen der ModGraph-Generator den aus den Regeln gene-
rierten Quelltext nahtlos integriert. Alternativ kann eine bislang einzigartige Transfor-
mation der Regeln in die Modellierungssprache Xcore stattfinden. Sie werden u¨bersetzt
und nahtlos in das bestehende Modell integriert. Das so entstandene Xcore-Modell kann
interpretiert oder in Java-Quelltext u¨bersetzt werden. Bei der Generierung nach Ja-
va (via Xcore) setzt ModGraph einen, bislang im Graphtransformationskontext nicht
verfu¨gbaren, stufenweisen U¨bersetzungsprozess der Regeln um, der zur Unabha¨ngigkeit
von der Zielprogrammiersprache fu¨hrt.
Die Eclipse-basierte Werkzeugumgebung zum ModGraph-Ansatz bietet - neben einem
intuitiv zu bedienenden grafischen Editor zur Erstellung kommentierter Regeln - eine
eigene, auf die Entwicklung der Regeln zugeschnittene Ansicht, die den Nutzer in die
Abla¨ufe der Entwicklung mit ModGraph einfu¨hrt und ihn anleitet (Cheat Sheets, Dash-
board). Dadurch wird dem Modellierer ein einfacher, schrittweiser U¨bergang von der
reinen Modellierung mit EMF in die Modellierung mit ModGraph ermo¨glicht.
Zur Evaluation der Arbeit werden zwei gro¨ßere Anwendungen der ModGraph-Regeln
betrachtet. Zum Einen werden propagierende Refactorings fu¨r und mit ModGraph er-
stellt. Dabei wird ein reflektiver Ansatz verfolgt, der komplexe Refactoring-Operationen
an Ecore-Modellen auf die Regeln propagiert. Zum Anderen wird die Anwendung der
Graphtransformationsregeln im Kontext der szenarienbasierten Modellierung zur Simu-
lation von Echtzeitsystemen untersucht.
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Abstract
This thesis presents ModGraph, a sound, lightweight and highly integrative approach for
total model-driven software engineering. The ModGraph approach extends the Eclipse
Modeling Framework, which is widely used in both industry and research. EMF offers
structural modeling (and code generation) using Ecore class diagrams.
This work focuses on adding the missing behavior modeling, by using and exten-
ding existing concepts. It presents a hybrid approach for behavior modeling, using both
rule-based and procedural elements, but strictly separated. For the rule-based part, pro-
grammed graph transformation rules are used.
ModGraph focuses on the added value of graph transformation rules in the context of
behavior modeling. They offer a declarative style to model complex changes on object
structures. Therefore one specifies the objects’ state before and after the application of
the rule.
This work offers a seamless integrated, executable language to model behavior with
graph transformation rules for and with EMF. Each rule implements an operation de-
fined in the Ecore model. It specifies the operations’ behavior, which is executed on a
model instance. Therefore the instance is considered as a graph. The rule is specified
using a compact editor, which allows the specification of the structure and the changes
in a merged view. To this end, ModGraph provides single- and multi-valued nodes (re-
presenting objects and sets of them, respectively) as well as links (representing instances
of references) and paths (representing derived references). Besides transformations, one
may specify tests and queries, by defining rules without changes. Furthermore, each rule
may be constrained concerning its applicability using textual pre- and postconditions as
well as graph-based graphical negative application conditions.
Rules are composed with Xcore, a textual syntax for Ecore that extends it by using
the Java-like language Xbase for behavior specification. Additionally, ModGraph uses
Xcore to specify simple or procedural operations. Hence, the user may decide if a rule or
a procedural operation is suitable for the considered part of his problem. This strategy
leads to a more concise use of the rules. Furthermore, Xcore may replace Ecore for
structural modeling.
Also supporting modeling in the large, ModGraph integrates an existing package dia-
gram editor. In this way it supports architecture modeling in EMF.
For the execution of a model specified with ModGraph, structural, rule-based and
procedural models need to be merged. This may be performed on model and on code
level. For the realization, a compiled solution offers two kinds of model transformations.
First the EMF or Xcore generator is used to create Java code, in which the ModGraph
generator injects the code generated from the rules. Alternatively, ModGraph provides
a new unique approach to compile the rules into operations of the Xcore model. This
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means compiling the rules to their Xcore representation and injecting it into the model.
The resulting Xcore model may be interpreted or compiled. For generation, ModGraph
provides a staged translation to Java (via Xcore), which is unique in the context of
graph transformation tools. It provides platform independence, as the finally generated
programming language is no more significant.
ModGraph’s Eclipse-based tooling offers an intuitive editor for creating and commen-
ting rules as well as a view that guides and supports the user during the modeling process
(cheat sheets, dashboard). Hence, it helps the EMF user to use ModGraph’s capabilities.
To evaluate the approach, this thesis considers two profoundly different use cases. The
first one offers propagating refactoring operations for and with ModGraph. Therefore
it uses a reflective approach that propagates the model refactorings to the rules. The
second one investigates the usability of graph transformation rules in the context of
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Mitte des letzten Jahrhunderts entwickelte Nathaniel Rochester den ersten Assembler
als Maschinensprache fu¨r den damals brandneuen IBM 701.1 Innerhalb der mittlerweile
vergangenen sechs Jahrzehnte haben sich daraus viele, im Abstraktionsgrad steigende,
Sprachen entwickelt - darunter auch die objektorientierten Sprachen, wie z.B. Java.
Compiler u¨bersetzen seitdem diese abstrakteren Sprachen in Maschinencode.
Parallel dazu gewannen Softwareprojekte an Gro¨ße und Langlebigkeit, was nicht zu-
letzt eben diesem steigenden Abstraktionsgrad der Programmiersprachen zu verdanken
ist. Im Sinne einer verbesserten Wartbarkeit der gewachsenen Softwareprojekte gewann
die Dokumentation an Bedeutung. Hier ließen sich sehr bald grafische Elemente auffin-
den.
Spa¨testens seit der Einfu¨hrung und Standardisierung (ISO- und OMG-Standard) der
Unified Modeling Language (UML), werden verbreitet Modelle zur Softwaredokumenta-
tion genutzt [58, 59]. Bei dieser sogenannten modellbasierten Softwareentwicklung exis-
tiert nur eine rein gedankliche Verbindung zwischen Modell und Quelltext. Das hat zwei
gravierende Nachteile: Software ist gerade in den ersten Phasen der Entwicklung starken
A¨nderungen unterworfen, die zu Inkonsistenzen zwischen Quelltext und dokumentieren-
dem Modell fu¨hren ko¨nnen. Zudem tragen diese Modelle wenig zum Softwareentwick-
lungsprozess bei, da die Konsistenz zum Quelltext vom Entwickler zu gewa¨hrleisten ist
und damit dessen Interpretation unterliegt [72].
Die soeben aufgezeigten Nachteile sollen durch modellgetriebene Softwareentwicklung
mo¨glichst eliminiert werden, indem die Modelle selbst ausfu¨hrbar sind. Die ausfu¨hrbaren
Modelle sind nach Stahl et al.
”
nicht nur zur Dokumentation, sondern gleichzusetzen
mit Code”[72]. Die Produktivita¨t im Softwareentwicklungsprozess wird also gesteigert,
indem konventionelle Programmiersprachen durch abstraktere Modelle ersetzt werden.
Somit degeneriert der Code der allgemeinen Programmiersprache zu einem generierten
Artefakt. Wird die Software ausschließlich mit Hilfe von Modellen entwickelt, spricht
man von totaler modellgetriebener Softwareentwicklung.
Modelle sind heutzutage grafisch oder textuell. Textuelle Modelle werden meist durch
doma¨nenspezifische Sprachen dargestellt, grafische Modelle durch Diagramme.2 Grafi-
sche Modelle heben sich weiter als ihre textuellen Pendants vom klassischen Code ab:
Durch Symbole und Farben bieten sie meist eine sehr einga¨ngige Darstellung eines Sach-
verhalts. Es existieren einige Ansa¨tze, wie das Metamodell der UML [59] oder der Meta
1http://www-03.ibm.com/ibm/history/exhibits/701/701_team.html
2Zur Vollsta¨ndigkeit sei bemerkt, dass ebenso grafische doma¨nenspezifische Sprachen existieren.
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Object Facility (MOF) Standard [60], die allgemeine grafische Modellierungssprachen
definieren.
Modelle ko¨nnen interpretiert oder kompiliert werden. Dabei werden in den meisten
Fa¨llen struktuelle Komponenten, die u¨berwiegend durch Klassendiagramme dargestellt
werden, problemlos in Code u¨berfu¨hrt. Unterstu¨tzung zur Verhaltensmodellierung ist
ha¨ufig nicht gegeben. Die daraus resultierende Lu¨cke wird oft durch das Einfu¨gen von
handgeschriebenem Quelltext geschlossen.
Ein prominenter Vertreter dieser Vorgehensweise ist das Eclipse Modeling Framework
(EMF) [73]. Hier werden Ecore-Klassendiagramme in Java-Quelltext u¨berfu¨hrt. Es wird
jedoch keinerlei Verhaltensmodellierung angeboten. EMF ist in Industrie und Forschung
verbreitet, so dass es als Ausgangspunkt fu¨r die in dieser Arbeit angestrebte, totale
modellgetriebene Softwareentwicklung gewa¨hlt wird.
Die folgenden Kapitel stellen einen leichtgewichtigen Ansatz vor, der totale modellge-
triebene Softwareentwicklung auf Basis des EMF ermo¨glicht, indem er zusa¨tzlich Ver-
haltensmodellierung bietet. Es werden Werkzeuge bereitgestellt, um mit Hilfe von EMF,
Xcore und den im Rahmen dieser Arbeit neu entwickelten Graphtransformationsregeln
ausfu¨hrbare Modelle zu erstellen und Code zu generieren. Der Ansatz wird im weiteren
Verlauf der Einleitung skizziert und in der gesamten Arbeit ausfu¨hrlich dargestellt.
1.2 Beitrag der Arbeit
1.2.1 Kontext
Die freie Programmierumgebung Eclipse3 bietet eine solide Plattform zur Entwicklung
verschiedenster Softwareprodukte. Eine auf die Modellierung zugeschnittene Variante
sind die Eclipse Modeling Tools, deren Kern das Eclipse Modeling Framework (EMF)
[73] bildet. Sie wurden im Rahmen des Eclipse Modeling Projects4 entwickelt. [73]
EMF gilt als prominenter Vertreter der grafischen Modellierung und ist ein in Indus-
trie und Forschung verbreitetes Werkzeug zur partiellen modellgetriebenen Softwareent-
wicklung. Es stellt strukturelle Sachverhalte in Form von Ecore-Klassendiagrammen dar.
Ecore-Klassendiagramme basieren auf dem, von der Object Management Group (OMG)5
definerten, essential Meta Object Facility (eMOF) Standard (eMOF stellt eine Unter-
menge des in der Motivation erwa¨hnten MOF dar)[60]. Ecore-Klassendiagramme eigenen
sich dementsprechend durch ihre große Ausdrucksma¨chtigkeit, bei u¨berschaubarer An-
zahl an Konstrukten, sehr gut zur Strukturmodellierung.
Ein Baumeditor sowie eine Reihe von grafischen Editoren bieten Werkzeugunter-
stu¨tzung fu¨r EMF an. Zudem ermo¨glicht EMF die Generierung von Java-Code aus den
Ecore-Klassendiagrammen und die Erstellung einfacher Baumeditoren fu¨r Modellinstan-






grafischen Editor zu erstellen [37]. Neben der Generierung von Code aus dem Modell
kann dieses mittels dynamischem EMF interpretiert werden.
Betrachtet man EMF aus der Perspektive der modellgetriebenen Softwareentwicklung,
findet sich eine Lu¨cke: Die Verhaltensmodellierung bleibt unberu¨cksichtigt. Der Entwick-
ler muss auf Java-Code ausweichen, um Verhalten in ein Ecore-Modell einzubinden.
Ein relativ neuer Modellierungsansatz innerhalb der Eclipse Modeling Tools ist Xco-
re7[3]. Unter dem Motto
”
Modellieren fu¨r Programmierer und Programmieren fu¨r Model-
lierer“ bietet es eine textuelle Syntax fu¨r Ecore-Klassendiagramme. Bereits das Motto
verra¨t die Abstraktionsebene: Xcore ist weit abstrakter als Quelltext einer beliebigen
Programmiersprache, dennoch ermo¨glicht es eine textuelle, codea¨hnliche Sicht auf Eco-
re. Deshalb wird auch in dieser Arbeit, je nach Verwendung von Xcore, der Begriff
Xcore-Modell oder Xcore-Code verwendet.
Daru¨ber hinaus erweitert Xcore die textuelle Darstellung von Ecore, um Konstrukte
zur Spezifikation des Verhaltens einzelner Operationen mittels der prozeduralen Sprache
Xbase [29] . Diese wird in Xcore zur Implementierung von Operationsru¨mpfen genutzt.
Xbase bietet dementsprechend eine Mo¨glichkeit, Verhalten in Ecore-Modelle einzubrin-
gen. Allerdings geschieht dies durch prozedurale Progammierung statt durch eine dekla-
rative Spezifikation.
Letztendlich wird - auch hier - aus dem Xcore-Modell Java-Quelltext erzeugt, der zur
Ausfu¨hrung des Modells verwendet werden kann. Alternativ kann der Xcore-Interpreter
verwendet werden, der dynamische Modellinstanzen unterstu¨tzt.
1.2.2 Zielsetzung
Die vorangegangenen Betrachtungen zeigen, dass innerhalb von EMF keine Mo¨glichkeit
existiert, Verhalten ohne Verlust der Abstraktionsebene zu spezifizieren [73]. An diesem
Punkt setzt die vorliegende Arbeit an: EMF wird erweitert, so dass totale modellgetrie-
bene Softwareentwicklung mit EMF mo¨glich ist, ohne dabei
”
das Rad neu zu erfinden“.
Dieser Ansatz wird im Folgenden als ModGraph-Ansatz bezeichnet [19, 21, 78, 80, 81].
Kern der Arbeit ist die Erweiterung von EMF um Graphtransformationsregeln zur
Verhaltensmodellierung. Es wird ein leichtgewichtiger Ansatz verfolgt, der speziell fu¨r
und mit EMF entwickelt wird. Dabei steht der Mehrwert der Graphtransformations-
regeln im Vordergrund. Graphtransformationsregeln bieten - grafisch dargestellt - eine
abstrakte Mo¨glichkeit zur Modelltransformation. Eine Modelltransformation im EMF-
Kontext kann als das Ausfu¨hren einer im strukturellen Modell definierten Operation
auf einer Modellinstanz aufgefasst werden. Jede Graphtransformationsregel implemen-
tiert dementsprechend eine Operation, deren Signatur in Ecore oder Xcore definiert
wurde. Die Modellinstanz wird als Graph aufgefasst, in welchem mittels einer Mustersu-
che Anwendungsstellen fu¨r die Transformation gesucht werden. Deshalb spezifiziert jede
Graphtransformationsregel innerhalb des Graphmusters genau einen Teilgraphen, der
zu ihrer Anwendung innerhalb der Modellinstanz vorhanden sein muss. Zudem werden




























Abbildung 1.1: Der ModGraph-Ansatz: Ein Ansatz, um mit bestehenden und neuen Werkzeu-
gen totale modellgetriebene Softwareentwicklung fu¨r EMF zu erreichen
Graphtransformationsregel kann zusa¨tzlich durch Vor- und Nachbedingungen sowie ne-
gative Anwendbarkeitsbedingungen beschra¨nkt werden.
Zur Ausfu¨hrung einer durch eine Graphtransformationsregel definierten Operation
existieren zwei Mo¨glichkeiten: Zum Einen kann aus der Graphtransformationsregel Java-
Quelltext generiert werden, der nahtlos in den von EMF oder Xcore generierten Code
eingefu¨gt wird. Zum Anderen kann aus einer Graphtransformationsregel Xcore-Code
(bzw. Xbase-Code) erzeugt werden, der nahtlos in das bestehende Xcore-Modell ein-
gefu¨gt wird. Das entstandene Xcore-Modell kann dann seinerseits interpretiert oder in
Java-Quelltext kompiliert werden.
Um dem Anspruch der totalen modellgetriebenen Softwareentwicklung gerecht zu wer-
den, reichen jedoch die Graphtransformationsregeln nicht aus. Es ko¨nnen keine Kontroll-
flu¨sse dargestellt werden. Um dieses Defizit zu beseitigen, wird ein hybrider Ansatz zur
Verhaltensmodellierung verfolgt. Dazu werden neue und bestehende Werkzeuge mit-
einander in Verbindung gebracht, wie in Abbildung 1.1 dargestellt ist. Die Komposition
von Werkzeugen ergibt eine flexible und leichtgewichtige Umgebung, die eine strikte
Trennung von Struktur und Verhaltensmodellierung anstrebt, indem jedem Werkzeug
(-bestandteil) genau ein Verwendungszweck zugeordnet wird. Ecore-Klassendiagramme
sowie der statische Anteil eines Xcore-Modells werden zur Strukturmodellierung verwen-
det. Durch die Einbindung von Xcore (und damit von Xbase) wird die Modellierung von













Abbildung 1.2: U¨bersicht u¨ber das entstandene Werkzeug ModGraph
mit entsteht eine zusa¨tzliche strikte Trennung zwischen prozeduraler und regelbasierter
Verhaltensmodellierung, die sich auf den Mehrwert der Graphtransformationsregeln kon-
zentriert: Sie werden nur benutzt, wenn strukturelle Modifikationen von Modellinstanzen
spezifiziert werden sollen.
Die Einbindung des am Lehrstuhl bereits vorhandenen Paketdiagrammeditors (Buch-
mann et al.[18]) ermo¨glicht zudem strukturelles Modellieren im Großen.
1.2.3 Praktische Umsetzung
Im Rahmen dieser Arbeit ist die Entwicklungsumgebung ModGraph entstanden, die es
erlaubt, innerhalb von Eclipse und EMF, Software ausschließlich modellgetrieben zu ent-
wickeln. Es handelt sich hierbei um die praktische Umsetzung des ModGraph-Ansatzes.
Einen ersten U¨berblick gibt Abbildung 1.2. ModGraph bietet eine eigene Eclipse View.
Im Editor werden Graphtransformationen erstellt, die im Kommentarreiter dokumen-
tiert werden ko¨nnen. Der Eclipse Package Explorer dient der U¨bersicht. Ein Dashboard
erleichtert den Arbeitsablauf und Cheat Sheets fu¨hren interaktiv in die Thematik ein.
ModGraph selbst wurde, soweit mo¨glich, modellgetrieben mit EMF entwickelt: Das
ModGraph-Metamodell ist eine Instanz des Ecore-Metamodells. Der Editor wurde mit
Hilfe von EMF und des Graphical Modeling Framework (GMF) [37] erstellt. Die Validie-
7
rung von ModGraph basiert auf der aus openAchitectureWare (oAW)8 entsprungenen
Sprache Check. ModGraphs Java- und Xcore-Codegenerator basieren auf Xpand. Die
Anbindung an die jeweiligen bestehenden Werkzeuge wurde in Java programmiert. Die
Implementierung von ModGraph wird im Teil III dieser Arbeit genauer erla¨utert.
Fu¨r die Modellierung mit ModGraph haben sich durch die Anbindung an Ecore
und Xcore fu¨nf Wege aufgezeigt, wie Graphtransformationsregeln eingebunden werden
ko¨nnen. Diese werden im Verlauf der Arbeit ausfu¨hrlich dargestellt, sollen jedoch bereits




klassische Weg“: Ausgehend von einem Ecore-Klassendiagramm werden
Graphtransformationsregeln und Java zur Verhaltensmodellierung verwendet.
2. Der
”
neue Weg“: Ausgehend von einem Xcore-Modell werden Graphtransforma-
tionsregeln sowie Xbase-Operationen zur Verhaltensmodellierung verwendet. Das
Xcore-Modell wird in Java-Quelltext u¨bersetzt, in den der aus den Regeln gene-
rierte Code nahtlos eingefu¨gt wird.
3. Der
”
Weg zum Neuen“: Ein Ecore-Klassendiagramm wird in ein Xcore-Modell
u¨berfu¨hrt. Danach ist es wiederum mo¨glich, Xbase-Operationen zu verwenden. Die
bereits bestehenden Regeln zum Ecore-Modell ko¨nnen weiterverwendet werden.
4. Der
”
Weg zuru¨ck zu den Urspru¨ngen“: Ein Xcore-Modell kann in ein Ecore-
Klassendiagramm u¨berfu¨hrt werden, das wiederum wie im klassischen Ansatz ver-
wendet werden kann. Der Unterschied zu diesem liegt in der Codegenerierung, da
eventuell bestehendes Xbase-implementiertes Verhalten nicht verloren gehen darf.
5. Der
”
unabha¨ngige Weg“: Die Graphtransformationsregeln ko¨nnen die Opera-
tionen eines Ecore-Modells, das in ein Xcore-Modell u¨berfu¨hrt wird, oder eines ei-
gensta¨ndigen Xcore-Modells implementieren. Sie werden in Xcore-Code u¨bersetzt
und direkt in das Xcore-Modell eingefu¨gt. Das so entstandene Xcore-Modell ist
platformunabha¨ngig insofern, dass es unabha¨ngig von der letztendlich genutzten
Programmiersprache ist. Es kann ebenso interpretiert werden.
Der fu¨r den EMF-Nutzer zuna¨chst einga¨ngige Weg zur totalen modellgetriebenen Soft-
wareentwicklung ist der unter 3. aufgefu¨hrte. Hier wird die Struktur in Ecore modelliert.
Die Regeln basieren auf den so definierten Operationen und Xcore wird lediglich als
Kontrollflusssprache verwendet. Daher orientiert sich auch das Dashboard an dieser Vor-
gehensweise. Der unter 5. dargestellte Weg nimmt eine Sonderstellung ein. Die Regeln
werden auf Modellebene mit dem strukturellen Modell und den prozeduralen Operatio-
nen verschmolzen. Damit ist nicht nur die Generierung von Quelltext, sondern auch die
Interpretation der Xcore-Repra¨sentation der Regeln mo¨glich. Grundsa¨tzlich kann jedoch
der Weg gewa¨hlt werden, der den Nutzer bei der Lo¨sung seines Problems bestmo¨glich
unterstu¨tzt.
8Die einzelnen Teilprojekte von oAW sind mittlerweile Teil des Eclipse Modeling Projects, dennoch
wird hier oAW als Sammelbegriff fu¨r die Werkzeuge verwendet. Das Eclipse Modeling Project findet
sich unter http://eclipse.org/modeling/
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1.3 Einfu¨hrendes Beispiel: Refactoring auf
Ecore-Modellen
Bevor die ersten gro¨ßeren Beispiele betrachtet werden ko¨nnen, wird zur Einfu¨hrung der
Konzepte zur Modellierung mit Graphtransformationsregeln in ModGraph das ga¨ngige
Beispiel Refactoring von Ecore-Modellen betrachtet. Es handelt sich dabei um die Er-
weiterung einer Fallstudie zum Modellrefactoring, die im Rahmen der Bachelorarbeit
von N. Du¨mmel entstand [27]. Sie bescha¨ftigt sich mit dem Refactoring von Ecore-
Klassendiagrammen. Alle zur Einfu¨hrung abgebildeten Graphtransformationsregeln und
Screenshots sind diesem Beispiel entnommen.
Die von Fowler definierten Refactoringregeln fu¨r Quelltext [33] werden dabei auf Mo-
dellebene u¨bertragen und mit Hilfe von Ecore, ModGraph-Graphtransformationsregeln
sowie Xcore modelliert. Dabei werden Graphtransformationsregeln genutzt, wenn sie
einen Mehrwert fu¨r die Implementierung einer Operation bieten. Die so entstandenen
Refactoringregeln fu¨r Klassendiagramme ko¨nnen in Eclipse eingebunden und auf belie-
bige Ecore-Klassendiagramme angewendet werden. In Kapitel 8 werden sie als Teil des
propagierenden Refactorings wiederverwendet, das die Propagation von - durch Modell-
Refactorings hervorgerufene - A¨nderungen auf Graphtransformationsregeln betrachtet.
1.4 Bestehende Arbeiten
In den letzten Jahren wurden verschiedene Ansa¨tze und Werkzeuge zur Modelltransfor-
mation entwickelt. Sie divergieren betra¨chtlich. Einige fu¨hren endogene, u¨berschreibende
Modell-Transformationen basierend auf Graphtransformationen durch, andere sind auf
exogene Modell-zu-Modell- oder Modell-zu-Text-Transformationen spezialisiert. Weite-
re Werkzeuge transformieren Texte. Sie nutzen das EMF-Rahmenwerk oder sind un-
abha¨ngig von diesem. Aufgrund dieser Vielzahl von Werkzeugen werden hier nur die mit
ModGraph in Verbindung stehenden Ansa¨tze und Werkeuge betrachtet.
Prominente Vertreter der Modell-zu-Modell-Transformation sind ATL [45] und QVT
[56]. Bei diesen handelt es sich um textuelle Sprachen. Sie dienen prima¨r der Transfor-
mation zwischen Instanzen verschiedener Modelle. Im Gegensatz dazu strebt der hier
pra¨sentierte ModGraph-Ansatz eine Transformation einer bestehenden Modellinstanz
an.
Modell-zu-Text-Transformationen sind in der Praxis weit verbreitet. Dabei werden
meist Strukturdiagramme in Quelltext u¨bersetzt. Das Verhalten bleibt unberu¨cksichtigt.
Ein prominenter Vertreter dieses Vorgehens ist EMF. Innerhalb des EMF-Rahmenwerks
wird Java-Code aus einem Ecore-Klassendiagramm generiert. Dabei erzeugt der EMF-
Codegenerator lediglich Methodensignaturen. Das Verhalten der modellierten Opera-
tionen muss der Benutzer in Java implementieren. An dieser Stelle setzt der hier vor-
gestellte ModGraph-Ansatz an: Er erweitert EMF um eine Mo¨glichkeit, Operationen
zu implementieren. Dazu werden Graphtransformationsregeln genutzt. ModGraph ist
komplementa¨r zu EMF, es erweitert EMF.
9
Xcore - die parallel zu ModGraph entstandene, textuelle Syntax fu¨r EMF - bietet
neben einer textuellen Darstellung von Ecore-Klassendiagrammen eine Mo¨glichkeit zur
Verhaltensmodellierung. Bei der dazu verwendeten Sprache Xbase handelt es sich aller-
dings um eine textuelle und prozedurale Sprache, nicht - wie es bei ModGraph der Fall
ist - um eine grafische und regelbasierte Sprache. Damit eignet sich Xbase sehr gut zur
Kontrollflussmodellierung und zur Implementierung einfacher Operationen. Die Sta¨rke
von ModGraph ist hingegen die deklarative, regelbasierte und u¨bersichtliche Implemen-
tierung komplexer struktureller Transformationen, die den durch eine Graphtransforma-
tionsregel gebotenen Mehrwert optimal nutzen.
Wie bereits angedeutet, basiert ModGraph auf einer Theorie zur Graphtransformati-
on. Beispiele fu¨r weitere prominente Vertreter dieser Art sind PROGRES [70], Fujaba [83]
und Henshin [7]. Einige dieser Werkzeuge sind in der EMF-Welt beheimatet. Dennoch
unterscheidet sich der ModGraph-Ansatz von allen graphbasierten Ansa¨tzen insbesonde-
re durch seine leichtgewichtige Architektur: Er wurde fu¨r und mit EMF entwickelt und
ist damit spezialisiert auf die EMF-Welt. Er erga¨nzt EMF um eine Mo¨glichkeit, Verhal-
ten zu modellieren. Zudem ist der hier pra¨sentierte Ansatz der Einzige, der sich auf den
Mehrwert der Graphtransformationsregeln konzentriert, um das EMF-Rahmenwerk zu
verbessern. Die im ModGraph-Ansatz angestrebte Integration von Ecore, Graphtrans-
formationsregeln und Xcore ermo¨glicht totale modellgetriebene Softwareentwicklung.
Bezu¨glich der Ausfu¨hrbarkeit der Modelle werden Werkzeuge mit Interpreter- und
Compilerlo¨sungen angeboten. ModGraph verfolgt eine Compilerlo¨sung. In allen anderen
Werkzeugen mit Compilern werden die Graphtransformationsregeln in den Quelltext
einer Programmiersprache u¨bersetzt. ModGraph ermo¨glicht die Erzeugung von Xcore-
Code, der sich auf einer ho¨heren Abstraktionsebene als Quelltext einer Programmier-
sprache befindet. ModGraph bietet zwar keinen eigenen Interpreter an, jedoch ist das
generierte Xcore-Modell interpretierbar, womit eine indirekte Interpretation der Graph-
transformationsregeln gewa¨hrleistet ist. Da Xcore selbst wiederum Code erzeugt, verfolgt
ModGraph durch die Generierung nach Xcore einen, bislang im Kontext der Graphtrans-
formationsregeln nicht verfu¨gbaren, stufenweisen U¨bersetzungsprozess der Regeln, der
zur Unabha¨ngigkeit von der generierten Zielprogrammiersprache fu¨hrt.
Die Werkzeuge und Ansa¨tze zur Graphtransformation werden in Teil II, Kapitel 4.2,
der sich mit bestehenden Arbeiten bescha¨ftigt, na¨her dargestellt. Eine detaillierte Ab-
grenzung zu dem hier vorgestellten Forschungsbeitrag findet sich in Teil III, Abschnitt
10.2.
1.5 U¨bersicht
Die vorliegende Arbeit ist in vier Teile gegliedert. Die Einfu¨hrung in die Thematik wird
mit dem Kapitel u¨ber Grundlagen zu Modellen und deren Transformation, sowie einer
Einfu¨hrung in die Graphtransformation und des Aufbaus von Sprachen fortgefu¨hrt.
Der zweite Teil bescha¨ftigt sich mit bereits vorhandenen Ansa¨tzen und Werkzeugen
zur Modelltransformation. Er geht dazu auch auf verwandte Arbeiten ein. Nach einer
Betrachtung des EMF-Rahmenwerks, werden - fu¨r den ModGraph-Ansatz relevante -
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Transformationsprachen untersucht.
Im dritten Teil der Arbeit wird der Forschungsbeitrag dieser Dissertation erla¨utert.
Zuna¨chst wird die Einbindung der Graphtransformationsregeln in das EMF-Rahmenwerk
auf konzeptioneller Ebene untersucht und ein erstes gro¨ßeres Beispiel eingefu¨hrt. Es
folgt eine detaillierte Darstellung der Architektur des entstandenen Werkzeugs fu¨r die
ModGraph-Graphtransformationsregeln. Dazu wird die in dieser Arbeit erstellte Spra-
che fu¨r ModGraph-Regeln erla¨utert und deren Integration in das EMF-Rahmenwerk
betrachtet. Neben der Erla¨uterung der statischen und dynamischen Semantik der Spra-
che wird ebenso eine Beschreibung der ModGraph-Generatoren gegeben. Außerdem wird
die Integration in Eclipse (inklusive Perspektive) Editor und angebotener Unterstu¨tzung
bei der Modellierung gezeigt.
Im vierten und letzten Teil wird die Arbeit evaluiert. Dazu wird das propagierende
Refactoring, ein reflektiver Ansatz erla¨utert, der Refactorings auf Ecore-Modellen und
deren Propagation auf die Regeln fu¨r und mit ModGraph erlaubt. Zudem wird die
komplementa¨re Integration mit einem szenarienbasierten Werkzeug beschrieben. Dabei
werden die Regeln in Verbindung mit modalen Sequenzdiagrammen genutzt und es wird
die Simulation der so modellierten Echtzeitsysteme mittels Play-out betrachtet. Zum Ab-
schluss dieses Teils wird das Werkzeug ModGraph evaluiert, diskutiert und von anderen






Dieses Kapitel stellt die Grundlagen, die zum Versta¨ndnis des ModGraph-Ansatzes no¨tig
sind, dar. Es bescha¨ftigt sich dazu einerseits mit Modellen, andererseits mit Graphen.
Beginnend mit den Modellen wird der Frage einer ada¨quaten Modelldefinition nachge-
gangen sowie die Frage, wie ein in der modellgetriebenen Softwareentwicklung verwen-
detes Modell klassifiziert werden kann, beantwortet. Im Folgenden wird gekla¨rt, was
unter einem Metamodell zu verstehen ist und wie Beziehungen zwischen Modellen im
Bezug auf Metaebenen charakterisiert werden. Die Betrachtung von Modellierungsspra-
chen bildet den na¨chsten Abschnitt. Hier wird zuna¨chst erla¨utert, wie sich Syntax- und
Semantikdefinition gestalten. Anschließend wird die Verbindung zwischen Modellen und
Sprachen hergestellt, indem gezeigt wird, wie sich diese Definitionen als (Meta-)Modell
interpretieren lassen. Der Begriff modellgetriebene Softwareentwicklung wird im An-
schluss erla¨utert. Der folgende Abschnitt widmet sich der Erkla¨rung der Transforma-
tionen. Dabei werden Kriterien zur Klassifikation einer Transformation aufgezeigt, wie
z.B. die Realisierung der Transformation und der Aufbau von Transformationsregeln.
Den Abschluss des Grundlagenkapitels bildet der Abschnitt zur Graphtransformation.
Dabei wird unter Anderem der Begriff Graph definiert und erla¨utert, was im Allgemei-
nen unter einer Graphtransformation zu verstehen ist. Zudem werden die drei ga¨ngigen
theoretischen Ansa¨tze zur Graphtransformation skizziert.
Als Literaturgrundlage fu¨r den Modellteil dieses Kapitels dienen Czarnecki [23], Ku¨hne
[47], Stachowiak[71] und Stahl et al.[72]. Zur Erkla¨rung von Graphen und deren Trans-
formationsmo¨glichkeiten werden Ehrig [30], Rozenberg citeRozenberg1997, Schu¨rr [68]
und Schu¨rr / Westfechtel [69] als Literaturquellen genutzt.
2.2 Modelle
2.2.1 Der Modellbegriff
Befragt man Menschen, was ein Modell sei, werden je nach perso¨nlichem Hintergrund
verschiedene Antworten gegeben: maßstabsgetreue Nachbauten realer Gegensta¨nde, Vor-
leben von Verhaltensweisen, vereinfachte Darstellungen komplexer Sachverhalte, Kon-
struktionspla¨ne, usw.
Eine Systematisierung dieser sehr unterschiedlichen Meinungen bietet Herbert Stacho-
wiak. Als Vorreiter der Modelltheorie ordnete er Modellen gemeinsame Eigenschaften zu,
die er in seinem Standardwerk
”
Allgemeine Modelltheorie“ [71] vorstellt. Dazu betrachtet
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er Modelle als Abbilder der Wirklichkeit, die diese auf notwendige Weise verku¨rzen. Die
genaue Auspra¨gung des Modells ha¨ngt dabei vom Modellierer und dessen Arbeitsgebiet
ab, jedoch erfu¨llen die Modelle immer drei Merkmale:
1. Abbildung
(Jedes Modell ist eine Abbildung eines natu¨rlichen oder ku¨nstlichen Originals.)
2. Verku¨rzung
(Ein Modell vereinfacht das Original. Es werden nicht alle Eigenschaften u¨bernom-
men, nur diejenigen, die fu¨r den Modellnutzer relevant sind.)
3. Pragmatismus
(Modelle erfu¨llen ihre Ersatzfunktion hinsichtlich der, im betrachteten Fall, re-
levanten Eigenschaften des Originals. Dabei kann ein Modell stellvertretend fu¨r
verschiedene Originale stehen. Genauso kann es fu¨r ein Original mehrere Modelle
geben, wobei jedes Modell einem anderen Zweck dient.)
Unter Beru¨cksichtigung der Arbeiten von Stachowiak und im Kontext der modellge-
triebenen Softwareentwicklung definiert Ku¨hne in [47] ein Modell folgendermaßen:
Ein Modell ist eine Abstraktion eines (realen oder sprachbasierten) Systems, mit Hilfe
dessen Vorhersagen oder Ru¨ckschlu¨sse gezogen werden ko¨nnen. [47]





System“ entspricht. Es wird in der modell-
getriebenen Softwareentwicklung als virtuelles Produkt und damit als fertige Software,
betrachtet. Diese fertige Software kann wiederum als Modell angesehen werden, scharfe
Grenzen zwischen Modell und System sind damit inexistent. Dementsprechend kann,
innerhalb dieses Kontexts, Jean Be´zivin recht gegeben werden:
Alles ist ein Modell [13].
Fu¨r den weiteren Verlauf dieses Dokuments ist Be´zivins Modelldefinition jedoch zu gene-
ralisiert. Sofern der Begriff Modell im Folgenden verwendet wird, gilt Ku¨hnes Definition
des Modellbegriffs.
2.2.2 Klassifikation von Modellen in der
modellgetriebenen Softwareentwicklung
Zur Nutzung eines Modells in der modellgetriebenen Softwareentwicklung ist eine weitere
Konkretisierung des Modellbegriffs no¨tig. Abbildung 2.1 zeigt Kriterien zur Klassifika-
tion, die im Folgenden besprochen werden.
Das Modell als abstrahiertes System aufzufassen, ist bereits aus der Definition nach
Ku¨hne im vorangegangenen Abschnitt ersichtlich. Dabei erfasst das Modell entwe-
























Abbildung 2.1: Klassifikation von Modellen in der modellgetriebenen Softwareentwicklung
Der Aspekt, unter welchem ein System beschrieben wird, ist ebenfalls ausschlaggebend.
Dabei werden Strukturmodelle und Verhaltensmodelle unterschieden.
Strukturmodelle bilden die statischen Eigenschaften eines Softwaresystems ab. Sie
definieren die Architektur der Software, indem die Elemente eines Systems und
deren statische Beziehungen zueinander modelliert werden. Ha¨ufige Vertreter sind
Klassendiagramme und Paketdiagramme.
Verhaltensmodelle bilden das dynamische Verhalten der Software ab. Dabei un-
terscheidet man klassisch zwischen Ablauf- und Zustandsmodellen. Ablaufmodelle
geben den zeitlichen Ablauf einer Systemvera¨nderung an. Typische Beispiele sind
Kommunikations- und Sequenzdiagramme der UML. Zustandsmodelle zeigen den
Zustand eines Modells und gegebenenfalls dessen A¨nderungen. Beispiel hierfu¨r sind
Zustandsdiagramme der UML. Im Rahmen des ModGraph-Ansatzes werden zu-
dem regelbasierte Modelle genutzt. Diese basieren auf Graphtransformationsregeln
und stellen ein spezielles Zustandsmodell dar.
Der Zweck eines Modells beschreibt, ob es deskriptiver oder pra¨skriptiver Natur ist.
Deskriptive Modelle beschreiben ein existierendes System. Ein Beispiel hierfu¨r ist
ein - zu Dokumentationszwecken - anhand einer existierenden Software erstelltes
Klassendiagramm. Pra¨skriptive Modelle beschreiben ein zu erstellendes System,















Abbildung 2.2: Metaebenen der OMG (analog zu [72])
Transformationen bieten eine Mo¨glichkeit Modelle und Texte, die Modelle repra¨sentie-
ren, ineinander zu u¨berfu¨hren. Sie werden in Kapitel 2.5 ausfu¨hrlicher besprochen.
Beschreibung und Ausfu¨hrbarkeit eines Modells sind eng miteinander verknu¨pft. Die
Beschreibung eines Modells erfolgt mittels einer Modellierungssprache, deren Syn-
tax wohldefiniert ist. Eine wohldefinierte Semantik der Sprache ist wu¨nschenswert,
jedoch nur zwingend, wenn das Modell ausgefu¨hrt werden soll. In Kapitel 2.3 wer-
den die Modellierungssprachen, im Folgenden kurz Sprachen genannt, na¨her be-
trachtet.
2.2.3 Metaebenen von Modellen
Eine weiteres Merkmal eines Modells, das bezu¨glich der Modellierung betrachtet werden
muss, ist die Metaebene, auf der sich ein Modell befindet. Hier gilt:
Ein Modell von Modellen ist ein Metamodell. [47]
Das Metamodell definiert demnach die Konzepte, mittels derer die Modelle erstellt
werden. Es beschreibt, welche Elemente in den instanziierenden Modellen vorkommen
und wie diese miteinander in Beziehung stehen. Zusa¨tzlich ko¨nnen im Metamodell Be-
dingungen definiert werden, die das Modell einzuhalten hat. Zusammenfassend ist der
Zweck des Metamodells die zugeho¨rigen Modelle konform zu halten. [72]
Durch die Metaebenen kann eine Modellhierarchie aufgebaut werden. Diese hierarchi-
schen Beziehungen zwischen Modellen und deren Metamodell sind Instanz-Beziehungen.
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Diesbezu¨glich hat die OMG Metaebenen fu¨r Modelle definiert, die in Abbildung 2.2 dar-
gestellt sind. Referenzpunkt ist das Modell, aus welchem der Quelltext generiert wird.
Es wird mit M1 bezeichnet. Die Instanzebene M0, die reale Objekte repra¨sentiert, bildet
die unterste Ebene. Diese Ebene wird auch Datenebene genannt und kann nicht weiter
instanziiert werden. Die Instanzen M0 instanziieren ein Modell M1. M1 selbst ist eine
Instanz seines Metamodells M2. Dies bedeutet, dass M2 die Konzepte vorgibt, die in
M1 benutzt werden du¨rfen, um M0 zu beschreiben. Diese Konzepte sind Instanzen des
Metamodells von M2, hier M3 genannt. Hier zeigt sich ein interessanter Fallstrick bei der
Definition des Begriffs Metamodell: M2 nimmt einerseits die Rolle des Metamodells von
M1 ein und ist gleichzeitig ein Modell von M3, hat also wiederum ein Metamodell. Der
Begriff des Metamodells ist daher keinesfalls absolut zu verstehen. Genauso wenig darf
er im Sinne einer Generalisierung verstanden werden. Das Modell instanziiert immer sein
jeweiliges Metamodell: M1 ist Instanz von M2, M2 Instanz vom M3. Betrachtet man die
Beziehung eines Modells zu dem Metamodell seines Metamodells, spricht man von dem
Metametamodell des Modells. M3 ist das Metametamodell von M1.
Durch Hinzufu¨gen weiterer Meta-Pra¨fixe ließe sich so eine beliebige Modellhierarchie
aufbauen. Dabei kann diese theoretisch auf beliebiger (Meta-)Ebene begonnen werden.
In der Praxis ist es meist u¨blich, nicht u¨ber die Metametaebene hinauszugehen. So ist
M3 in sich selbst definiert. In einigen praktischen Anwendungen sind bereits drei Ebenen
ausreichend. In diesem Fall wird eine Modellhierarchie aufgebaut, innerhalb derer sich
das Metamodell M2 selbst definiert.
Prominente Beispiele der Selbstdefinition sind MOF und das bereits in der Einleitung
erwa¨hnte Ecore [73]. Im Falle der Ecore-Definition handelt es sich um eine dreistufige
Modellhierarchie: Ecore ist sein eigenes Metamodell, also in sich selbst definiert. Mo-
delle sind Instanzen von Ecore, die wiederum instanziiert werden ko¨nnen. Dies wird
in Abschnitt 3.4 genauer betrachtet. Die OMG-Definition der Metaebenen wird in den
folgenden Kapiteln genutzt.
2.3 Sprachen im Rahmen der Softwareentwicklung
2.3.1 Aufbau einer Sprache
Jede natu¨rliche Sprache besteht aus Sa¨tzen. Jeder Satz ist nach bestimmten Regeln
aufgebaut, die durch Worte, deren Bedeutung und die Grammatik dieser Sprache vor-
gegeben sind.
Analog verha¨lt es sich mit den Sprachen der Softwareentwicklung. Um mit einer Spra-
che modellgetrieben entwickeln zu ko¨nnen, gibt man fu¨nf Schichten zur Definition der
Sprache an. Dabei spielt es nur bedingt eine Rolle, ob diese Sprache grafisch oder tex-
tuell ist. Die Schichten werden im Folgenden vorgestellt und sind in Abbildung 2.3
dargestellt. Dabei werden zuna¨chst nur die Sechsecke, welche die Sprachdefinition re-
pra¨sentieren und die erla¨uternden, kursiven Texte betrachtet. Die weiteren Bestandteile
der Abbildung dienen der Einordnung einer Sprache in die Modellierung und werden






































Abbildung 2.3: Definition einer Sprache und deren Einordnung in die Modellierung
eigene Semantik zugeordnet. Beide lassen sich, wie folgt, weiter aufspalten.
Die lexikalische Syntax gibt die lexikalischen Elemente einer Sprache vor, beispiels-
weise Schlu¨sselwo¨rter einer Sprache. Dabei werden die einzelnen lexikalischen Ele-
mente auf ihre Validita¨t gepru¨ft. Die lexikalische Syntax wird oft durch regula¨re
Ausdru¨cke dargestellt.
Die konkrete Syntax beschreibt das tatsa¨chliche Aussehen einer Sprache. Durch sie
entscheidet sich, ob die Sprache textuell oder grafisch gestaltet wird. Die konkrete
Syntax wird im textuellen Fall meist durch kontextfreie Grammatiken festgelegt.
Im Falle einer grafischen Sprache werden oft Beispieldiagramme genutzt.
Die abstrakte Syntax abstrahiert die konkrete Syntax. Dabei werden konkrete Schlu¨s-
selwo¨rter eliminiert und damit nur noch die Konzepte erhalten. Demnach ko¨nnen
beliebig viele konkrete Syntaxen zu einer abstrakten Syntax definiert werden. Die
abstrakte Syntax wird im textuellen Fall durch Baumgrammatiken oder Klassen-
diagramme festgelegt. Grafisch sind mehrheitlich Klassendiagramme zur Definition
mo¨glich.
Die kontextsensitive Syntax, auch statische Semantik genannt, legt Bedingungen an
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die Wohlgeformtheit der Sprache fest. Diese Bedingungen werden auch Constraints
genannt. Sie werden gegen die abstrakte Syntax definiert und sind somit von ihr
abha¨ngig. Die kontextsensitive Syntax wird oft mittels Attributgrammatiken oder
OCL-Ausdru¨cken vorgegeben. Diese werden in der Object Constraint Langua-
ge (OCL) formuliert.1 Man spricht in diesem Zusammenhang auch von kontext-
sensitiver Korrektheit einer Sprache.
Die dynamische Semantik definiert das Verhalten des Programms zur Laufzeit. Sie
ist optional. Sobald jedoch eine dynamische Semantik existiert, ist die Sprache
ausfu¨hrbar. Die dynamische Semantik wird durch eine Funktionssemantik (deno-
tationelle Semantik), durch eine operationale Spezifikation oder durch einen Text,
geschrieben in einer natu¨rlichen Sprache, festgelegt.
Nach dieser Definition stellt sich die Frage, wann ein Ausdruck, also ein programmier-
sprachlicher Satz, als
”
zu einer Sprache geho¨rig“ eingestuft werden kann. Dazu muss
dieser syntaktisch korrekt sein. Ist eine dynamische Semantik definiert, muss er auch
dieser genu¨gen.
2.3.2 Einordnung einer Sprache in die Modellierung
Im vorangegangenen Abschnitt wurde gezeigt, wie eine Sprache definiert wird. Davon
ausgehend werden in diesem Abschnitt Parallelen zu Modellen gezogen. Abbildung 2.3
zeigt, wie im vorangegangenen Abschnitt besprochen, die einzelnen Ebenen der Sprach-
definition. Zudem sind die zugeho¨rigen Modellebenen farblich markiert. Diese werden
hier gesondert besprochen. Dabei dient [72] als Literaturquelle.
Die abstrakte Syntax entha¨lt die Konzepte der Sprache. Im Sinne der Modellierung
sind die Konzepte im Metamodell angesiedelt. Damit entspricht die abstrakte Syntax
den Metamodellelementen und ihren Beziehungen untereinander. Um den Begriff des
Metamodells vollsta¨ndig auf eine Sprache abzubilden, fehlt die Komponente der Bedin-
gungen. Diese findet sich in der kontextsensitiven Syntax, da sie Bedingungen an die
Wohlgeformtheit der Modelle festlegt. Die Bedingungen werden an die Elemente des
Metamodells und deren Beziehungen definiert. Sie sind damit Bedingungen an das Mo-
dell und dienen insbesondere der Vermeidung von Modellierungsfehlern. Ein typischer
Vertreter unter den Modellierungssprachen sind OCL-Bedingungen, die mit Hilfe von
Metamodellelementen deklariert werden. Zusammengefasst gilt demnach:
Die abstrakte und die kontextsensitive Syntax bilden das Metamodell der Sprache.
Die konkrete Syntax dient als
”
konkrete Auspra¨gung der textuellen oder grafischen
Konstrukte, mit denen modelliert wird“[72]. Sie bildet die Schnittstelle zum Modellierer,
indem sie ihm die zur Verfu¨gung stehenden Konstrukte vorgibt. Diese Konstrukte sind in
der Modellierung im Modell angesiedelt. Damit kann folgende Parallele gezogen werden:
Die konkrete Syntax entspricht der Repra¨sentation eines Modells.
1Na¨here Informationen zu OCL finden sich unter http://www.omg.org/spec/OCL/2.3.1/.
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Betrachtet man nun die dynamische Semantik, kann eine Aussage u¨ber die Ausfu¨hr-
barkeit von Modellen gemacht werden:
Sobald die Sprache ausfu¨hrbar ist, ist es auch das Modell.
Ein solches Modell nennt man formales Modell. Dies bedeutet einerseits, dass ein Mo-
dell, welches durch eine Sprache mit definierter dynamischer Semantik beschrieben wird,
immer ausfu¨hrbar ist. Andererseits stellt ein formales Modell
”
irgendeinen Aspekt der
Software vollsta¨ndig”[72] dar, d.h. es ist klar festgelegt, woru¨ber mit Hilfe des Modells
Aussagen getroffen werden ko¨nnen.
2.3.3 Doma¨nenspezifische und allgemeine Sprachen
Nachdem die Eigenschaften von Sprachen definiert sind und die Bru¨cke zu den Mo-
dellen geschlagen wurde, werden in diesem Abschnitt die Sprachen als Ganzes na¨her
betrachtet. Programmiersprachen und Modellierungssprachen sind heute fester Bestand-
teil der Softwareentwicklung. Sie agieren strikt nach der in Abschnitt 2.3.1 beschriebe-
nen Definition. Beide ko¨nnen entweder zur Gruppe der allgemeinen Sprachen oder der
Doma¨nenspezifischen Sprachen, kurz DSLs genannt, zugeordnet werden. Ihre Darstel-
lung ist textuell, grafisch oder hybrid. Hybrid bedeutet hier, dass die betreffende Sprache
sowohl textuelle als auch grafische Elemente aufweist.
Eine allgemeine Sprache kann zu jedem Zweck verwendet werden. Typische Vertreter
hierfu¨r sind Java und alle ga¨ngigen C-Dialekte.
Eine doma¨nenspezifische Sprache (DSL) wurde fu¨r eine bestimmte Doma¨ne entwi-
ckelt und wird innerhalb dieser vom einem Doma¨nenspezialisten eingesetzt. DSLs sind
dementsprechend spezialisierter als allgemeine Programmiersprachen. Sie besitzen in der
Regel eine wohldefinierte Syntax und Semantik und sind oft ausfu¨hrbar, indem sie auf
allgemeine Programmiersprachen abgebildet oder interpretiert werden. DSLs sind damit
sehr gut zur modellgetriebenen Softwareentwicklung geeignet. Im Hinblick auf die Defini-
tion der modellgetriebenen Softwareentwicklung, kann der Begriff des formalen Modells
definiert werden:
”
Ein formales Modell ist ein Modell, das in einer DSL geschrieben wurde.“[72]
Diese Definition wird im folgenden Abschnitt fu¨r die Definition der modellgetriebenen
Softwareentwicklung beno¨tigt.2
2.4 Modellgetriebene Softwareentwicklung
Thomas Stahl et al. definieren in ihrem Buch
”
Modellgetriebene Softwarentwicklung“
den gleichnamigen Begriff wie folgt:




Modellgetriebene Softwareentwicklung (Model Driven Software Development) ist ein
Oberbegriff fu¨r Techniken, die aus formalen Modellen automatisiert lauffa¨hige Software
erzeugen.“ [72]
Die modellgetriebene Softwareentwicklung zielt darauf ab, den Entwicklungsprozess zu
vereinfachen und die Softwarequalita¨t zu steigern, indem Software auf einer ho¨heren
Abstraktionsebene erstellt wird. Dabei soll nicht nur die Entwicklungsgeschwindigkeit
der Software erho¨ht, sondern auch eine einheitliche Softwarearchitektur verfolgt werden.
Dies geschieht durch eine einheitliche U¨bersetzung aller Komponenten des Modells.
Um diese ambitionierten Ziele verfolgen zu ko¨nnen, soll zuna¨chst die Definition der
modellgetriebenen Softwareentwicklung na¨her betrachtet werden. Diese wirft folgende
Fragen auf:
”
Was ist ein formales Modell?“,
”
Wie kann man lauffa¨hige Software erzeu-
gen?“ und
”
Wie funktioniert diese Automatisierung?“.
Die Frage nach den Eigenschaften eines formalen Modells wurde aufgrund ihrer Kom-
plexita¨t bereits in den vorangegangenen Abschnitten erkla¨rt, da zuna¨chst der Modellbe-
griff selbst gekla¨rt werden musste.
Ausfu¨hrbare Modelle werden durch Generierung oder Interpretation zur Ausfu¨hrung
gebracht. Ein Generator erzeugt Quelltext einer konventionellen Programmiersprache
(z.B. Java, C#) aus dem Modell. Dieser Quelltext kann ausgefu¨hrt werden. Der Gene-
rator ist, wie auch der Compiler, Teil des Build-Prozesses der Software. Ein Interpreter
ist eine Software, die ein Modell zur Laufzeit einliest und dabei abha¨ngig von dessen
Inhalt verschiedene Aktionen ausfu¨hrt. Die entscheidende Gemeinsamkeit ist, dass bei-
de das Modell auf dem Rechner ausfu¨hrbar machen und damit Software lauffa¨hig zu
machen.[72]
Automatisierung bedeutet, dass das Modell nicht als Spezifikation zur manuellen Im-
plementierung oder Dokumentation verwendet wird, sondern die Rolle des Quelltextes
einnimmt. Die bei einer Generator-Lo¨sung erzeugten Quelltexte sind lediglich tempora¨re
Artefakte, eine Art Build-Zwischenprodukte. A¨nderungen werden immer an den Model-
len vorgenommen und auf den Quelltext propagiert. Damit sind Modell und generierter
Quelltext immer einheitlich und aktuell. [72]
2.5 Modelltransformationen
Transformationen sind ein wichtiger Bestandteil der Softwareentwicklung.
”
In erster Li-
nie dienen Modelltransformationen dazu, Lu¨cken zwischen verschiedenen Abstraktions-
eben zu u¨berbru¨cken.“, stellen Stahl et al. in [72] im Bezug auf die modellgetriebene
Softwareentwicklung fest. Im Folgenden werden die fu¨r diese Arbeit wichtigen Merkma-
le besprochen. Sie sind in Abbildung 2.4 dargestellt. Dabei wird gezeigt, was - unter
welchen Umsta¨nden - transformiert werden kann und wie dies vonstatten geht. Ebenso
werden die Beziehungen zwischen Quelle und Ziel einer Transformation erla¨utert. Der
Artikel
”
Feature-based Survey of Model Transformation Approaches“ [23] von Czarnecki
und Helsen dient als Literaturgrundlage zur Klassifikation von Transformationen. Fu¨r












Abbildung 2.4: Klassifikation von Modelltransformationen
Realisierungen von Transformationen ko¨nnen auf Modellen oder Texten, die in der Re-
gel Modelle repra¨sentieren, basieren. Hierbei unterscheidet man vier Transforma-
tionsarten: Text-zu-Text, Text-zu-Modell, Modell-zu-Text und Modell-zu-Modell.
Text-zu-Text-Transformationen u¨berfu¨hren einen beliebigen Text in einen anderen
Text. Text-zu-Modell-Transformationen analysieren einen Text und rekonstruieren
daraus ein Modell.
Modelltransformationen werden im Folgenden genauer besprochen, da sie zum
Versta¨ndnis des ModGraph-Ansatzes beitragen.
Modell-zu-Modell-Transformationen werden ha¨ufig genutzt, um ein Modell in
ein Anderes zu u¨berfu¨hren. Dabei gilt das allgemeine Modelltransformations-
muster aus Abbildung 2.5. Quellmodell und Zielmodell, in der Abbildung blau
umrandet, sind Instanzen ihrer Metamodelle (gelb umrandet). Die Trans-
formation wird ebenfalls als Modell aufgefasst (daher ist sie ebenfalls blau
umrandet) und ist konform zu ihrem Transformations-Metamodell (gelb um-
randet). Es beschreibt die abstrakte Syntax der Transformationssprache. Die
Metamodelle instanziieren alle das selbe Metametamodell (gru¨n umrandet),
das sich selbst instanziiert. Damit geht die Transformationsdefinition kon-
form mit den von der OMG definierten Metaebenen. Die Ausfu¨hrung einer
Transformation ist durch ein oranges Oval dargestellt. Sie interagiert mit den
Modellen, indem das Quellmodell gelesen wird und gema¨ß der Transformati-
onsvorschriften des Transformationsmodells in das Zielmodell u¨bersetzt wird















Abbildung 2.5: Allgemeines Transformationsmuster der Modell-zu-Modell-Transformation
(analog zu [45])
metamodell, um die Transformationsregeln aufzubauen.
Modell-zu-Text-Transformationen u¨berfu¨hren Modelle in Texte. Dabei wird fu¨r
jedes Modellelement der korrespondierende Text erzeugt. Dies geschieht in
der Praxis durch Templates. Die Transformation nutzt Metamodellelemente
des Quellmodells und schreibt konkrete Elemente des Zieltextes. Auf diese




Regeln, auch Transfomationsregeln genannt, beschreiben die kleinsten Einheiten einer
Transformation. Die zum Versta¨ndnis dieser Arbeit no¨tigen Eigenschaften einer
Regel, wie deren Doma¨ne und Anwendbarkeitsbedingungen, werden hier bespro-
chen. Fu¨r eine ausfu¨hrlichere Besprechung der Eigenschaften sei wiederum auf [23]
verwiesen.
Doma¨nen sind fester Bestandteil einer Regel. Eine Doma¨ne beschreibt, wie auf ein
Modellelement zugegriffen werden kann. Normalerweise existieren innerhalb
einer Regel eine Quell- und eine Zieldoma¨ne, aber auch mehrere Doma¨nen
sind mo¨glich. Letzteres tritt zum Beispiel beim Verschmelzen von Model-
len auf. Dabei sind mehrere Quellmodelle zu einem Zielmodell zusammen zu
fu¨hren. Die hier wichtigen Eigenschaften einer Doma¨ne sind deren Sprache
und Muster.
Die Sprache einer Doma¨ne beschreibt die mo¨glichen Strukturen eines Modells
innerhalb dieser. Sie entspricht, wie in 2.3, der Beschreibung des Modells. Eine
Transformation, deren Quell- und Zielmodell Instanzen des selben Metamo-
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dells sind, wird als endogene Transformation bezeichnet, wohingegen solche,
deren Quell- und Zielmodell nicht dem selben Metamodell entsprechen, als
exogene Transfomationen bezeichnet werden.
Muster innerhalb einer Doma¨ne stellen Fragmente eines Modells dar. Dabei
werden String-, Term-, und Graphmuster unterschieden. Stringmuster wer-
den in Texttransformationen verwendet, Term- und Graphmuster in Modell-
zu-Modell-Transformationen. Sie ko¨nnen durch die abstrakte oder konkrete
Syntax der jeweils zugeho¨rigen Quell- und Zielsprache repra¨sentiert werden.
Muster ko¨nnen grafisch oder textuell dargestellt werden, je nach Definition
der konkreten Syntax
Die Multidirektionalita¨t einer Regel gibt an, ob diese in verschiedenen Richtun-
gen ausgefu¨hrt werden kann, sprich, ob von Quell- zu Zielmodellen und um-
gekehrt transformiert werden kann.
Anwendbarkeitsbedingungen sind ebenfalls Bestandteil einer Regel. Dabei ko¨n-
nen positive und negative Anwendbarkeitsbedingungen angegeben werden.
Diese mu¨ssen zur Regelausfu¨hrung zwingend erfu¨llt sein.
Intermedia¨re Strukturen entstehen, wenn eine Regel zu ihrer Ausfu¨hrung Zusatz-
informationen beno¨tigt. Diese Strukturen sind oft tempora¨r und ko¨nnen nicht
in den zu transformierenden Modellen gespeichert werden.
Quell- und Zielbeziehungen einer Transformation setzen ihre Quelle und ihr Ziel bezu¨g-
lich der Sprache und des Modells in Beziehung.
Wird ein Modell in ein anderes Modell u¨berfu¨hrt, spricht man von einer Ein-
Ausgabe-Transformation. Sind die Metamodelle von Quelle und Ziel verschieden,
so spricht man von einer exogenen Ein-Ausgabe-Transformation, sind die Metamo-
delle gleich, von einer endogenen Ein-Ausgabe-Transformation. Endogene Trans-
formationen bleiben innerhalb der selben Sprache, da sie der selben kontextfreien
Syntax folgen.
Wird ein Modell durch Ausfu¨hrung einer Transformation vera¨ndert, spricht man
von einer u¨berschreibenden Transformation. Es erfolgt eine Aktualisierung des be-
stehenden Modells durch diese Transformation.
Die Richtung einer Ein-Ausgabe-Transformation gibt an, ob die Transformation uni-
oder multidirektional ist. Ist eine Transformation gerichtet, so sind es alle Re-
geln innerhalb dieser. Multidirektionale Transformationen sind in der Praxis meist
bidirektional.
Unidirektionale Transformationen sind solche, die nur in eine Richtung erfolgen, die
also lediglich aus Quellmodellen Zielmodelle erzeugen. Zielmodelle ko¨nnen weiter
bearbeitet und modifiziert werden, die A¨nderungen haben aber keine unmittelbare
Auswirkung auf das oder die Quellmodelle.[54]
Multidirektionale Transformationen sind im Gegensatz dazu in beiden Richtungen
mo¨glich. Es erfolgt eine Kopplung der Modelle, so dass A¨nderungen vom Zielmodell
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unmittelbar im Quellmodell nachvollzogen werden. [54]
Im Rahmen der strikt modellgetriebenen Softwareentwicklung werden schwerpunkt-
ma¨ßig unidirektionale Vorwa¨rtstransformationen beno¨tigt.
Die Granularita¨t einer Transformation bestimmt, ob es sich um eine Batchtransforma-
tion oder eine inkrementelle Transformation handelt. Eine inkrementelle Trans-
formation ist in der Lage, ein Update auf einem bereits bestehenden Zielmodell
auszufu¨hren. Dabei ko¨nnen benutzerdefinierte A¨nderungen im Zielmodell erhal-
ten oder u¨berschrieben werden. Bei inkrementellen Transformationen spielt die
Nachvollziehbarkeit der A¨nderungen durch Traces der Transformation eine Rol-
le. Eine Trace speichert die Vorgehensweise bei der Transformation. Dabei wird
festgehalten, wie jedes Element des Quellmodells auf eines des Zielmodells abge-
bildet wurde. Fu¨r die genaue Funktion von Traces sei auf [23] verwiesen. Eine
Batchtransformation generiert das Zielmodell jedes Mal komplett neu.
Spezifikationen beschreiben formale Eigenschaften von Transformationen. Ein Beispiel
fu¨r eine Spezifikation sind Vor- und Nachbedingungen in OCL, die an die Trans-
formation gestellt werden. Nur einige Transformationsansa¨tze besitzen einen zu-
geho¨rigen Spezifikationsmechanismus.
Zusammengefasst beschreiben Transformationen, wie ein Element der Quelldoma¨ne in
die Zieldoma¨ne u¨berfu¨hrt wird. Dabei ist es erlaubt, dass Quell- und Zieldoma¨ne iden-
tisch sind. Die Regeln ko¨nnen modular sein und unter Umsta¨nden wiederverwendet wer-
den. Es wurde gezeigt, welche Eigenschaften Transformationsregeln erfu¨llen. Sie werden
in einer DSL verfasst, die den in Abschnitt 2.3 besprochenen Eigenschaften unterliegt.
Die Frage nach der konkreten Syntax einer Regel bleibt bislang unberu¨cksichtigt. Beispie-
le hierfu¨r finden sich in Teil II, der die bestehenden Ansa¨tze zur Modelltransformation
beschreibt.
2.6 Graphtransformationen
Im vorangegangenen Abschnitt wurden allgemeine Eigenschaften einer Modelltransfor-
mation dargestellt. Dieser Abschnitt spezialisiert den vorangegangenen, indem die be-
reits genannten Eigenschaften einer Transformation weiterhin gelten, Modelle jedoch
zusa¨tzlich als Graphen aufgefasst werden, die transformiert werden ko¨nnen. Vorteil die-
ses Ansatzes ist seine deklarative Herangehensweise. Modelle, aufgefasst als Graphen,
werden transformiert, indem der Ausgangs- und Endzustand eines Teilgraphen ange-
geben wird. Historisch gesehen sind Graphtransformationen auf Modellen aus Graph-
grammatiken entstanden, die Ende der 60er Jahre Schneider [38] und Pfalz/Rosenfeld
[61] unabha¨ngig voneinander als Verallgemeinerung von Stringgrammatiken eingefu¨hrt
haben.3 Davon ausgehend haben sich drei Hauptrichtungen entwickelt: der algorithmi-
3Eine Graphgrammatik beschreibt die Struktur komplexer Graphen. Sie besteht aus Produktionen,
die aus einem Startgraphen, auch Axiom genannt alle Graphen einer Klasse erzeugen ko¨nnen.
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sche, der algebraische und der logikorientierte Ansatz zur Graphtransformation, die im
Folgenden skizziert werden.
2.6.1 Graphen
Bevor Graphen transformiert werden, wird hier zuna¨chst gekla¨rt, wie ein Graph definiert
ist. Dazu wird die mengentheoretische Definition eines gerichteten Graphen aus Schu¨rr
und Westfechtel [69] gewa¨hlt:
Definition 1: Graph
”
Ein gerichteter, markierter Graph (im folgenden auch kurz als Graph bezeichnet) u¨ber
zwei Mengen LV , LE ist ein Tripel G = (V,E, l) mit folgenden Konponenten:
(1) V(“vertices“) ist eine (endliche) Menge von Knotenbezeichnern.
(2) E ⊆ V × LE × V ist eine Menge von Kanten (“edges“), wobei LE eine (endliche)
Menge von Kantenmarkierungen (“edge labels”) ist.
(3) l : V → LV ist die Knotenmarkierungsfunktion; dabei ist LV eine (endliche)Menge
von Knotenmarkierungen (“vertex labels”).“
Ein Graph setzt sich demnach aus markierten Knoten (Vertex) und Kanten (Edges)
zusammen. Knoten werden durch Kanten verbunden. Zudem ist es mo¨glich diese Defi-
nition um Knotenattribute zu erweitern.
Statt des vollsta¨ndigen Graphens ko¨nnen auch Ausschnitte aus diesem betrachtet
werden, wobei man Teil- und Untergraphen unterscheidet. Die folgenden Definitionen
dieser sind ebenso [69] entnommen.
Definition 2: Teilgraph
”
Seien G,G′ ∈ G = (LV , LE). Dann heißt G Teilgraph von G’ (in Zeichen : G ⊂ G′) ⇔
(1) V ⊆ V ′
(2) E ⊆ E ′
(3) l = l′|V (d.h. ∀v ∈ V : l(v) = l′(v))“
Definition 3: Untergraph
”
Es sei G ⊂ G′. Dann heißt G Untergraph von G’ (in Zeichen : G ⊆ G′) ⇔
G entha¨lt alle Kanten aus G’, die Knoten aus V verbinden:
E = E ′|V (d.h. ∀e′ ∈ E ′ : s(e′) ∈ V ∧ t(e′) ∈ V ⇒ e′ ∈ E
Dabei seien s, t : E → V Funktionen, die Quell- bzw. Zielknoten einer Kante liefern
(‘source’ bzw. ‘target’)“
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Eine weitere wichtige Eigenschaft eines Graphen, die im Lauf der Arbeit genutzt
werden wird, ist die Existenz von Pfaden in einem Graphen. Pfade sind bestimmte
Teilgraphen, die einen Anfangs- und Endknoten verbinden. Die folgende Beschreibung
eines Pfades folgt der in Diestel [25], wurde jedoch an die obenstehende Graphdefinition
angepasst.
Definition 4: Pfad im Graph
Ein Pfad ist ein nicht-leerer Graph G=(V,E,l), fu¨r den gilt:
Sei V = {v1, v2, v3, ...vn}, dann ist E = {(v1, lE1, v2), (v2, lE2, v3), ..., (vn−1, lE(n−1), vn)}.
Desweiteren ko¨nnen Graphen homomorph oder isomorph aufeinander abgebildet wer-
den. Dies ist nach [69] wie folgt definiert:
Definition 5: Homomorphismus
”
Seien G,G′ ∈ G(LV , LE). Ferner sei h : V → V ′. Die Funktion h heißt (Graph-)
Homomorphismus von G nach G’ (in Zeichen: G
∼−→ G′) ⇔
h erha¨lt die Markierungen von Knoten sowie Endknoten, Orientierung und Markierung
von Kanten :
(1) ∀v ∈ V : l′(h(v)) = l(v)
(2) ∀v1, v2 ∈ V ∀el ∈ LE : (v1, el, v2) ∈ E ⇒ (h(v1), el, h(v2)) ∈ E ′ “




∼−→ G′. h heißt Isomorphismus von G nach G’ (in Zeichen G ≈−→ G′) ⇔
(1) h : V → V ′ ist injektiv und surjektiv
(2) h−1 : V ′ → V ist ein Homomorphismus von G’ nach G
Ferner heißen G und G’ isomorph (in Zeichen G
∼
= G′) ⇔
es existiert ein Isomorphismus von G nach G’ “
2.6.2 Idee einer Graphtransformation
Grundsa¨tzlich ist der Sinn einer Graphtransformationsregel das Vera¨ndern eines beste-
henden Graphen G, im Folgenden Wirtsgraph genannt, in einen Graphen G’. Es handelt
sich um eine deklarative Transformation, die eine nach ihren Regeln vera¨nderte Version
von G erzeugt. Die Idee der Graphtransformationsregel wird nun mo¨glichst allgemein,
unabha¨ngig von den im na¨chsten Abschnitt dargestellten Theorien, charakterisiert: Je-














Abbildung 2.6: Zwei Arten der Darstellung einer Graphtransformationsregel
zusammen. Abbildung 2.6 zeigt dies schematisch an einer Regel, die ein Attribut von
einer Klasse in die andere Klasse verschiebt. Die linke Seite (LHS, left-hand side in Abb.
2.6) definiert das Graphmuster, das im Wirtsgraphen gefunden werden muss, um die Re-
gel anwenden zu ko¨nnen. Die rechte Seite (RHS, right-hand side in Abb. 2.6) definiert,
wodurch das gefundene Graphmuster im Wirtsgraphen ersetzt wird. Knoten und Kan-
ten, die sowohl auf der linken als auch auf der rechten Regelseite vorkommen, werden
erhalten. Knoten und Kanten, die nur auf der rechten Regelseite vorkommen, werden
erstellt und solche, die nur auf der linken Regelseite vorkommen, gelo¨scht. Heutzutage
ist es u¨blich, die linke und rechte Regelseite in einem Diagramm darzustellen. Schema-
tisch ist dies in Abbildung 2.6 rechts zu sehen. Die Knoten und Kanten werden je nach
Zugeho¨rigkeit zur einen oder anderen Seite gekennzeichnet. Elemente, die ausschließlich
auf der linken Seite auftreten, werden mit −− und rot markiert. Elemente die nur auf
der rechten Seite auftreten werden mit ++ und gru¨n markiert. Beidseitig vorkommende
Elemente werden nicht explizit markiert. Zudem ko¨nnen Anwendbarkeitsbedingungen an
eine Regel gestellt werden. Diese sind entweder positiver oder negativer Natur, mu¨ssen
also unbedingt oder du¨rfen keinesfalls im Wirtsgraphen zu finden sein. Im Zuge der
Transformation kann es vorkommen, dass der Graph nicht vera¨ndert wird. In diesem
Spezialfall spricht man von einem Graphtest, der urspru¨nglich als identische Ersetzung
definiert wurde, oder einer Graphabfrage, die Strukturen im Graphen ermittelt.
Die konkrete Anwendung von Graphtransformationsregeln auf einen Graphen kann in
einzelne Schritte unterteilt werden: Im ersten Schritt findet man unter Einhaltung aller
Anwendbarkeitsbedingungen das Muster im Wirtsgraphen, das jeweils zur linken Seite
der Regel homomorph oder isomorph ist. Im zweiten Schritt wird es durch die rechte
Seite ersetzt und dabei der Kontext des zu ersetzenden Teilgraphen bestimmt.
Bereits im ersten Schritt lassen sich zwei potentielle Probleme in Form von Nicht-
determinismen finden: Erstens kann eine Regel unter Umsta¨nden an mehreren Stellen
angewendet werden, so dass eine Stelle zufa¨llig gewa¨hlt werden muss. Zweitens ko¨nnte
es mehrere Regeln geben, die an derselben Stelle angewendet werden ko¨nnen. Dieses
Problem wird in der Praxis, je nach Einsatzgebiet der Transformation, auf unterschied-
liche Weise gehandhabt. Im zweiten Schritt ist von einer Ersetzung der Teilgraphen die
Rede. Wie dies vonstatten geht, ha¨ngt von der zugrunde gelegten Theorie ab. Daher ist
es sinnvoll, die ga¨ngigen drei theoretischen Ansa¨tze im na¨chsten Abschnitt zu skizzieren.
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2.6.3 Theoretische Ansa¨tze zur Graphtransformation
Algorithmischer Ansatz
Der algorithmische Ansatz basiert auf Mengentheorie. Graphen werden durch Mengen
von Knoten und Kanten beschrieben. Diese ko¨nnen markiert und attributiert werden. Da
Transformationen damit auf Mengen operieren, werden sie mit Hilfe von mengentheore-
tischen Operatoren definiert. Zudem ko¨nnen Parameter an Transformationen u¨bergeben
werden. Grundsa¨tzlich
”
steht die Angabe eines Verfahrens im Vordergrund, das eine
Graphersetzung als Folge von Mengenoperatoren abwickelt.“ [68] Es handelt sich um
einen praxisorientieren Ansatz.
Der Ablauf einer Transformation gestaltet sich, grob skizziert, wie folgt: Zuerst wird
der zu ersetzende Untergraph (linke Seite der Transformationsregel) identifiziert und
dessen Kontext ermittelt. Darauffolgend wird der Untergraph gelo¨scht und der neue Un-
tergraph (rechte Seite der Transformationsregel) an dessen Stelle eingefu¨gt. Im na¨chsten
Schritt wird der neue Untergraph in den Wirtsgraphen eingebettet. Dies geschieht mit-
tels Einbettungsu¨berfu¨hrungsregeln. Die Einbettungsu¨berfu¨hrungsregeln beschreiben,
wie die rechte Seite der Graphtransformationsregel in den bestehenden Wirtsgraphen
eingefu¨gt wird. Einbettungsu¨berfu¨hrungsregeln ko¨nnen global (eine Regel fu¨r alle Graph-
produktionen) und lokal (je Graphproduktion eine Regel) definiert werden. In jedem
Falle beziehen sie den Kontext der Ersetzung ein. Handelt es sich um eine attributier-
te Transformation, werden die Attribute abgeleitet oder aus Parametern zugewiesen.
[68, 69]
Die so definierte Transformation wurde spa¨ter auf Teilgraphen ausgeweitet. Genauere
Beschreibungen des algorithmischen Ansatzes finden sich in [69] und [66].
Algebraischer Ansatz
Basierend auf der Kategorientheorie werden im algebraischen Ansatz Graphtransforma-
tionsregeln deklarativ beschrieben. Deklarativ bedeutet, dass zur Darstellung der Wir-
kung einer Regel entsprechende Bedingungen vor der Transformation an ihre linke Seite
und nach der Transformation an ihr rechte Seite gestellt werden. Zentrales Element
ist hierbei die Kategorie, eine totale, assoziative, zweistellige Verknu¨pfung. Pushout-
Diagramme stellen die Transformation fu¨r eine Kategorie von Graphen dar. Sie legen
deklarativ fest, wie das Ergebnis einer Graphersetzung auszusehen hat. Ein Pushout ist
das Ergebnis der Vereinigung zweier Graphen, die hier Hypergraphen genannt werden.
Die Hypergraphen werden mittels totaler Morphismen vereinigt.
Es existieren zwei Pushout-Ansa¨tze. Der klassische Double-Pushout-Ansatz agiert auf
der Kategorie von Graphen und benutzt Graphersetzungsregeln, deren Semantik mit Hil-
fe zweier Pushout-Diagramme beschrieben wird. Abbildung 2.7 zeigt den Ablauf einer
Transformation. PO1 und PO2 markieren die beiden Pushouts. L und R stellen die linke
bzw. rechte Seite der Transformationsregel dar. G ist der Graph, in dem die Ersetzung
vorgenommen werden wird. H ist der abgeleitete Graph, das Ergebnis der Transforma-
tion und gleichzeitig das Pushout des PO2. K bzw. D repra¨sentieren den gemeinsamen
Durchschnitt, die Gemeinsamkeiten von L und R bzw. von G und H. Die Morphismen g,
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L? id? ? K? id? ? R?
??g? ? ? ??d? ? ? ??h?
?
G? id? ? D? id? ? H?
??? ???
Abbildung 2.7: Der klassische algebraische double-pushout Ansatz
d und h u¨berfu¨hren die Graphen ineinander. Bei dieser Art der Transformation werden
die Knoten und Kanten des Graphen, die im Bild im Durchschnitt K der linken und
rechten Regelseite liegen, identisch ersetzt.
Alternativ dazu wurde der Single-Pushout-Ansatz entwickelt. Wa¨hrend der Double-
Pushout-Ansatz totale Morphismen verwendet, werden im Single-Pushout-Ansatz par-
tielle Morphismen zur Abbildung von L nach R bzw. G nach H genutzt. Der Single-
Pushout-Ansatz reduziert die Anzahl der zur Graphtransformation beno¨tigten Pushouts
auf 1. [66]
Fu¨r eine genauere Erkla¨rung des algebraischen Ansatzes, inklusive der Pushout-An-
sa¨tze, sei auf das
”
Handbook of Graph Grammars and Computing by Graph Transfor-
mation“, Band 1 [66] und auf die
”
Fundamentals of Algebraic Graph Transformation“
[30] verwiesen.
Logikorientierter Ansatz
Dieser Hybridansatz der vorangegangenen Ansa¨tze definiert den Graphersetzungsbe-
griff mittels Pra¨dikatenlogik erster Stufe neu und greift dabei die identische Ersetzung
von Knoten des algebraischen Ansatzes, sowie die Einbettungsu¨berfu¨hrungsregeln des
algorithmischen Ansatzes auf. Da es sich um einen praxisnahen Ansatz handelt, greift
dieser einige neue Aspekte auf, die den vorangegangenen Ansa¨tzen fehlen. Vor allem bie-
tet er eine Mo¨glichkeit, Eigenschaften von schematreuen Graphen statisch zu beschrei-
ben und den Erhalt dieser Eigenschaften im Zuge einer Graphvera¨nderung zu pru¨fen.
Grundsa¨tzlich gilt, dass dieser Ansatz den algebraischen Ansa¨tzen maximal a¨hnelt ohne
dabei gegenu¨ber dem algorithmischen Ansatz an Ausdrucksfa¨higkeit zu verlieren.
Graphtransformationsregeln und Graphen werden durch pra¨dikatenlogische Formel-
mengen dargestellt. Die Transformation selbst wird als Manipulation der Formelmenge
verstanden. Zentraler Begriff ist hierbei das Graphschema. Es ordnet einer Klasse von
Graphen Integrita¨tsbedingungen zu, beschreibt demnach deren internen Aufbau. Unter
einer Klasse von Graphen versteht man Graphen mit gleicher Signatur. Hierbei wer-
den Graphen als gerichtete, attributierte, knoten- und kantenmarkierte Graphen, kurz
gakk-Graph aufgefasst. Zur Transformation muss der Graph, wie im U¨brigen auch seine
Ersetzungsregel, dem Schema treu sein (schematreuer Graph bzw. schematreue Grapher-
setzungsregel). Ist dies der Fall, wird die Transformation durchgefu¨hrt, indem zuerst eine
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Ansatz Algorithmische Algebraische Logikbasierte
Merkmal Ansa¨tze Ansa¨tze Ansa¨tze
Theorie Mengentheorie Kategorientheorie Pra¨dikatenlogik
Abbild Teilgraph Teilgraph Teilgraph
Einbettung U¨berfu¨hrungsregel Id. Ersetzung Beide Konzepte
Sequenziell, Invertiert, Ver- Sequenziell,





Kantenbu¨schel, Kanten, Knoten Kantenbu¨schel,
Lo¨schen
Knoten NUR im Kontext Knoten
Attributierbarkeit Intrinsisch Intrinsisch Abgeleitet, intrinsisch
Kontrollstrukturen Vorgesehen Vorgesehen Vorgesehen
Tabelle 2.1: Vergleich der theoretischen Ansa¨tze zur Graphtransformation
Teilgraphensuche auf dem Wirtsgraphen ausgefu¨hrt wird, der gefundene Teilgraph er-
setzt und mittels einer Einbettungsu¨berfu¨hrungsfunktion eingebettet wird, Attribute auf
neue Knoten transferiert und deren Werte berechnet werden.
Fu¨r eine detaillierte Beschreibung des logikbasierten Ansatzes sei auf [68] verwiesen.
Vergleich
Zum Ende des Theorieabschnitts sollen die einzelnen Ansa¨tze verglichen werden. Die
wichtigsten Eigenschaften der Ansa¨tze sind in Tabelle 2.1 zusammenfasst. Die drei
Ansa¨tze operieren letztendlich alle auf Teilgraphen, obwohl der algorithmische Ansatz
urspru¨nglich auf Untergraphen definiert war. Die Einbettung in den Wirtsgraphen findet
auf komplett unterschiedliche, hier nicht weiter gewichtete, Arten statt.
Ein großer Vorteil des algorithmischen Ansatzes besteht in seiner Ausdrucksma¨chtig-
keit bei gleichzeitig intuitiver Versta¨ndlichkeit. Komplexe Graphtransformationsregeln,
die beispielsweise das Lo¨schen von Kanten mit unbestimmtem Kontext oder das Lo¨schen,
Kopieren und Erzeugen ganzer Kantenbu¨schel erlauben, sind damit formal beschreibbar.
Der algorithmische Ansatz ist jedoch bei der Regelanwendung auf eine sequenzielle oder
parallele und gerichtete Anwendung beschra¨nkt. Er eignet sich damit gut, um Graph-
transformationsregeln mit Kontrollstrukturen zu steuern.
Aufgrund der mathematischen Fundierung des algebraischen Ansatzes ko¨nnen Regeln
parallelisiert, verschmolzen oder invertiert werden. Gleichzeitig ist die Ausdrucksma¨chtig-
keit der Regeln geringer, da keine Kantenbu¨schel unbekannter Kardinalita¨t behandelt
werden ko¨nnen. Zudem ko¨nnen Knoten nur im Kontext aller ihrer Kanten gelo¨scht wer-
den. Dies bedeutet, dass alle Kanten, die mit dem zu lo¨schenden Knoten in Verbindung
stehen, auf der linken Seite der Regel zu finden sein mu¨ssen.4
4Dies gilt nicht fu¨r den Single Pushout Ansatz. Na¨here Informationen hierzu finden sich in [66]
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Der bisherige Vergleich zeigt, dass viele der Sta¨rken des algebraischen Ansatzes den
Schwa¨chen des algorithmischen Ansatzes entsprechen und umgekehrt. Daraus kann ge-
folgert werden, dass eine restriktivere mathematische Spezifikation eine geringere Aus-
drucksma¨chtigkeit zur Folge hat, wa¨hrend eine gro¨ßere Ausdrucksma¨chtigkeit eine we-
niger restriktive mathematische Spezifikation erfordert. Die klassische Form des alge-
braischen Ansatzes ist laut [69] weniger ausdrucksfa¨hig als die des mengentheoretischen
Ansatzes. Beide Ansa¨tze unterstu¨tzen die Beschreibung graphvera¨ndernder Operatio-
nen, bieten jedoch keine Hilfsmittel an, die die statische Beschreibung abgeleiteter Ei-
genschaften bestimmter Graphklassen zulassen. Genauso wenig ist es ihnen mo¨glich, die
Erhaltung bestimmter Eigenschaften einer Graphklasse vor und nach einer Transforma-
tion zu pru¨fen.
Diese Defizite versucht der logikbasierte Ansatz zu eliminieren, indem er eine Hy-
bridlo¨sung aus beiden Ansa¨tzen bietet. Der Vorteil des logikbasierten Ansatzes liegt in
der Fa¨higkeit komplexe Regeln u¨ber den Aufbau von Graphen zu gestatten, die Graph-
schemata. Dabei kommen beliebige Bedingungen zum Einsatz. Es kann z.B. festgelegt
werden, wie Attribute von verschiedenen Knoten zueinander in Beziehung stehen du¨rfen.
Zudem werden abgeleitete Grapheigenschaften unterstu¨tzt: abgeleitete Kanten werden
durch Pfade mit einer Pfadmarkierung dargestellt und Attribute ko¨nnen abgeleitet wer-
den, indem ihr Wert berechnet statt zugewiesen wird. Der logikbasierte Ansatz versucht
demnach die Vorteile der beiden Ansa¨tze zu vereinen. Dies gelingt nicht immer. Lo-
gikbasierte Regeln ko¨nnen zwar auf Kantenbu¨scheln operieren, sie sind jedoch nicht
invertierbar.
2.7 Zusammenfassung
In diesem Abschnitt wurden die Grundlagen zum weiteren Versta¨ndnis des ModGraph-
Ansatzes gelegt. Ausgehend von der Definition eines Modells wurden dessen Eigenschaf-
ten erkla¨rt und die Metaebenen der Modelle erla¨utert. Sprachen bildeten den na¨chsten
Teil des Grundlagenkapitels. Sie wurden definiert, indem die syntaktischen und seman-
tischen Ebenen beschrieben und in den Kontext der Modelle eingeordnet wurden. Die
darauf folgende Definition der modellgetriebenen Softwareentwicklung stellte die im wei-
teren Verlauf genutzte Vorgehensweise dar: Modelle werden als Softwareartefakte erster
Klasse angesehen, die den Entwicklungsprozess steuern. Transformationen spielten in
diesem Kapitel eine große Rolle, da sie zum Versta¨ndis des ModGraph-Ansatzes, der
Graphtransformationen fu¨r EMF bietet, essentiell sind. Dementsprechend durfte auch
ein Kapitel u¨ber diese nicht fehlen, das neben einer allgemeinen Definition eines Graphen
den Aufbau einer Graphtransformationsregel erkla¨rte und die theoretischen Ansa¨tze skiz-
zierte. Dabei wurde festgestellt, dass eine restriktivere mathematische Spezifikation eine
geringere Ausdrucksma¨chtigkeit zur Folge hat und umgekehrt.
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Teil II
Bestehende Ansa¨tze und Werkzeuge
zur Modelltransformation
”
Man muss das Rad nicht neu erfinden!”
(Redensart)
Wenn jeder das Rad neu erfinden wollte...
...wu¨rden wir heute noch auf Ba¨umen sitzen!
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3 Das Eclipse Modeling Framework
Modellgetriebene Softwareentwicklung ist heute eine wohlbekannte und akzeptierte Me-
thode, Software zu entwickeln. Dabei haben sich zahlreiche Ansa¨tze und Werkzeuge
zur Modell-zu-Modell- und Modell-zu-Text-Transformation entwickelt. Dieser Teil der
vorliegenden Arbeit bescha¨ftigt sich mit den Ansa¨tzen, die zum ModGraph-Ansatz in
Beziehung stehen.
Hier wird das Eclipse Modeling Framework (EMF) betrachtet, das die Grundlage fu¨r
viele weitere Werkzeuge bildet und im ModGraph-Ansatz eine zentrale Rolle spielt. Der
Fokus liegt dabei auf dem Aufbau eines EMF-Modells und der Generierung von Quelltext
aus diesem Modell. Die Ausfu¨hrungen hierzu basieren auf der zweiten Auflage des Buchs
”
EMF Eclipse Modeling Framework“ von Steinberg et al. [73].
Das Eclipse Modeling Framework (EMF) ist ein in Forschung und Industrie weit ver-
breitetes Rahmenwerk zur modellgetriebenen Softwareentwicklung. Es ist Teil des Eclip-
se Modeling Projects (EMP), das wiederum Teilprojekt des Open-Source-Softwarepro-
jekts Eclipse zur Entwicklung der gleichnamigen Werkzeugumgebung ist. EMF setzt
Modellierungskonzepte und ihre Implementierung in direkte Relation zueinander. Da-
zu werden UML, Java und XML vereinigt, indem U¨berfu¨hrungsmo¨glichkeiten zwischen
den Sprachen geboten werden, wie in Abbildung 3.1 dargestellt ist. Den zentralen Ver-
einigungspunkt bildet das EMF-Modell. Dieses kann aus einer UML-, Java- oder XML-
Spezifikation abgeleitet bzw. in diese drei Sprachen u¨bersetzt werden. EMF wird in
diesem Kapitel auf Grundlage von Steinberg et al.[73] na¨her betrachtet. Das aktuelle
Eclipse EMF-Projekt findet sich unter http://www.eclipse.org/modeling/emf/. Die
Installation der aktuellen EMF-Version erfolgt in Eclipse.
3.1 EMF-Modelle
EMF-Modelle werden analog zu den von der OMG definierten Metaebenen (siehe Ab-
schnitt 2.2.3, Abbildung 2.2) hierarchisch aufgebaut. Zu ihrer Modellierung wird Ecore











Abbildung 3.2: Metaebenen in Ecore
verwendet. Da bereits das Ecore-Metamodell in sich selbst definiert ist, entfa¨llt die Meta-
Metaebene und die Modellhierarchie vereinfacht sich zu der in Abbildung 3.2 gezeig-
ten. Es handelt sich hierbei um eine dreistufige Hierarchie, beginnend mit dem Ecore-
Metamodell. Dessen Instanzen sind die in der Modellierung mit EMF genutzten Ecore-
Modelle. Ecore-Modelle ko¨nnen wiederum instanziiert werden zu Ecore-Modellinstanzen,
im Folgenden Instanzen genannt, die konkrete Objekte darstellen. Die drei Ebenen wer-
den im Folgenden na¨her betrachtet.
Das Ecore-Metamodell
Das Ecore-Metamodel (M2 in Abbildung 3.2) stellt die abstrakteste Ebene dar. Es ist
das Metamodell, das dem EMF-Rahmenwerk zugrunde liegt. Das Ecore-Metamodell ist
ebenfalls ein EMF-Modell und basiert auf dem von der OMG definerten eMOF-Standard,
der eine Untermenge der MOF bildet [60]. Abbildung 3.3 zeigt das Metamodell, abge-
sehen von der Klasse EObject, von der alle Klassen erben. Es handelt sich hierbei um
ein selbstbeschreibendes Klassendiagramm. Abstrakte Klassen sind grau hinterlegt und
durch kursive Schrift gekennzeichnet, konkrete Klassen sind gelb hinterlegt. Abgelei-
tete Referenzen sind blau-gru¨n markiert, direkte Referenzen sind schwarz dargestellt.
Letztere weisen an einigen Stellen Enthaltenseins-Beziehungen, die durch einen schwar-
zen Diamanten gekennzeichnet sind, auf. Fu¨r alle Enthaltenseins-Beziehungen in einem
EMF-Modell gilt das Prinzip der Exklusivita¨t1.
Bevor na¨her auf das abgebildete Metamodell eingegangen wird, wird zuna¨chst die
Klasse EObject betrachtet, deren Eigenschaften alle Modellelemente erben. EObject ist
zum Einen eine Klasse, die generische Operationen bietet, welche den Zugriff auf Ob-
jekte regeln. Beispiele hierfu¨r sind eClass(), das den Typ einer Klasse zuru¨ck gibt sowie
die reflektiven Akzessoren eGet(...) und eSet(...). Zum Anderen bietet EObject einen Me-
chanismus zur Notifikation an. A¨nderungen an Objekten werden dem Observer-Muster
folgend propagiert.
1Exklusivita¨t bedeutet, dass es genau einen Container fu¨r ein Objekt gibt.
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Abbildung 3.3: Das Ecore-Metamodell (aus [1])
Klassen werden durch die in Abbildung 3.3 zentral dargestellte Klasse EClass model-
liert. Dabei ko¨nnen die Klassen sowohl abstrakt (Attribut abstract) sein, als auch als
Interface (Attribut interface) deklariert werden. Klassen ko¨nnen in beliebig geschachtel-
ten Paketen (EPackage) gruppiert, annotiert (EAnnotation) und in Fabriken (EFactory)
erzeugt werden. Jede Klasse kann benannt, attribuiert und referenziert werden. Zu-
dem ko¨nnen Operationen innerhalb der Klasse spezifiziert werden und die Angabe von
Oberklassen fu¨r jede Klasse ist mo¨glich (Referenz eSuperTypes). Hierbei ist Mehrfach-
vererbung erlaubt. Das Attribut name zur Benennung der Klasse erbt EClass - wie
die meisten Klassen in Ecore - von der abstrakten Klasse ENamedElement. Attribu-
te (EAttribute), Operationen (EOperation) und Referenzen (EReference) der Klasse sind
im Ecore-Metamodell als eigensta¨ndige Klassen modelliert und durch Enthaltenseins-
Beziehungen der Klasse zugeordnet (Referenzen eStructuralFeatures und eOperations).
Zu ihrer Beschreibung mu¨ssen zuna¨chst ihre Oberklassen detaillierter betrachtet werden:
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Attribute und Referenzen werden zur abstrakten Klasse der strukturellen Eigenschaften
einer Klasse zusammengefasst (EStructualFeature). Strukturelle Eigenschaften ko¨nnen
mit den Attributen vera¨nderbar (changeable), volatil (volatile), transient (transient), un-
setzbar (unsettable) und abgeleitet (derived) gekennzeichnet werden. Dabei werden ab-
geleitete Attribute aus bestehenden Daten berechnet. Sie sind daher typischer weise
transient, werden also nicht gespeichert. Zudem besteht die Mo¨glichkeit, Standardwer-
te zu vergeben, mit welchen die strukturellen Eigenschaften initialisiert werden (At-
tribut defaultValue) und welche in den zugeho¨rigen Literalen gespeichert werden (At-
tribut defaultValueLiteral). Strukturelle Eigenschaften sind immer genau einer Klasse
zugeordnet (Referenz eContainingClass), wa¨hrend Klassen beliebig viele strukturelle Ei-
genschaften aufweisen ko¨nnen (Referenz eStructuralFeatures). Diese strukturellen Eigen-
schaften sind wiederum typisierte Elemente, denn die Klasse EStructualFeature erbt von
der ebenfalls abstrakten Klasse ETypedElement. Typisierte Elemente ko¨nnen geordnet
(ordered), eindeutig (unique), mehrwertig (many) und erforderlich (required) sein, sowie
eine obere und untere Schranke bezu¨glich ihrer Multiplizita¨t aufweisen. Ihre Typisie-
rung erfolgt u¨ber die Klasse EClassifier, einer Oberklasse von EClass, und ihren Namen
erben typisierte Elemente wiederum von der Klasse ENamedElement. Neben all diesen
Gemeinsamkeiten von Referenzen und Attributen weisen beide einige zusa¨tzliche Eigen-
schaften auf. Referenzen sind unidirektional, ko¨nnen Enthaltenseins-Beziehungen auf-
weisen (Attribute containment und container) und es besteht die Mo¨glichkeit eine ent-
gegengesetzte Referenz zu spezifizieren (Referenz eOpposite), so dass dieses Paar eine
bidirektionale Referenz repra¨sentiert. Zudem sind Referenzen immer vom Typ genau
einer Klasse (abgeleitete Referenz eReferenceType), na¨mlich derer, auf die sie verwei-
sen. Attribute ko¨nnen im Gegensatz dazu nur u¨ber Datentypen (EDataType) typisiert
werden. Datentypen sind hier sowohl primitive Datentypen (Ganzzahlen, Zeichenketten,
etc.) als auch Aufza¨hlungsdatentypen, die mittels der Klasse EEnum spezifiziert wer-
den ko¨nnen. Zudem kann ein Datentyp eine beliebige Java-Klasse repra¨sentieren. Damit
besteht vollsta¨ndige Unterstu¨tzung zur Modellierung von Klassen und deren statischen
Eigenschaften.
Operationen werden im Ecore-Metamodell durch die Klasse EOperation modelliert.
Sie erben alle Eigenschaften der typisierten Elemente (ETypedElement). Operationen
beinhalten beliebig viele Parameter, die durch die Klasse EParameter modelliert werden
und jeweils in genau einer Operation enthalten sein du¨rfen (Referenzen eParameters
und eOperation). Parameter sind ebenfalls typisierte Elemente. Daru¨ber hinaus kann
eine Operation beliebig viele Ausnahmen vom Typ eines EClassifiers werfen (Referenz
eExceptions).
An dieser Stelle zeichnet sich bereits ein zentraler Punkt des ModGraph-Ansatzes
ab: EMF bietet zwar Mo¨glichkeiten zur Spezifikation einer Operation, das eigentliche
Verhalten der Operation kann jedoch mit Ecore nicht modelliert werden. Wie diese
”
Lu¨cke“ im EMF-Rahmenwerk geschlossen werden kann, zeigt Teil III dieser Arbeit.
Fu¨r eine weitergehende Erla¨uterung des Ecore-Metamodells sei auf Steinberg et al. [73],
Kapitel 5, verwiesen.
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Abbildung 3.4: Das Refactoring Ecore-Modell
Das Ecore-Modell
Nach dieser ausfu¨hrlichen Betrachtung der relevanten Abschnitte des Ecore-Metamodells,
wird im Folgenden seine Instanzebene untersucht: Ecore-Modelle (M1 in Abbildung 3.2)
modellieren strukturelle Sachverhalte in Form von Ecore-Klassendiagrammen. Sie wer-
den in jedem mit EMF realisierten Projekt beno¨tigt. Als Instanzen des Ecore-Metamo-
dells bieten sie alle eben vorgestellten Konzepte an. Abbildung 3.4 zeigt einen Ausschnitt
des Ecore-Modells am Beispiel Refactoring auf Klassendiagrammen. Hierbei modelliert
die Klasse Refactoring Methoden zum Refactoring von Ecore-Modellen. Dazu ist es no¨tig,
Klassen aus dem Ecore-Metamodell zu referenzieren (z.B.EClass), die in Abbildung 3.4
durch einen kleinen Pfeil rechts oben markiert sind. Außerdem wird eine interne Hilfs-
klasse (Helper) referenziert, die ihrerseits Methoden bereitstellt.
Ecore-Modelle sind hierarchisch aufgebaut und weisen immer eine Baumstruktur auf.
Dies bedeutet auch, dass fu¨r jedes Modell ein globaler Beha¨lter, das Wurzelobjekt des
Baums, existiert. Dieser entspricht immer dem Paket, in welchem sich die Elemente be-
finden. Dadurch lassen sie sich auf einfache Weise in Ressourcen speichern. Zur Ressource
muss lediglich das Wurzelobjekt des Ecore-Modells hinzugefu¨gt werden, um Persistenz
zu erreichen. Damit werden alle enthaltenen Objekte automatisch der Ressource hinzu-
gefu¨gt.
Instanzen des Modells
Instanzen dieser Ecore-Modelle bilden die unterste der Ebenen (M0) aus Abbildung
3.2. Sie stellen konkrete Sachverhalte dar. Instanzen werden entweder direkt im Quell-
text oder mittels (der generierten) Editoren erstellt und bearbeitet. Sie du¨rfen beliebige
Klassen des Ecore-Modells beliebig oft instanziieren. Da dies auch das Wurzelobjekt
des Ecore-Modells betrifft, werden die Instanzen in der Regel durch einen Wald re-
pra¨sentiert. Instanzen werden ebenfalls in Ressourcen gespeichert. Um Persistenz zu




Eine Ressource kann mittels eines Beha¨lters fu¨r Ressourcen, der Ressourcenmenge, er-
zeugt werden. Jede Ressource repra¨sentiert einen physikalischen Speicherort, eine Datei.
Objekte ko¨nnen durch ressourcenu¨bergreifende Referenzen verbunden werden, sofern al-
le Resourcen innerhalb derselben Ressourcenmenge liegen. Diese Referenzen werden bei
Bedarf aufgelo¨st, d.h. die Objekte werden in den Speicher geladen. Dies wird dynami-
sches Laden von Ressourcen innerhalb einer Ressourcenmenge genannt. Die Notwendig-
keit, Objekte dynamisch zu laden, ergibt sich aus der Serialisierung der EMF-Modelle.
EMF-Ressourcen werden im XMI-Format serialisiert und mu¨ssen somit in den Speicher
geladen werden, um Zugriff zu ermo¨glichen. Im Refactoring-Beispiel wird dynamisches
Laden beno¨tigt, um die aus dem Ecore-Modell importierten Klassen in das Refactoring-
Modell zu laden.
3.2 Ausfu¨hren des Modells
Im weiteren Vorgehen kann jede Instanz des Ecore-Metamodells, und damit jedes Ecore-
Modell, mittels dynamischem EMF interpretiert oder die Generierung von Java-Quelltext
aus dem Modell angestoßen werden. Dazu ist ein valides Modell zwingend erforderlich.
Dieses wird durch die EMF-Validierung sichergestellt. Sie erlaubt es Bedingungen an
Modellelemente direkt innerhalb des Modells zu stellen. Diese ergeben sich aus dem
Aufbau des Ecore-Metamodells oder befinden sich in Annotationen des Ecore-Modells.
Die U¨berpru¨fung des Modells erfolgt mit dem Ecore-Validator. Weitere Details zur Va-
lidierung finden sich in Steinberg et al. [73], Kapitel 18 und 21.
3.2.1 Java-Quelltext-Generierung
Die Generierung von Java-Quelltext erfolgt mit einem Zwischenschritt: Das Ecore-Modell
wird in ein Generator-Modell transformiert, das zusa¨tzliche, fu¨r die Quelltexterzeugung
no¨tige Informationen entha¨lt. Das Generator-Modell ist ein Wrapper fu¨r das Ecore-
Modell. Es stellt sicher, dass das Ecore-Modell frei von Zusatzinformationen zur Erstel-
lung von Quelltext bleibt, da in EMF eine strikte Trennung von Modell und Zusatzinfor-
mation gewu¨nscht ist. Es stellt im Kontext der Modelltransformation eine intermedia¨re
Struktur dar. Aus diesem Generator-Modell wird der Quelltext erzeugt. Dabei ko¨nnen,
neben dem Quelltext fu¨r das Modell selbst, ein einfacher Editor und Tests generiert
werden.
Der - durch die Modell-zu-Text-Transformation des Modells nach Java - entstandene
Quelltext besteht aus drei Paketen: Das erste Paket entha¨lt fu¨r jede Klasse im Ecore-
Modell ein Interface. Dieses erweitert EObject2, die zentrale Klasse in Ecore.3 Das zweite
2Alternativ kann auch ein minimale und damit effizientere Variante von EObject, MinimalEObjectImpl,
implementiert werden.
3Dies tritt im Ecore-Metamodell nicht auf; Auf Java-Ebene handelt es sich um ein Interface.
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Paket entha¨lt Klassen, die mindestens eines dieser Interfaces implementieren. Die Im-
plementierung von mehreren Interfaces erlaubt die Umsetzung von Mehrfachvererbung
in Java4. Generierte Klassen beinhalten die modellierten statischen Sachverhalte sowie
Akzessoren. Fu¨r modellierte Operationen werden jeweils leere Methodenrahmen gene-
riert. Zudem werden eine Factory-Klasse, die Methoden zur Instanziierung der Klassen
beinhaltet, und eine Paketklasse, die Akzessoren fu¨r die Ecore-Metadaten bereit stellt,
erzeugt. Das dritte Paket stellt Hilfsklassen, sog. Utility-Klassen zur Verfu¨gung, die hier
nicht na¨her betrachtet werden.
Neben dem Quelltext, der aus dem Modell erzeugt wird, besteht die Mo¨glichkeit,
Quelltext fu¨r einen Editor zu generieren. Hierzu wird EMF-Edit verwendet. Es erlaubt
die Generierung von Editoren aufbauend auf dem Ecore-Modell. Diese Editoren basieren
auf JFace und erlauben das Editieren und Anzeigen von Instanzen des Modells (inklusi-
ve Undo, Redo, Copy, Paste, Drag&Drop). Außerdem wird ein Property-Sheet erzeugt,
innerhalb dessen die Eigenschaften der instanziierten Objekte betrachtet und vera¨ndert
werden ko¨nnen. Der generierte Quelltext fu¨r Editoren setzt sich aus zwei generierten
Projekten zusammen: dem Edit- und dem Editor-Projekt. Somit entsteht ein vollwerti-
ger Multipage-Editor mit Project-Wizard, Property-Sheet und Baumeditor. Details zu
dessen Aufbau finden sich in Steinberg et al. [73], Kapitel 3. Ein solcher Editor kann
auf relativ einfacher Ebene zum Beispiel mittels GMF zu einem vollwertigen grafischen
Editor ausgebaut werden (siehe Abschnitt 3.4).
Eine weitere Mo¨glichkeit besteht in der Generierung von Tests. Hierbei generiert der
EMF-Generator JUnit-Testfa¨lle fu¨r das EMF-Projekt. Da diese im weiteren Verlauf fu¨r
den ModGraph-Ansatz nicht von Belang sind, wird auch hier auf Steinberg et al. [73]
verwiesen.
Der EMF-Nutzer hat nun die Mo¨glichkeit den generierten Quelltext zu vera¨ndern, um
z.B. modellierten Operationen Verhalten hinzuzufu¨gen. Hierzu bietet EMF zusa¨tzliche
Unterstu¨tzung, z.B. durch die Klasse EcoreUtil5, die unter Anderem Mo¨glichkeiten zum
Erzeugen, Lo¨schen und Deserialisieren von Objekten bietet. Damit diese A¨nderungen bei
erneuter Generierung nicht verloren gehen, werden Annotationen im Quelltext genutzt.
Der EMF-Generator annotiert jede generierte Methode mit einem @generated. Diese
Methoden werden bei jedem Generierungsdurchlauf automatisch erneuert. Lo¨scht der
EMF-Nutzer die Annotation oder erga¨nzt diese zu einem @generated NOT, wird die
Methode vom Generator ignoriert und die benutzerdefinierten A¨nderungen bleiben er-
halten. Alternativ kann durch anha¨ngen von
”
Gen“ an den Java-Methodennamen die
Generierung umgeleitet und damit die Methode erhalten werden. Manuell eingefu¨gte Me-
thoden, die nicht Teil des Modells sind, bleiben immer erhalten, da sie keine @generated
Annotation tragen.
Wichtig ist an dieser Stelle, dass der EMF-Generator so angelegt ist, dass der finale
Quelltext aus handgeschriebenen und generierten Anteilen besteht.
4Java unterstu¨tzt selbst keine Mehrfachvererbung.
5Die Dokumentation zur Klasse EcoreUtil findet sich unter: http://download.eclipse.org/
modeling/emf/emf/javadoc/2.7.0/org/eclipse/emf/ecore/util/EcoreUtil.html
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3.2.2 Interpretation mit dynamischem EMF
Zur Interpretation eines Modells werden dynamische Instanzen erzeugt und mit dem
EMF-eigenen Interpreter ausgefu¨hrt. Man spricht hierbei von dynamischem EMF. Dabei
ist es nicht no¨tig, Quelltext aus dem Modell zu generieren. Objekte werden als Instanzen
von EObject6 durch Aufruf der - in EObject definierten - reflexiven Methoden erzeugt.
Diese haben das gleiche Verhalten wie die generierten Methoden, sind jedoch in ihrer
Ausfu¨hrung deutlich langsamer. Daher werden auch zur Interpretation der generierten
Klassen genutzt, sofern Quelltext generiert wurde. Sollten darin bereits Operationen
implementiert sein, besteht im reinen EMF trotzdem keine Mo¨glichkeit, das Verhalten
der modellierten Operationen auszufu¨hren.
3.3 Hinzufu¨gen von Verhalten
Ecore-Modelle bieten - den letzten beiden Abschnitten zufolge - durch ihre große Aus-
drucksma¨chtigkeit, bei u¨berschaubarer Anzahl an Konstrukten, eine sehr gute Mo¨glich-
keit zur Strukturmodellierung eines EMF-Modells. Verhaltensmodellierung bleibt im rei-
nen EMF jedoch unberu¨cksichtigt: Es ko¨nnen lediglich Operationsdeklarationen ohne
Rumpf spezifiziert werden. EMF unterstu¨tzt auf diese Weise die modellgetriebene Soft-
wareentwicklung nur partiell. Um dem Modell dennoch Verhalten hinzuzufu¨gen, existie-
ren verschiedene Wege:
Der Entwickler kann zum Einen direkt im generierten Java-Quelltext den Metho-
denrumpf implementieren. Damit dieser bei erneuter Generierung erhalten bleibt, muss
das mittels einer Java-Annotation dem EMF-Generator mitgeteilt werden (siehe Ab-
schnitt 3.2.1). Eine Alternative dazu ist die Annotation der entsprechenden Operation
im Generator-Modell. Der in Java implementierte Methodenrumpf ist innerhalb dieser
Annotation hinterlegt. Er wird bei der Generierung der Java-Methode u¨bernommen.
Die dritte und letzte Mo¨glichkeit bietet OCLInEcore [2], na¨mlich die Einbettung der
OCL in das Ecore-Modell. Dabei werden die Operationen im Ecore-Modell annotiert.
Die Annotationen beinhalten OCL-Ausdru¨cke, die den Methodenrumpf spezifizieren.
Die ersten beiden Mo¨glichkeiten basieren auf der direkten Eingabe von Quelltext. Sie
ko¨nnen daher nicht als modellgetrieben betrachtet werden. Die verbleibende Alternative
besteht in der Nutzung von OCL. Zwar ist OCL wesentlich abstrakter als gewo¨hnlicher
Quelltext, jedoch handelt es sich hierbei um eine seiteneffektfreie Sprache. Sie erlaubt
Abfragen auf dem Modell, allerdings keinerlei A¨nderungen an diesem. Es gibt demnach
zwar drei Wege, Verhalten in ein Modell einzubinden, jedoch kein Verfahren beliebiges




























Abbildung 3.5: Zusammenarbeit von EMF und GMF7
3.4 Graphical Modeling Framework (GMF)
EMF ist die Grundlage vieler Werkzeuge der Eclipse-Welt. Eines davon ist das Graphi-
cal Modeling Framework (GMF). Viele Ecore-Modelleditoren bauen auf GMF auf, so
dass der im EMF-Kontext arbeitende Nutzer quasi zwangsla¨ufig mit GMF konfrontiert
ist. Es ist Teil des Graphical Modeling Projects (GMP). Da der ModGraph-Ansatz im
weiteren Verlauf sowohl den GMF-basierten Editor fu¨r Ecore-Modelle favorisiert, sowie
selbst GMF im EMF-Kontext nutzt, soll GMF im Folgenden anhand von [37] sowie der
aktuellen Online-Dokumentation (http://www.eclipse.org/modeling/gmp/) skizziert
werden.
GMF basiert auf EMF und unterstu¨tzt die automatische Generierung von grafischen
Editoren fu¨r EMF-Metamodelle. Dazu mu¨ssen, neben dem EMF-Metamodell, GMF-
Konfigurationsmodelle erstellt werden, die unter anderem Einstellungen fu¨r die grafi-
schen Elemente fu¨r den Editor und deren Bindung an die Metamodellelemente enthal-
ten. GMF basiert auf dem Graphical Editing Framework (GEF)[37],
”
welches sozusagen
als Zielarchitektur (zusammen mit der sog. GMF-Runtime) fu¨r den GMF-Generator
fungiert.”[72]
Die Zusammenarbeit von EMF und GMF ist in Abbildung 3.5 skizziert. Zuna¨chst wird
das Ecore-Modell beno¨tigt, das Doma¨nenmodell. Daneben werden die grafischen Elemen-
te, die spa¨ter Verwendung finden sollen, in einem weiteren Modell definiert: Unabha¨ngig
vom Ecore-Modell werden Elemente spezifiziert, die grafisch einen Knoten, eine Kante
oder einen Text darstellen. Diese repra¨sentieren spa¨ter Ecore-Modellelemente. Ein drit-
tes Modell beinhaltet die Werkzeug-Definition. Dabei werden die Aktionen des grafischen
Editors festgelegt. Hierzu za¨hlt auch die Erzeugung neuer Objekte. Eine Palette grup-
6Genauer von der auf Interpretation spezialisierten Klasse DynamicEObjectImpl.
7U¨bersetzt aus: http://wiki.eclipse.org/Graphical_Modeling_Framework/Tutorial/Part_1
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piert die mo¨glichen Aktionen. Diese drei Modelle werden nun im Abbildungs-Modell ver-
eint. Es stellt die Zusammenha¨nge zwischen Modellelement, grafischem Element und dem
Werkzeug zu deren gemeinsamer Erzeugung dar. Aus diesem Abbildungs-Modell wird
nun ein GMF-Generator-Modell erzeugt. Analog zum Generator-Modell in EMF handelt
es sich auch hierbei um eine intermedia¨re Struktur. Darin werden zusa¨tzliche, fu¨r die
Quelltext-Generierung notwendige Informationen gespeichert. Mit Hilfe des Generator-
Modells wird letztlich der Quelltext fu¨r den grafischen Editor erzeugt. Detailliertere
Informationen zu GMF sind finden sich in [37] und auf der oben genannten GMF Ho-
mepage. Interaktive Tutorials werden nach der Installation in Eclipse angeboten.
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4 Transformationssprachen
In diesem Kapitel werden Modell-zu-Modell-Transformationssprachen untersucht. Den
Anfang bildet Xcore, eine textuelle Syntax fu¨r Ecore-Modelle, die diese um Verhaltens-
modellierung erweitert, indem es die prozedurale Ausdruckssprache Xbase integriert. Der
Abschnitt u¨ber Xcore verla¨sst sich (aus Mangel an wissenschaftlichen Publikationen) auf
die inzwischen sehr ausfu¨hrliche Internetdokumentation von Xcore [3]. Die Ausfu¨hrungen
zu Xbase stu¨tzen sich auf Effinge et al. [28].
In je einem weiteren Abschnitt dieses Kapitels werden die Atlas Transformation Lan-
guage (ATL) [45] und die Query View Transformation (QVT) [56] beschrieben, die
denselben operationalen Kontext zur Modelltransformation aufweisen. Grund dafu¨r ist,
dass es sich um zwei Einreichungen auf den QVT-RFP der Object Management Group
(OMG), einem Aufruf zum Finden einer Modell-zu-Modell-Transformationssprache han-
delt. Beide nutzen MOF [60] als Metametamodell und ko¨nnen Instanzen von Ecore-
Modellen transformieren. Die Ausfu¨hrungen zu ATL basieren auf den Arbeiten von Jou-
ault et.al. [44, 45], die Ausfu¨hrungen zu QVT sind dem OMG-Standard entnommen
[56].
Im Abschluss dieses Teils werden bereits bestehenden Ansa¨tze und Werkzeuge zur
graphbasierten Transformation beschrieben. Dabei werden ga¨ngige Werkzeuge vorge-
stellt, die spa¨ter mit ModGraph verglichen werden (siehe Kapitel 10.2). Den Anfang bil-
den AGG, Tiger und Henshin, die den algebraischen Ansatz praktisch umsetzen, gefolgt
von PROGRES, der sprachlichen Einkleidung des logikorientierten Ansatzes. Danach
werden die Story-basierten Ansa¨tze betrachtet. Fujaba bildet sowohl hier, als auch chro-
nologisch gesehen den Anfang, gefolgt von MDELab und eMoflon. Der letzte Abschnitt
behandelt GReAT, GrGen.NET und Viatra2, die ebenfalls graphbasierte Werkzeuge
sind, sich jedoch in keine der oben genannten Kategorien einordnen lassen. Als Litera-
turgrundlagen der einzelnen Abschnitte dienen wissenschaftliche Vero¨ffentlichungen zu
den Ansa¨tzen und Werkzeugen, die im jeweiligen Abschnitt genannt werden.





Modellieren fu¨r Programmierer und Programmieren fu¨r Modellie-
rer“ zielt Xcore [3] darauf ab, die Lu¨cke zwischen Programmierung und Modellierung
zu schließen, indem es die Vorteile beider Ansa¨tze vereint. Xcore wurde parallel zum
ModGraph-Ansatz entwickelt. Es ist eine doma¨nenspezifische Sprache (DSL), die eine
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erweiterte konkrete Syntax fu¨r Ecore anbietet. Diese ermo¨glicht neben der Modellierung
der Struktur auch die Beschreibung von Verhalten durch Integration der Ausdrucksspra-
che Xbase [28]. So entsteht eine vollwertige Programmiersprache mit Java-naher Syntax.
Xcore-Modelle
Der Aufbau eines Xcore-Modells a¨hnelt dem eines Ecore-Modells sehr (siehe Abschnitt
3.1), da es sich um einen Nachbau der entsprechenden Klassen handelt. Zudem entha¨lt
jedes Xcore-Modell ein zugeho¨riges Ecore-Modell sowie ein Generator-Modell. Beide wer-
den aus dem Xcore-Modell abgeleitet.
Xcore ist in Xtext [29, 4], einem freien Rahmenwerk zur Entwicklung von externen,
textuellen DSLs spezifiziert. Bei der Erstellung der Sprache wird entweder ausgehend
von der konkreten Syntax (der Xtext-Grammatik) der Sprache ihre abstrakte Syntax
(ein Ecore-Modell) abgeleitet oder - mo¨chte man ein bestehendes Ecore Modell nutzen-
eine konkrete Syntax fu¨r dieses definiert. Zudem wird weitere Sprachinfrastruktur be-
reitgestellt (Editor, Parser, Compiler, ...). Ein Ausschnitt aus der Xtext-Grammatik zur
Xcore-Definition ist in Auflistung 4.1 abgebildet, die vollsta¨ndige Grammatik befindet
sich in Anhang A.6.1.
Der in Auflistung 4.1 dargestellte Abschnitt zeigt die Definition einer Klasse (XClass
Definition) und deren Eigenschaften. Die Notation a¨hnelt der erweiterten Backus Naur
Form (EBNF), die unter anderem in [67] besprochen wird. Jeder Klasse ko¨nnen beliebig
viele Annotationen zugeordnet sein, sie darf zum Interface deklariert werden und hat
einen Namen. Zudem wird Generizita¨t und Vererbung unterstu¨tzt. Sie kann als Beha¨lter
fu¨r eine Java-Klasse oder einen -Datentyp dienen. Jede Klasse beinhaltet beliebig viele
Elemente (XMember Definition), die entweder Operationen, Referenzen oder Attribute
sind.
Eine konkrete Spezifikation einer Klasse in Xcore ist am Beispiel Refactoring in Auf-
listung 4.2 gezeigt. Diese Auflistung ist lediglich eine andere Sicht auf das bereits in
Kapitel 3.4, Abbildung 3.4, als Klassendiagramm dargestellte Refactoring-Modell. Die
Klasse Refactoring (Schlu¨sselwort class) definiert, analog zu der im vorangegangenen Ka-
pitel 3.4, Referenzen (Schlu¨sselwort refers) auf Klassen des Ecore Metamodells sowie auf
eine interne Hilfsklasse.
 
1 . . .
2 XClass :
3 {XClass}
4 ( annotat ions+=XAnnotation )∗
5 ( ( ab s t r a c t?= ’ ab s t r a c t ’ ? ’ c l a s s ’ ) | i n t e r f a c e ?= ’ i n t e r f a c e ’ ) name = ID
6 ( ’< ’ typeParameters+=XTypeParameter ( ’ , ’ typeParameters+=XTypeParameter )∗ ’> ’ )?
7 ( ’ extends ’ superTypes+=XGenericType ( ’ , ’ superTypes+=XGenericType )∗ ) ?
8 ( ’ wraps ’ instanceType=JvmTypeReference ) ?
9 ’ { ’
10 (members+=XMember)∗
11 ’ } ’ ;
12 XMember :
13 XOperation | XReference | XAttribute ;
14 . . .
 
Auflistung 4.1: Ausschnitt aus der Xcore Grammatik
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 
1 . . .
2 class Refac to r ing {
3 refers Helper he lpe r
4 refers ENamedElement [ ] referenceToENamedElement
5 refers EClass [ ] re f e renceToEClass
6 refers EParameter [ ] referenceToEParameter
7 . . .
8 op void renameENamedElement (ENamedElement element , S t r ing newName)
9 op void addEParameter ( S t r ing operationName , S t r ing parameterName ,
10 EClass paramType )
11 . . .
 
Auflistung 4.2: Ausschnitt aus dem erRefactoring Xcore-Modell
Operationen (Schlu¨sselwort op) definieren Methoden zum Refactoring von Ecore-
Klassendiagrammen.
An dieser Stelle sind die Analogien zu Ecore klar ersichtlich: Vergleicht man diese Auf-
listung mit Abbildung 3.4, so wird klar, dass es sich um den Aufbau derselben Strukturen
handelt. Daru¨ber hinaus wird bei der praktischen Nutzung von Xcore deutlich, dass je-
des Element auf das entsprechende Ecore-Element abgebildet wird. So wird jede durch
class gekennzeichnete Klasse als EClass aufgefasst. Im U¨brigen ist es mo¨glich, bereits
existierende Ecore-Modelle problemlos in Xcore-Modelle zu u¨berfu¨hren.
Auf dieser Ebene ist Xcore noch nichts anderes als die textuelle Einkleidung von
Ecore. Allerdings unterstu¨tzt Xcore die Spezifikation von Verhalten durch Einbindung
der prozeduralen Ausdruckssprache Xbase. Xbase ist Teil von Xtext und wurde speziell
zur Wiederverwendung in beliebigen Xtext-basierten Sprachen, wie Xcore, erstellt. Die
Xtext-Grammatik zur Spezifikation von Xbase befindet sich in Anhang A.6.2. Xbase ist
eine statisch typisierte Programmiersprache und ist eng verzahnt mit dem Java-Typ-
System. Sie bietet eine prozedurale, Java-nahe, ausdrucksorientierte Syntax. Auflistung
4.3 zeigt exemplarisch die Implementierung der im Refactoring-Beispiel genutzten Me-
thode addEParameter, die einer Operation im Ecore-Modell einen Parameter hinzufu¨gt.
Xbase-Ausdru¨cke stellen Kontrollstrukturen, die aus den ga¨ngigen Programmierspra-
chen bekannt sind, und programmiersprachliche Ausdru¨cke bereit. In Auflistung 4.3,
Zeile 3, wird eine Schleife zum Finden der Operation durchlaufen. In Zeile 4 wird eine
Bedingung u¨berpru¨ft, die ausschließt, dass der Parameter bereits vorhanden ist.
Jeder Ausdruck hat einen Ru¨ckgabewert. Er kann beliebig mit anderen Ausdru¨cken,
Operatoren, Methodenaufrufen, usw. kombiniert werden, um komplexere Ausdru¨cke zu
 
1 op void addEParameter ( S t r ing operationName , S t r ing parameterName , EClass paramType ){
2 var EOperation op1 = null
3 for ( op1 : re ferenceToEOperat ion . f i l t e r ( e | e . name == operationName ) ) {
4 i f ( ! ( op1 . getEParameters . f i n dF i r s t ( e | e . name == parameterName )!=null ) )
5 op1 = op1
6 }
7 val newParameterNameValue = parameterName
8 var newParameter = EcoreFactory : : eINSTANCE. createEParameter ( )
9 newParameter . name = newParameterNameValue
10 op1 . getEParameters . add ( newParameter )
11 newParameter . EType = paramType
12 referenceToEParameter . add ( newParameter )
13 }
 
Auflistung 4.3: Einfache Xbase Implementierung der Methode addEParameter
47
erhalten. Diese ermo¨glichen das Implementieren jeder Xcore definierten Operation sowie
die Spezifikation von abgeleiteten Eigenschaften und die Redefinition von Datentypen.
Datentypen ko¨nnen zudem inferiert werden. So reicht es, bei der Deklaration einer Va-
riablen lediglich das Schlu¨sselwort var bzw. val (bei finalen Variablen) voranzustellen,
siehe Zeilen 7 und 8 in Auflistung 4.3. Der Typ der Variablen wird durch Dependency
Injection mit Google Guice1 ermittelt.
Des Weiteren wird Dependency Injection genutzt, um Typen von Ru¨ckgabewerten und
von Lambda-Ausdru¨cken festzustellen. Lambda-Ausdru¨cke definieren anonyme Funktio-
nen auf den aktuell gu¨ltigen Elementen. Sie ko¨nnen zum Beispiel durch einen einzeiligen
Ausdruck ein Element einer gegebenen Liste anhand seiner Eigenschaften identifizie-
ren. (In Java wa¨re hier eine (meist mehrzeilige) Schleife zu programmieren.) Die filter-
Funktion innerhalb der for-Schleife (Zeile 3), sowie die findFirst-Funktion innerhalb der
if-Bedingung (Zeile 4), die jeweils Namensgleichheit pru¨fen, sind zwei Beispiele fu¨r einen
Lambda-Ausdruck.
Auch besteht in Xbase die Mo¨glichkeit, Operatoren zu u¨berladen. Ihre Auswertung
geschieht durch Funktionsaufrufe mit operator-spezifischer Signatur. Im Gegensatz zu
Java ko¨nnen demnach beliebige Operatoren auf beliebigen Typen definiert werden. Bei-
spielsweise kann Objektgleichheit mit == festgestellt werden (Zeilen 3 und 4, Vergleich
von String-Objekten innerhalb der Lambda-Ausdru¨cke).
Xbase bietet zudem eine kleine Standard-Bibliothek mit erweiterten Methoden an.
Diese ko¨nnen aufgerufen werden, als wu¨rden sie zu einem bestimmten Typ geho¨ren, sind
jedoch extern definiert. Dabei wird das Objekt, auf dem die Methode aufgerufen wird,
zum ersten U¨bergabeparameter der externen Methode. Eine weitere Eigenschaft von
Xbase ist die Modellinferenz. Methoden- und Konstruktoraufrufe werden mit dem Java-
Typ-Modell verbunden, das alle Java Sprachkonstrukte unterstu¨tzt. Xbase nutzt dies bei
der Auflo¨sung von Typen und Methoden sowie zur Festlegung von Gu¨ltigkeitsbereichen
von Variablen. Diese Typinferenz erlaubt die Generierung von validen Java-Quelltext-
Fragmenten fu¨r Xcore-Ausdru¨cke. Damit ist es mo¨glich, dass Sprachen - die Xbase er-
weitern - ausfu¨hrbaren Java-Quelltext erzeugen und diesen benutzen. Zum Beispiel wird
in Auflistung 4.3, Zeile 8 die zuvor generierte Fabrikmethode zur Erzeugung eines Para-
meters in Ecore aufgerufen, in Zeile 9 wird durch Nennung des Attributs name implizit
dessen Akzessor-Methode aufgerufen.
Ausfu¨hren eines Modells
Parallel zur Spezifikation des Xcore-Modells wird dieses validiert und ausfu¨hrbarer Java-
Quelltext generiert, der auf der Grundlage der Modellinferenz aufbaut. Eine Interpretati-
on mit dem Xcore-Interpreter ist ebenfalls mo¨glich. Dieser nutzt die Tatsache, dass jedes
Xcore-Modell ein Ecore-Modell (und ein Generator-Modell) beinhaltet. Beide Modelle
werden aus dem Xcore-Modell abgeleitet. Das Ecore-Modell kann, wie in 3.2.2 beschrie-
ben, interpretiert werden. Der Xbase-Interpreter ermo¨glicht zusa¨tzlich die Interpretation
von Verhalten.
1Na¨heres zu Google Guice findet sich unter: https://github.com/google/guice
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Nutzt man also Xcore mit dem integrierten Xbase, so erha¨lt man ein ausfu¨hrbares
Modell, das eine Modell-zu-Modell-Transformation spezifiziert, indem es die Ausfu¨hrung
von Methoden auf Instanzen des Modells ermo¨glicht. Es bietet damit eine tatsa¨chliche
Abstraktion zu Java an, denn der Modellierer muss sich nicht mehr mit Quelltext
bescha¨ftigen.
Fu¨r weitere Informationen zu Xcore sei auf die Xcore-Homepage [3] verwiesen. Die
Installation der aktuellen Xcore-Version erfolgt in Eclipse.
4.1.2 Atlas Transformation Language
Die Atlas Transformation Language (ATL) ist eine doma¨nenspezifische, textuelle Spra-
che zur Modell-zu-Modell-Transformation. Sie ist Teil der Atlas Model Management
Architecture (AMMA) Platform, die von der Atlas Group (INRIA & LINA) entwickelt
wird. ATL wird nun anhand von Jouault et al. [44, 45] dargestellt.
ATL ist eine hybride Sprache. Sie unterstu¨tzt deklarative und imperative Sprach-
konstrukte. Dabei wird der Ansatz des allgemeinen Transformationsmusters der MDSD
verfolgt, der bereits in Abbildung 2.5, Unterkapitel 2.5 besprochen wurde. ATL konkre-
tisiert dieses Muster mit MOF [60] als Metametamodell.2
Jede ATL-Transformation ist aus Modulen (ATL Modules) aufgebaut. Jedes Modul
beinhaltet eine Signatur (ATL Header), die Quell- und Zielmodelle definiert, sowie Im-
porte, Transformationsregeln und Helfer. Letztere sind Anfragen, die mit Hilfe von OCL
spezifiziert werden. Des Weiteren ko¨nnen innerhalb eines Moduls Bibliotheksfunktio-
nen verwendet werden. Grundsa¨tzlich werden in ATL zwei Arten der Transformation
unterschieden: Der normale Modus und der Verfeinerungsmodus.
Der gebra¨uchlichere normale Modus unterstu¨tzt unidirektionale Ein-Ausgabe-Batch-
Transformationen. Diese instanziieren das ATL-Metamodell und sind entweder endo-
gener oder exogener Natur. Bei Ausfu¨hrung der Transformation wird mindestens ein
Quellmodell in mindestens ein Zielmodell u¨berfu¨hrt. Quellmodelle sind hierbei nur les-
bar, Zielmodelle ko¨nnen nur geschrieben werden. Die Realisierung bidirektionaler Trans-
formationen erfolgt, indem ein Paar unidirektionaler Transformationen erstellt wird.
Transformationsregeln sind das elementare Konstrukt um die Transformationslogik in
ATL auszudru¨cken. Deklarative Regeln heißen Matched Rules. Es existieren verschiede-
ne Arten von Matched Rules, die sich in ihrer Anwendungsha¨ufigkeit unterscheiden. Zur
ihrer genaueren Erkla¨rung sei auf Jouault et al. [45] verwiesen. Alle Matched Rules beste-
hen aus einem Quell- und einem Zielmuster. Die beiden Muster binden Modellelemente.
Damit setzen sie die Modellelemente in Relation. Matched Rules ko¨nnen Vererbungs-
hierarchien aufbauen.
In einigen Fa¨llen sind die deklarativen Eigenschaften von ATL nicht ausreichend. Sie
ko¨nnen durch imperative Eigenschaften erga¨nzt werden. Dazu bietet ATL verschiedene
Konzepte an: native Operationsaufrufe, Called Rules und Aktionsblo¨cke. Native Ope-
rationsaufrufe ko¨nnen in einer beliebigen, externen Sprache geschrieben werden. Fu¨r
2Da das Ecore-Metamodell eine Teilmenge des MOF darstellt, kann es ebenfalls als Metametamodell
genutzt werden.
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Called Rules und Aktionsblo¨cke ist in ATL eine eigene Subsprache definiert. Called
Rules werden explizit mit Parametern aufgerufen. Aktionsblo¨cke befinden sich inner-
halb einer Regel. Sobald imperative und deklarative Sprachkonstrukte genutzt werden,
spricht man von einer hybriden ATL-Transformation.
Neben dem soeben dargestellten Ein-Ausgabe-Modus unterstu¨tzt ATL u¨berschreiben-
de Transformationen, indem eine modifizierte Kopie des Originals angelegt wird. Der sog.
Verfeinerungsmodus unterstu¨tzt die Definition von Matched Rules. Dabei ist es nicht
no¨tig, einen vollsta¨ndigen Satz von Transformationsregeln zu definieren. Alle unver-
a¨nderten Elemente des Quellmodells werden automatisch in das Zielmodell kopiert. Das
Lo¨schen eines Elements muss daher explizit angegeben werden. Es entsteht folglich der
Eindruck, das Quellmodell wa¨re modifiziert worden, obwohl jede Transformationsregel
auf dem Originalmodell ausgewertet wird und auf einer Kopie dessen angewendet wird.
Eine solche Transformation ist bereits aufgrund ihres Aufbaus endogen.
Weitere Informationen zu ATL finden sich in Jouault et al. [44, 45]. Die aktuelle
Version der ATL-Entwicklungsumgebung ist unter http://www.eclipse.org/atl/ zu
finden und wird via Eclipse installiert.
4.1.3 Query Views Transformation
Der QVT-Ansatz bildet den von der OMG definierten Standard fu¨r Modelltransforma-
tionssprachen. Er wird nun anhand der OMG-Spezifikation [56] skizziert. QVT folgt
ebenfalls dem allgemeinen Transformationsmuster aus Unterkapitel 2.5, Abbildung 2.5
mit MOF als Metametamodell. Insgesamt werden in QVT drei Sprachen mit unter-
schiedlicher Abstraktionsebene definiert. Die abstrakteste Sprache ist die deklarative
Sprache QVT-Relational (QVT-R). Auf etwas geringerer Abstraktionsebene folgt QVT-
Operational (QVT-O), eine prozedurale Sprache, wiederum gefolgt von QVT-Core, ei-
ner deklarativen Sprache auf einer niedrigen Abstraktionsebene. Dabei wird QVT-Core
prima¨r zur Semantikdefinition von QVT-R verwendet und wird deswegen hier nicht
na¨her betrachtet. QVT-O kann als eigene Sprache oder als Erga¨nzung zu QVT-R gese-
hen werden.
In QVT-R werden verschiedene Ausfu¨hrungsszenarien unterstu¨tzt. Transformationen
sind entweder uni- oder bidirektional. Auf semantischer Ebene wird zwischen u¨berpru¨fen-
den und durchfu¨hrenden Transformationen unterschieden. U¨berpru¨fend bedeutet hier,
dass die Transformation die Konsistenz zwischen den beteiligten Modellen pru¨ft und
Beziehungen zwischen diesen herstellt. Durchfu¨hrende Transformationen erzeugen oder
aktualisieren ein Modell. An jeder Transformation sind zwei Modelle beteiligt. Dabei
wird fu¨r jedes Modell ein Parameter definiert, der einen Namen und einen Typ aufweist.
Auf ho¨chster Ebene sind Transformationen Konsistenzrelationen zwischen einer Menge
von Modellen. Sie ko¨nnen endogen oder exogen sein. Zudem kann es sich um u¨berschrei-
bende oder Ein-Ausgabe-Transformationen handeln. Transformationen sind inkrementell
oder Batchtransformationen.
Hauptunterschied zu ATL ist hier die Multidirektionalita¨t der Regeln. Diese werden
automatisch angewendet und dabei implizit geordnet durch ihre Abha¨ngigkeiten unter-
einander.
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QVT-O, die prozedurale Sprache unter den QVT-Sprachen, unterliegt gegenu¨ber QVT-
R einigen Einschra¨nkungen. Sie unterstu¨tzt weder bidirektionale noch inkrementelle oder
u¨berpru¨fende Transformationen. Dennoch bietet QVT-O einige interessante Aspekte: Je-
de Transformation operiert hier auf einem oder mehreren Modellen, wobei jedes Modell
einer Transformation als Eingabe, Ausgabe oder Ein- und Ausgabe der Transforma-
tion zugewiesen werden kann. Zur Spezifikation von imperativen Konstrukten wird in
QVT-O imperatives OCL verwendet. Damit werden funktionale (seiteneffektfrei) und
prozedurale Erweiterungen (mit Seiteneffekten) unterstu¨tzt. Es ko¨nnen Kontrollflu¨sse
spezifiziert und Ausnahmen behandelt werden. Zudem ko¨nnen intermedia¨re Daten fu¨r
die Transformation definiert und genutzt werden. Wiederverwendbare Mapping-Regeln
definieren die Transformationen, die nach einem Modulkonzept aufgebaut sind.
Jede Transformation operiert auf einer Menge von Modellparametern. Jeder Parame-
ter hat eine Richtung. Eingabeparameter bestimmen das Quellmodell, Ausgabeparame-
ter das Zielmodell und Ein-Ausgabe-Parameter fu¨hren zur Modifikation des Modells.
Zudem hat jeder Parameter einen Modelltyp, der fu¨r eine Menge von Metamodellen
steht und festlegt, welche Objekttypen in der Transformation benutzt werden ko¨nnen.
(Objekte sind hier Instanzen der Typen, die im Metamodell deklariert wurden.)
Innerhalb des QVT-O-Metamodells ist eine Transformation als Klasse mit Eigenschaf-
ten und Operationen definiert. Diese Klasse kann instanziiert und aufgerufen werden.
Gleichzeitig kann eine Transformation als Paket aufgefasst werden, innerhalb dessen neue
Typen erstellt oder existierende erweitert werden. Diese Deklarationen werden zur De-
finition von intermedia¨ren Daten, die wa¨hrend der Transformationsausfu¨hrung beno¨tigt
werden, genutzt. Den Einstiegspunkt in eine QVT-O-Transformation bildet eine ein-
zigartige Main-Methode, die typischerweise den Aufruf einer Root-Mapping-Operation
beinhaltet. Alle weiteren Mapping-Operationen mu¨ssen ebenfalls explizit aufgerufen wer-
den.
Weitere Einzelheiten bezu¨glich QVT sind der Spezifikation der OMG [56] zu ent-
nehmen. Eine Entwicklungsumgebung fu¨r QVT-R namens Medini QVT findet sich un-
ter http://projects.ikv.de/qvt, eine fu¨r QVT-O ist, innerhalb des Eclipse Model-
to-Model-Transformation-Projekts, unter http://projects.eclipse.org/projects/
modeling.mmt.qvt-oml zu finden und wird via Eclipse installiert.
4.2 Ansa¨tze und Werkzeuge zur graphbasierten
Transformation
4.2.1 Berliner Werkzeuge basierend auf dem algebraischen Ansatz
Das Attributed Graph Grammar System (AGG), das Tiger EMF Model Transformation
Framework (EMF Tiger) und dessen Nachfolger Henshin haben Eines gemeinsam: Alle
drei Werkzeuge basieren auf dem algebraischen Ansatz zur Graphtransformation. Sie
wurden in der genannten Reihenfolge unter Federfu¨hrung der Technischen Universita¨t
Berlin an verschiedenen Standorten entwickelt. Dabei ko¨nnen alle Modelle letztendlich
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in AGG u¨bersetzt, dargestellt und analysiert werden. Die Werkzeuge werden hier ge-
meinsam betrachtet.
Das Attributed Graph Grammar System (AGG) ist eine hybride Programmierspra-
che, die grafische Graphtransformationsregeln und Java Quelltext nutzt. Die formale
Grundlage fu¨r AGG bildet der algebraische Ansatz zur Graphtransformation, wie er in
Abschnitt 2.6 skizziert wurde, genauer gesagt der Single-Pushout-Ansatz3. Der vorlie-
gende Text basiert auf dem Handbook of Graph Grammars and Graph Transformation,
Band 2, Kapitel 14 von Ermel et al. [32].
Ein AGG-Programm besteht zum Einen aus benutzerdefinierten Java-Klassen, zum
Anderen aus einer Graphgrammatik. Die Graphgrammatik setzt sich aus einem Start-
graphen und einer Menge von Regeln zusammen, deren Aufbau und Ausfu¨hrung im
Folgenden betrachtet werden. Explizite Kontrollflu¨sse sind in AGG nicht vorgesehen.
Die Regelanwendung ergibt sich durch eine AGG-inha¨rente Regelanwendungsstrategie.
Graphen werden in AGG als simple Graphen dargestellt. Dies bedeutet, dass sie aus
Knoten und Kanten bestehen, die Objekte des Graphen oder Graphobjekte genannt
werden. Jedes Objekt des Graphen kann zur weiteren Klassifikation beliebig typisiert
werden, indem es mit einer Markierung versehen wird. Zudem gibt es die Mo¨glichkeit
Objekte zu attribuieren. Diese Attribute du¨rfen u¨ber jedem zula¨ssigen Java-Typ definiert
sein. Jede Kante repra¨sentiert zudem eine gerichtete Verbindung zwischen zwei Knoten,
die Quell- und Zielknoten genannt werden.
Eine Graphtransformation kann als Transition des Wirtsgraphen angesehen werden.
Der Vorzustand eines Teilgraphen des Wirtsgraphen entspricht dabei der linken Regel-
seite, der Nachzustand der rechten Regelseite. Die Objekte innerhalb einer Regel werden
als Variablen aufgefasst, die instanziiert werden, sobald die Regel auf einen konkreten
Wirtsgraphen angewendet wird. Die Anwendung der Regel erfolgt dabei analog zu einer
einseitigen Bedingung einer Programmiersprache. Die linke Seite der Regel stellt die Be-
dingung dar. Das Pru¨fen der Bedingung entspricht einer Mustersuche nach einer totalen
U¨bereinstimmung, einem totalen Graphmorphismus, der linken Regelseite im Wirtsgra-
phen. Wird keine totale U¨bereinstimmung gefunden, ist die Regel nicht anwendbar, da
ihre Anwendbarkeitsbedingung nicht erfu¨llt ist. Werden mehrere U¨bereinstimmungen ge-
funden, so wird eine davon ausgewa¨hlt. Dies geschieht kontextabha¨ngig entweder zufa¨llig
oder durch den Benutzer. Ist die U¨bereinstimmung gefunden und damit die Bedingung
erfu¨llt, so wird der U¨bergang zur rechten Regelseite ausgefu¨hrt. Hierfu¨r wird eine par-
tielle U¨bereinstimmung der rechten Regelseite beno¨tigt, um die zu lo¨schenden Knoten
von den zu erhaltenden zu unterscheiden. Zudem besteht die Mo¨glichkeit, innerhalb von
rechten Seiten Knoten zu vereinigen. Bei der Anwendung der Regel (siehe 2.6) bleibt der
Kontext, d.h. alle Elemente des Wirtsgraphen, die zur Musterinstanz geho¨ren. Kanten,
deren Quell- oder Zielknoten fehlt, werden ha¨ngende Kanten genannt. Sie werden sofort
entfernt. Attribute von Graphobjekten ko¨nnen innerhalb einer Regel vera¨ndert werden,
indem ihnen direkt neue Werte zugewiesen werden. Alternativ kann dies durch Aufruf be-
3Genauere Informationen zum Single-Pushout-Ansatz finden sich im Handbook of Graph Grammars
and Graph Transformation, Band 1, Kapitel 4 [66].
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liebiger Java-Methoden geschehen. Allerdings muss der Ru¨ckgabetyp der Java-Methode
dem Attributtyp entsprechen.
Zusa¨tzlich ko¨nnen zu jeder Regel negative Anwendbarkeitsbedingungen (NACs) hin-
zugefu¨gt werden. Diese ko¨nnen analog zur linken Seite der Graphtransformationsregel
spezifiziert werden. Wa¨hrend die linke Seite, wie bereits gezeigt, eine positive Anwend-
barkeitsbedingung darstellt, du¨rfen die in den NACs geforderten Bedingungen auf keinen
Fall zutreffen. Formal gesehen darf es also keine Abbildung einer NAC auf den Wirts-
graphen geben. Sind mehrere NACs angegeben, darf keine von ihnen zutreffen.
Aufgrund der SPO-Fundierung des Ansatzes ist jede AGG-Transformation komplett,
minimal und lokal: Transformationen fu¨hren jeden Effekt aus, der in der Transforma-
tion spezifiziert wurde (komplett). Es finden auch keine zusa¨tzlichen A¨nderungen statt
(minimal), ausgenommen das Entfernen der ha¨ngenden Kanten. Dies geschieht letztlich
genau in dem Teil des Wirtsgraphen, fu¨r den der Match gefunden wurde (lokal). Es
handelt sich dabei um eine u¨berschreibende Transformation.
Da AGG selbst in Java geschrieben ist, ist es plattformunabha¨ngig. Regeln ko¨nnen
interpretiert und schrittweise betrachtet werden. Es besteht keine Mo¨glichkeit, Quelltext
aus den Regeln zu generieren. Die aktuelle Version von AGG kann unter http://user.
cs.tu-berlin.de/~gragra/agg/ heruntergeladen werden. Dort befindet sich auch die
Online-Dokumentation zu AGG.
Das Tiger EMF Model Transformation Framework (EMF Tiger) ist die auf EMF-
Modelle spezialisierte Variante des AGG-basierten Werkzeugs TIGER. TIGER ist ein
Akronym fu¨r
”
TransformatIon-based Generation of modeling EnviRonments“. DasWerk-
zeug wurde urspru¨nglich zur Generierung von grafischen Editoren fu¨r Eclipse gebaut, ba-
sierend auf Graphtransformationsregeln und dem Graphical Editing Framework (GEF)
[37]. Hierbei wurden AGG-Graphtransformationsregeln zur exogenen Ein-Ausgabe-Trans-
formation einer grafischen Sprache in eine andere verwendet.
EMF Tiger spezialisiert den Gedanken der in TIGER realisierten Transformation.
Es setzt seinen Fokus auf die Strukturmodifikation von EMF-Modellen. EMF Tiger
bietet ein Rahmenwerk zur endogenen, u¨berschreibenden EMF-Modelltransformation
basierend auf AGG-Graphtransformationen und wird nun anhand von Biermann et al.
[15] dargestellt.
Eine Transformation besteht in EMF Tiger aus einer Regelmenge, welche die Re-
geln zur Transformation entha¨lt, sowie einem Verweis auf ein bestimmtes EMF-Modell.
Es ermo¨glicht die grafische Spezifikation von AGG-Graphtransformationsregeln, deren
Elemente u¨ber dem zugeho¨rigen EMF-Modell typisiert sind. Ist zudem eine optionale
Startstruktur als Einstiegspunkt in die Transformation definiert, spricht man von einer
EMF-Grammatik. Analog zu AGG wird die linke Seite der Regel in EMF Tiger als
Vorbedingung fu¨r die Anwendung der Regel aufgefasst, die rechte Seite der Regel als
Nachbedingung, die nach der Regelanwendung gelten muss. Attribute, die in den Re-
geln auftreten, mu¨ssen im zugeho¨rigen Ecore-Modell definiert sein und du¨rfen, wie im
Abschnitt u¨ber AGG beschrieben, verwendet werden. Zudem ko¨nnen auch hier negati-
ve Anwendbarkeitsbedingungen (NACs) definiert werden, welche die Regelanwendung
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einschra¨nken. Sie stellen in EMF Tiger Objektstrukturen dar, die bei Ausfu¨hrung der
Regel keinesfalls auftreten du¨rfen.
Die Attribute betreffend enthalten linke Regelseiten und NACs Bedingungen und Va-
riablen, die durch Attributwerte ausgedru¨ckt werden. NACs ko¨nnen bereits in der linken
Regelseite genutzte Variablen wiederverwenden, oder neue Variablen, die als Eingabepa-
rameter deklariert wurden. Variablen gelten immer global innerhalb einer Regel. Rechte
Regelseiten ko¨nnen zusa¨tzlich Java-Ausdru¨cke enthalten. In diesen darf wiederum jede
gu¨ltige Variable vorkommen.
Die beiden Nichtdeterminismen, die in Abschnitt 2.6 bereits besprochen wurden, wer-
den in EMF Tiger eingeschra¨nkt. Die Anzahl der U¨bereinstimmungen einer Regel kann
durch Eingabeparameter limitiert werden. Diese stellen bereits gebundene Objekte des
Objektgraphen dar. Zudem kann eine Art Kontrollfluss die Reihenfolge der Regelanwen-
dung steuern. Dieser Kontrollfluss wird entweder durch Java oder durch die Einfu¨hrung
von Ebenen gesteuert, die den Regeln hinzugefu¨gt werden. Bezu¨glich ihrer semantischen
Ausfu¨hrung werden alle Regeln einer Ebene so lange wie mo¨glich angewendet. Danach
wird in die na¨chste Ebene gewechselt.
Die Anwendung einer Menge von Regeln, auch Transformation genannt, auf ein EMF-
Modell erfolgt entweder Schritt fu¨r Schritt oder indem alle Regeln so oft wie mo¨glich
genutzt werden. Wird bei der Mustersuche ein Muster mehrmals im Objektgraphen
gefunden, so muss die Anwendungsstelle der Regel entweder vom Benutzer oder zufa¨llig
ausgewa¨hlt werden.
Die Ausfu¨hrung einer Transformation kann durch Interpretation oder durch Gene-
rierung von Quelltext und Ausfu¨hrung desselben erfolgen. Bei der Interpretation wird
AGG genutzt.4 Dazu wird das EMF-Modell zuna¨chst in einen Graphen umgewandelt.
Die Anwendung der Transformation selbst erfolgt in AGG. Der transformierte Graph
wird wieder in ein EMF-Modell u¨bersetzt. Dieses muss unter Umsta¨nden konsistent ge-
macht werden, indem sichergestellt wird, dass die - von EMF geforderte - Waldstruktur
des Modells auch nach der Transformation erhalten ist. Es erfordert das Lo¨schen aller
Objekte, die nicht innerhalb des Baumes liegen.
Eine andere Mo¨glichkeit zur Ausfu¨hrung der Transformation ist die U¨bersetzung in
Java-Klassen, die auf die generierten EMF-Klassen verweisen. Dabei werden fu¨r jede Re-
gel zwei Klassen generiert - Eine fu¨r die konsistente Ausfu¨hrung der Regel, die Andere fu¨r
die Mustersuche. Um eine Regel anzuwenden, muss eine Instanz der Ausfu¨hrungsklasse
erzeugt und dieser separat ein Objekt der Modellinstanz, auf der die Regel ausgefu¨hrt
werden soll, u¨bergeben werden. Da diese Vorgehensweise manuelles Schreiben von Java-
Quelltext erfordert, ko¨nnen Java-Kontrollstrukturen verwendet werden um die Aus-
fu¨hrungsreihenfolge der Regeln zu steuern.
Die aktuelle Version von EMF Tiger findet sich unter https://www.uni-marburg.de/
fb12/informatik/arbeitsgebiete/swtechnik/softwaretechnik/taentzer/eclipse_emv.
4Zudem sind weitere Analysen mittels AGG auf dem Graphen mo¨glich.
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Henshin - das japanische Wort fu¨r Transformation - bezeichnet hier ein Werkzeug zur
endogenen, u¨berschreibenden Transformation von EMF-Modellen.5 Es wird im Folgen-
den basierend auf Arendt et al. [8] betrachtet.
Henshin benutzt Graphtransformationsregeln als elementare Bestandteile einer Trans-
formation, welche durch Transformationseinheiten strukturiert werden ko¨nnen. Es ba-
siert ebenfalls auf dem algebraischen Ansatz und operiert direkt auf EMF-Modellen.
Henshin ist insofern der Nachfolger von EMF Tiger. Mit Henshin es mo¨glich, die Regeln
in AGG zu u¨bersetzen, so dass diese nach Konflikten und Abha¨ngigkeiten bezu¨glich ihrer
Anwendung und ihrer Terminierung untersucht werden ko¨nnen.
Henshin erweitert die aus EMF Tiger bekannten Konzepte deutlich. Die Regeln wer-
den durch Anwendbarkeitsbedingungen, Vor- und Nachbedingungen sowie durch flexi-
ble Attributberechnungen basierend auf Java oder Java-Skript erga¨nzt. Zudem werden
Transformationseinheiten zur Definition von Kontrollstrukturen bereitgestellt. Diese mo-
dularisieren die Regelanwendung.
Das Henshin-Transformations-Metamodell ist ein EMF-Modell, welches das Ecore-
Metamodell zur Typisierung verwendet. Jede Graphtransformationsregel besteht, wie in
Abschnitt 2.6 beschrieben, aus einer linken und einer rechten Regelseite, die in Henshin
zusammengefu¨hrt dargestellt werden. Dabei du¨rfen Attributbedingungen an die kom-
plette Regel gestellt werden. Knoten referenzieren Klassen, Kanten die Referenzen und
Attribute ebendiese im Ecore-Modell. Klassen aus dem Ecore-Metamodell werden zur
Typisierung der Elemente der Graphtransformationsregel verwendet: Typen von Knoten
einer Transformationsregel sind vom Typ EClass, Typen von Kanten vom Typ EReference
und Typen von Attributen vom Typ EAttribute.
Die Regeln werden auf den sogenannten EMF-Graphen angewendet. Dieser gruppiert
die Elemente vom Typ EObject eines Modells, die zur Mustersuche zur Verfu¨gung stehen.
Wird ein Element aus dem EMF-Graphen entnommen, so steht es nicht mehr fu¨r die
Mustersuche zur Verfu¨gung, kann jedoch in einem anderen Kontext weiterhin verwendet
werden.
Um die Regel an der korrekten Stelle des Graphen ausfu¨hren zu ko¨nnen, werden po-
sitive und negative Anwendbarkeitsbedingungen definiert. Neben der linken Regelseite
und den NACs erlaubt Henshin die Definition von logischen Ausdru¨cken erster Ord-
nung u¨ber Graphbedingungen. Diese sind als atomar anzusehen. Sie fordern die (Nicht)-
Existenz bestimmter Muster innerhalb des Modells und ko¨nnen auch Bedingungen u¨ber
Bedingungen definieren. Dabei spricht man von geschachtelten Bedingungen. In Henshin
ko¨nnen Graphen mit einer Formel annotiert werden, die die Anwendbarkeitsbedingungen
beinhaltet. Es handelt sich dabei entweder um einen logischen Ausdruck oder um eine
Erweiterung der Graphstruktur durch zusa¨tzliche Knoten und Kanten. Eine Regel kann
genau dann angewendet werden, wenn alle Anwendbarkeitsbedingungen erfu¨llt sind.
Die Regeln ko¨nnen in Transformationseinheiten gruppiert werden, die die Regelaus-
fu¨hrung durch Kontrollstrukturen steuern. Die kleinste Transformationseinheit ist die
Regel selbst. Dies ist mit einer einmaligen Regelausfu¨hrung gleichzusetzen. Zudem exis-
5Henshin ko¨nnte auch zur exogenen Transformation verwendet werden. Da dies nicht in Zusammen-
hang mit dem ModGraph-Ansatz steht, wird von einer na¨heren Betrachtung abgesehen.
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tieren Transformationseinheiten zur nichtdeterministischen, zur priorisierten, zur se-
quenziellen, zur bedingten und zur abgeza¨hlten Regelanwendung. Abgesehen von den
Regeln selbst kann jede dieser Transformationseinheiten weitere Untereinheiten bein-
halten. Zudem besteht die Mo¨glichkeit, Werte zwischen den Transformationseinheiten
mittels Parametern auszutauschen. So kann der Objektfluss zwischen den verschiedenen
Regeln und Einheiten kontrolliert werden und es ko¨nnen komplexe Transformationen
parametrisiert werden. Die Anzahl der Parameter pro Einheit ist beliebig. Jeder Pa-
rameter kann einen Wert oder ein EObject beinhalten. ParameterMappings definieren,
wie die Parameter einer Transformationseinheit an deren Untereinheiten weitergegeben
werden. Die Anwendbarkeit einer Einheit ist gegeben, wenn sie erfolgreich ausgefu¨hrt
werden kann. Dabei ist
”
erfolgreich“ vom Typ der Einheit abha¨ngig. Beispielsweise ist
eine sequenzielle Einheit nur dann erfolgreich, wenn alle ihre Untereinheiten in der ge-
gebenen Reihenfolge erfolgreich abgearbeitet werden konnten. Eine Einheit terminiert,
wenn sie erfolgreich oder gar nicht angewendet wurde.
Amalgamationseinheiten sind spezielle Transformationseinheiten. Sie spezifizieren
”
fu¨r-
alle“-Operationen auf einemModell und beinhalten keine weiteren Untereinheiten. Amal-
gamationseinheiten bestehen aus genau einer Kernregel und mehreren Multiregeln. Sie
definieren die Interaktion dieser beiden mittels eines Interaktionsschemas. Die Einbet-
tung einer Kernregel in eine Multiregel erfolgt, indem Abbildungen zwischen der linken
Seite der Kernregel und der Multiregel definiert werden. Semantisch wird dabei die Kern-
regel genau einmal abgebildet und dieser Fund als gemeinsame partielle Abbildung fu¨r
die Multiregeln genutzt, die ihrerseits mo¨glichst oft abgebildet werden. Damit werden die
A¨nderungen der Kernregel genau einmal angewendet, die der Multiregeln jedoch so oft
wie mo¨glich. Eine Amalgamationseinheit ist damit nur anwendbar, wenn ihre Kernregel
anwendbar ist.
Die Henshin-Entwicklungsumgebung basiert auf Eclipse und EMF. Sie bietet neben
dem von EMF-generierten Baumeditor einen GMF-basierten grafischen Editor an. Die-
ser unterstu¨tzt, im Gegensatz zu den AGG- und EMF Tiger-Editoren, die zusammen-
gefu¨hrte Darstellung der Regeln, wie schematisch in Abschnitt 2.6, Abbildung 2.6 rechts
dargestellt. Zudem bietet Henshin die Integration von NACs in diese Darstellung. Zur
Ausfu¨hrung der Modelle steht ein Interpreter zur Verfu¨gung. Eine Quelltextgenerierung
ist nicht vorgesehen.
Die aktuelle Henshin Entwicklungsumgebung und deren Dokumentation findet sich
unter http://www.eclipse.org/henshin/. Es handelt sich dabei um ein Eclipse-Pro-
jekt.
4.2.2 Die sprachliche Einkleidung des logikorientierten Ansatzes
PROGRES, ein Akronym fu¨r “PROgrammed Graph REwriting Systems“ [31] (dt. pro-
grammierte Graphersetzungssyteme), ist die sprachliche Einkleidung des logikorientier-
ten Ansatzes. Sie wird nun basierend auf dem Handbook of Graph Grammars and Graph
Transformation, Band 2, Kapitel 13 von Schu¨rr et. al [70] und Schu¨rr [68] na¨her erla¨utert.
Die Sprache PROGRES wurde urspru¨nglich zum
”
Rapid Prototyping“ mit Graph-
transformationssystemen entwickelt und mit drei Designzielen erstellt: (1) Unterschei-
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dung von Aktivita¨ten zur Datendefinition und Datenmanipulation sowie die Nutzung
von Graphschemata zur Typpru¨fung von Graphtransformationsregeln. (2) Kein allei-
niger Verlass auf das regelbasierte Paradigma fu¨r alle Anwendungen. Zusa¨tzliche Un-
terstu¨tzung der imperativen Programmierung mit Kontrollstrukturen. (3) Beru¨cksich-
tigung des Nichtdeterminismus von Regeln (und Kontrollstrukturen) durch Tiefensuche
und Backtracking.[68]
Um diese Ziele zu erreichen, kombiniert PROGRES regelbasierte, objektorientierte,
deduktive und aktive Datenbanksysteme, sowie imperative Programmierkonzepte. Als
Datenmodell dienen gerichtete, attribuierte, knoten- und kantenmarkierte Graphen. Da-
bei entsteht eine hybride Sprache, die Text mit grafischen Elementen fu¨r die rechte und
linke Seite einer Graphtransformationsregel vereint. Jedem grafischen Element ist ei-
ne analoge textuelle Darstellung zugeordnet, die alternativ genutzt werden kann. Die
grafischen Elemente du¨rfen wiederum Textblo¨cke zur Definition von zusa¨tzlichen An-
wendbarkeitsbedingungen enthalten.
Teilgraphentests und Teilgraphersetzungen bilden die atomaren Einheiten aus wel-
chen sich Graphtransformationen zusammensetzen. Zudem werden Kontrollstrukturen
aus der imperativen Programmierung verwendet. Diesen wird teilweise nichtdeterminis-
tischer Charakter zugeordnet, so dass sie die regelorientierte Ausfu¨hrung von Graph-
transformationen unterstu¨tzen.
Teilgraphentests werden in PROGRES als Graphabfragen bezu¨glich eines Subgra-
phen aufgefasst. Grundsa¨tzlich gibt ein solcher Test einen boolschen Wert zuru¨ck, der
den Testerfolg widerspiegelt. Teilgraphentests du¨rfen Ein- und Ausgabeparameter bein-
halten, die fu¨r Knoten oder Knotenmengen stehen. Zur Definition sind Pfade, Attribute,
Kanten, Knoten und negative Knoten verfu¨gbar, auf die im Weiteren noch eingegangen
wird.
Teilgraphersetzungen bilden die rechten Regelseiten der Transformation. Sie repra¨sen-
tieren atomare Transformationen und erzeugen und modifizieren schematreue Graphen.
Teilgraphersetzungen werden analog zu einem Teilgraphentest spezifiziert, allerdings las-
sen sie keine negativen Knoten und Kanten zu.
Graphtransformationen bestehen demnach aus einer linken Seite, dem Teilgraphentest
und einer rechten Seite der Teilgraphersetzung (siehe 2.6). Zudem ko¨nnen in PROGRES
lokale Einbettungsu¨berfu¨hrungsfunktionen erstellt werden, die die Verbindung des neuen
Teilgraphen mit dem verbleibenden Wirtsgraphen modifizieren. Dabei ko¨nnen Kanten
gelo¨scht, kopiert oder ummarkiert werden.
Bei der Ausfu¨hrung einer Graphtransformation werden nach Teilgraphentest, Teilgra-
phersetzung und Einbettungsu¨berfu¨hrung die Attribute transferiert. Dazu werden den
eigensta¨ndigen Attributen der Knoten Werte zugewiesen. Zudem sind Vor- und Nach-
bedingungen an die Graphtransformationsregeln als Zusicherungen mo¨glich.
Grundsa¨tzlich wird dabei jeder Graph in einer Datenbank repa¨rasentiert. Dies bedeu-
tet, dass alle Operationen zur Manipulation einer Datenbank als Auswahl und Trans-
formation eines Teilgraphen angesehen werden. Dies bezeichnet man als Transaktion.
Analog zu Datenbanksystemen folgen sie dem ACID-Prinzip. Im Einzelnen besteht eine
Transaktion also aus der Identifikation eines Teilgraphen, die durch einen Teilgraphentest
beschrieben wird und den Transformationsschritten, die durch die Graphtransformati-
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onsregel beschrieben werden.
Die Ausfu¨hrung jeder Graphtransformationsregel wird durch imperative, (nicht-)de-
terministische Kontrollstrukturen gesteuert. Es ist ebenso mo¨glich, ganze Teile einer
PROGRES-Spezifikation als Transaktion zu markieren, so dass diese aus Regeln und
deren zugeho¨rigem Kontrollfluss besteht. Da bei Fehlschlagen eines Bestandteils der
Transaktion diese insgesamt ru¨ckga¨ngig gemacht werden muss, unterstu¨tzt PROGRES
eine Prolog-a¨hnliche Tiefensuche und Backtracking. Ein einfacher Abbruch wu¨rde hier
nicht ausreichen, da die Graphsuche nichtdeterministische Anteile beinhaltet.
Bei genauerer Betrachtung der Syntax zur Spezifikation von Graphtranformations-
regeln stellen sich typisierte Knoten und Kanten als Basiselemente zur Definition von
Graphklassen heraus. Knoten sind u¨ber Knotenklassen typisiert. Knotenklassen defi-
nieren demnach die gemeinsamen, statischen Eigenschaften der Knotentypen. Zudem
vererben sie diese Eigenschaften an die Knotentypen. Knotenklassen ko¨nnen Vererbungs-
hierarchien aufbauen, wobei Mehrfachvererbung erlaubt ist. Zum besseren Versta¨ndnis
ko¨nnen Knotenklassen mit abstrakten Klassen und Knotentypen mit finalen, konkreten
Klassen der objektorientierten Programmierung verglichen werden. Außerdem besteht
in PROGRES die Mo¨glichkeit, neben einfachen Knoten Mengenknoten zu definieren.
Diese Mengenknoten ko¨nnen auf der rechten Seite einer Regel lediglich identisch ersetzt
werden. Zudem ko¨nnen alle Knoten einer Regel optional oder obligatorisch sein.
Kanten sind als bina¨re Relationen zwischen Knoten definiert. Sie sind ebenfalls typi-
siert, indem Kantentypen zwischen Knotentypen bzw. Knotenklassen definiert werden.
Kantentypen sind gerichtet, ko¨nnen aber in beide Richtungen durchlaufen werden. Zu-
dem sind ihnen Kardinalita¨ten zugeordnet. Diese limitieren durch Angabe oberer und
unterer Schranken die Anzahl der Kanten pro Knoten. Dabei kann eins oder beliebig viele
fu¨r die obere Schranke und null oder eins fu¨r die untere Schranke angegeben werden.
Knoten ko¨nnen - im Gegensatz zu Kanten - typisierte Attribute beinhalten. Es exis-
tieren drei Mo¨glichkeiten zur Typisierung. Sie erfolgt entweder u¨ber einem der drei in
PROGRES definierten Standardtypen (integer, boolean, string) oder u¨ber einem Graph-
typen, d.h. einer Menge von zusammengeho¨rigen Knoten- und Kantentypdeklarationen.
Dabei sollten Graphtypen bevorzugt werden. Alternativ kann ein Attribut u¨ber einem
Typ, der in der Wirtsprogrammiersprache C definiert und importiert wurde, getypt
werden. Zudem ko¨nnen Funktionen importiert werden, die im Zusammenhang mit dem
Datentyp stehen. Analog zu den Kanten du¨rfen Attribute Kardinalita¨ten aufweisen. At-
tribute modellieren die atomaren Eigenschaften von Knotenobjekten. Hierzu werden drei
Arten von Attributen bezu¨glich ihrer Wertzuweisung unterschieden. Intrinsische Attri-
bute sind diejenigen, die ihren Wert klassisch zugewiesen bekommen. Sie ko¨nnen als
Schlu¨sselattribute deklariert werden, d.h. sie identifizieren den Knoten eindeutig und
werden indiziert. Abgeleitete Attribute berechnen ihren Wert aus den Werten anderer
Attribute. Meta-Attribute beinhalten Knoteneigenschaften, die den selben Wert fu¨r al-
le Instanzen des Knotentyps haben. Sie definieren objektorientiert gesprochen statische
Attribute. Attribute ko¨nnen zudem Integrita¨tsbedingungen an Knoten angeben.
Zur Definition von Graphtransformationsregeln stehen zusa¨tzlich Pfaddeklarationen
als Sprachkonstrukte zur Verfu¨gung. Diese dienen der Definition von abgeleiteten Be-
ziehungen zwischen Knoten. Sie werden in Graphtests und Graphtransformationsregeln
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als Anwendbarkeitsbedingungen genutzt. Pfade beinhalten Pfadausdru¨cke, die textuel-
ler oder grafischer Natur sind. Grafische Pfade ko¨nnen durch alle Konstrukte, die fu¨r
Graphtests (sprich linke Seiten von Regeln) zugelassen sind, beschrieben werden. Die
Pfadausdru¨cke werden in drei Kategorien unterteilt: Kantenoperatoren, Attributbedin-
gungen und Restriktionen. Pfadausdru¨cke ko¨nnen mittels Operatoren zu komplexeren
Pfadausdru¨cken zusammengefasst werden. Zudem gibt es bedingte und iterierende Pfad-
ausdru¨cke.
Die Konsistenz von Graphen kann sowohl durch globale Integrita¨tsbedingungen als
auch durch Bedingungen auf Knoten gepru¨ft werden. Integrita¨tsbedingungen pru¨fen das
Modell auf Konsistenz gegenu¨ber Invarianten. Spezielle Integrita¨tsbedingungen enthal-
ten Reparaturaktionen. Sie werden aktive Integrita¨tsbedingungen genannt. Diese Repa-
raturaktionen werden automatisch ausgefu¨hrt, sobald die zugeho¨rige Bedingung verletzt
ist und damit ein verbotener Graphzustand erreicht wird.
PROGRES unterstu¨tzt die Definition modularer Pakete, die die Regeln und Tests
gruppieren. Diese du¨rfen sich durch Import-Beziehungen referenzieren. Die Import-Be-
ziehungen sorgen dafu¨r, dass ein anderes Paket auf die o¨ffentlichen Resourcen eines
Pakets zugreifen kann, nicht jedoch auf die privaten Resourcen.
Die Entwicklungsumgebung bietet einen syntaxgesteuerten Editor fu¨r textuelle und
grafische Elemente sowie eine Validierungsfunktion, die textuelle Komponenten und Typ-
vertra¨glichkeitsregeln pru¨ft. Zur Ausfu¨hrung einer PROGRES-Spezifikation stehen ein
Interpreter und ein inkrementeller Compiler zur Verfu¨gung. Der Interpreter bietet einen
Debugger an, der schrittweise (vorwa¨rts und ru¨ckwa¨rts) die Transformation ausfu¨hrt.
Der Compiler erzeugt lauffa¨higen C- oder Java-Quelltext.
4.2.3 Story-basierte Ansa¨tze
Die Werkzeuge Fujaba, MDELab und eMoflon nutzen alle drei den sog. Story-basierten
Ansatz, welcher, bezu¨glich der in Abschnitt 2.6 skizzierten Ansa¨tzen unter der Kategorie
algorithmischer Ansatz anzusiedeln ist. Es handelt sich hierbei um einen Ansatz, der
programmierte Graphersetzungssysteme nutzt. Das UML-nahe Fujaba bildet historisch
gesehen den Anfang. MDELab und eMoflon realisieren den Story-basierten Ansatz fu¨r
EMF auf verschiedene Arten. Wa¨hrend eMoflon auf Fujaba aufbaut und dieses erweitert,
ist MDELab eine Reimplementierung, die sich auf die EMF-basierte Interpretation von
Modellen spezialisiert hat. Die Werkzeuge werden im Folgenden beginnend mit Fujaba
erla¨utert.
Fujaba, ein Akronym fu¨r
”
From Uml to Java And Back Again“, ist eine objektorien-
tierte Modellierungsumgebung, die UML-Klassendiagramme zur Modellierung der sta-
tischen Struktur sowie Storydiagramme zur Verhaltensmodellierung bietet. Fujaba wird
hauptsa¨chlich an der Universita¨t Kassel entwickelt und in diesem Abschnitt anhand von
Norbisrath et al. [55] und Zu¨ndorf [83] erkla¨rt.
Fujaba verwendet UML-Klassendiagramme zur Strukturbeschreibung und Storydia-
gramme zur Beschreibung des Verhaltens. Ein Storydiagramm realisiert genau eine Me-
thode aus dem Klassendiagramm. Ein Storydiagramm basiert auf einem UML-Aktivita¨ts-
diagramm und stellt daher ein Kontrollflussdiagramm dar. Der Kontrollfluss hat einen
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definierten Startpunkt und einen oder mehrere definierte Endpunkte. Dazwischen be-
finden sich Aktivita¨ten, die durch Kontrollflusselemente verbunden sind. Kontrollfluss-
elemente sind zuna¨chst Sequenzen, While-Schleifen und Wenn-Dann-Bedingungen (ana-
log zu den UML-Aktivita¨tsdiagrammen). Zudem ko¨nnen Ausnahmen durch spezielle
Ausnahme-Kontrollflusselemente behandelt werden und Ru¨ckgabewerte definiert wer-
den. Letztere werden am Endpunkt des Storydiagramms definiert. Hier ko¨nnen unter
anderem rekursiv Methoden aufgerufen werden.
Aktivita¨ten werden in der Regel einmal ausgefu¨hrt. Eine spezielle Aktivita¨t ist die
For-Each-Aktivita¨t. Diese fu¨hrt ihren Inhalt und eventuell als zugeho¨rig gekennzeichnete
folgende Aktivita¨ten solange aus, bis keine Anwendungsmo¨glichkeit mehr besteht.
Der einfachste Bestandteil einer Aktivita¨t in einem Storydiagramm ist ein Statement,
das ein reines Java-Quelltextfragment beinhaltet. Da die Statements innerhalb der Akti-
vita¨t beliebig angeordnet sein ko¨nnen, ist es no¨tig, deren Ausfu¨hrungsreihenfolge durch
eine fortlaufende Nummerierung sicherzustellen, sofern sie Operationsaufrufe darstellen.
Handelt es sich um eine reine Statementaktivita¨t, also ein Java-Quelltextfragment, so
ist keine Nummerierung no¨tig. Zudem du¨rfen Aktivita¨ten boolsche Bedingungen ent-
halten, die als Abfrage an den aktuellen Zustand des Modells dienen. Sie haben zwei
ausgehende Kontrollflusskanten fu¨r den Erfolg bzw. das Scheitern dieser Bedingung. Sel-
biges gilt fu¨r komplexere Aktivita¨ten. Sie werden Story-Muster genannt und beinhalten
Objekt-Muster, die nichts anderes als Graphtransformationsregeln darstellen. Die Ob-
jekte innerhalb der Story-Muster werden zur Laufzeit auf die aktuelle Objektstruktur
abgebildet. Gelingt dies, werden die spezifizierten Aktionen ausgefu¨hrt und das Story-
Muster wird u¨ber die Kante, welche den Erfolgsfall repra¨sentiert, verlassen.
Die Objekte innerhalb der Story-Muster werden in gebundene und ungebundene Ob-
jekte unterschieden, die durch Links verbunden sind. Objekte sind u¨ber den Klassen im
UML-Klassendiagramm typisiert, Links u¨ber deren Assoziationen. Wird ein Objekt in
einem Story-Muster gebunden, so kann es in jedem darauffolgenden als gebunden ange-
nommen und durch seinen Namen eindeutig identifiziert werden. Bereits zu Anfang ist
das this-Objekt gebunden, welches - analog zu Java - dem Objekt entspricht, auf dem
die Methode aufgerufen wurde. Das gilt ebenfalls fu¨r die Parameter der Methode. Un-
gebundene Objekte werden wa¨hrend der Mustersuche gebunden. Objekte ko¨nnen Attri-
butbedingungen und -zuweisungen enthalten. Daru¨ber hinaus ko¨nnen auf jedem Objekt
- mittels Java-Statements - Methoden aufgerufen werden. Jedes Objekt und jeder Link
kann erzeugt, erhalten oder - unabha¨ngig von seinem Kontext - gelo¨scht werden. Ne-
ben den Links du¨rfen, analog zu PROGRES, Pfade definiert werden. Fujaba stellt zur
Definiton der Pfadausdru¨cke eine eigene Ausdruckssprache bereit. Zudem besteht die
Mo¨glichkeit, negative Objekte und Links einzufu¨hren. Sie bilden eine Alternative zur
NAC, stellen also ebenfalls nicht erlaubte Sachverhalte dar. Fujaba bietet mehrwertige
und optionale Objekte an, die lediglich erhalten oder gelo¨scht werden du¨rfen.
Fujabas grafische Modellierungsumgebung wurde zuna¨chst außerhalb von Eclipse ent-
wickelt. Zudem bietet Fujaba4Eclipse eine in Eclipse integrierte Variante. Fujaba erzeugt
durch Modell-zu-Text-Transformationen lauffa¨higen Java-Quelltext aus den Diagram-
men. Eine Mo¨glichkeit zur Interpretation der Diagramme besteht ebenso.
Fujaba und dessen Dokumentation ist unter http://www.fujaba.de/ verfu¨gbar.
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eMoflon nutzt und erweitert Fujaba. Es ist ein Werkzeug zur Erstellung von Werk-
zeugen auf Basis von uni- und bidirektionalen Modelltransformationen. Dazu wird eine
Umgebung zur Spezifikation von Klassendiagrammen, Story-basierten Graphtransfor-
mationsregeln und Tripelgraphgrammatiken bereitgestellt. eMoflon wird am Fachgebiet
Echtzeitsysteme (ES) der Technischen Universita¨t Darmstadt entwickelt und im Folgen-
den anhand von Anjorin et al. [6] und Leblebici et al. [48] erkla¨rt. eMoflon ist in zwei
Frontends zur Metamodellierung und einem Backend, um Quelltext zu generieren und
mit diesem zu arbeiten, modularisiert. Es stellt ein textbasiertes Frontend auf Basis von
Eclipse und ein grafisches Frontend, das auf dem kommerziell UML-Werkzeug Enterprise
Architect aufbaut, zur Verfu¨gung.
Das Enterprise-Architect-Frontend erlaubt das Erstellen von Metamodellen mit UML-
Klassendiagrammen, nutzt Storydiagramme zur unidirektionalen Modelltransformation
und Tripelgraphgrammatiken zur bidirektionalen Modelltransformation. Zudem bietet
das Frontend ein Interface zum Backend: Klassendiagramme, Storydiagramme und Tri-
pelgraphgrammatiken werden in einem Ecore- bzw. EMF-konformen XMI persistiert. Es
dient als Austauschformat zwischen Frontend und Backend.
Das eMoflon-Backend besteht aus mehreren Eclipse-Plugins. Hier wird eine EMF kon-
forme Quelltextgenerierung aus den Klassendiagrammen, den Storydiagrammen und den
Tripelgraphgrammatiken ermo¨glicht.
Die Verarbeitung der Daten aus dem Frontend beginnt mit dem Laden der seriali-
sierten Modelle. Im na¨chsten Schritt werden die Tripelgraphgrammatiken in eine Menge
von Storydiagrammen umgewandelt. Diese erzeugten und die geladenen Storydiagramme
werden zusammen mit dem Klassendiagramm in Fujaba umgewandelt. Fujaba’s Model-
transformationseinheit CodeGen2, die mit EMF-kompatiblen Templates rekonfiguriert
wurde, wird nun genutzt, um Quelltext zu erzeugen. Zudem wird aus dem geladenen
Klassendiagramm mittels der EMF-Codegenerierung (siehe Abschnitt 3.4) Quelltext
erzeugt. Die entstandenen Quelltexte werden automatisch verschmolzen, so dass ein
lauffa¨higes Programm entsteht.
Die aktuelle Version von eMoflon sowie die Dokumentation dazu finden sich unter
http://www.moflon.org/.
MDELab beinhaltet, neben anderen Werkzeugen, ein Graphtransformationswerk-
zeug namens SDMTools, das Ecore-Klassendiagramme zur Beschreibung der statischen
Struktur nutzt. Es bietet einen grafischen Editor und einen Interpreter fu¨r Storydia-
gramme, die hier anhand von Giese et al. [36] skizziert werden. MDELab wird am Hasso-
Plattner-Institut in Potsdam entwickelt und ist von Beginn an fu¨r Eclipse und EMF ent-
worfen worden. Es ist eine Reimplementierung von Fujaba, die UML-Klassendiagramme
durch Ecore-Klassendiagramme ersetzt und OCL zur Spezifikation von Bedingungen un-
terstu¨tzt.6 Zudem ist keine Quelltext-Generierung vorgesehen, so dass Java-Statements,
die sich auf generierten Quelltext beziehen wu¨rden, ausfallen. Sie werden durch speziel-
le Aktionsknoten ersetzt. Das Storydiagramm-Metamodell ist selbst ein Ecore-Modell.
Storydiagramme sind Instanzen dieses Metamodells und die Objekte im Storydiagramm
6Eine OCL-Integration gab es zudem in einem prototypischen Ansatz fu¨r Fujaba, der es nicht bis zum
Release Stadium geschafft hat [74].
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sind u¨ber einem Ecore-Klassendiagramm typisiert. Storydiagramme in MDELabs SDM-
Tools sind auf Interpretation spezialisiert. Der Interpreter nutzt ausschließlich die - in
dynamischem EMF verwendeten - generischen Methoden. Die Interpretation der Sto-
rydiagramme u¨ber einem EMF-Modell entspricht einer endogenen, u¨berschreibenden
Transformation. Um diese anzustoßen, muss explizit eine Methode des Interpreters auf-
gerufen werden. Dieser werden das Storydiagramm, das interpretiert werden soll, sowie
die Parameter der Methode, die es implementiert und das Kontextobjekt u¨bergeben.
Dies bedeutet, dass der Endanwender auf den Interpreter beschra¨nkt ist, um mit Mo-
dellinstanzen zu arbeiten. Eine Generierung von Quelltext ist hier nicht vorgesehen,
Mo¨glichkeiten zum Debuggen sind vorhanden.
Die aktuelle Version von MDELab kann unter https://www.hpi.uni-potsdam.de/
giese/public/mdelab/ heruntergeladen werden. Dort befindet sich auch die Dokumen-
tation.
4.2.4 Andere Ansa¨tze
In diesem Abschnitt werden weitere Ansa¨tze zur Graphtransformation behandelt, die
sich in keine der eben eingefu¨hrten Kategorien eingliedern lassen.
GReAT, ein Akronym fu¨r
”
Graph REwriting And Transformation“, ist eine grafische
Sprache, die es erlaubt, Graphtransformationen zwischen verschiedenen doma¨nenspezi-
fischen Modellierungssprachen zu erstellen. Sie wird hier anhand von Agrawal et al. [5]
und Balasubramanian et al. [9] erla¨utert. GReAT besteht aus drei Sprachen: die erste
Sprache dient der Spezifikation von Graphmustern, die zweite der Erstellung von Trans-
formationsregeln und die dritte Sprache wird zur Sequenzierung beziehungsweise zur
Spezifikation von Kontrollflu¨ssen verwendet. Die Ein- und Ausgabemodelle der Transfor-
mation werden zusa¨tzlich durch UML-Klassendiagramme definiert, die als Metamodelle
agieren. Zudem erlaubt GReAT die Erstellung von heterogenen Klassendiagrammen, die
die Beziehungen zwischen Ein- und Ausgabemodellen herstellen.
Eine Transformation wird in GReAT u¨ber einer Menge von Ein- und Ausgabemodellen
und einem heterogenen Klassendiagramm spezifiziert. Die Transformationsregel selbst
setzt sich aus mehreren Bestandteilen zusammen, die im Folgenden skizziert werden.
Das Graphmuster der Regel ist aus Knoten, die u¨ber Klassen des zugeho¨rigen Eingabe-
modells, und Kanten, die u¨ber Assoziationen dieses Modells typisiert sind, aufgebaut.
Beiden du¨rfen beliebig Kardinalita¨ten zugewiesen werden. Es besteht die Mo¨glichkeit
NACs zu spezifizieren. All diese Knoten und Kanten werden zur Mustersuche fu¨r den
Wirtsgraphen verwendet. Die Aktionen innerhalb der Regel definieren, ob ein Element
gebunden, gelo¨scht oder erzeugt werden soll. Eingangs- bzw. Ausgangsinterfaces be-
stehen aus Ports und dienen zur U¨bergabe von Graphobjekten an die Regel bzw. zur
Weitergabe von Graphobjekten an andere Regeln.
Ein Wa¨chter ist ein boolscher Ausdruck, der bestimmt, ob die Aktionen der Regel nach
einer erfolgreichen Mustersuche auf dem Wirtsgraphen ausgefu¨hrt werden sollen. Durch
Attributabbildungen ko¨nnen u¨bereinstimmende Attribute der Knoten und Kanten neue
Werte erhalten. Zusa¨tzliche Bedingungen legen fest, welche wa¨hrend der Mustersuche
gefundenen U¨bereinstimmungen im Wirtsgraphen transformiert werden.
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Die Sprache zur Kontrollflussspezifikation stellt verschiedene Mo¨glichkeiten bezu¨glich
der Ausfu¨hrungsreihenfolge der Regel bereit. Die sequenzielle und rekursive Ausfu¨hrung
entsprechen den aus Programmiersprachen bekannten Kontrollstrukturen. Zusa¨tzlich
kann eine Regel nichtdeterministisch, hierarchisch oder bedingt ausgefu¨hrt werden. Nicht-
deterministische Ausfu¨hrung bedeutet, dass eine Regel aus einer vorgegebenen Regel-
menge ausgewa¨hlt wird. Hierarchische Ausfu¨hrung bedeutet, dass die Regeln zuvor in
hierarchisch aufgebaute, strukturierte Blo¨cke gruppiert wurden. Es existieren zwei Arten
von Blo¨cken, die sich in der Verarbeitung der ihnen u¨bergebenen Graphobjekte unter-
scheiden. Die bedingte Anwendung besteht aus Testblo¨cken, die wiederum verschiedene
Fallunterscheidungsblo¨cke beinhalten, die solange ausgefu¨hrt werden, bis der erste Fall
erfolgreich ist.7
Zur Ausfu¨hrung der Transformationen stehen ein Interpreter, ein darauf aufbauender
Debugger und ein C++-Generator zur Quelltextgenerierung zur Verfu¨gung. Diese sind
auch in der aktuellen Version von GReAT enthalten. Sie findet sich unter http://www.
isis.vanderbilt.edu/tools/GReAT.
GrGen.NET ist ein doma¨nen-unabha¨ngiges Graphersetzungssystem. Es basiert auf
dem algebraischen Ansatz, ist jedoch am Karlsruher Institute of Technology (KIT)
entstanden und la¨sst sich, wie im Folgenden klar wird, nicht den Berliner Ansa¨tzen
aus Abschnitt 4.2.1 zuordnen. Bei der Entwicklung von GrGen.NET standen die Aus-
drucksma¨chtigkeit der Sprache, die Ausfu¨hrungsgeschwindigkeit und die Benutzerfreund-
lichkeit sowie die korrekte Umsetzung des algebraischen Ansatzes, genauer des SPO-
Ansatzes (siehe [66], Kap. 4), im Mittelpunkt. Es wird hier anhand von Jakumeit et
al.[43] und Geiß et al. [35] betrachtet.
GrGen.NET setzt sich aus zwei Komponenten zusammen: dem Graphersetzungssys-
tem GrGen und einer Umgebung zum Rapid Prototyping, die sich wiederum aus der
Konsole GrShell und dem Graph-Viewer yComp zusammensetzt.
Die Einbindung von GrGen bietet - in Verbindung mit seiner Ausfu¨hrungsumgebung
libGr - die Basisfunktionalita¨t des Systems. Zur Beschreibung von Graphen nutzt GrGen
attribuierte, getypte und gerichtete Multigraphen, die Mehrfachvererbung auf Knoten-
und Kantentypen sowie gerichtete und ungerichtete Kanten erlauben. Die Definition der
Typen erfolgt dabei gesondert. Die Graphtransformation selbst wird in einer textuellen
DSL dargestellt. Graphtransformationen in GrGen bieten Graphtests - die je aus einem
zu pru¨fenden Graphmuster bestehen - und Graphtransformationsregeln an. Dabei ist
auch hier eine Regel aus einem Test (einem Graphmuster) und einem Anwendungsteil
aufgebaut. Das Graphmuster beinhaltet typisierte Knoten und Kanten. (Bei Kanten
ist die Typ-Angabe optional.) Dabei ist die zusa¨tzliche Spezifikation von NACs, Typ-
und Attributbedingungen mo¨glich. Zur weiteren Einschra¨nkung ihrer Anwendbarkeit
sind die Transformationen parametrisierbar, so dass bestimmte Objekte innerhalb des
Graphmusters bereits vorgegeben sind. Des Weiteren es ist mo¨glich, die Mustersuche
homomorph zu gestalten, um zwei Knoten im Graphmuster auf dasselbe Objekt im
Wirtsgraphen abzubilden.
7Dies ist analog zu den Mehrfachverzweigungen mit switch-case in objektorientierten Programmier-
sprachen zu sehen.
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Bezu¨glich des Anwendungsteils einer Regel unterscheidet GrGen Modifikations- und
Ersetzungs-Blo¨cke. Ein Modifikations-Block erha¨lt bei seiner Anwendung alle Graphele-
mente, die nicht explizit gelo¨scht werden sollen. Bei Anwendung eines Ersetzungs-Blocks
werden nur die explizit auf der rechten Seite angegebenen Elemente erhalten. Kommen
in einem Ersetzungs-Block neue Elemente vor, so wird dies als Deklaration der Elemente
aufgefasst und sie werden erzeugt. Zudem ko¨nnen in beiden Blockarten Attributwerte
neu berechnet und Elementen ein neuer Typ zugewiesen werden. Bei der Erzeugung neu-
er Elemente kann deren Typ dynamisch festgelegt werden, indem ein Typ eines anderen
bei der Mustersuche gebundenen Elements verwendet wird. Zusa¨tzlich kann jede Regel
Elemente, die nicht gelo¨scht wurden, zuru¨ckgeben.
GrGen bietet Mo¨glichkeiten zur Steuerung der Ausfu¨hrung der Regeln an. Dazu wer-
den logische und regula¨re Ausdru¨cke verwendet. Außerdem ko¨nnen innerhalb der Kon-
trollflusssprache Variablen deklariert werden, die den Ru¨ckgabewert einer Regel spei-
chern und diesen gegebenenfalls als Parameter an eine andere Regel u¨bergeben.
Der GrGen-Generator liest Dateien, die Graph-Modelle und Graphtransformations-
regeln beinhalten, ein und erzeugt daraus effiziente C#-Programme. Diese Programme
nutzen die GrGen-Laufzeit-Bibliotheken, welche unter anderem eine Sprache zur Kon-
trolle der Regelanwendung anbietet. Graphmodelle, Regeln und Sequenzen von Regeln
ko¨nnen von jeder .NET-Sprache aus aufgerufen werden. Des Weiteren bietet GrGen.NET
einen grafischen Debugger und die interaktive oder dateibasierte Ausfu¨hrung der Regeln,
die auch schrittweise erfolgen kann.
Die aktuelle Version von GrGen.NET sowie die Dokumentation des Werkzeugs finden
sich unter http://www.info.uni-karlsruhe.de/software/grgen/.
Viatra2 oder VIsual Automated model TRAnsformations 2 vereint Graphtransforma-
tionen mit abstrakten Zustandsautomaten, um graphbasierte Modelle zu manipulieren.
Viatra2 wird im Folgenden anhand von Va´rro´ und Balogh [76, 10] beschrieben.
Hauptziel bei der Entwicklung des Viatra2-Transformations-Rahmenwerks ist die Un-
terstu¨tzung von pra¨ziser modellbasierter Systementwicklung unter Zuhilfenahme von
unsichtbar bleibenden formalen Methoden. Viatra2 besteht selbst aus drei textuellen
DSLs: Die erste dient der Metamodellierung, die zweite der Musterspezifikation und die
verbleibende dritte der regelbasierten Modelltransformation mit Graphtransformations-
regeln und abstrakten Zustandsautomaten.
Die Metamodellierungssprache von Viatra2 baut auf dem
”
Visual and Precise Me-
tamodelling“-Ansatz von Va´rro´ und Pataricza [77] auf, der Modelle einheitlich mittels
Modellelementen, die in Entita¨ten und Beziehungen unterschieden werden, darstellt. Da
fu¨r diesen Ansatz lediglich eine abstrakte Syntax definiert wurde, wird die passende kon-
krete Syntax namens Viatra Textual Metamodeling Language (VTML) durch Viatra2
bereitgestellt. In VTML ist jedes Element mittels eines qualifizierten Namens modellweit
eindeutig bezeichnet und zudem durch seinen Namen eindeutig innerhalb seines Con-
tainers. VTML unterstu¨tzt die Vererbung von Modellelementen und deren Typisierung
mittels anderer Modellelemente. Zudem sind Entita¨ten immer innerhalb eines Contai-
ners. Referenzen ko¨nnen Kardinalita¨ten zugeordnet werden und sie du¨rfen beliebige Mo-
dellelemente als Quelle und Ziel aufweisen. Durch diesen Aufbau ko¨nnen MOF-Modelle
simuliert werden. Viatra2 wird zudem in den Kontext der fu¨r den ModGraph-Ansatz
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relevanten Werkzeuge aufgenommen.
Die Sprache Viatra Textual Command Language (VTCL) zur Spezifikation von Mo-
delltransformationen in Viatra2 beinhaltet Graphmuster, die als atomare Einheit aufge-
fasst werden und Bedingungen an ein Modell stellen. VTCL unterstu¨tzt dabei einfache
und negative Graphmuster, die in einer Prolog-a¨hnlichen Syntax spezifiziert werden. Dies
bedeutet, dass alle Graphmuster einen Namen, Parameter und einen Rumpf besitzen.
Der Rumpf darf wiederum Elemente aus VTML sowie negative Graphmuster enthal-
ten. Dabei darf ein negatives Graphmuster kein weiteres negatives Muster beinhalten.
Zudem ko¨nnen Bedingungen innerhalb des Musters gestellt werden. Ein Graphmuster
kann ein anderes aufrufen oder mehrere alternative Ru¨mpfe spezifizieren. Letzteres ist
insbesondere bei der Nutzung rekursiver Graphmuster von Bedeutung: Der erste Rumpf
entha¨lt normalerweise das Abbruchkriterium, alle weiteren bilden rekursive Aufrufe.
Die Sprache zur Erstellung von Modelltransformationen entha¨lt sowohl Mo¨glichkeiten
zur Modell-zu-Modell-Transformation, als auch zur Modell-zu-Text-Transformation. Bei
einer Modell-zu-Modell-Transformation werden Graphtransformationsregeln zur Spezi-
fikation von elementaren Modellmanipulationen und abstrakte Zustandsautomaten als
Kontrollflu¨sse zur Steuerung der Regelausfu¨hrung verwendet.
Viatra2 bietet eine textuelle Darstellung der klassischen Regelnotation an. Zudem exis-
tiert eine eine zusammengefu¨hrte Notation (siehe Abschnitt 2.6). Bei Nutzung der klas-
sischen Notation wird die linke Regelseite durch eines der soeben erkla¨rten Graphmuster
dargestellt. Hier besteht die Mo¨glichkeit, dass Transformationsregeln sich Graphmuster
teilen. Sie dienen als Vorbedingung, wa¨hrend die rechte Seite klassisch als Nachbedin-
gung aufgefasst wird. Rechte Seiten enthalten keine negativen Graphmuster. Beide Seiten
du¨rfen weitere eigensta¨ndig definierte Muster aufrufen. Zudem darf eine Regel Aktionen
beinhalten, die nach einer erfolgreichen Transformation ausgefu¨hrt werden.
Abgesehen von klassischen Transformationen u¨ber in VTML definierten Modellen un-
terstu¨tzt Viatra2 generische Transformationen. Diese agieren auf den im
”
Visual and
Precise Metamodelling“-Ansatz definierten Elementen: Entita¨t und Beziehung.
Kontrollstrukturen werden in Viatra2 mit Hilfe von abstrakten Zustandsautomaten
dargestellt. Diese ko¨nnen Graphtransformationen (wiederholt) aufrufen. Sie bieten zu-
dem eine Mo¨glichkeit der Definition von Variablen und des Aufrufs beliebiger Java-
Methoden. Daru¨ber hinaus ko¨nnen sehr einfache Modellmanipulationen mittels der Zu-
standsautomaten spezifiziert werden.
Modell-zu-Text-Transformationen werden in Viatra durch print-Anweisungen reali-
siert, die programmiersprachliche Ausdru¨cke oder Text enthalten. Diese werden gema¨ß
der vorgegebenen Programmiersprache formatiert. Die Anweisungen werden innerhalb
der Zustandsautomaten in die Transformation eingebunden.




Hier wurden mit dem ModGraph-Ansatz in Verbindung stehende Ansa¨tze und Werk-
zeuge besprochen. Dabei wird auf das Eclipse Modeling Framework (EMF) eingegangen.
Es bietet eine solide und in Industrie und Forschung anerkannte Mo¨glichkeit, Software
teilweise modellgetrieben zu entwickeln. Dazu werden Ecore-Modelle verwendet, die ei-
ne ausgereifte und ma¨chtige Mo¨glichkeit zur Strukturmodellierung bei u¨berschaubarer
Anzahl an Konstrukten darstellen. EMFs Modell-zu-Text-Transformationsmo¨glichkeiten
ermo¨glichen eine Quelltextgenerierung aus den Ecore-Klassendiagrammen an. Die Spe-
zifikation des Verhaltens auf Modellebene bleibt jedoch unberu¨cksichtigt.
Zudem werden Modell-zu-Modell-Transformationsansa¨tze beschrieben. Dabei bietet
Xcore neben einer textuellen Syntax fu¨r Ecore, eine Mo¨glichkeit dem Modell Verhalten
hinzuzufu¨gen durch Integration der Java-nahen Sprache Xbase. Dies ermo¨glicht die Ge-
nerierung von voll funktionsfa¨higem Java-Quelltext. Xbase ist jedoch relativ Java-nah,
so dass an dieser Stelle Einbußen bezu¨glich des Abstraktionsniveaus entstehen. Dennoch
ist es abstrakt genug, um komplexe Zusammenha¨nge u¨bersichtlich darzustellen, indem
zum Beispiel Lambda-Ausdru¨cke unterstu¨tzt werden. Diese erlauben die Nutzung vor-
definierter Filterfunktionen um komplexe Schleifen (in Java mehrere Zeilen Quelltext)
sehr kompakt (ein bis zwei Zeilen) darzustellen. Es ist sehr gut geeignet, um einfa-
che A¨nderungen oder prozedurale Abla¨ufe darzustellen. Komplexe, strukturvera¨ndernde
Operationen an einem Modell ko¨nnen mit Xcore spezifiziert werden, jedoch ist der Auf-
wand deutlich ho¨her als mit Graphtransformationsregeln. Ein wichtiger Grund dafu¨r
ist, dass in Xcore die Mustersuche, die zum Auffinden der Objekte in der Modellin-
stanz beno¨tigt wird (siehe Abschnitt 6.2.2), explizit angegeben werden muss, wa¨hrend
alle Graphtransformationsprachen diese implizit mitgeben. Im weiteren Verlauf dieses
Kapitels wurden ATL und QVT skizziert, die ebenfalls EMF-Modelle transformieren.
Den Abschluss bilden Werkzeuge, die Graphtransformationen anwenden. Bei eini-
gen Werkzeugen, wie AGG, liegt der Fokus auf der theoretischen Fundierung, andere
Werkzeuge wie PROGRES, Fujaba und Viatra2 sind eher praxisorientiert. Werkzeuge,
wie eMoflon und MDELab nutzen das EMF-Rahmenwerk. Die Art der Steuerung der
Ausfu¨hrungsreihenfolge der Transformationen divergiert. Nur einige Werkzeuge erlauben
eine gezielte Steuerung durch die explizite Angabe von Kontrollflu¨ssen. Viele bevorzu-
gen grafische Elemente zur Darstellung der Transformation. Die Regeln werden entweder
interpretiert oder zu ihrer Ausfu¨hrung in eine Programmiersprache u¨bersetzt.
Betrachtet man die existierenden Ansa¨tze als Einheit, so wird eines deutlich: grafische
Verhaltensmodellierung in EMF auf Modellebene ist verbesserungswu¨rdig. Es existiert
bislang kein leichtgewichtiges Werkzeug, das nahtlos in EMF integriert ist, mit EMF
gebaut wurde und gleichzeitig die Modellierung von Verhalten mit Graphtransformati-
onsregeln anbietet. Bisher sind es gro¨ßtenteils eigensta¨ndige Werkzeuge (z.B. Fujaba),
die an EMF angepasst wurden. EMF-kompatibler Quelltext aus den Regeln wird entwe-
der in Java u¨ber Umwege (z.B. mittels der Fujaba-Quelltextgenerierung in eMoflon) oder
durch das manuelle Einbinden von generiertem Quelltext (z.B. in EMF Tiger) erreicht.
Es existiert kein Werkzeug, das die Beschreibung von Verhalten auf Modellebene direkt
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in und mit EMF ermo¨glicht und gleichzeitig die Quelltextgenerierung unterstu¨tzt.
Wu¨nschenswert ist demnach ein Ansatz und ein daraus resultierendes Werkzeug zur
direkten Unterstu¨tzung und Erweiterung von EMF, ohne
”
das Rad neu zu erfinden“.




Verhaltensmodellierung fu¨r EMF -
ModGraph
”
Ein Bild sagt mehr als 1000 Worte.”
(Fred R. Barnard)
Oder sagen 1000 Worte...
...doch mehr als ein Bild?
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5 ModGraphs konzeptioneller Ansatz
Dieser Teil der Arbeit pra¨sentiert einen Ansatz und ein daraus resultierendes Werk-
zeug zur direkten Unterstu¨tzung und Erweiterung von EMF, ohne
”
das Rad neu zu
erfinden“. Die Neuentwicklung soll den aus den vorangegangenen Kapiteln geforderten,
auf EMF abgestimmten, leichtgewichtigen Ansatz umsetzen, der sich auf den Mehrwert
der erreicht werden kann konzentriert. Dieser Mehrwert muss eine echte Erweiterung
von EMF darstellen, welche die Verhaltensmodellierung direkt in EMF anbietet. Diese
Kombination von Verhaltens- und Strukturmodellierung soll die Erstellung ausfu¨hrbarer
Modelle ermo¨glichen. Graphtransformationsregeln sind hierfu¨r grundsa¨tzlich gut geeig-
net, sollten jedoch in ihrer Anwendung durch Kontrollflu¨sse gesteuert werden. Dazu ist
die Wiederverwendung von bestehenden Werkzeugen und Infrastrukturen innerhalb der
Eclipse-Welt, wie Xcore mit Xbase, denkbar.
Bezieht man in diese Anforderungen diejenigen aus Buchmann et al. [20] mit ein, so
besta¨tigt sich die Forderung nach einer Steuerung der Regeln. Die Anforderungen aus
[20] wurden anhand einer Analyse von einigen großen Graphtransformations-basierten
Modellen verschiedener Anwendungsdoma¨nen gewonnen. Es wird deutlich, dass zur Ver-
haltensmodellierung regelbasierte und prozedurale Elemente angeboten werden sollten.
Der Nutzer kann damit selbst wa¨hlen, welche Elemente zur Lo¨sung der vorliegenden Pro-
blematik ada¨quat sind. Zudem wird aus den Analysen deutlich, dass ein Kontrollfluss
in einer konzisen, textuellen Notation verfasst werden sollte. Dieser sollte sich außerdem
an der strukturierten Programmierung orientieren. Auf diese Weise ko¨nnen Graphtrans-
formationsregeln mit prozeduralen Elementen gesteuert werden. Sie gelten weiterhin als
intuitiver und - im Vergleich zu einer textuellen Notation - als einfacher zu verstehen.
Ein weiterer Schluss, der aus Teil II der Arbeit (insbesondere aus Kapitel 3.4) gezogen
werden kann, ist der Mangel an Mo¨glichkeiten zur Modellierung im Großen mit EMF.
Wann immer ein System basierend auf EMF erstellt wird, muss sofort mit Klassendia-
grammen modelliert werden. Die Einbindung eines Werkzeugs zur Architekturmodellie-
rung auf ho¨herer Abstraktionsebene wa¨re ein weiterer Mehrwert fu¨r EMF.
Aus diesen U¨berlegungen wurde der Ansatz zur Modelltransformation mit Graph-
transformationen - kurz ModGraph-Ansatz - und das zugeho¨rige Werkzeug ModGraph
entwickelt. Beide sollen in diesem Teil der Arbeit basierend auf eigenen Vero¨ffentlichungen
[19, 21, 78, 80, 81, 82], beschrieben werden.
5.1 ModGraphs Architektur
In Kapitel 3.4 wurde gezeigt, welche Mo¨glichkeiten EMF bietet und welchen Limitierun-































Abbildung 5.1: U¨berblick u¨ber die Architektur des ModGraph-Ansatzes
len Modellierung unterstu¨tzt und Quelltext aus diesen erzeugen kann. Diese Fa¨higkeiten
werden im Folgenden genutzt und erweitert.
Der hier vorgestellte ModGraph-Ansatz schla¨gt eine Erweiterung von EMF in zwei
Dimensionen vor, um die oben aufgeza¨hlten Erweiterungswu¨nsche an EMF zu erfu¨llen.
Einerseits soll das Modellieren im Großen mit Paketdiagrammen unterstu¨tzt, anderer-
seits die Modellierung von Verhalten mit Graphtransformationsregeln und Kontrollstruk-
turen ermo¨glicht werden. Abbildung 5.1 zeigt die Architektur des ModGraph-Ansatzes
und des damit verbundenen Werkzeugs. Diese werden im Folgenden, sofern nicht explizit
unterschieden, mit ModGraph bezeichnet.
Die Modellierung im Großen wird durch die Einfu¨hrung von Paketen und damit Pa-
ketdiagrammen, die eine gro¨bere Sicht auf das System darstellen, erreicht. Die Integra-
tion der Paketdiagramme in den Ansatz ist in Abbildung 5.1, oben im Bild, zu sehen.
Ein Paketdiagramm beschreibt die Architektur eines Systems, indem Pakete und deren
Abha¨ngigkeiten untereinander spezifiziert werden. Diese Pakete gruppieren Klassen aus
Ecore-Modellen. Hierfu¨r werden private und o¨ffentliche Pakete sowie der Import von
Elementen angeboten.
Auf Werkzeugebene wird der bereits am Lehrstuhl existierende Paketdiagrammeditor
(Buchmann at al. [18]) in ModGraph integriert, der zu Beginn des ModGraph-Projektes
bereits die Gruppierung von Ecore-Klassen in Pakete ermo¨glichte. Paketdiagramme sind
Instanzen des Paketdiagramm-Metamodells, das wiederum das Ecore-Metamodell in-
stanziiert. Der Paketdiagramm-Editor stellt einige Methoden zur Verfu¨gung, welche die
Konsistenz zwischen ihm und den zugeho¨rigen Klassendiagrammen sicherstellen. Da-
zu za¨hlen vorwa¨rts, ru¨ckwa¨rts und inkrementelles Round-Trip-Engineering sowie eine
zusa¨tzliche Validierung. Fu¨r eine detaillierte Beschreibung des Paketdiagramm-Editors
sei auf Buchmann et al. [18] verwiesen.
Da sich die Problematik des Modellierens im Großen durch die Einbindung von bereits
existierenden Arbeiten lo¨sen la¨sst, liegt der Fokus dieser Arbeit auf der Verhaltensmodel-



























Abbildung 5.2: Verwendete Modellierungskonzepte und deren Nutzung im ModGraph-Ansatz
das EMF-Rahmenwerk erreicht werden. Dabei ist es entscheidend sich auf den Mehrwert
zu konzentrieren den Graphtransformationsregeln bieten. Dies beinhaltet die Fa¨higkeit
komplexe, strukturelle A¨nderungen deklarativ und kompakt zu beschreiben (siehe Ab-
schnitt 2.6). Der untere Teil von Abbildung 5.1 zeigt die Architektur. Man beachte, dass
es sich im Bezug auf Ecore um einen Hybridansatz handelt: Beim strukturellen Modell
wird Ecore unmittelbar als Modellierungssprache genutzt. Bei dem mit Graphtrans-
formationsregeln spezifizierten Verhaltensmodell wird Ecore fu¨r die Metamodellierung
genutzt.
Da es keine Mo¨glichkeit gibt Kontrollstrukturen direkt innerhalb der Regeln zu spe-
zifizieren, wird hier zuna¨chst Java, spa¨ter das - parallel zu ModGraph entwickelte -
Xcore verwendet. Die Verhaltensmodellierung ist damit in einen prozeduralen und einen
regelbasierten Anteil aufgeteilt. Somit verfolgt ModGraph einen hybriden Ansatz zur
Verhaltensmodellierung. Eine U¨bersicht hierzu ist in Abbildung 5.2 dargestellt. Proze-
durales Verhalten wird in Xcore, genauer mit den darin enthaltenen Xbase-Operationen,
oder in Java spezifiziert, wa¨hrend regelbasiertes Verhalten mit Graphtransformations-
regeln spezifiziert wird. Zudem besteht bei der Verwendung von Xcore die Mo¨glichkeit,
das statische Modell in Xcore, statt durch ein Ecore-Klassendiagramm zu spezifizieren.
Einer der Vorteile dieses hybriden Ansatzes ist die Steuerbarkeit der Regeln durch
einen konzisen und textuellen Kontrollfluss, der sich an der strukturierten Programmie-
rung orientiert. Man spricht in diesem Zusammenhang von einem programmierten Gra-
phersetzungssystem. Des Weiteren wird Xcore aufgrund der in [20] gefundenen Fakten,
dass grafisch dargestellte Kontrollflu¨sse keinen Abstraktionsgewinn bieten, als Kontroll-
flusssprache ausgewa¨hlt.
Die strikte Trennung von prozeduralen und regelbasierten Anteilen tra¨gt zudem zur
U¨bersichtlichkeit des Modells bei. Jede Regel ist einzeln definiert und trotzdem naht-
los in das Modell integriert. Diese Integration wird durch einen Aufrufmechanismus
zwischen der Regel und ihrem Kontrollfluss realisiert. Jede Regel implementiert eine
Operation. Der Kontrollfluss implementiert eine andere Operation und ruft die durch
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die Regeln implementierten Operationen auf. Zudem ko¨nnen aus den Regeln Operatio-
nen aufgerufen werden, die einfache A¨nderungsoperationen beschreiben. Dabei handelt
es sich um Operationen wie Datumsabfragen oder Berechnungen, die so einfach sind,
dass ihre Implementierung mit einer Regel dem sprichwo¨rtlichen
”
mit Kanonenkugeln
auf Spatzen schießen“ entsprechen wu¨rde. Es entsteht eine Symbiose von regelbasierter
und prozeduraler Modellierung.
Ein weiterer Vorteil des hybriden Ansatzes ist in der strikten Trennung von proze-
duralen und regelbasierten Komponenten zu finden. Die Regeln ko¨nnen plattformun-
abha¨ngig - im Sinne von unabha¨ngig von einer Programmiersprache - modelliert wer-
den. Sie enthalten dadurch keine Quelltextfragmente, wie sie zum Beispiel in Fujaba
[83] gebra¨uchlich sind. Gleichzeitig fu¨hrt das Fehlen von Quelltextfragmenten zu einer
Erho¨hung des Abstraktionsniveaus der Regel. Damit ist auch die generierte Zielsprache
zuna¨chst frei wa¨hlbar. Eine gewo¨hnliche Programmiersprache ist dabei genauso mo¨glich
wie eine Modellierungssprache. ModGraphs hybrider Ansatz favorisiert, wie in den Ab-
bildungen 5.1 und 5.2 gezeigt, Java als gewo¨hnliche Programmiersprache und Xcore als
textuelle Modellierungssprache. Er erfordert eine Reihe von Generatoren, die in Abbil-
dung 5.1 dunkelblau dargestellt sind. Diese erzeugen das ausfu¨hrbare Modell. Dazu wird
entweder ausfu¨hrbarer Java-Quelltext aus den Modellen erzeugt oder das Xcore-Modell
erweitert, indem die Regel in eine Xbase-Operation transformiert wird. Beide Varianten
liefern ein ausfu¨hrbares (Gesamt-)Modell, das nicht weiter nachbearbeitet werden muss.
Die Interaktion der Modelle und Generatoren wird im Folgenden genauer erla¨utert. Un-
ter anderem wird gekla¨rt, wie eine Graphtransformationsregel mit dem Ecore-Modell
durch Referenzierung zusammenspielt und wie der Kontrollfluss zur Steuerung der Re-
geln verwendet werden kann.
Bereits jetzt wird jedoch eines klargestellt: Das Ziel von ModGraph besteht darin,
Komponenten zu entwickeln, die in eine umfassende Modellierungsumgebung integriert
sind. Dies erfolgt durch eine nahtlose Integration von ModGraph in das EMF-Rahmen-
werk. Diese spiegelt sich in der Architektur des Gesamtsystems wieder.
5.2 Entwurf der Graphtransformationsregeln
In Teil I, Abschnitt 2.6, wurde das Konzept einer Graphtransformation und deren An-
wendung auf einen Graphen zur strukturellen A¨nderung desselben beschrieben. Die fol-
genden Ausfu¨hrungen bauen auf Abschnitt 2.6 auf und bescha¨ftigen sich mit der Inte-
gration von Graphtransformationsregeln in EMF und dem Aufbau dieser Regeln.
5.2.1 Das Ecore-Modell als Graph
Graphtransformationsregeln operieren im Allgemeinen auf attribuierten Graphen. Das
Datenmodell attribuierter Graphen besteht, wie aus der Definition des Graphen in Ab-
schnitt 2.6.1 ersichtlich, aus Knoten, die Attribute tragen und Kanten. Jede Kante ver-
bindet zwei Knoten. Dabei ist eine Kante im einfachsten Fall als Tripel, bestehend aus
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Quellknoten, Typ und Ziel definiert. Die Kanten sind damit gerichtet, bleiben jedoch
bidirektional traversierbar.
ModGraph nutzt Ecore zur strukturellen Modellierung und hat sich zum Ziel gesetzt,
die Regeln auf Instanzen von Ecore-Modellen anzuwenden. Damit ist das im Weiteren
genutzte Datenmodell auf Ecore, d.h. auf ein objektorientiertes Datenmodell, festgelegt.
Dies wirkt sich auf die Graphtransformationsregeln aus. Um Graphtransformationsre-
geln auf Modellinstanzen anwenden zu ko¨nnen, muss zuna¨chst untersucht werden, wie
die Instanzen als Graphen aufgefasst werden ko¨nnen und welchen Einschra¨nkungen sie
gegenu¨ber dem allgemeinen attribuierten Graphen unterliegen.
Eine Modellinstanz la¨sst sich als Graph auffassen, indem man die Objekte (Instanzen
der Klassen) als Knoten und die Links (Instanzen der Referenzen) als Kanten inter-
pretiert. Objekte und deren Attribute lassen sich eins zu eins auf Knoten und Knoten-
attribute abbilden. Beziehungen weisen jedoch einige Besonderheiten auf, die in den
ModGraph-Regeln beru¨cksichtigt werden mu¨ssen.
In Ecore werden den Referenzen Multiplizita¨ten zugeordnet. Sie stellen Beziehungen
zwischen Objekten dar, die u.U. auch Enthaltenseinsbeziehungen repra¨sentieren. Diese
Beziehungen ko¨nnen geordnet sein. Zudem wird zwischen uni- und bidirektionalen Refe-
renzen unterschieden. Daraus ergeben sich verschiedene Konsistenzbedingungen1 an die
Links:
K1 Referenzielle Integrita¨t : Quell- und Zielobjekt eines Links mu¨ssen existieren.
K2 Bidirektionalita¨t : Bei bidirektionalen Referenzen muss zu jedem Vorwa¨rts- ein Ru¨ck-
wa¨rtslink existieren.
K3 Exklusivita¨t : Jedem Objekt muss ein eindeutiger Beha¨lter zugeordnet sein.
K4 Zyklenfreiheit : Enhaltensseinsbeziehungen du¨rfen keine Zyklen bilden.
K5 Transitives Lo¨schen: Wird ein Objekt gelo¨scht, mu¨ssen alle enthaltenen Objekte
ebenfalls gelo¨scht werden.
K6 Einhaltung der Multiplizita¨t : Die Anzahl der Links darf die durch die Multiplizita¨t
der Referenz angegebenen Schranken nicht verlassen.
Wie diese Konsistenzbedingungen bei der Anwendung einer Graphtransformationsregel
eingehalten werden, wird nun untersucht.
Unidirektionale Referenzen
Unidirektionale Referenzen sind nur in eine Richtung navigierbar. Sie werden verwendet,
um Modelle effizienter zu gestalten, indem unno¨tige Ru¨ckrichtungen eingespart werden.
Außerdem erfordert die Definition einer unidirektionalen Referenz lediglich eine Erwei-
terung der Quellklasse, wa¨hrend die Zielklasse unvera¨ndert bleibt.
1Die relevanten Textstellen zu den Konsistenzbedingungen K3-K5 in den Standards sind: MOF 2.4
Beta, S. 39, UML Infrastructure 2.4, S. 98 bzw. 113.
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Das sonst u¨bliche Datenmodell des attribuierten Graphen sieht nur bidirektionale
(gerichtete) Beziehungen vor. Damit ergeben sich zwei Probleme:
P1 Das Lo¨schen eines Knotens im Graphdatenmodell beinhaltet das Entfernen aller
adjazenten Kanten. Fu¨r das Lo¨schen eines Objekts mu¨ssen demnach auch die ein-
laufenden, nicht navigierbaren Kanten gelo¨scht werden.
P2 Bei der Mustersuche, die zur Ausfu¨hrung der Regel no¨tig ist, ko¨nnen Knoten und
damit die zugeho¨rigen Objekte nicht erreicht werden, wenn sie in der falschen
Richtung mit einem bekannten Objekt verbunden sind.
P1muss gelo¨st werden, um die referenzielle Integrita¨t (K1) des Links zu gewa¨hrleisten.
Bezu¨glich des Lo¨schens stellt EMF eine passende Hilfsklasse (EcoreUtil) zur Verfu¨gung,
die eine Methode zum Lo¨schen eines Objekts und seines Kontexts bereit stellt. Damit
werden auch alle verbundenen Links gelo¨scht.
P2 kann nur gelo¨st werden, indem jede Regel bereits vor der Mustersuche sicherstellt,
dass alle zu suchenden Objekte erreichbar sind. Dies ist in der von ModGraph genutz-
ten navigierenden Mustersuche begru¨ndet, die Parameter und das aktuelle Objekt als
Ausgangspunkt der Suche nutzt. Dazu wird die Validierung verwendet. Sie stellt sicher,
dass eine Kante oder ein Pfad (eine Folge von Kanten) existiert, so dass jedes Objekt
von einem bekannten Objekt aus erreichbar ist.
Bidirektionale Referenzen
Bidirektionale Referenzen sind in beide Richtungen navigierbar. Sie entsprechen insofern
einer Kante im Graphen. Allerdings sind sie in Ecore streng genommen aus zwei auf-
einander verweisenden (und damit zu einem Paar zusammengefassten) unidirektionalen
Referenzen aufgebaut. Damit ergibt sich folgendes Problem:
P3 Die beiden einzelnen Links mu¨ssen konsistent gehalten werden. Es du¨rfen keinerlei
inkonsistente Operationen auf den Links ausgefu¨hrt werden.
P4 Vorwa¨rts- und Ru¨ckwa¨rtslink ko¨nnen innerhalb einer Regel inkonsistent spezifiziert
werden.
P3 ist durch die Quelltextgenerierung in EMF bereits gelo¨st. Wird ein Link vera¨ndert,
so wird der gegenu¨berliegende ebenso angepasst. Die Konsistenzbedingung der Bidirek-
tionalita¨t (K2) ist demnach nicht verletzt. P4 tritt auf, sobald beide Richtungen der
Referenz in der Regel durch Links verschiedener Status eingezeichnet sind. So kann der
Vorwa¨rtslink nicht erstellt oder erhalten werden, wa¨hrend der Ru¨ckwa¨rtslink gelo¨scht
wird. Eine solche Regel ist nicht anwendbar. Dieses Problem wird durch die Validierung
der Regeln u¨berpru¨ft. Dabei du¨rfen Links grundsa¨tzlich nicht zweimal eingezeichnet
werden. Da Vorwa¨rts- und Ru¨ckwa¨rtslink sich gegenseitig bedingen, werden sie als In-
stanzen derselben bidirektionalen Referenz aufgefasst. Sie du¨rfen daher nicht gleichzeitig
zwischen dem selben Objektpaar in einer Regel vorkommen.
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Damit ist auch die Mustersuche von P4 betroffen. Sie fordert die Erreichbarkeit der
unbekannten Knoten von bekannten aus, durch Navigation der Links. ModGraph erlaubt
die Ru¨ckwa¨rtsnavigation eines Links, sofern der (nicht eingezeichnete, jedoch implizit ge-
gebene) entgegengesetzte Link existiert. So spielt auch bei der Mustersuche die Richtung
des Links, der die bidirektionale Referenz instanziiert, keine Rolle.
Multiplizita¨ten der Referenzen
In Graphen du¨rfen Knoten durch beliebig viele Kanten verbunden werden, sofern Kan-
tentypen nur den Quell- und Zieltyp von Knoten einschra¨nken. Wird die mengentheore-
tische Definition des Graphen verwendet, so wird dem Wirtsgraphen einfach eine weitere
Kante als Tripel aus Quelle, Typ und Ziel hinzugefu¨gt oder eben entfernt.
In Ecore sind den Referenzen jedoch einzuhaltende Multiplizita¨ten (K6) zugeordnet,
was zu folgenden Problemen fu¨hrt:
P5 Die maximale Multiplizita¨t einer Referenz darf durch die Anzahl der Links nicht
u¨berschritten werden.
P6 Die minimale Multiplizita¨t einer Referenz darf nicht unterschritten werden.
Ecore unterscheidet bei der Codegenerierung bezu¨glich der maximalen Multiplizita¨t in
P5 lediglich zwischen einwertigen und mengenwertigen Referenzen. Mengenwertige Re-
ferenzen du¨rfen beliebig oft auftreten. Daher ko¨nnen sie beliebig oft gesetzt werden und
verhalten sich wie die oben genannten Kanten im Graphen. Einwertige Referenzen je-
doch werden durch Zuweisungen manipuliert, die einen Seiteneffekt aufweisen. Bei jeder
Zuweisung geht der vorher zugewiesene Link verloren. Dies wird in ModGraph toleriert
und unterstu¨tzt: Ein zusa¨tzlicher explizit als zu lo¨schend eingezeichneter Link ist nicht
erforderlich.
Allerdings du¨rfen eine einwertige Referenz instanziierende Links nicht mehrmals aus
einem Objekt der Regel auslaufen (auch nicht, wenn sie nur implizit durch ihren jeweili-
gen entgegengesetzten Link eingezeichnet sind), es sei denn, die Ersetzung wird explizit
angegeben. Das mehrmalige Auftreten einwertiger Links wird durch die Validierung er-
kannt.
EMF garantiert nicht, dass die minimalen Multiplizita¨ten nicht unterschritten werden.
Deshalb wird in ModGraph ebenfalls nicht versucht, P6 zu garantieren.
An dieser Stelle sei angemerkt, dass EMF bei der Modellierung mit Ecore beliebige
Zahlenwerte fu¨r die oberen und unteren Schranken zula¨sst. Dies ist ein seltener Son-
derfall. ModGraph pru¨ft hier lediglich, dass die Anzahl der Links einer Regel die obere
Schranke nicht u¨berschreitet und u¨berla¨sst die weitere Verwaltung EMF.
Geordnete Referenzen
In EMF sind derzeit alle mengenwertigen Referenzen geordnet. Sie werden als Listen im-
plementiert. In vielen Fa¨llen ist die Reihenfolge der Links nicht relevant und es wird das
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Standardverhalten von EMF genutzt, neue Links am Ende der Liste einzufu¨gen. Manch-
mal ist die Reihenfolge jedoch wichtig, woraus sich fu¨r die Regeln folgendes Problem
ergibt:
P7 Die Position beim Einfu¨gen des Links in eine Liste, die eine geordnete mehrwertige
Referenz repra¨sentiert, ist nicht definiert.
ModGraph bietet zur Lo¨sung von P7 das Konzept der geordneten Links an. Dabei kann
angegeben werden, ob ein Link am Anfang, am Ende, an einer bestimmten Stelle oder
vor bzw. nach einem angegebenen Element (das durch seinen Namen vorgegeben wird)
eingefu¨gt wird.
Enthaltenseinsbeziehungen
EMF unterstu¨tzt Containment-Referenzen, die Enthaltenseinsbeziehungen darstellen.
Sie du¨rfen keinerlei Zyklen enthalten (K4). Da sie jedem Objekt ho¨chstens einen Con-
tainer zuweisen, unterliegen sie ebenfalls der Exklusivita¨t (K3). Außerdem definieren
sie, welche Objekte transitiv gelo¨scht werden mu¨ssen (K5). Dadurch entstehen einige
Probleme, die in den Regeln beru¨cksichtigt werden mu¨ssen:
P8 Ein Objekt kann potenziell in mehrere Container eingefu¨gt werden.
P9 Durch die Erzeugung von zugeho¨rigen Links ko¨nnen Zyklen in den Enthaltenseins-
beziehungen entstehen.
P10 Ist ein Objekt durch eine Enthaltenseinsbeziehung mit einem zu lo¨schenden ande-
ren Objekt verbunden, muss es ebenso gelo¨scht werden.
Zur Lo¨sung von P8 wird die Eindeutigkeit des Containers in ModGraph zuna¨chst ana-
log zur Eindeutigkeit einwertiger Referenzen behandelt. Dies ist eine geeignete Methode,
solange auch das strukturelle Modell nur einen mo¨glichen Container erlaubt. Da das
Ecore-Modell jedoch die Modellierung mehrerer eingehender Containment-Referenzen
in eine Klasse erlaubt, muss die Exklusivita¨t des Containers bei Objekten weitergehend
gepru¨ft werden: Es du¨rfen keinesfalls mehrere Links, die verschiedene - auf Modellebene
erlaubte - Containment-Referenzen instanziieren, in ein Objekt eingehen, da ansonsten
die Exklusivita¨t (K3) verletzt ist. Dies muss zur Laufzeit gepru¨ft werden, da sie nicht
zwingend in der Regel vorkommen.
Obwohl der direkte Container des Objekts eindeutig ist, ko¨nnen sich trotzdem Zyklen
in der Containment-Hierarchie aufbauen (P9). Um diese zu erkennen, sind statische
und dynamische U¨berpru¨fungen notwendig. Die Regel wird auf Zyklenfreiheit validiert,
indem gepru¨ft wird, ob die eingezeichneten Links bereits zu einem Zyklus fu¨hren. Ist
dies der Fall, ist die Regel nicht ausfu¨hrbar. Da in der Regel nicht zwingend der gesamte
Kontext eines Objekts angegeben ist, muss die Zyklenfreiheit zur Laufzeit nochmals
auf der gesamten Instanz gepru¨ft werden. Dies geschieht in einem letzten Schritt der
Mustersuche. Damit ist die Zyklenfreiheit eine implizite Anwendbarkeitsbedingung fu¨r
die Regel.
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Bleibt P10 zu betrachten, zu dessen Lo¨sung das transitive Lo¨schen erfolgreich ver-
wirklicht werden muss. Sind Objekte durch eine Enthaltenseinsbeziehung verbunden und
wird ein Container gelo¨scht, so mu¨ssen alle enthaltenen Objekte ebenso gelo¨scht werden
(K5). Die Klasse EcoreUtil stellt eine Mo¨glichkeit hierfu¨r bereit, die in ModGraph ge-
nutzt wird. Damit hat das Lo¨schen eines Objekts einen Seiteneffekt auf andere Objekte.
Dies wirkt sich auch auf die Konsistenz der Graphtransformationsregeln aus. Ein zu
lo¨schender Knoten wird u¨ber einer Container-Klasse typisiert, ein zu erhaltender Kno-
ten u¨ber einer Klasse innerhalb des Containers. Sind beide durch einen zu lo¨schenden,
die Containment-Referenz instanziiernden Link verbunden, ist die Regel inkonsistent.
Dies kann durch die ModGraph Validierung statisch gepru¨ft werden. Es wird gefordert,
dass der Container und das beinhaltete Objekt denselben Status aufweisen. Das alleinige
Lo¨schen des Containment-Links lo¨scht die Objekte im U¨brigen nicht,damit diese dann
einem anderen Container zugeordnet werden ko¨nnen.
Die Regel wird ebenso inkonsistent, wenn ein in der Containment-Hierarchie u¨ber
einem anderen stehendes Objekt gelo¨scht wird, das Objekt innerhalb des Containers je-
doch erhalten werden soll und in der Regel zwischen beiden Objekten keine Verbindung
besteht. Dies kann statisch nicht gepru¨ft werden. Die Pru¨fung findet also nach der Mus-
tersuche statt, indem gepru¨ft wird, ob ein Pfad aus Containment-Referenzen zwischen
dem zu lo¨schenden und dem zu erhaltenden Objekt existiert. Ist dies der Fall, muss die
Regelausfu¨hrung scheitern. Man kann dementsprechend auch diese Konsistenzbedingung
als implizite Anwendbarkeitsbedingung der Regel auffassen.
Fazit
Nach eingehender Betrachtung der Unterschiede wird klar, dass die Referenzen eines
Modells eine komplexere Betrachtung erfordern als Kanten in einem Graphen. Die Ein-
haltung der Konsistenzbedingungen fu¨hrt gerade bei großen Modellen zu einer Erho¨hung
der Laufzeit. Dies begru¨ndet sich einerseits im Lo¨schen, andererseits in der Pru¨fung auf
nicht erlaubte Zyklen bei Enthaltenseinsbeziehungen. Wird ein Objekt gelo¨scht, mu¨ssen
die enthaltenen Objekte gelo¨scht werden. Ebenso mu¨ssen alle einlaufenden Kanten ent-
fernt werden. Dazu ist es notwendig, das gesamte Modell zu untersuchen, was letztendlich
bei großen Modellen viel Zeit in Anspruch nimmt.
Um hohe Laufzeiten zu vermeiden, wa¨re ein konfigurierbarer ModGraph-Generator
denkbar, der es dem Nutzer u¨berla¨sst, welche der Konsistenzbedingungen eingehalten
werden. Damit ko¨nnte der Nutzer die Laufzeit direkt beeinflussen, indem er die Anzahl
der wa¨hrend der Generierung der Regeln zu beru¨cksichtigenden Konsistenzbedingungen
selbst wa¨hlt.
5.2.2 Zusammenspiel von Ecore-Modell und
Graphtransformationsregeln
Um Graphtransformationsregeln in EMF verwenden zu ko¨nnen, mu¨ssen Modell-Instan-
zen (wie eben gezeigt) als Graphen aufgefasst werden, die u¨ber dem Modell typisiert

































Abbildung 5.3: M0-Anwendung (links) und M1-Anwendung (rechts) von Graphtransformati-
onsregeln mit EMF
Abbildung 3.2) und beru¨cksichtigt, dass auch das Ecore-Metamodell ein Ecore-Modell
ist, wird die Regelanwendung auf zweierlei Ebenen ermo¨glicht. Sie sind im Folgenden
nach der Metaebene benannt, auf der die Regeln Anwendung finden.
Die M0-Anwendung einer Graphtransformationsregel
Die M0-Anwendung einer Graphtransformationsregel fu¨hrt eine endogene, u¨berschrei-
bende Transformation von Instanzen (Metaebene M0), die u¨ber einem Modell (Meta-
ebene M1) typisiert sind, durch. Sie ist in Abbildung 5.3 auf der linken Seite dargestellt.
Dabei wird ein u¨ber dem Ecore-Metamodell typisiertes Xcore- oder Ecore-Modell er-
stellt. Dieses Modell dient als Typgraph. Es gibt die Typen der Elemente der Graph-
transformationsregel vor und repra¨sentiert die abstrakte Syntax der Modellinstanz.
Die Transformationen stellen A¨nderungen an der Instanz dar. Diese werden in EMF
durch Aufrufe von - im zugeho¨rigen Xcore- oder Ecore-Modell deklarierten - Operationen
ermo¨glicht. Daher wird in ModGraph eine Graphtransformationsregel als Implementie-
rung genau einer solchen Operation einer Klasse des Ecore-Modells betrachtet.
Das Zusammenspiel der Graphtransformationsregeln und des zugeho¨rigen Ecore-Mo-
dells ist ebenfalls in Abbildung 5.3 auf der linken Seite dargestellt. Jede Regel referenziert
die Operation im Modell, die sie implementiert. Zudem sind die Elemente der Regel u¨ber
den Elementen des Ecore-Modells typisiert, was zu einer Referenzierung dieser Elemente
fu¨hrt.
Anwendung findet eine Regel auf einer Instanz. Diese kann auf eine bestimmte Bedin-
gung hin untersucht oder transformiert werden. Eine Transformation besteht hierbei aus
strukturellen A¨nderungen, wie der Erzeugung oder Lo¨schung von Objekten oder Links,
Attributzuweisungen oder weiteren Operationsaufrufen. Dabei ist zu beachten, dass es
sich um geschachtelte Operationsaufrufe handelt, da die Regel selbst fu¨r den Rumpf
einer Operation steht.
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Eine Graphtransformationsregel ist zudem immer eine Instanz des Graphtransfor-
mations-Metamodells, das in Abschnitt 6.1.1 genauer erla¨utert wird und seinerseits eine
Instanz des Ecore-Metamodells darstellt. Die hier betrachteten Graphtransformations-
regeln sind daher fu¨r und mit EMF erstellt.
Ein Beispiel fu¨r diese Art der Anwendung wird im nachfolgenden Kapitel 5.4 gegeben.
Die M1-Anwendung einer Graphtransformationsregel
Die M1-Anwendung einer Regel ist in Abbildung 5.3 auf der rechten Seite dargestellt.
Basierend auf dem Ecore-Metamodell ko¨nnen weitere Metamodelle erstellt werden. Ein
Beispiel hierfu¨r ist das Graphtransformations-Metamodell in ModGraph.
Die auf diesen Metamodellen aufbauenden Modelle ko¨nnen ebenso mit Regeln trans-
formiert werden. Dabei wird Ecores reflektierender Ansatz genutzt: Das Modell wird als
Instanz des Metamodells aufgefasst. Damit kann eine Instanz (die selbst auf Metaebene
M1 einzuordnen ist) analog zur M0-Anwendung transformiert werden, indem die Regeln
Operationen des Metamodells implementieren. Weiterhin kann dadurch auch das Ecore-
Metamodell selbst genutzt werden, da jedes Ecore-Modell (Metaebene M1) als Instanz
des Ecore-Metamodells aufgefasst werden kann. Damit ist es mo¨glich, Ecore-Modelle mit
Regeln zu transformieren. Man kann demnach argumentieren, dass es sich hierbei um
einen Spezialfall der M0-Anwendung handelt.
Ein interessanter Fall tritt auf, wenn existierende Metamodelle, wie das Ecore-Meta-
modell, genutzt werden sollen. Diese bieten nicht zwingend Operationen an, die durch
Regeln implementiert werden ko¨nnen. Um dennoch Regeln spezifizieren zu ko¨nnen, wird
ein solches Modell in ein Wrapper-Modell verpackt, das es ga¨nzlich importiert und Klas-
sen hinzufu¨gt, die die Operationen zur Verfu¨gung stellen. Diese Vorgehensweise wird
auch in Kapitel 8 verfolgt.
5.2.3 Aufbau einer Graphtransformationsregel
Jede Regel besteht aus Vorbedingungen, Nachbedingungen, einem Graphmuster und ne-
gativen Anwendbarkeitsbedingungen. Die Bedingungen bilden das Kontraktmodell der
Regel. Ihr schematischer Aufbau ist in Abbildung 5.4 gezeigt. Die Graphtransformations-
regeln werden grafisch dargestellt. Die Erstellung des dazu no¨tigen Editors fu¨r ModGraph
wird in Abschnitt 7.3 genauer betrachtet.
Das Graphmuster bildet die Kernkomponente der Regel. Es besteht aus einem sta-
tischen und einem dynamischen Teil. Das Graphmuster entspricht einer zusammen-
gefu¨gten Ansicht von linker und rechter Regelseite einer Graphtransformation, wie sie
in Abschnitt 2.6 beschrieben wurde. Darin wird das zu suchende Objekt-Muster in der
Instanz (statischer Teil) und alle an diesem vorzunehmenden A¨nderungen (dynamischer
Teil) spezifiziert. Durch die zusammengefu¨hrte Modellierung von linker und rechter Re-
gelseite ist es zudem mo¨glich, Graphtests zu spezifizieren, indem keine A¨nderungen an-
gegeben werden. Hier wird gepru¨ft, ob ein Muster in einer Instanz vorliegt. Analog
ko¨nnen Graphanfragen erstellt werden. Sie lesen Informationen u¨ber Objekte, Attribu-


















Abbildung 5.4: Schematischer Aufbau einer Graphtransformationsregel in ModGraph am Bei-
spiel moveAttribute(EAttribute ma, EClass target)
einem UML-Kommunikationsdiagramm (siehe [42]), welches auch aus einem statischen
Teil - dem zugrundeliegenden Objektdiagramm - und einem dynamischen Teil - den
A¨nderungsoperationen - besteht.
Die in Abbildung 5.4 beispielhaft abgebildete Regel zeigt die Implementierung der oft
genutzten - dem Leser ho¨chstwahrscheinlich bekannten - Refactoring-Operation moveAt-
tribute(EAttribute ma, EClass target) auf einem Modell. Diese M1-Anwendung der Regel
zeigt die Verschiebung eines Attributs ma von einer Klasse source in eine andere Klasse
target. Die Transformation wurde u¨ber dem Ecore-Metamodell (siehe Kapitel 3.4) spezifi-
ziert. Da dieses keine eigenen Operationen modelliert, wird ein Wrapper-Modell genutzt,
welches in Kapitel 8 dargestellt wird und die Refactoring-Operationen bereitstellt.
Vorbedingungen werden oberhalb, Nachbedingungen unterhalb der Kernkomponente
der Regel angegeben. Sie sind konjunktiv verknu¨pft und werden in OCL oder Xcore spezi-
fiziert. Die Einbindung von OCL- und Xcore-Ausdru¨cken erho¨ht die Ausdrucksfa¨higkeit
der Regel gegenu¨ber einer rein graphbasierten Darstellung enorm. Negative Anwend-
barkeitsbedingungen (NACs) werden analog zum Graphmuster grafisch dargestellt. Sie
beinhalten verbotene Objekt-Muster. Im Beispiel aus Abbildung 5.4 darf die Klasse
target kein Attribut enthalten, das den Namen des zu verschiebenden Attributs tra¨gt.
Treten mehrere NACs auf, so werden diese ebenfalls konjunktiv verknu¨pft. Dies bedeu-
tet, dass keine der NACs zutreffen darf.
Eine Alternative zu den NACs, um Verbote durch Graphen darzustellen, sind negative
Objekte und Links. Sie werden hier, aufgrund ihrer geringeren Ausdruckssta¨rke, nicht
genutzt. Die gro¨ßere Ausdrucksma¨chtigkeit der NACs fu¨hrt jedoch zu Redundanzen. Da
zwei Graphen modelliert werden, ko¨nnen Knoten doppelt auftreten. Dies wird einerseits
durch die Wiederverwendbarkeit der gebundenen Knoten, andererseits durch die gebun-
denen Knoten der NAC begu¨nstigt, die speziell eingefu¨hrt werden, um ungebundene
Knoten im Graphmuster zu referenzieren. Hierbei wird genutzt, dass das Graphmuster
immer vor der NAC auf die Instanz abgebildet wird.
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An dieser Stelle sei bemerkt, dass Knoten im Allgemeinen letztendlich auf das selbe
Objekt abgebildet werden du¨rfen. ModGraphs Abbildung der Graphen auf die Instanz
ist also homomorph. Die Objekt-Muster im Graphmuster und in den NACs werden bei
der in Abschnitt 6.2.2 erkla¨rten Mustersuche auf die Modellinstanz abgebildet.
Knoten, die Objekte repra¨sentieren, sind gebunden oder ungebunden, ein- oder mehr-
wertig. Mehrwertige Knoten bieten eine kompakte Schreibweise zur Behandlung von
Mengen typgleicher Objekte an (und sparen damit Schleifen u¨ber Regeln ein). Zudem
sind optionale und obligatorische Knoten erlaubt.
Gebundene Knoten stehen stellvertretend fu¨r alle vor Ausfu¨hrung der Operation be-
reits bekannten Objekte. Da ModGraphs Regeln parametrisiert sind, handelt es sich
neben dem aktuellen Objekt, das in Java-Analogie mit this gekennzeichnet wird und auf
dem die Methode aufgerufen wird, um die u¨ber einer Klasse typisierten, ein- und mehr-
wertigen Parameter einer Operation. Da ihr Typ bereits festgelegt ist, wird er in der
Regel nicht na¨her spezifiziert, es sei denn, es findet eine Typumwandlung des Parame-
ters statt. Parametertypen ko¨nnen alternativ zur Klasse auch Datentypen sein. In diesem
Fall werden Parameter innerhalb der Regel in Bedingungen an die (Knoten der) Regel
oder in Wertzuweisungen genutzt. In Abbildung 5.4 sind die Parameter der Operation
die Zielklasse target und das zu verschiebende Attribut ma.
Ein- oder mehrwertige ungebundene Knoten stehen stellvertretend fu¨r Instanzen von
Klassen. Sie mu¨ssen wa¨hrend der Mustersuche in der Instanz gefunden werden und
ko¨nnen als Ru¨ckgabeparameter der Regel und damit der Operation dienen, indem sie
mit << out >> gekennzeichnet werden. Alternativ ko¨nnten auch alle (ungebundenen)
Objekte der Regel zuru¨ckgegeben werden. Dies erscheint jedoch hier nicht sinnvoll, da
Operationen einen Ru¨ckgabewert haben und die Regeln diese implementieren.
Knoten, ausgenommen der das aktuelle Objekt repra¨sentierende, sind optional oder
obligatorisch. Wa¨hrend obligatorische Knoten auf die Instanz abgebildet werden mu¨ssen,
ko¨nnen optionale bei Anwendung der Regel fehlen. Ein optionaler Knoten wird mit
<< optional >> gekennzeichnet. Da EMF letztlich Java-Code generiert, der keine op-
tionalen Parameter unterstu¨tzt, werden diese als mo¨glicherweise null-wertige Parameter
umgesetzt.
Die Knoten ko¨nnen durch zwei Arten von Kanten, Links und Pfade, verbunden wer-
den. Links stehen fu¨r Instanzen von Referenzen. Ein Link, der zwei einfache Objekte
verbindet, ist ebenfalls einfach. Einer, der einen mehrwertigen Knoten als Quelle oder
Ziel hat, wird in der Instanz unter Umsta¨nden auf mehrere Instanzen der zugeho¨rigen Re-
ferenz abgebildet. Beginnt oder endet ein Link an einem optionalen Knoten, ist er ebenso
optional. Die explizite Kennzeichnung eines Links als optional ist nicht vorgesehen. Um
geordnete Referenzen korrekt zu instanziieren, werden geordnete Links angeboten. Diese
erlauben das Einfu¨gen des Links an einer vorgegebenen Position.
Pfade sind abgeleitete Referenzen. Sie haben keinen Status und sind mit einem Pfad-
ausdruck markiert. Dieser erho¨ht ebenfalls die Ausdrucksfa¨higkeit der Regel. Ein Pfad-
ausdruck wird auf dem Quellobjekt des Pfads ausgewertet und gibt genau die Objekte
zuru¨ck, welche die im Ausdruck angegebene Bedingung erfu¨llen. Zur Angabe eines Pfades
zwischen zwei Knoten ist die Existenz einer Referenz zwischen den zugeho¨rigen Klassen
nicht notwendig. Damit erho¨hen sie das Abstraktionsniveau der Regel.
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Außerdem du¨rfen keine Links - und auch keine Pfade - zwischen mehrwertigen Knoten
gezogen werden, da es schwierig ist, in diesem Fall eine eindeutige und sinnvolle Semantik
zu definieren.
Die Knoten ko¨nnen Bedingungen und A¨nderungen enthalten. Bedingungen sind entwe-
der OCL-Ausdru¨cke oder werden direkt an die Werte der Attribute des Knotens gestellt.
A¨nderungen sind in Form von Wertzuweisungen an Attribute oder Operationsaufrufen
zula¨ssig.
Um A¨nderungen vornehmen zu ko¨nnen, tragen Objekte und Links des Graphmusters
einen Status. Dieser ist entweder erzeugen (++ Markierung), erhalten (keine Markie-
rung) oder lo¨schen (−− Markierung). Parameter du¨rfen dabei nicht erzeugt werden, da
sie bereits bei Aufruf der Regel bekannt sind. Das aktuelle Objekt ist per Definition zu
erhalten. Zu erzeugende Knoten sind immer einwertig, obligatorisch und werden u¨ber
einer nicht-abstrakten Klasse typisiert. Wu¨rde man die Erzeugung optionaler oder mehr-
wertiger Knoten zulassen, mu¨sste festgelegt werden, wie viele Objekte in Abha¨ngigkeit
von welchen Bedingungen erzeugt werden sollen.
In Abbildung 5.4 sind alle Knoten zu erhalten und tragen daher keine Markierung. Die
zwei Links, welche die Referenz eContainingClass des Ecore-Metamodells instanziieren,
sind jedoch statusbehaftet. Der Link zwischen ma und source wird gelo¨scht, derjenige
zwischen ma und target wird erzeugt. Der Link und die Objekte in der NAC in Abbildung
5.4 bleiben erhalten, da NACs keine Vera¨nderungen, sondern Verbote spezifizieren.
Der Ablauf einer Transformation wird als eine atomare Aktion aufgefasst, die aus fol-
genden Schritten aufgebaut ist: Vorbedingungen werden gepru¨ft, bevor das Graphmuster
betrachtet wird. Die negativen Anwendbarkeitsbedingungen werden wa¨hrend der Mus-
tersuche nach einem erfolgreichen Fund des Graphmusters in der Instanz gepru¨ft. Ist
keine NAC erfu¨llt, werden die im Graphmuster definierten A¨nderungen ausgefu¨hrt. Die
Nachbedingungen werden erst nach erfolgreicher Anwendung der A¨nderungen u¨berpru¨ft.
Dabei kann die Regel an verschiedenen Stellen scheitern. Sind die Vorbedingungen
nicht erfu¨llt, ist die durch das Graphmuster vorgegebene Objektstruktur nicht auf-
findbar oder das innerhalb einer NAC spezifizierte Muster auffindbar, ist die Regel
nicht ausfu¨hrbar. Die Instanz bleibt damit unvera¨ndert. Semantisch gesehen, gibt es im
U¨brigen einen Unterschied zwischen einer Vorbedingung und dem durch das Graphmus-
ter gegebene, zur Ausfu¨hrung der Regel beno¨tigte Objektmuster. Zwar stellen beide
positive Anwendbarkeitsbedingungen an die Regel, allerdings sind die Vorbedingungen
auf die bei Aufruf der Regel bekannten Objekte beschra¨nkt. Im Graphmuster ko¨nnen
jedoch beliebige Muster, die wa¨hrend der Mustersuche gepru¨ft werden, als Bedingung
an die Regel gestellt werden.
Scheitert eine Nachbedingung, ist die Instanz inkonsistent. Da die Regeln nicht inver-
tierbar sind und an dieser Stelle kein Backtracking mit ModGraph mo¨glich ist, muss die
Konsistenz vom Nutzer wiederhergestellt werden. Dazu bietet sich die Definition von
Reparaturregeln an.
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5.3 Ausfu¨hrung des Modells
Zur Ausfu¨hrung eines Modells ist seine Validita¨t zwingend erforderlich. EMF bietet be-
reits eine Validierung fu¨r Ecore-Klassendiagramme an. Die Validierung der zugeho¨rigen
Graphtransformationsregeln u¨bernimmt der ModGraph-Validator. Dieser ist zum einen
Teil des Editors und verhindert bereits bei der Erstellung der Regeln durch eine Live-
Validierung grobe syntaktische Fehler, wie zum Beispiel das Ziehen eines zu erzeugenden
Links zwischen zwei zu lo¨schenden Knoten. Zum anderen validiert er durch eine Batch-
Validierung jede Regel gegen das Graphtransformations-Metamodell und gegen das ihr
zugeordnete Ecore-Modell. Nach dieser Validierung wird lauffa¨higer Java-Quelltext aus
dem Ecore-Modell und aus den Graphtransformationsregeln erzeugt oder das Modell
nach Xcore u¨bersetzt.
Der EMF-Generator unterstu¨tzt die Generierung von Java-Quelltext aus Ecore-Model-
len. Fu¨r benutzerdefinierte Methoden werden lediglich Rahmen erzeugt, die der Pro-
grammierer ausfu¨llen muss.2 Hier setzt ModGraph an: Fu¨r Methoden wird ausfu¨hrbarer
Code erzeugt, der auf Graphtransformationsregeln basiert. Dieser wird direkt in den
EMF-generierten Quelltext eingebettet. Der Aufbau einer so erzeugten Methode wird
in Abschnitt 7.2.1 genauer erla¨utert, da hier zuna¨chst das Konzept der Mustersuche
erkla¨rt werden muss. Zur Steuerung der Ausfu¨hrung der Graphtransformationsregeln
werden entweder Kontrollstrukturen direkt in Java implementiert oder in Xcore model-
liert und mittels des Xcore-Generators in Java-Methoden u¨bersetzt, wie in Abbildung
5.1 dargestellt ist.
Zudem besteht die Mo¨glichkeit, aus den Regeln Xcore-Code zu generieren, der in ein
bestehende Xcore-Modell eingefu¨gt wird, die Kontrollflu¨sse in Xbase zu beschreiben und
damit ein ausfu¨hrbares Xcore-Modell zu erzeugen, das sowohl interpretiert als auch in
Java-Quelltext u¨bersetzt werden kann. Auf diese Weise ko¨nnen die Graphtransformati-
onsregeln zu Test- und Debug-Zwecken indirekt interpretiert werden.
Die Codegeneratoren erzeugen insgesamt ausfu¨hrbaren, EMF-kompatiblen Java-Quell-
text. Dieser kann beispielsweise anschließend mit einer grafischen Oberfla¨che versehen
und dadurch fu¨r den Endbenutzer nutzbar gemacht werden. Denkbar ist hierbei die
Verwendung des Model-View-Controller-Entwurfsmusters zur Kopplung von grafischer
Oberfla¨che und generiertem Quelltext.
5.4 Informelle Spracheinfu¨hrung am Beispiel
Zur informellen Einfu¨hrung der Sprache fu¨r Graphtransformationsregeln in ModGraph
steht eine Reihe kleinerer Beispiele zur Verfu¨gung, die im Rahmen der Werkzeugent-
wicklung erstellt wurden. Dabei wurde auf die Funktionalita¨t der Beispiele und die
sinnvolle Nutzung von Graphtransformationsregeln Wert gelegt. Grafische Oberfla¨chen
2EMF bietet zur Ausfu¨hrung seiner Modelle einen Quelltext-Generator und einen Interpreter an. Da
die reine EMF-Interpretation die Ausfu¨hrung von benutzerdefinierten Operationen nicht vorsieht,
wird hier die Integration von ModGraph in den EMF-generierten Quelltext betrachtet.
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existieren nicht. Die gro¨ßeren dieser kleinen Beispiele finden sich auf der ModGraph-
Homepage (http://btn1x4.inf.uni-bayreuth.de/modgraph/homepage). Sie model-
lieren einen Online-Kalender (a¨hnlich zu Mozilla-Lightning3), einen Bugtracker (a¨hnlich
zu Bugzilla4) zur Verwaltung von Fehlern in einer Software und eine Versionsverwaltung,
die das Concurrent Versions System [22] darstellt.
Eines dieser Beispiele, der Bugtracker, wird im Folgenden vorgestellt. Dabei werden
die wichtigsten Sprachbestandteile der hier entwickelten Sprache fu¨r Graphtransforma-
tionsregeln und deren Vorteile erkla¨rt. Das Beispiel zielt darauf ab, mo¨glichst viele Ei-
genschaften von ModGraph abzudecken.
Die statische Struktur des hier betrachteten Beispiels Bugtracker wird zuna¨chst mit
einem Ecore-Modell erstellt, dessen modellierte Operationen mit Graphtransformati-
onsregeln implementiert werden. Die prozeduralen Elemente werden zuna¨chst in Java
programmiert, spa¨ter in Xcore modelliert. Das Beispiel begleitete demnach große Teile
des Entwicklungsprozesses von ModGraph.
5.4.1 Das Bugtracker-Ecore-Modell
Den Ausgangspunkt der Modellierung bildet das Ecore-Modell, welches als Klassendia-
gramm im Abbildung 5.5 dargestellt ist. Es entha¨lt eine zentrale Klasse BugTracker,
die als globaler Container des Modells dient. Sie beinhaltet Nutzer (Klasse User), die
Mitglieder in mindestens einer Gruppe (Klasse Group) sind. Jeder Nutzer hat diverse
Namen und eine Email-Adresse. Gruppen haben einen eindeutigen Namen und eine Be-
schreibung. Zudem verwaltet der Bugtracker Projekte (Klasse Project). Jedem Projekt
ist ebenfalls ein eindeutiger Name und eine Beschreibung zugeordnet.5 Die Projekte sind
fu¨r Nutzer bestimmter Gruppen zuga¨nglich (Referenz accesibleProjects). Jedes Projekt
hat einen Projektleiter aus der Gruppe der Nutzer (Referenz leader). Projekte bestehen
aus Tickets (Klasse Ticket), welche die fu¨r das Projekt bekannten Fehler beinhalten.
Tickets enthalten eine - durch den Bugtracker verwaltete - eindeutige Nummer und das
Datum ihrer Erstellung. Des Weiteren beinhalten sie Revisionen (Klasse TicketRevision),
haben einen Berichterstatter (Referenz reporter) und du¨rfen kommentiert werden (Klasse
Comment). Unter den Revisionen ist immer eine aktuellste Revision zu finden (Referenz
currentRevision), alle anderen Revisionen befinden sich in der Historie des Tickets (ge-
ordnete Referenz history). Jeder Revision sind ein Titel, eine Beschreibung, das Datum
ihrer Erzeugung, eine Dringlichkeit und ein aktueller Status zugeordnet. Dringlichkeit
und Status werden durch die Aufza¨hlungsdatentypen Severity und Status modelliert.
Außerdem ist zu jeder Revision eine beauftragte Person (Referenz assignee) und ihr Er-
steller (Referenz creator) bekannt. Jeder Kommentar eines Tickets hat einen Titel, einen
Inhalt und ein Erzeugungsdatum, sowie einen Nutzer als Autor (Referenz author).
Bezu¨glich des Verhaltens des Bugtrackers werden hier Operationen lediglich deklariert.
3https://addons.mozilla.org/de/thunderbird/addon/lightning/
4https://bugzilla.mozilla.org/
5Dieses Modell ist nicht immer optimal modelliert. Beispielsweise ko¨nnen hier Beschreibung und Name
in einer gemeinsamen Oberklasse zusammengefasst werden. Der Hintergedanke dabei ist, spa¨ter
Refactoring-Operationen (siehe Kapitel 8) auf diesem Modell demonstrieren zu ko¨nnen.
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Abbildung 5.5: Ecore-Modell eines einfachen Bugtrackers
Eine Implementierung findet nicht statt. Die Klasse BugTracker selbst deklariert Opera-
tionen zur Erzeugung von Gruppen, Projekten und Benutzern sowie zur Anmeldung der
Nutzer. Zudem werden Operationen zur Abfrage aller offenen Tickets und von Projekten
mit bestimmten Eigenschaften angeboten. Der Benutzer kann die ihm zugeordneten, die
ihm zuga¨nglichen und die von ihm geleiteten Projekte abfragen, sowie die von ihm er-
stellten Tickets und diejenigen, fu¨r die er zusta¨ndig ist. Eine Gruppe gibt Auskunft u¨ber
ihre Aktivita¨t. Das Projekt verwaltet seine Tickets und die ihm zugeordneten Fehler.
Zudem bieten Tickets und deren Revisionen Methoden zur Verwaltung ihrer selbst an.
Einige dieser Operationen werden im Folgenden na¨her betrachtet.
Aus diesem Bugtracker-Ecore-Modell kann Quelltext generiert werden. Dieser bildet
die modellierte statische Struktur ab. Außerdem bietet er Akzessoren fu¨r die model-
lierten Attribute und konsistenzerhaltende Operationen fu¨r die Beziehungen zwischen
den aus den Klassen instanziierten Objekten, d.h. fu¨r die Links (Instanzen der Refe-
renzen). Beispielsweise werden Instanzen bidirektionaler Referenzen bei jeder A¨nderung
konsistent fu¨r beide Richtungen aktualisiert.
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 
1 . . .
2 public class Project Impl extends MinimalEObjectImpl . Container
3 implements Pro j e c t {
4 . . .
5 /∗∗
6 ∗ <!−− begin−user−doc −−> <!−− end−user−doc −−>
7 ∗ @generated
8 ∗/
9 public Ticket c r ea t eT i cke t ( Seve r i t y s eve r i t y , S t r i ng t i t l e ,
10 St r ing de s c r i p t i on , User r epo r t e r ){
11 // TODO: implement t h i s method
12 // Ensure that you remove @generated or mark i t @generated NOT
13 throw new UnsupportedOperationException ( ) ;
14 }
15 . . .
16 }
 
Auflistung 5.1: EMFs Lu¨cke: Verhalten muss in reinem EMF in Java beschrieben werden; Aus-
schnitt aus dem EMF-generierten Quelltext fu¨r die modellierte Klasse Project
des Bugtracker Ecore-Modells
Die Umsetzung einer Operation in eine Java-Methode ist in Auflistung 5.1 darge-
stellt. Sie zeigt am Beispiel von createTicket(...) den generierten Quelltext. Dabei wird
der Rumpf der Methode mit einer Ausnahme befu¨llt und der Modellierer in einem Kom-
mentar dazu aufgerufen, die Methode per Hand in Java zu implementieren.
5.4.2 Graphtransformationsregeln fu¨r den Bugtracker
EMFs Aufruf, die Methoden per Hand in Java zu implementieren, ist der urspru¨ngliche
Ansatzpunkt dieser Arbeit. Ecore bietet keine Mo¨glichkeit, Verhalten zu modellieren.
Hier setzt ModGraph mit den Graphtransformationsregeln an. Diese beschreiben das
Verhalten der Operation deklarativ auf Modellebene. Sie kommen zum Einsatz, wenn
komplexe strukturelle A¨nderungen am Modell vorgenommen werden oder es auf eine
komplexe Bedingung hin getestet wird. Damit werden die Regeln nur genutzt, wenn sie
einen echten Mehrwert bieten. Im Vergleich zu dem geforderten Java-Quelltext ist dies
ein echter Gewinn bezu¨glich des Abstraktionsniveaus. Der Modellierer muss sich dabei
nicht mit der Mustersuche innerhalb der Instanz bescha¨ftigen. Er gibt lediglich, wie im
Folgenden gezeigt wird, den gewu¨nschten Vor- und Nachzustand der Instanz an.
Zudem sind die Regeln sehr leicht versta¨ndlich, da sie gro¨ßtenteils grafisch dargestellt
werden und dabei intuitiv farbkodiert sind. Zu erstellende Elemente sind beispielsweise
immer gru¨n und mit ++ markiert, zu lo¨schende immer rot und mit −−. Außerdem
weisen die Regeln immer den gleichen Aufbau auf: Das Graphmuster ist zentral links
angeordnet, die NACs rechts daneben. Die Vorbedingungen befinden sich oberhalb beider
und die Nachbedingungen darunter. Dies erleichtert dem Nutzer die Handhabung.
Implementiert man eine Methode, wie die eben betrachtete createTicket, mit einer
Graphtransformationsregel, ist ein Eingriff in das Ecore-Modell no¨tig, der auch bereits
in Abbildung 5.5 zu sehen ist: Jeder Operation, die durch eine Regel implementiert ist,
wird eine Ausnahme des Typs GTFailure zugeordnet. Diese wird beno¨tigt, sobald eine
88
Abbildung 5.6: ModGraph-Regel zur Erzeugung eines Tickets innerhalb eines Projekts im
Bugtracker; Implementierung der Operation createTicket((severity:Severity, tit-
le:EString, description:EString, reporter:User):Ticket der Klasse Project
Bedingung der Regel verletzt ist. Sind Vorbedingungen, Graphmuster oder NAC Ursa-
che der Ausnahme, ist die Regel nicht ausfu¨hrbar. Ist das Scheitern der Nachbedingung
Grund fu¨r das Auslo¨sen der Ausnahme, ist die Regel bereits angewendet, jedoch ist
die Instanz inkonsistent. Da die Regeln selbst nicht invertierbar sind, muss das Schei-
tern der Regel durch den Kontrollfluss, aus dem die Regel aufgerufen wurde, behandelt
werden. Dieser kann beispielsweise alternative Regeln oder, im Falle des Scheiterns der
Nachbedingung, Reparaturregeln definieren, um die Ausnahme zu behandeln.
Welche Bedingungen an eine Regel gestellt werden ko¨nnen und wie diese formuliert
werden, wird nun exemplarisch an einigen Regeln gezeigt. Des Weiteren wird die Defi-
nition von Struktura¨nderungen in der Regel erla¨utert.
Implementierung der Operation createTicket der Klasse Project
Abbildung 5.6 zeigt die Implementierung der Operation createTicket als Graphtransfor-
mationsregel. Zuna¨chst stellen OCL-Vorbedingungen sicher, dass die u¨bergebenen Zei-
chenketten fu¨r den Titel und die Beschreibung des Tickets nicht leer sein du¨rfen und
der Berichterstatter Zugriff auf das Projekt hat, welchem das Ticket zugeordnet werden
soll. Ist die Vorbedingung verletzt, wird eine Ausnahme ausgelo¨st. Die Instanz bleibt
unvera¨ndert. Ist sie nicht verletzt, wird das Graphmuster auf die Instanz abgebildet.
Das Graphmuster beinhaltet zuna¨chst links oben ein aktuelles Objekt, das mit this
gekennzeichnet ist und in diesem Fall eine Instanz der Projektklasse darstellt. Außerdem
beinhaltet es links unten den nicht-primitiven Parameter reporter, der stellvertretend fu¨r
eine Instanz der Klasse User steht. Beide Knoten werden nicht vera¨ndert, weil ihr Chan-
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ges-Bereich, in welchem die A¨nderungen spezifiziert werden, leer ist. Sie werden auch
nicht mit Bedingungen versehen, da ihr Constraints-Bereich, welcher der Spezifikation
von Bedingungen an einen Knoten dient, ebenfalls leer ist. Der Parameter reporter ist
grau hinterlegt und damit zu erhalten. Zu erhaltende oder zu lo¨schende obligatorische
Knoten im Graphmuster mu¨ssen zur Ausfu¨hrung der Regel auf Objekte abgebildet wer-
den. Dies wird vor Anwendung der A¨nderungen gepru¨ft. Sie stellen letztlich eine weitere
Vorbedingung an die Anwendbarkeit der Regel dar, bei deren Scheitern wiederum eine
Ausnahme ausgelo¨st wird.
Die beiden anderen Knoten werden erzeugt. Sie sind daher mit ++ und einem gru¨nen
Hintergrund gekennzeichnet. Da keine Bedingungen an einen neu erzeugten Knoten ge-
stellt werden ko¨nnen, fehlt hier die Mo¨glichkeit, Bedingungen zu spezifizieren. Oben
rechts in Abbildung 5.6 wird eine Instanz der Klasse Ticket erzeugt. Dieser werden ein
Erstellungsdatum und eine durch die Klasse BugTracker verwaltete, eindeutige laufende
Nummer zugewiesen. Die Zuweisung erfolgt innerhalb des Knotens, im Changes-Bereich.
Zusa¨tzlich ist dieser Knoten mit << out >> gekennzeichnet. Dies bedeutet, dass er
als Ru¨ckgabewert der Operation dient. Unten rechts wird eine Revision dieses Tickets
erzeugt und initialisiert. Hierbei wird dem Attribut title der Wert des gleichnamigen pri-
mitiven Parameters der Operation zugewiesen. Analog geschieht dies fu¨r die Beschrei-
bung und die Dringlichkeit. Der Status bekommt das Literal Status.NEW (fu¨r ein neues
Ticket) zugewiesen und das Datum der Revisionserstellung wird vermerkt.
Erzeugte Objekte mu¨ssen in ihren Kontext eingebettet werden. Dazu werden alle
Beziehungen zwischen den existierenden und neuen Objekten erstellt. Die Links werden
jeweils mit dem Namen der Referenz des Modells gekennzeichnet, die sie instanziieren.
Sofern sie erzeugt werden, sind sie zusa¨tzlich gru¨n und mit ++ markiert. Dem Projekt
wird das Ticket zugeordnet (Link reportedTickets), welchem wiederum ein Benutzer als
Berichterstatter (Link reporter) zugeordnet wird. Zudem wird der Ticketrevision der
erstellende Benutzer zugewiesen (Link creator). Die Revision wird einerseits als aktuelle
Revision (Link currentRevision) des Tickets gekennzeichnet, andererseits direkt in die
Historie (Link history) aufgenommen. Obwohl die Referenz geordnet ist, wird ein nicht
geordneter Link eingezeichnet, da es sich hier um das erste Objekt im mehrwertigen
Link handelt.
Unten in Abbildung 5.6 ist eine Nachbedingung angegeben. Sie muss nach Anwendung
der im Graphmuster spezifizierten A¨nderungen gu¨ltig sein. In der betrachteten Regel ist
gefordert, dass die laufende Nummer des Tickets eindeutig ist. Ist die Nachbedingung
nicht erfu¨llt, scheitert die Regel. Die A¨nderungen an der Instanz sind allerdings bereits
vorgenommen worden. So liegt es am Modellierer, diese Ausnahme im Kontrollfluss
geeignet zu behandeln, indem beispielsweise Reparaturaktionen definiert werden.
Aus dieser Regel kann nun Quelltext generiert werden, der direkt in den EMF-generier-
ten eingefu¨gt wird. Bevor dies jedoch genauer betrachtet wird, werden einige weitere
Operationen mit Graphtransformationsregeln implementiert, um die Einfu¨hrung in die
Sprache zu vertiefen.
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Abbildung 5.7: ModGraph-Regel zur Erzeugung eines Projekts im Bugtracker; Implementierung
der Operation createProject(name:EString, leader:User, firstGroup:Group):Project
der Klasse BugTracker
Implementierung der Operation createProject der Klasse BugTracker
Zur korrekten Funktionalita¨t des Bugtrackers ist es notwendig, vor der Erzeugung von
Tickets zuna¨chst ein Projekt zu erstellen, dem die Tickets, wie soeben beschrieben,
zugeordnet werden mu¨ssen.
Die Regel zur Implementierung der Operation createProject(...), die diese Aufgabe
u¨bernimmt, ist in Abbildung 5.7 gezeigt. Sie besteht aus einem Graphmuster und ei-
ner negativen Anwendbarkeitsbedingung, die ebenfalls als Graph dargestellt wird. Im
Graphmuster befinden sich zwei nicht-primitive Parameter der Methode, firstGroup oben
links und leader unten links. Der Linkmembers zwischen diesen beiden ist schwarz gefa¨rbt
und damit zu erhalten. Er stellt eine positive Anwendbarkeitsbedingung an die Regel
und ko¨nnte im U¨brigen auch als Vorbedingung textuell spezifiziert werden. Hier zeigt
sich die A¨quivalenz von Vorbedingungen und vorgegebenem Graphmuster deutlich. Der
Benutzer, der durch den Parameter leader repra¨sentiert wird, muss Mitglied der Gruppe,
die durch firstGroup dargestellt wird, sein. Ist dies der Fall, so wird ein neues Projekt mit
dem der Operation u¨bergebenen Namen als Instanz der Klasse Project erzeugt. Der hier-
zu genutzte, ungebundene und zu erstellende Knoten wird zusa¨tzlich als Ru¨ckgabewert
der Methode durch << out >> markiert.
Das neue Projekt wird in seinen Kontext eingebettet, indem die Links zur Gruppe, dem
Projektleiter und dem Bugtracker selbst - wie im vorangegangenen Abschnitt beschrie-
ben - erzeugt werden. Allerdings werden die im Graphmuster spezifizierten A¨nderungen
nur ausgefu¨hrt, wenn der Bugtracker kein Projekt entha¨lt, das bereits den u¨bergebenen
Namen tra¨gt. Dieser Fakt kommt in einer negativen Anwendbarkeitsbedingung (NAC)
zum Ausdruck. Sie beschreibt Sachverhalte, die zur Regelanwendung keinesfalls gegeben
sein du¨rfen. Jede in einer Regel vorkommende NAC stellt ein Verbot dar. Ihre Knoten
sind immer einwertig und enthalten nur Bedingungen. In Abbildung 5.7 wird gefordert,
dass das aktuelle Objekt this - als Instanz der Klasse BugTracker - kein Projekt p2 ent-
halten darf, das bereits denselben Namen tra¨gt, welcher dem neuen Projekt zugewiesen
werden soll.
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Abbildung 5.8: ModGraph-Regel zur A¨nderung des Status eines Tickets im Bugtracker; Imple-
mentierung der Operation changeStatus(status:Status, author:User) der Klasse
Ticket
Implementierung der Operation changeStatus der Klasse Ticket
Betrachtet man die Evolution eines erzeugten Tickets im Bugtracker, so kommt es vor,
dass der Status eines bestehenden Tickets gea¨ndert werden muss, z.B. weil das beschrie-
bene Problem gelo¨st ist.
Die Regel zur Implementierung der zugeho¨rigen Operation changeStatus ist in Abbil-
dung 5.8 gezeigt. In ihr werden sowohl OCL als auch programmiersprachliche Konstrukte
(z.B. !=) verwendet.
Zuna¨chst muss die aktuelle (letzte) Revision des Tickets ermittelt werden. Diese ist
durch einen ungebundenen Knoten mit der Bezeichnung oldRevision im Graphmuster dar-
Abbildung 5.9: Ausschnitt aus der alternativen Modellierung der ModGraph-Regel zur Imple-
mentierung der Operation changeStatus(status:Status, author:User) der Klasse
Ticket
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Abbildung 5.10: ModGraph-Regel zur Zuweisung eines Tickets an einen Benutzer im Bugtra-
cker; Implementierung der Operation reportedTickets():Ticket[0..∗] der Klasse
User
gestellt, welcher erhalten werden soll. Er ist daher grau hinterlegt. Das Objekt, welches
durch diesen Knoten repra¨sentiert wird, muss zur Laufzeit der Regel ermittelt werden.
Dabei muss die Bedingung an den Knoten eingehalten werden. Die vorangegangene ak-
tuelle Revision darf keinesfalls den Status zuru¨ckgewiesen haben. Diese Anforderung ist
durch eine Bedingung direkt an den die Revision repra¨sentierenden Knoten gestellt und
daher im Constraints-Bereich des Knotens zu finden. Sie kann - ebenso wie der existie-
rende Link der Regel createProject - als positive Anwendbarkeitsbedingung an die Regel
angesehen werden. Ausgehend von diesem Objekt wird eine beauftragte Person ermittelt.
Hierbei ist es zula¨ssig, dass kein Nutzer zusta¨ndig ist. Dies wird durch die Markierung
<< optional >> am Knoten erreicht, die diesen als optionalen Knoten definiert.
Zur A¨nderung des Status wird, a¨hnlich zur Regel der Operation createTicket, eine
neue Revision des Tickets erzeugt und in ihren Kontext eingebettet. Auffa¨llig ist dabei
die Referenz assignee, die den zusta¨ndigen Nutzer festlegt. Die implementierenden Links
enden in einem optionalen Knoten und werden deswegen als optional angenommen.
Zudem muss der Link der aktuellen Revision umgesetzt werden. Dies geschieht hier
durch explizites Lo¨schen und erneutes Setzen des Links zur aktuellen Revision. Der zu
lo¨schende Link zur vorangehenden aktuellen Revision ist, wie alle zu lo¨schenden Links,
rot und mit −− markiert. Der Link history wird trotz der Instanziierung der geordneten
Referenz wiederum als nicht explizit geordnet angegeben. Hierbei wird ausgenutzt, dass
alle Referenzen in EMF implizit geordnet sind. Die erzeugte Revision wird am Ende der
bereits in history enthaltenen Revisionen eingefu¨gt. Eine alternative Variante, welche die
neue Revision vor allen bereits bekannten einfu¨gt, ist ausschnittsweise in Abbildung 5.9
dargestellt. Hier wird ein geordneter Link genutzt, der durch seine Kennzeichnung mit
first das gewu¨nschte Verhalten ermo¨glicht.
Implementierung der Operation reportedTickets der Klasse User
Ist ein Nutzer eines Bugtrackers sehr aktiv, so kann es fu¨r ihn von Vorteil sein, sich
alle von ihm erstellten Tickets zur Ansicht ausgeben zu lassen. Dies wird durch die
Operation reportedTickets modelliert, deren implementierende Regel in Abbildung 5.10
gezeigt ist. Die Operation weist einen mehrwertigen Ru¨ckgabeparameter des Typs Ticket
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 
1 public class BugTrackerImpl extends MinimalEObjectImpl . Container
2 implements BugTracker {
3 . . .
4 protected stat ic f ina l int RUNNING NO EDEFAULT = 0 ;
5 . . .
6 protected int runningNo = RUNNING NO EDEFAULT;
7 . . .
8 /∗∗
9 ∗ <!−− begin−user−doc −−> Gibt d i e l au f ende
10 ∗ Nummer f u¨ r T icket s zur u¨ck <!−− end−user−doc −−>
11 ∗ @generated NOT
12 ∗/
13 public int getNextNumber ( ) {
14 return ++runningNo ;
15 }
16 . . .
17 }
 
Auflistung 5.2: Java Implementierung der Methode getNextNumber() der Klasse BugTracker
auf. Die Regel beinhaltet neben dem bereits bekannten Knoten fu¨r das aktuelle Objekt
this einen mehrwertigen, ungebundenen Knoten. Er ist durch eine verdoppelte, leicht
verschobene Silhouette dargestellt. Mehrwertige Knoten repra¨sentieren mehrere Objekte
gleichen Typs. Hierbei reicht auch die Typisierung u¨ber eine gemeinsame Oberklasse
aus. Zudem sind neben den ungebundenen Knoten auch gebundene mehrwertige Knoten
mo¨glich, die mehrwertige, nicht-primitive Parameter der Operation repra¨sentieren.
Der hier abgebildete Knoten wird durch die Markierung mit << out >> als Ru¨ckgabe-
wert der Operation definiert. Er repra¨sentiert alle Tickets, die von genau dem Benutzer,
der durch das aktuelle Objekt repra¨sentiert ist, erstellt wurden. Dies wird durch den
zu erhaltenden Link reporter vom Ticket zu dessen Ersteller gefordert. Der Link ist je-
doch unidirektional, da die instanziierte Referenz es auch ist. Damit kann hier nicht
vom Nutzer (this) zu den Tickets navigiert werden, da auch sonst keine direkte Verbin-
dung zwischen einem Nutzer und seinen Tickets besteht. Deshalb nutzt man einen Pfad.
Dieser wird als dicker, grauer Pfeil dargestellt und verbindet zwei Knoten. Er stellt eine
abgeleitete Referenz dar und muss einen Pfadausdruck tragen. Der Pfadausdruck ist hier
in OCL verfasst und wird auf dem Quellobjekt, hier dem Benutzer, ausgewertet. Er gibt
eine Menge von Zielobjekten, hier Tickets, zuru¨ck. Er ruft die Operation relatedProjects()
auf, die alle mit dem Nutzer zusammenha¨ngenden Projekte zuru¨ck gibt und holt sich aus
diesen Projekten alle Tickets. Man beachte, dass dies genau der Fall eines geschachtelten
Operationsaufrufes ist, da die Regel selbst eine Operation implementiert. Die durch den
Pfad ermittelte Ticketliste entha¨lt jedoch mehr als die vom aktuellen Nutzer erstellten
Tickets. Sie wird durch den Link zum aktuellen Objekt nochmals gefiltert, bevor die
resultierenden Objekte dem mehrwertigen Knoten zugewiesen werden.
5.4.3 Prozedurale Elemente im Bugtracker
Im vorangegangenen Abschnitt wurden Beispiele fu¨r die Implementierung von Operatio-
nen auf Modellebene betrachtet. Dabei zeigt sich, dass Graphtransformationsregeln sehr




2 package de . ubt . a i 1 . modgraph . bugmodel
3 . . .
4 class Group {
5 St r ing name
6 St r ing d e s c r i p t i o n
7 refers User [ ] members oppos i t e memberIn
8 refers Pro j e c t [ ] a c c e s s i b l eP r o j e c t s oppos i t e access ingGroups
9 op EBoolean i sAc t i v e ( ) throws GTFailure
10 }
11 . . .
12 class BugTracker {
13 i n t runningNo
14 contains User [ ] u s e r s
15 contains Pro j e c t [ ] t r a ckedPro j e c t s
16 contains Group [ ] groups
17 op User c rea teUser ( S t r ing nickname , S t r ing surname , S t r ing name ,
18 St r ing emai l , Group group ) throws GTFailure
19 op Group createGroup ( St r ing name) throws GTFailure
20 op Pro j e c t c r e a t eP ro j e c t ( S t r ing name , User l e ad e r ,
21 Group f i r s tGroup ) throws GTFailure
22 op User l og inUse r ( S t r ing nickname ) throws GTFailure
23 op unique Ticket [ ] a l lOpenTickets ( ) throws GTFailure
24 op unique Pro j e c t [ ] a l lC l e anPro j e c t s ( ) throws GTFailure
25 op unique Pro j e c t [ ] a l lB rokenPro j e c t s ( ) throws GTFailure
26
27 // Handgeschr iebener p rozedura l e r Que l l t ex t
28
29
30 op void i n i t ( ) throws GTFailure{
31 runningNo = 0
32 var group = createGroup ( ” I n i t i a t o r e n ” )
33 var user = createUser ( ” e r s t e r ” , ”Der Erste ” , ”Benutzer ” , ” erster@xyz . org ” , group )
34 c r e a t eP ro j e c t ( ” e r s t e s Pro jekt ” , user , group )
35 }
36 op i n t getNextNumber ( ) {
37 runningNo = runningNo + 1
38 return runningNo
39 }
40 } . . .
 
Auflistung 5.3: Ausschnitt aus dem generierten Xcore-Modell der Bugtrackers: Klassen Group
und BugTracker mit Erga¨nzung um die Methoden zur Berechnung der laufenden
Nummer fu¨r Tickets
geeignet sind. Prozedurale Elemente werden von den Regeln selbst nicht angeboten.
Einzige Ausnahme bilden hier die Operationsaufrufe innerhalb der Regel. Sie stellen
geschachtelte Operationsaufrufe - eine Art prozeduralen Kontrollfluss - dar. Dadurch
du¨rfen sich die Regeln einerseits gegenseitig aufrufen, andererseits auf einfache Ope-
rationen zuru¨ckgreifen. Beispielsweise wird in der Regel createTicket eine prozedurale
Methode des Bugtrackers aufgerufen, die laufende Nummern an die Tickets verteilt.
Weiterhin ruft die Regel reportedTickets die durch die Regel relatedProjects implemen-
tierte gleichnamige Operation auf.
Die aus createTicket aufgerufene Methode getNextNumber() hat stark prozeduralen
Charakter. In der abgebildeten Regel (siehe Abbildung 5.6) wird daher vorausgesetzt,
das sie in Java geschrieben ist (siehe Auflistung 5.2). Da in ModGraph durch die Integra-
tion von Xcore totale modellgetriebene Softwareentwicklung ermo¨glicht wird, soll diese
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Methode nun ebenfalls auf Modellebene spezifiziert werden. So wird sie, den Richtlinien
des ModGraph-Ansatzes folgend, in Xcore verfasst. Xcore mit Xbase wird in ModGraph
als prozedurale Sprache zur Unterstu¨tzung und Steuerung der Regeln gewa¨hlt, da nach
den Ergebnissen von Buchmann et al. [20], eine graphische Sprache keinerlei Vorteile
in der prozeduralen Verhaltensmodellierung bringt. Gleichzeitig bietet Xcore eine gut
versta¨ndliche, kompakte und konzise textuelle Syntax. Zudem folgt der Einsatz von
Xcore der Linie des ModGraph-Ansatzes, die vorgibt, dass hier eine echte Erweiterung
von EMF stattfinden soll, ohne EMF unno¨tig zu belasten. Dazu werden bereits be-
stehende Sprachbestandteile wiederverwendet. Die resultierende, strikte Trennung von
prozeduraler und regelbasierter Verhaltensmodellierung in Kombination mit deren sym-
biotischer Zusammenarbeit ist dabei als Vorteil zu sehen, weil diese unter anderem zur
U¨bersichtlichkeit des Modells beitra¨gt. Dies wird im Folgenden deutlich.
Zur Spezifikation von prozeduralen Anteilen des Modells muss zuna¨chst das Ecore-
Modell des Bugtrackers in ein Xcore-Modell u¨berfu¨hrt werden. Dies ist problemlos
mo¨glich, da das zum Ecore-Modell geho¨rende Generator-Modell - durch Nutzung sei-
nes Export-Rahmenwerks - in ein Xcore-Modell transformiert werden kann.
Das erzeugte Xcore-Modell ist in Auflistung 5.3 ausschnittsweise gezeigt. Die Klasse
BugTracker ist bereits um die Ermittlung der laufenden Nummer (Zeilen 36-39) erwei-
tert. Diese wird jedem Ticket, unabha¨ngig von seiner Projektzugeho¨rigkeit, zugewiesen.
Dazu wird im Bugtracker eine Variable initialisiert, welche die Nummer des na¨chsten zu
verwaltenden Tickets speichert (Zeile 13) sowie eine Methode, die diese ermittelt (Zeilen
36-39). Sie wird nun auch aus der Regel createTicket aufgerufen. Um die modellierte Ope-
ration korrekt aufzurufen, muss die Zuweisung innerhalb der Regel vera¨ndert werden in
den Xbase-Ausdruck number = ((eContainer().eContainer()) as BugTracker).getNextNumber(),
da Xbase keine Java-Typumwandlungen unterstu¨tzt, jedoch seine eigenen durch das
Schlu¨sselwort as anbietet.
Neben diesen einfachen Methoden kommt kaum ein Programm ohne die aus der struk-
turierten Programmierung bekannten Kontrollstrukturen aus. Eine einfache Sequenz zur
Initialisierung des Bugtrackers ist in Auflistung 5.3 in Zeilen 30-35, gezeigt. Hier wird
zuerst eine Gruppe namens
”
Initiatoren“, danach ein Benutzer mit Benutzernamen
”
Ers-
ter“ und zuletzt ein Projekt namens
”
erstes Projekt“ angelegt. Zudem werden Schleifen
und Bedingungen beno¨tigt. Angenommen, ein Nutzer des Bugtrackers mo¨chte mehrere
Tickets zu einem Projekt auf einmal erstellen, wa¨re es von Vorteil, eine Schleife zur
Verfu¨gung zu haben. Mo¨chte ein Nutzer ein Ticket zu einem noch nicht existenten Pro-
jekt in den Bugtracker einpflegen, ist es fu¨r ihn bequemer, wenn bei der Erstellung eines
Tickets das zugeho¨rige neue Projekt mit angelegt werden kann. Dazu wa¨re es vorteil-
haft, die Regel nicht einfach scheitern zu lassen, sondern eine Mo¨glichkeit anzubieten, das
Projekt direkt an dieser Stelle zu erstellen. Hier kommt Xcore als Kontrollflusssprache
ins Spiel. In Auflistung 5.4 wird die Operation createProjectAndTickets der Klasse Bug-
Tracker dargestellt. Diese wird dem Bugtracker-Xcore-Modell als komplexe Operation
hinzugefu¨gt.
Die Operation legt zuna¨chst ein neues Projekt durch Aufruf der Regel createProject
an (Zeile 6). Scheitert dies, wird gepru¨ft, ob ein Projekt mit identischem Namen bereits
existiert (Zeile 10). Dies ist genau dann der Fall, wenn die Regel an ihrer NAC ge-
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 
1 op boolean createPro jec tAndTicket s ( S t r ing projectName , User projectLeaderAndReporter ,
2 Group p ro j e c t s f i r s tGroup , Seve r i t y [ ] t i c k e t S ev e r i t y ,
3 EString [ ] t i c k e tT i t l e , EStr ing [ ] t i c k e tDe s c r i p t i o n ) {
4 var Pro j e c t p r o j e c t = null
5 try {
6 p r o j e c t = c r e a t eP ro j e c t ( projectName , projectLeaderAndReporter ,
7 p r o j e c t s f i r s tG r oup )
8 }
9 catch ( de . ubt . a i 1 . modgraph . gt . f a i l u r e . GTFailure f a i l u r e ){
10 p r o j e c t = th i s . t r a ckedPro j e c t s . f i n dF i r s t [ Pro j e c t p | p . name == projectName ]
11 i f ( p r o j e c t==null )
12 return f a l s e
13 else { /∗Not i fy user , that a p r o j e c t with the g iven name a l r eady e x i s t s
14 ∗ and w i l l be used i f he doesn ’ t cance l the ope ra t i on ∗/
15 }
16 }
17 var i n t i = 0
18 try{
19 i f ( t i c k e t S e v e r i t y . s i z e == t i c k e tT i t l e . s i z e == t i c k e tDe s c r i p t i o n . s i z e ){
20
21 whi le ( i < t i c k e t S e v e r i t y . s i z e ) {
22 p r o j e c t . c r ea t eT i cke t ( t i c k e t S e v e r i t y . get ( i ) , t i c k e tT i t l e . get ( i ) ,
23 t i c k e tDe s c r i p t i o n . get ( i ) , projectLeaderAndReporter )
24 i = i + 1
25 }
26 else throw new de . ubt . a i 1 . modgraph . gt . f a i l u r e . GTFailure ( ” Ar ray s i z e s unequal ” )
27 }catch ( de . ubt . a i 1 . modgraph . gt . f a i l u r e . GTFailure f a i l u r e ) {
28 return f a l s e
29 }
30 }
31 return t rue
32 }
 
Auflistung 5.4: Xcore als Kontrollflussprache zur korrekten Kombination von Projekt und
Ticketerstellung
scheitert ist. Hierzu wird eine interne Xbase-Funktion verwendet, die das erste Projekt
mit dem angegebenen Namen zuru¨ckliefert. Da die Regel zur Erzeugung eines Projekts
festlegt, dass Namen eindeutig sein mu¨ssen, ist es auch das einzige Projekt dieses Na-
mens. Ist die Regel anderweitig gescheitert, beispielsweise durch einen mit dem Wert
null u¨bergebenen Parameter, false zuru¨ckgegeben (Zeile 12). In einem na¨chsten, aus
Gru¨nden der U¨bersichtlichkeit nicht gelisteten Schritt, wird der Nutzer benachrichtigt,
dass die Tickets in ein bereits bestehendes Projekt eingepflegt werden, sofern er an die-
ser Stelle nicht widerspricht. Anschließend werden die Tickets erzeugt. Da die Titel, die
Beschreibungen und die Dringlichkeit separat u¨bergeben werden, muss zuna¨chst deren
Konsistenz u¨berpru¨ft werden (Zeile 19): Sie mu¨ssen die gleiche La¨nge haben. Ist dies
erfu¨llt, werden die Tickets in einer Schleife erstellt (Zeilen 21-25). Dabei werden die Ein-
tra¨ge der Listen ihrer Position gema¨ß zu Tickets zusammengefasst. Ist dies erfolgreich,
gibt die Methode true zuru¨ck, andernfalls false. Auffa¨llig ist hier, dass jede der mit Mod-
Graph implementierten Operationen innerhalb eines Blocks zur Ausnahmebehandlung
aufgerufen wird (try-catch-Blo¨cke Zeilen 5-16 und 18-29). Dies ist notwendig, da jede
Regel bei ihrem Scheitern eine Ausnahme auslo¨st. Diese wird hier durch die aufrufende
Methode behandelt, da sie selbst einen Wahrheitswert zuru¨ckgibt.
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5.4.4 Das ausfu¨hrbare Bugtracker-Modell
Nachdem das gesamte Modell - den im Vorangegangenen vorgestellten Methoden fol-
gend - modelliert wurde, kann es ausgefu¨hrt werden. Dazu stehen verschiedene Wege
zur Verfu¨gung, die in Kapitel 6.2 genauer besprochen werden. Im soeben betrachteten
Bugtracker kann einerseits Java-Quelltext aus dem Xcore-Modell erzeugt werden, in wel-
chen der ModGraph-generierte Quelltext nahtlos eingefu¨gt wird. Andererseits kann das
Xcore-Modell erweitert werden, indem die Regeln in mit Xbase implementierte Opera-
tionen des Modells u¨bersetzt und damit nahtlos in das Modell eingefu¨gt werden.
Dazu ist die Vereinigung der Modelle und damit die Erstellung des ausfu¨hrbaren Mo-
dells auf Quelltext-Niveau und auf Modell-Niveau mo¨glich. Außerdem ist nicht nur die
Generierung von voll funktionsfa¨higem Quelltext mo¨glich, sondern auch die Interpre-
tation des Xcore-Modells. Diese ist gleichzusetzen mit einer indirekten Interpretation
der Regeln, was zu Test- und Debug-Zwecken sehr nu¨tzlich ist. Zudem bietet diese Art
der Interpretation eine kostengu¨nstige Alternative zur Implementierung eines eigenen
Interpreters fu¨r Graphtransformationsregeln, ohne dabei Einbußen in der Funktionalita¨t
hinzunehmen.
Das Bugtracker-Modell ko¨nnte, sobald der Quelltext generiert ist, mit einer Webober-
fla¨che oder einer andern grafischen Oberfla¨che versehen und eingesetzt werden. Da die
Logik vollsta¨ndig implementiert ist, bietet sich das Model-View-Controller-Muster zur
Erstellung der Oberfla¨che fu¨r den Endanwender an.
5.4.5 Zusammenfassung der Konzepte
Soeben wurden die in ModGraph zur Spezifikation eines ausfu¨hrbaren Modells genutzten
Konzepte vorgestellt. Dabei wurden insbesondere die Graphtransformationsregeln am
Beispiel Bugtracker gezeigt. Die Konzepte werden hier zusammengefasst.
Nachdem der Nutzer ein strukturelles Modell unter Verwendung von Ecore oder Xco-
re definiert hat, steht ihm im ModGraph-Ansatz die Mo¨glichkeit offen, das Verhalten
mittels Graphtransformationsregeln zu modellieren.
Jede Graphtransformationsregel implementiert eine Operation des Ecore-Modells. Sie
modelliert das Verhalten der Operation. Durch die Nutzung der zusammengefu¨hrten
Darstellung fu¨r die linke und rechte Regelseite kann die Regel einen Test, eine Anfra-
ge oder eine Transformation darstellen. Tests implementieren Boolesche Operationen.
Diese stellen eine Bedingung an die Instanz. Ihre Ausfu¨hrung fu¨hrt immer zu einem
Wahrheitswert, der Aufschluss gibt, ob die betrachtete Instanz die Bedingung erfu¨llt.
Anfragen a¨ndern die Instanz nicht, geben jedoch ein einzelnes Objekt oder eine Menge
von Objekten zuru¨ck. Transformationen fu¨hren, wie der Name sagt, A¨nderungen auf den
Instanzen durch. Sie du¨rfen, wie die Abfragen, einen Ru¨ckgabewert aufweisen.
Die Kernkomponente einer Graphtransformationsregel ist das Graphmuster. Es gibt
das zu suchende Objektmuster innerhalb der Modellinstanz, sowie die A¨nderungen, wel-
che an diesem vorgenommen werden sollen, an. Dazu werden Graphen genutzt. Die
Knoten stehen stellvertretend fu¨r Objekte der Instanz, die Kanten stellen die Beziehun-
gen zwischen ihnen dar. Zur Modellierung stehen verschiedene Knoten- und Kantenar-
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ten zur Verfu¨gung. Knoten werden in einwertige und mehrwertige sowie in gebundene
und ungebundene unterschieden. Einwertige Knoten stehen fu¨r Objekte und mehrwer-
tige Knoten fu¨r Mengen von Objekten gleichen Typs. Zudem wird zwischen obligato-
rischen und optionalen Knoten unterschieden. Wa¨hrend ein obligatorischer Knoten zur
Ausfu¨hrung der Regel auf ein Objekt der Instanz abgebildet werden muss, kann das
Objekt zum optionalen Knoten in der Instanz fehlen. Dies geschieht genau dann, wenn
keine U¨bereinstimmung zwischen dem Knoten und den Objekten der Instanz gefunden
werden kann. Optionale Knoten werden mit << optional >> markiert.
Gebundene Knoten stellen nicht-primitive Parameter der Operation dar. Sie repra¨sentie-
ren ein Objekt, keinen Datentyp. Ist ein solcher Knoten optional, wird er als unter
Umsta¨nden null-wertig aufgefasst. Parameterknoten werden in der Regel ohne ihren
Typ abgebildet, es sei denn, sie unterliegen einer Typumwandlung. Dann wird der ab-
weichende Typ angezeigt.
Ein besonderer gebundener Knoten ist derjenige fu¨r das aktuelle Objekt. Er wird in
Anlehnung an Programmiersprachen immer mit this benannt und repra¨sentiert das Ob-
jekt, auf welchem die Operation aufgerufen wird. Dieser Knoten ist immer obligatorisch.
Neben den gebundenen Knoten werden ungebundene Knoten im Graphmuster ange-
boten. Diese mu¨ssen zur Laufzeit durch die Mustersuche gefunden werden und sind u¨ber
Klassen typisiert. Einwertige ungebundene Knoten stehen fu¨r Objekte der betrachteten
Modellinstanz, wohingegen mehrwertige ungebundene Objekte Mengen von Objekten
gleichen Typs repra¨sentieren.
Allen Knoten im Graphmuster, ausgenommen dem das aktuelle Objekt repra¨sentie-
rende, ist ein Status zugewiesen. Dieser ist entweder zu erhalten, zu lo¨schen oder zu
erzeugen. Zu erhaltende Knoten werden grau hinterlegt, zu lo¨schende rot und mit −−
markiert, zu erzeugende gru¨n und mit ++ gekennzeichnet. Der Status des Knotens fu¨r
das aktuelle Objekt kann nicht vera¨ndert werden. Es ist implizit zu erhalten. Nicht-
primitive Parameter repra¨sentierende Knoten ko¨nnen entweder den Status zu erhalten
oder zu lo¨schen tragen. Ungebundene einfache Knoten du¨rfen alle drei Status annehmen.
Sie ko¨nnen zu erhalten, zu lo¨schen oder zu erzeugen sein. Einwertige Knoten mu¨ssen bei
ihrer Erzeugung u¨ber konkrete Klassen (nicht abstrakt und kein Interface im EMF-
Kontext) typisiert werden. Ungebundene, mehrwertige Knoten du¨rfen nur erhalten oder
gelo¨scht werden. Statusbehaftete Knoten du¨rfen ebenso als Ru¨ckgabeparameter der Ope-
ration gekennzeichnet werden. Dies geschieht durch eine Markierung mit << out >>.
Sind mehrere Knoten konform zur implementierten Operation als Ru¨ckgabeparameter
markiert, werden diese (als Liste) zuru¨ckgegeben. An zu erhaltende und zu lo¨schende
Knoten du¨rfen Bedingungen gestellt werden. Diese sind textuell und ko¨nnen als OCL-
oder Xcore-Bedingung formuliert werden. Zudem sind Bedingungen an Attributwerte
mo¨glich. Knoten, die erhalten oder erzeugt werden, ko¨nnen Attributzuweisungen und
Operationsaufrufe enthalten.
Knoten ko¨nnen durch Kanten verbunden werden. Dazu stehen Links und Pfade zur
Auswahl. Links sind Instanzen der Referenzen im Modell. Sie du¨rfen zwischen Kno-
ten gezogen werden, die Objekte des Typs der Quell- und Zielklasse der Referenz re-
pra¨sentieren. Natu¨rlich sind auch Knoten, die auf Objekte einer Unterklasse der Quell-
oder Zielklasse verweisen, zula¨ssig. Ein Link wird durch den Namen der Referenz gekenn-
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zeichnet. Zudem kann jedem Link einer der drei bekannten Status zugeordnet werden.
Dabei ist es unzula¨ssig, widerspru¨chliche Status an Knoten und an die mit ihnen ver-
bundenen Links zu vergeben. So kann beispielsweise in einen zu lo¨schenden Knoten kein
zu erzeugender Link eingehen. Des Weiteren du¨rfen keine Links - und auch keine Pfa-
de - zwischen mehrwertigen Knoten gezogen werden. Mehrwertige zu erzeugende Links
ko¨nnen geordnet sein. Sie geben an, an welcher Stelle das Objekt in den Link aufgenom-
men wird. Dabei sind first, last und die direkte Angabe der Position als Index zugelassen
sowie das Einfu¨gen vor oder nach einem namentlich vorgegebenen Objekt. Pfade stellen
abgeleitete Referenzen dar und werden mit einem Pfadausdruck beschriftet, der entweder
in OCL oder Xcore geschrieben werden kann. Dieser Pfadausdruck wird auf dem durch
den Quellknoten des Pfads dargestellten Objekt ausgewertet und liefert mindestens ein
Zielobjekt zuru¨ck. Stehen mehrere Objekte zur Auswahl, wird aber nur eines beno¨tigt,
so wird das erste gefundene genutzt.
Jede Regel kann durch Bedingungen erweitert werden. Dies ko¨nnen einerseits textuelle
Vor- und Nachbedingungen sein, andererseits du¨rfen durch Graphen dargestellte negati-
ve Anwendbarkeitsbedingungen (NACs) verwendet werden, die verbotene Graphmuster
darstellen. Die textuellen Bedingungen werden in OCL oder Xcore bzw. Xbase spezifi-
ziert. NACs werden durch Graphen dargestellt. Sie stellen Verbote dar. Dies bedeutet,
dass sie eine Art Graphtest spezifizieren, der zur Ausfu¨hrung der Regel fehlschlagen
muss. Innerhalb der NACs ist nur die Verwendung einwertiger Knoten zula¨ssig, da es
ausreicht, wenn ein Knoten das modellierte Verbot erfu¨llt. Zudem sind die Knoten und
Kanten der NACs statuslos.
Die Ausfu¨hrung der Regeln kann mit Kontrollflu¨ssen gesteuert werden. Sie werden als
Xcore-Operationen programmiert. Diese rufen geeignet die durch Regeln implementier-
ten Operationen auf. Dabei sind alle ga¨ngigen Konstrukte wie Schleifen und Bedingungen
verfu¨gbar. Zudem besteht die Mo¨glichkeit, einfache oder prozedurale Operationen direkt
in Xcore zu implementieren. Diese ko¨nnen durch einen Operationsaufruf innerhalb der
Regeln genutzt werden. Dies kann der reine Aufruf der Operation sein oder die Zuwei-
sung ihres Ru¨ckgabewertes an ein Attribut. Damit arbeiten die Xcore-Operationen und
die Regeln symbiotisch.
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6 Design der Sprache fu¨r
Graphtransformationsregeln
Nach der informellen Einfu¨hrung soll die Sprache der Graphtransformationsregeln in
ModGraph nun formal dargestellt werden. Bereits in Kapitel 2, Abschnitt 2.3, wur-
de gezeigt, welche syntaktischen und semantischen Komponenten no¨tig sind, um eine
(ausfu¨hrbare) Sprache vollsta¨ndig zu beschreiben. Dieser Sprachdefinition folgend, wird
hier zuerst die Syntax der Sprache fu¨r Graphtransformationsregeln in ModGraph darge-
stellt. Ihre dynamische Semantik wird gesondert in Abschnitt 6.2 untersucht, da sie die
gesamte Ausfu¨hrungslogik der Sprache beinhaltet.
Ziel dieses Kapitels ist die pra¨zise Beschreibung der ausfu¨hrbaren Sprache zur Spezi-
fikation der Graphtransformationsregeln.
6.1 Syntax der Sprache fu¨r Graphtransformationsregeln
In diesem Abschnitt wird zuna¨chst das Metamodell der Sprache erla¨utert. Darauffolgend
wird in Abschnitt 6.1.2 die konkrete Syntax anhand der im Editor fu¨r Graphtransforma-
tionen zur Verfu¨gung stehenden Elemente erkla¨rt. Hier wird gleichzeitig die lexikalische
Syntax betrachtet.
6.1.1 Das Metamodell der Sprache
Die abstrakte Syntax und die kontextsensitive Syntax bilden zusammen das Metamodell
der Sprache (siehe Kapitel 2.3, Abbildung 2.3). Zur folgenden Erkla¨rung der abstrak-
ten Syntax wird das Ecore-Metamodell fu¨r Graphtransformationsregeln beschrieben, zur
Erkla¨rung der kontextsensitiven Syntax werden die zusa¨tzlich an das Modell gestellten
Bedingungen aufgefu¨hrt, welche sich in der Validierung der Regeln widerspiegeln.
Die abstrakte Syntax
Die Komponenten des Ecore-Metamodells fu¨r Graphtransformationsregeln und deren
Beziehungen untereinander entsprechen der abstrakten Syntax der Sprache fu¨r Graph-
transformationsregeln und definieren gleichzeitig die verfu¨gbaren Sprachkonstrukte.
Dieses Ecore-Metamodell fu¨r Graphtransformationsregeln wurde von Grund auf als
Werkzeugmetamodell angelegt. Der Fokus liegt dabei auf einer mo¨glichst einfachen
Umsetzung in den GMF-Editor, indem die spezifischen Anforderungen des GMF-basier-
ten Werkzeugs bereits wa¨hrend der Modellerstellung beru¨cksichtigt sind. Das Modell
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stellt fu¨r jedes spa¨ter im Editor vorhandene Element eine eigene Klasse bereit. Dies fu¨hrt
zu einem etwas redundant wirkenden Metamodell, erleichtert jedoch die Abbildung auf
die grafischen Elemente ungemein, da diese anna¨hernd eins zu eins unter Zuhilfenahme
einiger weniger OCL-Ausdru¨cke erfolgt.
Die Alternative wa¨re ein minimales, werkzeugunabha¨ngiges Metamodell, das einen
Graphen modelliert und dabei nur unter Zuhilfenahme vieler OCL-Ausdru¨cke auf die
grafischen Elemente abgebildet werden kann. Diese Mo¨glichkeit erscheint bis heute nicht
attraktiv, da die OCL-Ausdru¨cke sehr schnell unu¨bersichtlich werden. Der Kompro-
miss, welcher zwischen Redundanzen und einer Vielzahl von OCL-Ausdru¨cken gefunden
werden musste, fiel zugunsten eines einfachen Abbildungsmodells und damit der Red-
undanzen aus.
Die Metamodell-Beschreibung in den na¨chsten Abschnitten folgt [21]. Das Metamodell
wird zum besseren Versta¨ndnis ausschnittsweise erkla¨rt, die U¨bersicht des gesamten
Metamodells ist in Abbildung 6.1.1 zu finden.
Hauptkomponenten einer ModGraph-Graphtransformationsregel
Abbildung 6.2 zeigt die Hauptkomponenten einer hierarchisch aufgebauten ModGraph-
Regel. Jeder Regel (Klasse GraphTransformationRule) wird ein Name zugeordnet. Sie re-
ferenziert die durch sie implementierte Operation (Referenz implementedOperation) und
deren Klasse (Referenz correspondingClass).1 Aufgrund der Kompatibilita¨t zu Xcore und
Ecore verweisen beide Referenzen auf EObject. Zudem unterliegen beide einer Typver-
engung. Die generischen Datentypen EXOperation bzw. EXClass werden genutzt, um
zula¨ssige Objekte vorzugeben. Im Falle der Operation sind nur Objekte vom Typ EOpe-
ration oder XOperation zugelassen. Bei Klassen sind nur EClass oder XClass erlaubt. Dies
wird bei Erstellung der jeweiligen Regel festgelegt.2
Jeder Graphtransformationsregel wird eine Ausnahme (Klasse GTFailure) zugeordnet,
die im Falle des Scheiterns der Regel ausgelo¨st wird. Weiterhin besteht die Mo¨glichkeit
der Erstellung eines Kommentars (Klasse GTComment) zu jeder Regel. Der Inhalt des
Kommentars wird als Zeichenkette gespeichert.
Einer Regel ist genau ein Graphmuster (Klasse GTGraphPattern) zugeordnet. Es stellt
den zu suchenden Teilgraphen, also ein Objekt-Muster, in der als Graph aufgefassten
EMF-Instanz dar, sowie die A¨nderungen, die an diesem vorgenommen werden. Graph-
muster werden durch die enthaltenen Elemente (Interface GPElement) spezifiziert.
Ein Graphmuster kann durch grafische und textuelle Anwendbarkeitsbedingungen
erga¨nzt werden. Da die Anwendbarkeitsbedingungen grundsa¨tzlich verschieden sind, wer-
den nicht alle in einer gemeinsamen Oberklasse zusammengefasst. Textuelle Bedingungen
(Interface GTCondition) sind Vor- und Nachbedingungen an die gesamte Graphtransfor-
mationsregel, die durch die Klasse GTPrecondition und Klasse GTPostconditionmodelliert
1Obwohl die Klasse (als Container der Operation) nicht direkt referenziert werden mu¨sste, wird - im
Hinblick auf die Resourcenverwaltung im Werkzeug - dieser Link zum schnelleren Zugriff explizit
gesetzt.
2Generizita¨t kann mit dem grafischen Editor nicht abgebildet werden, ist jedoch im Anhang A.1, der

























































Abbildung 6.2: Ausschnitt aus dem ModGraph-Metamodell fu¨r Graphtransformationen: Die
Hauptkomponenten einer hierarchisch aufgebauten ModGraph-Regel
werden. Der Typ der Bedingung, modelliert durch den Aufza¨hlungsdatentyp Condition-
Kind, der dem Attribut GTCondition.kind zugewiesen wird, gibt an, ob diese in OCL oder
Xcore formuliert ist. Die Bedingung selbst wird als Zeichenkette repra¨sentiert (Attribut
GTCondition.condition). Außerdem kann das Graphmuster mit negativen Anwendbar-
keitsbedingungen (Klasse GTNegativeApplicationCondition) versehen werden. Sie werden
grafisch durch Objekt-Muster - analog zum Graphmuster - dargestellt. Die darin ent-
haltenen Elemente (Interface NACElement) spezifizieren Sachverhalte, die keinesfalls in
der Modell-Instanz auftreten du¨rfen. Jeder Regel ko¨nnen beliebig viele, konjunktiv ver-
knu¨pfte, negative Anwendbarkeitsbedingungen zugeordnet werden, die insgesamt nicht
zutreffen du¨rfen, wenn die Regel ausgefu¨hrt werden soll.
Aufbau des Graphmusters
Abbildung 6.3 zeigt das Metamodell des Graphmusters. Es ist der einzige zwingende
Bestandteil einer ModGraph-Graphtransformationsregel. Es besteht, wie in Abschnitt
5.2.3 beschrieben, aus einem statischen Teil und einem dynamischen Teil. Somit steu-
ert das Graphmuster den Ablauf der Transformation durch die dargestellten Elemente
(Interface GPElement und dessen implementierende Klassen).
Konkret werden im Graphmuster Elemente mit und ohne Status unterschieden. Klas-
sen, die statusbehaftete Elemente modellieren, implementieren das Interface GPElement-
WithStatus, welches von GPElement erbt. Klassen, die statuslose Elemente modellieren,
implementieren direkt das Interface GPElement.
Der Status eines Elements gibt an, ob dieses erhalten, gelo¨scht oder erzeugt wird.
Dies wird durch den Aufza¨hlungsdatentyp GTStatus modelliert, der die Werte PRESER-
VE fu¨r zu erhaltende Elemente, DELETE fu¨r zu lo¨schende Elemente und CREATE bzw.
ORDERED CREATE fu¨r zu erzeugende Elemente annehmen kann. Der Status ORDE-
RED CREATE ist fu¨r die Erzeugung geordneter Links reserviert und wird spa¨ter genauer
betrachtet.
Das Graphmuster besteht aus mindestens einem gebundenen Knoten. Dieser Knoten
ist entweder das statuslose, aktuelle Objekt (Klasse GTThisObject) oder ein statusbe-
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Abbildung 6.3: Ausschnitt aus dem Metamodell fu¨r Graphtransformationen: Aufbau des Graph-
musters
hafteter U¨bergabeparameter der Methode, der u¨ber einer Klasse typisiert ist (Klas-
se GPBoundNode) und im Folgenden nicht-primitiver Parameter der Methode genannt
wird. Die U¨bergabeparameter werden, je nach Wertigkeit, in mehrwertige Parameter
(Klasse GPMultiParameter) und einwertige Parameter (Klasse GPParameter) unterteilt.
Als Status stehen ihnen Erhalten und Lo¨schen zur Verfu¨gung. Die Erzeugung eines
Parameters innerhalb einer Graphtransformationsregel ist nicht mo¨glich, da dies dem
Konzept der Regel widerspricht: Regeln implementieren das Verhalten einer Operation.
Daher mu¨ssen ihnen alle Parameter der durch sie implementierten Operation zwingend
bekannt sein, selbst wenn diese kein Objekt referenzieren (Wert null). Parameter, die
kein Objekt zu referenzieren, werden als optionale Parameter markiert. Das zugeho¨rige
modellierte Attribut optional findet sich im Interface GPNode, das von der abstrakten
Klasse GPBoundNode implementiert wird. Diese ist ihrerseits die Oberklasse der die Pa-
rameter repra¨sentierenden Klassen. Zudem besteht die Mo¨glichkeit, Typumwandlungen
auf Parametern zu spezifizieren. Das wird durch Anpassung der Referenz type zwischen
GPBoundNode und EObject erreicht. Diese Referenz muss fu¨r gebundene Knoten nicht
zwingend gesetzt sein, da ihr Typ implizit gegeben ist.
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Diesbezu¨glich anders verha¨lt es sich bei den ungebundenen Knoten im Graphmuster.
Sie mu¨ssen u¨ber Klassen aus dem Ecore-Modell typisiert werden. Die ungebundenen
Knoten sind durch die abstrakte Klasse GPUnboundNode modelliert und du¨rfen in be-
liebiger Anzahl im Graphmuster vorkommen. Ungebundene Knoten werden durch die
Mustersuche (siehe Abschnitt 6.2.2) gebunden. Sie sind, analog zu den Parametern, in
mehrwertige Objekte (Klasse GPMultiObject) und einwertige Objekte (Klasse GPObject)
unterteilt. Auch ungebundene Knoten du¨rfen als optional (Attribut GPNode.optional)
gekennzeichnet werden.
Jeder Knoten im Graphmuster, der durch eine von GPNode erbende Klasse modelliert
ist, kann als Ru¨ckgabewert der Methode deklariert werden, indem das entsprechende
Attribut GPNode.outParameter gesetzt wird.
Zudem tragen alle Knoten im Graphmuster Namen und ko¨nnen durch gerichtete Kan-
ten verbunden werden. Dies ist durch die Klasse GTNode und deren Attribut GTNo-
de.name sowie durch die Klasse GTEdge modelliert. Sie stellen den allgemeinen, gerich-
teten Graphen, auf dem die spezialisierten Klassen zur Darstellung der Knoten und
Kanten im Graphmuster aufbauen, dar. Daher erben alle Klassen fu¨r Knoten im Graph-
muster von GTNode sowie alle Kantenklassen von GTEdge.
Bei der Verbindung von Knoten durch Kanten werden im Graphmuster zwei Arten
von Kanten unterschieden: Links und Pfade. Pfade sind durch die Klasse GTPath mo-
delliert und stehen fu¨r abgeleitete Referenzen. Sie sind mit einem Pfadausdruck mar-
kiert, der auf dem Quellobjekt ausgewertet wird und eine Menge von Zielobjekten
zuru¨ckliefert. Ein Pfadausdruck ist entweder in OCL, Java oder Xcore (bzw. Xbase)
formuliert. Er wird zuna¨chst jedoch als Zeichenkette aufgefasst.3 Die Zugeho¨rigkeit des
Pfades (Aufza¨hlungsdatentyp PathType) setzt fest, ob er Teil eines Graphmuster oder
einer negativen Anwendbarkeitsbedingung ist. Pfade innerhalb eines Graphmusters sind
immer vom Typ GPPath.4
Links (Klasse GPLink) stellen Instanzen von Referenzen im Ecore-Modell dar. Sie
referenzieren diese (Referenz exReference). Daher ko¨nnen Links nur zwischen bestimmten
Knoten existieren. Diese mu¨ssen Instanzen der Klassen repra¨sentieren, die durch die
Referenz, die der Link instanziiert, verbunden werden du¨rfen. Dabei kann es vorkommen,
dass einer der Knoten optional ist. Links, die mit mindestens einem optionalen Knoten
verbunden sind, werden ebenfalls als optional angenommen. Unabha¨ngig davon ist jedem
Link ein Status (Aufza¨hlungsdatentyp GTStatus) zugeordnet. Ein zu erzeugender Link,
der eine mehrwertige Referenz instanziiert, kann geordnet sein. Dies entspricht dem
Status ORDERED CREATE. Bei geordneten Links wird das Einfu¨gen des Zielobjekts an
einer bestimmten Position, die durch einen Ausdruck am Link vorgegeben ist, erreicht.
Hierbei wird ausgenutzt, dass EMF alle mehrwertigen Referenzen als geordnete Listen








before<Elementname>“ zugelassen, um es als erstes oder
letztes Element bzw. vor oder nach einem anderen, das namentlich genannt werden muss,
3In welcher Sprache der Ausdruck letztendlich geschrieben ist, wird hier nicht na¨her angegeben, da
diese durch Parsen des Ausdrucks ermittelt werden kann.
4Die Zuordnung eines Pfades zu einem Muster ist aus Gru¨nden der Exklusivita¨t no¨tig.
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einzufu¨gen. Standardma¨ßig werden die Elemente im U¨brigen am Ende eingefu¨gt. Damit
entspricht das explizite Einfu¨gen am Ende der Liste der Erzeugung eines ungeordneten
Links.
Die Knoten des Graphmusters sind, der Vererbungshierarchie folgend, alle Instanzen
der Klasse GTNode. Sie du¨rfen daher Attribute und Felder beinhalten. Attribute haben
einen Typ und einen Namen, die beide aus der Referenz exAttribute auf ein EAttribute
(strukturelles Modell in Ecore) oder XAttribute (strukturelles Modell in Xcore) ermittelt
werden. Ihnen ist ein Attributwert (Attribut GTAttribute.value) zugeteilt, dessen Funk-
tion sich durch den verwendeten Operator unterscheidet. Entweder wird dem Attribut
der Wert zugewiesen oder er dient als Bedingung an das Attribut. Operatoren werden
durch den Aufza¨hlungsdatentyp GTOperator definiert. Neben der Zuweisung unterstu¨tzt
dieser den Vergleich von Attributen mit den u¨bergebenen Werten. Dabei ko¨nnen unter
anderem Ganzzahlen, Zeichenketten und Wahrheitswerte verglichen werden. Zudem ist
es mo¨glich, Werte anderer Attribute auf der rechten Seite der Attributzuweisung zu ver-
wenden. Diese beziehen sich immer auf den Ausgangszustand der Modellinstanz vor der
Transformation. Zusa¨tzlich du¨rfen Knoten im Allgemeinen Felder (GTField) enthalten.
Diese haben einen Inhalt, der als Zeichenkette repra¨sentiert wird und einen Typ (Attri-
but GTField.kind). Der Typ wird durch den Aufza¨hlungsdatentyp GTFieldKind festgelegt.
Dabei kann ein Feld einen Operationsaufruf auf einem Knoten, eine OCL-Bedingung an
einen Knoten, ein Xcore-Ausdruck auf dem Knoten oder eine Standardausgabe (zu Test-
zwecken) repra¨sentieren.
Diese allgemeine Attribuierung von Knoten und deren Ausstattung mit beliebigen
Feldern ist in der Praxis limitiert. So macht es beispielsweise keinen Sinn, Attribut-
zuweisungen auf zu lo¨schenden Knoten zuzulassen. Demzufolge stehen den Knoten im
Graphmuster je nach Status verschiedene Mo¨glichkeiten bezu¨glich ihrer Attribute und
Felder zur Wahl. Diese sind als Bedingungen an das Metamodell formuliert und werden
daher in Abschnitt 6.1.1 detaillierter besprochen. Die Bedingungen werden mit Hilfe
eines Feldes innerhalb des Knotens (Klasse GTField) als OCL- oder Xcore-Bedingung
formuliert. Alternativ werden sie als OCL-, Java- oder Xcore-Bedingung an ein Attribut
des Knotens (Klasse GTAttribute) gestellt, indem ein in einer der Sprachen formulierter
Wert mit dem aktuellen Attributwert verglichen wird. An einem zu erhaltenden oder zu
erstellenden Knoten ko¨nnen A¨nderungen an Attributen vorgenommen werden. Ein At-
tributwert kann durch einen OCL-, Xcore- oder Java-Ausdruck spezifiziert werden. Hat
eine Methode U¨bergabeparameter, die u¨ber einem Datentyp typisiert sind, so ko¨nnen
diese fu¨r Attributbedingungen und Attributzuweisungen verwendet werden. Zudem be-
steht die Mo¨glichkeit, Methoden auf einem zu erhaltenden oder zu erstellenden Knoten
aufzurufen.
Aufbau der negativen Anwendbarkeitsbedingungen
Die negative Anwendbarkeitsbedingung (NAC), deren Metamodell in Abbildung 6.4
gezeigt ist, modelliert ein Graphmuster, das keinesfalls auftreten darf, sobald die Regel
angewendet wird.
Die NAC ist analog zu dem bereits besprochenen Graphmuster aufgebaut, beinhaltet
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Abbildung 6.4: Ausschnitt aus dem Metamodell fu¨r Graphtransformationen: Aufbau der nega-
tiven Anwendbarkeitsbedingung
jedoch keinerlei A¨nderungsoperationen. Daher treten nur statuslose Knoten und Kan-
ten als Elemente (KlasseNACElement) innerhalb einer NAC auf. Die Klassen, die diese
Knoten und Kanten im Metamodell darstellen, sind ebenfalls Unterklassen von GTNode
(Knoten) und GTEdge (Kanten).
Eine NAC beinhaltet ebenfalls mindestens einen gebundenen Knoten. Als gebundene
Knoten sind hier das aktuelle Objekt (Klasse GTThisObject) und die nicht-primitiven
U¨bergabeparameter der Methode (Klasse NACParameter) zula¨ssig. Hinzu kommen die
gebundenen Knoten der NAC, die durch die Klasse NACBoundNode modelliert werden.
Diese stehen fu¨r Knoten, die bereits im Graphmuster als ungebundene Knoten vorkom-
men. Sie referenzieren diese gleichzeitig (Referenz gPUnboundNode). Diese Mo¨glichkeit
besteht, da besagte Knoten zum Zeitpunkt des Pru¨fens der negativen Anwendbarkeits-
bedingung bereits gebunden sind, wie in Abschnitt 6.2.2 genauer erkla¨rt werden wird.
Ungebundene, einfache Objekte (Klasse NACObject) sind innerhalb der negativen An-
wendbarkeitsbedingung ebenfalls zula¨ssig. NACs lassen, da sie Verbote modellieren,
keine mehrwertigen Knoten zu. Grund dafu¨r ist, dass bereits die Verletzung des Ver-
bots durch einen Knoten aus einer Menge zum Erfolg der NAC und somit zur Nicht-
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Anwendbarkeit der Regel fu¨hrt.
Alle Knoten innerhalb einer negativen Anwendbarkeitsbedingung ko¨nnen durch Links
(Klasse NACLink) und Pfade (GTPath) verbunden werden. Links stellen Instanzen von
Referenzen dar. Weiterhin du¨rfen Knoten der NAC nicht vera¨ndert werden, jedoch du¨rfen
Bedingungen - analog zu den im vorangegangenen Abschnitt beschriebenen Bedingun-
gen - an sie gestellt werden.
Die kontextsensitive Syntax
Die kontextsensitive Syntax der hier erstellten Sprache kommt in der Validierung der
Graphtransformationsregeln zum Ausdruck. Dabei werden Bedingungen gestellt, die ge-
gen das Ecore-Metamodell fu¨r Graphtransformationen aus dem vorangegangenen Ab-
schnitt definiert werden. Da dieses Graphtransformations-Metamodell das zur Regel
geho¨rende Ecore-Modell referenziert (siehe Abbildung 6.1.1, Referenzen auf EObject),
mu¨ssen zudem Bedingungen gegen das Ecore-Modell definiert werden. Weiterhin muss
die willku¨rliche Kombination von statusbehafteten Elementen im Graphmuster vermie-
den werden. Alle gestellten Bedingungen mu¨ssen von den einzelnen Graphtransformati-
onsregeln eingehalten werden.
Die Bedingungen gegen das Graphtransformations-Metamodell und das aus der Re-
gel referenzierte Ecore-Modell werden in der Sprache Check verfasst. Beispiele fu¨r die
konkrete Formulierung solcher Checks finden sich in Anhang A.2. Check ist Teil von
OpenArchitectureWare und erlaubt es, deklarativ Bedingungen zu spezifizieren [72].
Diese Vorgaben du¨rfen - wie in den Abschnitten 7.2 und 7.3.2 gezeigt werden wird -
sowohl im Editor als auch wa¨hrend des Build-Prozesses aufgerufen werden. Sie werden
im Folgenden aufgelistet und - sofern notwendig - kurz erkla¨rt.
Bedingungen an das Graphtransformations-Metamodell
Fu¨r jede Instanz des Graphtransformations-Metamodells gelten die folgenden Vorga-
ben:
• Vor- und Nachbedingungen, welche in OCL verfasst sind, werden auf ihre syntakti-
sche Korrektheit gepru¨ft. Hierzu wird der OCL-Analysator von Eclipse verwendet
(org.eclipse.ocl.parser.OCLAnalyzer).
• Jedes Graphmuster und jede NAC mu¨ssen mindestens je einen gebundenen Kno-
ten enthalten, der das aktuelle Objekt oder einen nicht-primitiven Parameter der
Methode darstellt. Bei NACs sind NACBoundNodes ebenfalls mo¨glich.
• Knoten innerhalb der Regel mu¨ssen eindeutig benannt sein.
• Alle ungebundenen Knoten mu¨ssen von einem gebundenen Knoten aus erreichbar
sein. Daher muss zu jedem ungebundenen Knoten ein Pfad (siehe Abschnitt 2.6)
zwischen ihm und einem gebundenen Knoten existieren, der u¨ber beliebig viele an-
dere Knoten fu¨hren darf. Dabei ist jedoch zu beachten, dass obligatorische Knoten
nicht u¨ber optionale navigiert werden du¨rfen.
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• Knoten, die in einer Regel einen Parameter repra¨sentieren du¨rfen nicht erzeugt
werden. Mehrwertige Knoten ebenfalls nicht.
• Knoten die mit
”
this“ benannt werden, repra¨sentieren das aktuelle Objekt und
sind vom Typ GTThisObject. Kein anderer Knoten darf diesen Namen tragen.
• Attribute du¨rfen innerhalb eines Knotens beliebig oft als Bedingung und einmal
zur Wertzuweisung vorkommen.
• Attributen, die genutzt werden, um Bedingungen an einen Knoten zu formulieren,
muss ein gu¨ltiger Operator zugewiesen werden. Dabei ist der Typ des Attributs
entscheidend:
– Zahlenwerte erlauben alle Vergleichsoperationen.
– Attribute, die einenWahrheitswert enthalten, ko¨nnen nicht kleiner oder gro¨ßer
als der andere Wert sein; gleich bzw. ungleich sind hier mo¨glich.
– Attribute, die Zeichenketten enthalten werden bei kleiner und gro¨ßer Ver-
gleichen gema¨ß der Anzahl ihrer Zeichen verglichen. Zur A¨quivalenzpru¨fung
findet ein Objektvergleich durch die equals-Methode statt.
– Alle weiteren Datentypen, die auf Objekte zuru¨ckzufu¨hren sind, z.B. EJava-
Object oder EDate, erlauben Vergleiche auf (Un-)Gleichheit. Hierzu wird die
- in jedem Objekt vorhandene - equals-Methode genutzt.
• Felder, die einen Operationsaufruf modellieren, mu¨ssen eine Operation der Klasse
aufrufen, u¨ber die der sie enthaltende Knoten typisiert ist.
• Ein Knoten, der das aktuelle Objekt referenziert, wird unvera¨nderbar mit this
benannt.
• Zu lo¨schende Knoten du¨rfen keine Zuweisungen enthalten.
• An zu erstellende Knoten du¨rfen keine Bedingungen gestellt werden.
• Knoten innerhalb einer NAC du¨rfen keinesfalls Zuweisungen enthalten.
• Quell- und Zielknoten einer Kante mu¨ssen zum selben Graphmuster / zur selben
NAC geho¨ren.
• Kanten du¨rfen keinesfalls zwei mehrwertige Objekte verbinden, da hier keine ein-
deutige Zuordnung der Objekte, die durch den Link verbunden werden, gewa¨hrleis-
tet werden kann.
• Zu erhaltende Links du¨rfen nur zwischen zu erhaltenden Knoten (inklusive dem
aktuellen Objekt) gezogen werden.
• Zu lo¨schende Links du¨rfen nicht mit einem zu erzeugenden Knoten in Verbindung
stehen.
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• Analog hierzu du¨rfen zu erzeugende Links keinesfalls mit zu lo¨schenden Knoten in
Verbindung stehen.
• Attribute innerhalb zu erstellender Knoten werden immer mit dem Zuweisungs-
operator initialisiert.
• Attribute innerhalb zu lo¨schender Knoten du¨rfen nur als Bedingungen an diesen
genutzt werden.
Bedingungen im Zusammenhang mit dem referenzierten Ecore-Modell
Zudem werden die folgenden, mit dem referenzierten Ecore-Modell zusammenha¨ngen-
den Bedingungen gepru¨ft:
• Hat die implementierte Operation einen Ru¨ckgabeparameter, der ein Objekt re-
pra¨sentiert, so muss einer der Knoten entsprechenden Typs (oder einer der Unter-
klassen des Typs) im Graphmuster als Ru¨ckgabewert der Operation gekennzeich-
net sein. Gibt die Methode einen Menge an Objekten zuru¨ck, so kann dies durch
Markierung eines oder mehrerer typkonformer, ein- oder mehrwertiger Objekte
geschehen.
• Jeder Link in einem Graphmuster oder einer NAC muss auf eine Referenz im
Modell verweisen.
• Ein Link muss u¨ber eine Referenz typisiert sein, welche die Klassen bzw. deren
Oberklassen verbindet, auf die sein Quell- und Zielknoten verweisen.
• Es du¨rfen keinesfalls zwei Links vorkommen, die auf dieselbe Referenz verweisen
und gleichzeitig dieselben Knoten verbinden.
• Ein Link, der auf eine einwertige Referenz im Modell verweist, darf keinesfalls in
einem mehrwertigen Knoten enden.
• Ein geordneter Link muss auf eine mehrwertige Referenz verweisen.
• Die Anzahl der auf die gleiche Referenz zeigenden Links (innerhalb eines Graph-
musters oder einer NAC) darf die maximale Multiplizita¨t dieser Referenz nicht
u¨berschreiten. Im Graphmuster mu¨ssen bei dieser Rechnung allerdings die zu
lo¨schenden Links mit den zu erzeugenden Links verrechnet werden.
• Eben genannte Bedingung gilt auch fu¨r das U¨berschreiten der maximalen Multi-
plizita¨t der entgegengesetzten Referenz.
• Jeder ungebundene Knoten einer Regel muss u¨ber eine Klasse im referenzierten
Modell typisiert sein. Ist ein Knoten zu erzeugen, darf diese Klasse nicht abstrakt
sein. In jedem Fall darf die zur Typisierung verwendete Klasse keinesfalls als In-
terface deklariert sein.5
5Letztere Einschra¨nkung ist notwendig, da in Ecore Klassen und Interfaces durch Instanzen der Klasse
EClass des Ecore-Metamodells modelliert werden.
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• Es gilt das Prinzip der Exklusivita¨t: Jeder Knoten einer Regel darf nur eine einge-
hende Kante aufweisen, die auf eine Referenz verweist, welche eine Enthaltensbe-
ziehung darstellt. Dabei du¨rfen Objekte im Graphmuster ihren Beha¨lter wechseln.
Dies entspricht einer zu lo¨schenden und einer zu erhaltenden Enthaltenseinsrelati-
on, die jeweils durch einen Link repra¨sentiert werden.
• Knoten, die in einer Regel einen Parameter repra¨sentieren, du¨rfen ausschließlich
nicht-primitive Parameter der Methode referenzieren.
• Treten Attribute innerhalb von Knoten auf, muss das zugeho¨rige Attribut im
Ecore-Modell in der Klasse, die dem Typ des Knotens entspricht, oder einer ihrer
Oberklassen deklariert sein.
• Attributwerte von primitiven Attributen des Typs String mu¨ssen in Anfu¨hrungs-
zeichen gesetzt werden.
6.1.2 Die konkrete Syntax
Die konkrete Syntax bildet einen weiteren Bestandteil der Sprachdefinition. Sie wird
in diesem Abschnitt anhand von Beispielen erkla¨rt. Hierbei wird auch die lexikalische
Syntax besprochen, da sie in den grafischen Elementen enthalten ist.
Die Elemente der konkreten Syntax sind in den Abbildungen 6.5 und 6.6 ihren kor-
respondierenden Metamodellelementen gegenu¨ber gestellt. Die Beispielelemente der Re-
geln sind u¨ber dem Ecore-Metamodell oder dem Graphtransformations-Metamodell ty-
pisiert. Sie finden in einer M1-Anwendung der Regeln Verwendung, da sie Modelle
vera¨ndern.
Die Graphtransformationsregel entspricht der gesamten Fla¨che, die zur Spezifikati-
on ihrer Komponenten zur Verfu¨gung steht (1 in Abbildung 6.5). Darauf ist das Gra-
phmuster (5) als graue Box, die mit Graph Pattern beschriftet ist, zu finden. Vor- (2)
und Nachbedingungen (3) an die Regel werden durch la¨ngliche Boxen, die mit OCL-
oder Xcore-Ausdru¨cken befu¨llt werden, oberhalb und unterhalb des Graphmusters an-
gebracht. Dabei ist es mo¨glich, mehrere dieser Boxen untereinander anzuordnen. Diese
werden als konjunktiv verknu¨pft angesehen. NACs (16) werden neben dem Graphmuster
platziert. Auch hier du¨rfen beliebig viele als konjunktiv verknu¨pft anzusehende NACs ne-
beneinander platziert werden. Der Kommentar (4) wird in ein eigenes Fenster innerhalb
der Eclipse-Umgebung ausgelagert. Das aktuelle Objekt (6) wird als weißer Knoten, der
Mo¨glichkeiten zur Spezifikation von A¨nderungen und Bedingungen entha¨lt, dargestellt.
Im Graphmuster werden die Elemente nach Status farblich markiert und gekennzeich-
net: Knoten, die erhalten werden sollen (7-10, jeweils links), sind grau hinterlegt und
tragen keine weitere Markierung, zu lo¨schende Knoten (7-10, jeweils rechts) werden rot
hinterlegt und mit −− markiert, zu erzeugende Knoten (9, Mitte) gru¨n und mit ++.
Links, die erhalten werden, sind markierungslose schwarze Pfeile (11, links), zu erzeu-
gende und zu lo¨schende Links werden analog zu den Knoten gru¨n und mit ++ bzw. rot
und mit −− markiert (11, Mitte und rechts). Geordnete Links (12) werden als gru¨ne








































































































































Abbildung 6.6: Abstrakte Syntax (links) und konkrete Syntax (rechts) auf einen Blick - Teil 2
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die Position des einzufu¨genden Elements angibt. Alle Links werden daru¨ber hinaus mit
dem Namen der von ihnen instanziierten Referenz markiert. Dies gilt auch fu¨r Links
innerhalb der NAC (20), die schwarz dargestellt werden und wie alle Elemente der NAC
keinen Status aufweisen. Pfade (13) werden durch dicke, graue Pfeile repra¨sentiert, die
mit einem in eckigen Klammern stehenden, textuellen Pfadausdruck markiert sind.
Objekte und Parameter werden durch Boxen innerhalb des Graphmusters bzw. einer
NAC platziert. Die Parameter der Operation werden durch Boxen mit abgerundeten
Ecken gekennzeichnet (7,8,17). Mehrwertige Parameter und Objekte werden durch Bo-
xen mit einer verdoppelten und leicht verschobenen Silhouette grafisch abgebildet (8,10).
Statuslose Elemente der NAC werden, wie auch die zu erhaltenden Elemente des Graph-
musters, grau hinterlegt (17-19). Mo¨glichkeiten zur Spezifikation von Bedingungen und
A¨nderungen werden, wie in Abschnitt 6.1.1 erla¨utert, grafisch umgesetzt. Jede Box, die
einen Parameter oder ein Objekt repra¨sentiert, entha¨lt einen Constraints-Abschnitt, in
welchem Bedingungen spezifiziert werden, bzw. einen Changes-Abschnitt (7-10, 17-19),
der A¨nderungen definiert. Dabei enthalten alle Elemente der NACs nur Bedingungen
(17-19). Bedingungen und Zuweisungen an Attribute werden dabei analog zu Java bzw.
Xcore dargestellt (15), Bedingungen, die in OCL oder Xcore spezifiziert sind, werden
durch ihre Feldart eingeleitet und beinhalten den entsprechenden Ausdruck (14).
Ihre Beschriftung betreffend, werden Parameter (7,8,17) lediglich mit dem Namen
des Parameters gekennzeichnet, Objekte werden mit Namen und Typ, getrennt durch
einen Doppelpunkt - wie in der zur in der Modellierung oft verwendeten UML-Notation
- markiert. Parameter, die mit einem Typ markiert sind, werden typumgewandelt. Die
gebundenen Knoten der NAC (18) sind lediglich mit dem Namen des von ihnen refe-
renzierten Knotens aus dem Graphmuster beschriftet. Die ungebundenen Knoten der
NAC (19) werden ebenfalls mit Namen und Typ, getrennt durch einen Doppelpunkt
beschriftet.
Entspricht ein Parameter oder ein Objekt im Graphmuster dem Ru¨ckgabewert der
Operation, wird er mit << out >> gekennzeichnet (10, links und 14). Analog kann ein
Objekt mit << optional >> gekennzeichnet werden.
Damit ist die Syntax der Sprache definiert.
6.2 Dynamische Semantik der Sprache fu¨r
Graphtransformationsregeln
Die Ausfu¨hrbarkeit einer Sprache und damit des Modells erfordert die Definition ei-
ner dynamischen Semantik. Sie definiert, wie in Abschnitt 2.3 beschrieben, das Verhal-
ten des Modells - und des damit erstellten Programms - zur Laufzeit. Die dynamische
Semantik der Sprache fu¨r Graphtransformationsregeln wird im Folgenden dargestellt
und ist in [21], [78], [80] und [81] vero¨ffentlicht. Dazu wird zuna¨chst ein U¨berblick der
Ausfu¨hrungslogik einer Regel gegeben, indem klargestellt wird, welche Elemente der Re-
gel in welcher Reihenfolge ausgefu¨hrt werden. Ausgehend davon werden die komplexeren,
zur Regelausfu¨hrung no¨tigen, Schritte na¨her erla¨utert.
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6.2.1 Ausfu¨hrungslogik einer Graphtransformationsregel
Jeder Aufruf einer Operation, die durch eine ModGraph-Regel implementiert ist, folgt
einem bestimmten Schema. Dieses ist in der Ausfu¨hrungslogik der Regel begru¨ndet und
fu¨r alle Regeln gleich. Die Ausfu¨hrungslogik ist unabha¨ngig von der Zielsprache der
Regel. Es ist demnach egal, ob die Regel letztendlich in Java-Quelltext u¨bersetzt oder
in ein Xcore-Modell eingebettet wird.
Die Ausfu¨hrungslogik soll hier na¨her betrachtet werden. Sie ist in einer flussdiagramm-
artigen Schreibweise in Abbildung 6.7 dargestellt. Anders als bei Flussdiagrammen wur-
den alle Schritte, die zum Scheitern der Regelausfu¨hrung fu¨hren ko¨nnen, mit einem roten
Blitz markiert. Zudem sind die Elemente farblich hinterlegt. Die dadurch markierten Be-
reiche entsprechen den Nummern der folgenden Aufza¨hlung, welche die Ausfu¨hrung einer
Regel beschreibt.
1. Zuerst werden alle Vorbedingungen u¨berpru¨ft. Schla¨gt eine Vorbedingung fehl,
schla¨gt die Regelausfu¨hrung fehl.
2. Sind alle Vorbedingungen erfu¨llt, findet die Mustersuche - die Suche nach einer
U¨bereinstimmung des Graphmusters der Regel in der betrachteten Modellinstanz -
statt. Sie beginnt mit den nicht-primitiven U¨bergabeparametern der Regel und
ihrem aktuellen Objekt. Sie wird in Abschnitt 6.2.2 genauer erkla¨rt. Wird keine
U¨bereinstimmung gefunden, so scheitert die Ausfu¨hrung der Regel ebenfalls.
3. Ist eine U¨bereinstimmung gefunden und mindestens eine NAC innerhalb der Regel
vorhanden, so werden die NACs gepru¨ft. Dazu wird die Mustersuche auf den NACs
ausgefu¨hrt. Findet sich eine U¨bereinstimmung einer NAC in der betrachteten Mo-
dellinstanz, beginnt die Mustersuche erneut wie in Punkt 2. beschrieben.
4. Bei erfolgreicher Mustersuche werden alle in der Regel spezifizierten A¨nderungen
an den gefundenen Objekten ausgefu¨hrt. Dazu za¨hlt auch die Ausfu¨hrung der
aufzurufenden Operationen (in zufa¨lliger Reihenfolge). Wie dies genau vonstatten
geht, wird in Abschnitt 6.2.3 genauer betrachtet.
5. Zuletzt werden die Nachbedingungen gepru¨ft. Schla¨gt eine Nachbedingung fehl,
ist die Ausfu¨hrung der Regel auch fehlgeschlagen. Ist sie erfolgreich, wird die
Ausfu¨hrung abgeschlossen. Ist der Regel ein Ru¨ckgabewert zugeordnet, wird dieser
zuru¨ckgegeben.
Nach einer erfolgreichen Ausfu¨hrung der Regel sind alle definierten A¨nderungen vor-
genommen. Die Ausfu¨hrung des Modells darf wie gewu¨nscht fortgesetzt werden. Schla¨gt
die Regelausfu¨hrung an einer Stelle fehl, so wird ihre Ausfu¨hrung abgebrochen und
eine Ausnahme ausgelo¨st. Hierbei macht es einen Unterschied, an welcher Stelle die
Regel scheitert. Schla¨gt das Pru¨fen einer Vorbedingung oder das Finden des Graphmus-
ters unter Beru¨cksichtigung der vorhandenen NACs fehl, ist die Regel nicht anwendbar
und das Modell bleibt unvera¨ndert. Schla¨gt jedoch eine Nachbedingung fehl, sind die














































Abbildung 6.7: Ausfu¨hrungslogik einer ModGraph-Regel
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einem inkonsistenten Zustand. Dieser muss vom Nutzer ru¨ckga¨ngig gemacht werden, da
im allgemeinen keine Mo¨glichkeit besteht, eine Regel invers anzuwenden. Hat der Nutzer
viele Nachbedingungen, so wird an dieser Stelle geraten, Reparaturregeln zu definieren,
die im Falle des Scheiterns einer Regel ausgefu¨hrt werden ko¨nnen. Die Steuerung die-
ses Vorganges u¨bernimmt zum Beispiel der Xcore-Kontrollfluss durch einen geeignete
Ausnahmebehandlung.
6.2.2 Mustersuche
Ein wichtiger und komplexer Teil der Ausfu¨hrungslogik einer Regel ist die Mustersuche.
Es handelt sich hierbei um eine lokalisierte Suche. Sie nutzt die durch Knoten in der
Regel repra¨sentierten und zur Laufzeit bekannten Objekte. Dies sind die Parameter der
Operation oder das aktuelle Objekt. Sie dienen als Ankerknoten. Die Suche lokalisiert mit
ihrer Hilfe die bislang unbekannten Objekte. Sie wird verwendet, um das Graphmuster
und die NACs auf die Modellinstanz abzubilden und kommt daher in den Schritten 2
und 3 der im vorangegangenen beschriebenen Ausfu¨hrungslogik einer Regel zum Einsatz
(siehe auch Abbildung 6.7).
Die Algorithmen zur Mustersuche sind in ModGraph, wie in allen regelbasierten Spra-
chen, bereits implementiert. Der Nutzer spezifiziert lediglich das geforderte Muster sowie
die verbotenen Muster als Graphmuster und NACs.6 Die Mustersuche selbst entspricht
einer Teilgraphensuche auf der EMF-Instanz. Sie wird beno¨tigt, um die ungebunde-
nen Knoten der Regel zu binden. Die Teilgraphensuche basiert auf der Navigierbarkeit
durch die Graphen der Graphtransformationsregel. Dies bedeutet, dass alle ungebun-
denen Knoten der Regel (in-)direkt von einem gebundenen Knoten aus u¨ber Links er-
reichbar sein mu¨ssen. Die Teilgraphensuche ist in ModGraph als heuristischer Greedy-
Algorithmus implementiert. Die durch die Suche implementierte Abbildung der Knoten
auf die Objekte ist nicht injektiv. Zwei Knoten gleichen Status ko¨nnten auf das sel-
be Objekt abgebildet werden. Die Abbildung ein und desselben Objekts auf einen zu
lo¨schenden und einen zu erhaltenden Knoten wird wa¨hrend der Mustersuche unterbun-
den. Dies geschieht, indem zur Laufzeit der Mustersuche eine Liste der zu lo¨schenden
Objekte verwaltet wird und bei jedem Match eines zu erhaltenden Knotens gepru¨ft
wird, ob das Objekt bereits auf einen zu lo¨schenden Knoten abgebildet wurde. Injekti-
vita¨t kann jedoch durch das Setzen entsprechender Bedingungen an die Knoten erreicht
werden. Dies ist die u¨bliche und empfohlene Vorgehensweise, um Zweideutigkeiten bei
der Regelausfu¨hrung zu vermeiden. Letzlich kann der Nutzer auf diese Weise selbst ent-
scheiden, ob er injektives Matching erreichen mo¨chte. Ein zusammenha¨ngender Graph
ist ebenfalls nicht no¨tig, jedoch werden Zusammenhangskomponenten mit jeweils min-
destens einem gebundenen Knoten gefordert.
Die Ausfu¨hrung der Mustersuche in ModGraph ist zweigeteilt. Zur U¨bersetzungszeit
wird in einem vorbereitenden Schritt ein Spannwald aus der Regel aufgebaut, der als
Suchplan fu¨r die eigentliche Suche dient. Auf diesem aufbauend wird die Regel auf eine
6Dies verdeutlicht nochmals den Abstraktionsgewinn durch die Nutzung einer regelbasierten Sprache
gegenu¨ber einer prozeduralen Sprache.
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Abbildung 6.8: Zur Erkla¨rung der Mustersuche farbkodiertes Anwendungsbeispiel changeStatus
aus dem Bugtacker-Beispiel
Modellinstanz abgebildet. Der Algorithmus zur Mustersuche wird bei jeder Anwendung
einer Regel ausgefu¨hrt. Er wird im generierten Code umgesetzt und demnach - je nach
Zielsprache bei der Generierung der Regel - durch Java-Methoden oder Xbase-Ausdru¨cke
ausgefu¨hrt. Der Aufbau der Spannba¨ume und der Algorithmus zur Abbildung der Regel
auf die Modellinstanz werden im Folgenden erkla¨rt und sind ebenso in [78] und [81]
vero¨ffentlicht.
Als Anwendungsbeispiel wird die in Abbildung 6.8 schematisiert dargestellte, bereits
aus Kapitel 5.4 bekannte Regel zur A¨nderung des Status eines Tickets innerhalb eines
Bugtrackers na¨her betrachtet. Zur besseren Versta¨ndlichkeit des weiteren Vorgehens sind
die Knoten farbig umrandet.
Aufbau der Spannwa¨lder
Ausgangspunkt der Suche sind die bereits gebundenen Knoten der Regel. Betrachtet man
zuna¨chst das Graphmuster in Abbildung 6.8, sind dies der Knoten fu¨r das aktuelle Objekt
(this) und derjenige fu¨r den Parameter author, welcher ein nicht-primitiver U¨bergabe-
parameter der Operation changeStatus im Bugtracker-Beispiel ist. Die Suche nach den
ungebundenen Knoten, im Beispiel-Graphmuster oldRev:Ticketrevision und assignee:User,
startet an den gebundenen Knoten. Deswegen ist es no¨tig, dass alle Knoten der Regel
von den gebundenen Knoten aus direkt oder indirekt u¨ber Links und Pfade erreichbar
sind und damit die no¨tigen Zusammenhangskomponenten bilden. Dabei ist es bei bidi-
rektionalen Referenzen unwichtig, ob der eingezeichnete gerichtete Link die Hin- oder
die Ru¨ckrichtung der Referenz instanziiert. Sind die Zusammenhangskomponenten nicht
gegeben, ist die Regel nicht ausfu¨hrbar. Bei der Suche von ungebundenen Knoten, aus-
gehend von gebundenen, spielt die Reihenfolge in der gesucht wird, eine tragende Rolle.
Ein obligatorischer Knoten darf niemals von einem optionalen Knoten aus gesucht wer-
den. Hingegen du¨rfen ein- und mehrwertige Knoten beliebig in den Spannwald eingefu¨gt
werden (unter Beachtung der eben genannten Regel zu optionalen Knoten). Außerdem
wird ein Link, der eine einwertige Referenz instanziiert, einem anderen Link, der eine
mehrwertige Referenz instanziiert, vorgezogen. Zudem werden Pfade im Graphmuster
oder der NAC als sehr teuer angenommen, da zu ihrer Auswertung ein Pfadausdruck
evaluiert werden muss. Damit werden kombinatorisch explodierende Kosten fu¨r die Teil-


















Abbildung 6.9: Allgemeine Vorgehensweise bei der Mustersuche - Aufbau des Spannwaldes
Im Beispiel ist der Knoten oldRev:Ticketrevision direkt durch Navigation des Links
currentRevision vom Knoten fu¨r das aktuelle Objekt (this) navigierbar. Da dieser Link
eine einwertige Referenz instanziiert, wird der Knoten mit minimalem Aufwand erreicht.
Der optionale Knoten asignee:User steht nur indirekt mit dem das aktuelle Objekt re-
pra¨sentierenden Knoten this in Verbindung. Er wird durch Navigation des Pfades im
Graphen von this ausgehend via currentRevision und assignee erreicht. Der zu erzeugende
Knoten newRev:TicketRevision spielt fu¨r die Mustersuche keine Rolle.
Das Beispiel bietet nur einen Weg zur Navigation der Knoten. Die Navigationsmo¨glich-
keiten steigen allerdings mit wachsender Komplexita¨t der Regel. Knoten ko¨nnen unter
Umsta¨nden direkt oder indirekt durch mehrere Links, die fu¨r Instanzen von Referenzen
unterschiedlicher Wertigkeit stehen, verbunden werden. So kann ein einzelner, unge-
bundener Knoten u¨ber mehrere Pfade von einem gebundenen Knoten aus erreichbar
sein. Damit hier keine willku¨rliche Auswahl des Links oder Pfades stattfindet, die unter
Umsta¨nden zu enormen Laufzeiten fu¨hrt, wird ein Verfahren bereitgestellt, die Navi-
gation durch eine Instanz mo¨glichst effizient zu gestalten. Der ModGraph-Algorithmus
fu¨r die Mustersuche baut zu diesem Zweck Spannwa¨lder aus den in der Regel gegebe-
nen Teilgraphen auf. Dabei entsteht mindestens der Spannwald fu¨r das Graphmuster.
Beinhaltet die Regel NACs, so wird fu¨r jede NAC ein eigener Spannwald erstellt. Ein
Beispiel fu¨r einen solchen Spannwald ist in Abbildung 6.9 schematisch gezeigt. Er be-
steht aus Spannba¨umen unbeschra¨nkter Ordnung, die wiederum aus Knoten der Regel
aufgebaut sind. Jeder Knoten, der in den Spannwald eingefu¨gt wurde, gilt als navigier-
bar. Damit du¨rfen von ihm ausgehend weitere Knoten gesucht werden. Der Algorithmus
nutzt zuna¨chst alle gebundenen, ein- und mehrwertigen Knoten und betrachtet diese als
navigierbar. Sie bilden die Wurzeln der Ba¨ume im Spannwald. Im na¨chsten Schritt wer-
den die von allen navigierbaren Knoten direkt u¨ber Kanten des Graphen erreichbaren,
ungebundenen, ein- oder mehrwertigen, obligatorischen Knoten betrachtet. Dabei wird
derjenige Knoten in den Spannwald eingefu¨gt, der u¨ber die Kante mit den geringsten
Kosten erreichbar ist. Der Knoten ist jetzt navigierbar. Muss ein einwertiger Knoten von
einem mehrwertigen aus gesucht werden, so werden alle Objekte, die dem mehrwertigen
Knoten zugeordnet sind gepru¨ft. Referenzieren alle das gesuchte einwertige Objekt, wird
dieses in den Baum eingefu¨gt. Dieses Vorgehen wird zuna¨chst solange wiederholt, bis al-
le obligatorischen Knoten navigierbar sind. Sind optionale Knoten vorhanden, werden
diese im na¨chsten Schritt nach demselben Vorgehen in den bereits entstandenen Spann-









Abbildung 6.10: Spannwald zum Anwendungsbeispiel
Bla¨tter des Baumes.
Der entstandene Spannwald zur betrachteten Regel ist in Abbildung 6.10 dargestellt.
Die Knoten sind zur besseren U¨bersicht gleichfarbig markiert. Es handelt sich um einen
einfachen Spannwald, der die beiden gebundenen Knoten this und author als Wurzeln
nutzt. Die ungebundenen Knoten werden nacheinander in den Spannwald eingefu¨gt.
Der Knoten oldRev:TicketRevision wird direkt vom Knoten this erreicht. Der Knoten
assignee:User wird sowohl durch die Navigierbarkeit als auch durch seine Optionalita¨t
auf Blattebene in den Baum eingefu¨gt.
Abbildung auf die Instanz
Die so entstandenen Spannwa¨lder bilden die Grundlage der zur Mustersuche verwendeten
Vorgehensweisen. Sie werden im Folgenden als Suchpla¨ne genutzt. Hier beginnt der zwei-
te Teil der Mustersuche, welcher die Regel mo¨glichst effizient auf die Instanz abbildet. Die
Vorgehensweise ist unabha¨ngig von der genauen Implementierung. Sie wird jedoch spa¨ter
durch generierte Java-Methoden bzw. Xbase-Ausdru¨cke, deren genaue Auspra¨gung in
Abschnitt 7.2 besprochen wird, beschrieben. Die unabha¨ngige Vorgehensweise wird nun
erla¨utert. Dazu wird dieser Teil der Mustersuche auf Beispielinstanzen des Bugtrackers
aus Kapitel 5.4 angewendet, indem die betrachtete Regel zur A¨nderung des Status eines
Tickets ausgefu¨hrt wird. Ihr eben erstellter Spannwald ist die Grundlage fu¨r die weitere
Vorgehensweise. Abbildung 6.11 zeigt diesen, die Regel und die im Weiteren betrachte-
ten Instanzen. Zur Veranschaulichung der Suche sind hier alle beteiligten Knoten und
Objekte farbig markiert, wobei zusammengeho¨rige Knoten und Objekte dieselbe Farbe
tragen.
Im Allgemeinen werden zuerst die Parameterknoten auf die Aktualparameter abge-
bildet. Im na¨chsten Schritt wird so lange in der Instanz gesucht, bis ein durch die Um-
setzung des Spannwaldes vorgegebenes, erstes, ungebundenes, ein- oder mehrwertiges
Objekt gefunden wird. In der Regel ist dieses das auf ku¨rzestem Wege vom aktuellen
Objekt aus erreichbare. Die ungebundenen Knoten in den Ba¨umen werden so sukzes-
sive auf die Instanz abgebildet. Dabei kann es Vorkommen, dass zwei Knoten gleichen
Status auf dasselbe Objekt abgebildet werden. Die Ausfu¨hrung der A¨nderungen an die-
sem Objekt und dessen zugeho¨rigen Referenzen folgt dann der Erstellungsreihenfolge
der Knoten auf die es abgebildet wird.
















































































Abbildung 6.11: Mustersuche in unterschiedlichen Modellinstanzen am Anwendungsbeispiel
on, der aktualisierte Status und der Autor der A¨nderung, zugeordnet. Diese sind bereits
bei Aufruf der Regel durch die Aktualparameter der Operation bekannt. Die in der Re-
gel enthaltenen Graphmuster werden auf drei verschiedene Modellinstanzen abgebildet,
Modellinstanz 1, Modellinstanz 2 und Modellinstanz 3. Die Modellinstanzen zeigen jeweils
einen Teil einer Instanz des Bugtracker-Modells, welches in Abschnitt 5.4 erkla¨rt wurde.
Betrachtet man zuna¨chst Modellinstanz 1 in Abbildung 6.11 mitte links, so wird eine
U¨bereinstimmung fu¨r das Graphmuster gefunden. Der Parameter-Knoten author der
Regel ist bereits an den Benutzer u1 (Aktualparameter der Operation) gebunden. Der
Knoten fu¨r das aktuelle Objekt ist an die die Operation aufrufende Instanz der Ticket-
Klasse t1 gebunden. Damit kann der Knoten oldRev der Revision r3 in Modellinstanz 1
zugeordnet werden, da diese u¨ber den Link currentRevision von t1 aus navigierbar ist.
Der optionale Knoten assignee:User wird in Modellinstanz 1 auf das Objekt u2 abgebildet,
da er u¨ber den Link asignee von oldRev erreichbar ist. Modellinstanz 1 zeigt demnach eine
erfolgreiche Abbildung der Regel.
Auf Modellinstanz 2 (in Abbildung 6.11 mitte rechts dargestellt) kann die Regel nicht
angewendet werden, da die Mustersuche fehlschla¨gt. Die gebundenen Knoten werden
zuna¨chst wie beiModellinstanz 1 abgebildet. Das Problem entsteht bei der Abbildung des
Knotens oldRev. Die aktuelle Revision des Tickets r2 der Instanz wurde zuru¨ckgewiesen
























Abbildung 6.12: Zustandsabha¨ngige Berechnung der Attribute am Anwendungsbeispiel
ausgeschlossen. Dementsprechend kann der Knoten nicht auf das Objekt abgebildet wer-
den. Es steht auch kein alternatives Objekt zu Verfu¨gung, da die aktuelle Version des
Tickets eindeutig durch Navigation des Links currentRevision bestimmt wird, der eine
einwertige Referenz instanziiert. Somit scheitert die Regel. Dies ist in Abbildung 6.11
durch eine rote Markierung an der entsprechenden Stelle gekennzeichnet.
Modellinstanz 3, die in Abbildung 6.11 unten dargestellt ist, bietet eine weitere er-
folgreiche Abbildung der Regel. Die gebundenen Knoten werden analog zu den vor-
angegangenen Modellinstanzen abgebildet. Der Knoten oldRev wird durch Navigation
des zugeho¨rigen Links currentRevision dem - die Klasse TicketRevision instanziierenden -
Objekt r1 zugeordnet. Der optionale Knoten wird hier nicht gefunden. Dieses ga¨nzliche
Fehlen eines Objekts fu¨r den optionalen Knoten assignee und damit auch der zugeho¨rigen
Links in Modellinstanz 3 stellt den bedeutenden Unterschied zu Instanz 1 dar. Dennoch
ist in beiden Fa¨llen die Mustersuche erfolgreich. Durch dieses Fehlen der optionalen
Elemente ist Modellinstanz 3 eine minimal gu¨ltige U¨bereinstimmung der Regel.
6.2.3 Anwendung der modellierten A¨nderungen
Nachdem das Graphmuster erfolgreich und eventuell vorhandene NACs nicht erfolg-
reich auf die Modell-Instanz abgebildet wurden, werden die in der Regel spezifizierten
A¨nderungen vorgenommen. Diese sind in der Ausfu¨hrungslogik der Graphtransformati-
onsregel in Abschnitt 6.2.1 und in Abbildung 6.7 als Punkt 4 aufgefu¨hrt. Dieser bedarf
einer ausfu¨hrlichen Erla¨uterung, da die A¨nderungen am Modell nicht in willku¨rlicher
Reihenfolge vorgenommen werden du¨rfen. Beispielsweise kann sich ein Attributwert aus
einem Wert eines anderen Elements, wie eines anderen Attributs, berechnen, das in der
Regel ebenfalls vera¨ndert wird. Abha¨ngig davon, ob das Element oder das Attribut zu-
erst gea¨ndert wird, basiert der berechnete Wert auf dem alten oder neuen Wert des
Elements. Um dies zu umgehen, werden die rechten Seiten der Attributzuweisungen,
die Attributwerte, im ersten Schritt der A¨nderungen berechnet. Attributzuweisungen
beziehen sich daher immer auf den Vorzustand des Modells.
Betrachtet man nun die Beispielregel changeStatus, betrifft dies die in Abbildung
6.12 violett markierten Attibutzuweisungen title, description und severity der Regel. Sie
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u¨bernehmen die Werte ihrer Vorga¨ngerrevision. Wu¨rde hier zuerst der Link currentRevi-
sion angepasst, wu¨rde er auf die neu erzeugte Revision newRev und ihre nicht zugewie-
senen Attribute zeigen, statt auf die Revision oldRev. Damit wa¨ren die Attributwerte
auf die hier modellierte Art nicht mehr berechenbar. Bei na¨herer Betrachtung ko¨nnte
argumentiert werden, dass der Ausweg in diesem Spezialfall die Berechnung der Werte
nicht u¨ber die Referenz, sondern u¨ber das bei der Mustersuche gefundene Objekt oldRev
ist. Jedoch wu¨rde dies zu einer Einschra¨nkung der Mo¨glichkeiten bei der Erstellung der
Graphtransformationsregeln fu¨hren. Es wa¨re außerdem keine allgemein gu¨ltige Lo¨sung,
da im Allgemeinen sowohl der Link als auch der Knoten, durch die auf den Wert zuge-
griffen werden kann, als zu lo¨schend markiert sein du¨rfen. Damit ko¨nnten beide bereits
bei der Wertberechnung gelo¨scht sein, so dass diese wiederum scheitert.
Im na¨chsten Schritt erfolgt die Zuweisung der zuvor berechneten Attributwerte an zu
bewahrende Objekte.7 Die zu lo¨schenden Elemente werden gelo¨scht. Das Lo¨schen eines
Objekts ist dabei nicht trivial. Es muss aus seinem gesamten Kontext entfernt werden,
damit keinesfalls sogenannte ha¨ngende Kanten auftreten. Dies sind Links ohne Quell-
oder Zielknoten, die zu einer nicht mehr validen Modellinstanz fu¨hren. Zu lo¨schende
Links werden gelo¨scht. Dabei gibt es einen Sonderfall: Links, die einwertige Referenzen
instanziieren und im Zuge der spezifizierten A¨nderungen neu gesetzt werden, werden
nicht explizit gelo¨scht.
Der zu lo¨schende Link currentRevision in der Regel wird vom ModGraph-Generator
im Quelltext als Sonderfall (Instanz einer einwertigen Referenz) erkannt, welcher in
derselben Regel durch den zu erzeugenden Link gleichen Namens neu gesetzt wird.
Die zu erzeugenden Elemente werden erstellt. Bei Knoten wird ihr Name als Bezeich-
ner des neu erzeugten Objekts verwendet. Den Objekten werden die zuvor berechneten
Attributwerte zugewiesen. Analog werden alle in der Regel aus Abbildung 6.12 als neu
zu erstellend markierten Links erzeugt. Links, die in optionalen Knoten enden, werden
nur erzeugt, wenn das optionale Objekt bei der Mustersuche gefunden wurde.
Fu¨r das Beispiel bedeutet dies die Erzeugung der Revision newRev des Tickets. Die
Links history und creator werden erzeugt. Der Link assignee wird nur gesetzt, wenn das
zum Knoten passende Objekt gefunden wurde. Fu¨r die in Abbildung 6.11 dargestellten
Modellinstanzen bedeutet dies, dass der Link fu¨rModellinstanz 1 erzeugt wird, da der op-
tionale Knoten auf das Objekt u2 abgebildet wurde. Fu¨r Modellinstanz 3 wird kein Link
erzeugt, da hier dem optionalen Knoten kein Objekt zugewiesen wurde. Bei der Erzeu-
gung des Links currentRevision wird der bestehende Link u¨berschrieben. Damit ist auch
das in der Regel geforderte Lo¨schen durchgefu¨hrt. In einem letzten A¨nderungsschritt
werden alle in der Regel durch Operationsaufrufe auf einem Knoten spezifizierten Ope-
rationen aufgerufen. Dabei wird vorausgesetzt, dass diese voneinander unabha¨ngig sind,
denn der Aufruf geschieht in beliebiger Reihenfolge. Diese Operationen ko¨nnen entweder




zu bewahrendes/lo¨schendes/erzeugendes Objekt/Link/Element“ steht hierbei immer
fu¨r das Objekt, das bei der Mustersuche auf den zu bewahrenden/lo¨schenden/erzugenden Knoten

















































Abbildung 6.13: Anwendung der in der Regel spezifizierten A¨nderungen auf Modellinstanz 1 des
Anwendungsbeispiels
Die am Beispiel changeStatus an Modellinstanz 1 ausgefu¨hrten A¨nderungen sind in
Abbildung 6.13 dargestellt. Die Farbkodierung der Knoten und Objekte folgt der be-
reits bekannten. Der Zustand der Instanz vor den A¨nderungen und nach erfolgreicher
Mustersuche findet sich links im Bild. Er ist mit Modellinstanz 1 benannt. Die gea¨nderte
Instanz ist in der Abbildung rechts gezeigt und mit Modellinstanz 1’ benannt. Vergleicht
man beide, sind die in der Regel spezifizierten A¨nderungen korrekt umgesetzt. Die neue
Revision newRev wurde erstellt und die zugeho¨rigen Links currentRevision, history, crea-




7 Integration in das EMF-Rahmenwerk
7.1 Konzeptuelle Integration: Wege zur Nutzung von
ModGraph
Nachdem nun gekla¨rt ist, wie die Sprache der Graphtransformationsregeln aufgebaut
ist und ausgefu¨hrt wird, stellt sich im Folgenden die Frage, wie diese Regeln in das
EMF-Rahmenwerk eingebunden werden, um die bereits in Kapitel 5 betrachtete Zusam-
menarbeit der Regeln mit Xcore und Ecore zu verwirklichen.
Historisch gesehen, wurde das Werkzeug zur Erstellung von Graphtransformationsre-
geln mit ModGraph zuna¨chst nur fu¨r Ecore-Modelle entwickelt und spa¨ter auf Xcore-
Modelle ausgeweitet. Der Kontrollfluss wurde zuna¨chst mit Java implementiert und
spa¨ter durch die Mo¨glichkeit Xcore zu nutzen erga¨nzt. Dabei steht stehts die Tren-
nung von Struktur- und Verhaltensmodellierung im Vordergrund. Die Verhaltensmodel-
lierung ist weitergehend in einen regelbasierten und einen prozeduralen Anteil aufgeteilt,
wie zum Beispiel in Abbildung 7.1 zu sehen ist. Grund dafu¨r ist die gewu¨nschte klare
Trennung von Kontrollfluss und Graphtransformationsregeln in ModGraph. Diese Tren-
nung wird einerseits durch die Unmo¨glichkeit, Abla¨ufe direkt in einer Regel abzubilden,
andererseits aufgrund der Ergebnisse in Buchmann et. al. [20] vorgenommen. Diese Er-
gebnisse besagen vereinfacht, dass Graphtransformationsregeln nur sinnvoll sind, wenn
sie komplexe A¨nderungen spezifizieren und weiterhin, dass textuelle Kontrollflu¨sse den
grafischen vorzuziehen sind.
Somit haben sich fu¨nf Wege entwickelt, die Graphtransformationsregeln samt des -






Weg zum Neuen“ und der
”
Weg zuru¨ck zu den
Urspru¨ngen“ sowie der
”
unabha¨ngige Weg“. Die Benennung der Wege ergibt sich aus
ihrer Entstehung im ModGraph-Entwicklungsprozess. Jeder Weg nutzt eine Menge inein-
andergreifender Modelle und Generatoren. Diese sind mit dem Ziel entstanden, die Mo-
dellierungsebene sukzessive auf ein ho¨heres Abstraktionsniveau zu heben. Die Wege und
deren Entwicklung wird nun beschrieben. Dabei steht hier zuna¨chst die Vorgehensweise
im Mittelpunkt, die genauen Generatormuster werden in Abschnitt 7.2 grundsa¨tzlich
betrachtet.
Zusammenarbeit mit Ecore: der
”
klassische Weg“
Der erste der Wege, der hier als klassischer Weg bezeichnet wird, ist in Abbildung 7.1
dargestellt und in [21] und [78] vero¨ffentlicht. Der Pfeil links in dieser und den fol-
































Abbildung 7.1: Zusammenarbeit von Ecore und ModGraph
markierte Pfeil zeigt den Einstiegspunkt in die Modellierung: das Ecore-Modell.1 Die
Vorgehensweise dieses Weges ist geradlinig: Zuna¨chst wird das Ecore-Modell erstellt.
Aus diesem wird ein Generator-Modell abgeleitet und daraus Quelltext generiert. Dies
ist reiner EMF-Quelltext. Er beinhaltet alle modellierten Klassen, Attribute und deren
Akzessoren. Zudem beinhaltet er Methodendeklarationen.
Die im Ecore-Modell enthaltenen Operationen ko¨nnen durch Graphtransformationsre-
geln implementiert werden. Diese Regeln unterstu¨tzen OCL- und Java-Ausdru¨cke, jedoch
kein Xbase, da kein zugeho¨riges Xcore-Modell existiert. Die modellierten Regeln ko¨nnen
Java-Methoden aufrufen und aus diesen aufgerufen werden. Der ModGraph-Generator
generiert Quelltext. Dieser wird - da ModGraph fu¨r und mit EMF entworfen und gebaut
wurde - nahtlos in den EMF-generierten Quelltext eingefu¨gt. Dabei bedient sich Mod-
Graph einer Compiler-Lo¨sung, welche die modellierten Regeln in Quelltext u¨bersetzt.
Auf diese Weise wird ausfu¨hrbarer Quelltext erzeugt, der neben der Erzeugung von
Objekten aus Klassen und der Initialisierung dieser die Ausfu¨hrung modellierter Ope-
rationen erlaubt. Der Aufbau dieser Operationen wird im folgenden Unterkapitel 7.2
genauer betrachtet.
Die Kontrollstrukturen zur Steuerung des Ablaufs der Regeln, mu¨ssen auf diesem Weg
in Java implementiert werden. Damit erweitert dieser Weg EMF um Verhaltensmodel-
lierung. Die Regeln erho¨hen den modellgetriebenen Anteil der Entwicklung betra¨chtlich,
jedoch ist hier noch keine totale modellgetriebene Softwareentwicklung mo¨glich.
Zusammenarbeit mit Xcore: der
”
neue Weg“
Die Entwicklung von Xcore, die parallel zu ModGraph stattfindet, ero¨ffnet eine neue
Perspektive auf die modellgetriebene Entwicklung im EMF-Kontext. Xcore repra¨sentiert
Ecore-Modelle textuell und erweitert diese um die Spezifikation von Verhalten. Zuna¨chst
wa¨re Xcore als textuelles Modell auf gleicher Abstraktionsebene anzusehen wie das zu-
geho¨rige Ecore-Modell. Die Sprache zur Verhaltensspezifikation, Xbase, ist jedoch sehr
1Aus Gru¨nden der U¨bersicht wird die Modellierung vom Ecore-Klassendiagramm ausgehend betrach-
tet. Natu¨rlich steht dem Nutzer auch die Mo¨glichkeit ein Paketdiagramm zu erstellen und daraus
ein Klassendiagramm zu erzeugen zur Verfu¨gung. Da dies jedoch fu¨r die Beschreibung der Verhal-






























Abbildung 7.2: Zusammenarbeit von Xcore und ModGraph
Java-nah. Beispielsweise muss die bei den ModGraph-Regeln gegebene Mustersuche hier
explizit angegeben werden. Damit ist Xcore bezu¨glich des Abstraktionsniveaus etwas
unterhalb von Ecore-Modellen anzusiedeln, jedoch deutlich u¨ber dem Quelltext.
Abbildung 7.2 zeigt den Ablauf der Modellierung mit Xcore und ModGraph. Begin-
nend mit einem Xcore-Modell, das wiederum mit einem roten Pfeil gekennzeichnet ist,
kann der Modellierer sein Modell textuell gestalten und einfache oder prozedurale Ope-
rationen mit Xbase spezifizieren. Komplexe Operationen ko¨nnen mit ModGraph-Regeln
implementiert werden. So ist es mo¨glich, Kontrollstrukturen fu¨r die Regeln ebenfalls in-
nerhalb des Modells zu spezifizieren. Der Xcore-Generator generiert Quelltext aus dem
Xcore-Modell, in welchen der aus der ModGraph-Regel generierte Quelltext ebenso naht-
los eingefu¨gt werden kann. Daher du¨rfen ModGraph-Regeln Xcore-Operationen aufrufen
und von diesen aufgerufen werden.
Auf diesem Weg kann erstmals die Struktur und das komplette Verhalten auf Modell-
ebene spezifiziert werden. Damit ist eine Java-nahe, aber dennoch totale, modellgetrie-
bene Softwareentwicklung mit Xcore und ModGraph mo¨glich.
Einbettung von Kontrollstrukturen: der
”
Weg zum Neuen“
Werden grafische Notationen bevorzugt, kann totale modellgetriebene Softwareentwick-
lung in ModGraph auch unter Verwendung von Ecore verwirklicht werden. Abbildung
7.3 zeigt diesen Weg zum Neuen. Dazu wird zuna¨chst ein Ecore-Modell erstellt, dessen
komplexe Operationen mit ModGraph-Regeln implementiert werden. Dies ist analog
zum klassischen Weg zu sehen. Das Ecore-Modell kann nun u¨ber sein Generator-Modell
(mittels dessen Export-Rahmenwerks) in ein Xcore-Modell umgewandelt werden. Die-
ser Umweg ist von Bedeutung, da die Transformation nicht ru¨ckga¨ngig gemacht werden
kann. Das Xcore-Modell ist unabha¨ngig von dem Ecore-Modell, aus welchem es abgelei-
tet ist.2
2Es ist mo¨glich, die Abha¨ngigkeit von Ecore- und Xcore-Modell manuell herzustellen, indem eine Ab-




































































Abbildung 7.4: Zusammenarbeit von Xcore, dessen generiertem Ecore-Modell und ModGraph
Diese Modell-Transformation beeinflusst die ModGraph-Regeln nicht. Sie ko¨nnen pro-
blemlos wiederverwendet werden, da die referenzierten Operationen aus dem Ecore-
Modell auf die korrespondierenden Operationen im Xcore-Modell abgebildet werden. Da-
mit ko¨nnen nun einfache Operationen und prozedurale Operationen, wie Kontrollflu¨sse
fu¨r die Regeln als Xcore-Operationen spezifiziert werden. Der ModGraph-Generator fu¨gt
den Quelltext, wie im neuen Weg gezeigt, in den Xcore-generierten Quelltext ein. Die
Modelle werden auf Quelltext-Niveau zusammengefu¨hrt.
Zusammenarbeit mit Xcore und Ecore: der
”
Weg zuru¨ck zu den Urspru¨ngen“
Der Weg zuru¨ck zu den Urspru¨ngen kann als Variante des Weges zum Neuen verstan-
den werden. Er ist in Abbildung 7.4 dargestellt. Auch hier wird totale modellgetriebe-































Abbildung 7.5: Quelltext unabha¨ngige Zusammenarbeit von Xcore und ModGraph
im neuen Weg, mit der Erstellung eines Xcore-Modells begonnen. Dieses beschreibt
die Struktur und die einfachen oder prozeduralen Operationen. Aus dem strukturellen
Modell kann nun ein Ecore-Modell generiert werden. Dieses wird hier explizit erstellt.
Es kann nun, analog zum klassischen Weg, zur Implementierung von Operationen mit
ModGraph-Regeln genutzt werden. Allerdings bleibt die Mo¨glichkeit, den Kontrollfluss
in Xcore zu beschreiben. Der ModGraph-generierte Quelltext wird auch hier in den
Xcore-generierten Code eingebunden.
Unabha¨ngigkeit von Java: der
”
unabha¨ngige Weg“
Eine echte Alternative bietet der unabha¨ngige Weg, der in Abbildung 7.5 dargestellt
ist. ModGraph-Regeln implementieren hierbei die in einem Xcore-Modell implementier-
ten Operationen. Hierbei ist die Verwendung von Xbase-Ausdru¨cken in den textuellen
Elementen mo¨glich und explizit erwu¨nscht. Alternativ ko¨nnen die Regeln auch, wie im
Weg zum Neuen beschrieben, wiederverwendet werden. Sie interagieren mit dem Xcore-
Modell, indem sie von Operationen des Xcore-Modells aufgerufen werden und diese auf-
rufen.
Die entscheidende Neuerung liegt in der Generierung: Die ModGraph-Regeln werden
direkt nach Xcore (und Xbase) u¨bersetzt und nahtlos in das Xcore-Modell integriert. Die
Modelle werden nicht mehr auf Quelltext-Niveau, sondern auf Modellebene zusammen-
gefu¨hrt. Es handelt sich, wie in den vorangegangenen Wegen, um eine Compiler-Lo¨sung.
Die Ausfu¨hrungslogik der Regel bleibt dabei die in Abschnitt 6.2.1 dargestellte. Die
Vorgehensweise des Generators ist in Abschnitt 7.2.2 beschrieben.
Im Unterschied zu allen anderen Wegen wird hier die Realisierung einer unidirektiona-
len Modell-zu-Modell-Transformation einer ModGraph-Regel in eine prozedurale Spra-
che zur Verhaltensmodellierung umgesetzt. Wa¨hrend die bislang besprochenen Wege die
Modelle auf Quelltext-Ebene vereinen, wird dies hier auf Modellebene verwirklicht. Da-
mit bietet der unabha¨ngige Weg eine schrittweise U¨bersetzung der Regel an und erreicht
damit das ho¨chste Abstraktionsniveau im ModGraph-Ansatz. Der generierte Quelltext
ist konzise, obwohl die Mustersuche darin beru¨cksichtigt wird, die im Idealfall - wie in

















































Abbildung 7.6: Zusammenschau der mo¨glichen Wege
strukte im Vergleich zu Java ein deutlich ho¨heres Abstraktionsniveau aufweisen. Dies
vereinfacht beispielsweise das Debuggen enorm. Des Weiteren ist der Quelltext porta-
bel. Die U¨bersetzung in mehrere Zielsprachen, nicht nur nach Java, sondern auch nach
C, C# oder beliebigen anderen Sprachen wa¨re nun mo¨glich. Leider bietet Xcore bislang
keine Generatoren fu¨r C-Dialekte oder andere Sprachen an. Kurz gesagt, die Zielspra-
che ist auf diesem Weg nicht mehr von Bedeutung. Es besteht sogar die Mo¨glichkeit,
u¨berhaupt keinen Quelltext zu generieren. Das Modell ist interpretierbar. Zur Interpre-
tation wird der Xcore-Interpreter genutzt, der die Interpretation von Verhalten auf einer
Modellinstanz unterstu¨tzt.
Mo¨glichkeiten der Integration in EMF zusammengefasst
Zusammenfassend sind die Wege zur Zusammenarbeit von Ecore, Xcore und ModGraph
in Abbildung 7.6 dargestellt. Es handelt sich hier um einen sehr flexiblen und hoch-
gradig integrativen Ansatz. Der Wechsel zwischen Ecore und Xcore ist beliebig erlaubt
und die Nutzung der bereits spezifizierten Regeln ist weiterhin problemlos mo¨glich. Das
durch diese Zusammenarbeit erstellte Gesamtmodell ist ausfu¨hrbar. Es kann interpre-
tiert oder in Java-Quelltext u¨bersetzt werden. Die Interpretation erfolgt auf Xcore-
Modellinstanzen, die durch die Ausfu¨hrung der Operationen endogen und u¨berschrei-
bend transformiert werden. Der generierte Quelltext ist nicht nur ausfu¨hrbar, er kann
- da es sich um Java-Quelltext handelt - beliebig weiter verwendet werden. Jede fu¨r








Abbildung 7.7: Schematische Darstellung des Aufbaus von EMF-generiertem Quelltext
nerierten Quelltext gegeben. Wie dieser Java-Quelltext bzw. die Xcore-Methoden genau
aufgebaut sind, wird im na¨chsten Abschnitt erla¨utert.
7.2 Generatoren
Bereits im vorangegangenen Abschnitt 7.1 wurde angesprochen, dass ModGraph-Regeln
zu ihrer Ausfu¨hrung immer in Text u¨bersetzt werden. Dieser Text ist entweder Java-
Quelltext oder ein Ausschnitt aus einem textuellen Xcore-Modell, eine Xbase-Operation.
Wie diese Texte erzeugt werden wird im Weiteren erla¨utert. Die Vorgehensweise bei der
Erzeugung von Java-Quelltext wird in [21] skizziert und in [78] genauer betrachtet.
Diejenige zur Erweiterung eines Xcore-Modells ist in [81] vero¨ffentlicht.
Beide Generatoren sind in Xpand, einer Template-Sprache des oAW3, verfasst. Mit
Xpand lassen sich Modell-zu-Text-Transformationen definieren und damit auch Modell-
zu-Modell-Transformationen, wenn fu¨r die Zielsprache eine textuelle Syntax definiert ist.
Zu ihrem korrekten Aufruf wird die Modeling Workflow Engine (MWE) genutzt, welche
ebenfalls Teil von oAW ist. Diese stellt ebenso sicher, dass die Regel vor ihrer Generierung
gema¨ß ihrer kontextsensitiven Syntax (Abschnitt 6.1.1) validiert wird. Zudem wird die
Ausdruckssprache von oAW verwendet. Diese Sprache mischt Elemente von Java und
OCL und wird in Xpand genutzt um Hilfsmethoden zu definieren. Diese werden zum
Beispiel zum Laden von Elementen einer Ressource beno¨tigt.
7.2.1 Generierung von Java-Quelltext mit ModGraph
Die ModGraph-Generierung von Java-Quelltext setzt eine vorangegangene erfolgreiche
EMF-Generierung voraus. Der Grund hierfu¨r ist wiederum in der ModGraph-Philosophie
zu finden: EMF wird echt erweitert. Dazu wird der von ModGraph generierte Quelltext
nahtlos in den EMF-Quelltext eingebunden. Um diesen Vorgang besser verstehen zu
ko¨nnen, ist es sinnvoll, zuna¨chst den EMF-generierten Quelltext na¨her zu betrachten.
Der EMF-generierte Quelltext
Der EMF-Generator erzeugt aus jedem Modell drei Pakete, wie sie schematisch in Abbil-
dung 7.7 dargestellt sind. Das erste Paket entha¨lt Interfaces, das zweite die zugeho¨rigen
3Die einzelnen Teilprojekte von oAW sind mittlerweile Teil des Eclipse Modeling Project, dennoch
wird hier oAW als Sammelbegriff fu¨r die Werkzeuge verwendet.
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Implementierungsklassen. Das dritte Paket, im Weiteren Utility-Paket genannt, stellt
Utility-Klassen bereit.
Fu¨r die zuna¨chst folgenden Betrachtungen ist die Erzeugung von je einem Interface
und der zugeho¨rigen Implementierungsklasse fu¨r die Klassen des Modells wichtig. In-
nerhalb dieser bildet der EMF-Generator die modellierte statische Struktur ab. Zudem
bietet er Akzessoren fu¨r die modellierten Attribute und konsistenzerhaltende Metho-
den fu¨r die Beziehungen zwischen den aus den Klassen instanziierten Objekten. Diese
Beziehungen sind Instanzen der Referenzen, genannt Links. Beispielsweise werden In-
stanzen bidirektionaler Referenzen bei jeder A¨nderung konsistent fu¨r beide Richtungen
aktualisiert.
Auflistung 7.1 stellt einen Ausschnitt aus dem generierten Java-Quelltext der Imple-
mentierungsklasse zur modellierten Klasse Ticket aus dem Bugtracker-Beispiel dar. Sich
wiederholende (Teile der) Kommentare wurden dabei nicht gelistet. Jedes Element ist
mit einer @generated-Annotation versehen, wie zum Beispiel in Auflistung 7.1, Zeile 7
gezeigt. Diese kennzeichnet generierte Quelltextelemente. Zudem kann zu jedem Element
ein Kommentar, wie in Auflistung 7.1, Zeile 5 exemplarisch gelistet, angegeben werden.
Die gelistete Implementierung definiert zuna¨chst das Attribut number der Klasse
Ticket, indem ein Standardwert deklariert (Zeile 10) und dem neu deklarierten Attribut
zugewiesen wird (Zeile 13). Außerdem werden Akzessoren fu¨r das Attribut erstellt (Zei-
len 15-29). Die Methode zur Abfrage der Variablen entspricht dabei einem klassischen
Akzessor, der den Wert der Variablen zuru¨ckgibt. Die Methode zum Setzen des Wertes
der Variablen ist etwas komplexer. Sie setzt nicht nur den Wert, sondern benachrichtigt
zudem potenziell an dieser A¨nderung interessierte Objekte (Zeilen 26-28).
Der generierte Quelltext zur Referenz currentRevision ist ebenfalls in Auflistung 7.1
gezeigt. Die Referenz wird als gleichnamige Variable umgesetzt (Zeile 38), die einer-
seits u¨ber EMFs generische Zugriffsmethoden (eGet, eSet, nicht gelistet) verwaltet
werden kann, andererseits u¨ber die generierten Akzessor-Methoden (Zeilen 40-61). Die
Get-Methode (Zeilen 40-52) beru¨cksichtigt, dass das angeforderte Objekt eventuell nicht
geladen ist und la¨dt dieses auf Anfrage nach, indem der Proxy fu¨r das Objekt aufgelo¨st
und gepru¨ft wird, ob das geladene Objekt dem erwarteten Objekt entspricht. Ist dies
nicht der Fall, werden potenziell interessierte Objekte benachrichtigt. Das Setzen der
Referenz (Zeilen 54-61) erfolgt analog zum Setzen des eben betrachteten Attributs num-
ber.
Analog zu diesen beiden Beispielen wird Quelltext fu¨r alle Attribute und Referenzen
erzeugt. Mehrwertige Referenzen werden dabei als Listen, typisiert u¨ber die Zielklasse
umgesetzt statt als Variablen. Nur einer der Akzessoren, die Get-Methode, wird erzeugt.
Das Setzen der Elemente geschieht u¨ber Listenoperationen.
Die Umsetzung einer Operation in eine Java-Methode ist am Beispiel von changeSta-
tus(...) in Auflistung 7.2 dargestellt. Die Methodendeklaration (Zeile 6) wird, wie in der
modellierten Operation angegeben, korrekt umgesetzt. Der Rumpf der Methode wird
mit einer Ausnahme befu¨llt (Zeile 9) und der Modellierer in einem Kommentar (Zeilen 7
& 8) dazu aufgerufen, die Methode per Hand in Java zu implementieren. In ModGraph




1 public class TicketImpl extends MinimalEObjectImpl . Container implements Ticket {
2 . . .
3 /∗∗
4 ∗ The de f au l t va lue o f the ’{@link #getNumber ( ) <em>Number</em>} ’ a t t r i b u t e .
5 ∗ <!−− begin−user−doc −−> <!−− end−user−doc −−>




10 protected stat ic f ina l int NUMBEREDEFAULT = 0 ;
11
12 /∗∗ The cached value o f the ’{@link #getNumber ( ) <em>Number</em>} ’ a t t r i b u t e . ∗/
13 protected int number = NUMBEREDEFAULT;
14
15 /∗∗
16 ∗ <!−− begin−user−doc −−> <!−− end−user−doc −−>
17 ∗ @generated
18 ∗/
19 public int getNumber ( ) {
20 return number ;
21 }
22
23 public void setNumber ( int newNumber) {
24 int oldNumber = number ;
25 number = newNumber ;
26 i f ( eNot i f i c a t i onRequ i r ed ( ) )
27 eNot i fy (new ENot i f i ca t i on Impl ( this , N o t i f i c a t i o n .SET,
28 BugmodelPackage .TICKET NUMBER, oldNumber , number ) ) ;
29 }
30 . . .
31 /∗∗
32 ∗ The cached value o f the ’{@link #getCurrentRev i s ion ( ) <em>Current Revis ion</em>} ’
33 ∗ r e f e r e n c e . . . .




38 protected TicketRev i s ion cur r en tRev i s i on ;
39
40 public TicketRev i s ion getCurrentRev i s ion ( ) {
41 i f ( cu r r en tRev i s i on != null && cur r entRev i s i on . eIsProxy ( ) ){
42 Interna lEObject o ldCurrentRev i s ion = ( Interna lEObject ) cu r r entRev i s i on ;
43 cur r en tRev i s i on = ( TicketRev i s ion ) eResolveProxy ( o ldCurrentRev i s ion ) ;
44 i f ( cu r r en tRev i s i on != oldCurrentRev i s ion ){
45 i f ( eNot i f i c a t i onRequ i r ed ( ) )
46 eNot i fy (new ENot i f i ca t i on Impl ( this , N o t i f i c a t i o n .RESOLVE,
47 BugmodelPackage .TICKET CURRENT REVISION, o ldCurrentRevis ion ,
48 cur r en tRev i s i on ) ) ;
49 }
50 }
51 return cur r en tRev i s i on ;
52 }
53
54 public void s e tCurrentRev i s i on ( TicketRev i s i on newCurrentRevis ion ) {
55 TicketRev i s ion o ldCurrentRev i s ion = cur r entRev i s i on ;
56 cur r en tRev i s i on = newCurrentRevision ;
57 i f ( eNot i f i c a t i onRequ i r ed ( ) )
58 eNot i fy (new ENot i f i ca t i on Impl ( this , N o t i f i c a t i o n .SET,
59 BugmodelPackage .TICKET CURRENT REVISION, o ldCurrentRevis ion ,
60 cur r en tRev i s i on ) ) ;
61 }
62 . . .
 
Auflistung 7.1: Ausschnitt aus dem EMF-generierten Quelltext fu¨r die modellierte Klasse
Ticket des Bugtracker Ecore-Modells: generierter Quelltext zum modellierten
Attribut number:EInt und zur modellierten Referenz currentRevision
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 
1 . . .
2 /∗∗
3 ∗ <!−− begin−user−doc −−> <!−− end−user−doc −−>
4 ∗ @generated
5 ∗/
6 public void changeStatus ( Status s tatus , User author ) {
7 // TODO: implement t h i s method
8 // Ensure that you remove @generated or mark i t @generated NOT
9 throw new UnsupportedOperationException ( ) ;
10 }
11 . . .
 
Auflistung 7.2: Ausschnitt aus dem EMF-generierten Quelltext fu¨r die modellierte Klasse
















Abbildung 7.8: Schematische Darstellung der Quelltextgenerierung mit ModGraph und des
Eingriffs in den EMF-generierten Quelltext durch den ModGraph-Generator
Einbettung und Aufbau des ModGraph-generierten Quelltexts
ModGraph bindet den zur Implementierung der Methoden generierten Quelltext naht-
los in den EMF-generierten Quelltext ein. Dazu bietet es eigene Xpand-Templates an.
Beispiele dieser Templates finden sich in Anhang A.3. Eine Modifikation der EMF-
Templates findet nicht statt. Zur Generierung bedient sich ModGraph einer Compiler-
Lo¨sung. Die modellierten Regeln werden in EMF-kompatiblen Quelltext u¨bersetzt, der
direkt in den vorhandenen eingebunden wird. Wie der ModGraph-Generator dazu in den
EMF-generierten Quelltext eingreift, ist schematisch in Abbildung 7.8 gezeigt. Es wird
vorausgesetzt, dass die EMF-Generierung vor der ModGraph-Generierung stattfindet,
so dass eine Erweiterung aller EMF-generierten Pakete, die in Abbildung 7.8 mittig dar-
gestellt sind, mo¨glich ist. Dies geschieht einerseits mit Hilfe des abstrakten Syntaxbaums
der entsprechenden Java-Klasse des Pakets. Die Interfaces und deren Implementierungs-
klassen werden auf diese Art und Weise angepasst. Andererseits wird das EMF-generierte
Utility-Paket durch Einfu¨gen ModGraph-eigener Utility-Klassen erweitert.
Anpassung des Interfaces
Im ersten Schritt erfolgt die Anpassung des EMF-generierten Interfaces, das die Me-
thodendeklaration entha¨lt. Dies ist notwendig, da alle durch ModGraph implementier-
ten Methoden Ausnahmen auslo¨sen ko¨nnen, zum Beispiel durch eine fehlgeschlagene
Nachbedingung. Daher greift der ModGraph-Generator zuerst in das EMF-generierte
Interface zur Klasse ein und erweitert, wenn no¨tig, die Methodendeklaration darin um
eine Ausnahmebehandlung. Ob diese Erweiterung bereits besteht oder erfolgen muss,
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Abbildung 7.9: Graphtransformationsregel zur Implementierung der Operation changeStatus
der Klasse Ticket aus dem Bugtacker Beispiel
 
1 public interface Ticket extends EObject {
2 . . .
3 /∗∗
4 ∗ <!−− begin−user−doc −−>A¨ndert den Status e i n e s Ticket s . <!−− end−user−doc −−>
5 ∗ . . .
6 ∗ @generated NOT modi f i ed by ModGraph
7 ∗/
8 void changeStatus ( Status s tatus , User author ) throws GTFailure ;
9 . . .
 
Auflistung 7.3: Ausschnitt aus dem kombiniert generierten Quelltext fu¨r die modellierte Klasse
Ticket des Bugtracker Ecore-Modells: Anpassung der Methodendeklaration im
generierten Interface zur modellierten Operation changeStatus (Abbildung 7.9)
ha¨ngt vom Zeitpunkt der EMF-Generierung ab. Bei der Implementierung einer Operati-
on durch eine ModGraph-Regel erfolgt eine Anpassung des zugeho¨rigen Ecore-Modells,
indem die Operation um eine Ausnahme, die sie auslo¨sen darf, erweitert wird. Ist dies
schon vor der Generierung von Quelltext geschehen, so ist die Ausnahme auch dem
Interface bekannt.
Das Ergebnis einer solchen Erweiterung ist exemplarisch fu¨r changeStatus in Auflistung
7.3 gezeigt. Die zuvor generierte Annotation @generated wird durch ein NOT modified
by ModGraph erga¨nzt, so dass der EMF-Generator diese Methode nicht mehr vera¨ndert.
Zudem wird der EMF-generierte JavaDoc-Kommentar erweitert, indem der Kommentar
zur Regel hinzugefu¨gt wird.
A¨nderungen in der Implementierungsklasse
Die zugeho¨rige Implementierungsklasse wird bezu¨glich ihrer Ausnahmebehandlung
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 
1 public class TicketImpl extends MinimalEObjectImpl . Container implements Ticket {
2 /∗∗
3 ∗ <!−− begin−user−doc −−> A¨ndert den Status e i n e s Ticket s . <!−− end−user−doc −−>
4 ∗ @generated NOT modi f i ed by ModGraph
5 ∗/
6 public void changeStatus ( Status s tatus , User author ) throws GTFailure {
7 OCLHandler . eva lua t ePrecond i t i on (
8 ” author . a c c e s s i b l eP r o j e c t s ()−> i n c l ud e s ( s e l f . owningProject ) ” ,
9 this , new St r ing [ ] { ” author ” } , new Object [ ] { author } ) ;
10
11 GTUtil4TicketchangeStatus u t i l = new GTUtil4TicketchangeStatus ( ) ;
12 u t i l . match ( s tatus , author , this ) ;
13 TicketRev i s i on o ldRev i s i on = ( TicketRev i s i on ) u t i l . get ( ” o ldRev i s i on ” ) ;
14 User a s s i gn e e = ( User ) u t i l . get ( ” a s s i gn e e ” ) ;
15
16 f ina l java . lang . S t r ing newRevis ionTit leValue = cur r entRev i s i on . g e tT i t l e ( ) ;
17 f ina l java . lang . S t r ing newRevis ionDescr ipt ionValue =
18 cur r en tRev i s i on . g e tDe s c r i p t i on ( ) ;
19 f ina l Seve r i t y newRevis ionSever i tyValue = cur r en tRev i s i on . g e tS ev e r i t y ( ) ;
20 f ina l Status newRevis ionStatusValue = s ta tu s ;
21 f ina l java . u t i l . Calendar newRevisionCreatedAtValue =
22 java . u t i l . Calendar . g e t In s tance ( ) ;
23
24 TicketRev i s ion newRevision =
25 BugmodelFactory . eINSTANCE. c r ea t eT i cke tRev i s i on ( ) ;
26
27 newRevision . s e tT i t l e ( newRevis ionTit leValue ) ;
28 newRevision . s e tDe s c r i p t i on ( newRevis ionDescr ipt ionValue ) ;
29 newRevision . s e t S e v e r i t y ( newRevis ionSever i tyValue ) ;
30 newRevision . s e tS ta tu s ( newRevis ionStatusValue ) ;
31 newRevision . setCreatedAt ( newRevisionCreatedAtValue ) ;
32
33 this . s e tCurrentRev i s i on ( newRevision ) ;
34 newRevision . s e tCrea to r ( author ) ;
35 this . g e tH i s to ry ( ) . add ( newRevision ) ;
36 newRevision . s e tAs s i gnee ( a s s i gn e e ) ;
37 }
 
Auflistung 7.4: Ausschnitt aus dem kombiniert generierten Quelltext fu¨r die modellierte Klasse
Ticket des Bugtracker Ecore-Modells: Implementierung der modellierten Ope-
ration changeStatus (Abbildung 7.9)
und des Kommentars analog zu ihrem Interface angepasst. Ein Importmanager erga¨nzt
die fehlenden Importe der Klasse. Fehlende Importe treten insbesondere dann auf, wenn
in der ModGraph-Regel ein Objekt einer anderen Klasse, die nicht in direkter Beziehung
zu der betrachteten steht, modifiziert oder erstellt wird. Zudem werden ModGraph-
Bibliotheken fu¨r die Ausnahmebehandlung und die OCL-Unterstu¨tzung eingebunden
sowie die zur Mustersuche erstellten Klassen im Utility-Paket.
Die Generierung des Methodenrumpfs erfolgt separat. Er wird - unter Zuhilfenahme
des abstrakten Syntaxbaums der Java-Klasse - in den Methodenrumpf der zu implemen-
tierenden Methode eingefu¨gt. Der EMF-generierte Pseudo-Rumpf wird dabei entfernt.
Das Resultat fu¨r das Beispiel changeStatus ist in Auflistung 7.4 dargestellt. Um es besser
verstehen zu ko¨nnen, ist die zugeho¨rige Regel nochmals in Abbildung 7.9 gezeigt.
Die Ausfu¨hrungslogik der Methode ist analog zu der einer ModGraph-Regel aufgebaut.
Letztere wurde in Kapitel 6.2 durch die dynamische Semantik der Sprache beschrieben.
Zuerst werden alle Vorbedingungen u¨berpru¨ft. Bei OCL-Bedingungen geschieht dies mit
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Hilfe einer ModGraph-eigenen OCLHandler-Klasse. Dieser wird dabei nicht nur der Aus-
druck selbst, sondern auch der Kontext des Ausdrucks u¨bergeben. Im Beispiel (Auf-
listung 7.4) ist die Auswertung der Vorbedingung (Abbildung 7.9 oben) in Zeilen 7-9
dargestellt. Dazu muss der Parameter author bekannt sein und wird dementsprechend
der OCLHandler-Klasse u¨bergeben.
Schla¨gt eine Vorbedingung fehl, wird eine Ausnahme ausgelo¨st. Sind alle Vorbedin-
gungen erfu¨llt, findet die Mustersuche statt. Diese ist in die generierte Utility-Klasse, die
spa¨ter beschrieben wird, ausgelagert. Bei erfolgreicher Mustersuche werden alle Objekte
von der Utility-Klasse abgeholt. Im Beispiel sind dies die aktuelle Revision des Tickets,
oldRevision, und der zusta¨ndige Benutzer, assignee. Diese sind in der Regel als zu
erhaltende ungebundene Knoten gleichen Namens modelliert.
Die rechten Seiten der Attributzuweisungen werden im na¨chsten Schritt ermittelt. In
Auflistung 7.4 werden alle der zu erstellenden Ticketrevision zuzuordnenden Attribut-
werte berechnet. Dies sind, wie die Regel in Abbildung 7.9 vorgibt, title, description,
severity, status und createdAt. Die Werte werden hierbei in finalen Variablen abgelegt,
die den Typ des Attributs tragen, dessen zuku¨nftigen Wert sie beinhalten. Sie werden
zudem nach diesen Attributen und dem Objekt benannt. Der so erhaltene Name wird
durch Value erga¨nzt, um die Wertberechnung an dieser Stelle hervorzuheben. Fu¨r den
Attributwert des Attributs title ist dies in Zeile 16 dargestellt, die anderen Attribute
folgen (Zeilen 17-22).
Fu¨r zu bewahrende Objekte erfolgt die Zuweisung der zuvor berechneten Attributwer-
te. Dabei kann ein zu erhaltendes, optionales Objekt nicht vorhanden sein. Dementspre-
chend wird vor der Zuweisung durch eine if-Abfrage gepru¨ft, ob das Objekt wa¨hrend
der Mustersuche gefunden wurde.
Die zu lo¨schenden Elemente werden gelo¨scht. Das Lo¨schen eines Objekts, das im Bei-
spiel nicht vorkommt, wird an die Utility-Klasse delegiert, da das einfache Lo¨schen des
Objekts fu¨r sich nicht ausreicht. Es muss aus seinem gesamten Kontext, der normalerwei-
se nicht komplett in einer Regel angegeben ist, entfernt werden. Nur so ist sichergestellt,
dass keinesfalls sogenannte ha¨ngende Kanten auftreten. Dies sind Links ohne Quell- oder
Zielknoten, die zu einer nicht mehr validen Modellinstanz fu¨hren. Die Methoden zum
Lo¨schen eines Objekts sind in Auflistung 7.5 gezeigt. Die Methode zum Lo¨schen eines
einzelnen Objekts (Zeilen 2-4) delegiert dies lediglich an die Klasse EcoreUtil, so dass
diese auch direkt aus dem generierten Quelltext aufgerufen werden ko¨nnte. Der Grund,
dies nicht zu tun, liegt in der Verwirklichung einer einheitlichen Methode zum Lo¨schen
in ModGraph. Das Lo¨schen von Objekten, die auf einen zu lo¨schenden mehrwertigen
Knoten abgebildet wurden, kann nicht durch einen einzigen Aufruf korrekt ausgefu¨hrt
werden. Diese Objekte werden in EMF als Liste verwaltet, die komplett - Objekt fu¨r
Objekt - korrekt gelo¨scht werden muss. Dazu ruft die Methode, die in den Zeilen 5-10 der
Auflistung 7.5 gelistet ist, fu¨r jedes Objekt einzeln die Methode EcoreUtil.delete(...)
auf, welche das Objekt aus seinem Kontext entfernt.
Das Lo¨schen eines Links, der eine einwertige Referenz instanziiert, erfolgt durch das
null-setzen der zugeho¨rigen Variable, es sei denn, er wird in derselben Regel neu ge-
setzt und damit ersetzt. Instanziiert der zu lo¨schende Link eine mehrwertige Referenz,
geschieht das Lo¨schen durch dessen Entnahme aus der in EMF auf Quelltextebene ver-
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 
1 public class GTMatchingUtil { . . .
2 public void de l e t e ( EObject eObject ) {
3 EcoreUt i l . d e l e t e ( eObject , true ) ;
4 }
5 public void d e l e t e ( EList<?> ob j e c tL i s t ) {
6 checkResource ( ) ;
7 for ( Object o : o b j e c tL i s t ) {
8 i f ( o instanceof EObject )
9 EcoreUt i l . d e l e t e ( ( EObject ) o , true ) ;
10 } . . .
11 }
 
Auflistung 7.5: ModGraphs Methoden zum Lo¨schen von Objekten aus ihrem gesamten Kontext
walteten Liste. Wird ein Link ausgehend aus einem mehrwertigen Knoten gelo¨scht, so
muss dieser mittels einer Schleife von jedem fu¨r den Knoten gefundenen Objekt entfernt
werden. Soll ein Link, dessen Quell- oder Zielknoten einem optionalen Knoten der Regel
entspricht, entfernt werden, so muss zuna¨chst gekla¨rt werden, ob ein passendes Objekt
fu¨r diesen Knoten vorhanden ist. Wenn ja, so wird der Link gelo¨scht.
Der zu lo¨schende Link currentRevision in der Regel wird vom ModGraph-Generator
als Instanz einer einwertigen Referenz erkannt, die in derselben Regel - durch den zu
erzeugenden Link gleichen Namens - neu gesetzt wird. Er wird daher nicht explizit
entfernt.
Im na¨chsten Schritt werden die zu erzeugenden Objekte mittels der EMF-generierten
Fabriken erstellt. Ihnen werden die zugeho¨rigen, zuvor berechneten Attributwerte zuge-
wiesen.
Dementsprechend wird auch die als zu erzeugender Knoten newRevision modellierte
Ticketrevision erzeugt. Dazu wird die passende Fabrikmethode genutzt (Zeilen 24 & 25
in Auflistung 7.4). Die zuvor berechneten Attributwerte werden, in Auflistung 7.4 Zeilen
27-31, den neu erstellten Objekten zugewiesen. Hierfu¨r werden die passenden Akzessoren
aufgerufen.
Analog werden alle in der Regel aus Abbildung 7.9 als neu zu erstellend markierte
Links erzeugt. Endet oder beginnt dabei ein Link in einem optionalen Knoten, so muss
zuna¨chst gekla¨rt werden, ob ein u¨bereinstimmendes Objekt fu¨r diesen Knoten existiert.
Ist dies der Fall, wird der Link erzeugt. Das geschieht entweder durch Setzen einer
Variable vom Typ des Zielknotens oder durch Hinzufu¨gen des Zielobjekts eines Links
in die Liste der referenzierten Objekte. Ein zu erzeugender Link, der eine mehrwertige
Referenz instanziiert, kann geordnet sein. Dabei wird das neu einzufu¨gende Objekt in die
Liste der referenzierten Objekte genau an der spezifizierten Position eingefu¨gt. Dazu wird
die Listenoperation add(int index, EObject o) im Falle der Einzelobjekte, mit der
gleich parametrisierten Methode addAll(...) im Falle mehrerer Objekte, genutzt. Ist an
dem Link ein Objektname angegeben, vor oder nach welchem ein oder mehrere Objekte
eingefu¨gt werden sollen, so wird dessen Position u¨ber den Index der Liste ermittelt.
Beim Setzen des Links currentRevision in Zeile 33 der Auflistung 7.4 wird der bestehen-
de Link u¨berschrieben. Damit ist auch das in der Regel geforderte Lo¨schen durchgefu¨hrt.
In den folgenden Zeilen werden die weiteren Links erstellt. Der letzte dieser Aufrufe (Zei-
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le 36) setzt den Link zum zusta¨ndigen Benutzer. Dieser ist in der Regel als optionaler,
ungebundener Knoten modelliert, muss demnach nicht in der Instanz enthalten sein und
kann damit den Wert null tragen. Dies stellt hier kein Problem dar, da Instanzen von
einwertigen Referenzen in Variablen des zugeho¨rigen Typs gespeichert werden. Diese
ko¨nnen beliebige Werte annehmen und du¨rfen daher auch nicht gesetzt sein. So wird
auch hier - im Fall des Fehlens eines passenden Objekts fu¨r den optionalen Knoten - der
fu¨r das Ticket zusta¨ndige Nutzer nicht gesetzt.
Darauffolgend werden die Methoden und die - zu Testzwecken vorgesehenen - Stan-
dardausgaben, die in der Regel angegeben sind, in beliebiger Reihenfolge ausgefu¨hrt.
Dabei werden zuerst die Methodenaufrufe, dann die Ausgaben eines einzelnen Knotens
betrachtet. Die Beispielregel sieht keine Aufrufe oder Ausgaben vor.
Analog zur Vorbedingung werden - im Beispiel ebenso nicht vorhandende - Nachbedin-
gungen gepru¨ft, die im Falle des Scheiterns zu einer Ausnahme fu¨hren. Danach wird der
Ru¨ckgabewert der Methode betrachtet. Im Beispiel ist dies void. Daher muss hier nichts
zuru¨ckgegeben werden. Hat die modellierte Operation einen ein- oder mehrwertigen
Ru¨ckgabeparameter, so muss der zugeho¨rige Knoten in der Regel mit << out >> mar-
kiert sein. Im einwertigen Fall wird das gefundenene Objekt zum Knoten zuru¨ckgegeben,
im mehrwertigen Fall eine Liste mit passenden Objekten. Ist der Operation eine Map
als Ru¨ckgabeparameter zugeordnet, so du¨rfen mehrere Knoten als Ru¨ckgabeparameter
mit << out >> gekennzeichnet werden, die automatisch in die Map eingefu¨gt und
zuru¨ckgegeben werden. Dies stellt jedoch, wie sich bei der Nutzung von ModGraph ge-
zeigt hat, einen eher unu¨blichen Sonderfall dar.
Operationen, die Wahrheitswerte zuru¨ckgeben, du¨rfen ebenfalls mit ModGraph-Regeln
implementiert werden. Die generierten Methoden geben den (Miss-)Erfolg der Regel,
ausgedru¨ckt durch die Ru¨ckgabe von true oder false, zuru¨ck.
Aufbau der Utility-Klasse
Jeder Regel ist eine Utility-Klasse zugeordnet. Sie wird nach dem Schema GTUtil4-
<NameDerKlasse><NameDerMethode> benannt. Fu¨r das Beispiel ist dies die in Auflis-
tung 7.6 gezeigte GTUtil4TicketchangeStatus-Klasse. Diese wird ins EMF-generierte
Utility-Paket generiert. Sie stellt Methoden zur Mustersuche (und damit auch zur Pru¨-
fung der negativen Anwendbarkeitsbedingungen) zur Verfu¨gung und erbt weitere Utility-
Methoden, wodurch Abha¨ngigkeiten zu ModGraph-Bibliotheken entstehen.
Der Aufbau der GTUtil-Klasse richtet sich nach den wa¨hrend der Mustersuche auf-
gebauten Spannwa¨ldern (siehe Abschnitt 6.2.2). Sie wird genutzt um die entstandenen
Wa¨lder auf die Modellinstanz abzubilden. Um dies zu verwirklichen bietet sie eine Map
zur Speicherung der gefundenen Objekte an. Zudem werden Listen verwaltet: eine, die
zu lo¨schende Objekte verwaltet und eine, die mo¨gliche implizit entfernte Objekte bein-
haltet. Die Liste der zu lo¨schenden Objekte entha¨lt am Ende der Suche alle Objekte,
die auf zu lo¨schende Knoten der Regel abgebildet wurden. Die Liste der mo¨glicherweise
implizit entfernten Objekte entha¨lt alle Objekte, die auf zu erhaltende Knoten abgebil-
det werden, die ausschließlich durch zu lo¨schende Links mit anderen Knoten der Regel




2 ∗ @generated by ModGraph f o r changeStatus
3 ∗/
4 public class GTUtil4TicketchangeStatus extends GTMatchingUtil {
5
6 List<TicketRevis ion> a l r eadyCons ide redObjec t s4o ldRev i s i on = new LinkedList <>();
7 List<User> a l r eadyCons ide r edObjec t s4a s s i gnee = new LinkedList <>();
8
9 public void match ( Status s tatus , User author , Ticket t i c k e t ) throws GTFailure {
10 i f ( s t a tu s == null | | autor == null | | t i c k e t == null )
11 throw new GTFailure ( ”Parameter i s nu l l ” ) ;
12 map . put ( ” s t a tu s ” , s t a tu s ) ;
13 map . put ( ” author ” , author ) ;
14 map . put ( ” t i c k e t ” , t i c k e t ) ;
15 matchUnboundNodes ( ” o ldRev i s i on ” , t i c k e t ) ;
16 }
17
18 private void matchUnboundNodes ( S t r ing searchedNodeName ,
19 Object boundPredecessor ) throws GTFailure {
20 i f ( searchedNodeName . equa l s ( ” o ldRev i s i on ” ) ) {
21 TicketRev i s i on o ldRev i s i on =
22 getOldRevis ion4ChangeStatus ( ( Ticket ) boundPredecessor ) ;
23 i f ( o ldRev i s i on == null )
24 throw new GTFailure ( ” o ldRev i s i on not found . ” ) ;
25 else {
26 map . put ( ” o ldRev i s i on ” , o ldRev i s i on ) ;
27 imp l i c i tDe l e t i onCand ida t e s . add ( o ldRev i s i on ) ;
28 matchUnboundNodes ( ” a s s i gn e e ” , ( Object ) map . get ( ” o ldRev i s i on ” ) ) ;
29 }
30 }
31 i f ( searchedNodeName . equa l s ( ” a s s i gn e e ” ) ) {
32 User a s s i gn e e =
33 getAss ignee4ChangeStatus ( ( TicketRev i s ion ) boundPredecessor ) ;
34 i f ( a s s i gn e e != null ) {





40 public TicketRev i s ion getOldRevis ion4ChangeStatus ( Ticket t i c k e t )
41 throws GTFailure {
42 TicketRev i s ion aTicketRev i s ion =
43 ( T icketRev i s ion ) t i c k e t . getCurrentRev i s ion ( ) ;
44 i f ( ! ( a l r eadyCons ide redObjec t s4o ldRev i s ion . conta in s ( aTicketRev i s ion ) )
45 && aTicketRev i s ion instanceof TicketRev i s i on
46 && (( TicketRev i s i on ) aTicketRev i s i on ) . ge tStatus ( ) != Status .REJECTED)
47 return ( T icketRev i s ion ) aTicketRev i s ion ;
48 else
49 return null ;
50 }
51
52 public User getAss ignee4ChangeStatus ( TicketRev i s ion o ldRev i s i on )
53 throws GTFailure {
54 User aUser = ( User ) o ldRev i s i on . ge tAss ignee ( ) ;
55 i f ( ! ( a l r eadyCons ide r edObjec t s4a s s i gnee . conta in s ( aUser ) )
56 && aUser instanceof User )
57 return ( User ) aUser ;
58 else




Auflistung 7.6: ModGraph-generierter Quelltext der Utility-Klasse zur Unterstu¨tzung der Im-
plementierung der modellierten Operation changeStatus der Klasse Ticket des
Bugtracker Ecore-Modells (Abbildung 7.9)
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Kontext - insbesondere aus seiner in EMF notwendigen Containment-Hierarchie - ent-
nommen wird, damit außerhalb der Ressource und daher verloren ist. Ob dieser Fall
eintritt, muss zur Laufzeit gepru¨ft werden. Weitere Listen werden genutzt um die be-
reits betrachteten, jedoch nicht zum vorgegebenen Teilgraphen passenden Objekte zu
verwalten. Dabei wird fu¨r jeden ungebundenen Knoten eine Liste angelegt. Diese ist
insbesondere notwendig, wenn die Mustersuche teilweise ru¨ckga¨ngig gemacht werden
muss, um nicht nochmals den selben Pfad im Graphen einzuschlagen. Dabei muss fu¨r
jeden Knoten eine eigene Liste verwaltet werden, da ein fu¨r den einen Knoten potentiell
fa¨lschlich gefundenes Objekt durchaus auf einen anderen abgebildet werden kann.
Zur Generierung der Methoden, welche die Mustersuche auf der Modellinstanz u¨ber-
nehmen, werden die Ba¨ume der Spannwa¨lder ebenenweise durchlaufen. In Auflistung 7.6
ist die generierte Utilty-Klasse fu¨r die Regel changeStatus abgebildet. Im ersten Schritt
werden die Listen zur Verwaltung potentiell fa¨lschlich gefundener Objekte erzeugt. Da
es im Graphmuster von changeStatus nur zwei ungebundene existierende Knoten gibt,
werden fu¨r diese je eine Liste angelegt (Zeilen 6 & 7). Die match-Methode koordiniert
die Mustersuche. Sie ist in Zeilen 9-16 gezeigt und tra¨gt dieselben Parameter wie die
Methode selbst, erweitert durch einen fu¨r das aktuelle Objekt. Darin werden die fu¨r
gebundene Knoten stehenden Aktualparameter der Methode in die Map eingefu¨gt, sofern
keinerlei Bedingungen an sie gestellt sind. Hierbei wird lediglich zuvor gepru¨ft, ob die
Parameter nicht null sind. Dieser Fall tritt auch im Beispiel auf. Sind Bedingungen an
diese gestellt, so werden sie in einer eigenen Methode gepru¨ft. Sie ko¨nnen als Attribut-
oder OCL-Bedingungen an das Objekt oder zwischen den gebundenen Objekten durch
Links oder Pfade angegeben sein. Dabei kann eine Bedingung von einem ungebundenen
Objekt abha¨ngen. Diese kann hier nicht gepru¨ft werden, da das ungebundene Objekt
zuerst gefunden werden muss. Folglich werden solche Bedingungen wa¨hrend der Suche
nach dem ungebundenen Objekt gepru¨ft. Entspricht ein Objekt den Bedingungen, so
wird es in die Map zur Speicherung der gefundenen Objekte eingefu¨gt. Zu lo¨schende
Objekte werden der entsprechenden Liste zu ihrer Verwaltung hinzugefu¨gt. Zu erhaltende
Objekte werden in die Liste der implizit gelo¨schten Objekte aufgenommen, wenn sie nur
durch zu lo¨schende Links mit ihrer Umgebung verbunden sind. Solche Objekte laufen
Gefahr, nach Anwendung der Regel nicht mehr erreichbar zu sein. Dies ist der Fall, wenn
der Container des Objekts oder die Enthaltenseinsbeziehung des Objekts zu ihm gelo¨scht
wird. Wa¨hrend das Lo¨schen der Enthaltenseinsbeziehung statisch gepru¨ft werden kann,
muss das Lo¨schen eines Containers zur Laufzeit u¨berpru¨ft werden. Dementsprechend
wird gepru¨ft, ob sich dieser oder einer seiner Container in der Liste der zu lo¨schenden
Objekte findet. Wird der Container nicht in der Liste der zu lo¨schenden Objekt gefunden,
so wird auch das Objekt nicht gelo¨scht. Wird einer der Container gefunden, geht das
Objekt bei Anwendung der Regel verloren und es wird eine Ausnahme ausgelo¨st.
Erfu¨llen die bereits bekannten Objekte alle zu diesem Zeitpunkt pru¨fbaren Bedingun-
gen, beginnt die Suche nach den ungebundenen Objekten im Graphmuster. Dazu ist
eine weitere koordinierende Methode matchUnboundNodes no¨tig. Sie ist fu¨r das Beispiel
changeStatus in Auflistung 7.6 in den Zeilen 18-38 zu sehen. Die Methode sucht rekursiv
ausgehend von gebundenen Objekten diejenigen, die auf die Knoten im Spannwald ab-
gebildet werden. Ausgangspunkt ist hierbei das bekannte Objekt, das auf die Wurzel im
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Abbildung 7.10: Graphtransformationsregel zur Implementierung der Operation reported-
Tickets der Klasse Ticket aus dem Bugtacker Beispiel
ersten Baum abgebildet wird. Es dient als initialer Anker fu¨r die Suche. Danach werden
Abfragen generiert, die einem ebenenweisen Durchlauf des Waldes (Baum fu¨r Baum)
entsprechen. Jede dieser Abfragen ruft eine Methode zur Suche nach dem Objekt in der
Instanz auf. Diese sucht vom gebundenen Objekt aus eines, das die Bedingungen des zu-
geho¨rigen Knotens der Regel erfu¨llt. An dieser Stelle werden auch die u¨brigen zwischen
dem jeweils betrachteten Objekt und gebundenen Knoten bestehenden Bedingungen ge-
pru¨ft. Schla¨gt dies fehl und entspricht der Elternknoten keinem gebundenen Knoten oder
dem aktuellen Objekt im Graphmuster, wird der Elternknoten nochmals gesucht (und
unter Umsta¨nden auch dessen Elternknoten und wiederum dessen Elternknoten u.s.w.).
Da dies in beliebiger Rekursionstiefe mo¨glich ist, kann man hier von Backtracking inner-
halb der Mustersuche sprechen. Entspricht der Elternknoten einem gebundenen Knoten
im Graphmuster, wird eine Ausnahme ausgelo¨st. Der gesuchte Kindknoten ist in dieser
EMF-Instanz nicht enthalten. Fu¨r optionale Knoten werden keine Ausnahmen ausgelo¨st.
Soll von einem optionalen Knoten mindestens ein weiterer gesucht werden und findet die-
ser keine U¨bereinstimmung in der Instanz, so kann auch der folgende optionale Knoten
(und alle auf ihn folgenden) nicht gefunden werden. Die gefundenen Objekte werden in
die Map aufgenommen und - wenn no¨tig - in einige der Listen. Dabei gelten die bei den
gebundenen Objekten dargestellten Kriterien. Zudem werden alle gefundenen Knoten in
einer Liste der betrachteten Objekte verwaltet.
Bei der Suche kann es vorkommen, dass ein Knoten nicht u¨ber einen Link, sondern
u¨ber einen Pfadausdruck gesucht werden muss. Dazu wird der Pfadausdruck auf dem
Quellknoten ausgewertet.
Im Beispiel wird ausgehend vom bekannten Ticket die - vor den A¨nderungen aktu-
elle - Revision gesucht. Dies geschieht aus der match-Methode durch Aufruf der re-
kursiven matchUnboundNodes-Methode (Zeile 12). Hier erfolgt der Aufruf der Methode
getOldRevision4ChangeStatus, die darauf ausgelegt ist, die aktuelle Revision vor den
A¨nderungen unter Beachtung aller Bedingungen zu finden (Zeilen 40-50). Ist dies er-
folglos wird eine Ausnahme ausgelo¨st, da die Suche eindeutig, durch Navigation eines
einwertigen Links gescheitert ist. Bei Erfolg, wird das gefundene Objekt in die Map auf-
genommen (Zeile 26) und in die Liste der potenziell nicht mehr erreichbaren Objekte
(Zeile 27). Daraufhin wird durch direkte Rekursion der Methode der zusta¨ndige Nutzer




2 ∗ @generated by ModGraph f o r r epo r t edT i cke t s
3 ∗/
4 public EList<Ticket> getTicket s4ReportedTicket s ( User user ) throws GTFailure {
5
6 List<EObject> a l lT i c k e t s = OCLHandler
7 . evaluatePath ( ” r e l a t e dP r o j e c t s ( ) . r epo r t edT i cke t s ” , user ) ;
8
9 i f ( a l l T i c k e t s == null )
10 return null ;
11
12 EList<Ticket> t i c k e t s = new Bas icEList ( ) ;
13 for ( EObject T icke t : a l l T i c k e t s ) {
14 Ticket aTicket = ( ( Ticket ) T icke t ) ;
15
16 i f ( aTicket instanceof Ticket
17 && ! ( a l r eadyCons ide r edOb j e c t s 4 t i cke t s . con ta in s ( aTicket ) )
18 && (( Ticket ) aTicket ) . getReporter ( ) . equa l s ( ( User ) map . get ( ” user ” ) ) ) {
19 t i c k e t s . add ( ( Ticket ) aTicket ) ;
20 }
21 }
22 i f ( t i c k e t s != null && ! ( t i c k e t s . isEmpty ( ) ) )
23 return ( EList<Ticket>) t i c k e t s ;
24
25 return null ;
26 }
 
Auflistung 7.7: Utility-Methode zur Suche eines ungebundenen Knotens mit Hilfe eines Pfad-
ausdrucks und anschließendem Filtern des Ergebnisses am Beispiel der Regel
reportedTickets der Klasse User (Abbildung 7.10)
Beachtung aller Bedingungen - von der aktuellen Version vor den A¨nderungen aus sucht
(Zeilen 52-60). Da dieser durch einen optionalen Knoten modelliert ist, wird er - sollte
er gefunden werden - in die Map eingefu¨gt (Zeile 32).
Auflistung 7.7 zeigt einen Ausschnitt der Utility-Klasse zur bereits aus Kapitel 5.4
bekannten Regel reportedTickets (Abbildung 7.10) . Zeilen 6 & 7 bilden den generierten
Quelltext fu¨r eine Suche u¨ber einen Pfadausdruck ab. Das Ergebnis des Pfadausdrucks
wird in den folgenden Zeilen der Methode weiter eingeschra¨nkt, indem nur die Objek-
te beru¨cksichtigt werden, deren Ersteller mit dem gegebenen Benutzer u¨bereinstimmt
(Zeilen 13-21).
Sind auf diese Art und Weise mindestens die obligatorischen Knoten der Regel auf
die Instanz abgebildet, beginnt die Suche nach den in NACs spezifizierten Teilgraphen.
Die Vorgehensweise ist analog zur Mustersuche fu¨r das Graphmuster aufgebaut. Fu¨r jede
NAC u¨bernimmt eine matchNAC<LaufendeNummerfuerNACs>-Methode die Koordination
der Abbildung des Teilgraphen auf die Instanz. Sie pru¨ft zuna¨chst die gebundenen Pa-
rameter und ruft eine rekursive Methode zur Koordination der Abbildung der ungebun-
denen Knoten auf. Diese ist a¨hnlich zur matchUnboundNodes-Methode aufgebaut. Der
bedeutsame Unterschied liegt in der Ausnahmebehandlung. Methoden zur Pru¨fung der
NAC rufen, bei einer erfolgreichen Abbildung der NAC auf die Instanz, nach Mo¨glichkeit
die Methoden zur Mustersuche des Graphmusters der Regel auf. Ist eine NAC jedoch al-
ternativlos erfu¨llt, wird auch hier eine Ausnahme ausgelo¨st. Alternativlos bedeutet, dass
die erneut aufgerufene Mustersuche nicht mehr erfolgreich sein kann. Dies ist beispiels-
145
Abbildung 7.11: Graphtransformationsregel zur Implementierung der Operation createProject
der Klasse BugTracker aus dem Beispiel
weise der Fall, wenn ein ungebundener Knoten der NAC direkt ausgehend von einem
Parameter oder dem aktuellen Objekt gefunden wird. Das Auslo¨sen der Ausnahme aus
der NAC ist damit lediglich eine Abku¨rzung.
Der Quelltext zur Untersuchung der NACs ist am Beispiel der generierten Utility-
Methoden der, ebenfalls bereits in Kapitel 5.4 besprochenen, Regel createProject (Abbil-
dung 7.11) in Auflistung 7.8 dargestellt. Diese Utility-Klasse entha¨lt zudem eine Methode
zur Pru¨fung der Bedingung zwischen den beiden Parametern. Zuerst wird hier eine Lis-
te zur Speicherung fa¨lschlich gefundener Objekte zum Knoten p2 erzeugt (Zeile 6). Die
koordinierende match-Methode (Zeilen 8-17) legt zuna¨chst alle Parameter ohne Bedin-
gungen in der globalen Map ab (Zeilen 10-14) und ruft die Methode zur Pru¨fung der
bedingten Parameter (Zeile 15) auf. Diese pru¨ft, ob der Gruppenleiter leader ein Mit-
glied der Gruppe ist und fu¨gt ihn, wenn die Bedingung erfu¨llt ist, in die Map ein (Zeilen
19-25). Ist die Bedingung nicht erfu¨llt, wird eine Ausnahme ausgelo¨st. Da im Graphmus-
ter der Regel keine existierenden ungebundenen Knoten auftreten, fehlt in der match-
Methode der Aufruf der Methode zum Finden der ungebundenen Knoten, genauso wie
die Methoden zur Mustersuche der ungebundenen Knoten selbst. Die match-Methode
ruft direkt die Suche nach der NAC auf (Zeile 16), indem die nac1Matched-Methode
(Zeilen 27-29) aufgerufen wird. Da in der NAC Bedingungen an gebundene Knoten ge-
stellt werden, wird direkt die rekursive matchUnboundNodesInNAC1-Methode aufgerufen.
Diese Methode fu¨hrt die Mustersuche auf der NAC - analog zu der bereits beschriebenen
Suche im Graphmuster, aber mit anderer Ausnahmebehandlung - aus (Zeilen 31-41). Sie
nutzt die getP24CreateProject-Methode, um das Projekt im Bugtracker zu finden (Zeilen
43-57). Wird es nicht gefunden, ist die Mustersuche abgeschlossen. Existiert das Projekt
jedoch, ist die NAC erfu¨llt. Da das Bugtracker-Objekt einem gebundenen Knoten ent-
spricht, wird zur Verringerung der Laufzeit nicht die Mustersuche von neuem aufgerufen,
sondern die unausweichliche Ausnahme sofort ausgelo¨st.
Nach der Generierung der Utility-Klasse, ist ausfu¨hrbarer Quelltext erzeugt, der neben
der Erzeugung von Objekten aus Klassen und deren Initialisierung auch die Ausfu¨hrung
modellierter Operationen erlaubt. Er kann beliebig erweitert und getestet werden. Im




2 ∗ @generated by ModGraph f o r c r e a t eP ro j e c t
3 ∗/
4 public class GTUti l4BugTrackercreateProject extends GTMatchingUtil {
5
6 List<Project> a l readyCons ideredObjects4p2 = new LinkedList <>();
7
8 public void match ( java . lang . S t r ing name , User l eader , Group f i r s tGroup ,
9 BugTracker bugTracker ) throws GTFailure {
10 i f (name == null | | l e ad e r == null | | f i r s tGroup == null | | bugTracker == null )
11 throw new GTFailure ( ”Parameter i s nu l l ” ) ;
12 map . put ( ”name” , name ) ;
13 map . put ( ” f i r s tGroup ” , f i r s tGroup ) ;
14 map . put ( ”bugTracker” , bugTracker ) ;
15 checkBoundNodes (name , l eader , f i r s tGroup , bugTracker ) ;
16 nac1Matched ( bugTracker ) ;
17 }
18
19 private void checkBoundNodes ( java . lang . S t r ing name , User l eader ,
20 Group f i r s tGroup , BugTracker bugTracker ) throws GTFailure {
21 i f ( f i r s tGroup . getMembers ( ) . conta in s ( l e ade r ) ) {
22 map . put ( ” l e ade r ” , l e ad e r ) ;
23 }
24 else throw new GTFailure ( ”Parameter c on s t r a i n t v i o l a t ed ! ” ) ;
25 }
26
27 public void nac1Matched ( BugTracker bugTracker ) throws GTFailure {
28 matchUnboundNodesInNAC1( ”p2” , ( EObject ) map . get ( ”bugTracker” ) ) ;
29 }
30
31 private void matchUnboundNodesInNAC1( St r ing searchedNodeName ,
32 EObject boundPredecessor ) throws GTFailure {
33
34 i f ( searchedNodeName . equa l s ( ”p2” ) ) {
35 Pro j e c t p2 = getP24CreateProject ( ( BugTracker ) boundPredecessor ) ;
36 i f ( p2 != null ) {
37 a l readyCons ideredObjects4p2 . add ( p2 ) ;





43 public Pro j e c t getP24CreateProject ( BugTracker bugTracker ) throws GTFailure {
44 EList<Project> t r a ckedPro j e c t s = new BasicEList<Project >() ;
45 t r a ckedPro j e c t s . addAll ( ( ( BugTracker ) map . get ( ”bugTracker” ) )
46 . ge tTrackedPro jec t s ( ) ) ;
47 for ( int i = 0 ; i < t r a ckedPro j e c t s . s i z e ( ) ; i++) {
48 Pro j e c t aPro j ec t = t ra ckedPro j e c t s . get ( i ) ;
49 i f ( ! ( a l readyCons ideredObjects4p2 . conta in s ( aPro j ec t ) )
50 && aPro jec t instanceof Pro j e c t
51 && (( Pro j e c t ) aPro j ec t ) . getName ( ) ==
52 ( java . lang . S t r ing ) map . get ( ”name” ) ) {
53 return ( Pro j ec t ) aPro j ec t ;
54 }
55 }




Auflistung 7.8: Utility-Methode zur Suche eines Graphmusters, welches mit einer NAC einge-





Abbildung 7.12: Schrittweiser Ansatz zur Generierung von Quelltext
sammen mit dem ausfu¨hrbaren Bugtracker, auf der ModGraph-Homepage4 herunterge-
laden werden.
7.2.2 Einbinden der ModGraph-Regeln in ein Xcore-Modell
In Abschnitt 5.4 wurde bereits das Xcore-Modell des Bugtrackers generiert und manuell
erweitert. Außerdem ko¨nnen Xcore-Modelle auch durch das automatisierte Einfu¨gen
einer Regel erweitert werden. Die Einbindung der Regeln in ein Xcore-Modell erfolgt
mit ModGraph’s Xcore Compiler. Dieser generiert aus regelbasierten ModGraph-Regeln
prozedurale Xcore-Operationen, die ein bestehendes Xcore-Modell direkt und nahtlos
erweitern. Er ist in [81] vero¨ffentlicht.
Die Transformation der Regeln nach Xcore stellt eine Modell-zu-Modell-Transforma-
tion von Transformationen dar und ist somit eine Transformation ho¨herer Ordnung
[75]. Diese ko¨nnte alternativ auch mit ATL oder QVT realisiert werden (siehe Kapitel
4.1). Da es sich bei Xcore jedoch um ein textuelles Modell handelt, und ModGraph
bereits Java-Quelltext generiert, wurde von dieser Lo¨sung abgesehen. Stattdessen wird
eine templatebasierte Modell-zu-Text-Transformation realisiert, indem analog zum Java-
Compiler ein Compiler erstellt wird, der die Regeln in Xcore-Code u¨bersetzt, der in das
Xcore-Modell eingefu¨gt wird und damit zu einem Modellbestandteil wird. Dieser Ansatz
wird genutzt, da er konziser, lesbarer und einfacher zu verwirklichen ist. Statt komplexe
Transformationen u¨ber der abstrakten Syntax aufzubauen, wird eine Regel direkt in
Xcores konkrete Syntax u¨bersetzt.
Die Regeln selbst sind endogene, u¨berschreibende Transformationseinheiten fu¨r Xcore-
Modellinstanzen. Die Generierung von Quelltext einer Programmiersprache ist dabei
Xcore u¨berlassen. Es handelt sich hierbei um einen schrittweisen U¨bersetzungsprozess.
Dieser ist in Abbildung 7.12 dargestellt. Neben der existierenden Java-Generierung ist -
sofern Xcore dies zuku¨nftig unterstu¨tzt - auch die Erzeugung von Quelltext in einer be-
liebigen anderen Programmiersprache mo¨glich. Die U¨bersetzung der Regeln nach Xcore
bringt zudem eine neue Ausfu¨hrungsmo¨glichkeit mit: Interpretierbarkeit. Xcore-Modelle
ko¨nnen interpretiert werden und damit ebenfalls die - aus der Regel generierten - Xcore-
Operationen, deren Rumpf mit Xbase spezifiziert wird. Damit ist eine Ausfu¨hrung auf
Modellebene (wie im
”
unabha¨ngigen Weg“ in Kapitel 7.1 beschrieben) erreicht. Die





1 package de . ubt . a i 1 . modgraph . bugmodel
2
3 // Importe . . .
4
5 annotation ”http ://www. e c l i p s e . org /emf/2002/Ecore/OCL/Pivot ” as OCL
6 annotation ”http ://www. e c l i p s e . org /emf/2002/Ecore” as Ecore
7 annotation ”http ://www. e c l i p s e . org /emf/2002/GenModel” as GenModel
8
9 @GenModel ( l o a d I n i t i a l i z a t i o n=” true ” , op e r a t i onRe f l e c t i on=” true ” ,
10 modelDirectory=” / [ PathToProject ] / s r c ” )
11 @Ecore ( invoca t i onDe l ega t e s=”http ://www. e c l i p s e . org /emf/2002/Ecore/OCL/Pivot ” ,
12 s e t t i n gDe l e g a t e s=”http ://www. e c l i p s e . org /emf/2002/Ecore/OCL/Pivot ” ,
13 va l i d a t i onDe l e ga t e s=”http ://www. e c l i p s e . org /emf/2002/Ecore/OCL/Pivot ” )
14
15 //Klassen e tc . . . .
 
Auflistung 7.9: Definition der Annotationen im Xcore-Modell
Annotation des Xcore-Modells
Um die ModGraph-Regeln korrekt nach Xcore u¨bersetzen zu ko¨nnen, muss das Modell
um OCL-Unterstu¨tzung und einige Generator-Modell-Annotationen erweitert werden.
Diese sind in Auflistung 7.9 gezeigt. Die Annotationen stellen sicher, dass der Xcore-
Generator mit den korrekten Parametern arbeitet. Sie werden genau einmal in den Kopf
des Xcore-Modells eingefu¨gt und sind fu¨r jedes Modell gleich. Zeilen 5-7 der Auflistung
definieren die Annotationen und ihre jeweiligen Xcore-Alias. Der Alias dient der Ver-
einfachung der Nutzung der Annotationen, indem durch ihn direkt auf die Annotation
zugegriffen werden kann. Wie beispielsweise in Zeilen 9 & 10 gezeigt, kann durch Nutzung
des Alias, hier @GenModel, die Annotation direkt angesprochen werden. Sie wird verwen-
det um Eigenschaften des Generatormodells zu setzen. Dabei wird unno¨tiges Nachladen
des Modells vermieden und das Zielverzeichnis der Generierung auf den src-Ordner des
aktuellen Eclipse-Projekts festgelegt. Zudem wird die reflektive Operationsausfu¨hrung
erlaubt. Sie wird beno¨tigt, um die OCL-Unterstu¨tzung zu realisieren. Bezu¨glich OCL
werden außerdem die von EMF bereitgestellten Pivot-Evaluatoren eingebunden, siehe
Zeilen 5 und 11-13 der Auflistung. Diese wurden aufgrund ihrer strikten Konformita¨t zu
den OMG-Standards gewa¨hlt.5
Annotation der Operation
In diesem Schritt wird zuna¨chst das Xcore-Modell unter Zuhilfenahme seines abstrak-
ten Syntaxbaumes durchsucht, bis die modellierte Operation gefunden ist. Zur Umset-
zung der Regel wird diese vom ModGraph-Generator - abha¨ngig von ihrem Inhalt -
annotiert. Eine Generator-Modell-Annotation wird immer erzeugt. Diese wird zu Do-
kumentationszwecken verwendet, indem sie die Operation als mit ModGraph generiert
markiert. Zudem wird hier der zur Regel angegebene Kommentar eingefu¨gt. Sind in
der Regel Vor- oder Nachbedingungen angegeben die in OCL verfasst wurden, so wird
fu¨r jede Bedingung eine zusa¨tzliche OCL-Annotation beno¨tigt. Betrachtet man die Um-
5Na¨heres zur OMG-Konformita¨t findet sich in der Eclipse Hilfe unter http://help.eclipse.org/
kepler/index.jsp unter der Rubrik OCL
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 
1 . . .
2 class Ticket {
3 . . .
4 @GenModel ( documentation=”Generated by ModGraph : A¨ndert
5 den Status e i n e s Ticket s . ” )
6 @OCL( pre pre1=”author . a c c e s s i b l eP r o j e c t s ()−> i n c l ud e s ( s e l f . owningProject ) ” )
7 op void changeStatus ( Status s t a tu s , User author ) throws GTFailure {
8 var TicketRev i s i on o ldRev i s i on = null
9 var User a s s i gn e e = null
10 var o ldRev i s i on = cur r entRev i s i on
11 var a s s i g n e e = o ldRev i s i on . a s s i gn e e
12 o ldRev i s i on = o ldRev i s i on
13 a s s i gn e e = a s s i g n e e
14 i f ( o ldRev i s i on == null )
15 throw new de . ubt . a i 1 . modgraph . gt . f a i l u r e . GTFailure ( ”Object not found” )
16 val newRevis ionTit leValue = cur r entRev i s i on . t i t l e
17 val newRevis ionDescr ipt ionValue = cur r entRev i s i on . d e s c r i p t i o n
18 val newRevis ionSever i tyValue = cur r en tRev i s i on . s e v e r i t y
19 val newRevis ionStatusValue = s ta tu s
20 val newRevisionCreatedAtValue = java . u t i l . Calendar . g e t In s tance ( )
21
22 var newRevision = BugmodelFactory : : eINSTANCE. c r ea t eT i cke tRev i s i on ( )
23
24 newRevision . t i t l e = newRevis ionTit leValue
25 newRevision . d e s c r i p t i o n = newRevis ionDescr ipt ionValue
26 newRevision . s e v e r i t y = newRevis ionSever i tyValue
27 newRevision . s t a tu s = newRevis ionStatusValue
28 newRevision . createdAt = newRevisionCreatedAtValue
29
30 cur r en tRev i s i on = newRevision
31 newRevision . c r e a t o r = author
32 h i s t o r y . add ( newRevision )
33 newRevision . a s s i gn e e = a s s i gn e e
34 } . . .
35 }
36 . . .
 
Auflistung 7.10: Ausschnitt aus dem Bugtracker Xcore-Modell: Die generierte Methode zur Re-
gel changeStatus (Abbildung 7.9)
setzung der bekannten Regel changeStatus, so wird diese zuna¨chst mit der Generator-
Modell-Annotation versehen, die in Auflistung 7.10 in Zeilen 4 & 5 gezeigt ist. Der zur
Regel angegebene Kommentar wird nach der Anmerkung der ModGraph-Generierung
der Regel eingefu¨gt. Da die Regel mit einer OCL-Vorbedingung versehen ist, wird die-
se in eine OCL-Annotation der Operation u¨bersetzt, die in Zeile 6 der Auflistung 7.10
gezeigt wird.
Aufbau des Operationsrumpfes
In den Rumpf der Operation wird die Ausfu¨hrungslogik der Regel, wie in Kapitel 6.2
beschrieben, eingefu¨gt und dazu mit Xbase spezifiziert. In einem ersten Schritt wird die
Methodendeklaration - sofern noch nicht geschehen - um die Ausnahmebehandlung er-
weitert. Danach werden die in Xcore bzw. Xbase spezifizierten Vorbedingungen der Regel
gepru¨ft. Diese sind im Beispiel changeStatus nicht vorhanden. Daher beginnt das Beispiel
mit dem na¨chsten Schritt: Es werden alle zur Ausfu¨hrung der Regel beno¨tigten Variablen
definiert. Dies ist in Zeilen 8 & 9 zu sehen. Im Folgenden werden die Xbase-Operationen
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fu¨r die Mustersuche generiert. Dazu werden zuna¨chst Hilfsvariablen angelegt, die in Zei-
len 10 & 11 definiert sind. Diese dienen der tempora¨ren Ablage der u¨ber einen Link
oder einen Pfad gefundenen Objekte, die unter Umsta¨nden durch Bedingungen weiter
eingeschra¨nkt werden. Dies ist im Beispiel nicht der Fall. Es zeigt den einfachsten Fall
der Mustersuche. Beide Objekte, die durch die ungebundenen Knoten repra¨sentiert sind,
werden durch einen eine einwertige Referenz instanziierenden Link gefunden und ent-
halten keinerlei weitere Bedingungen. Damit werden die tempora¨ren Werte direkt an
die tatsa¨chlichen zugewiesen (Zeilen 12 & 13). Im Falle einer komplexeren Mustersuche
werden geschachtelte Schleifen generiert. Diese pru¨fen alle Bedingungen an die Objekte.
Die Schachtelung der Schleifen spiegelt dabei den bei der Mustersuche gefundenen Baum
wieder. Die erste Schleife sucht - vom gebundenen Knoten aus - die direkt erreichbaren
Objekte, von welchen aus durch weitere verschachtelte Schleifen die jeweiligen Kindkno-
ten gefunden werden. Die Variable entha¨lt hierbei den letzten passenden Fund. Beispiele
hierzu finden sich in [81], das eine andere Version des Modell-Refacorings betrachtet. In
diesem sind die Regeln vera¨ndert, so dass sie zu einer komplexen Mustersuche fu¨hren.
Alternativ ko¨nnen Objekte auch durch die Auswertung eines Pfades gefunden werden.
In Auflistung 7.11 werden die Xcore Umsetzungen der Regeln reportedTickets (siehe Ab-
bildung 7.10) und createProject (siehe Abbildung 7.11) dargestellt. Die Zeilen 7 & 8 in
Auflistung 7.11 zeigen die Auswertung der Pfades in reportedTickets. Der Pfadausdruck
muss hierbei in der Regel durch (OCL) eingeleitet werden, da der ModGraph-Generator
bei der Xcore-Generierung zuna¨chst von Xbase-Ausdru¨cken an den Pfaden ausgeht. Hier
ist ebenso eine Schleife mit Bedingung zur Pru¨fung der - in der Regel durch den Link
reporter gegebenen - Zusatzbedingung gezeigt (Zeilen 9-12). Die Pru¨fung einer NAC wird
durch Bedingungen innerhalb der innersten, zur Mustersuche genutzten, Schleife reali-
siert. Sind keine Schleifen no¨tig, steht sie gesondert, wie auch in Auflistung 7.11 Zeile 24.
Hier findet die Pru¨fung der NAC direkt nach der Bedingung an die Parameter der Re-
gel statt. In beiden Fa¨llen wird der funktionale Aufruf findFirst verwendet. Zuerst wird
gepru¨ft, ob der u¨bergebene Nutzer Mitglied der Gruppe ist. Danach wird sichergestellt,
dass bei Anlegen eines Projekts keines gleichen Namens existiert.
Wird ein Objekt nicht gefunden, muss eine Ausnahme des Typs GTFailure ausgelo¨st
werden. Sind alle Objekte gefunden, werden die Attributwerte aus dem Vorzustand des
Modells berechnet und in finalen Variablen, die in Xbase durch val eingeleitet werden,
gespeichert. Betrachtet man wieder Auflistung 7.10, sind diese in Zeilen 16 - 20 zu sehen.
Es werden alle spa¨ter an das neu erzeugte Objekt des Typs TicketRevision zuzuweisenden
Attributwerte berechnet. Ihre Benennung erfolgt wiederum nach dem Objektbezeichner
und dem Attributnamen erga¨nzt durch Value. Darauf werden die zu lo¨schenden Objekte
gelo¨scht, die zu vera¨ndernden, erhaltenen Objekte vera¨ndert und die zu erstellenden er-
zeugt. Im Beispiel wird die neue Revision des Tickets durch den Aufruf einer passenden
- von Xcore im Hintergrund generierten - Fabrikmethode erstellt (Zeile 22) und deren
Attribute initialisiert (Zeilen 24-28). Dazu werden die im Vorangegangenen berechne-
ten Attributwerte genutzt. Im na¨chsten Schritt werden die Links - wie in der Regel
angegeben - gelo¨scht oder erzeugt. Hierbei gilt dieselbe Sonderregelung wie bei der Java-
Generierung: Einwertige Links, die in derselben Regel gelo¨scht und an anderer Stelle
erzeugt sind, werden nicht explizit gelo¨scht. Im Beispiel sind dies Links, welche die neue
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 
1 . . .
2 class User { . . .
3
4 @GenModel ( documentation=”Generated by ModGraph : ” )
5 op unique Ticket [ ] r epo r t edT i cke t s ( ) {
6 var Ticket [ ] t i c k e t s = null
7 var t i c k e t s = OCLHandler . evaluatePath ( th i s ,
8 ” r e l a t e dP r o j e c t s ( ) . r epo r t edT i cke t s ” ) as Ticket [ ]
9 for ( t i c k e t : t i c k e t s ){
10 i f ( t i c k e t . r epo r t e r == th i s )
11 t i c k e t s . add ( t i c k e t )
12 }
13 i f ( t i c k e t s . isEmpty ( ) ) throw new de . ubt . a i 1 . modgraph . gt . f a i l u r e . GTFailure
14 return t i c k e t s as EList
15 } . . .
16 }
17 . . .
18 class BugTracker { . . .
19
20 @GenModel ( documentation=”Generated by ModGraph : ” )
21 op Pro j e c t c r e a t eP ro j e c t ( S t r ing name , User l e ad e r ,
22 Group f i r s tGroup ) throws GTFailure {
23 i f ( f i r s tGroup . members . f i n dF i r s t (m| m == leade r )!=null ){
24 i f ( ! ( t r a ckedPro j e c t s . f i n dF i r s t ( e | e . name == name) != null ) ) {
25 val projectNameValue = name
26 var p r o j e c t = BugmodelFactory : : eINSTANCE. c r e a t eP ro j e c t ( )
27 p r o j e c t . name = projectNameValue
28 t r a ckedPro j e c t s . add ( p r o j e c t )
29 p r o j e c t . l e ad e r = l e ade r
30 f i r s tGroup . a c c e s s i b l eP r o j e c t s . add ( p r o j e c t )
31 return p r o j e c t
32 } else throw new de . ubt . a i 1 . modgraph . gt . f a i l u r e . GTFailure
33 } else throw new de . ubt . a i 1 . modgraph . gt . f a i l u r e . GTFailure
34 } . . .
35 }
 
Auflistung 7.11: Ausschnitt aus dem Bugtracker Xcore-Modell: Die generierten Methoden zu
den Regeln reportedTickets (Abbildung 7.10) und createProject (Abbildung
7.11)
Ticketrevision in ihren Kontext einbetten (Zeilen 30-33). Danach werden die Operatio-
nen aufgerufen und die Xcore-Nachbedingungen gepru¨ft. (Die OCL-Nachbedingungen
befinden sich in einer Annotation der Operation.) Zuletzt wird der Ru¨ckgabewert der
Operation zuru¨ckgegeben. Da das Beispiel changeStatus keine Nachbedingung und kei-
nen Ru¨ckgabewert hat, endet die Operation nach der Erstellung der Links.
Damit ist die Xcore-Generierung abgeschlossen und ein ausfu¨hrbares Xcore-Modell
wurde erzeugt. Es kann nun interpretiert und zur Generierung von Quelltext verwendet
werden. Der von Xcore generierte Quelltext besitzt grundsa¨tzlich die gleiche Struktur
wie der EMF-generierte Quelltext. Er ist beispielhaft fu¨r die Operation createProject
in Auflistung 7.12 gezeigt. Das Beispiel wurde gewa¨hlt, da an ihm im Folgenden die
Umsetzung des funktionalen Ausdrucks findFirst gezeigt werden kann.
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 
1 public Pro j e c t c r e a t eP ro j e c t ( f ina l St r ing name , f ina l User l eader ,
2 f ina l Group f i r s tGroup ) throws GTFailure {
3 EList<User> members = f i r s tGroup . getMembers ( ) ;
4 f ina l Function1<User , Boolean> f un c t i on = new Function1<User , Boolean>() {
5 public Boolean apply ( f ina l User m) {
6 return Boolean . valueOf ( Objects . equal (m, l e ade r ) ) ;
7 }
8 } ;
9 User f i n dF i r s t = I t e r ab l eEx t en s i on s .<User>f i n dF i r s t ( members , f un c t i on ) ;
10 boolean notEquals = ( ! Objects . equal ( f i n dF i r s t , null ) ) ;
11 i f ( notEquals ) {
12 EList<Project> t r a ck edPro j e c t s = this . ge tTrackedPro ject s ( ) ;
13 f ina l Function1<Project , Boolean> f u n c t i o n 1 =
14 new Function1<Project , Boolean>() {
15 public Boolean apply ( f ina l Pro j e c t e ) {
16 St r ing name = e . getName ( ) ;
17 return Boolean . valueOf ( Objects . equal ( name , name ) ) ;
18 }
19 } ;
20 Pro j e c t f i n dF i r s t 1 =
21 I t e r ab l eEx t en s i on s .<Project>f i n dF i r s t ( t r a ckedPro j e c t s , f u n c t i o n 1 ) ;
22 boolean notEqua l s 1 = ( ! Objects . equal ( f i n dF i r s t 1 , null ) ) ;
23 boolean not = ( ! notEqua l s 1 ) ;
24 i f ( not ) {
25 f ina l St r ing projectNameValue = name ;
26 Pro j e c t p r o j e c t = BugmodelFactory . eINSTANCE. c r e a t eP r o j e c t ( ) ;
27 p r o j e c t . setName ( projectNameValue ) ;
28 EList<Project> t r a c k edPro j e c t s 1 = this . ge tTrackedPro ject s ( ) ;
29 t r a c k edPro j e c t s 1 . add ( p r o j e c t ) ;
30 p r o j e c t . se tLeader ( l e ade r ) ;
31 EList<Project> a c c e s s i b l e P r o j e c t s = f i r s tGroup . g e tAc c e s s i b l eP r o j e c t s ( ) ;
32 a c c e s s i b l e P r o j e c t s . add ( p r o j e c t ) ;
33 return p r o j e c t ;
34 } else { throw new GTFailure ( ) ; }
35 } else { throw new GTFailure ( ) ; }
36 }
 
Auflistung 7.12: Von Xcore generierter Java-Quelltext zur Implementierung der modellier-
ten Operation createProject (Abbildung 7.11) der Klasse BugTracker des
Bugtracker-Xcore-Modells
7.2.3 Vergleich der Modelle und Quelltexte
In diesem Abschnitt werden die in ModGraph erstellten Modelle und Quelltexte vergli-
chen. Dazu werden verschiedene Implementierungen der Regeln changeStatus (Abbildung
7.9) und createProject (Abbildung 7.11 ) betrachtet.
ModGraph-Regel und Xcore
Stellte man der ModGraph-Regel changeStatus (Abbildung 7.9) die Xcore-Operation
(Auflistung 7.10) gegenu¨ber, so bleibt die Regel intuitiver als der generierte Quelltext.
Sie ist klar strukturiert und weist immer denselben Aufbau auf. Zudem bietet sie durch
ihre graphische Darstellung und die Farbkodierung der Knoten und Kanten eine intuitive
Visualisierung des Teilgraphen und der A¨nderungen an diesem.
Das Xcore-Modell ist klar strukturiert, textuell und unabha¨ngig von der Zielsprache.
Außerdem ist es konzise und einfach genug, um fu¨r den Modellierer gut lesbar zu sein.
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Dies macht sich insbesondere bemerkbar, sobald die von Xbase angebotenen funktionalen
Ausdru¨cke zum Einsatz kommen.
Vergleicht man konkret die Regel mit dem generierten Xcore-Modell, so fa¨llt zuna¨chst
auf, dass das Xcore-Modell als textuelles Modell gelesen werden muss, um eine Idee
seiner Funktionalita¨t zu bekommen, wohingegen die Regel schneller zu erfassen ist. Zu-
dem ist im Xcore-Modell bereits die Mustersuche explizit angegeben (Zeilen 8-15 in
Auflistung 7.10) und die Attributwerte werden in den folgenden Zeilen aus dem Vor-
zustand berechnet. Beides gibt die Regel implizit vor. Zusa¨tzlich sei bemerkt, dass die
Xbase-Spezifikation fu¨r die Mustersuche - wa¨re sie per Hand geschrieben - etwas ku¨rzer
gefasst werden ko¨nnte. Zeilen 8-16 ko¨nnten in zwei Zeilen komprimiert werden. Dies
ist jedoch nur der Fall, solange keine zusa¨tzlichen Bedingungen an die Knoten gestellt
sind: Da der Generator allgemeinen Quelltext generiert, werden Variablendeklaratio-
nen definiert, die erst nach erfolgreicher Mustersuche zugewiesen werden. Damit wird
zweckma¨ßig der Erfolg der Mustersuche gepru¨ft. Ist sie erfolglos, bleiben die Variablen,
welche die endgu¨ltigen Objekte repra¨sentieren, null. Diese Art der Zuweisung deckt den
allgemeinsten Fall ab, in welchem die Mustersuche in (unter Umsta¨nden geschachtel-
ten) Schleifen stattfindet. Das ist weder u¨berraschend noch unu¨blich. Trotzdem bleibt
das Xcore-Modell gut lesbar, was fu¨r die Fehlersuche durch Debuggen im Vergleich zum
generierten Quelltext sehr von Vorteil ist.
Die weiteren Zeilen 22-33 in Auflistung 7.10 der Xcore-Implementierung der Operation
bilden die Regel geordnet und relativ direkt ab. Lediglich der Umweg u¨ber die berech-
neten Attributwerte muss in Kauf genommen werden. Fu¨r das Attribut title der Regel
bedeutet dies, dass die Zuweisung in der Regel sich in zwei Zuweisungen der Xcore-
Operation aufspaltet: die Wertberechnung (Zeile 16) und die Zuweisung dieses Wertes
(Zeile 24).
Betrachtetet man die Regel createProject (Abbildung7.11) und deren Xcore-Implemen-
tierung in Auflistung 7.11, so scheint die Abbildung der Regel auf Xcore nahezu direkt.
Zuna¨chst wird der Link zwischen den beiden Parameterknoten durch eine Bedingung
ausgedruckt (Zeile 13). In einer weiteren Bedingung folgt die Pru¨fung der NAC (Zeile 24).
Die Erzeugung des Projekts und seines Kontexts erfolgt, wenn beide Bedingungen erfu¨llt
sind. Da hier keine aufwa¨ndige Mustersuche notwendig ist, wirkt die generierte Xcore-
Operation u¨bersichtlich und gut lesbar, dennoch bleiben die oben genannten Argumente
auch hier gu¨ltig. So muss sich die Xcore-Operation, im Gegensatz zur Regel, mit der
Fehlerbehandlung und der genauen Spezifikation der Fabrikmethode zur Erzeugung des
Projekts bescha¨ftigen, was bei Modellierung der Regel implizit geschieht.
Xcore und daraus generierter Java-Quelltext
Vergleicht man den gesamten von Xcore generierten Quelltext zur Operation create-
Project(...) der Klasse BugTracker aus Auflistung 7.12 mit dem Xcore-Modell, so er-
scheint dieser unu¨bersichtlicher und la¨nger, aber dennoch (im unteren Teil, der die Zuwei-
sungen entha¨lt) recht a¨hnlich. Werden keine Xbase-spezifischen funktionalen Lambda-
Ausdru¨cke verwendet, ist der Quelltext dem Modell umso a¨hnlicher. Diese stellen also
einen echten Abstraktionsgewinn gegenu¨ber Java dar. Der hier betrachtete findFirst-
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Aufruf ist ein Einzeiler im Xcore-Modell (Auflistung 7.11, Zeilen 23 oder 24). Jeder
dieser Einzeiler sorgt in Java fu¨r den Aufruf einer Funktion (Auflistung 7.12, Zeilen 9
bzw. 20 & 21), die eigens zuvor definiert wird (Zeilen 4-8 bzw. 13-19 der Auflistung).
Hier wird der Vorteil von Xcore mit Xbase gegenu¨ber Java deutlich.
Zudem werden die - in Xcore u¨blichen - verku¨rzten Schreibweisen korrekt in Java-Ak-
zessoren u¨bersetzt. Leider ist die OCL-Unterstu¨tzung in Xcore nicht ausgereift.6 Auf-
grund dessen und zu Gunsten einer Verbesserung der Laufzeiten (siehe Kapitel 10.1.1)
kann nur geraten werden, die Vor- und Nachbedingungen in Xcore bzw. Xbase zu de-
finieren. Dieser Vorschlag wird im Weiteren ebenso verfolgt und findet in Kapitel 8
Verwendung.
Von ModGraph generierter Java-Quelltext
Der aus einer Regel direkt generierte Quelltext steht nicht in Konkurrenz zum Xcore-
Modell. Er stellt eine alternative Verwendung dar.
Vergleicht man den generierten Java Quelltext zur Regel changeStatus (Abbildung 5.8)
und den daraus generierten Java-Code ( Auflistungen 7.3, 7.4 und 7.6), so ist der Quell-
text, bereits durch die Dreiteilung unu¨bersichtlicher und la¨nger als eine Regel. Zudem
befindet er sich auf einer deutlich niedrigeren Abstraktionsebene. Die Mustersuche und
die Fehlerbehandung mu¨ssen beispielsweise explizit erfolgen.
Vergleicht man den ModGraph-generierten Quelltext und das Xcore-Modell (Auflis-
tung 7.10), so findet sich dieser (ebenso wie der direkt aus dem Xcore-Modell generierte)
auf einer niedrigeren Abstraktionsebene, da auch er keine abstrakten Sprachkonstrukte
wie Lambda-Ausdru¨cke anbieten kann.
Bei Betrachtung des Xcore-generierten (Auflistung 7.12) und des von ModGraph er-
stellten Quelltexts, ist der aus Xcore erzeugte zwar auf eine Klasse bzw. eine Operation
beschra¨nkt, bleibt fu¨r den Nutzer jedoch wesentlich schlechter lesbar. Grund hierfu¨r ist
die Nutzung zahlreicher Hilfsvariablen und -funktionen, beispielsweise um Negationen
auszudru¨cken. Der ModGraph-generierte Quelltext ist geradliniger. Er u¨bersetzt eine
Regel in Methoden, die gro¨ßtenteils auf der Java-Standardbibliothek aufbauen. Ledig-
lich im fu¨r die Mustersuche generierten Code finden sich wenige Abha¨ngigkeiten zu
ModGraph-Bibliotheken. Damit bleibt er recht gut lesbar.
Fazit
Zusammenfassend unterstu¨tzen diese Aussagen die Grundideen des ModGraph-Ansatzes.
Die Graphtransformationsregel bietet die ho¨chste Abstraktionsebene und sollte zur Spe-
zifikation von komplexen strukturellen A¨nderungen genutzt werden. Hier bietet sie einen
echten Mehrwert. Das Xcore-Modell ist, wie die Regel selbst, konzise, gut lesbar und
einfach zu verstehen. Dennoch bietet es eine etwas geringere Abstraktionsebene als eine
6Diese Bemerkung bezieht sich auf Eclipse Kepler SR2. Da der Generator lediglich genutzt und nicht
im Rahmen von ModGraph entwickelt, wird kann nur gehofft werden, dass die Entwickler von Xcore
dies schnellstmo¨glich beheben.
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ModGraph-Regel, da die Mustersuche explizit beru¨cksichtigt werden muss. Das Xcore-
Modell ist zudem portabel, da Xcore in beliebige Programmiersprachen u¨bersetzt werden
ko¨nnte. Der Java-Quelltext, egal ob er von Xcore oder direkt aus der Regel generiert
ist, bleibt nach wie vor auf niedrigster Abstraktionsebene. Zwar ist insbesondere der von
ModGraph direkt aus der Regel generierte Quelltext fu¨r den Programmierer lesbar und
versta¨ndlich, dennoch bietet er nicht die U¨bersichtlichkeit der Modelle an. Damit ist der
schrittweise Transformationsansatz eine gute Lo¨sung.
7.3 Eclipse-Integration
Die vollsta¨ndig definierte Syntax der Sprache der ModGraph-Graphtransformationsregeln
und deren Einbindung in das EMF-Rahmenwerk - in Verbindung mit ineinandergrei-
fenden Generatoren - erlaubt nun die Anwendung der Sprache zur Spezifikation und
Ausfu¨hrung der Regeln. Dazu bietet ModGraph vorkonfigurierte ModGraph-Projekte,
Cheat Sheets und eine eigene Perspektive an, welche die Benutzung des Editors fu¨r
Graphtransformationsregeln unterstu¨tzen. Da ModGraph fu¨r und mit EMF arbeitet,
sind die Projekte - als Teil einer Reihe von speziell fu¨r ModGraph entwickelten Plugins
- in Eclipse eingebettet. Die dadurch entstandene Entwicklungsumgebung fu¨r Graph-
transformationsregeln ist in [21] und [78] vero¨ffentlicht und wird im Folgenden erla¨utert.
7.3.1 Die ModGraph-Perspektive
Perspektiven in Eclipse sind auf deren Anwendungsbereich zugeschnittene Anordnungen
einzelner Editoren und Ansichten innerhalb der Entwicklungsumgebung. Die prominen-
teste Eclipse-Perspektive ist die Java-Perspektive, welche auf kompakte Weise die zur
Java-Entwicklung no¨tigen Informationen darstellt. Beispielsweise wird hier, neben dem
Quelltext, der Aufbau der Klasse als Baumstruktur in einer Ansicht, genannt Outline,
angezeigt.
Eine solche Perspektive ist auch fu¨r die Entwicklung mit Graphtransformationsre-
geln sinnvoll. Sie vereinfacht die Arbeit mit den Modellen, indem sie die betrachteten
Modelle u¨bersichtlich gegliedert und geordnet nach ihren Zusammenha¨ngen darstellt.
Die ModGraph-Perspektive ist durch die Kombination von Ansichten und Editoren fu¨r
Graphtransformationsregeln in Eclipse umgesetzt. Abbildung 7.13 zeigt deren Aufbau.
Neben dem Package-Explorer, der links außen in der Abbildung zu sehen ist und mit 1
markiert wurde, findet sich der mit 2 markierte Editor fu¨r Graphtransformationsregeln.
Dieser bietet alle in Abschnitt 6.1.2 definierten Elemente der konkreten Syntax zur Mo-
dellierung der Regeln an. Er ist gleichzeitig das Hauptfenster der ModGraph-Perspektive.
Seine weitere Funktionalita¨t wird im na¨chsten Abschnitt beschrieben. Rechts neben dem
Editor befindet sich ein Kommentarreiter (markiert mit 3), der den Kommentar zur Re-
gel speichert. Dieser teilt sich die Position mit der aus der Java-Perspektive entliehenen
Outline. Sie wird genutzt, um die Struktur des Xcore-Modells abzubilden oder auch dieje-
nige der generierten Java-Klassen. Unterhalb der drei genannten Komponenten der Per-


































derheit der Perspektive dar, indem es einerseits eine U¨bersicht des Entwicklungsstands
und andererseits eine Hilfestellung bei der Entwicklung bietet. Es wird in Abschnitt
7.3.3 na¨her erla¨utert. Das Dashboard teilt die Position mit einer - der Ecore-Perspektive
entliehenen - Ansicht der Eigenschaften eines Elements und der Eclipse-Ansicht fu¨r Pro-
bleme im Workspace. Der einzige, die volle La¨nge des Fensters in Anspruch nehmende,
Teil der Abbildung ist optional. Er entha¨lt die mit 5 markierten Cheat-Sheets. Wie in
Eclipse u¨blich, werden sie am rechten Rand des Fensters in die Perspektive eingeblendet.
Sie fu¨hren neue Benutzer in die Modellierung mit Graphtransformationsregeln ein und
werden in Abschnitt 7.3.4 genauer erkla¨rt.
Betrachtet man den Inhalt des Screenshots in Abbildung 7.13, so ist dort eine fehler-
hafte Regel des in den Cheat Sheets genutzten Modells abgebildet. Es ist das einfachste
und wohl popula¨rste Beispiel der EMF-Welt: die Bibliothek. Die Regel dient der Akquise
eines Buches.
7.3.2 Grafischer Editor und Validierung
ModGraph bietet einen grafischen Editor mit Validierung und Codegenerierung. Zur
Entwicklung dieses Editors, der in Abbildung 7.13 gezeigt und mit 2 markiert ist, wird
das Eclipse Modeling Framework (EMF) und, darauf aufbauend, das Graphical Modeling
Framework (GMF) genutzt. Die Vorgehensweise zur Erstellung des Editors entspricht
der in Abschnitt 3.4, Abbildung 3.5 beschriebenen. Dabei werden zudem die durch den
Editor realisierbaren Teile der Bedingungen an die Elemente einer Regel, wie sie in
Abschnitt 6.1.1 besprochen sind, beru¨cksichtigt.
Der Editor ist in Abbildung 7.13 mittig dargestellt und mit 2 markiert. Hier ko¨nnen
die Regeln erstellt werden. Ein neu initialisierter Editor entha¨lt ein leeres Graphmuster.
U¨ber die Palette, rechts im Editor, ko¨nnen weitere Elemente hinzugefu¨gt werden. Die
Palette beinhaltet mehrere Abteile. Das oberste erlaubt die Erstellung von Vor- und
Nachbedingungen sowie von NACs. Sollte der Nutzer den Bereich des Graphmusters
gelo¨scht haben, so kann auch dieser hier wiederhergestellt werden. Der Abschnitt darun-
ter bietet Mo¨glichkeiten zur Erstellung von gebundenen Knoten, inklusive dem aktuellen
Objekt. Darauf folgen die ungebundenen Knoten. Dabei wird fu¨r jeden Knoten in jedem
- fu¨r ihn zugelassenen - Status ein Eintrag der Palette angeboten. Damit wird vermie-
den, dass die Knoten Status erhalten, die nicht konsistent sind. Beispielsweise ko¨nnen
Parameter nicht erzeugt werden. Sie sind durch die modellierte Operation vorgegeben.
Die in den Knoten beinhalteten Elemente sind im na¨chsten Abschnitt der Palette
zu finden. Es handelt sich hierbei um Attribute, Operationsaufrufe, OCL-Bedingungen
und eine zu Testzwecken existente Standardausgabe. Wird ein Attribut aus der Pa-
lette in einen Knoten gezogen, so wird je nach Position des Mauszeigers im Knoten
eine Attributbedingung (Mauszeiger im constraints-Teil des Knotens) oder eine Attri-
butwertzuweisung (Mauszeiger im changes-Teil des Knotens) erzeugt. Operationsaufrufe
und Ausgaben sind nur im changes-Teil zugelassen, wa¨hrend OCL-Bedingungen nur im
constraints-Teil des Knotens auftreten du¨rfen.
Im letzten Abschnitt der Palette werden die zwischen den Knoten mo¨glichen Kanten
definiert. Die Links sind in den bekannten Status - zu erzeugen, zu lo¨schen und zu
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erhalten - verfu¨gbar. Zudem ko¨nnen hier Pfade erstellt werden. Da die Links keinesfalls
willku¨rlich Knoten verbinden sollen, ist eine Live-Validierung notwendig. Sie ist Teil
der dreiteiligen Validierung der ModGraph-Regeln. Durch die Live-Validierung werden,
wa¨hrend der Erstellung der Regel, erste Fehler vermieden.
Diese Fehler beziehen sich auf das Zusammenspiel der Elemente im Editor. Sie wurden
direkt als Bedingungen in GMF an den Editor formuliert, so dass dieser die Bedingun-
gen wa¨hrend der Erstellung des Diagramms pru¨ft. Das GMF-Abbildungs-Modell regelt
hier die korrekte Umsetzung der Bedingungen. Wie in Abschnitt 3.4 gezeigt, vereinigt
dieses Modell die grafischen Darstellungen mit den Modellelementen selbst. Dabei wer-
den einem Modellelement verschiedene grafische Darstellungen zugeordnet, die bereits
bestimmte Attribute initialisieren. Die genaue grafische Auspra¨gung eines Knotens be-
stimmt, welche seiner Eigenschaften im Editor gesetzt werden. Ist ein Knoten beispiels-
weise Bestandteil einer NAC, so bietet er keine Mo¨glichkeit zur Attributzuweisung an.
Des Weiteren werden OCL-Ausdru¨cke genutzt, um Attribute von Knoten und Kanten
bereits bei deren Erzeugung zu initialisieren. Insbesondere wird bei Kanten auf diese
Art und Weise sichergestellt, dass die Status der Kanten und der durch sie verbundenen
Knoten nicht widerspru¨chlich sind.
Alle in Abschnitt 6.1.1 beschriebenen Bedingungen, die sich nicht live u¨berpru¨fen
lassen, werden durch eine Batch-Validierung u¨berpru¨ft. Die Pru¨fung erfolgt gegen das
ModGraph-Metamodell fu¨r Graphtransformationsregeln und gegen das Ecore-Modell, in
dem die implementierte Operation modelliert ist.
Die gefundenen Fehler der Batch-Validierung werden in der Eclipse-Problem-Ansicht
angezeigt. Zudem werden in der Graphtransformationsregel Fehlermarkierungen erstellt,
die durch rote
”
X“ rechts oben das fehlerhafte Element markieren. Beru¨hrt man sie mit
dem Mauszeiger, werden die Fehlermeldungen ebenfalls durch ein Pop-Up angezeigt. So
hat der Modellierer der in Abbildung 7.13 modellierten Regel vergessen, den Attributwert
des Attributs title zu setzen und erha¨lt nach einer Batch-Validierung die abgebildete
Fehlermeldung.
Rechts des Editors befindet sich ein Kommentarreiter, der in Abbildung 7.13 mit 3
markiert ist. Er zeigt den Projektnamen und den Namen der Regel an. Sein eigentlicher
Zweck ist jedoch die Erstellung von JavaDoc-Kommentaren zur implementierten Opera-
tion. Er stellt eine Erweiterung des GMF-Editors dar, die zur U¨bersicht beitra¨gt, da der
Kommentar - unabha¨ngig von seiner La¨nge - den Aufbau der Regel nicht beeinflusst.
7.3.3 Dashboard
Das ModGraph-Dashboard fu¨hrt den Nutzer strukturiert durch den Entwicklungspro-
zess. Das Ecore-Modell dient, aufgrund seiner Popularita¨t, als Ausgangspunkt. Das
Dashboard fasst die verschiedenen Entwicklungsschritte vom Ecore-Klassendiagramm
u¨ber die Graphtransformationsregeln bis zum ausfu¨hrbaren Modell kompakt zusammen.
Die Vorgehensweise orientiert sich am in Kapitel 7.1 beschriebenen
”
Weg zum Neuen“.
Es soll den ModGraph-Neuling unterstu¨tzen und bietet gleichzeitig einen einfachen Weg,
existierende EMF-Projekte mit ModGraph zu erweitern. Das GMF-Dashboard dient ihm
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als Vorlage.7
Das ModGraph-Dashboard ist in Abbildung 7.13 mit 4 markiert. Neben dem Mod-
Graph-Logo in der linken oberen Ecke ist - mit etwas Abstand - der Name des aktu-
ell im Dashboard abgebildeten ModGraph-Projekts zu sehen. Der Modellierungsprozess
wird durch die Boxen und Pfeile dargestellt. Die Elemente werden anhand ihres Na-
mens identifiziert. Die ausfu¨hrbaren Operationen, wie zum Beispiel das Erstellen eines
Ecore-Modells, finden sich jeweils im unteren Teil der Box. Beginnend mit der Architek-
turmodellierung bietet das Dashboard, von links nach rechts betrachtet, die Mo¨glichkeit
ein Paketdiagramm, dessen Name im Dashboard zu sehen ist, zu erstellen(create Eintrag
im unteren Teil der Box), zu selektieren (select) oder zu editieren (edit). Alternativ kann
es auch aus dem Klassendiagramm abgeleitet werden. Dazu wird der mit Create Package
Diagram beschriftete Pfeil genutzt. Genauso kann aus dem Paketdiagramm ein Ecore-
Klassendiagramm abgeleitet werden (Pfeil Create Class Diagram). Es ist im Dashboard
mittig links dargestellt und wird ebenfalls anhand seines Namens identifiziert.
Auch das Klassendiagramm kann mit Hilfe des Dashboards erstellt, selektiert und
editiert werden. Zudem kann die EMF-Quelltextgenerierung fu¨r das Diagramm ange-
stoßen werden, indem der Nutzer auf Generate Java Code klickt. Folgt man dem Pfeil
Create Xcore Control Flow unten im Bild, so kann das zugeho¨rige Xcore-Modell aus dem
Ecore-Klassendiagramm abgeleitet werden. Existiert es bereits, so kann es innerhalb der
zugeho¨rigen Box ausgewa¨hlt und editiert werden. Direkt rechts neben dem Klassendia-
gramm im Dashboard befindet sich ein Pfeil, der sich an einer Auswahlbox verzweigt.
Die Auswahlbox beinhaltet die modellierten Klassen des Ecore-Modells. Abha¨ngig da-
von, welche Klasse selektiert ist, werden die u¨brigen Boxen rechts außen befu¨llt. Die
mittlere Box, auf welche der untere Zweig des Pfeils zeigt, listet die Java-Methoden der
Klasse auf. Diese ko¨nnen direkt aus dem Dashboard editiert werden.
Der obere Zweig des Pfeils ist mit einer zusa¨tzlichen Markierung Create Graph Trans-
formation Rule beschriftet, welche die Erzeugung von Regeln zur Implementierung einer
Operation der markierten Klasse erlaubt. Die bereits existierenden Regeln sind in der
Box rechts oben am Ende des Pfeils gelistet. Sie ko¨nnen direkt aus dem Dashboard
editiert und validiert werden.
Zudem kann aus ihnen, durch Nutzung des mit Generate Java Code markierten Pfeils,
Quelltext direkt in die zugeho¨rige Methode generiert werden. Die Generierung von Quell-
text aus dem Xcore-Modell ist hier ebenfalls durch einen Pfeil eingezeichnet. Dieser dient
dem Versta¨ndnis, da die Generierung von Java-Quelltext aus Xcore automatisiert erfolgt.
7.3.4 Unterstu¨tzung durch Cheat Sheets
Cheat Sheets sind in Eclipse eine verbreitete und gelungene Mo¨glichkeit, den Nutzer
sprichwo¨rtlich
”
an die Hand zu nehmen“. Sie fu¨hren ihn Schritt fu¨r Schritt, anhand ei-
nes einfachen Beispiels, durch den gesamten Entwicklungsprozess. Dabei kann das Cheat
Sheet den Nutzer nicht nur durch einen Text anleiten, sondern auch das O¨ffnen von
7Eine Erkla¨rung des GMF-Dashboards findet sich unter https://wiki.eclipse.org/Graphical_
Modeling_Framework/Tutorial/Part_4.
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Dialogen direkt aus dem Cheat Sheet ermo¨glichen. Bestehende Cheat Sheets fu¨hren den
Nutzer beispielsweise in die Plugin-Entwicklung mit Eclipse oder das EMF-Rahmenwerk
ein. Selbst das bekannte
”
Hello World“-Programm kann in Eclipse mit Hilfe eines Cheat
Sheets erstellt werden. So liegt es nahe, auch fu¨r ModGraph eines anzubieten, das - an-
hand eines sehr einfachen Beispiels - in die Modellierung mit Graphtransformationsregeln
einfu¨hrt, indem es dem Nutzer die wichtigsten Konzepte erkla¨rt.
Der Nutzer wird dazu direkt aus der EMF-Welt abgeholt, indem ein sehr bekanntes
Beispiel aus dieser, die Bibliothek, wiederverwendet wird. Es wird um zwei Methoden er-
weitert. Beide dienen der Akquise einzelner Bu¨cher. Dabei ist einmal der Autor bekannt,
das andere Mal handelt es sich um einen neuen Autor, der ebenso wie das Buch, im Sys-
tem angelegt werden muss. Anhand dieser Beispiele wird ein Einstieg in die Modellierung
mit den grundlegenden Elementen einer ModGraph-Regel gegeben.
Das interaktive Cheat Sheet ist in Abbildung 7.14 rechts gezeigt. Es leitet den Nutzer
von Anfang an durch den Entwicklungsprozess, indem es im ersten Schritt zur Erzeu-
gung eines neuen ModGraph-Projektes anleitet. Innerhalb des Projekts wird zuna¨chst
das Ecore-Modell der Bibliothek erstellt, aus dem Quelltext generiert wird. Die Erstel-
lung des Modells erfolgt Schritt fu¨r Schritt, um auch dem nicht EMF-erfahrenen Benutzer
einen Einstieg zu bieten. Es ist in Abbildung 7.14 oben links dargestellt. Darauf aufbau-
end wird die ModGraph-Regel modelliert, indem der Nutzer mit einem Rechtsklick auf
die gewu¨nschte Operation klickt und die Implementierung dieser als ModGraph-Regel
wa¨hlt. Der in Abbildung 7.14 unten dargestellte Editor o¨ffnet sich. Er wird zuna¨chst
erkla¨rt und beinhaltet anfangs nur die mit GraphPattern bezeichnete Fla¨che zur Erstel-
lung des Graphmusters fu¨r die Regel. Der Editor wird ebenso kleinschrittig befu¨llt. Jedes
Objekt wird im Cheat Sheet mit einer Erkla¨rung seiner Bedeutung und der korrekten
Erstellung eingefu¨hrt. Dies ist in Abbildung 7.14 rechts ausschnittsweise fu¨r ein Objekt,
einen Link und eine Vorbedingung gezeigt. Die sich ergebende Regel ist in der Abbildung
links unten zu sehen.
In einer weiteren Regel, welche die zweite modellierte Operation implementiert, wird
der Nutzer in die Verwendung von NACs eingefu¨hrt. Diese Regel modelliert die Akquise
eines Buches, dessen Autor nicht bekannt ist. Das entstehende Graphmuster ist dem
abgebildeten a¨hnlich. Der Autor ist jedoch ebenso durch einen zu erzeugenden Knoten
modelliert, dem der u¨bergebene Name zugewiesen wird. Zudem beinhaltet die Regel eine
NAC, die verbietet, dass die Bibliothek bereits einen Autor mit diesem Namen kennt.
Neben der Erstellung von Graphtransformationsregeln wird der Nutzer in ihre Vali-
dierung und in die Java-Quelltextgenerierung aus einer Regel eingefu¨hrt. Dabei ist der
Aufruf der Validierung und der Generierung direkt aus dem Cheat Sheet mo¨glich, um
den Nutzer anfangs nicht mit der Suche nach Menu¨eintra¨gen zu belasten.
Das so erzeugte Beispiel soll den Modellierer dazu animieren, selbststa¨ndig die weite-
ren Mo¨glichkeiten zur Nutzung von ModGraph zu erkunden. So kann er beispielsweise
mit Hilfe des Dashboards ein Xcore-Modell erstellen. Dieses kann dazu genutzt werden,
mittels eines Xcore-Kontrollflusses eine Abfrage zur Steuerung der beiden Regeln zu er-
stellen. Alternativ kann auch die Generierung auf Modellebene getestet werden, indem
die Regeln selbst in das Xcore-Modell generiert werden.
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Wenns la¨uft, dann la¨ufts.”
(Sprichwort)
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8 Propagierendes Refactoring
Refactoring ist ein ga¨ngiger Prozess bei der Entwicklung von Software. Es wird zur Ver-
besserung des Designs von Programmen verwendet. Ziel dabei ist, diese u¨bersichtlicher
zu gestalten, indem unno¨tige Teile wegfallen oder redundante zusammengefasst werden,
um die Wahrscheinlichkeit des Auftretens von Fehlern zu verringern.
Der Definition von Martin Fowler [33] folgend, handelt es sich beim Refactoring um
eine Aktivita¨t Software durch Anwendung einer Reihe von Transformationen zu restruk-
turieren ohne deren nach außen hin sichtbares, beobachtbares Verhalten zu vera¨ndern.
Die mo¨glichen Transformationen beziehen sich in Fowlers urspru¨nglicher Fassung auf
(objektorienterte) Programme. Das hier gemeinte Verhalten bezieht sich auf das End-
produkt, das an den Nutzer ausgeliefert wird. Fu¨r den Entwickler kann sich das interne
Verhalten durch Refactoring deutlich a¨ndern - man denke an den einfachen Fall des Hin-
zufu¨gens oder Entfernens eines Parameters zu einer Methode, der eine A¨nderung aller
Methodenaufrufe mit sich bringt.
Betrachtet man das Refactoring vom Standpunkt der modellgetriebenen Softwareent-
wicklung, so stellt sich die Frage, inwiefern es auf Modelle angewendet werden kann. Fu¨r
einzelne strukturelle Modelle ist dieser Vorgang bereits von Biermann [14] und Mens
[51, 52] untersucht worden.
Praktisch gesehen sind fu¨r sich allein stehende Modelle nicht immer gegeben. Sobald
Verhaltensmodellierung zum Softwaredesign genutzt wird, entstehen Abha¨ngigkeiten
zwischen Struktur- und Verhaltensmodellen.1 Dies gilt unabha¨ngig von der genauen
Auspra¨gung der Modelle. Beispielsweise stehen in der UML Aktivita¨ts- und Sequenzdia-
gramme in der Designphase immer mit dem zugeho¨rigen Klassendiagramm in Verbin-
dung, indem sie das Verhalten von aus den Klassen instanziierten Objekten darstellen.
Ebenso sind die hier vorgestellten Graphtransformationsregeln von dem ihnen zugeord-
neten Ecore-Modell abha¨ngig, indem sie dessen Elemente referenzieren.
Es entstehen Mengen abha¨ngiger Modelle, welche konsistent gehalten werden mu¨ssen.
Dazu ist die Propagation aller A¨nderungen innerhalb der - in sich abha¨ngigen - Mo-
dellmenge notwendig. Wie sich dies gestaltet, ha¨ngt von der genauen Auspra¨gung der
Modellabha¨ngigkeiten ab.
Im vorliegenden Kapitel wird daher die Konsistenzerhaltung zwischen Graphtransfor-
mationsregeln und deren zugeho¨rigem Ecore-Modell bei Anwendung von Refactoring-
operationen untersucht. Dazu werden propagierende Refactorings eingefu¨hrt. Sie bie-
ten einen - an Fowlers Definition angelehnten - Katalog von Refactorings auf einem
Ecore-Modell und propagieren die dadurch entstandenen A¨nderungen, sofern no¨tig, an
1Verhaltensmodellierung kann ebenfalls wa¨hrend der Anforderungsanalyse genutzt werden. Hierbei





















Abbildung 8.1: Entstehende Abha¨ngigkeiten einer Regel bei M0-Anwendung
die Graphtransformationsregeln. Diese Refactorings sind in [81] und insbesondere in
[82] vero¨ffentlicht. Die erste Version der Modell-Refactorings wurde im Rahmen einer
Bachelor-Arbeit [27] erstellt. Sie wurden spa¨ter erweitert.
Zudem sei an dieser Stelle angemerkt, dass die, unter Umsta¨nden vom Nutzer erstell-
ten, Xcore-Operationen zur prozeduralen Verhaltensbeschreibung in ModGraph bislang
unberu¨cksichtigt bleiben. Sie mu¨ssen manuell angepasst werden.
8.1 Entstehende Problematik durch abha¨ngige Modelle
in ModGraph
Um die zu lo¨sende Problematik hinter den Refactorings zu ergru¨nden, werden die bereits
in Kapitel 5 vorkommenden Modelle und deren Zusammenha¨nge weitergehend unter-
sucht. Abbildung 8.1 zeigt die M0-Anwendung einer Regel mit allen zugeho¨rigen Meta-
modellen und Abha¨ngigkeiten. Dabei entsteht immer eine Abha¨ngigkeit zwischen einer
Regel, dem Modell und dessen Instanz. Diese bilden die in Abbildung 8.1 gelb umran-
dete Menge abha¨ngiger Modelle. Dabei sind insbesondere das Modell und die Regel -
durch die vielen in Abschnitt 6.1.1 beschriebenen Referenzen von der Regel zum Modell
- stark vernetzt. Zur Erinnerung sei erwa¨hnt, dass jede Regel die Operation, die sie im-
plementiert und auf die diese beinhaltende Klasse verweist. Zudem sind die Knoten und
Kanten der Regel u¨ber den Elementen des strukturellen Modells typisiert.
Damit liegt es nahe, dass A¨nderungen am Modell die Regeln beeinflussen und auf
diese propagiert werden mu¨ssen. Zudem ist eine Propagation der Modella¨nderungen
auf die Instanzen notwendig. Dieser Prozess wird Modellmigration genannt und stellt
einen evolutiona¨ren Prozess dar, der die Migration der Instanzen als Reaktion auf
Typa¨nderungen ansto¨ßt. Er wurde im Kontext der modellgetriebenen Softwareentwick-
lung bereits ausfu¨hrlich untersucht. Rose et al. stellen einen Katalog von Operationen zur
gekoppelten Evolution von Metamodellen und deren Modellen im COPE-Rahmenwerk
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Abbildung 8.2: Refactoring am Beispiel Bugtracker: Extrahieren einer Oberklasse
vor [63]. Dabei sind die zu lo¨senden Probleme imWesentlichen dieselben, die bei der Sche-
maevolution von Datenbanken auftreten [11]. Zur Ausfu¨hrung von Modellmigrationen
wird in Rose et al. die Sprache Epsilon Flock eingefu¨hrt [64]. Hermannsdo¨rfer betrachet
in [41] die Evolution von Metamodellen und deren Modellen im COPE-Rahmenwerk.
Unter Beru¨cksichtigung dieser Arbeiten kann die Migration von Instanzen bei Mo-
della¨nderungen vorgenommen werden. Sie wird hier nicht eingehender betrachtet.
U¨brig bleibt somit die Problematik, ob und wie eine A¨nderung - hier ein Refactoring -
am Modell zu A¨nderungen an den Regeln fu¨hrt. Die Antwort ha¨ngt von der Art der
A¨nderung ab. Dies bedeutet, dass die Propagation fu¨r jedes Refactoring einzeln unter-
sucht werden muss. Die Ergebnisse sind im na¨chsten Abschnitt zusammengefasst. Um
diesen Sachverhalt na¨her betrachten zu ko¨nnen, wurde in [27] ein Katalog von Refacto-
rings fu¨r Ecore-Modelle mit ModGraph implementiert. Teile davon sollen nun beispiel-
haft fu¨r den bereits bekannten Bugtracker gezeigt werden. Bei genauerer Betrachtung des
Bugtracker-Modells findet man zwei Refactorings, die den Bugtracker positiv vera¨ndern
ko¨nnen: das Extrahieren einer Oberklasse und das Umwandeln einer bidirektionalen Re-
ferenz in eine unidirektionale. Zudem soll die Extraktion einer Klasse zur Verwaltung der
zahlreichen Namen eines Nutzers betrachtet werden, da es sich hier um ein komplexes
Refactoring handelt.
Betrachtet man den in Abbildung 8.2 oben gezeigten Ausschnitt aus dem Bugtracker-
Modell, fa¨llt auf, dass die Klassen User, Group und Project jeweils ein Attribut name
besitzen. Dieses soll nun in eine gemeinsame, hier abstrakte, Oberklasse verschoben
werden. Abbildung 8.2 zeigt diesen Vorgang, markiert durch einen gelben Dreifach-Pfeil.
Oben in der Abbildung ist ein Ausschnitt aus dem Modell vor der Refactoringoperation
dargestellt und mit CD beschriftet. Die Klassen tragen jeweils ein gemeinsames Attribut.












Abbildung 8.3: Notwendige Anpassungen der Regeln am Beispiel Bugtracker: Umwandeln einer
bidirektionalen Referenz in eine unidirektionale
Refactoring. Die gemeinsame Oberklasse NamedElement beinhaltet nun das Attribut
name.2
Betrachtet man die Extraktion der Oberklasse hinsichtlich der Propagation auf die
Graphtransformationsregeln, so muss zuna¨chst gepru¨ft werden, ob A¨nderungen an die-
sen no¨tig sind. Im Klassendiagramm wurde eine Vererbungshierarchie aufgebaut. Dies
beeinflusst die, in den Instanzen verfu¨gbaren, Attribute nicht. Da die Knoten in den Re-
geln Instanzen repra¨sentieren, sind auch deren Attribute nicht betroffen. Es wird keine
Propagation beno¨tigt.
Dieses Refactoring stellt den einfachsten Fall dar. Die meisten Refactorings ziehen
jedoch notwendige A¨nderungen der Regeln nach sich, die bislang manuell vorgenom-
men werden mu¨ssen, um nicht valide Regeln zu vermeiden. Um diesen Fall auf einer
u¨berschaubaren Anzahl von Seiten zu demonstrieren, wird zuna¨chst ein moderat kom-
plexes Refactoring herangezogen: Das Umwandeln einer bidirektionalen Referenz in eine
unidirektionale. Auch dieses soll am Beispiel des Bugtrackers untersucht werden.
In Abbildung 8.3 ist links oben die Modellevolution des Bugtrackers anhand eines Aus-
schnitts aus dem Ecore-Modell dargestellt. Ausgangspunkt ist das mit CD beschriftete
Ecore-Modell. Es zeigt die bidirektionale Referenz zwischen einem Projekt und den ihm
zugeordneten Tickets. Da es sich um eine Enthaltenseinsbeziehung handelt, muss die
Ru¨ckrichtung nicht explizit navigierbar sein. Dementsprechend wird auf dieser Referenz
nun ein Refactoring ausgefu¨hrt, das die bidirektionale Referenz in eine unidirektionale
umwandelt (gelber Dreifach-Pfeil). Das Ergebnis ist in der Abbildung mit CD’ bezeich-
net. Bezu¨glich des Ecore-Modells ist dies ein gu¨ltiges Refactoring. Das Problem entsteht
in den Regeln. Enthalten diese Links, welche fu¨r Instanzen der nun gelo¨schten Referenz
2Analog ko¨nnte nun auch die Beschreibung (description) der Projekte und Gruppen in eine gemeinsame
Oberklasse verschoben werden.
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stehen, sind sie nach dem Refactoring nicht mehr valide. Nicht valide Regeln du¨rfen
keinesfalls Transformationen auf Instanzen durchfu¨hren. Im Beispiel in Abbildung 8.3
ist die rechts dargestellte und mit GT bezeichnete Regel betroffen. Sie stellt die Im-
plementierung der Operation allTicketsWithStatusAndSeverity dar, die alle Tickets eines
Projekts mit den vorgegebenen Status und Dringlichkeiten zuru¨ckgibt. Der nun nicht
mehr valide Link owningProject ist mit einem roten X gekennzeichnet. Der mehrwertige
Knoten tickets war vor der Modella¨nderung implizit durch den Ru¨ckwa¨rtslink zu errei-
chen, der nach dem Refactoring fehlt. Um die Validita¨t der Regel wieder herzustellen,
muss sie manuell angepasst werden. Dazu wird der Link vom Nutzer durch einen vor-
mals die entgegengesetzte Richtung der Referenz repra¨sentierenden Link ersetzt. Fu¨r das
Beispiel bedeutet dies, dass der Link owningProject durch reportedTickets ersetzt wird,
wie es in GT’ der Fall ist. Damit ist GT’ konsistent mit CD’ und es ko¨nnen weitere
Transformationen auf Instanzen vorgenommen werden.
Diese Anpassung jeder betroffenen Regel ist fu¨r den Nutzer - gerade bei gro¨ßeren Pro-
jekten mit vielen Regeln - eine mu¨hsame Aufgabe. Alle Regeln mu¨ssen durchsucht und
jede Regel muss einzeln angepasst werden. Dies ist der Ansatzpunkt des propagieren-
den Refactorings. Wie im Folgenden gezeigt wird, bietet es neben einem Katalog von
Refactorings auch eine Propagation auf alle abha¨ngigen Graphtransformationsregeln an.
Damit wird auch der in Abbildung 8.3 rechts abgebildete Schritt automatisiert.
8.2 Konzeption des propagierenden Refactorings
Die hier vorgestellten propagierenden Refactorings geben die A¨nderungen am Ecore-
Modell geeignet an die Regeln weiter. Die grundlegende Idee ist in Abbildung 8.4 dar-
gestellt. Dem Nutzer wird ein Katalog von Refactoringoperationen zur Verfu¨gung ge-
stellt, die nicht nur das Modell anpassen, sondern auch - in einem weiteren Schritt -
die A¨nderungen auf die Regeln propagieren. Die entstehenden propagierenden Refacto-
ringoperationen sind unidirektionale, inkrementelle, u¨berschreibende Modelltransforma-
tionen. Die Refactoringoperation selbst kann als endogene Transformation des Ecore-
Modells aufgefasst werden, die Propagation als exogene Transformation vom Modell auf
die Regeln.
Da ModGraph tief in der EMF-Welt verwurzelt ist, liegt es nahe, die Refactorings und
deren Propagationen auf die Regeln mit ModGraph zu modellieren. Es entstehen Refac-
torings fu¨r und mit ModGraph. Zur Implementierung des propagierenden Refactorings
werden - in einem ersten Schritt - mit ModGraph umgesetzte Refactorings auf Ecore-
Modellen erstellt. Die durch das Refactoring hervorgerufenen A¨nderungen am Modell
werden - in einem zweiten Schritt - auf die Regeln propagiert. Die hierzu notwendigen
konsistenzerhaltenden Maßnahmen wurden fu¨r und u¨berwiegend mit ModGraph-Regeln
gestaltet. Regeln die andere Regeln vera¨ndern werden Metaregeln genannt. Dies wird
im Abschnitt 8.3 genauer betrachtet. An dieser Stelle sei bemerkt, dass die Regeln zur
Definition des propagierenden Refactorings auf sich selbst angewendet werden ko¨nnten.
Es handelt sich daher um einen reflektierenden Ansatz.






















Abbildung 8.4: Grundlegende Idee des propagierenden Refactorings
tiert sich an dem von Fowler [33] vorgegebenen. Er bildet einen Ausgangspunkt fu¨r die
Propagation. Der zweite Startpunkt der Propagation wird durch das Metamodell der
Sprache der ModGraph-Regeln vorgegeben. Dieses wird im Bezug auf seine Referenzen
zum Ecore-Metamodell analysiert. Tabelle 8.1 zeigt das Ergebnis der Analyse dieser Re-
ferenzen. Sie zeigt ein Zwischenergebnis, das zum Design der Propagation verwendet
wird. Dazu werden elementare Basisa¨nderungen, die im Rahmen von Refactorings ge-
schehen, auf deren no¨tige Propagation hin untersucht. Die Tabelle gibt demnach keinen
U¨berblick der gesamten Refactorings, sondern bietet eine Betrachtung, wie die Elemen-
te einer Regel von elementaren A¨nderungen am Modell betroffen sind. Dazu wird jede
Regel in ihre Bestandteile zerlegt und diese werden klassifiziert. Die erste Spalte der Ta-
belle 8.1 entha¨lt die so erreichte Klassifikation der Elemente der Regel, welche von der
Modella¨nderung betroffen sind: die ganze Regel, Knoten, Attribute, Links und textuelle
Anteile. Knoten stehen dabei fu¨r die gebundenen und ungebundenen, ein- und mehr-
wertigen Knoten der Regel. Textuelle Anteile fassen Vor- und Nachbedingungen sowie
Bedingungen an Knoten, Pfadausdru¨cke, Operationsaufrufe und Felder zusammen. Die
zweite Spalte der Tabelle fu¨hrt die elementaren A¨nderungen am Ecore-Modell auf, welche
das Regelelement betreffen ko¨nnen und gleichzeitig bei Refactoringoperationen auftre-
ten. Die dritte Spalte gibt an, welche Anpassungen an einer Regel - als Reaktion auf
die A¨nderung im Modell - vorgenommen werden mu¨ssen. Die mit * gekennzeichneten
Eintra¨ge dieser Spalte sind auf spezifische Eigenschaften von EMF zuru¨ckzufu¨hren. Die-
se sind in der Art der Referenzierung der Elemente begru¨ndet. Jedes Element wird in
der persistenten XMI-Serialisierung der ModGraph-Regel durch seinen Namen und den
Namen seiner Container referenziert. Daher mu¨ssen in manchen Fa¨llen Anpassungen
vorgenommen werden, die auf rein konzeptueller Ebene nicht notwendig sind. Eintra¨ge
ohne * sind dagegen auf konzeptueller Ebene erforderlich.
Die Regel als Ganzes referenziert eine Operation und die sie enthaltende Klasse.
A¨nderungen an diesen werden propagiert. Wird eine Klasse umbenannt, muss die Re-
ferenz auf diese und auf die in ihr enthaltene Operation, aufgrund von EMF Spezifika,
angepasst werden. Falls die Klasse gelo¨scht wird, kann die Regel einer anderen Klasse
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Betroffenes Ele- A¨nderung am Dadurch notwendige
ment der Regel Ecore-Modell A¨nderung an der Regel
Klasse
umbenennen *Referenz auf die Klasse
und Operation anpassen*
lo¨schen lo¨schen
ganze Regel abstrakt deklarieren -
Operation
umbennennen *Referenz auf die
Operation anpassen*
lo¨schen ganze Regel lo¨schen
abstrakt deklarieren lo¨schen / anderer
Operation zuordnen
verschieben *Referenz auf die Operation




abstrakt deklarieren zu erzeugende Knoten lo¨schen/







umbenennen *Referenz auf das
Attribut anpassen*
Attribute lo¨schen lo¨schen
neu typisieren neu typisieren & neuen Wert zuweisen
verschieben verschieben, falls unmo¨glich: lo¨schen
Referenzen
umbenennen *Referenz auf die
Modellreferenz anpassen*
Links lo¨schen lo¨schen
A¨ndern der A¨ndern des Quell-/Zielknoten,
Quell-/Zielklasse falls unmo¨glich: lo¨schen
textuellen Ausdruck parsen
textuelle Anteile jede A¨nderung und a¨ndern, falls vom
Refactoring betroffen
Tabelle 8.1: Modella¨nderungen und deren Effekte auf die Regel
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zugewiesen werden, die eine gleichartige Operation entha¨lt, die stattdessen ausgefu¨hrt
wird. Damit muss auch die Operation neu zugewiesen werden und die Regel bleibt intakt.
Ansonsten wird sie gelo¨scht. Das Abstrakt-Deklarieren einer Klasse fu¨hrt zu keinerlei
A¨nderungen, solange nicht auch die Operation abstrakt deklariert wird. Geschieht dies
jedoch ebenfalls, so muss die Regel entweder einer anderen, gleich parametrisierten Ope-
ration einer Unterklasse zugewiesen werden oder sie wird gelo¨scht. Dasselbe Vorgehen
wird beim Lo¨schen der Operation angewendet. Wird eine Operation umbenannt, muss
- analog zur Umbenennung einer Klasse - die Referenz der Regel auf diese neu gesetzt
werden.
Jeder Knoten referenziert - implizit oder explizit - eine Klasse. Er muss aktualisiert
werden, sobald diese sich a¨ndert. Wird sie beispielsweise umbenannt, so wird der Knoten
neu typisiert, um (EMF-spezifisch) weiter auf die Klasse verweisen zu ko¨nnen. Wird eine
Klasse gelo¨scht, so auch der zugeho¨rige Knoten. Wenn die Klasse zur abstrakten Klasse
erkla¨rt wird, ist ihre Instanziierung unmo¨glich. Daher werden alle sie referenzierenden
zu erzeugenden Knoten gelo¨scht. Die anderen Knoten bleiben erhalten.3 Knoten, die
Parameter repra¨sentieren, ko¨nnen zudem von A¨nderungen an Operationen betroffen
sein. Wird ein zu einem Parameterknoten geho¨render Parameter gelo¨scht, so wird auch
der Knoten entfernt. Das ist zur Vollsta¨ndigkeit tabellarisch dargestellt. Hinzufu¨gen
von Parametern beeinflusst die Regeln nicht. Es besteht kein Zwang, jeden Parameter
innerhalb der Regel zu verwenden.
Attribute sind ein wichtiger Teil der Regel, da sie Bedingungen und Zuweisungen
an Knoten darstellen ko¨nnen. Jedes Attribut referenziert eines im Ecore-Modell und be-
nutzt zu seiner Darstellung dessen Namen. Es muss den A¨nderungen des Modellattributs
folgen. Umbenennungen von Modellattributen fu¨hren zu einer Erneuerung der Referenz
auf das Attribut. Zudem wird der angezeigte Name des Attributs angepasst. Die Neu-
typisierung eines Attributs ist noch etwas komplexer: Das Attribut der Regel bekommt
zuna¨chst den neuen Typ. Zudem muss der Wert des Attributs vom Benutzer angepasst
werden. Beispielsweise muss eine ehemalige Zeichenkette, welche zu einem Wahrheits-
wert konvertiert wurde, nun einen der Werte true oder false tragen. Wird ein Attribut im
Modell verschoben, so versucht das propagierende Refactoring, es in der Regel ebenfalls
zu verschieben. Dies ist mo¨glich, wenn die Regel einen Knoten, der u¨ber der Zielklasse
der Verschiebung typisiert ist, entha¨lt. Schla¨gt eine Verschiebung fehl, wird das Attribut
gelo¨scht.
Werden Referenzen im Modell umbenannt, so a¨ndert sich auch der angezeigte Name
des Links, da die Referenz des Links auf die Modellreferenz erneuert werden muss. Wird
die Quell- oder Zielklasse der Referenz gea¨ndert, bedeutet dies, das der Link ebenso
Quell- und Zielknoten anderen Typs beno¨tigt. Sind diese in der Regel vorhanden, wird
der Link verschoben. Andernfalls wird der Link gelo¨scht. Dies geschieht ebenfalls, wenn
die Modellreferenz gelo¨scht wird.
Fu¨r die textuellen Elemente der Regel bleibt keine andere Mo¨glichkeit als sie nach den
3Alternativ wa¨re es auch mo¨glich, hier Inkonsistenzen zuzulassen, sprich diese Knoten nicht zu lo¨schen.
Die korrekte Instanziierung wa¨re dem Generator u¨berlassen. Dies ist allerdings in der ModGraph-
Werkzeugumgebung nicht vorgesehen. Sie erlaubt nur die Instanziierung konkreter Klassen.
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Namen von vera¨nderten Elementen zu durchsuchen und diese, im Falle eines Funds, zu
a¨ndern. Dies kann entweder automatisiert oder durch Benutzereingabe erfolgen. Wird
beispielsweise ein primitiver Parameter der Methode entfernt, so mu¨ssen alle textuellen
Elemente der Methode auf dessen Vorkommen gepru¨ft und gegebenenfalls angepasst
werden.
Die vorangegangenen Voru¨berlegungen werden nun mit Fowlers Refactorings zusam-
mengebracht. Daraus entsteht ein Katalog propagierender Refactorings fu¨r die betrach-
tete Menge von abha¨ngigen Modellen. Auffa¨llig hierbei ist, dass manche Refactorings auf
Modellebene konzeptionell keine Propagation auf die Regel beno¨tigen. Beispiel hierfu¨r
sind das Extrahieren einer Oberklasse im Modell oder das Verschieben eines gemeinsa-
men Attributs der Unterklassen in die zugeho¨rige Oberklasse. Ersteres entspricht dem
Hinzufu¨gen eines Elements zum Modell, Letzteres dem Verschieben eines Elements, je-
weils ohne die Funktionalita¨t der anderen, bestehenden Elemente zu beeinflussen. Damit
bleiben diese Refactorings propagationsfrei. Der entgegengesetzte Fall tritt beim Umbe-
nennen eines Elements im Modell auf. Dieses fu¨r das Modell relativ einfache Refactoring
lo¨st mehrere Propagationsschritte aus. Wird zum Beispiel eine Klasse umbenannt, so
kann sich dies auf die Regel selbst, die Knoten und alle textuellen Anteile der Regel
erstrecken.
Die 19 implementierten Refactorings werden im Folgenden kurz dargestellt. Eine Un-
tersuchung der textuellen Elemente der Regel und deren Validierung finden immer statt,
ohne im Folgenden explizit angegeben zu sein. Dabei ist fu¨r jedes propagierende Refac-
toring die Anwendung auf das Modell und deren Propagation auf die Regel angegeben.
Hierbei sei angemerkt, dass die - auf dem Modell agierenden - Refactorings fu¨r jedes
Ecore-Modell anwendbar sind, unabha¨ngig davon, ob es im ModGraph-Kontext steht
oder klassisch im EMF-Kontext verwendet wird. Beispiele fu¨r diese Regeln finden sich
in [81]. Sie wurden im Rahmen einer Bachelor-Arbeit [27] zur vollen Implementierung
der Refactorings auf Modellebene erweitert. Die Implementierung der Propagationen ist
in [82] dargestellt.
Umbenennen eines Elements:
Benennt ein Element des Ecore-Modells um.
Propagiert diese A¨nderung auf alle referenzierenden Elemente in den Regeln.
Hinzufu¨gen eines Parameters zu einer Operation:
Fu¨gt einen U¨bergabeparameter zu einer Operation hinzu.
Propagiert diese A¨nderung zu den Regeln, die diese Operation implementieren und
allen textuellen Feldern, insbesondere solchen, die einen Aufruf dieser Methode
darstellen.
Entfernen eines Parameters einer Operation:
Entfernt einen U¨bergabeparameter aus einer Operation.
Propagiert diese A¨nderung, indem der Parameter, sofern es sich um einen nicht-
primitiven handelt, aus den Regeln entfernt wird. Zudem werden alle textuellen
Felder, in welchen die Operation vorkommt, angepasst, insbesondere solche, die
einen Aufruf dieser Methode darstellen.
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Umwandlung einer bidirektionalen in eine unidirektionale Referenz:
Lo¨scht eine Referenz, zu der eine gegenu¨berliegende existiert.
Die Propagation erfolgt, indem der Link, der auf die Referenz zeigte, durch einen
Link, der auf das ehemaligen Gegenu¨ber zeigt, ersetzt wird. Dabei kann es pas-
sieren, dass Knoten innerhalb der Regeln nicht mehr von gebundenen Knoten aus
erreichbar sind. Die Regel ist in diesem Fall nicht mehr valide. Daher ist hier die
Validierung besonders wichtig.
Umwandlung einer unidirektionalen in eine bidirektionale Referenz:
Fu¨gt dem Modell eine Referenz hinzu und setzt diese als Gegenu¨ber einer bereits
existierenden Referenz.
Hier ist keine Propagation no¨tig, da ein erstelltes Modellelement noch nicht in den
Regeln vorkommen kann. Die Validierung der Regeln ist jedoch dringend erforder-
lich, da eventuell die Multiplizita¨ten der neuen Referenz verletzt sein ko¨nnten.
Extrahieren einer Klasse:
Extrahiert eine Klasse aus einer anderen und setzt beide in Beziehung, indem eine
Referenz zwischen ihnen erzeugt wird.
Zur Propagation ist eine Analyse der auf die Klasse zeigenden Knoten innerhalb
der Regeln no¨tig: Benutzt ein Knoten Attribute, Operationen oder Referenzen, die
auf die neu erzeugte Klasse transferiert wurden, wird ein neuer Knoten erzeugt, der
die neue Klasse referenziert. Die beiden Knoten werden u¨ber einen Link, der die
neu erzeugte Referenz repra¨sentiert verbunden. Die Attribute, Operationen oder
Referenzen werden in den neuen Knoten verschoben.
Hinzufu¨gen einer Klasse zu einer anderen:
Alle Elemente innerhalb der Klasse werden in die andere Klasse transferiert.
Die Propagation erfolgt, indem alle Knoten einer Regel, die auf die aufgelo¨ste
Klasse zeigen, auf die bestehen bleibende Klasse typisiert werden. Sollte die Re-
gel bereits einen Knoten des Typs der bleibenden Klasse besitzen, werden diese
fusioniert.
Extrahieren einer Unterklasse:
Extrahiert eine Unterklasse aus einer gegebenen Klasse.
Die Propagation erfolgt folgendermaßen: Falls Operationen, Attribute oder Refe-
renzen verschoben wurden, werden die Knoten, welche die Oberklasse referenzieren
und die Operationen, Attribute oder Referenzen beinhalten, neu typisiert. Die Kno-
ten referenzieren nun die neue Unterklasse. Dabei kann es passieren, dass andere
im Vorfeld bestehende Unterklassen Eigenschaften verlieren. Es handelt sich um
diejenigen, die von der gemeinsamen Oberklasse in die neue Unterklasse verscho-
ben wurden. Diese werden wa¨hrend der Validierung erkannt. Sie mu¨ssen manuell
angepasst werden.
Extrahieren einer Oberklasse:
Erstellt eine Oberklasse zu einer Menge gegebener Klassen.
Dabei ist, aufgrund der erzeugten Vererbungshierarchie, keine Propagation no¨tig.
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Verschieben eines Attributs oder einer Operation:
Verschiebt ein Attribut oder eine Operation von einer Quell- in eine Zielklasse.
Zur Propagation wird gepru¨ft, ob die Regel einen Knoten entha¨lt, der die Quell-
klasse referenziert und einen, der die Zielklasse referenziert. Wenn ja, verschiebe
das Attribut oder die Operation. In allen anderen Fa¨llen wird das Attribut oder
die Operation gelo¨scht.
Nach oben Ziehen eines Attributs oder einer Operation:
Verschiebt ein Attribut oder eine Operation, die in allen Unterklassen vorhanden
und identisch definiert ist, in die Oberklasse.
Dabei ist, aufgrund der erzeugten Vererbungshierarchie keine Propagation no¨tig.
Nach unten Schieben eines Attributs oder einer Operation:
Verschiebt das Attribut oder die Operation in die Unterklassen.
Propagation: Existiert ein Knoten, der u¨ber der Oberklasse typisiert ist und gleich-
zeitig das verschobene Attribut oder die Operation entha¨lt, muss der Nutzer ent-
scheiden, u¨ber welche der Unterklassen der Knoten ku¨nftig typisiert sein soll. Dies
wird ausgefu¨hrt.
Ersetzen von Unterklassen durch Felder:
Enthalten die betrachteten Unterklassen keinerlei Attribute, Operationen oder Re-
ferenzen, so wird ein Aufza¨hlungsdatentyp, der fu¨r jede Unterklasse ein Literal
anbietet, und zudem ein Attribut vom Typ des Aufza¨hlungsdatentyps innerhalb
der Oberklasse erzeugt. Die Vererbungshierarchie ist damit aufgelo¨st.
Bei der Propagation werden Knoten, welche u¨ber den Subklassen typisiert sind,
u¨ber die Superklassen typisiert und ihnen das passende Literal des Aufza¨hlungs-
datentyps hinzugefu¨gt.
Ersetzen einer Enthaltenseinsbeziehung durch eine einfache Referenz:
Wandelt eine Enthaltenseinsbeziehung in eine einfache Referenz um.
Dabei ist keine Propagation no¨tig.
Ersetzen einer einfachen Referenz durch eine Enthaltenseinsbeziehung:
Wandelt eine einfache Referenz in eine Enthaltenseinsbeziehung um.
Dabei ist keine eigentliche Propagation no¨tig, jedoch mu¨ssen die Regeln validiert
werden, um die Exklusivita¨t der Enthaltenseinsbeziehungen zu u¨berpru¨fen.
Verstecken des Delegierten:
Entfernt die direkte Referenz zwischen zwei Klassen. Eine indirekte Verbindung
u¨ber eine andere Klasse bleibt bestehen.
Die Propagation erfolgt durch Lo¨schen der die gelo¨schte Referenz instanziieren-
den Links. Dabei kann es vorkommen, dass ein betroffener Knoten nicht mehr
erreichbar ist. Dies wird durch die Validierung angezeigt.
Entfernen der Klasse in der Mitte:
Erzeugt eine direkte Referenz zwischen zwei Klassen, die zuvor indirekt verbunden
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waren.
Zur Propagation werden die Knoten, welche u¨ber diese Klassen typisiert sind,
durch einen die neue direkte Referenz instanziierenden Link verbunden.
Ersetzen von Vererbung durch Delegation:
Ersetzt eine Vererbungsbeziehung durch eine Referenz.
Die Propagation verla¨uft folgendermaßen: Falls eine Regel Knoten beinhaltet, die
auf die beiden Klassen verweisen, so werden diese durch einen Link - eine Instanz
der neuen Referenz - verbunden. Zudem liefert die Validierung Aufschluss u¨ber
eventuell genutzte, jedoch nicht mehr verfu¨gbare Eigenschaften. Fowlers Definiti-
on folgend, sollte dieses Refactoring nur angewendet werden, wenn die Klasse wenig
Funktionalita¨t der Oberklasse nutzt. Die wenigen verwendeten, geerbten Opera-
tionen mu¨ssen manuell umgeschrieben werden, da sie nun eine komplett andere,
delegierende Funktionalita¨t aufweisen.
Ersetzen von Delegation durch Vererbung:
Ersetzt eine Referenz durch eine Vererbungsbeziehung.
Zur Propagation werden Links, welche die ersetzte Referenz instanziieren, gelo¨scht.
Zusammenfassend betrachet ist die Spannweite der A¨nderungen betra¨chtlich: Wa¨h-
rend bei dem Extrahieren einer Oberklasse gar keine Propagation stattfindet, muss bei
dem Umbenennen eines Elements jede Regel komplett untersucht werden. Bei komple-
xen Refactorings wie dem Extrahieren einer Klasse werden die Knoten und Kanten der
Regeln sogar deutlich vera¨ndert.
8.3 Implementierung
Nachdem klargestellt ist, welche Refactorings implementiert sind und wie deren Pro-
pagation ausgefu¨hrt wird, wird hier die Umsetzung mit ModGraph erkla¨rt. Dazu wird
zuerst die Architektur des Refactorings im Allgemeinen, danach die Umsetzung mit
Graphtransformationsregeln am Beispiel erkla¨rt.
8.3.1 Architektur des propagierenden Refactorings
Die Refactorings sind als M1-Anwendung der Regeln implementiert.4 Dies bedeutet,
dass die definierten Regeln auf einem Modell angewendet werden und Operationen
eines Metamodells implementieren. Fu¨r das propagierende Refactoring ist dieses ein
Wrapper-Metamodell. Es ist eine echte Erweiterung des Ecore-Metamodells einerseits
und des Graphtransformationsmetamodells andererseits. Gleichzeitig ist es eine Instanz
des Ecore-Metamodells, da es als Xcore-Modell implementiert wird. Abbildung 8.5 zeigt
dieses, im Weiteren als Refactoring-Metamodell bezeichnete Modell, im Kontext der
an einem propagierenden Refactoring beteiligten Elemente. Die Abbildung stellt eine
Variante der M1-Anwendung aus Abbildung 5.3, Kapitel 5 dar.




























Abbildung 8.5: Zusammenhang der zum propagierenden Refactoring genutzten Modelle und
Regeln
Das Refactoring-Metamodell erweitert die beiden vorgegebenen Metamodelle im We-
sentlichen um zwei Klassen. Eine entha¨lt Operationen zum Refactoring auf einem Ecore-
Modell. Die andere definiert solche zur Propagation der A¨nderungen auf die Regeln.
Zudem wird in Abbildung 8.5 deutlich, dass das Refactoring fu¨r und mit ModGraph
erstellt ist. Die Refactorings und Propagationen sind - sofern dies sinnvoll ist - mit
Graphtransformationsregeln erstellt. Die no¨tigen Kontrollflu¨sse und einfachen Operatio-
nen sind in Xcore definiert. Damit verfolgt auch das propagierende Refactoring Mod-
Graphs globales Ziel, eine echte Erweiterung von EMF unter Nutzung des Mehrwerts
von Graphtransformationsregeln anzubieten. Dies bedeutet, dass Graphtransformations-
regeln Operationen im Refactoring-Modell implementieren und damit das Ecore-Modell
transformieren. Zudem gibt es zur Propagation Graphtransformationsregeln, die andere
Graphtransformationsregeln transformieren. Erstere werden Metagraphtransformations-
regeln genannt, da sie u¨ber das Graphtransformations-Metamodell typisierte Knoten
nutzen, um A¨nderungen an Regeln zu modellieren. Der untere Teil der Abbildung 8.5
zeigt die Menge der abha¨ngigen Modelle. Die von außerhalb der Modellmenge in diese
eingehenden und mit transformiert markierten Pfeile entsprechen dabei den Eingriffen
des propagierenden Refactorings in diese Menge.
Auf diese Art und Weise werden alle in Abschnitt 8.2 aufgelisteten Refactorings imple-




1 class Refac to r ing {
2 . . .
3 op void changeB id i r e c t i ona lToUn id i r e c t i ona lRe f e r enc e ( EReference r e f ) {
4 i f ( r e f . EOpposite != null )
5 EcoreUt i l : : remove ( r e f )
6 }
7 . . .
8 }
 
Auflistung 8.1: Xcore Implementierung des Refactorings zur Umwandlung einer bidirektionalen
in eine unidirektionale Referenz
der Menge der Refactorings wird im Folgenden die Implementierung des Refactorings
zum Umwandeln einer bidirektionalen in eine unidirektionale Referenz und dessen Pro-
pagation beispielhaft vorgestellt.
Um ein propagierendes Refactoring auszufu¨hren, wurden Konnektoren in Java ge-
schrieben, die dessen Aufruf aus dem Ecore-Modell durch einen Rechtsklick auf ein
Modellelement erlauben. Dadurch werden nacheinander die A¨nderung am Modell und
an allen zugeho¨rigen Regeln vorgenommen. Dabei ist in manchen Fa¨llen eine Interaktion
mit dem Nutzer no¨tig, da die Propagation bei textuellen Ausdru¨cken gelegentlich Einga-
ben fordert. Die Regeln werden nach Abschluss der A¨nderungen validiert, vor allem um
die Navigierbarkeit ihrer Knoten zu pru¨fen. Ist eine Regel nach einem propagierenden
Refactoring nicht mehr valide, so wird sie markiert, um den Nutzer darauf aufmerksam
zu machen. Dieser muss nun die Regel ausnahmsweise manuell anpassen.
8.3.2 Beispielrefactoring: A¨ndern einer bidirektionalen Referenz in
eine unidirektionale
Das hier na¨her betrachtete Refactoring ist das - bereits in der Problemstellung motivierte
- Umwandeln einer bidirektionalen Referenz in eine unidirektionale. Betrachtet man
zuna¨chst den Sachverhalt und seine Verbesserung nach Fowler:
”
Es gibt eine beidseitige Assoziation,
jedoch beno¨tigt eine Klasse Eigenschaften der anderen Klasse nicht mehr.“
”
Entferne das unno¨tige Ende der Assoziation.“
(u¨bersetzt aus [33])
Im EMF-Kontext bedeutet dies, dass die Entgegengesetzte einer Referenz gelo¨scht wer-
den kann, sofern sie nicht mehr beno¨tigt wird. Dies stellt eine sehr einfache A¨nderung
im Modell, die in Xcore durch den Aufruf der geeigneten Utility-Methode realisiert ist,
dar. Auflistung 8.1 zeigt die in Xcore modellierte Methode, welche die Referenz korrekt
aus ihrem Kontext lo¨scht. Dazu wird die Referenz mittels einer von EMF gestellten
Utility-Klasse gelo¨scht (Zeile 5).
Die Propagation dieses Refactorings gestaltet sich komplexer. Instanzen dieser Refe-
renzen ko¨nnen sowohl im Graphmuster als auch in der NAC in Form von Links vor-
kommen. Die Propagation hierfu¨r ist in Auflistung 8.2 gezeigt. Sie ruft die beiden in
178
 
1 class Propagation {
2 . . .
3 op void propagateChangeBid i r e c t i ona lToUnid i r e c t i ona lRe f e r ence (
4 EReference formerOpposite , GraphTransformationRule r u l e ) {
5 try {
6 var pattern =
7 propagateChangeBid i rect iona lToUnid i rect iona lRe ferenceGraphPattern (
8 formerOpposite , r u l e )
9 for ( GTNegativeAppl icat ionCondit ion nac :
10 r u l e . negat ivePatte rn as GTNegativeAppl icat ionCondit ion [ ] ) {
11 t h i s . propagateChangeBidirect ionalToUnidirect ionalReferenceNAC (
12 formerOpposite , nac )
13 }
14 } catch ( Exception e ) {
15 e . pr intStackTrace ( )
16 }
17 // Untersuche t e x t u e l l e Elemente .
18 }
19 . . .
20 }
 
Auflistung 8.2: Xcore Kontrollfluss: Steuerung der Regeln zur Propagation des Refactorings zur
Umwandlung einer bidirektionalen in eine unidirektionale Referenz
Abbildung 8.6 dargestellten Metaregeln auf. Dabei wird zuerst die Propagation der Re-
gel in das Graphmuster aufgerufen (Zeilen 6 & 7). Danach wird, fu¨r jede NAC einzeln,
die Regel zu ihrer A¨nderung aufgerufen (Zeilen 9-13).
Die obere Regel der Abbildung 8.6 zeigt die vorzunehmenden A¨nderungen im Graph-
muster. Der Metaregel werden als Parameter eine Regel rule und die ehemals gegenu¨ber-
liegende Referenz der gelo¨schten formerOpposite u¨bergeben. Von der Regel rule ausgehend
wird das Graphmuster graphPattern gefunden und von dort aus der zu lo¨schende Link
delLink. Die vom Link instanziierte Referenz darf nicht mehr auffindbar sein. Dies wird
durch eine OCL Bedingung an den den Link repra¨sentierenden Knoten der Metaregel
ausgedru¨ckt. Dies ko¨nnte jedoch auch andere Ursachen als das Refactoring haben. (Zum
Beispiel kann der Nutzer die Referenz gelo¨scht haben.) Daher werden anschließend sein
Quellknoten node1 und sein Zielknoten node2 betrachtet. Beide Knoten sind u¨ber das
Interface GTNode des Graphtransformations-Metamodells typisiert, da es sich jeweils um
beliebige im Muster vorkommende Knoten handeln darf. Die Pfade stellen sicher, dass
beide Knoten u¨ber Klassen typisiert sind, welche durch die Referenz formerOpposite ver-
bunden werden du¨rfen. Ist dies der Fall, wird der nicht mehr valide Link delLink entfernt
und ein neuer Link link erzeugt. Er wird den Elementen des graphPattern hinzugefu¨gt
und ist eine Instanz der Referenz formerOpposite. Der Link verbindet die Knoten node1
und node2 nun in entgegengesetzter Richtung.
Die untere Metaregel in Abbildung 8.6 zeigt die Propagation in den NACs. Da diese
aus der Xcore-Operation fu¨r jede NAC einzeln aufgerufen wird, werden ihr die NAC nac
und die ehemalig gegenu¨berliegende Referenz u¨bergeben. Die weitere Regel ist analog
aufgebaut. Der Link, dessen zugeho¨rige Referenz nicht mehr aufgelo¨st werden kann, wird
gelo¨scht und durch einen entgegengesetzten ersetzt.
Wendet man dieses Refactoring auf den Bugtracker an, um die bidirektionale Referenz
zwischen Project und Ticket in eine unidirektionale umzuwandeln, so erha¨lt man das in
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Abbildung 8.6: ModGraph-Regeln zur Propagation des Ecore-Modell-Refactorings zum Um-







Abbildung 8.7: Anwendung des propagierenden Refactorings auf das Bugtracker Beispiel: Um-
wandlung der bidirektionalen Referenz zwischen Project und Ticket in eine
unidirektionale
Abbildung 8.7 unten gezeigte Ergebnis. Hier werden Screenshots aus der ModGraph-
Werkzeugumgebung vor und nach dem propagierenden Refactoring gezeigt. Der obere
Teil der Abbildung zeigt einen Ausschnitt aus dem Modell und eine der betroffenen Re-
geln, getTicketsWithStatusAndSeverity, vor Anwendung des propagierenden Refactorings.
Die Referenz zwischen Projekt und Ticket ist bidirektional. Der Link in der Regel zeigt
zum aktuellen Objekt des Typs Project. Das Ergebnis nach Ausfu¨hrung des propagie-
renden Refactorings, welches die Referenz owningProject ersetzt, ist in Abbildung 8.7
unten dargestellt. Die Referenz zwischen Project und Ticket ist nun eine unidirektionale
Referenz. Der Link in der Regel zeigt nun zum mehrwertigen tickets-Objekt.
Eine andere Version dieses Refactorings ist in [82] vero¨ffentlicht. Die hier gezeigte
Variante ist eine Weiterentwickung von [82].6
6Der explizite Vergleich mit der Vero¨ffentlichung zeigt: Dabei wurde die explizite Verwaltung aller vom
Refactoring mo¨glicherweise betroffenen Klassen durch dieses abgeschafft.
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8.3.3 Refactoring 2: Extrahieren einer Klasse
Das zweite hier betrachtete Refactoring ist das zur Extraktion einer Klasse. Es bringt
einen gro¨ßeren Eingriff in das Modell und auch die Regeln mit sich. Betrachtet man
wiederum Fowlers Definition des Refactorings:
”
Es gibt eine Klasse, die Arbeit fu¨r zwei verrichtet.“
”
Erzeuge eine neue Klasse und verschiebe
die relevanten Felder und Methoden von der alten in die neue Klasse.“
(u¨bersetzt aus [33])
Zusa¨tzlich werden laut Fowler die beiden Klassen u¨ber eine Referenz von der alten zur
neuen Klasse in Beziehung gesetzt.
Im EMF-Kontext bedeutet dies, dass beim Refactoring des Modells eine Klasse aus
einer anderen extrahiert wird und Attribute, Referenzen und Operationen der existieren-
den Klasse in die neue verschoben werden, sowie dass eine unidirektionale Referenz von
der alten zur neuen Klasse erzeugt werden muss. Bei der Propagation werden die Kno-
ten, die fu¨r Objekte der Klasse stehen, analysiert. Beinhalten diese verschobene Attribute
oder Operationsaufrufe verschobener Operationen, wird ein neuer Knoten erzeugt und
diese Elemente werden verschoben. Zudem werden der neue und der alte Knoten u¨ber
einen Link, welcher die neue Referenz instanziiert, verbunden. Werden Referenzen von
der alten zur neuen Klasse verschoben, mu¨ssen auch die zugeho¨rigen Links an den neuen
Knoten verschoben werden. Dieses propagierende Refactoring hat sowohl prozedurale als
auch regelbasierte Anteile.
Die Extraktion der Klasse im Modell erfolgt regelbasiert und ist in Abbildung 8.8 dar-
gestellt. Die Regel wird direkt beim Refactoring aufgerufen. Der Nutzer markiert bei Auf-
ruf des Refactorings die Klasse sowie die Attribute, Referenzen und Operationen, die aus
dieser Klasse extrahiert werden sollen. Sie werden der Regel als Parameter u¨bergeben.
Die Regel pru¨ft in ihrer Vorbedingung, dass die weiteren Parameter(Klassenname und
Referenzname) nicht leer sind.7 Ist dies der Fall, wird das Paket (aPackage) zur Klasse
(existingClass) ermittelt und durch die NAC gepru¨ft, ob dieses Paket bereits eine Klas-
se des vorgegebenen Namens fu¨r die zu extrahierende Klasse entha¨lt (analog fu¨r den
Referenznamen). Ist dies nicht der Fall, wird die neue Klasse (newClass), sowie eine
neue Referenz (newReference) zwischen der existierenden und der neuen Klasse, erzeugt.
Die zuvor vom Nutzer angegebenen Attribute und Referenzen (hier zu structuralFea-
turesToMove zusammengefasst), sowie die Operationen (operationsToMove) werden nun
verschoben. Damit ist das Refactoring auf dem Modell abgeschlossen.
Die Propagation zeigt sich deutlich komplexer. Auflistung 8.3 zeigt einen interessan-
ten Ausschnitt. Hier werden zuna¨chst die Regeln ermittelt, deren Graphmuster Knoten
enthalten, die auf die vera¨nderte Klasse zeigen (Zeilen 13-22). Diese Knoten werden in
den folgenden Zeilen (23-60) untersucht und Elemente, die auf verschobene Attribu-
te, Felder und Operationen zeigen, ermittelt. In den Zeilen 62 und 63 wird die Regel









































1 op EObject [ ] propagateExtractClassNEW ( EClass ext rac tedClas s ,
2 EClass ex i s t i n gC l a s s , GraphTransformationRule r u l e ) {
3
4 var GTGraphPattern pattern = ru l e . pattern
5 var EList<EObject> objectsToRemove = newBasicEList ( )
6 var GTNode ex i s t ingNode
7 var EList<GTField> gTFields = newBasicEList ( )
8 var EList<GTAttribute> gTAttr ibutes = newBasicEList ( )
9 var EList<GPLink> gTInLinks = newBasicEList ( )
10 var EList<GPLink> gTOutLinks = newBasicEList ( )
11
12 for (GPElement gpu : pattern . e lements ) {
13 i f ( gpu i n s t an c e o f GPUnboundNode && ( ( gpu as GPUnboundNode ) . ˆ type as
14 EClass ) . name . equa l s ( e x i s t i n gC l a s s . name ) ) {
15 ex i s t ingNode = gpu as GPUnboundNode
16 } else i f ( gpu i n s t an c e o f GTThisObject &&
17 ( ( gpu as GTThisObject ) . ˆ type as EClass ) . name
18 . equa l s ( e x i s t i n gC l a s s . name ) ) {
19 ex i s t ingNode = gpu as GTThisObject
20 } else { ex i s t ingNode = gpu as GPBoundNode}
21 }
22 i f ( ex i s t ingNode != null ) {
23 for ( EAttr ibute ea : ex t ra c t edC la s s . ge tEAttr ibutes ( ) ) {
24 for ( GTAttribute gta : ex i s t ingNode . a t t r i b u t e s ) {
25 i f ( gta . exAttr ibute . eIsProxy ( ) && getNameFromURI( gta . exAttr ibute )
26 . equa l s ( ea . name ) ) {




31 for ( EOperation eo : ex t ra c t edC la s s . getEOperat ions ( ) ) {
32 for (GTField g t f : ex i s t ingNode . g e tF i e l d s ( ) ) {
33 i f ( g t f . getKind ( ) . getName ( ) . equa l s ( ”OPERATION CALL” ) ) {
34 var St r ing content = g t f . content
35 var St r ing operationName =
36 content . s p l i t ( Pattern . quote ( ” ( ” ) ) . get (0 )
37 i f ( operationName . equa l s ( eo . name ) ) {





43 for ( EReference er : ex t ra c t edC la s s . getEReferences ( ) ) {
44 for (GPLink g t l : ex i s t ingNode . outgoingEdges
45 . f i l t e r ( e | e i n s t an c e o f GPLink) as GPLink [ ] ) {
46 i f ( g t l . exReference . eIsProxy ( ) &&
47 getNameFromURI( g t l . exReference ) . equa l s ( er . name ) ) {
48 gTOutLinks . add ( g t l )
49 }
50 }
51 for (GPLink g t l : ( ex i s t ingNode . incomingEdges
52 . f i l t e r ( e | e i n s t an c e o f GPLink ) )
53 as GPLink [ ] ) {
54 i f ( g t l . exReference . eIsProxy ( )
55 && getNameFromURI( g t l . exReference ) . equa l s ( e r . name ) ) {




60 try{ i f ( ! gTAttr ibutes . isEmpty ( ) | | ! gTFie lds . isEmpty ( ) | |
61 ! gTInLinks . isEmpty ( ) | | ! gTOutLinks . isEmpty ( ) )
62 propagateExtractClassSF ( ext rac tedClas s , e x i s t i n gC l a s s , ru l e ,
63 gTAttributes , gTInLinks , gTOutLinks , gTFields )
64 }catch ( GTFailure f ){}
65 . . .
66 // Textue l l e Fe lder parsen und NAC analog behandeln sowie g r a f i s c h e s Update
67 }
 
Auflistung 8.3: Xcore Implementierung der Propagation zum Refactoring Extrahieren einer
Klasse
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Abbildung 8.9: ModGraph-Regel zur Propagation der strukturellen Anteile des Refactorings Ex-
trahieren einer Klasse
zur Transformation der strukturellen Eigenschaften aufgerufen. Sie ist in Abbildung 8.9
dargestellt. Allerdings geschieht dies nur, wenn Elemente der Regel bearbeitet werden
mu¨ssen, wie die Bedingung direkt daru¨ber zeigt (Zeilen 60 & 61). Danach werden alle
anderen textuellen Felder der Regel betrachtet. Dies ist im Wesentlichen durch Parsen
von Zeichenketten realisiert und daher nicht abgebildet. Zudem wird ein grafisches Up-
date der Regel ausgefu¨hrt, so dass nicht nur der Baumeditor, sondern auch die grafische
Darstellung, das GMF-basierte Diagramm, den neuen Zustand der Regel anzeigt.
Die Regel zur Propagation der A¨nderungen an den Links und Attributen im Graph-
muster ist in Abbildung 8.9 dargestellt. Hier werden die Regel (rule), die existierende
Klasse (existingClass), die neu extrahierte Klasse (extractedClass), der betroffene Knoten
(node) und alle zu verschiebenden Attribute (gTAttributes), Felder (gTFields) und Links
u¨bergeben. Die Links werden dabei in eingehende (gTInLinks) und ausgehende (gTOut-
Links) Links des Knotens unterschieden.
In der Regel wird ein neuer, einwertiger, ungebundener Knoten erzeugt (newNode),
der den Status des u¨bergebenen, betroffenen Knotens zugewiesen bekommt. Ihm wer-
den u¨bergebene Felder, Links und Attribute zugewiesen. Es handelt sich hier um die
Zuweisung eines neuen Containers fu¨r die Felder, Links und Attribute. Sie werden damit
automatisch aus dem Knoten node entfernt (Exklusivita¨t). Des Weiteren wird ein neuer





Abbildung 8.10: Anwendung des propagierenden Refactorings auf das Bugtracker Beispiel: Ex-
traktion der Klasse Names zur Verwaltung der Namen des Nutzers
Er verbindet die beiden betrachteten Knoten und erha¨lt den selben Status wie diese. Die
Regel zur Propagation der A¨nderungen in die NAC ist analog aufgebaut. Als Parameter
wird hier wiederum die NAC statt der Regel angegeben.
Betrachtet man nun die Ergebnisse des Refactorings in Abbildung 8.10, wurde das
Refactoring korrekt ausgefu¨hrt. Oben in der Abbildung ist die Klasse User mit allen At-
tributen gezeigt, sowie das Graphmuster der Regel zur Implementierung der Operation
createUser der Klasse BugTracker. Aus der Klasse User werden die zahlreichen Namen
extrahiert. Sie werden in die Klasse Names verschoben, die diese im Weiteren verwaltet.
Die Klasse User greift auf sie durch die Referenz names zu. Der Zustand des Modells
nach dem Refactoring ist in Abbildung 8.10 unten dargestellt. Die Regel wird gema¨ß der
eben beschriebenen Propagation vera¨ndert. Ein Link und ein Objekt kommen hinzu.
Diese sind u¨ber der neuen Referenz bzw. der extrahierten Klasse typisiert. Der Propa-
gationsregel folgend, wird der neue Knoten mit newNode benannt. Ihm wird, ebenso
wie User, der Status zu erzeugen zugeordnet. Die vera¨nderte Regel nach Anwendung der
Propagation ist in der Abbildung unten dargestellt. Sie ist wieder konsistent zum Modell






In Zusammenarbeit mit Prof. Dr. Joel Greenyer (derzeit Juniorprofessor im Fachge-
biet Software Engineering an der Leibniz Universita¨t Hannover) und Prof. Dr. Matthias
Tichy (derzeit Assistant Professor in der Software Engineering Group bei Chalmers |
University of Gothenburg in Schweden) wird ModGraph prototypisch mit Scenario-
Tools, einem Werkzeug zum szenarienbasierten Design von software-intensiven Sys-
temen zusammengefu¨gt. Dabei sollen die Verwendbarkeit sowie der Mehrwert des hier
vorgestellten ModGraph-Ansatzes im Kontext verteilter, reaktiver Systeme, die unter
Anderem im Automotive-Bereich anzusiedeln sind, untersucht werden.
Zur Umsetzung dieses Vorhabens muss zuna¨chst auf konzeptueller Ebene gekla¨rt wer-
den, wie die im ModGraph-Ansatz verwendeten Graphtransformationsregeln mit den
in ScenarioTools genutzten modalen Sequenzdiagrammen interagieren ko¨nnen und
warum dies von Vorteil ist. Daru¨ber hinaus muss ein Konsens bezu¨glich der Werkzeug-
kompatibilita¨t gefunden werden. Die Ergebnisse dieser U¨berlegungen sind in Winetzham-
mer et al. [79] vero¨ffentlicht und werden in diesem Kapitel dargelegt. Dazu folgt eine
Beschreibung von modalen Squenzdiagrammen, deren Ausfu¨hrung mittels Play-out, des
Werkzeugs ScenarioTools und der Integration von modalen Sequenzdiagrammen und
Graphtransformationsregeln.
9.1 Theoretische U¨berlegungen
Um die Integration von Graphtransformationsregeln und MSDs beschreiben und deren
Vorteile besser verstehen zu ko¨nnen, wird ein autonomes Transportsystem als neues
Beispiel eingefu¨hrt. Es repra¨sentiert ein typisches dynamisches, reaktives System.
9.1.1 Beschreibung typischer Systeme am Beispiel
Das betrachtete autonome Transportsystem transportiert mittels Robotern Waren. Die-
ses bezu¨glich seiner Struktur hochgradig dynamische System reagiert auf Einflu¨sse aus
der Umwelt und beeinflusst seine Umwelt gleichzeitig. Abbildung 9.1 skizziert ein sol-























Abbildung 9.1: Beispiel eines struktur-dynamischen, verteilten, reaktiven Systems: Ein Auto-
nomes Transportsystem
Terminals, die dorthin gebracht werden. Die korrekte Lieferung wird durch die Trans-
portkontrolle sichergestellt, die Aufgaben an Roboter vergibt. Der beauftragte Roboter
holt die Ware aus dem Lager und bringt diese an das Terminal, an welchem sie bestellt
wurde. Offensichtlich ist dieses System aus verschiedenen physikalisch verteilten, mecha-
tronischen Komponenten aufgebaut. Diese bestehen aus Hardware und Software, wobei
letztere die Funktionalia¨t des Systems gewa¨hrleistet. Die Software verarbeitet Eingaben
aus der Umgebung, koordiniert die Komponenten und die Interaktion mit den Arbeitern.
Zudem interagiert sie mit der Umwelt durch Aktoren, wie zum Beispiel den Robotern.
Die Modellierung derartiger Systeme ist nicht trivial: Die Anforderungen an das Sys-
tem betreffen oft mehrere Komponenten. Gleichzeitig mu¨ssen einzelne Komponenten
ha¨ufig mehrere Anforderungen erfu¨llen. Beispielsweise ko¨nnte wa¨hrend der Ausliefe-
rung einer Ware ein Roboter einen Defekt aufweisen und ein Techniker zu seiner Re-
paratur beno¨tigt werden. Zudem beziehen sich die Anforderungen oft auf die physika-
lische oder logische Struktur des Systems, die u¨ber mehrere Komponenten verteilt sein
kann. Beispielsweise ist die Auswahl des Roboters zur Ausfu¨hrung eines Jobs von seiner
Verfu¨gbarkeit und Position zum Lagerort der Ware abha¨ngig, was fu¨r die physikalische
Struktur des Systems von Bedeutung ist. Zu welchem Lager ein Roboter Zugang erlan-
gen mo¨chte, ha¨ngt vom erhaltenen Auftrag ab. Dies betrifft die logische Struktur des
Systems.
Um ein derartiges System in die Software abzubilden, bietet sich zuna¨chst ein Klassen-
diagramm zur Modellierung seiner statischen Struktur an. Fu¨r das betrachtete Beispiel
ist das Klassendiagramm im oberen Teil von Abbildung 9.2 dargestellt. Ausgehend von
einem zentralen Beha¨lter namens Factory, welcher die gesamte automatisierte Lagerhal-
tung zu einer Fabrik zusammenfasst, werden hier Klassen fu¨r Roboter (Robot), Arbeiter
(Worker), Lager (Warehouse), Waren (Item), Warentypen (ItemKind), der Transportkon-






































































Abbildung 9.2: Klassendiagramm und beispielhaftes Objektsystem zum autonomen Transport-
system
fu¨r die Umgebung des Systems (Environment) definiert. Außerdem werden alle Klassen
attribuiert, passende Operationen definiert und durch Referenzen in Beziehung zuein-
ander gestellt. Weiterhin werden passende Oberklassen eingefu¨hrt. Wird dieses Klassen-
diagramm instanziiert, erha¨lt man ein Objekt-System, das konkrete Objekte des Sys-
tems abbildet, die durch Links (Instanzen der Referenzen) miteinander verbunden sein
ko¨nnen. Dieses Objekt-System ist gleichwertig zu den bislang betrachteten Instanzen ei-
nes Ecore-Modells zu sehen.1 Ein Beispiel ist im unteren Teil von Abbildung 9.2 gezeigt.
Hier werden bereits Systemobjekte und Objekte der Umgebung des Systems unterschie-
den, letztere werden durch eine Wolke dargestellt und sind nicht direkt durch das System
kontrollierbar. Um das Verhalten zwischen den Objekten zu spezifizieren, werden nun
1Praktisch gesehen, wird das Objekt-System durch eine Ecore-Modellinstanz simuliert. Dies liegt nahe,

























Abbildung 9.3: Modale Sequenzdiagramme zur Bestellung einer Ware
modale Sequenzdiagramme, die im na¨chsten Abschnitt erkla¨rt werden, und die bereits
bekannten Graphtransformationsregeln genutzt.
9.1.2 Modale Sequenzdiagramme und Play-out
Modale Sequenzdiagramme (MSDs) [39] stellen eine formale Interpretation von UML-
Sequenzdiagrammen, basierend auf Live Sequence Charts [24, 40] dar. Sie wurden von
Harel und Maoz definiert und bieten einen szenariobasierten Formalismus, um das Ver-
halten von - aus Komponenten aufgebauten - Systemen zu beschreiben. Sie erlauben
die Spezifikation von Sequenzen von Ereignissen, die in einem System auftreten ko¨nnen,
mu¨ssen oder keinesfalls auftreten du¨rfen. Die Komponenten des Systems interagieren
durch den Austausch von Nachrichten und reagieren kontinuierlich auf Ereignisse ihrer
Umwelt. MSDs ko¨nnen mittels eines - spa¨ter betrachteten - Play-out Algorithmus aus-
gefu¨hrt werden. Dabei kann ein MSD sowohl Anforderungen an das System als auch
Annahmen an seine Umgebung modellieren.
Eine MSD-Spezifikation besteht aus einer Menge von MSDs. MSDs sind existenziell
oder universal. Existenziell bedeutet, dass das Diagramm nur Sequenzen entha¨lt, die im
System auftreten ko¨nnen. Universal bedeutet, dass das Diagramm die Anforderungen
stellt, die von allen Sequenzen von Ereignissen erfu¨llt werden mu¨ssen. Im Folgenden
werden universale Sequenzdiagramme betrachtet. Zwei Beispiele solcher MSDs sind in
Abbildung 9.3 gezeigt.
Jedes Objekt eines Objekt-Systems wird durch eine Lebenslinie im MSD dargestellt.
Dabei werden kontrollierbare Komponenten des Systems und unkontrollierbare Objekte
seiner Umgebung unterschieden. Die Systemobjekte (Rechtecke mit Lebenslinie in Abbil-
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dung 9.3) werden auch System genannt, die Umgebungsobjekte (Wolken mit Lebenslinie
in Abbildung 9.3) Umgebung.
Zwischen den Objekten eines Objekt-Systems findet ein Nachrichtenaustausch statt.
Diese Nachrichten entsprechen Methoden, die im Klassendiagramm modelliert sind. Sie
haben einen Sender und einen Empfa¨nger und werden je nach der Art ihres Senders
in Systemnachrichten und Umgebungsnachrichten unterteilt. Alle Nachrichten sind hier
synchron. Dies bedeutet, dass die gesendete und die empfangene Nachricht zusammen
ein atomares Ereignis sind. Daher werden sie auch Nachrichten-Ereignis genannt.
Die Nachrichten innerhalb eines MSDs heißen auch Diagramm-Nachrichten und ste-
hen fu¨r ein Ereignis innerhalb des Objekt-Systems. Da die Lebenslinien fu¨r Objekte
des Objekt-Systems stehen, hat jede Diagramm-Nachricht eine sendende und eine emp-
fangende Lebenslinie. Jede Nachricht in einem universalen MSD hat eine Temperatur.
Sie ist entweder heiß (durchgehende rote Pfeile mit Markierung h fu¨r hot in Abbil-
dung 9.3) oder kalt (blaue gestrichelte Pfeile mit Markierung c fu¨r cold in Abbildung
9.3). Des Weiteren ist jeder Nachricht eine Ausfu¨hrungsart zugeordnet, die entweder
ausfu¨hrend (durchgehender Pfeil mit Markierung e fu¨r executed in Abbildung 9.3) oder
u¨berwachend (gestrichelter Pfeil mit Markierung m fu¨r monitored in Abbildung 9.3)
ist. Dabei du¨rfen Nachrichten, die u¨berwachend sind, auftreten, wa¨hrend auszufu¨hrende
Nachrichten letztendlich vorkommen mu¨ssen. Wird zudem eine heiße Nachricht erwartet,
darf keine andere Nachricht auftreten.
Neben der Modellierung von Abla¨ufen im System ist es mo¨glich, MSDs zu spezifizieren,
die Annahmen an die Umgebung treffen. Sie werden analog zu den bereits besproche-
nen (Anforderungs-)MSDs spezifiziert und fu¨hren zusa¨tzliche verbotene Nachrichten ein.
Diese du¨rfen keinesfalls im Verlauf des MSDs eintreten, außer die Nachricht ist gerade
freigegeben.
Um die Ausfu¨hrungssemantik eines MSDs im Play-out besser verstehen zu ko¨nnen,
mu¨ssen weitere Konzepte dargestellt werden. Zuna¨chst wird die Unification von Dia-
gramm-Ereignissen und Nachrichten-Ereignissen besprochen. Diese tritt auf, sobald ein
Nachrichten-Ereignis im Objekt-System mit einer Diagramm-Nachricht eines MSDs iden-
tifiziert wird, wenn also beide auf die gleiche Operation verweisen und deren Sender und
Empfa¨nger durch die entsprechenden Lebenslinien innerhalb des MSDs repra¨sentiert
werden. Ist dies der Fall, wird eine aktive Kopie eines MSDs, genannt aktives MSD, er-
zeugt. Dabei du¨rfen mehrere MSDs gleichzeitig aktiv sein, um mehrere Bedingungen an
das System stellen zu ko¨nnen. Es wird im Folgenden angenommen, dass das MSD genau
mit einer kalten, u¨berwachenden Nachricht beginnt, die vereinheitlicht wird. Treten im
weiteren Verlauf Ereignisse auf, die mit den Nachrichten des MSD u¨bereinstimmen, so
wird das aktive MSD weiter ausgefu¨hrt. Die Ausfu¨hrung wird durch den sog. Schnitt
(Cut) angegeben. Dieser markiert fu¨r jede Lebenslinie die anliegenden Enden der Nach-
richten, die vereinheitlicht wurden. Diese Punkte werden Position (location) der Lebens-
linie genannt. Befindet sich der Schnitt auf der sendenden und empfangenden Lebenslinie
direkt vor einer Nachricht, so wird diese Nachricht freigegeben. Der Schnitt nimmt dabei
die Temperatur und Ausfu¨hrungsart der Nachricht an. Eine freigegebene, ausfu¨hrbare
Nachricht heißt aktive Nachricht. Wenn der Schnitt die letzte Position jeder Lebenslinie
eines aktiven MSDs passiert hat, wird die aktive Kopie beendet.
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Wa¨hrend der Ausfu¨hrung, sprich des Play-outs ko¨nnen Versto¨ße auftreten, indem oben
beschriebene Ausfu¨hrungsmechanismen nicht beachtet werden. Ein Sicherheitsverstoß
tritt auf, wenn der Schnitt (cut) heiß ist und ein Ereignis stattfindet, das nicht mit einer
freigegebenen Nachricht im MSD identifiziert werden kann. Ist der Schnitt bei einem
solchen Ereignis kalt, spricht man von einem kalten Verstoß. Sicherheitsversto¨ße du¨rfen
keinesfalls vorkommen. Sie fu¨hren zum sofortigen Anhalten des Systems. Kalte Versto¨ße
ziehen das sofortige Beenden des aktiven MSDs nach sich. Ist die kommende Nachricht
und damit der Schnitt zudem ausfu¨hrend, bedeutet dies, dass das aktive MSD fortfahren
muss. Ist dies nicht mo¨glich, entsteht im Play-out ein Lebendigkeitsverstoß.
Bezu¨glich seiner Konsistenz wird bei der Ausfu¨hrung eines MSDs pauschal angenom-
men, dass Ereignisse der Umgebung jederzeit auftreten ko¨nnen und dass das System
immer schnell genug ist, um eine endliche Anzahl von Nachrichten zu senden, bevor
das na¨chste Umgebungsereignis stattfindet. Ein Lauf des Systems und seiner Umgebung
besteht aus einer unendlichen Anzahl von Nachrichten. Ein Lauf genu¨gt dem System,
wenn keine Sicherheits- oder Lebendigkeitsversto¨ße auftreten und das System keine un-
begrenzte Anzahl von Schritten ausfu¨hrt, sondern immer wieder auf ein Ereignis aus
seiner Umgebung wartet. Die MSD-Spezifikation ist konsistent und realisierbar, falls die
Systemobjekte auf jede im System mo¨gliche Sequenz von Umgebungsereignissen reagie-
ren ko¨nnen, so dass der Lauf der Spezifikation des MSDs genu¨gt. Diese Systeme werden
als valide Implementierungen der MSD-Spezifikation aufgefasst.
Weitere Details zur Ausfu¨hrung von MSDs sind Harel und Maoz [39] zu entnehmen.
Im Beispiel in Abbildung 9.3 beauftragt ein Arbeiter (w:Worker) an einem Terminal
(a:AsssemblyStation) die Lieferung einer Ware eines Warentyps (Parameter itemKind der
ersten Nachricht). Das Terminal muss nun eine Nachricht an das Speichermanagement
(sm:Storagemanagement) senden. Dieses entscheidet nun, ob die Aufgabe erstellt wird
(und letztlich einem Roboter zur Ausfu¨hrung u¨bergeben) oder die gewu¨nschte Ware nicht
vorhanden ist. Hierzu wird das alt-Fragment, das eine Fallunterscheidung kennzeichnet,
beno¨tigt. Wird die Aufgabe erstellt, sendet das Speichermanagement eine Nachricht an
das Transportsystem (tsc:TransportSystemControl)2. Dieser Aufruf aktiviert das untere
der in Abbildung 9.3 gezeigten MSDs, das die Aufgabe dem Roboter zuweist.
Am konkreten Beispiel wird zudem deutlich, dass eine Lebenslinie nicht nur fu¨r ein be-
stimmtes Objekt, sondern auch fu¨r eine Klasse von Objekten stehen kann. Dazu ko¨nnen
beim Auftreten von Nachrichten die Lebenslinien dynamisch an Objekte gebunden wer-
den. Dabei werden die sendende und empfangende Lebenslinie der ersten Nachricht
bei der Vereinheitlichung der Nachrichten zur Aktivierung des MSDs gebunden. Die
u¨brigen Lebenslinien werden durch spezielle Bindungsausdru¨cke, die an der Lebensli-
nie angebracht werden, gebunden (gru¨ne Ka¨stchen u¨ber den Lebenslinien in Abbildung
9.3). Bindungsausdru¨cke sind in OCL spezifiziert, wobei die Namen der Lebenslinien als
Variablen genutzt werden du¨rfen. Fu¨r Details hierzu sei auf Brenner et al. [17] verwiesen.
Eine weitere Eigenschaft der hier betrachteten MSDs ist die Tatsache, dass Nach-
richten Parameter anhaften. Diese werden durch die Operation, welche die Nachricht
repra¨sentiert, definiert. Parameter sind u¨ber primitive Typen oder Klassen typisiert.
2Aus Platz- und Layoutgru¨nden wurde dies zu tsc:TransportSystemCtrl abgeku¨rzt.
192
Jede Nachricht muss zu ihrer Ausfu¨hrung die Werte fu¨r alle ihr zugeordneten Parame-
ter mitbringen. Dies bedeutet, dass primitive Werte oder Objektreferenzen u¨bergeben
werden. Zudem kann jede Diagramm-Nachricht durch die Zuweisung von Konstanten,
die Referenzierung von Lebensliniennamen oder anderen Variablen Werte fu¨r die Para-
meter spezifizieren. Beispielsweise wird bei einer createJob-Nachricht als Ziel der Ware
das Terminal angegeben, an dem die Ware bestellt wurde. Dies entspricht der U¨bergabe
des Terminals (a) als dritten Parameter an die Nachricht, da dieser in der Methode
createJob(...) den Zielort bestimmt.
Eine weitere Eigenschaft von MSDs sind Diagramm-Variablen. Sie werden innerhalb
des MSDs erstellt und sind nur hier gu¨ltig. Diese Variablen ko¨nnen gebunden oder un-
gebunden sein, je nachdem, ob ihnen bereits ein Wert zugewiesen ist. In Abbildung 9.3
wird die Variable itemKind durch die Aktivierung des MSDs gebunden. Kann ein Para-
meter nicht gebunden werden, ist dies, je nach Art der Nachricht, ein Sicherheits- oder
kalter Verstoß. Genauere Informationen zu Parametern in Nachrichten finden sich in
Harel und Marelly [40] und Brenner et al. [17].
Nachdem der Aufbau des MSDs und die Funktionsweise des Play-out-Algorithmus
skizziert wurden, erfolgt hier ein Einblick in die Funktionsweise eines Play-outs: Der
Play-out-Algorithmus von Harel und Marelly definert eine Ausfu¨hrungssemantik fu¨r
MSDs. Das Prinzip dieses Algorithmus ist, dass bei Auftreten eines Umgebungsereignis-
ses ein oder mehrere MSDs aktiviert oder aktive MSDs mit freigegebenen Nachrichten
fortgesetzt werden. Daraus wa¨hlt der Algorithmus nicht-deterministisch eine Nachricht
zum Senden aus, die aktuell zu keinem Sicherheitsverstoß in einem anderen aktiven
MSD fu¨hrt. Dies wiederholt sich, bis keine aktiven Nachrichten mehr vorhanden sind.
Dann wartet der Algorithmus auf das na¨chste Umgebungsereignis und setzt den Pro-
zess fu¨r eben dieses Ereignis fort, solange keine Sicherheitsversto¨ße vorkommen. Zudem
ko¨nnen als Erweiterung des Play-outs MSDs einbezogen werden, die Annahmen an die
Umgebung treffen. Damit kann gefordert werden, dass das System den Anforderungen
entspricht, solange seine Umgebung den getroffenen Annahmen genu¨gt.
Diese Erweiterung sowie der Play-out sind in ScenarioTools implementiert. Sce-
narioTools ist ein Werkzeug zum szenariobasierten Design von Software-intensiven
Systemen. Es wird von der Software Engineering Group der Leibniz Universita¨t Han-
nover, der DEEPSE Group des Politecnico di Milano, der Software Engineering Group
der Universita¨t Paderborn, und der Software Engineering Division von Chalmers Uni-
versity of Technology and University of Gothenburg entwickelt. ScenarioTools ist im
Internet unter http://scenariotools.org zu finden. Das Eclipse-basierte Werkzeug
unterstu¨tzt Nachrichten, die einfache Seiteneffekte auf Objekten innerhalb des Objekt-
systems zulassen. Beispiele hierfu¨r sind Attributzuweisungen am Empfa¨ngerobjekt oder
das A¨ndern von einwertigen Referenzen. Komplexe strukturelle A¨nderungen, wie das Er-
stellen eines Objekts, das gleichzeitig in seinen Kontext eingebettet werden muss, sind
jedoch nicht vorgesehen. Dies stellt eine Lu¨cke in der Entwicklung mit MSDs dar.
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9.1.3 Integration von MSDs mit Graphtransformationsregeln
Zum Schließen der eben aufgezeigten Lu¨cke - dem Mangel an Mo¨glichkeiten zur komple-
xen strukturellen A¨nderung des Objektsystems - bieten sich Graphtransformationsregeln
an, da sie sich, wie in den vorangegangenen Kapiteln gezeigt, sehr gut zur Beschreibung
von komplexen Struktura¨nderungen von Objektsystemen eignen. Im Weiteren wird die
Integration von MSDs und Graphtransformationsregeln durch gegenseitige Einflussnah-
me beider realisiert.
Dabei wird ein geradliniger Integrationsansatz verfolgt: Die Graphtransformations-
regeln implementieren weiterhin die im Klassendiagramm modellierten Methoden. Sie
werden als Seiteneffekte von Nachrichten ausgefu¨hrt. Wird wa¨hrend eines Laufs des Sys-
tems eine Nachricht gesendet, die sich auf eine Operation bezieht, welche durch eine
Graphtransformationsregel implementiert ist, so wird die Regel ausgefu¨hrt. Nachrich-
ten lo¨sen demnach die Ausfu¨hrung von Regeln aus. Es handelt sich hierbei um eine
synchrone Ausfu¨hrung. Dies bedeutet, dass das na¨chste Nachrichtenereignis erst nach
Beenden der Regelausfu¨hrung auftritt. Graphtransformationsregeln modellieren also die
komplexen A¨nderungen an einem System, die eine Nachricht nach sich ziehen kann.
Zudem kann eine Graphtransformationsregel die Ausfu¨hrung von Aktionen beeinflus-
sen. Sie gibt Anforderungen an den strukturellen Kontext vor, in dem das System be-
stimmte A¨nderungen durchfu¨hren darf. Außerdem trifft sie Annahmen an die Umgebung.
Sie bestimmt den strukturellen Kontext, in welchem gewisse Ereignisse in der Umgebung
auftreten du¨rfen. Ist eine Vorbedingung der Regel nicht erfu¨llt, sei es, indem das Mus-
ter der linken Seite nicht gefunden wird oder eine Negative Anwendbarkeitsbedingung
(Negative Application Condition) (NAC) erfu¨llt ist, darf das zugeho¨rige Ereignis nicht
auftreten. Es tritt ein Sicherheitsverstoß bezu¨glich der Systemanforderungen oder der
Annahmen an die Umgebung auf.
Diese Vorgehensweise soll am Beispiel des autonomen Transportsystems verdeutlicht
werden. Darin wird die Lieferung einer Ware betrachtet. Die zugeho¨rigen Diagramme
finden sich in den Abbildungen 9.4 und 9.5.
Abbildung 9.4, zeigt das bereits aus Abbildung 9.3 bekannte MSD in einer geringfu¨gig
angepassten Version sowie zwei Graphtransformationsregeln. Die Regeln implementie-
ren die Operationen createJob(...) der Klasse Transportsystem und doJob(...) der Klasse
Agent, der Oberklasse von Robot. Die Implementierung von createJob(...) stellt sich als
aufwa¨ndiger heraus und wird daher mittels einer Graphtransformationsregel modelliert,
die eine konzise, visuelle Modellierungsmo¨glichkeit zur Erstellung der Aufgabe (Job) und
deren Einbettung in den Kontext des Systems anbietet. Die Regel zur Implementierung
von createJob(...) erstellt dazu ein neues Objekt der Klasse Job und bettet dieses in seinen
Kontext ein, indem Links auf die bereits existierenden Objekte erzeugt werden. Dabei
fa¨llt auf, dass keine Verbindung zum item - das die angeforderte Ware repra¨sentiert
- hergestellt wird. Dieses dient als Bedingung an die Ausfu¨hrbarkeit der Regel. Das
neue Objekt job: Job dient als Ru¨ckgabeparameter der Regel. Er wird der Diagramm-
Variablen job im aufrufenden MSD zugeordnet. Damit wird im U¨brigen die Referenz
createdJob im Klassendiagramm (Abbildung 9.2) u¨berflu¨ssig und kann entfernt werden.






























Abbildung 9.4: Integration von Graphtransformationsregeln und modalen Sequenzdiagrammen
am Beispiel - Teil 1
werden. Dies zeigt, dass es zu U¨berschneidungen in der Ausdrucksfa¨higkeit zwischen
MSDs und Graphtransformationsregeln kommt. Die Operation erzeugt einen Link zwi-
schen einem Agenten (hier ein Roboter) und dem ihm ab diesem Zeitpunkt zugeordneten
Auftrag.
Die Ausfu¨hrung dieses Auftrags ist in Abbildung 9.5 gezeigt. Zuna¨chst wird das MSD
RobotMoveToPickUpLocation betrachtet. Hier bewegt sich der Roboter (r:Robot) zu der
durch den Auftrag (Nachrichtenparameter job) vorgegebenen Lagerstelle der Ware. Dies
ist als Nachricht an die Umgebung modelliert, da der Roboter sich hier physisch zur
angegebenen Position bewegen muss. Die Nachricht, die aus der Umgebung zum Ro-
boter zuru¨ck kommt, simuliert die Ankunft des Roboters (z.B. indem die Sensoren des
Roboters dies melden). Diese Stelle wird nun mit dem Lager identifiziert, das die Ware -
identifiziert durch ihren Warentyp - entha¨lt und in welchem der Roboter beladen wird.
Dabei wird angenommen, dass es sich um einen automatisierten Vorgang handelt, der
nicht na¨her betrachtet wird. Der Roboter transportiert die Ware nun zur ebenfalls durch
den Auftrag vorgegebenen Stelle und la¨dt diese dort ab. Das Abladen der Ware ist in
Abbildung 9.5 aus Gru¨nden der U¨bersichtlichkeit nicht eingezeichnet. Es ist in einem
anderen, hier nicht na¨her betrachteten, MSD modelliert.
Dieses MSD beru¨cksichtigt jedoch nicht alle Faktoren des Prozesses. Bereits das An-
kommen des Roboters an einer vorgegebenen Stelle kann zu Problemen fu¨hren, falls diese
nicht frei ist. Um diese Problematik zu beru¨cksichtigen, wird die Operation arrived(...)
durch eine Graphtransformationsregel implementiert (unten in Abbildung 9.5), die mit-
tels einer NAC sicherstellt, dass eine Stelle nur dann betreten werden kann, wenn sie
frei ist, sprich, wenn sich kein anderer Agent dort befindet. Zusa¨tzlich ist die Nachricht
arrived(...) eine Umgebungsnachricht. Sie muss die linke der beiden Annahmen an die














































Abbildung 9.5: Integration von Graphtransformationsregeln und modalen Sequenzdiagrammen
am Beispiel - Teil 2
keine andere Stelle bewegen darf, solange er nicht an der vorgegebenen angekommen ist.
Ein Fehlschlagen der Regel wu¨rde also zu einem Sicherheitsverstoß bezu¨glich der Umge-
bung fu¨hren. Die rechte Annahme an die Umgebung betrifft das Beladen des Roboters
und stellt sicher, dass der Roboter korrekt nur und ausschließlich mit der angeforderten
Ware beladen wird.
Zur Ausfu¨hrung dieser Integration muss auch der Play-out-Algorithmus angepasst
werden, indem er - zusa¨tzlich zur bereits beschriebenen Ausfu¨hrungssemantik - pru¨ft,
ob das zur Ausfu¨hrung vorgesehene Ereignis keine Vorbedingungen einer Regel verletzt.
Die Ausfu¨hrung des ersten Teils des laufenden Beispiels (Abbildung 9.4) ist in der
zweiseitigen Abbildung 9.6 dargestellt.
Hier wurde zuna¨chst das MSD orderRobotToStartJob aktiviert (Schritt 1 in Abbildung
9.6). Dies wird durch den Schnitt (cut) im Diagramm verdeutlicht, der bei der ersten
Nachricht im Diagramm steht, die mit einem Ereignis vereinheitlicht wurde. Sie ruft
im na¨chsten Schritt die Graphtransformationsregel auf (Schritt 2). Fu¨r die folgenden
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Schritte muss eine Fallunterscheidung getroffen werden.
Ist die Vorbedingung der Regel verletzt, findet sich hier keine U¨bereinstimmung des
Musters im Objektsystem, schla¨gt die Regel fehl (Schritt 3) und fu¨hrt zu einem Sicher-
heitsverstoß und dem sofortigen Beenden des Play-outs (Schritt 4).
Wird jedoch nach dem Aufruf eine U¨bereinstimmung des Musters der Graphtrans-
formationsregel mit dem Objektsystem gefunden, so wird die neue Aufgabe erstellt, ein
Objekt der Klasse Job (Schritt 5), und zuru¨ckgegeben (Schritt 6). Das zuru¨ckgegebene
Objekt wird in der Diagrammvariablen job gespeichert. Der Schnitt (cut) aktiviert die
na¨chste Nachricht. Diese hat im Beispiel bei ihrer Ausfu¨hrung den Aufruf der Regel
doJob zur Folge (Schritt 7). Wird diese korrekt abgearbeitet (wovon hier ausgegangen
wird), hat der Schnitt (cut) die letzte aktive Nachricht des MSDs passiert (Schritt 8)
und das MSD wird terminiert. Das Play-out wird in weiteren (aktiven) MSDs fortgesetzt
(Schritt 9).
Zusammenfassend wurde in diesem Abschnitt dargestellt, wie MSDs und Graphtrans-
formationsregeln sich gegenseitig unterstu¨tzen und aufeinander Einfluss nehmen ko¨nnen.
Beide stu¨tzen und erweitern das Konzept und die Ma¨chtigkeit des jeweils anderen Kon-
zepts bzw. Werkzeugs. Damit ist auf konzeptueller Ebene gezeigt, dass Graphtransfor-
mationsregeln auch im Automotive- und Embedded-Bereich eine Bedeutung erlangen
ko¨nnen.
9.2 Prototypische Werkzeugintegration von ModGraph
und ScenarioTools
Damit die eben erla¨uterte Integration von MSDs und Graphtransformationsregeln kein
reines Konzept bleibt, wurde eine prototypische Integration der beiden Werkzeuge Sce-
narioTools und ModGraph vorgenommen. Die Interaktion der beiden Werkzeuge ist
in Abbildung 9.7 dargestellt.
Beginnend mit ScenarioTools werden die MSDs zuna¨chst in UML unter Benutzung
des Papyrus-Editors3 modelliert (Schritt 1 in Abbildung 9.7). Dazu geho¨rt auch die Mo-
dellierung des UML-Klassendiagramms. Der Editor wurde durch Profile angepasst, um
Modalita¨ten zu den Sequenzdiagrammen bereitzustellen. Das UML-Klassendiagramm
wird im Folgenden in ein Ecore-Klassendiagramm transformiert (Schritt 2). Basierend
auf diesem Ecore-Modell ko¨nnen nun Graphtransformationsregeln mit ModGraph er-
stellt werden, die einzelne Operationen aus dem Ecore-Modell implementieren (Schritt
3). Zudem wird das Ecore-Modell in ein Xcore-Modell u¨bersetzt und die Implementie-
rung der fertigen Regeln in das Xcore-Modell generiert (Schritt 4).
Zur Ausfu¨hrung erzeugt ScenarioTools eine Instanz des Ecore-Modells, die als
Objekt-System dient (Schritt 5). Auf dieser wird der ScenarioTools Play-out aus-
gefu¨hrt (Schritt 6). Wa¨hrend des Play-outs werden die Xcore-Implementierungen der
Regeln aufgerufen sobald ein Nachrichten-Ereignis auftritt, das einer Operation ent-



































































































































Abbildung 9.7: Zusammenarbeit von ModGraph und Scenariotools
Da bei Aufruf einer Regel zuna¨chst gekla¨rt werden muss, ob ihre Vorbedingungen
erfu¨llt sind, werden bei der Generierung der Graphtransformationsregeln nach Xcore ei-
ne pru¨fende Operation - zum Test der Vorbedingungen der Regel - und eine ausfu¨hrende
Operation - zur Ausfu¨hrung der Regel - erzeugt. Der in Abschnitt 7.2.2 betrachtete Gene-
rator fu¨r Xcore-Operationen wird dahingehend modifiziert. Er generiert nun - analog zum
Java-Generator (Abschnitt 7.2.1) - eine Hilfsmethode, die die Mustersuche u¨bernimmt.
Selektiert der Play-out wa¨hrend seiner Ausfu¨hrung eine Nachricht, die zur Ausfu¨hrung
einer Regel fu¨hrt, so wird zuerst die pru¨fende Methode aufgerufen, danach - bei Erfolg
dieser - die ausfu¨hrende. Schla¨gt die pru¨fende Methode fehl, tritt ein Sicherheitsverstoß
auf.
Dieser im allgemeinen schlu¨ssige Ansatz unterliegt leider einigen Limitierungen. Sce-
narioTools unterstu¨tzt lediglich Nachrichten mit einem Parameter. Dies erschwert
die Umsetzung des oben beschriebenen Ansatzes. Eine Erweiterung zur Unterstu¨tzung
von Nachrichten mit mehreren Parametern ist bereits in Planung. Um das Beispiel den-
noch umsetzen zu ko¨nnen, werden mehrere Nachrichten genutzt, um die Parameter zu
u¨bergeben, was das System etwas verkompliziert.
ModGraph bietet keine direkte Interpretation seiner Regeln an. Daher ist der Umweg
u¨ber Xcore notwendig, denn ModGraph nutzt den Xcore-Interpreter zur indirekten In-
terpretation der Regeln. Hier wa¨re ein Interpreter oder dynamisches Laden von Quelltext
erforderlich.
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10 Diskussion und Abgrenzung des
Ansatzes
10.1 Diskussion des Ansatzes
Dieser Abschnitt widmet sich der Statistik und einigen Vergleichen. Zuna¨chst folgt eine
Untersuchung der Regeln an sich. Daraufhin werden Laufzeitmessungen durchgefu¨hrt.
Dazu werden die beiden - aus dieser Arbeit bereits bekannten - Projekte Bugtracker und
Refactoring untersucht.
10.1.1 Evaluation der Regeln
Zur Evaluation der Regeln wird das Auftreten der Elemente in 59 Regeln geza¨hlt. Sie
gibt einen ersten Eindruck der Nutzung von Graphtransformationsregeln in ModGraph.
Um einen U¨berblick u¨ber das durchschnittliche Auftreten eines Elements innerhalb einer
Regel zu erlangen, wird das arithmetische Mittel aus den durch die Za¨hlung erhaltenen





Außerdem wird die minimale und maximale Anzahl der in einer Regel vorkommenden
Elemente des jeweiligen Typs ermittelt.
Erfassung
Beide untersuchten Projekte wurden mit ModGraph modelliert. Der Bugtracker stellt
eine fru¨he Anwendung dar, die mo¨glichst modellgetrieben entwickelt ist. Die Grundfunk-
tionalita¨t wird durch Ecore und ModGraph-Regeln dargestellt. Lediglich die Methode
getNextNumber() ist in Java bzw. in Xcore implementiert. Der Bugtracker besteht aus
sieben Klassen und drei Aufza¨hlungsdatentypen. Erstere bieten insgesamt 25 Operatio-
nen an, und entha¨lt 24 Regeln. Davon sind 13 Graphabfragen, neun Transformationen
und zwei Tests.
Das Projekt zum propagierenden Refactoring nutzt Xcore und Graphtransformations-
regeln nicht ganz zu gleichen Teilen: 35 der 71 Operationen, die im Xcore-Modell des
propagierenden Refactorings implementiert sind, nutzen ModGraph-Regeln. Diese sind
auf drei Klassen verteilt. Das Refactoring importiert Klassen aus dem Ecore-Metamodell
und dem Graphtransformations-Metamodell. Die Regeln setzen sich aus fu¨nf Abfragen
und 30 Transformationen zusammen.
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Hauptkomponenten Anzahl Elemente/Regel Max. Auftreten Min. Auftreten
Vorbedingung 19 0,32 2 0
Nachbedingung 4 0,07 1 0
Graphmuster 59 1 1 1
NAC 9 0,15 2 0
Tabelle 10.1: Vorkommen der Hauptkomponenten einer Regel
Graphmuster Anzahl Elemente/Regel Max. Auftreten Min. Auftreten
geb. Knoten 112 1,90 8 1
ungeb. Knoten 147 2,49 7 1
Knoten gesamt 259 4,39 12 2
Links 246 4,17 14 0
Pfade 38 0,64 4 0
Kanten gesamt 284 4,81 15 1
Tabelle 10.2: Vorkommen der Elemente im Graphmuster
Insgesamt werden 59 Regeln betrachtet. Dabei wird fu¨r jede Regel vermerkt, aus
welchen Komponenten sie aufgebaut ist. Die Ergebnisse finden sich in den folgenden
Tabellen. Zuna¨chst werden die Hauptkomponenten der Regel, deren Ergebnisse in Ta-
belle 10.1 gezeigt sind, betrachtet. Jede Regel besitzt ein Graphmuster. Das ist ein
zu erwartendes Ergebnis, da ModGraphs Metamodell fu¨r Graphtransformationsregeln
es fordert. Die anderen Hauptkomponenten, Vor- und Nachbedingungen sowie NACs,
sind optionale Komponenten einer Regel und du¨rfen daher wegfallen. Dies deckt sich
mit dem jeweiligen minimalen Auftreten, das null entspricht. Das maximale Auftreten
der Hauptkomponenten ist immer gro¨ßer null. Es ist damit besta¨tigt, dass alle Haupt-
komponenten der Regel Verwendung finden. Wie oft dies der Fall ist, kann aus dem
arithmentischen Mittel abgelesen werden. Vorbedingungen stellen dabei die ha¨ufigste
Form der Bedingung eines Graphmusters dar. Sie treten in einem Drittel der Fa¨lle auf.
Nachbedingungen und NACs werden eher selten genutzt. Dabei werden NACs o¨fter als
die Nachbedingungen verwendet.
Die einzelnen Elemente im Graphmuster und in den NACs sowie die Elemente inner-
halb aller Knoten wurden ebenfalls untersucht. Betrachtet man die Knoten im Graph-
muster, ergeben sich die in Tabelle 10.2 gezeigten Resultate. Jedes entha¨lt mindestens
einen gebundenen Knoten. Dies ist entweder ein Parameterknoten oder der fu¨r das ak-
tuelle Objekt stehende Knoten. Oft sind es sogar mehrere, wie aus dem arithmetischen
Mittel abzulesen ist, das einer gebundenen Knotenzahl von durchschnittlich 1,90 pro Re-
gel entspricht. Parameter werden gegenu¨ber dem aktuellen Objekt minimal bevorzugt.
Interessanterweise treten mehrwertige Parameter eher selten auf. Weiterhin ko¨nnen bis
zu acht gebundene Knoten gemeinsam in einem Graphmuster zu finden sein. Tabelle
10.3 fasst dies zusammen.
Die Ergebnisse zeigen, dass die betrachteten Graphmuster auch mindestens einen un-
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Graphmuster Anzahl Elemente/Regel Max. Auftreten Min. Auftreten
Knoten fu¨r
aktuelles Objekt
42 0,71 1 0
einwertige
geb. Knoten
60 1,02 4 0
mehrwertige
geb. Knoten
10 0,17 4 0
Tabelle 10.3: Vorkommen der gebundenen Knoten im Graphmuster
Graphmuster Anzahl Elemente/Regel Max. Auftreten Min. Auftreten
einwertige
ungeb. Knoten
107 (3) 1,81 (0,05) 7 (1) 0 (0)
mehrwertige
ungeb. Knoten
40 (7) 0,68 (0,12) 4 (3) 0 (0)
Tabelle 10.4: Vorkommen der ungebundenen Knoten im Graphmuster
(angegeben als gesamt (optional) )
gebundenen Knoten, im Durchschnitt sogar 2,49, aufweisen (Tabelle 10.2). Mehr als
sieben treten bislang nicht gemeinsam in einem Graphmuster auf. Die ungebundenen
Knoten werden anhand von Tabelle 10.4 genauer untersucht. Die angegebenen Werte
entsprechen den Vorkommen von obligatorischen und optionalen Knoten. Zur besseren
Einscha¨tzung sind die Werte fu¨r die optionalen Knoten nochmals in Klammern angege-
ben. Es stellt sich heraus, dass die Verwendung obligatorischer Knoten u¨berwiegt. Dies
war zu erwarten, denn die optionalen Knoten stellen einen Sonderfall dar. Einwertige
Knoten kommen mehr als doppelt so oft vor wie mehrwertige. Dabei treten mehrwertige
optionale Knoten tendenziell o¨fter auf als einwertige optionale.
Betrachtet man nochmals die Werte fu¨r das Graphmuster in Tabelle 10.2, entha¨lt es
im Schnitt etwas mehr als vier Knoten. Graphmuster mit weniger als zwei und mehr als
zwo¨lf Knoten kommen nicht vor.
Zur Verbindung der Knoten werden Kanten beno¨tigt. Jedes Graphmuster entha¨lt min-
destens eine Kante, im Durchschnitt fast fu¨nf (4,81). Das Graphmuster mit den meisten
Kanten beinhaltet 15 davon. Dabei werden ha¨ufiger Links als Pfade eingesetzt. Die be-
trachteten Graphmuster enthalten bis zu 14 Links und bis zu vier Pfade. Durchschnittlich
sind 4,17 Links und 0,64 Pfade zu finden.
Da nur neun NACs vorkommen, sind die Ergebnisse hier nicht so repra¨sentativ wie
die der 59 Graphmuster, sollen jedoch trotzdem in Tabelle 10.5 gezeigt werden. Je-
de der NACs hat mindestens einen gebundenen Knoten. Dies kann entweder ein das
aktuelle Objekt repra¨sentierender (drei mal) oder ein Parameterknoten (einmal) sein.
Alternativ kann ein bereits im Graphmuster gebundener Knoten in der NAC wiederver-
wendet werden (fu¨nf mal), was vor allem beim Refactoring auftritt. Jede NAC entha¨lt
im Durchschnitt etwas mehr als einen ungebundenen Knoten und eine Kante, die in allen
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NAC Anzahl Elemente/Regel Max. Auftreten Min. Auftreten
geb. Knoten 9 (3/1/5) 1,00 1 1
ungeb. Knoten 10 1,11 2 1
Kanten 10 (10/0) 1,11 2 1
Tabelle 10.5: Durchschnittliches Vorkommen der Elemente in der NAC




14 0,24 2 0
Attribut-
bedingung
44 0,76 4 0
Attribut-
zuweisung
40 0,69 7 0
Operations-
aufruf
4 0,07 3 0
Ru¨ckgabe-
parameter
29 0,5 1 0
Tabelle 10.6: Durchschnittliches Vorkommen von Elementen in den Knoten
betrachteten Fa¨llen ein Link ist (zehnmal, null Pfade).
Im Folgenden werden die Elemente innerhalb der Knoten untersucht. Tabelle 10.6
zeigt, dass in etwa einem Viertel aller Regeln OCL- oder Xcore-Bedingungen an Kno-
ten gestellt werden. Bedingungen und Wertzuweisungen an Attribute kommen deutlich
o¨fter vor. Zwei aus drei Regeln enthalten eine Attributbedingung, maximal treten vier
gemeinsam auf. Mehr als zwei von drei Regeln entha¨lt eine Zuweisung. Die Regel mit
den meisten Zuweisungen entha¨lt sieben. Jedoch existieren auch Regeln ohne Bedin-
gungen oder Wertzuweisungen an Attribute. Operationsaufrufe kommen eher selten vor.
Der Grund hierfu¨r ist in der Kontrollflussmodellierung mit Xcore im Refactoring Pro-
jekt zu suchen. Durch die externe Modellierung der prozeduralen Anteile, werden auch
die gegenseitigen Aufrufe der Regeln untereinander tendenziell weniger. Die Ha¨lfte aller
Regeln gibt einen durch einen Knoten repra¨sentierten Wert zuru¨ck.(Die Graphtests, die
boolsche Werte zuru¨ckliefern, sind hier nicht erfasst.)
Diskussion
Nach eingehender Betrachtung der Fakten bleibt die Frage: Untermauern diese den Mehr-
wert, den Graphtransformationsregeln bieten ko¨nnen? Um diese Frage zu beantworten,
wird ModGraph bezu¨glich der in [20] gefundenen, generellen Beobachtungen bei Nutzung
von Graphtransformationsregeln untersucht. Diese lauten zugespitzt formuliert:
1. Das Verhaltensmodell ist hochgradig prozedural.
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2. Die Ausdrucksma¨chtigkeit der Regeln wird kaum genutzt.
Ausgehend vom ersten Punkt wird gefordert, dass textuelle, prozedurale Elemente zur
Steuerung der Regeln und zur Programmierung der prozeduralen Anteile vorhanden sein
sollten, da grafische Elemente zur Steuerung keine Vorteile mit sich bringen. Dies ist im
ModGraph-Ansatz gegeben, da ModGraph Xcore zur Steuerung der Regeln nutzt. Zu-
dem wird dem Nutzer die geforderte Wahlfreiheit zwischen der prozeduralen und der
regelbasierten Implementierung gewa¨hrt. Durch die nahtlose Integration der Regeln in
Xcore (siehe Abschnitt 7.1) steht es ihm frei, selbst zu wa¨hlen, in welchen Anteilen
ModGraph-Regeln, Ecore und Xcore zur Umsetzung des aktuellen Problems verwendet
werden. Dabei wird ihm geraten, sich auf den Mehrwert, den die Regeln bieten, die ein-
fache Modellierung komplexer struktureller Vera¨nderungen, zu konzentrieren: Der Mo-
dellierer wird demnach nicht gezwungen, Regeln zu nutzen. Diese Wahlfreiheit ist in den
meisten anderen Werkzeugen nicht gegeben, wie in Abschnitt 10.2 gezeigt werden wird.
Es entsteht eine strikte Trennung von prozeduraler und regelbasierter Verhaltensmodel-
lierung, die zur Folge hat, dass prozedurale Elemente in den Regeln großteils vermieden
werden.
”
Prozedurale Einzeiler“, wie Operationsaufrufe, sind trotzdem mo¨glich.
Betrachtet man die Verteilung in den beiden untersuchten Beispielprojekten, so ist im
propagierenden Refactoring etwa die Ha¨lfte des modellierten Verhaltens durch Regeln
dargestellt. Im Bugtracker ist das Verhalten bis auf eine Ausnahme ausschließlich durch
Regeln modelliert.1 Allerdings kann daraus nicht gefolgert werden, dass die Regeln im
Allgemeinen den prozeduralen Operationen vorzuziehen sind, sondern lediglich, dass
der Modellierer des Bugtrackers gerne Regeln verwendet. Der Bugtracker ist zudem ein
kleines Projekt, das keine Schichten aufweist. Die darin modellierten Operationen bilden
auf elementarer Ebene die Funktionsweise eines Bugtrackers ab. Diese la¨sst sich recht
gut durch Regeln ausdru¨cken. Komplexere Operationen auf dem BugTracker wu¨rden
ebenso zur Nutzung prozeduraler Anteile im Modell fu¨hren. Ein Beispiel hierfu¨r findet
sich in Abschnitt 5.4, Auflistung 5.4. Darin wird eine Methode erstellt, die zwei Regeln
komponiert.
Die in [20] getroffene Aussage, dass das Verhaltensmodell (gemeint ist hier eine Menge
von Regeln) sehr viele prozedurale Elemente entha¨lt, kann trotzdem teilweise entkra¨ftet
werden. Nutzt man die Regeln nur, wenn sie einen Mehrwert bieten, geht die Verwendung
der prozeduralen Anteile innerhalb der Regeln (nicht global) zuru¨ck.
Zur Diskussion des zweiten Punkts aus [20], der die Nutzung der Ausdrucksma¨chtigkeit
der Regeln anzweifelt, werden die zuvor erstellten Statistiken u¨ber die Regeln betrachtet.
In einem Graphmuster befinden sich im Durchschnitt 4,39 Knoten (1,90 gebundene und
2,49 ungebundene Knoten) und 4,81 Kanten (4,17 Links und 0,64 Pfade). Um diese
Zahlen vergleichen zu ko¨nnen, muss zuna¨chst gekla¨rt werden, welche der Ergebnisse aus
[20] dazu herangezogen werden ko¨nnen. Zudem sei an dieser Stelle angemerkt, dass hier
nur insgesamt 259 Knoten und 284 Kanten in 59 Regeln evaluiert wurden, wa¨hrend in
[20] 988 Storymuster (die hier als Analogon zu einer Regel genutzt werden) mit u¨ber
1Dies ist kein Einzelfall. Auch das Verhalten des mit ModGraph realisierten Kalenderprojekts ist na-
hezu nur mit Regeln modelliert. Es kann unter http://btn1x4.inf.uni-bayreuth.de/modgraph/
homepage heruntergeladen werden.
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Tabelle 10.7: Vergleich der Ergebnisse mit [20]
1600 Objekten und u¨ber 700 Kanten betrachtet werden. Ein Trend sollte sich dennoch
ablesen lassen. Tabelle 10.7 stellt die Ergebnisse gegenu¨ber. Die Objekte der Storymuster
werden mit den einwertigen (gebundenen und ungebundenen) Knoten im Graphmuster
verglichen, die Multiobjekte mit den mehrwertigen (gebundenen und ungebundenen)
Knoten . Die Links und Pfade entsprechen in ihrer Funktion einander und ko¨nnen daher
direkt verglichen werden. Das in [20] genutzte Fujaba bietet negative Knoten statt der in
ModGraph vorhandenen negativen Anwendbarkeitsbedingungen an. Zwar ko¨nnten viele
der in den evaluierten Beispielen genutzten NACs durch negative Knoten ausgedru¨ckt
werden, jedoch handelt es sich hierbei um zwei unterschiedliche Konzepte, die nicht
direkt zueinander in Relation gestellt werden ko¨nnen.
Die ModGraph-Regeln schneiden in der Tabelle deutlich besser ab. Die durchschnitt-
liche Anzahl der Objekte bzw. einwertigen Knoten verdoppelt sich, die der Multiobjekte
bzw. mehrwertigen Knoten vervielfacht sich. Die Anzahl der Links steigt etwa um den
Faktor fu¨nf, Pfade werden sehr viel o¨fter verwendet. Dieser Anstieg der Elemente pro
Regel weist auf eine gestiegene Komplexita¨t dieser hin. Damit kann davon ausgegan-
gen werden, dass die Ausdrucksma¨chtigkeit der Regeln zumindest besser ausgescho¨pft
wird. Wie sich diese im Einzelfall verbessert, ha¨ngt vor allem von den Vorlieben und
Fa¨higkeiten des Modellierers ab. Insbesondere das Refactoring-Projekt bringt, durch
die Ausgliederung der prozeduralen Anteile, die erwartete Steigerung der Elemente pro
Regel mit sich.
Abschließend soll an dieser Stelle die Eingangsfrage dieses Vergleichs, ob der durch
die Regeln gebotene Mehrwert durch die Fakten untermauert wird, beantwortet werden.
Dazu ko¨nnen folgende Argumente angefu¨hrt werden:
• Die fortgeschrittenen Konzepte (Mengenknoten, NACs und optionale Knoten) wer-
den eher selten genutzt. Die Abschaffung dieser Konzepte, die zu deren Simulation
im Kontrollfluss fu¨hren wu¨rde, wu¨rde allerdings den Programmieranteil erho¨hen.
So mu¨sste beispielsweise zur Simulation jedes mehrwertigen Knotens eine Schleife
programmiert werden. Damit wa¨re auch der Mehrwert der Regeln in Frage gestellt.
• Hinsichtlich der Gro¨ße der Regeln gibt es eine große Bandbreite. Die ModGraph-
Regeln im Bugtracker sind gro¨ßer, da es sich um ein kleines Projekt ohne Schichten
handelt. Die Regeln im Refactoring werden durch (prozedurale) Vorbereitungsak-
tionen unterstu¨tzt. Diese finden vor Aufruf einer komplexen Regel statt.
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• Das Hauptargument fu¨r die Regeln bleibt weiterhin die Abstraktion der Regel
vom Algorithmus. Der Modellierer muss sich beispielsweise nicht mit der Muster-
suche bescha¨ftigen. Die anschauliche grafische Notation der Regeln ist nicht zu
vernachla¨ssigen.
10.1.2 Laufzeitmessungen
Zur weiteren Analyse des Ansatzes wurden Laufzeitmessungen durchgefu¨hrt, welche die
Anwendung verschiedener Refactorings auf dem Bugtracker betrachten. Sieben Refac-
toringoperationen und deren Propagationen sind zu diesem Zweck sowohl in Java als
auch in ModGraph implementiert und verglichen worden: das Verschieben eines Attri-
buts bzw. einer Operation, das Umwandeln einer bidirektionalen in eine unidirektionale
Referenz, das Verstecken des Delegierten, das Entfernen der Klasse in der Mitte, das
Ersetzen einer Enthaltenseinsbeziehung durch eine einfache Referenz und deren Um-
kehrung. Im Folgenden werden die Laufzeiten fu¨r die ersten drei Refactorings und de-
ren Propagation besprochen. Es handelt sich dabei um aussagekra¨ftige und dennoch
u¨berschaubare Refactorings. Die Laufzeitmessungen wurden auf einem Intel Core i5-
2400 mit 3.1 GHz (2 Kerne mit Hyperthreading) und 8GB RAM ausgefu¨hrt. Da sie
innerhalb der Laufzeitumgebung von Eclipse durchgefu¨hrt werden, ist es sinnvoll, eben-
so deren Parameter anzugeben: Die minimale Speichergro¨ße auf dem Heap der JVM
betra¨gt 512MB (-Xms512m) und die maximale 1024MB (-Xmx1024m).
Um die Laufzeiten zu ermitteln, werden pro Refactoring 200 Messungen durchgefu¨hrt,
die sich auf 100 Messungen mit der modellierten und 100 Messungen mit der in Java
geschriebenen Methode verteilen. Aufgrund ihrer Ausfu¨hrung in der Laufzeitumgebung
ist der Speicher etwas knapper bemessen, so dass sie in Blo¨cken von 16-18 Messun-
gen ausgefu¨hrt werden. Um die entstehende Menge an Messungen in endlicher Zeit zu
bewa¨ltigen, werden diese automatisiert, ohne die Ergebnisse zu verfa¨lschen. Die Test-
umgebung besteht jeweils aus einer minimalen Menge abha¨ngiger Modelle: einem Ecore-
Modell und einer zugeho¨rigen ModGraph-Regel. Die Benutzerinteraktion wurde pro-
grammatisch vorgegeben und die Validierung deaktiviert, da sie eine zusa¨tzliche Zeit-
konstante auf allen Messungen darstellt. Die Validierung ein und derselben Regel dauert
immer gleich lang. Zudem wird das Testprojekt nach jeder Messung in seine Ausgangs-
konfiguration zuru¨ckgesetzt.
Zur Auswertung der so erhaltenen Rohdaten wird der Median aus diesen berechnet.
Er bietet einen stabilen Mittelwert der erhaltenen Werte. Sortiert man alle Messwerte
aufsteigend, stellt er, bildlich gesprochen, den in der Mitte stehenden Wert dar. Gibt
es keine Mitte, weil die Anzahl der Werte gerade ist, wird der Mittelwert der beiden in
der Mitte stehenden Messwerte genutzt. Die Berechnung fu¨r die hier vorgenommenen
Messungen folgt daher der Formel fu¨r die Berechnung des Medians bei geradzahliger








Das erste betrachtete Refactoring ist das Verschieben eines Attributs. Die betrach-
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Abbildung 10.1: Regel zur Implementierung der Operation createTicket(...) des Bugtracker-
Beispiels
tete Regel createTicket ist in Abbildung 10.1 zu sehen. Sie entspricht der bereits be-
kannten Regel, jedoch ohne die OCL-Bedingungen. Diese wurden entfernt, da sie zu
Benutzerinteraktionen fu¨hren wu¨rden. Zudem liegt der Schwerpunkt des Testens auf der
Vera¨nderung der Teilgraphen. Das Attribut title soll aus der Klasse TicketRevision in die
Klasse Ticket verschoben werden.
Das Refactoring wurde mit ModGraph modelliert, aus dem Xcore-Code erzeugt wurde.
Die Propagation wurde mit ModGraph, unter Verwendung von OCL, erstellt und direkt
in den Xcore-generierten Quelltext eingefu¨gt.
Diagramme zu den einzelnen Messungen sind in Abbildung 10.2 dargestellt. Betrachtet
man das obere der beiden Diagramme, ist klar ersichtlich, dass die programmierten und
die modellierten Elemente, bis auf wenige Ausnahmen, gleiche Zeiten beno¨tigen. Die
Ausnahmen sind auf einen U¨berlauf des zugeordneten Speichers der Virtuellen Maschine
zuru¨ckzufu¨hren, da sie immer (nicht nur in dieser Messreihe) am Ende des Messintervalls
von 16-18 Messungen auftreten.
Anders verha¨lt es sich im unteren Diagramm der Abbildung. Dieses zeigt die Laufzei-
ten der Propagation. Die modellierte Propagation beno¨tigt anna¨hernd die doppelte Zeit
der programmierten. Der Grund dafu¨r ist in der Nutzung der OCL-Ausdru¨cke zu fin-
den, die wa¨hrend der Ausfu¨hrung des Refactorings interpretiert werden mu¨ssen. Da eine
Interpretation normalerweise langsamer als die Ausfu¨hrung von generiertem Quelltext
abla¨uft, ist hier auch die modellierte Propagation langsamer. Die berechneten Mediane
sind in Tabelle 10.8 gezeigt. Damit wird folgende Annahme getroffen: Eine nach Xcore
generierte Regel, die ausschließlich Xcore zur Spezifikation textuellen Elemente nutzt, ist
anna¨hernd genauso schnell auszufu¨hren, wie eine direkt in Xcore spezifizierte Operation.
Dahingegen sind Regel n, die OCL verwenden, deutlich langsamer sind. Dies schla¨gt sich
ebenso auf die Gesamtlaufzeiten nieder.
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Abbildung 10.2: Diagramme aus den Rohdaten der Laufzeitmessungen fu¨r das Refactoring
(oben) und die Propagation (unten) bei der Verschiebung des Attributs
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Implementierung Refactoring [ms] Propagation [ms] Gesamtlaufzeit [ms]
ModGraph 7,75 45,30 53,05
Java 7,64 23,94 31,58
Tabelle 10.8: Durchschnittliche Laufzeiten fu¨r das Verschieben eines Attributs
Implementierung Refactoring [ms] Propagation [ms] Gesamtlaufzeit [ms]
ModGraph 9,98 24,22 34,20
Java 9,52 23,47 32,99
Tabelle 10.9: Durchschnittliche Laufzeiten fu¨r das Verschieben einer Operation
Die Messungen zum Verschieben einer Operation untermauern diese Annahme. Hier
wird die Operation createTicket(...) von der Klasse Project in die Klasse BugTracker ver-
schoben. Die betrachtete Regel ist nochmals createTicket. Sie implementiert diese Me-
thode. Da die Regel keine Operationsaufrufe beinhaltet, mu¨ssen lediglich die Referenzen
auf die Klasse und Operation neu gesetzt werden. Das Refactoring ist mit ModGraph,
unter ausschließlicher Verwendung von Xcore fu¨r textuelle Ausdru¨cke, modelliert. Aus
der Regel wird Xcore-Code erzeugt. Die Propagation ist - aufgrund ihrer prozeduralen
Natur - mit Xcore und Xbase erstellt. Zur Ausfu¨hrung wird demnach Xcore-generierter
Java-Quelltext genutzt. Tabelle 10.9 zeigt die Ergebnisse. Die Laufzeiten der modellier-
ten und der programmierten propagierenden Refactorings sind anna¨hernd gleich. Die
etwas ho¨here Laufzeit der modellierten Variante la¨sst sich durch den aus Abschnitt 7.2.3
bekannten Fakt erkla¨ren, dass handgeschriebener Quelltext in der Regel etwas sparsamer
bezu¨glich der verwendeten Konstrukte ist.
Zur weiteren Untermauerung der bislang dargestellten Annahmen wird abschließend
das Refactoring zum Umwandeln einer bidirektionalen in eine unidirektionale Referenz
betrachtet.
Diese Tests werden an der Regel isActive, welche die gleichnamige Operation der Klasse
Group implementiert, durchgefu¨hrt. Sie beinhaltet einen Link, der die bidirektionale
Referenz zwischen der Gruppe und den zugeordneten Nutzern instanziiert. Wa¨hrend
des Refactorings wird die Referenz members gelo¨scht. Dies fu¨hrt zu einer Ersetzung des
Links members durch den entgegengesetzten Link memberIn.
Das Refactoring wird in ModGraph modelliert und nach Xcore generiert. Bei der
Propagation wird der Quelltext aus der ModGraph-Regel in den Xcore-generierten Java
Quelltext eingefu¨gt. Wie in Tabelle 10.10 zu sehen, ist die programmierte Lo¨sung schnel-
ler als die modellierte. Der Grund hierfu¨r ist wiederum in der Verwendung von OCL bei
der Propagation zu finden.
Alle folgenden Untersuchungen zur Laufzeit untermauern die hier aufgestellten Annah-
men und Begru¨ndungen zu den Laufzeiten. Die Ergebnisse dieser Untersuchungen sind
in Anhang A.5 zu finden. Daher ko¨nnen die Annahmen als zutreffend bezeichnet werden.
Die Laufzeiten OCL-freier Refactorings sind nahezu identisch mit den programmierten.
OCL-behaftete Regeln werden ausschließlich wegen der zu ihrer Ausfu¨hrung no¨tigen
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Implementierung Refactoring [ms] Propagation [ms] Gesamtlaufzeit [ms]
ModGraph 9,45 47,41 56,86
Java 8,06 30,87 38,93
Tabelle 10.10: Durchschnittliche Laufzeiten fu¨r das Umwandeln einer bidirektionalen in eine
unidirektionale Referenz
OCL-Interpretation langsamer ausgefu¨hrt. Dies spricht fu¨r die ModGraph- Generatoren.2
Zudem zeichnet sich ab, dass eine Propagation immer mehr Zeit in Anspruch nimmt als
ein Refactoring. Dies ist durch den gro¨ßeren Aufwand der Propagation zu erkla¨ren, die
- im Regelfall - jede beteiligte Graphtransformationsregel elementweise durchsucht.
10.2 Abgrenzung des ModGraph-Ansatzes zu
verwandten Arbeiten
Bereits in Teil II der Arbeit wurden in Verbindung stehende Ansa¨tze und Werkzeuge
besprochen. Dabei wurde zuna¨chst auf das Eclipse Modeling Framework (EMF) einge-
gangen, das eine solide und in Industrie und Forschung anerkannte Mo¨glichkeit bietet,
Software teilweise modellgetrieben zu entwickeln. Dazu werden Ecore-Modelle verwen-
det. Diese stellen eine ausgereifte und ma¨chtige Mo¨glichkeit zur Strukturmodellierung
bei u¨berschaubarer Anzahl an Konstrukten dar. EMFs Modell-zu-Text-Transformations-
mo¨glichkeiten bieten zudem eine Quelltextgenerierung aus diesen statischen Diagram-
men an. Die Spezifikation des Verhaltens auf Modellebene bleibt jedoch unberu¨cksichtigt.
Ein weiterer Abschnitt beschreibt Modell-zu-Modell-Transformationsansa¨tze. Dabei
bietet Xcore, neben einer textuellen Syntax fu¨r Ecore, eine Mo¨glichkeit, dem Modell
Verhalten hinzuzufu¨gen, indem es die Java-nahe Sprache Xbase integriert. Dies erlaubt
nicht nur die Generierung von lauffa¨higem Quelltext, sondern auch die Interpretation
von Verhalten auf Ecore-Modellen. Damit ist es mo¨glich, endogene, u¨berschreibende
Transformationen auf Modellinstanzen durchzufu¨hren. Im weiteren Verlauf dieses Kapi-
tels wurden ATL und QVT skizziert, die ebenfalls Modelle, darunter auch EMF-Modelle,
transformieren.
Den Abschluss der Betrachtungen in Teil II bilden Werkzeuge, die Graphtransforma-
tionen anwenden. Bei einigen Werkzeugen, wie AGG, liegt der Fokus auf der theore-
tischen Fundierung, andere Werkzeuge wie PROGRES, Fujaba und Viatra2 sind eher
praxisorientiert. Werkzeuge wie eMoflon und MDELab nutzen das EMF-Rahmenwerk.
Die Art der Steuerung der Ausfu¨hrungsreihenfolge der Transformationen divergiert. Nur
einige Werkzeuge erlauben eine gezielte Steuerung durch die explizite Angabe von Kon-
trollflu¨ssen. Viele bevorzugen grafische Elemente zur Darstellung der Transformation.
Die Regeln werden entweder interpretiert oder zu ihrer Ausfu¨hrung in eine Program-
miersprache u¨bersetzt. All diese Werkzeuge werden in diesem Abschnitt mit ModGraph
2An dieser Stelle wa¨re ein Compiler von OCL nach Java angebracht, der meines Wissens nach nicht
existiert.
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verglichen, wozu verschiedene Kriterien maßgeblich sind.
Des Weiteren wird in diesem Kapitel das propagierende Refactoring aus Kapitel 8
gegen existierende Ansa¨tze abgegrenzt. Selbiges gilt fu¨r die Integration von Graphtrans-
formationsregeln mit modalen Sequenzdiagrammen.
10.2.1 EMF und ModGraph
EMF und ModGraph arbeiten Hand in Hand. Ohne ModGraph bietet EMF ledig-
lich Strukturmodellierung in Form von Ecore-Klassendiagrammen an. Zudem kann im
reinen EMF Java-Quelltext fu¨r diese erzeugt werden. Er stellt neben der Abbildung
der Klassen, Attribute und Referenzen auch elementare Operationen zur Verfu¨gung,
die Werte setzen oder sie zuru¨ckliefern. Fu¨r im Modell definierte Operationen werden
nur die Signaturen generiert. EMF unterstu¨tzt demnach nur teilweise modellgetriebene
Softwareentwicklung.[73]
Der ModGraph-Ansatz verwendet das EMF-Rahmenwerk zur Strukturmodellierung
und erweitert es nahtlos und inkrementell um die fehlende Verhaltensmodellierung. Es
wird ein evolutiona¨rer Ansatz geboten, der den EMF-Nutzer von der Java-Welt in die
Modellierung leitet. Der ModGraph-Ansatz nutzt Ecore zur Strukturmodellierung und
bindet Graphtransformationsregeln nahtlos in EMF ein. Dabei soll jedoch nur der Mehr-
wert, den Graphtransformationsregeln bieten, beru¨cksichtigt werden. Dieser Mehrwert
entsteht durch deren Fa¨higkeit, komplexe, u¨berschreibende Modelltransformationen auf
einer hohen Abstraktionsebene zu modellieren. Diese wird einerseits durch die, hinter
den Regeln liegenden, Graphen ermo¨glicht, andererseits durch die u¨bersichtliche grafi-
sche und farbkodierte Darstellung der Regeln. Damit kann jedes EMF-Projekt, durch
Integration in den ModGraph-Ansatz, um Graphtransformationsregeln erweitert werden.
ModGraph nutzt ebenfalls EMF-Generatoren zur Erzeugung von strukturellem Quell-
text und injiziert den eigenen Quelltext zur Verhaltensbeschreibung in diesen. Die EMF-
Generatoren werden nicht vera¨ndert. ModGraph nutzt eigene Templates zur Generie-
rung. Auf diese Weise kann jedes bestehende EMF-Projekt durch ModGraph-Regeln
erga¨nzt werden. Es bietet demnach eine echte Erweiterung bezu¨glich der Generierung
von Quelltext. Dies erweitert die Fa¨higkeiten zur modellgetriebenen Softwareentwicklung
in EMF betra¨chtlich, da nun das Verhalten mit Regeln nicht nur spezifiziert, sondern
auch ausgefu¨hrt werden kann. Viele Operationen ko¨nnen nun modellgetrieben entwickelt
werden, indem deren Verhalten durch eine Regel modelliert wird.
Dennoch konzentriert sich ModGraph auf den Mehrwert, den es EMF bieten kann,
die Graphtransformationsregeln. ModGraph ist keine große eigene Modellierungsumge-
bung. Es integriert und erga¨nzt vorhandene Technologien. Da EMF eine in Industrie und
Forschung anerkannte und oft genutzte Mo¨glichkeit der Strukturmodellierung ist, muss
das sprichwo¨rtliche
”
Rad“ an dieser Stelle nicht neu erfunden werden. Daher ist auch
der grafische Editor fu¨r Graphtransformationsregeln im EMF-Kontext unter Einsatz von
GMF entwickelt worden.
Die tiefe Verwurzelung von ModGraph in der EMF-Welt zeigt sich zudem in der
Nutzung des Ecore-Metamodells. Es dient als Meta-Metamodell fu¨r die Graphtransfor-
mationsregeln. Damit sind die Regeln nicht nur fu¨r, sondern auch mit EMF erstellt.
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Das EMF-Rahmenwerk wird demnach komplett wiederverwendet und erweitert. Da-
durch wird ein Ziel des ModGraph-Ansatzes erreicht: Es wird eine echte und gleichzeitig
leichtgewichtige Erweiterung angeboten, die Verhaltensmodellierung auf EMF-Basis an-
bietet.
10.2.2 ModGraph und Xcore
Die eben beschriebene Verhaltensmodellierung fu¨r EMF ermo¨glicht noch keine totale mo-
dellgetriebene Softwareentwicklung. Einfache oder stark prozedurale Methoden werden
in Java geschrieben. Um auch diese auf die Modellierungsebene zu heben, wird Xcore in
den ModGraph-Ansatz eingebunden. Xcore bietet eine textuelle Syntax fu¨r Ecore und
erweitert diese um eine Verhaltensbeschreibung, indem die Java-nahe Sprache Xbase
eingebunden wird. Die Entscheidung fu¨r Xcore fußt auf den in [20] gezeigten Gru¨nden
und ModGraphs Grundidee, existierende Technologien zu integrieren, anstatt bestehen-
de Konzepte zu reimplementieren. Zudem ist Xcore wie auch ModGraph darauf bedacht,
den Programmierer in der Java-Welt abzuholen und ihm Modelle na¨her zu bringen, so
dass er sich ausschließlich mit diesen, anstatt mit Quelltext bescha¨ftigen kann.
Durch diese Integration wird totale modellgetriebene Softwareentwicklung im Mod-
Graph-Ansatz erreicht. Der Nutzer kann Ecore oder Xcore zur Strukturmodellierung nut-
zen. Die Graphtransformationsregeln werden weiterhin zur Modellierung von komplexen
strukturellen A¨nderungen genutzt und Kontrollstrukturen oder einfache bzw. prozedura-
le Operationen ko¨nnen nun in Xcore auf Modellebene spezifiziert werden. Zudem ko¨nnen
Xcore-Operationen zur Steuerung der Ausfu¨hrung der Regeln, also als Kontrollfluss, ver-
wendet werden. Es entsteht eine strikte Trennung von regelbasierter und prozeduraler
Verhaltensmodellierung, die sich - wie im vorangegangenen Abschnitt gezeigt - positiv
auf die Regeln auswirkt.
ModGraph-Regeln stellen gegenu¨ber Xcore-Operationen einen Abstraktionsgewinn
dar. Ihre grafische Darstellung, ihre einheitliche Struktur und die implizit gegebene Mus-
tersuche machen eine Regel leichter versta¨ndlich als die textuellen Xcore-Operationen.
Zudem vereinfachen ModGraph-Regeln die Modellierung. So kann ein Objekt durch
einen Knoten erzeugt werden, ohne dass sich der Nutzer mit den dahinter liegenden
Fabrikmethoden bescha¨ftigen muss, wie es in Xcore der Fall wa¨re. Auch die Erzeugung
von Links geht wesentlich einfacher von statten. Man zieht eine Kante zwischen zwei
Knoten und wa¨hlt, sofern mehrere Mo¨glichkeiten bestehen, die entsprechende Referenz
aus. Besteht nur eine Mo¨glichkeit zur Verbindung der Knoten, wird diese automatisch
gesetzt. Dabei spielt es bei der Modellierung einer Regel keine Rolle, ob der Link optio-
nale oder obligatorische Knoten verbindet. Dies mu¨sste in Xcore explizit gepru¨ft werden.
Zudem erfordert das Setzen eines Links in Xcore die Ausfu¨hrung von Listenoperationen
auf den, die Links verwaltenden, Listen. Ein weiterer Vorteil der Regel ist der Einsatz
von mehrwertigen Knoten. Sie entsprechen Listen von Objekten in Xcore, die immer
durch Iteration einer Schleife betrachtet werden mu¨ssen.
Zur Ausfu¨hrung des Modells kann, wie in Kapitel 7.1 beschrieben, einerseits die Ge-
nerierung von ausfu¨hrbarem Java-Quelltext angestoßen werden, andererseits ko¨nnen die
Regeln in Xcore-Operationen u¨bersetzt werden. ModGraph und Xcore ko¨nnen sowohl
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auf Modellebene als auch auf Quelltextebene interagieren. Die Regeln ko¨nnen in ihre
Xcore-Darstellung u¨bersetzt und so interpretiert werden. Damit ist eine Ausfu¨hrung auf
Modellebene durch Interpretation mo¨glich. Dies ist eine echte Alternative zur Imple-
mentierung eines Interpreters fu¨r die Regeln und bringt Vorteile bezu¨glich des Debug-
gens und Testens mit sich. Die Generierung nach Xcore fu¨hrt zu einem schrittweisen
U¨bersetzungsprozess, der zu einer Unabha¨ngigkeit der ModGraph-Regeln von der letzt-
endlich generierten Zielsprache fu¨hrt. Damit wa¨re es mo¨glich, nicht nur ausfu¨hrbaren
Java-Quelltext sondern auch ausfu¨hrbaren Quelltext einer anderen Programmiersprache
zu erzeugen (sofern Xcore zuku¨nftig einen entsprechenden Generator anbieten wird).
Auf diese Art und Weise wird ein einzigartiger Ansatz angeboten, der es erlaubt, die
Regeln in eine ausfu¨hrbare Modellierungssprache statt in eine konventionelle Program-
miersprache zu u¨bersetzen und dabei den Mehrwert, den Graphtransformationsregeln
bieten, nutzt. Dies zeigt sich insbesondere durch komplexere Regeln (siehe Abschnitt
10.1.1). Deren Aufruf kann durch prozedurale Operationen vorbereitet werden. Ein Bei-
spiel hierfu¨r ist die in Kapitel 8 betrachtete Propagation des Refactorings zum Extra-
hieren einer Klasse. Hier werden die aufgrund des Modellrefactorings zu verschiebenden
Elemente einer Regel zuna¨chst vorsortiert und der Metaregel als Parameter u¨bergeben,
so dass sie die strukturellen A¨nderungen an der Regel durchfu¨hren kann. Keines der in
Teil II dargestellten Werkzeuge ist dazu in der Lage.
10.2.3 Modelltransformationswerkzeuge und ModGraph
ModGraph im Vergleich zu ATL und QVT
ATL [46] und QVT [57] teilen sich ihren operationalen Kontext und werden daher ge-
meinsam betrachtet. Beide bescha¨ftigen sich in erster Linie mit Ein-Ausgabe-Trans-
formationen von Modell zu Modell, leiten also ein Zielmodell aus einem Quellmodell ab.
Die Transformation kann endogen oder exogen sein. U¨berschreibende Transformationen
sind zwar mo¨glich, werden jedoch in beiden Fa¨llen auf Ein-Ausgabe-Transformationen
zuru¨ckgefu¨hrt und sind in ihrer Ausdrucksma¨chtigkeit limitiert. ModGraph hingegen
unterstu¨tzt von Anfang an endogene u¨berschreibende Transformationen.
Desweiteren definieren die Transformationsregeln in ATL und QVT meist globale
Transformationen. Dies bedeutet, dass sie an jeder mo¨glichen Stelle angewendet wer-
den. ModGraph bietet im Gegensatz dazu parametrisierte Transformationen an, welche
die Anwendungsstelle durch die Parameter festlegen. Die Anwendung einer ModGraph-
Regel kann zudem u¨ber Kontrollflu¨sse gesteuert werden.
Abgrenzung von anderen Graphtransformationswerkzeugen
Graphtransformationen und deren Nutzung, unter Beachtung ihres Mehrwerts, bilden
das Kernkonzept im ModGraph-Ansatz. Damit reiht sich ModGraph in eine Reihe von
Ansa¨tzen und Werkzeugen zur Graphtransformation ein, die in den letzten Jahrzehn-
ten entwickelt wurden und in Ehrig et al. [31] erla¨utert sind. Dennoch sticht Mod-
Graph gleichzeitig durch spezifische Eigenschaften aus dieser Menge heraus. Sie werden
214
im Folgenden konkretisiert und ModGraph wird somit von existierenden Werkzeugen
abgegrenzt. Hierzu werden die bereits in Teil II betrachteten Ansa¨tze und Werkzeu-
ge verglichen. Sie werden bezu¨glich der Darstellung und Ma¨chtigkeit von Regeln und
Kontrollflu¨ssen sowie ihrer Ausfu¨hrbarkeit in Relation zu ModGraph gesetzt. An dieser
Stelle sei nochmals bemerkt, dass hier nur die großen Ansa¨tze und Werkzeuge betrachtet
werden, die endogene Modelltransformationen, teils auf EMF-Basis, durchfu¨hren.
Die objektorientierte Modellierungsumgebung Fujaba [83] bietet Klassendiagramme
zur Modellierung der statischen Struktur, sowie Storydiagramme zur Verhaltensmodel-
lierung. Ein Storydiagramm realisiert hierbei genau eine Methode aus dem Klassen-
diagramm und stellt ein Kontrollflussdiagramm dar. Es entha¨lt Statement-Aktivita¨ten
(dies sind reine Java-Quelltextfragmente) sowie Story-Muster, die Graphtransformati-
onsregeln darstellen. Fujaba bietet demnach, im Gegensatz zu ModGraph, eine rein
grafische Notation von Regeln und Kontrollfluss, die textuelle Elemente erlaubt. Diese
wird von allen weiteren Story-basierten Werkzeugen genutzt. Zu ihrer Ausfu¨hrung wer-
den die Storydiagramme in Java-Quelltext u¨bersetzt oder interpretiert. Fujaba wurde -
im Gegensatz zu ModGraph - unabha¨ngig von EMF entwickelt. Die Idee der Storydia-
gramme wurde aber zumindest partiell in EMF reimplementiert [36]. Das entsprechende
Werkzeug MDELab verwendet Ecore-Klassendiagramme zur Beschreibung der statischen
Struktur und bietet einen grafischen Editor und einen Interpreter fu¨r Storydiagramme.
Dies bedeutet, dass der Endanwender auf den Interpreter beschra¨nkt ist, um mit Mo-
dellinstanzen zu arbeiten, wa¨hrend im ModGraph-Ansatz EMF-kompatibler Quelltext
erzeugt wird, der auf alle mo¨glichen Arten verwendet werden kann.
eMoflon [6] nutzt Fujabas Storydiagramme. Es baut auf dessen Komponenten auf und
erweitert diese deutlich, indem es eine Umgebung anbietet, die nicht nur Storydiagram-
me und Klassendiagramme, sondern auch Tripelgraphgrammatiken unterstu¨tzt. eMoflon
erlaubt die Nutzung von Ecore zur struktuellen Modellierung sowie die Generierung von
EMF-kompatiblem Quelltext. Da Storydiagramme zum Einsatz kommen, findet auch
in eMoflon die komplette Verhaltensmodellierung auf grafischer Basis statt. Regeln und
Kontrollfluss werden wie in Story-basierten Ansa¨tzen u¨blich in einem Diagramm dar-
gestellt. ModGraph hingegen separiert diese strikt. Zur Quelltext-Generierung nutzt
eMoflon das Moca-Framework, das vor der eigenlichen Generierung zuna¨chst einen kom-
plexen Baum aufbaut. Zudem wird ein separater Parser zur Erzeugung von Quelltext
beno¨tigt. ModGraph verwendet hier Xpand-Templates, die einen zuvor generierten ein-
fachen Suchplan in Form eines Spannwaldes zu jeder Regel nutzen.
Die Ausdrucksma¨chtigkeit von Story-Mustern ist im Allgemeinen geringer als die von
Graphtransformationsregeln in ModGraph, da nur zweitere Vor- und Nachbedingungen,
komplexe negative Anwendbarkeitsbedingungen (diese sind verbotene Muster im Gra-
phen) sowie eine OCL-Integration bieten3.
Wie ModGraph verwendet auch EMF TIGER [15] Ecore zur strukturellen Modellie-
rung. Allerdings bietet EMF TIGER nur Unterstu¨tzung fu¨r Graphtransformationsregeln,
die viele der fortgeschrittenen Konstrukte, die ModGraph zur Verfu¨gung stellt (Men-
3Bezu¨glich der OCL-Integration gab es einen prototypischen Ansatz fu¨r Fujaba, der es aber nicht bis
zum Release-Stadium geschafft hat [74].
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genknoten, Vor- und Nachbedingungen, Pfade, Methodenaufrufe und OCL-Integration),
vermissen lassen. Der Nachfolger namens Henshin [8] erweitert die Graphtransformati-
onsregeln von EMF TIGER mit Mengenknoten, Kontrollstrukturen und Vor- bzw. Nach-
bedingungen. Die in ModGraph genutzten Pfade, Methodenaufrufe und die Mo¨glichkeit,
eigene OCL-Constraints anzugeben, fehlen bislang. Wie ModGraph bieten auch EMF
TIGER und sein Nachfolger Henshin die Mo¨glichkeit, negative Anwendbarkeitsbedin-
gungen zu spezifizieren.
Graphtransformationsregeln werden in EMF TIGER in eigene Java Klassen anstatt
in Methoden u¨bersetzt. Mo¨chte nun ein Entwickler eine benutzerdefinierte Operation,
die im Ecore Modell spezifiziert wurde, implementieren, so muss dieser zuna¨chst Code
schreiben, um die der Regel zugeordnete Klasse zu instanziieren. Anschließend mu¨ssen
der Instanz die notwendigen Parameter u¨bergeben werden, bevor schließlich die Regel
ausgefu¨hrt werden kann. Dies bedeutet aber, dass mehrere Schritte notwendig sind, um
eine Regel aufzurufen, was zu hohem Programmieraufwand und hohen Laufzeiten fu¨hrt.
In ModGraph hingegen ist eine Graphtransformationsregel einer benutzerdefinierten
Operation zugeordnet. Weiterhin wird durch den ModGraph-Compiler eine gewo¨hnliche
Java-Methode generiert. Aus der Sicht eines Anwendungsentwicklers bietet ModGraph
somit eine nahtlose und effiziente Integration des aus den Graphtransformationsregeln
generierten Java-Quelltextes was EMF TIGER nicht bietet. Bis jetzt bietet Henshin
nur einen Interpreter, was die Einbettung von Graphtransformationsregeln in eigene
Anwendungen erschwert.
Ein Ansatz, der statt der grafischen Notation - wie in ModGraph - auf eine textuel-
le Repra¨sentation der Graphtransformationsregeln setzt, ist VIATRA2 [76]. VIATRA2
wurde mit Hilfe des EMF-Rahmenwerks gebaut, indem das eigene Metamodell mit Eco-
re beschrieben wurde. Im Gegensatz dazu wurde ModGraph fu¨r das EMF-Rahmenwerk
gebaut und nahtlos integriert. Insbesondere verwendet ModGraph Ecore oder Xcore fu¨r
das strukturelle Modell.
GReAT [5] ist eines der großen, EMF-unabha¨ngigen Systeme, die hier aufgrund ihrer
Popularita¨t betrachtet werden. Es stellt drei grafische Sprachen zur Spezifikation von
Graphtransformationen zur Verfu¨gung: eine zur Erstellung der Muster, eine zur Erzeu-
gung der Transformationen und die dritte zur Definition von Kontrollflu¨ssen. Zudem
werden UML-Klassendiagramme als Metamodelle der zu transformierenden Modelle ge-
nutzt. ModGraph ist durch seine Verankerung in EMF etwas einfacher aufgebaut. Zwar
werden auch in ModGraph Kontrollflu¨sse in einer anderen Sprache als Graphtransfor-
mationsregeln spezifiziert, die Muster und Transformationen lassen sich jedoch gemein-
sam spezifizieren. GReAT generiert C++-Quelltext zur Ausfu¨hrung der Spezifikationen,
wa¨hrend ModGraph entweder Java-Quelltext oder Xcore-Modellbestandteile generiert.
GrGen.NET [43] ist ebenfalls EMF-unabha¨ngig und bietet neben anderen Komponen-
ten eine textuelle DSL zur Spezifikation von Graphtransformationsregeln an, die zu ihrer
Ausfu¨hrung in C#-Quelltext u¨bersetzt werden. Dies gilt ebenso fu¨r die durch logische
oder regula¨re Ausdrucke definierten Anweisungen zur Steuerung der Regeln. ModGraph
und GrGen.NET verbindet lediglich die Nutzung des Konzepts der Graphtransformation.
ModGraph nutzt grafische statt textueller Regeln, die mit textuellen Elementen erga¨nzt
werden und durch prozedurale, imperative Programmierkonstrukte, statt logischer oder
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regula¨rer Ausdru¨cke, gesteuert werden. Auch die generierten Zielspachen unterscheiden
sich.
PROGRES [70] basiert ebenfalls nicht auf EMF, es wird - als Urahn der Graphtrans-
formationswerkzeuge - dennoch verglichen. Es nutzt getypte, attribuierte Graphen zur
Definition von Graphtransformationsregeln. PROGRES bietet eine hybride Sprache zur
Spezifikation von Graphtransformationsregeln und deren Steuerung. Es werden, wie in
ModGraph, Texte und grafische Anteile angeboten. Dabei ist in PROGRES jedem grafi-
schen Element eine textuelle Darstellung zugeordnet. PROGRES integriert prozedurale
und regelbasierte Anteile in einer Sprache, wa¨hrend ModGraph diese strikt separiert.
Alle diese Konstrukte sind innerhalb einer Spezifikation untereinander angeordnet. Zu-
dem ist in PROGRES die explizite Deklaration von linker und rechter Regelseite no¨tig,
wa¨hrend ModGraph eine zusammengefu¨gte Ansicht beider Seiten nutzt.
Tabellen 10.11 und 10.12 geben einen U¨berblick u¨ber die Werkzeuge und deren Ge-
meinsamkeiten und Unterschiede. Betrachtet man zuna¨chst Tabelle 10.11, listet diese die
Werkzeuge in einer alphabetisch geordneten Weise auf und nennt deren jeweilige Darstel-
lung von Regeln und Kontrollflu¨ssen. Zudem wird ein U¨berblick zur EMF-Kompatibilita¨t
gegeben. Eine Sprache bzw. ein Werkzeug wird hier als EMF-kompatibel bezeichnet,
wenn das Ecore-Metamodell zur strukturellen Modellierung genutzt wird. Aus dieser
Tabelle ist deutlich ersichtlich, dass die meisten Ansa¨tze, wie auch ModGraph, eine
grafische einer textuellen Repra¨sentation der Graphtransformationsregeln vorziehen. Im
Gegensatz dazu herrscht bei den Kontrollflu¨ssen nahezu ein Gleichgewicht zwischen der
Verwendung textueller und grafischer Repra¨sentationen. Im ModGraph-Ansatz wird ein
textueller Kontrollfluss genutzt. Die Entscheidung fu¨r diesen basiert auf den Ergebnissen
aus [20] und den unter Anderem dort niedergeschriebenen, am Lehrstuhl vorhandenen
Erfahrungen mit Fujaba, das Kontrollflu¨sse grafisch darstellt. Unter allen betrachteten
Ansa¨tzen bietet nur PROGRES eine a¨hnliche Vorgehensweise, indem es seine native
Kontrollflusssprache nutzt. ModGraph nutzt Xcore hierfu¨r.
Weiterhin sind die meisten der verglichenen Sprachen in Schichten aufgebaut, die
den Kontrollfluss oberhalb der regelbasierten Sprache zur Spezifikation der Graphtrans-
formationen ansiedeln. Beispielsweise ist in PROGRES der elementarste Bestandteil die
Regelspezifikation. Nur ModGraph und Fujaba weichen von diesem schichtweisen Aufbau
ab. In ModGraph ko¨nnen einfache Operationen mit Xcore spezifiziert werden, Fujaba
la¨sst Java-Quelltext in Form von Statement-Aktivita¨ten zu, die direkt in den generier-
ten Quelltext u¨bernommen werden. Damit entstehen in Fujaba direkte Abha¨ngigkeiten
zur Programmiersprache Java, die als Zielsprache zur Ausfu¨hrung der Regeln verwendet
wird. So bricht Fujaba die Separation von Modellierung und Programmierung. In Mod-
Graph werden hingegen Operationen auf Modellebene genutzt. Damit bleibt das Modell
strikt getrennt vom Quelltext und unabha¨ngig von der zur Ausfu¨hrung genutzten Ziel-
sprache.
Wie die Regeln der betrachteten Ansa¨tze und Werkzeuge ausgefu¨hrt werden, ist in
Tabelle 10.12 dargestellt. Wird Quelltext in einer Programmiersprache generiert, so ist
auch die Zielsprache angegeben. Henshin und MDELab bieten jeweils einen eigenen In-
terpreter zur Ausfu¨hrung der Regeln an. Sie generieren keinen Quelltext. Damit sind die




textuell grafisch textuell grafisch
EMF-kompatibel
eMOFLON [6] - x - x x
Fujaba [83] - x - x -
GReAT [5] - x - x -
GrGen.NET [43] x - x - -
Henshin [7] - x - x x
MDELab [36] - x - x x
ModGraph - x x - x
PROGRES [70] x x x - -
EMF TIGER [15] - x - x x
VIATRA2 [76] x - x - -
Tabelle 10.11: Graphtransformationssprachen und Werkzeuge
Sprache/Werkzeug Interpreter Compiler Zielsprache(n) (falls kompiliert)
eMOFLON [6] - x Java
Fujaba [55] x x Java
GReAT [5] x x C++
GrGen.NET [43] - x C#
Henshin [8] x - -
MDELab [36] x - -
ModGraph (x) x Xcore oder Java
PROGRES [70] x x C oder Java
EMF TIGER [15] - x Java
VIATRA2 [76] - x Java
Tabelle 10.12: Ausfu¨hrbarkeit von Graphtransformationssprachen
EMF Tiger, eMoflin und GrGen.NET sind die einzigen betrachteten Werkzeuge, die
keine Mo¨glichkeit zur Interpretation der Regeln bieten. Aus einer GrGen-Spezifikation
wird immer ausfu¨hrbarer C#-Quelltext generiert. EMF Tiger generiert Java-Klassen aus
den Regeln.
Alle anderen Werkzeuge sind mit einem Interpreter und einem Compiler fu¨r die
Regeln ausgestattet. Fujaba, PROGRES und VIATRA2 generieren, wie ModGraph,
ausfu¨hrbaren Java-Quelltext. PROGRES ermo¨glicht zudem die Nutzung von C als Ziel-
sprache der Generierung. ModGraph nimmt hier eine Sonderstellung ein. Es erlaubt die
Kompilierung von Regeln in ein textuelles Xcore-Modell. Die Generierung auf Modell-
ebene ist einzigartig. Alle anderen Werkzeuge generieren Quelltext einer Programmier-
sprache. Durch diese U¨bersetzung der Regeln nach Xcore werden die ModGraph-Regeln
interpretierbar. Die Markierung der Spalte Interpreter in der ModGraph Zeile der Ta-
belle ist daher zu Recht eingeklammert. Die Regeln sind nur u¨ber den Umweg nach
Xcore interpretierbar. Dies stellt eine kostengu¨nstige Alternative zur Implementierung
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eines Interpreters fu¨r die Regeln dar, was insbesondere im vorangegangenen Kapitel 9
deutlich wird. Hier werden die nach Xcore u¨bersetzten Regeln zum Play-out verwendet.
Der Literaturvergleich zeigt, dass es bereits einige EMF-basierte Systeme fu¨r die Er-
stellung und die Ausfu¨hrung von Graphtransformationsregeln gibt. ModGraph zeich-
net sich jedoch durch eine nahtlose Integration mit dem EMF-Rahmenwerk und den
Compiler-Ansatz, der Regeln auf Modell- und Quelltextebene kompilieren kann, aus.
Es ist das einzige System, das aus Graphtransformationsregeln Code erzeugt, der den
von EMF bzw. Xcore generierten Code erweitert. Zudem bietet es eine (bislang im
Graphtransformationskontext nicht verfu¨gbare) U¨bersetzung der Regeln direkt in das
Xcore-Modell an. Außerdem zeichnet es sich durch eine einzigartige, strikte Trennung
von regelbasierter und prozeduraler Verhaltensmodellierung aus. ModGraph forciert zu-
dem den Mehrwert, den Graphtransformationsregeln fu¨r EMF bieten ko¨nnen und la¨sst
dem Nutzer die Freiheit, Regeln nur in Fa¨llen anzuwenden, in welchen dieser Mehrwert
ausgescho¨pft werden kann. Dass dies zu einer positiven Entwicklung der Regelnutzung
fu¨hrt, ist in Abschnitt 10.1 gezeigt.
10.3 Abgrenzung des propagierenden Refactorings
Die in Kapitel 8 eingefu¨hrten propagierenden Refactorings wurden fu¨r und mit Mod-
Graph erstellt. Dennoch bilden sie eine eigene Anwendung, die hier explizit einzeln ab-
gegrenzt werden soll.
Mens et Tourwe´ geben in [53] einen U¨berblick zum Thema Softwarerefactoring. Fow-
lers Buch zum Thema [33] ist eine der meist genannten Referenzen auf diesem Ge-
biet. Allerdings beziehen sich die im Buch genannten Refactorings auf objektorientierte
Programme. Sie werden demnach auf Quelltext, statt auf Modelle angewendet. Zudem
werden die Refactorings im Buch nur informell definiert. Eine Formalisierung durch
Programmgraphen und Graphtransformationsregeln wird von Mens et al. in [51] ge-
geben. Die bedeutende Einschra¨nkung bei dieser Arbeit ist die Betrachtung einzelner
Regeln, die normalerweise nicht ausreicht. Man beno¨tigt programmierte Graphtransfor-
mationsregeln, um Refactoringtransformationen zu spezifizieren. Diese Problemstellung
wurde im GraBaTs-Workshop 20084 na¨her betrachtet. Dazu wurde die Aufgabe, drei
Refactorings (Verschieben und nach oben Ziehen einer Methode sowie Kapseln eines
Felds) auf Programmgraphen mit Graphtransformationswerkzeugen zu implementieren,
gestellt. Eine der Lo¨sungen findet sich in Geiger [34]. Dabei wird Fujaba zur Umsetzung
genutzt.
Die Forschung auf dem Gebiet des Refactorings beschra¨nkt sich jedoch auf strukturel-
le Modelle, wa¨hrend im propagierenden Refactoring Struktur- und Verhaltensmodelle,
die Graphtransformationsregeln, betrachtet werden. Die bislang in der Forschung un-
tersuchten Refactoringtransformationen werden in der Regel auf Klassendiagrammen
ausgefu¨hrt. Beispielsweise bieten Biermann et al. [14] ein Refactoring fu¨r Ecore-Modelle,
dessen Transformationen mit Regeln in AGG spezifiziert sind. Zudem zeigt Mens in
4Siehe http://fots.ua.ac.be/events/grabats2008/
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[50], wie Refactorings auf UML-Klassendiagramme angewendet werden ko¨nnen. Dabei
betrachtet er sowohl eine Implementierung der Refactorings in AGG als auch eine in Fu-
jaba und kommt zu dem Schluss, dass beide Graphtransformationssprachen verwendet
werden ko¨nnen.
Der Ansatz von Bottoni [16] geht einen Schritt weiter. Er bietet integrierte Refacto-
ringtransformationen an, die auf ein UML-Klassendiagramm und auf den daraus gene-
rierten Quelltext gleichermaßen angewendet werden. Dies unterscheidet sich von dem
hier gezeigten propagierenden Refactoring, da im propagierenden Refactoring zusa¨tzlich
zum strukturellen Modell Verhaltensmodelle betrachtet werden, Bottoni sich jedoch mit
Quelltext befasst.
Bislang gibt es nur wenige Ansa¨tze, die sich mit der Propagation von Modella¨nderungen
auf das Verhaltensmodell bescha¨ftigen. Rosner und Bauer zeigen in [65] eine Mo¨glichkeit,
Modelltransformationen als Reaktion auf Metamodella¨nderungen zu aktualisieren. Dazu
wird eine ontologische Abbildung zwischen den Metamodellversionen beno¨tigt und diese
genutzt, um QVT-R-Transformationen anzupassen. Diese Evolution von Modelltrans-
formationen entspricht einer Transformation ho¨herer Ordnung [75].
Der einzige auffindbare Ansatz, der sich mit der Propagation von A¨nderungen auf
Graphtransformationsregeln bescha¨ftigt, ist in Levendovszky et al. [49] zu finden. Er
bescha¨ftigt sich mit der Propagation auf Regeln in GReAT [5]. Dieser Ansatz unterliegt
jedoch einigen Limitierungen. Es werden nur elementare A¨nderungen am Metamodell
in Betracht gezogen, wie zum Beispiel das Umbenennen einer Klasse. Diese werden
weiterhin nur halbautomatisch propagiert und die entstehenden Regeln ko¨nnen nach
der Propagation syntaktische und semantische Fehler aufweisen. Das hier vorgestellte
propagierende Refactoring bescha¨ftigt sich mit komplexen Refactorings, automatisiert
viele Abla¨ufe und vermeidet bei elementaren A¨nderungen syntaktische Fehler in den
Regeln. (Bei komplexen A¨nderungen ko¨nnen diese nicht vollends ausgeschlossen werden.)
Zusammenfassend betrachtet ist das propagierende Refactoring einzigartig. Es gibt
bislang keine Mo¨glichkeit, Refactoring fu¨r und mit Graphtransformationsregeln durch-
zufu¨hren. Das Refactoring wird hierbei integrativ durchgefu¨hrt, da Modell und Regeln in
einem Schritt restrukturiert werden, um die Konsistenz zwischen den beiden zu erhalten.
10.4 Abgrenzung der Integration der Regeln mit
modalen Sequenzdiagrammen
Die in Kapitel 9 besprochene Integration von Graphtransformationsregeln und modalen
Sequenzdiagrammen erweitert das Spektrum der verwandten Arbeiten. MSD-a¨hnliche
Ansa¨tze mu¨ssen zuna¨chst beru¨cksichtigt werden, als auch Ansa¨tze, die Graphtransfor-
mationsregeln mit UML-Diagrammen vereinen. Die einzelnen Werkzeuge und Ansa¨tze
werden hier lediglich abgegrenzt. Zur genaueren Information u¨ber diese Werkzeuge sei
auf die im weiteren Verlauf angegebene Literatur verwiesen.
Unter den Scenario-basierten Werkzeugen und Ansa¨tzen finden sich einige Spezifika-
tions- und Analyse-Ansa¨tze. Manche davon basieren auf MSDs oder Live Sequence
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Charts. Dennoch finden sich bislang keine Ansa¨tze, die eine Rekonfiguration der Objek-
te zur Laufzeit, wie sie in Kapitel 9 gezeigt wurde, derart rigoros unterstu¨tzt. Dennoch
sollen zwei Ansa¨tze zu dem vorgestellten Ansatz in Relation gesetzt werden.
MechatronicUML [12] ist eine Designmethode fu¨r selbst-adaptive mechatronische Sys-
teme. Diese Methode besteht aus einer Sprachfamilie, die die Modellierung von Echt-
zeitverhalten der Systemkomponenten und die Rekonfiguration der Architektur un-
terstu¨tzt [62]. Das Echtzeitverhalten der Komponenten wird mittels Zustandsautomaten,
die durch Echtzeit-Annotationen erga¨nzt werden, realisiert. Die Rekonfiguration der Ar-
chitektur wird mittels Graphtransformationsregeln, die auf der Struktur der Komponen-
ten agieren, erreicht. Genau wie im hier pra¨sentierten Ansatz werden die Graphtrans-
formationsregeln dazu genutzt, die Struktur aktiver Komponenten und deren Verhal-
ten zu vera¨ndern. Jedoch wird in MechatronicUML die nachrichtenbasierte Interaktion
durch Zustandsautomaten innerhalb der Komponenten beschrieben, wa¨hrend im hier
pra¨sentierten Ansatz komponentenu¨bergreifende Szenarien betrachtet werden. Letztere
sind in der fru¨hen Designphase deutlich versta¨ndlicher.
Diethelm et al. [26] zeigen einen komplementa¨ren Ansatz zur Kombination von Szena-
rien und Graphtransformationsregeln. Sie nutzen eine Menge einfacher - durch Graph-
transformationsregeln dargestellter - Szenarien als Eingabe und bauen daraus Storydia-
gramme auf, wie sie bereits in 4.2.3 erkla¨rt wurden. Die Idee dahinter ist, Szenarien zu
identifizieren, die gleiche Aktionen beinhalten, um diese in eine Aktivita¨t des Storydia-
gramms zu u¨berfu¨hren. Zudem wird nicht beru¨cksichtigt, dass Graphtransformationsre-
geln bei ihrer Ausfu¨hrung die Struktur der Objekte vera¨ndern, was eine A¨nderung der
mo¨glichen ausfu¨hrbaren Szenarien hervorruft.
Story-basierte Ansa¨tze sind zudem die einzigen unter den Graphtransformationsan-
sa¨tzen, die die Vereinigung von Graphtransformationsregeln und UML-Verhaltensdia-
grammen anbieten. UML-Aktivita¨tsdiagramme werden mit Graphtransformationsregeln
durch direkte Einbettung der Regeln in die Aktivita¨ten des Diagramms vereint. Au-
genscheinlich nutzen beide Ansa¨tze zuna¨chst Klassendiagramme zur Strukturmodel-
lierung. Zur Verhaltensmodellierung nutzen die Story-basierten Ansa¨tze jedoch Akti-
vita¨tsdiagramme statt modaler Sequenzdiagramme. Zudem sind die Graphtransformati-
onsregeln in dem in Kapitel 9 vorgestellten Ansatz nicht direkt in das UML-Diagramm
integriert, sondern werden gesondert aufgerufen.
MDELab [36], einziger Vertreter der Story-basierten Ansa¨tze, der Interpretation un-
terstu¨tzt, ist am ehesten mit dem in Kapitel 9 vorgestellten Ansatz zu vergleichen.
MDELab bietet einen Interpreter fu¨r Storydiagramme an, der jedoch explizit aufge-
rufen werden muss, um ein System zu interpretieren. Dies bedeutet, dass jede Regel
einzeln interpretiert werden muss. Trotz seines visuellen Debuggers, der eine schritt-
weise Ausfu¨hrung der Storydiagramme ermo¨glicht, ist MDELab nicht zur Simulation
von komplexen Szenarien geeignet. Im Gegensatz dazu bietet der szenarienbasierte An-
satz eine Simulationsumgebung zur Interpretation mittels Play-out, innerhalb dessen
zusammenha¨ngende Szenarien betrachtet werden ko¨nnen, ohne diesen expliziten Aufruf
durchfu¨hren zu mu¨ssen.
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10.5 Ergebnis und Ausblick
In dieser Arbeit wurde der ModGraph-Ansatz und die daraus resultierende Werkzeug-
umgebung entwickelt und dargestellt. Dazu wurden im ersten Teil der Arbeit einige
Grundlagen ero¨rtert. Im zweiten Teil wurden bestehende Ansa¨tze und Werkzeuge, die
im ModGraph-Ansatz genutzt werden oder mit diesem in Verbindung stehen, unter-
sucht. Im dritten Teil der Arbeit wurde der ModGraph-Ansatz und die daraus resultie-
rende Werkzeugumgebung von der Konzeption bis zur fertigen Modellierungsumgebung
- die totale modellgetriebene Softwareentwicklung mit EMF ermo¨glicht - eingehend be-
trachtet. Die entstandene Umgebung wurde im vierten Teil evaluiert. ModGraph bietet
einen integrativen Ansatz, der eine echte Erweiterung fu¨r und mit EMF darstellt, die
EMFs Lu¨cke, den Mangel an Verhaltensmodellierung, schließt. Dazu wird zuna¨chst die
Ecore-Modellinstanz als Graph aufgefasst und durch Verhaltensmodellierung mit pa-
rametrisierten, programmierten Graphregeln erga¨nzt. Des Weiteren wird ein Paketdia-
grammeditor eingebunden, der die Modellierung im Großen ermo¨glicht. Da dieser zu
Beginn des Projekts bereits vorhanden war, liegt der hier betrachtete Schwerpunkt auf
der Verhaltensmodellierung.
Die Sprache der verwendeten Regeln wird fu¨r und mit EMF erstellt, so dass die Regeln
nahtlos in EMF integriert werden ko¨nnen. Um dies zu erreichen, wird jede Regel als Im-
plementierung einer im Ecore-Modell definierten Operation betrachtet. Zur Modellierung
ihres Verhaltens bietet ModGraph Graphtests, Graphabfragen und Graphtransformati-
onsregeln an. Diese werden in einem kompakten, grafischen Modell dargestellt, das es
erlaubt, sowohl Graphmuster als auch A¨nderungen an diesen in einer u¨bersichtlichen
und intuitiv farbkodierten Darstellung zu spezifizieren. Die Muster du¨rfen zudem mit
Bedingungen versehen werden. Es stehen textuelle Vor- und Nachbedingungen sowie
durch Graphen modellierte NACs zur Verfu¨gung.
Bezu¨glich des Einsatzes konzentriert sich ModGraph auf den Mehrwert, den Graph-
transformationsregeln bieten. Ihre große Sta¨rke liegt in der u¨bersichtlichen und kompak-
ten Art, komplexe strukturelle Vera¨nderungen darzustellen. Allerdings bietet die Inte-
gration von Regeln noch keine Mo¨glichkeit, Kontrollflu¨sse, die jedes Programm beno¨tigt,
zu modellieren. Hierzu wird im ModGraph-Ansatz Xcore verwendet. Damit ist die Aus-
fu¨hrung der Transformationsregeln durch Xcore-Operationen steuerbar. Zudem erlaubt
die Xcore-Integration die Spezifikation einfacher oder prozeduraler Operationen. Die Re-
geln interagieren mit den Xcore-Operationen, indem sie sich gegenseitig aufrufen. Damit
erha¨lt man nicht nur mit Xcore programmierte, parametrisierte Regeln, sondern auch
die Mo¨glichkeit, einfache Operationen, direkt aus der Regel aufzurufen. Die Verhaltens-
modellierung bleibt dabei in zwei hochgradig interagierende Anteile, einen regelbasierten
und einen prozeduralen, getrennt.
Dieses Zusammenspiel von Ecore, ModGraph-Regeln und Xcore ermo¨glicht totale mo-
dellgetriebene Softwareentwicklung, die speziell fu¨r und außerdem mit EMF entwickelt
wurde. Es handelt sich hierbei um einen integrativen, leichtgewichtigen Ansatz, der EMF
erweitert, ohne
”
das Rad neu zu erfinden“, indem existierende Technologien (Ecore-
Modelle und Xcore) wiederverwendet werden. Gleichzeitig wird der Mehrwert genutzt,
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den Graphtransformationsregeln zur Verhaltensmodellierung bieten.
Die Ausfu¨hrung des Modells kann auf Quelltextebene oder auf Modellebene stattfin-
den. Soll das Modell auf Quelltextebene ausgefu¨hrt werden, generiert zuna¨chst der EMF-
oder Xcore-Generator Java-Quelltext. Danach wird Quelltext aus den Regeln generiert,
der nahtlos in den EMF oder Xcore-generierten Quelltext eingebunden wird, so dass das
ausfu¨hrbare Modell entsteht. Andererseits kann die Ausfu¨hrung auf Modellebene statt-
finden. Hierzu werden die Regeln nach Xcore kompiliert. Dieses kann nun interpretiert
oder zu Java-Quelltext kompiliert werden.
Zudem werden Refactoringoperationen fu¨r und mit den Graphtransformationsregeln
angeboten. Diese wurden in und fu¨r ModGraph erstellt und propagieren A¨nderungen
am Ecore-Modell auf die Regeln.
Zuletzt wurden Integrationsmo¨glichkeiten der Regeln in die szenarienbasierte Entwick-
lung untersucht, die Echtzeitsysteme simuliert. Dazu wurden die Regeln mit modalen
Sequenzdiagrammen integriert und genutzt, um komplexe Seiteneffekte im System zu
modellieren und mittels Play-out zu simulieren.
Zusammengefasst zeichnet sich der ModGraph-Ansatz durch folgende Punkte aus:
• Gesamtkonzept zur totalen modellgetriebenen Softwareentwicklung in EMF
• Konzentration auf den Mehrwert der Graphtransformationsregeln
• Integration teils bestehender Einzelkonzepte
• Integration von Paketdiagrammen zur Modellierung im Großen
• Leichtgewichtige, nahtlos integrierte Lo¨sung, die fu¨r und mit EMF erstellt wurde
• Strikte Trennung von prozeduraler und regelbasierter Verhaltensmodellierung
• Intuitive grafische Darstellung der Graphtransformationsregeln
• Steuerung der Regeln mit Xcore-Kontrollflu¨ssen
• Erstellung einfacher Operationen in Xcore
• Nahtlose Interaktion von Xcore und Graphtransformationsregeln
• Werkzeugunterstu¨tzung in Eclipse mit Dashboard und Cheat-Sheets zur Anleitung
und Einarbeitung des Nutzers
• Compiler-Lo¨sung auf Modell- und Quelltextebene
• Refactoringoperationen fu¨r und mit Graphtransformationsregeln
• Einen Ansatz zur Integration der Regeln in Szenarien zur Simulation von Echt-
zeitsystemen
• Dokumentation und Beispiele auf der ModGraph-Homepage
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Aufbauend auf diesen umfassenden Modellierungsmo¨glichkeiten wa¨re es denkbar, den
Ansatz zu erweitern. Zuna¨chst wa¨re, zusa¨tzlich zur aktuell bestehenden konjunktiven
Verknu¨pfung der Bedingungen an eine Regel, das Zulassen einer disjunktiven zu u¨berlegen.
Damit ko¨nnten beispielsweise NACs spezifiziert werden, die wahlweise nicht auftreten
du¨rfen. Zudem wa¨re es denkbar, ModGraph mit einen konfigurierbaren Generator auszu-
statten. Dieser wurde bereits in Abschnitt 5.2.1 erwa¨hnt. Er ko¨nnte die, unter Umsta¨nden
bei großen Modellen durch Einhaltung der Konsistenzbedingungen an die Instanz entste-
henden, ho¨heren Laufzeiten positiv beeinflussen. Dabei wa¨re es dem Modellierer erlaubt,
die Anzahl der einzuhaltenden Bedingungen vor der Code-Generierung zu bestimmen.
Als Weiterentwicklung des Ansatzes wa¨re eine textuelle Darstellung der Regeln denk-
bar. Diese kann komplett eigensta¨ndig oder im Xcore-Kontext erstellt werden. Die Xcore
Syntax kann um die Fa¨higkeit Graphtransformationsregeln textuell im Xcore-Modell als
Operationsru¨mpfe zu spezifizieren erweitert werden. Damit mu¨ssten die Regeln nicht
mehr in Xcore- bzw. Xbase-Code u¨bersetzt werden. Grafische Regeln wu¨rden lediglich
in ihrer textuellen Form im Modell notiert. Das Ergebnis wa¨re ein erweitertes Xcore,
das direkt die Spezifikation textueller Regeln erlaubt. Dabei wa¨re es von Vorteil, wenn
eine textuelle Regel in ihre grafische Repra¨sentation und andersherum u¨berfu¨hrt werden
kann.
Eine andere Alternative, die wahrscheinlich komplexer umzusetzen ist, wa¨re Xcore, wie
es ist, zu verwenden und zu versuchen, ein Mapping zwischen den Xcore-Elementen und
den Elementen einer Graphtransformationsregel zu definieren. Der große Vorteil dieses
Ansatzes ist das entstehende Round-Trip-Engineering zwischen Xcore und ModGraph.
Damit mu¨sste allerdings die aktuelle Modell-zu-Text-Transformation zwischen der Regel
und dem textuellen Modell durch eine - im Idealfall bidirektionale - Modell-zu-Modell-
Transformation zwischen Xcore und ModGraph-Regeln ersetzt werden. Auf diese Weise
wu¨rde ein Regelelement wohl auf mehrere Xcore-Elemente abgebildet werden, was die
Ru¨ckrichtung der Transformation erschwert. Dies bliebe bei der Umsetzung zu unter-
suchen. Das Mapping ko¨nnte beispielsweise mittels Tripelgraphgrammatiken oder QVT
erstellt werden.
Des Weiteren wa¨re die na¨chste Entwicklungsstufe des propagierenden Refactorings
anzudenken. A¨nderungen am Ecore-Modell sollten hierbei nicht nur auf die Regeln,
sondern auch auf die in Xcore spezifizierten Kontrollflu¨sse propagiert werden. Dies kann
erreicht werden, indem weitere (Meta-)regeln und Transformationsoperationen definiert
werden, die auf Elementen des Xcore-Modells operieren.
Zudem wa¨re eine tiefer gehende Untersuchung der Anwendbarkeit der Regeln im Kon-
text der szenarienbasierten Entwicklung interessant. Hierbei ko¨nnten nicht nur interpre-
tierte, sondern auch kompilierte Lo¨sungen untersucht werden.
Außerdem kann u¨ber eine tiefer gehende Evaluation des Ansatzes durch die Auswer-
tung ku¨nftiger mittelgroßer Projekte nachgedacht werden.
Zusammengefasst bietet ModGraph einen fundierten Ansatz und ein darauf aufbau-
endes Werkzeug zur totalen modellgetriebenen Softwareentwicklung im EMF-Kontext,
der umfangreiche Mo¨glichkeiten bietet, indem er den Mehrwert von programmierten
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A.1 Metamodell fu¨r Graphtransformationsregeln als Baum
A Anhang




A.2 Nutzung der Validierungssprache Check in
ModGraph
Check ist eine Sprache zur Definition von Constraints und dient zur Validierung von
Modellen. Sie wird in ModGraph genutzt um die kontextsensitive Syntax zu definieren
und damit um die Graphtransformationsregeln zu validieren. Ein Ausschnitt aus den
definieren Checks ist in folgender Auflistung gezeigt:
 
1 /∗ Author : S . Winetzhammer ∗/
2 import eco re ;
3 import gtEngine ;
4
5 extension de : : ubt : : a i 1 : : modgraph : : v a l i d a t i o n : : checks : : Extens ions ;
6 extension de : : ubt : : a i 1 : : modgraph : : v a l i d a t i o n : : checks : : GlobalVar ;
7
8 // Jede Regel muss d i e Operation r e f e r e n z i e r e n , d i e s i e implement ie r t .
9 context gtEngine : : GraphTransformationRule ERROR
10 ”The ru l e must implement an EOperation ! ” :
11 t h i s . implementedOperation . metaType == EOperation ;
12 . . .
13 // Im Graphmuster muss mind . e in gebundener Knoten e x i s t i e r e n . ( Analog f u¨ r d i e NAC)
14 context gtEngine : : GTGraphPattern ERROR
15 ”Bound element miss ing in Graphpattern ” :
16 existsBoundElem ( t h i s . e lements . t ypeSe l e c t (GPNode)
17 . s e l e c t ( e | e . s t a tu s . t oS t r i ng ( ) != ”CREATE”)
18 . addAll ( e lements . t ypeSe l e c t (GTThisObject ) ) ) ;
19 . . .
20 //Objekte s ind in genau einem Container . ( Analog f u¨ r d i e NAC)
21 context gtEngine : : GPObject ERROR
22 ”Please check containment o f ” + name + ” . ” :
23 i f ( incomingEdges . s i z e >=1) then
24 noSecondContainment ( ecoreModel ( ) . eAl lContents
25 . t ypeSe l e c t ( eco re : : EReference ) . s e l e c t ( e | e . containment == true ) . name ,
26 incomingEdges . t ypeSe l e c t ( gtEngine : : GTLink ) )
27 else t rue ;
28 . . .
29 // Pfadausdruck dar f n i cht l e e r s e i n .
30 context gtEngine : : GTPath ERROR
31 ”Each path needs a pathexpre s s i on ” :
32 t h i s . e xp r e s s i on != nu l l && th i s . e xp r e s s i on !=””;
33 . . .
34 //GPLink muss e in e Status haben
35 context gtEngine : : GPLink ERROR
36 ”Each l i n k in a graphpattern needs a s t a tu s ” :
37 t h i s . s t a tu s != nu l l ;
38 . . .
39 // Syntaxanalyse der Vorbedingung ( Nachbedingung analog )
40 context GTPrecondition i f ( kind == ConditionKind : :OCL)ERROR
41 ”Condit ion content i s no va l i d OCL−exp r e s s i on ! ” :
42 parseOCL(” pre : ” + th i s . c ond i t i on . t oS t r i ng ( ) ) ;
 
Auflistung A.1: Auszug aus den in ModGraph genutzten Bedingungen, die in der Sprache Check
definiert sind
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A.3 Nutzung der Templatesprache Xpand in ModGraph
XPand Templates werden in ModGraph zur Generierung von Java- und Xcore-Code ver-
wendet. Die folgende Auflistung zeigt Auszu¨ge aus den zur Java-Generierung genutzten
Templates. Die Xcore Templates sind analog aufgebaut.
 
1 << IMPORT gtEngine>>
2 << IMPORT ecore>>
3
4 << EXTENSION de : : ubt : : a i 1 : : modgraph : : gene ra to r : : e x t en s i on s : : GlobalVar>>
5 << EXTENSION de : : ubt : : a i 1 : : modgraph : : gene ra to r : : e x t en s i on s : : Extensions>>
6
7 << REM>> An Konten und Kanten s p e z i f i z i e r t e n A¨nderungen << ENDREM>>
8 << DEFINE gPManager FOR gtEngine : : GTGraphPattern>>
9 << REM>>zu l o¨ schende Knoten<< ENDREM>>
10 << EXPAND ModifyNodes : : de leteNode FOREACH
11 e lements . t ypeSe l e c t (GPNode ) . s e l e c t ( o | o . s t a tu s . t oS t r i ng ( ) == ”DELETE”)−>>
12 << REM>> zu l o¨ schende Kanten zwischen zu erha l tenden Knoten << ENDREM>>
13 << EXPAND ModifyEdges : : de leteEdge FOREACH
14 e lements . t ypeSe l e c t (GPLink ) . s e l e c t ( e | e . s t a tu s . t oS t r i ng ( ) == ”DELETE” &&
15 ( e . sourceNode . metaType == GTThisObject
16 | | ( ( GPNode) e . sourceNode ) . s t a tu s . t oS t r i ng ()==”PRESERVE”) &&
17 ( e . targetNode . metaType == GTThisObject
18 | | ( ( GPNode) e . targetNode ) . s t a tu s . t oS t r i ng ()==”PRESERVE”) &&
19 ! ( ( ( EReference ) load ( e . exReference ) ) . upperBound ==
20 ( ( EReference ) load ( e . exReference ) ) . lowerBound == 1))−>>
21 << REM>>zu erzeugende Knoten << ENDREM>>
22 << EXPAND ModifyNodes : : createNode FOREACH
23 e lements . t ypeSe l e c t (GPObject ) . s e l e c t ( o | o . s t a tu s . t oS t r i ng ( ) == ”CREATE” )>>
24 << REM>>zu erzeugende Links << ENDREM>>
25 << EXPAND createEdge FOREACH
26 e lements . t ypeSe l e c t (GPLink) . s e l e c t ( e | e . s t a tu s . t oS t r i ng ( ) == ”CREATE”)
27 . addAll ( e lements . t ypeSe l e c t (GPOrderedLink))−>>
28 << ENDDEFINE >>
29
30 << REM>> Erzeugen e i n e s Links<< ENDREM>>
31 << DEFINE createEdge FOR gtEngine : : GPLink>>
32 << IF ( (GPNode) t h i s . targetNode ) . op t i ona l == true &&
33 ( ( EReference ) load ( t h i s . exReference ) ) . upperBound!=1>>t ry { << ENDIF >>
34 << IF t h i s . metaType == GPOrderedLink &&
35 ( ( EReference ) load ( t h i s . exReference ) ) . upperBound != 1>>
36 << IF ( ( GPOrderedLink ) t h i s ) . p o s i t i o n == ” l a s t ”
37 | | ( ( GPOrderedLink ) t h i s ) . p o s i t i o n ==””
38 | | ( ( GPOrderedLink ) t h i s ) . p o s i t i o n == nu l l >>
39 << EXPAND normalLink>>
40 << ELSEIF ( ( GPOrderedLink ) t h i s ) . p o s i t i o n == ” f i r s t ”>>
41 << EXPAND createRefN ( ( ( EReference ) load ( t h i s . exReference )) ,0)>>
42 << ELSE >>
43 << LET ( ( EReference ) load ( exReference ) ) AS modelRef>>
44 EList<< <modelRef . eType . name>>> << modelRef . name>> =
45 << sourceNode . name>>.get<< modelRef . name . toFirstUpper ()>>();
46 << IF ( ( GPOrderedLink ) t h i s ) . p o s i t i o n . s p l i t (” ” ) . get (0 ) == ” a f t e r”>>
47 i n t pos = << modelRef . name>>. indexOf(<<modelRef . eType . name
48 . toFirstLower ()>>)+1;
49 << ELSE >>
50 i n t pos = << modelRef . name>>. indexOf(<<modelRef . eType . name
51 . toFirstLower ()>>)−1; << ENDIF >>
52 << IF targetNode . metaType . name == ”gtEngine : : GPMultiObject”
53 | | targetNode . metaType . name == ”gtEngine : : GPMultiParameter”>>
54 << sourceNode . name>>.get<< modelRef . name . toFirstUpper ()>>()
55 . addAll ( pos , << targetNode . name>>);
56 << ELSEIF sourceNode . metaType . name == ”gtEngine : : GPMultiObject”
57 | | sourceNode . metaType . name == ”gtEngine : : GPMultiParameter”>>
58 for(<< ( ( ENamedElement ) ( ( EReference ) load ( t h i s . exReference ) ) . eContainer ) . name>>
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59 << ( ( ENamedElement ) ( ( EReference ) load ( t h i s . exReference ) )
60 . eContainer ) . name . toFirstLower()>> :
61 << sourceNode . name>>){
62 << ( ( ENamedElement ) ( ( EReference ) load ( t h i s . exReference ) ) . eContainer ) . name
63 . toFirstLower ()>>. set<< ( ( ENamedElement ) load ( t h i s . exReference ) ) . name
64 . toFirstUpper ()>>(pos , << targetNode . name>>);
65 } << ELSE >> << sourceNode . name>>.get<< modelRef . name . toFirstUpper ()>>()
66 . add ( pos , << targetNode . name>>);
67 << ENDIF >> << ENDLET >><< ENDIF >>
68 << ELSE >> << EXPAND normalLink>> << ENDIF >>
69 << IF ( (GPNode) t h i s . targetNode ) . op t i ona l == true &&
70 ( ( EReference ) load ( t h i s . exReference ) ) . upperBound==−1>>}
71 catch ( Exception e ){}
72 << ENDIF>>
73 << ENDDEFINE >>
74
75 << DEFINE normalLink FOR GPLink>>
76 << LET ( ( EReference ) load ( exReference ) ) AS modelRef>>
77 << IF ( modelRef . lowerBound==0 | | modelRef . lowerBound==1) && modelRef . upperBound==1>>
78 << EXPAND c reateRe f01 (modelRef ) FOR th i s>>
79 << ELSEIF modelRef . upperBound==−1>>
80 << EXPAND createRefN (modelRef ) FOR th i s>>
81 << ENDIF >> << ENDLET >>
82 << ENDDEFINE >>
83
84 << DEFINE c reateRe f01 ( eco re : : EReference modelRef ) FOR gtEngine : : GPLink>>
85 << IF sourceNode . metaType != gtEngine : : GPMultiObject>>
86 << sourceNode . name>>. set<< modelRef . name . toFirstUpper ()>>
87 (<< targetNode . name>>);
88 << ELSE >> << EXPAND multiCreate>> << ENDIF >>
89 << ENDDEFINE >>
90
91 << DEFINE createRefN ( eco re : : EReference modelRef ) FOR gtEngine : : GPLink>>
92 << IF targetNode . metaType . name == ”gtEngine : : GPMultiObject”
93 | | targetNode . metaType . name == ”gtEngine : : GPMultiParameter”>>
94 << sourceNode . name>>.get<< modelRef . name . toFirstUpper ()>>()
95 . addAll(<< targetNode . name>>);
96 << ELSEIF ( sourceNode . metaType . name == ”gtEngine : : GPMultiObject”
97 | | sourceNode . metaType . name == ”gtEngine : : GPMultiParameter ”) &&
98 ( ( e co re : : EReference ) load (modelRef ) ) . eOpposite != nul l>>
99 << targetNode . name>>.get<< modelRef . eOpposite . name . toFirstUpper ()>>()
100 . addAll(<< sourceNode . name>>);
101 << ELSEIF ( sourceNode . metaType . name == ”gtEngine : : GPMultiObject”
102 | | sourceNode . metaType . name == ”gtEngine : : GPMultiParameter ”) &&
103 ( ( e co re : : EReference ) load (modelRef ) ) . eOpposite == nul l>>
104 << EXPAND multiCreate>>
105 << ELSE >>
106 << sourceNode . name>>.get<< modelRef . name . toFirstUpper ()>>()
107 . add(<< targetNode . name>>);
108 << ENDIF >>
109 << ENDDEFINE >>
 
Auflistung A.2: Auszug aus den in ModGraph zur Java Generierung genutzten Templates
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A.4 Vollsta¨ndiges Bugtracker Xcore-Modell
 
1 package de . ubt . a i 1 . modgraph . bugmodel
2
3 import org . e c l i p s e . emf . e co re . EBoolean
4 import org . e c l i p s e . emf . e co re . EInt
5 import org . e c l i p s e . emf . e co re . EStr ing
6 import org . e c l i p s e . emf . common . u t i l . EList
7 import de . ubt . a i 1 . modgraph . gt . ecoreFromXcore . gene ra to r . o c l . OCLHandler
8
9 annotation ”http ://www. e c l i p s e . org /emf/2002/Ecore/OCL/Pivot ” as OCL
10 annotation ”http ://www. e c l i p s e . org /emf/2002/Ecore” as Ecore
11 annotation ”http ://www. e c l i p s e . org /emf/2002/GenModel” as GenModel
12
13 @Ecore ( invoca t i onDe l ega t e s=”http ://www. e c l i p s e . org /emf/2002/Ecore/OCL/Pivot ” ,
14 s e t t i n gDe l e g a t e s=”http ://www. e c l i p s e . org /emf/2002/Ecore/OCL/Pivot ” ,
15 va l i d a t i onDe l e ga t e s=”http ://www. e c l i p s e . org /emf/2002/Ecore/OCL/Pivot ” ,
16 nsPre f i x=”de . ubt . a i 1 .modGraph” ,
17 nsURI=”http :// de/ubt/ a i1 /modgraph/BugModel . e co r e ” )
18 @GenModel ( l o a d I n i t i a l i z a t i o n=” true ” , op e r a t i onRe f l e c t i on=” true ” ,
19 modelDirectory=”/Bugtracker / s r c ” , modelName=”BugModel” ,
20 importerID=”org . e c l i p s e . emf . importer . e co re ” , compl ianceLeve l=” 6 .0 ” )
21 class User {
22 St r ing username
23 St r ing name
24 St r ing surname
25 St r ing emai l
26 refers Group [+] memberIn oppos i t e members
27
28 op unique Pro j e c t [ ] r e l a t e dP r o j e c t s ( )
29 @GenModel ( documentation=”Generated by ModGraph : ” )
30 op unique Ticket [ ] r epo r t edT i cke t s ( ) {
31 var Ticket [ ] t i c k e t s = null
32 // the Element i s ONLY reachab l e v ia a path !
33 var t i c k e t s = OCLHandler .
34 evaluatePath ( th i s , ” r e l a t e dP r o j e c t s ( ) . r epo r t edT i cke t s ” ) as Ticket [ ]
35 for ( t i c k e t : t i c k e t s ) {
36 i f ( t i c k e t . r epo r t e r == th i s )
37 t i c k e t s . add ( t i c k e t )
38 }
39 i f ( t i c k e t s . isEmpty ( ) ) throw new de . ubt . a i 1 . modgraph . gt . f a i l u r e . GTFailure
40 return t i c k e t s as EList
41 }
42 op unique Ticket [ ] a s s i gnedT i cke t s ( )
43 op unique Pro j e c t [ ] a c c e s s i b l eP r o j e c t s ( ) throws GTFailure
44 op unique Pro j e c t [ ] l eaderAt ( ) throws GTFailure
45 }
46
47 class Group {
48 St r ing name
49 St r ing d e s c r i p t i o n
50 refers User [ ] members oppos i t e memberIn
51 refers Pro j e c t [ ] a c c e s s i b l eP r o j e c t s oppos i t e access ingGroups
52
53 op EBoolean i sAc t i v e ( ) throws GTFailure
54 }
55
56 class Pro j e c t {
57 St r ing d e s c r i p t i o n
58 St r ing name
59 contains Ticket [ ] r epo r t edT i cke t s oppos i t e owningProject
60 refers User [ 1 ] l e ad e r
61 refers Group [ ] access ingGroups oppos i t e a c c e s s i b l eP r o j e c t s
62
63 op unique Ticket [ ] a l lT i cke t sWithStatus ( Status s t a tu s )
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64 op unique Ticket [ ] a l lT i cke t sWi thSeve r i t y ( Seve r i t y s e v e r i t y )
65 op unique Ticket [ ] a l lBugsWithStatusAndSever ity ( Status s t a tu s ,
66 Seve r i t y s e v e r i t y ) throws GTFailure
67 @GenModel ( documentation=”Generated by ModGraph : ” )
68 @OCL( pre pre1 = ” r epo r t e r . a c c e s s i b l eP r o j e c t s ()−> i n c l ud e s ( s e l f ) ” )
69 @OCL( pre pre2 = ” t i t l e . s i z e ( ) > 0 and d e s c r i p t i o n . s i z e ( ) > 0” )
70 @OCL( pos t pos t1 = ” repor tedTicket s−>i sUnique ( t : Ticket | t . number ) ” )
71 op Ticket c r ea t eT i cke t ( Seve r i t y s e v e r i t y , EStr ing t i t l e ,
72 EString d e s c r i p t i o n , User r epo r t e r ) throws GTFailure{
73 val ticketNumberValue = ( ( eContainer ( ) . eContainer ( ) )
74 as BugTracker ) . getNextNumber ( )
75 val t icketCreatedAtValue = java . u t i l . Calendar . g e t In s tance ( )
76 val r e v i s i o nT i t l eVa l u e = t i t l e
77 val r ev i s i onDe s c r i p t i onVa lu e = de s c r i p t i o n
78 val r e v i s i onSev e r i t yVa lu e = s e v e r i t y
79 val r ev i s i onS ta tu sVa lue = Status .NEW
80 val rev i s ionCreatedAtValue = java . u t i l . Calendar . g e t In s tance ( )
81 var t i c k e t = BugmodelFactory : : eINSTANCE. c r ea t eT i cke t ( )
82 t i c k e t . number = ticketNumberValue
83 t i c k e t . createdAt = ticketCreatedAtValue
84 var r e v i s i o n = BugmodelFactory : : eINSTANCE. c r ea t eT i cke tRev i s i on ( )
85 r e v i s i o n . t i t l e = r ev i s i o nT i t l eVa l u e
86 r e v i s i o n . d e s c r i p t i o n = rev i s i onDe s c r i p t i onVa lu e
87 r e v i s i o n . s e v e r i t y = r ev i s i onSev e r i t yVa lu e
88 r e v i s i o n . s t a tu s = rev i s i onS ta tu sVa lue
89 r e v i s i o n . createdAt = rev i s ionCreatedAtValue
90 r epo r t edT i cke t s . add ( t i c k e t )
91 t i c k e t . r e po r t e r = r epo r t e r
92 r e v i s i o n . c r e a t o r = r epo r t e r
93 t i c k e t . h i s t o r y . add ( r e v i s i o n )
94 t i c k e t . cu r r en tRev i s i on = r e v i s i o n
95 return t i c k e t
96 }
97 op boolean hasOpenTickets ( ) throws GTFailure
98 }
99
100 class TicketRev i s i on {
101 St r ing t i t l e
102 St r ing d e s c r i p t i o n
103 Seve r i t y s e v e r i t y
104 Status s t a tu s
105 Calendar createdAt
106 refers User [ 1 ] c r e a t o r
107 refers User a s s i gn e e
108
109 op EBoolean copyAssignee ( TicketRev i s i on o ldRev i s i on ) throws GTFailure
110 }
111
112 class BugTracker {
113 contains User [ ] u s e r s
114 contains Pro j e c t [ ] t r a ckedPro j e c t s
115 contains Group [ ] groups
116
117 op User c rea teUser ( S t r ing nickname , S t r ing surname ,
118 St r ing name , S t r ing emai l , Group group ) throws GTFailure
119 op Group createGroup ( St r ing name) throws GTFailure
120 @GenModel ( documentation=”Generated by ModGraph : ” )
121 op Pro j e c t c r e a t eP ro j e c t ( S t r ing name , User l e ad e r ,
122 Group f i r s tGroup ) throws GTFailure {
123 i f ( f i r s tGroup . members . f i n dF i r s t (m|m == leade r )!=null ) {
124 i f ( ! ( t r a ckedPro j e c t s . f i n dF i r s t ( e | e . name == name) != null ) ) {
125 val projectNameValue = name
126 var p r o j e c t = BugmodelFactory : : eINSTANCE. c r e a t eP ro j e c t ( )
127 p r o j e c t . name = projectNameValue
128 t r a ckedPro j e c t s . add ( p r o j e c t )
129 p r o j e c t . l e ad e r = l e ade r
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130 f i r s tGroup . a c c e s s i b l eP r o j e c t s . add ( p r o j e c t )
131 return p r o j e c t
132 } else
133 throw new de . ubt . a i 1 . modgraph . gt . f a i l u r e . GTFailure
134 } else
135 throw new de . ubt . a i 1 . modgraph . gt . f a i l u r e . GTFailure
136 }
137 op User l og inUse r ( S t r ing nickname ) throws GTFailure
138 op unique Ticket [ ] a l lOpenTickets ( ) throws GTFailure
139 op unique Pro j e c t [ ] a l lC l e anPro j e c t s ( ) throws GTFailure
140 op unique Pro j e c t [ ] a l lB rokenPro j e c t s ( ) throws GTFailure
141
142 // erg a¨ nz t e r p rozedura l e r Que l l t ex t
143 i n t runningNo
144 op void i n i t ( ) throws GTFailure {
145 runningNo = 0
146 var group = createGroup ( ” i n i t i t a t o r s ” )
147 var user = createUser ( ” f i r s tU s e r ” , ”someone” , ”” , ”” , group )
148 c r e a t eP ro j e c t ( ”Ein Pro jekt ” , user , group )
149 }
150 op i n t getNextNumber ( ) {
151 runningNo = runningNo + 1
152 return runningNo
153 }
154 op boolean createPro jec tAndTicket s ( S t r ing projectName ,
155 User projectLeaderAndReporter , Group p ro j e c t s f i r s tGroup ,
156 Seve r i t y [ ] t i c k e t S ev e r i t y , EStr ing [ ] t i c k e tT i t l e ,
157 EString [ ] t i c k e tDe s c r i p t i o n ) {
158 var Pro j e c t p r o j e c t = null
159 try {
160 p r o j e c t = c r e a t eP ro j e c t ( projectName ,
161 projectLeaderAndReporter , p r o j e c t s f i r s tG r oup )
162 } catch ( de . ubt . a i 1 . modgraph . gt . f a i l u r e . GTFailure f a i l u r e ) {
163 p r o j e c t = th i s . t r a ckedPro j e c t s
164 . f i n dF i r s t [ Pro j e c t p | p . name == projectName ]
165 i f ( p r o j e c t == null )
166 throw new de . ubt . a i 1 . modgraph . gt . f a i l u r e
167 . GTFailure ( ”Object not found” )
168 else {
169 /∗Not i fy user , that a p r o j e c t with the g iven name a l r eady e x i s t s
170 ∗ and w i l l be used i f he doesn ’ t cance l the ope ra t i on ∗/
171 }
172 }
173 var i n t i = 0
174 i f ( t i c k e t S e v e r i t y . s i z e == t i c k e tT i t l e . s i z e == t i c k e tDe s c r i p t i o n . s i z e ) {
175 try{
176 whi le ( i < t i c k e t S e v e r i t y . s i z e ) {
177 p r o j e c t . c r ea t eT i cke t ( t i c k e t S e v e r i t y . get ( i ) , t i c k e tT i t l e . get ( i ) ,
178 t i c k e tDe s c r i p t i o n . get ( i ) , projectLeaderAndReporter )
179 i = i + 1
180 }
181 }catch ( de . ubt . a i 1 . modgraph . gt . f a i l u r e . GTFailure f a i l u r e ) {
182 throw new de . ubt . a i 1 . modgraph . gt . f a i l u r e
183 . GTFailure ( ”Ticket c r e a t i on f a i l e d ” )
184 }
185 }
186 return t rue
187 }
188
189 class Ticket {
190 EInt number
191 Calendar createdAt
192 contains TicketRev i s i on [+] h i s t o r y
193 refers TicketRev i s ion [ 1 ] cu r r en tRev i s i on
194 refers User [ 1 ] r epo r t e r
195 contains Comment [ ] comments
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196 conta ine r Pro j e c t [ 1 ] owningProject oppos i t e r epo r t edT icke t s
197
198 op Comment addComment( EStr ing content , EStr ing t i t l e , User author )
199 op void changeTicket ( Seve r i t y s e v e r i t y , EStr ing t i t l e ,
200 EString d e s c r i p t i o n , User user )
201 op void ass ignTo ( User a s s i gn e e , User author )
202 op User getAss ignee ( ) throws GTFailure
203 @GenModel ( documentation=
204 ”Generated by ModGraph : A¨ndert den Status e i n e s Ticket s . ” )
205 @OCL( pre pre1=”author . a c c e s s i b l eP r o j e c t s ()−> i n c l ud e s ( s e l f . owningProject ) ” )
206 op void changeStatus ( Status s t a tu s , User author ) throws GTFailure {
207 var TicketRev i s i on o ldRev i s i on = null
208 var User a s s i gn e e = null
209 var o ldRev i s i on = cur r en tRev i s i on
210 var a s s i g n e e = o ldRev i s i on . a s s i gn e e
211 o ldRev i s i on = o ldRev i s i on
212 a s s i gn e e = a s s i g n e e
213 i f ( o ldRev i s i on == null )
214 throw new de . ubt . a i 1 . modgraph . gt . f a i l u r e
215 . GTFailure ( ”Object not found” )
216 val newRevis ionTit leValue = cur r en tRev i s i on . t i t l e
217 val newRevis ionDescr ipt ionValue = cur r entRev i s i on . d e s c r i p t i o n
218 val newRevis ionSever i tyValue = cur r en tRev i s i on . s e v e r i t y
219 val newRevis ionStatusValue = s ta tu s
220 val newRevisionCreatedAtValue = java . u t i l . Calendar . g e t In s tance ( )
221 var newRevision = BugmodelFactory : : eINSTANCE. c r ea t eT i cke tRev i s i on ( )
222 newRevision . t i t l e = newRevis ionTit leValue
223 newRevision . d e s c r i p t i o n = newRevis ionDescr ipt ionValue
224 newRevision . s e v e r i t y = newRevis ionSever i tyValue
225 newRevision . s t a tu s = newRevis ionStatusValue
226 newRevision . createdAt = newRevisionCreatedAtValue
227 cur r en tRev i s i on = newRevision
228 newRevision . c r e a t o r = author
229 h i s t o r y . add ( newRevision )




234 class Comment {
235 St r ing t i t l e
236 St r ing content
237 Calendar createdAt
238 refers User [ 1 ] author
239 }
240
241 enum Seve r i t y {
242 LOW
243 NORMAL = 1
244 HIGH = 2
245 }
246 enum Status {
247 NEW
248 CONFIRMED = 1
249 REJECTED = 2
250 DONE = 3
251 FIXED = 4
252 IN PROGRESS = 5
253 }
254
255 type Calendar wraps java . u t i l . Calendar
256 type GTFailure wraps de . ubt . a i 1 . modgraph . gt . f a i l u r e . GTFailure
257 type OCLHandler wraps de . ubt . a i 1 . modgraph . gt . ecoreFromXcore . gene ra to r . o c l . OCLHandler
 




Refactoring (ms) Propagation (ms) Gesamtlaufzeit (ms)
Modelliert 5,73 46,09 51,82
Java 5,28 22,78 28,06
Tabelle A.1: Durchschnittliche Laufzeiten fu¨r das Verstecken des Delegierten
Refactoring (ms) Propagation (ms) Gesamtlaufzeit (ms)
Modelliert 5,80 33,57 39,37
Java 5,63 22,87 28,50
Tabelle A.2: Durchschnittliche Laufzeiten fu¨r das Entfernen der mittleren Klasse
Refactoring (ms) Propagation (ms) Gesamtlaufzeit (ms)
Modelliert 7,71 44,06 51,77
Java 7,37 24,00 31,37
Tabelle A.3: Durchschnittliche Laufzeiten fu¨r das Ersetzen der Delegation durch Vererbung
Refactoring (ms) Propagation (ms) Gesamtlaufzeit (ms)
Modelliert 6,17 23,44 29,61
Java 5,91 23,49 29,40






1 grammar org . e c l i p s e . emf . e co re . xcore . Xcore
2 with org . e c l i p s e . xtext . xbase . Xbase
3 import ” http ://www. e c l i p s e . org /emf/2002/Ecore”
4 import ” http ://www. e c l i p s e . org /emf/2002/GenModel” as genmodel
5 import ” http ://www. e c l i p s e . org / xtext /xbase /Xbase” as xbase
6 import ” http ://www. e c l i p s e . org / xtext /common/JavaVMTypes” as javaVMTypes
7 import ” http ://www. e c l i p s e . org / xtext /xbase /Xtype” as xtype
8 import ” http ://www. e c l i p s e . org /emf/2011/Xcore”
9 XPackage r e tu rn s XPackage :
10 {XPackage}
11 ( annotat ions+=XAnnotation )∗
12 ’ package ’
13 name = Qualif iedName
14 ( impor tD i r e c t i v e s += XImportDirect ive )∗
15 ( anno ta t i onD i r e c t i v e s += XAnnotat ionDirect ive )∗
16 ( c l a s s i f i e r s += XC l a s s i f i e r )∗
17 ;
18 XAnnotation :
19 ’@ ’ source=[XAnnotat ionDirect ive | ValidID ]
20 ( ’ ( ’ d e t a i l s+=XStringToStringMapEntry ( ’ , ’







28 XImportDirect ive :
29 ’ import ’ ( importedNamespace=QualifiedNameWithWildcard |
30 importedObject=[EObject | Qualif iedName ] )
31 ;
32 QualifiedNameWithWildcard :
33 Qualif iedName ’ .∗ ’
34 ;
35 XAnnotat ionDirect ive :
36 ’ annotat ion ’ sourceURI=STRING ’ as ’ name=ValidID
37 ;






44 ( annotat ions+=XAnnotation )∗
45 ’ type ’ name = ID
46 ( ’< ’ typeParameters+=XTypeParameter ( ’ , ’ typeParameters+=XTypeParameter )∗ ’> ’ )?
47 ’ wraps ’ instanceType=JvmTypeReference
48 (
49 /∗ In scope f o r c r e a t e should be what ’ s v i s i b l e in XyzFactoryImpl
50 ∗ and ’ t h i s ’ w i l l denote the l i t e r a l va lue .
51 ∗ The block exp r e s s i on must y i e l d nu l l or an in s t anc e o f the wrapped type .
52 ∗/
53 ( s e r i a l i z a b l e ?= ’ c r e a t e ’ createBody=XBlockExpression )? &
54 /∗ In scope f o r c r e a t e should be what ’ s v i s i b l e in XyzFactoryImpl
55 ∗ and ’ t h i s ’ w i l l denote an in s t anc e o f the wrapped type .
56 ∗ The block expr e s s i on must y i e l d a java . lang . S t r i ng .
57 ∗/






62 ( annotat ions+=XAnnotation )∗
63 ’ enum ’ name = ID
64 ’ { ’
65 ( l i t e r a l s+=XEnumLiteral ( ( ’ , ’ )? l i t e r a l s+=XEnumLiteral )∗ ) ?
66 ’ } ’
67 ;
68 XEnumLiteral :
69 ( annotat ions+=XAnnotation )∗
70 name=ID
71 ( ’ as ’ l i t e r a l=STRING)?




76 ( annotat ions+=XAnnotation )∗
77 ( ( ab s t r a c t?= ’ ab s t r a c t ’ ? ’ c l a s s ’ ) | i n t e r f a c e ?= ’ i n t e r f a c e ’ ) name = ID
78 ( ’< ’ typeParameters+=XTypeParameter
79 ( ’ , ’ typeParameters+=XTypeParameter )∗ ’> ’ )?
80 ( ’ extends ’ superTypes+=XGenericType ( ’ , ’ superTypes+=XGenericType )∗ ) ?
81 ( ’ wraps ’ instanceType=JvmTypeReference ) ?
82 ’ { ’
83 (members+=XMember)∗








92 ( annotat ions+=XAnnotation )∗
93 (
94 ( unordered?= ’ unordered ’ )? &
95 ( unique?= ’ unique ’ )? &
96 ( readonly?= ’ readonly ’ )? &
97 ( t r a n s i e n t?= ’ t r an s i e n t ’ )? &
98 ( v o l a t i l e ?= ’ v o l a t i l e ’ )? &
99 ( uns e t t ab l e?= ’ uns e t t ab l e ’ )? &
100 ( der ived?= ’ der ived ’ )? &
101 ( iD?= ’ id ’ )?
102 )
103 ( type=XGenericType mu l t i p l i c i t y=XMul t ip l i c i t y ? | ’ void ’ )
104 name=ID
105 ( ’= ’ d e f au l tVa l u eL i t e r a l=STRING)?
106 /∗
107 ∗ In scope f o r getBody should be what ’ s v i s i b l e in AbcImpl
108 ∗ and ’ t h i s ’ w i l l denote an in s t anc e o f the f e a tu r e ’ s type .
109 ∗ The block exp r e s s i on must y i e l d a value o f the f e a tu r e ’ s type .
110 ∗/
111 ( ( ’ get ’ getBody=XBlockExpression )? &
112 ( ’ s e t ’ setBody=XBlockExpression )? &
113 ( ’ i s S e t ’ isSetBody=XBlockExpression )? &
114 ( ’ unset ’ unsetBody=XBlockExpression ) ? )
115 ;
116 XReference :
117 ( annotat ions+=XAnnotation )∗
118 ( ( r e s o l v eP r ox i e s?= ’ r e s o l v i n g ’ ? & ( containment?= ’ conta in s ’ |
119 conta ine r?= ’ conta ine r ’ ) ) | ( l o c a l ?= ’ l o c a l ’ ? & ’ r e f e r s ’ ) )
120 (
121 ( unordered?= ’ unordered ’ )? &
122 ( unique?= ’ unique ’ )? &
123 ( readonly?= ’ readonly ’ )? &
124 ( t r a n s i e n t?= ’ t r an s i e n t ’ )? &
125 ( v o l a t i l e ?= ’ v o l a t i l e ’ )? &
126 ( uns e t t ab l e?= ’ uns e t t ab l e ’ )? &
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127 ( der ived?= ’ der ived ’ )?
128 )
129 type=XGenericType
130 mu l t i p l i c i t y=XMul t ip l i c i t y ?
131 name=ID
132 (
133 ’ oppos i t e ’ oppos i t e =[genmodel : : GenFeature | ValidID ]
134 )?
135 (
136 ’ keys ’ keys+=[genmodel : : GenFeature | ValidID ]
137 ( ’ , ’ keys+=[genmodel : : GenFeature | ValidID ] ) ∗
138 )?
139 /∗
140 ∗ In scope f o r getBody should be what ’ s v i s i b l e in AbcImpl
141 ∗ and ’ t h i s ’ w i l l denote an in s t anc e o f the f e a tu r e ’ s type .
142 ∗ The block exp r e s s i on must y i e l d a value o f the f e a t u r e ’ s type .
143 ∗/
144 ( ( ’ get ’ getBody=XBlockExpression )? &
145 ( ’ s e t ’ setBody=XBlockExpression )? &
146 ( ’ i s S e t ’ isSetBody=XBlockExpression )? &
147 ( ’ unset ’ unsetBody=XBlockExpression ) ? )
148 ;
149 XOperation :
150 ( annotat ions+=XAnnotation )∗
151 ’ op ’
152 (
153 unordered?= ’ unordered ’ unique?= ’ unique ’ ? |
154 unique?= ’ unique ’ unordered?= ’ unordered ’ ?
155 )?
156 ( ’< ’ typeParameters+=XTypeParameter
157 ( ’ , ’ typeParameters+=XTypeParameter )∗ ’> ’ )?
158 ( type=XGenericType | ’ void ’ )
159 mu l t i p l i c i t y=XMul t ip l i c i t y ?
160 name=ID
161 ’ ( ’ ( parameters+=XParameter ( ’ , ’ parameters+=XParameter )∗ ) ? ’ ) ’
162 ( ’ throws ’ except i on s+=XGenericType ( ’ , ’ exc ep t i on s+=XGenericType )∗ ) ?
163 /∗
164 ∗ This i s the l o g i c f o r the opera t i on .
165 ∗ How are we going to r e s o l v e a l l r e f e r e n c e s
166 ∗ that are in scope f o r Xbase language ?
167 ∗ Will th ing s l i k e v a r i a b l e s that are a c t ua l l y the re in generated
168 ∗ in the Impl c l a s s be a c c e s s i b l e d i r e c t l y ?
169 ∗/
170 ( body=XBlockExpression )?
171 ;
172 XParameter :
173 ( annotat ions+=XAnnotation )∗
174 (
175 unordered?= ’ unordered ’ unique?= ’ unique ’ ? |
176 unique?= ’ unique ’ unordered?= ’ unordered ’ ?
177 )?
178 type=XGenericType




183 ( annotat ions+=XAnnotation )∗
184 name=ID ( ’ extends ’ bounds+=XGenericType ( ’&’ bounds+=XGenericType )∗ ) ?
185 ;
186 XMul t ip l i c i t y r e tu rn s XMul t ip l i c i t y :
187 ’ [ ’
188 ( ’ ? ’ | ’ ∗ ’ | ’+ ’ | (INT ( ’ . . ’ (INT | ’ ? ’ | ’ ∗ ’ ) ) ? ) ) ?
189 ’ ] ’
190 ;
191 XBlockExpression r e tu rn s xbase : : XBlockExpression :
192 {xbase : : XBlockExpression}
252
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193 ’ { ’
194 ( e xp r e s s i on s+=XExpress ionIns ideBlock ’ ; ’ ?)∗
195 ’ } ’
196 ;
197 XGenericType r e tu rn s XGenericType :
198 type=[genmodel : : GenBase | XQualifiedName ] (=> ’< ’
199 typeArguments+=XGenericTypeArgument
200 ( ’ , ’ typeArguments+=XGenericTypeArgument )∗ ’> ’ )?
201 ;




206 XGenericWildcardTypeArgument r e tu rn s XGenericType :
207 {XGenericType}
208 ’ ? ’ ( ’ extends ’ upperBound=XGenericType |
209 ’ super ’ lowerBound=XGenericType )?
210 ;
211 XQualifiedName :
212 XID ( ’ . ’ XID)∗
213 ;
214 XID :
215 ID | ’ get ’ | ’ s e t ’ | ’ i sUnSet ’ | ’ i s S e t ’
216 ;
217 ValidID :
218 XID | ’ void ’
219 ;
 





3 ∗ Copyright ( c ) 2010 i t em i s AG ( http ://www. i t em i s . eu ) and othe r s .
4 ∗ Al l r i g h t s r e s e rved . This program and the accompanying mat e r i a l s
5 ∗ are made av a i l a b l e under the terms o f the Ec l i p s e Publ ic L i cense v1 . 0
6 ∗ which accompanies t h i s d i s t r i bu t i o n , and i s a v a i l a b l e at
7 ∗ http ://www. e c l i p s e . org / l e g a l / epl−v10 . html
8 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ ∗/
9 grammar org . e c l i p s e . xtext . xbase . Xbase with org . e c l i p s e . xtext . xbase . Xtype
10 import ” http ://www. e c l i p s e . org / xtext /xbase /Xbase”
11 import ” http ://www. e c l i p s e . org / xtext /common/JavaVMTypes” as types
12 import ” http ://www. e c l i p s e . org /emf/2002/Ecore” as eco re
13 XExpression r e tu rn s XExpression :
14 XAssignment ;
15 XAssignment r e tu rn s XExpression :
16 {XAssignment} f e a t u r e =[ types : : JvmIdent i f iab leElement | FeatureCal l ID ]
17 OpSingleAssign value=XAssignment |
18 XOrExpression (
19 =>({XBinaryOperation . l e f tOperand=current }
20 f e a t u r e =[ types : : JvmIdent i f iab leElement | OpMultiAssign ] ) r ightOperand=XAssignment





26 ’+=’ | ’−=’ | ’∗= ’ | ’/= ’ | ’%=’ | ’< ’ ’< ’ ’= ’ | ’> ’ ’> ’ ? ’>=’ ;
27 XOrExpression r e tu rn s XExpression :
28 XAndExpression (=>({XBinaryOperation . l e f tOperand=current }
29 f e a t u r e =[ types : : JvmIdent i f iab leElement |OpOr ] )




32 ’ | | ’ ;
33 XAndExpression r e tu rn s XExpression :
34 XEqual i tyExpress ion (=>({XBinaryOperation . l e f tOperand=current }
35 f e a t u r e =[ types : : JvmIdent i f iab leElement |OpAnd ] )
36 r ightOperand=XEqual i tyExpress ion ) ∗ ;
37 OpAnd:
38 ’&&’ ;
39 XEqual i tyExpress ion r e tu rn s XExpression :
40 XRelat iona lExpress ion (=>({XBinaryOperation . l e f tOperand=current }
41 f e a t u r e =[ types : : JvmIdent i f iab leElement | OpEquality ] )
42 r ightOperand=XRelat iona lExpress ion ) ∗ ;
43 OpEquality :
44 ’==’ | ’ != ’ | ’===’ | ’ !== ’ ;
45 XRelat iona lExpress ion r e tu rn s XExpression :
46 XOtherOperatorExpression
47 (=>({XInstanceOfExpress ion . exp r e s s i on=cur rent }
48 ’ i n s t an c e o f ’ ) type=JvmTypeReference |
49 =>({XBinaryOperation . l e f tOperand=current }
50 f e a t u r e =[ types : : JvmIdent i f iab leElement |OpCompare ] )
51 rightOperand=XOtherOperatorExpression ) ∗ ;
52 OpCompare :
53 ’>=’ | ’< ’ ’= ’ | ’> ’ | ’< ’ ;
54 XOtherOperatorExpression r e tu rn s XExpression :
55 XAddit iveExpress ion (=>({XBinaryOperation . l e f tOperand=current }
56 f e a t u r e =[ types : : JvmIdent i f iab leElement |OpOther ] )
57 r ightOperand=XAddit iveExpress ion ) ∗ ;
58 OpOther :
59 ’−> ’
60 | ’ . .< ’ | ’> ’ ’ . . ’ | ’ . . ’ | ’=> ’ | ’> ’ (=>( ’> ’ ’> ’ ) | ’> ’ )
61 | ’< ’ (=>( ’< ’ ’< ’ ) | ’< ’ | ’=> ’ ) | ’<> ’ | ’ ? : ’ ;
62 XAddit iveExpress ion r e tu rn s XExpression :
63 XMul t ip l i ca t i veExpre s s i on (=>({XBinaryOperation . l e f tOperand=current }
64 f e a t u r e =[ types : : JvmIdent i f iab leElement |OpAdd ] )
65 r ightOperand=XMul t ip l i ca t i veExpre s s i on ) ∗ ;
66 OpAdd:
67 ’+ ’ | ’− ’ ;
68 XMul t ip l i c a t i v eExpre s s i on r e tu rns XExpression :
69 XUnaryOperation (=>({XBinaryOperation . l e f tOperand=current }
70 f e a t u r e =[ types : : JvmIdent i f iab leElement |OpMulti ] ) r ightOperand=XUnaryOperation ) ∗ ;
71 OpMulti :
72 ’ ∗ ’ | ’ ∗∗ ’ | ’ / ’ | ’%’ ;
73 XUnaryOperation r e tu rn s XExpression :
74 {XUnaryOperation} f e a t u r e =[ types : : JvmIdent i f iab leElement |OpUnary ]
75 operand=XUnaryOperation
76 | XCastedExpression ;
77 OpUnary :
78 ” !” | ”−” | ”+”;
79 XCastedExpression r e tu rn s XExpression :
80 XPostf ixOperat ion (=>({XCastedExpression . t a r g e t=cur rent }
81 ’ as ’ ) type=JvmTypeReference )∗
82 ;
83 XPostf ixOperat ion r e tu rn s XExpression :
84 XMemberFeatureCall =>({XPostf ixOperat ion . operand=current }
85 f e a t u r e =[ types : : JvmIdent i f iab leElement | OpPostf ix ] ) ?
86 ;
87 OpPostf ix :
88 ”++” | ”−−”;
89 XMemberFeatureCall r e tu rn s XExpression :
90 XPrimaryExpression
91 (=>({XAssignment . a s s i gnab l e=cur rent } ( ’ . ’ | e x p l i c i t S t a t i c ?=” : :” )
92 f e a t u r e =[ types : : JvmIdent i f iab leElement | FeatureCal l ID ] OpSingleAssign )
93 value=XAssignment
94 |=>({XMemberFeatureCall . memberCallTarget=cur rent }
95 ( ” . ” | nu l l S a f e ?=”?.” | e x p l i c i t S t a t i c ?=” : : ” ) )
96 ( ’< ’ typeArguments+=JvmArgumentTypeReference
97 ( ’ , ’ typeArguments+=JvmArgumentTypeReference )∗ ’> ’ )?
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98 f e a t u r e =[ types : : JvmIdent i f iab leElement | IdOrSuper ] (
99 =>e xp l i c i tOpe r a t i o nCa l l ?= ’ ( ’
100 (
101 memberCallArguments+=XShortClosure
102 | memberCallArguments+=XExpression ( ’ , ’ memberCallArguments+=XExpression )∗
103 )?
104 ’ ) ’ )?
105 memberCallArguments+=XClosure ?
106 ) ∗ ;
107 XPrimaryExpression r e tu rn s XExpression :
108 XConstructorCal l | XBlockExpression | XSwitchExpression |
109 XSynchronizedExpress ion | XFeatureCall | XLite ra l |
110 XIfExpress ion | XForLoopExpression | XBasicForLoopExpression |
111 XWhileExpression | XDoWhileExpression | XThrowExpression |
112 XReturnExpression | XTryCatchFinal lyExpress ion | XParenthes izedExpress ion ;
113 XLite ra l r e tu rn s XExpression :
114 XCo l l e c t i onL i t e r a l | XClosure | XBooleanLitera l |
115 XNumberLiteral | XNul lL i t e ra l | XSt r i ngL i t e r a l |
116 XTypeLiteral
117 ;
118 XCo l l e c t i onL i t e r a l :
119 XSetL i t e ra l | XLi s tL i t e r a l
120 ;
121 XSetL i t e ra l :
122 {XSetL i t e ra l } ’#’ ’ { ’ ( e lements+=XExpression
123 ( ’ , ’ e lements+=XExpression )∗ ) ? ’ } ’
124 ;
125 XLi s tL i t e r a l :
126 {XLi s tL i t e r a l } ’#’ ’ [ ’ ( e lements+=XExpression
127 ( ’ , ’ e lements+=XExpression )∗ ) ? ’ ] ’
128 ;
129 XClosure r e tu rn s XExpression :
130 =>({XClosure}
131 ’ [ ’ )
132 =>((declaredFormalParameters+=JvmFormalParameter
133 ( ’ , ’ declaredFormalParameters+=JvmFormalParameter )∗ ) ?
134 exp l i c i t Syn t ax?= ’ | ’ )?
135 exp r e s s i on=XExpress ionInClosure
136 ’ ] ’ ;
137 XExpress ionInClosure r e tu rn s XExpression :
138 {XBlockExpression}
139 ( e xp r e s s i on s+=XExpressionOrVarDeclaration ’ ; ’ ?)∗
140 ;
141 XShortClosure r e tu rn s XExpression :
142 =>({XClosure} ( declaredFormalParameters+=JvmFormalParameter
143 ( ’ , ’ declaredFormalParameters+=JvmFormalParameter )∗ ) ?
144 exp l i c i t Syn t ax?= ’ | ’ ) e xp r e s s i on=XExpression ;
145 XParenthes izedExpress ion r e tu rn s XExpression :
146 ’ ( ’ XExpression ’ ) ’ ;
147 XIfExpress ion r e tu rn s XExpression :
148 {XIfExpress ion }
149 ’ i f ’ ’ ( ’ i f=XExpression ’ ) ’
150 then=XExpression
151 (=> ’ e l s e ’ e l s e=XExpression ) ? ;
152 XSwitchExpression r e tu rn s XExpression :
153 {XSwitchExpression}
154 ’ switch ’ (=>( ’ ( ’ declaredParam=JvmFormalParameter ’ : ’ ) switch=XExpression ’ ) ’
155 | =>(declaredParam=JvmFormalParameter ’ : ’ )? switch=XExpression ) ’ { ’
156 ( ca s e s+=XCasePart )∗
157 ( ’ d e f au l t ’ ’ : ’ d e f au l t=XExpression )?
158 ’ } ’ ;
159 XCasePart :
160 {XCasePart}
161 typeGuard=JvmTypeReference ? ( ’ case ’ case=XExpression )?
162 ( ’ : ’ then=XExpression | f a l lThrough?= ’ , ’ ) ;




165 ’ f o r ’ ’ ( ’ declaredParam=JvmFormalParameter ’ : ’ ) f o rExpre s s i on=XExpression ’ ) ’
166 eachExpress ion=XExpression ;
167 XBasicForLoopExpression r e tu rn s XExpression :
168 {XBasicForLoopExpression}
169 ’ f o r ’ ’ ( ’ ( i n i tExp r e s s i o n s+=XExpressionOrVarDeclaration
170 ( ’ , ’ i n i tExp r e s s i o n s+=XExpressionOrVarDeclaration )∗ ) ? ’ ; ’
171 exp r e s s i on=XExpression ? ’ ; ’
172 ( updateExpress ions+=XExpression ( ’ , ’ updateExpress ions+=XExpression )∗ ) ? ’ ) ’
173 eachExpress ion=XExpression ;
174 XWhileExpression r e tu rn s XExpression :
175 {XWhileExpression}
176 ’ whi l e ’ ’ ( ’ p r ed i c a t e=XExpression ’ ) ’
177 body=XExpression ;
178 XDoWhileExpression r e tu rn s XExpression :
179 {XDoWhileExpression}
180 ’ do ’
181 body=XExpression
182 ’ whi l e ’ ’ ( ’ p r ed i c a t e=XExpression ’ ) ’ ;
183 XBlockExpression r e tu rn s XExpression :
184 {XBlockExpression}
185 ’ { ’
186 ( e xp r e s s i on s+=XExpressionOrVarDeclaration ’ ; ’ ?)∗
187 ’ } ’ ;
188 XExpressionOrVarDeclaration r e tu rn s XExpression :
189 XVar iab leDec larat ion | XExpression ;
190 XVar iab leDec larat ion r e tu rn s XExpression :
191 {XVar iab leDec larat ion }
192 ( wr i t e ab l e?= ’ var ’ | ’ va l ’ )
193 (=>(type=JvmTypeReference name=ValidID ) | name=ValidID )
194 ( ’= ’ r i g h t=XExpression ) ? ;
195 JvmFormalParameter r e tu rn s types : : JvmFormalParameter :
196 ( parameterType=JvmTypeReference )? name=ValidID ;
197 FullJvmFormalParameter r e tu rn s types : : JvmFormalParameter :
198 parameterType=JvmTypeReference name=ValidID ;
199 XFeatureCall r e tu rn s XExpression :
200 {XFeatureCall }
201 ( ’< ’ typeArguments+=JvmArgumentTypeReference
202 ( ’ , ’ typeArguments+=JvmArgumentTypeReference )∗ ’> ’ )?
203 f e a t u r e =[ types : : JvmIdent i f iab leElement | IdOrSuper ]
204 (=>e xp l i c i tOpe r a t i o nCa l l ?= ’ ( ’
205 (
206 f eatureCal lArguments+=XShortClosure
207 | f eatureCal lArguments+=XExpression
208 ( ’ , ’ f eatureCal lArguments+=XExpression )∗
209 )?
210 ’ ) ’ )?
211 f eatureCal lArguments+=XClosure ? ;
212 FeatureCal l ID :
213 ValidID | ’ extends ’ | ’ s t a t i c ’ | ’ import ’ | ’ ex t ens i on ’
214 ;
215 IdOrSuper :
216 FeatureCal l ID | ’ super ’
217 ;
218 XConstructorCal l r e tu rn s XExpression :
219 {XConstructorCal l }
220 ’ new ’ con s t ruc to r =[ types : : JvmConstructor | Qualif iedName ]
221 (=> ’< ’ typeArguments+=JvmArgumentTypeReference
222 ( ’ , ’ typeArguments+=JvmArgumentTypeReference )∗ ’> ’ )?
223 (=>e xp l i c i tCon s t r u c t o rCa l l ?= ’ ( ’
224 (
225 arguments+=XShortClosure
226 | arguments+=XExpression ( ’ , ’ arguments+=XExpression )∗
227 )?
228 ’ ) ’ )?
229 arguments+=XClosure ? ;
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230 XBooleanLitera l r e tu rn s XExpression :
231 {XBooleanLitera l } ( ’ f a l s e ’ | i sTrue?= ’ t rue ’ ) ;
232 XNul lL i t e ra l r e tu rn s XExpression :
233 {XNul lL i t e ra l } ’ n u l l ’ ;
234 XNumberLiteral r e tu rn s XExpression :
235 {XNumberLiteral} value=Number ;
236 XSt r i ngL i t e r a l r e tu rn s XExpression :
237 {XSt r i ngL i t e r a l } value=STRING;
238 XTypeLiteral r e tu rn s XExpression :
239 {XTypeLiteral } ’ typeo f ’ ’ ( ’ type=[ types : : JvmType | Qualif iedName ]
240 ( arrayDimensions+=ArrayBrackets )∗ ’ ) ’
241 ;
242 XThrowExpression r e tu rn s XExpression :
243 {XThrowExpression} ’ throw ’ exp r e s s i on=XExpression ;
244 XReturnExpression r e tu rn s XExpression :
245 {XReturnExpression} ’ r e turn ’ (−>exp r e s s i on=XExpression ) ? ;
246 XTryCatchFinal lyExpress ion r e tu rn s XExpression :
247 {XTryCatchFinal lyExpress ion }
248 ’ t ry ’
249 exp r e s s i on=XExpression
250 (
251 catchClauses+=XCatchClause+
252 (=> ’ f i n a l l y ’ f i n a l l yExp r e s s i o n=XExpression )?
253 | ’ f i n a l l y ’ f i n a l l yExp r e s s i o n=XExpression
254 ) ;
255 XSynchronizedExpress ion r e tu rn s XExpression :
256 =>({XSynchronizedExpress ion }
257 ’ synchron ized ’ ’ ( ’ ) param=XExpression ’ ) ’ e xp r e s s i on=XExpression ;
258 XCatchClause :
259 => ’ catch ’ ’ ( ’ declaredParam=FullJvmFormalParameter ’ ) ’ e xp r e s s i on=XExpression ;
260 Qualif iedName :
261 ValidID (=> ’ . ’ ValidID ) ∗ ;
262 Number hidden ( ) :
263 HEX | (INT | DECIMAL) ( ’ . ’ (INT | DECIMAL) ) ? ;
264 /∗∗
265 ∗ Dummy ru le , f o r ” be t t e r ” downwards compat ib i l i t y ,
266 ∗ s i n c e GrammarAccess gene ra t e s non−s t a t i c inne r c l a s s e s ,
267 ∗ which makes downstream grammars break on c l a s s l o ad i ng ,
268 ∗ when a ru l e i s removed .
269 ∗/
270 S t a t i cQu a l i f i e r :
271 ( ValidID ’ : : ’ )+
272 ;
273 t e rmina l HEX:
274 ( ’ 0x ’ | ’ 0X ’ ) ( ’ 0 ’ . . ’ 9 ’ | ’ a ’ . . ’ f ’ | ’A ’ . . ’F ’ | ’ ’ )+
275 ( ’#’ ( ( ’b ’ | ’B ’ ) ( ’ i ’ | ’ I ’ ) | ( ’ l ’ | ’L ’ ) ) ) ? ;
276 t e rmina l INT re tu rn s ecore : : EInt :
277 ’ 0 ’ . . ’ 9 ’ ( ’ 0 ’ . . ’ 9 ’ | ’ ’ ) ∗ ;
278 t e rmina l DECIMAL:
279 INT
280 ( ( ’ e ’ | ’E ’ ) ( ’+ ’ | ’− ’ )? INT)?
281 ( ( ’b ’ | ’B ’ ) ( ’ i ’ | ’ I ’ | ’ d ’ | ’D ’ ) | ( ’ l ’ | ’L ’ | ’ d ’ | ’D ’ | ’ f ’ | ’F ’ ) ) ? ;
 
Auflistung A.5: Die XText Grammatik zu Xbase
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Das im Rahmen dieser Dissertation vorgestellte Projekt ModGraph bietet einen
ganzheitlichen, leichtgewichtigen und hochgradig integrativen Ansatz zur totalen
modellgetriebenen Softwareentwicklung. Der ModGraph-Ansatz bietet eine echte
Erweiterung des EMF-Rahmenwerks, einem in Industrie und Forschung etablierten
Werkzeug zur Strukturmodellierung (und anschließender Quelltextgenerierung) mit Ecore-
Klassendiagrammen. Dabei steht die Vervollständigung von EMF um die - bislang fehlende -
Verhaltensmodellierung im Vordergrund. Diese wird durch einen hybriden Ansatz aus
regelbasierter und prozeduraler Verhaltensmodellierung erreicht, der programmierte
Graphtransformationsregeln zur Spezikation von Verhalten anbietet und gleichzeitig eine
strikte Trennung der Regeln und der prozeduralen Elemente fordert. Dazu setzt sich
ModGraph zum Ziel, bestehende Konzepte zu erweitern und zu nutzen, statt diese nochmals
zu reimplementieren. ModGraph konzentriert sich dabei auf den Mehrwert der
Graphtransformationsregeln im Kontext der Verhaltens-modellierung. Die Regeln stellen
komplexe Änderungen an Objektstrukturen deklarativ dar, indem lediglich der Zustand der
Objektstruktur vor und nach ihrer Ausführung angegeben wird.
Die entstandene Modellierungssprache wird in dieser Dissertation beschrieben und kann in
einem ebenfalls hier vorgestellten, intuitiv zu bedienenden grafischen Editor in Eclipse
genutzt werden. Abschließend werden zwei Fallstudien zur Evaluation von ModGraph
betrachtet: propagierende Refactorings für und mit ModGraph sowie die Anwendung der
Graphtrans-formationsregeln im Kontext der szenarienbasierten Modellierung zur
Simulation von Echtzeitsystemen.
