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Linear forms of a given Diophantine type
and lattice exponents. ∗
OlegN.German
Abstract
In this paper we prove an existence theorem concerning linear forms of a given
Diophantine type and apply it to study the structure of the spectrum of lattice
exponents.
1 Introduction
Let Ld denote the space of full rank lattices in Rd of covolume 1, Ld ∼= SLd(R)/SLd(Z).
According to Mahler’s compactness criterion (see [1]) the orbit DdΛ of a lattice Λ ∈ Ld
under the action of the group of diagonal matrices
Dd =
{
diag(et1 , . . . , etd)
∣∣∣ ti ∈ R, d∑
i=1
ti = 0
}
is relatively compact if and only if the function
Π(x) =
∏
16i6d
|xi|1/d, x = (x1, . . . , xd) ∈ Rd,
is bounded away from zero at nonzero points of Λ. In case the orbit is not relatively
compact, it is natural to ask how fast it can leave any given compact set, or in other
words, how fast Π(x) can tend to zero as x ranges through nonzero lattice points.
The simplest quantity describing the asymptotic behaviour of Π(x) is the Diophantine
exponent of a lattice.
Definition 1. Let Λ be a lattice of full rank in Rd. The Diophantine exponent of Λ is
defined as
ω(Λ) = sup
{
γ ∈ R
∣∣∣Π(x) 6 |x|−γ for infinitely many x ∈ Λ},
where | · | is the Euclidean norm.
Equivalently,
ω(Λ) = lim sup
v∈Λ
|v|→∞
log
(
Π(v)−1
)
log |v| .
Clearly, Definition 1 does not depend on the choice of the norm.
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Spectrum of lattice exponents. One of the first questions concerning lattice ex-
ponents is what values this quantity can attain. It follows from the definition of Π(x)
that for each positive t we have ω(tΛ) = ω(Λ). Thus, all possible values of ω(Λ) are
provided by Ld, so, we can define the corresponding spectrum as
Ωd =
{
ω(Λ)
∣∣∣Λ ∈ Ld}.
Minkowski’s convex body theorem implies the trivial bound
ω(Λ) > 0.
Another trivial observation is that ω(Λ) = 0 whenever Π(x) is bounded away from zero
at nonzero points of Λ. For instance, this holds for any lattice of a complete module
in a totally real algebraic extension of Q (see [2]). Due to Schmidt’s subspace theorem
[3] we also have ω(Λ) = 0 for a much wider class of algebraic lattices satisfying certain
independence conditions (see [4], [5]). It is worth mentioning that, same as with real
numbers, such an algebraic lattice behaves as an average unimodular lattice. Namely,
it was shown by Skriganov [4] that for almost every Λ ∈ Ld we have
Π(x)d ≫Λ,ε (log(1 + |x|))1−d−ε for x ∈ Λ\{0}.
Thus, for almost every Λ ∈ Ld we have ω(Λ) = 0. Later, D.Kleinbock and G.Margulis
completed Skriganov’s theorem to a proper multidimensional multiplicative generaliza-
tion of Khintchine’s theorem (see [6]).
It seems very natural to expect that every nonnegative value is attainable by lattice
exponents, i.e. that Ωd = [0,+∞]. However, until recently the only examples of lattices
with positive finite ω(Λ) known to the author were the ones described in [5]. Those
lattices give the values
ab
cd
,
a, b, c ∈ N,
a+ b+ c = d.
(1)
The question whether Ωd = [0,+∞] for d > 3 is still open. In the two-dimensional
case it is trivially true due to the theory of continued fractions (see Section 3). In the
current paper we prove that at least starting with some positive boundary every real
number is contained in Ωd.
The following statement is the main result of the paper.
Theorem 1. For each d > 3[
3− d
(d− 1)2 , +∞
]
⊂ Ωd .
Combined spectrum. We cannot avoid mentioning another natural question, which
however we do not deal with in this paper. It concerns the structure of the combined
spectrum
Ω˜d =
{(
ω(Λ), ω(Λ∗)
) ∣∣∣Λ ∈ Ld},
where Λ∗ denotes the dual lattice. It appears that Ω˜d 6= [0,+∞] × [0,+∞]. It was
shown in [5] that
Ω˜d ⊂


(
x, y) ∈ [0,+∞]2
∣∣∣∣∣∣∣
x >
y
(d− 1)2 + d(d− 2)y
y >
x
(d− 1)2 + d(d− 2)x

 . (2)
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Particularly, (2) implies that
ω(Λ) = 0 ⇐⇒ ω(Λ∗) = 0.
When proving Theorem 1 we do not control the dual lattice, so, the only nonzero
pairs
(
ω(Λ), ω(Λ∗)
)
currently known to the author are (ω,+∞), where ω is of the form
(1). Moreover, the corresponding examples described in [5] have a certain flaw, as in
each of them the dual lattice has some nonzero points in the coordinate planes, so that
the condition ω(Λ∗) = +∞ is provided by a kind of degeneracy. It would be more
interesting to construct lattices that are totally irrational, i.e. such that neither the
lattice, nor its dual contains nonzero points in the coordinate planes. In this context
it is worth mentioning the paper [7] by N.Technau and M.Widmer which implies the
existence of a totally irrational Λ such that 0 6 ω(Λ) 6 d and ω(Λ∗) = +∞. Notice
that in view of (2) the inequality 0 6 ω(Λ) 6 d for such Λ can be substituted by
1
d(d−2)
6 ω(Λ) 6 d.
Structure of the paper. The rest of the paper is organized as follows. In Section
2 we remind some definitions and formulate Theorem 2 concerning linear forms of a
given Diophantine type. It is the main tool for proving Theorem 1 and, besides that,
we deem it to be of independent interest. In Section 3 we deal with the two-dimensional
case. In Section 4 we derive Theorem 1 from Theorem 2. The remaining Sections 5–9
are devoted to establishing quantities responsible for the local order of approximation
and proving Theorem 2.
2 Linear forms and best approximation vectors
Any lattice Λ of full rank in Rd admits a representation
Λ =
{(
L1(z), . . . , Ld(z)
) ∣∣∣ z ∈ Zd},
where L1, . . . , Ld are linearly independent linear forms in R
d. It is rather difficult to
control the values of all the d forms at once. Controlling the values of each one of
them separately is much simpler, so, we obtain Theorem 1 as a corollary to Theorem
2 below, which asserts the existence of linear forms of a given Diophantine type.
An analogue of Theorem 2 in the simplest case of two variables (corresponding to
d = 3 in our notation) was proved in [8]. The argument we use in the current paper
works in arbitrary dimension. Besides that, it allows not only controlling the rate of
decay along the sequence of best approximation vectors, but also separating it slightly
away from the rate of decay along all the other points.
Let us remind the definition of best approximation vectors. To this end let us set
for each x = (x1, . . . , xd) ∈ Rd
x = (x1, . . . , xd−1) ∈ Rd−1
and let 〈 · , · 〉 denote the inner product. Let us also set
pid =
{
x = (x1, . . . , xd) ∈ Rd
∣∣∣ xd = 1}.
We shall use this notation throughout the paper.
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Definition 2. Given α = (α1, . . . , αd−1, 1) ∈ pid, consider the linear form
Lα(x) = 〈α,x〉 = α1x1 + . . .+ αd−1xd−1 + xd.
We say that a vector z ∈ Zd with nonzero z is a best approximation vector for Lα if
|Lα(z)| 6 |Lα(z′)| (3)
for each z′ ∈ Zd such that 0 < |z′| 6 |z| with a strict inequality in (3) if 0 < |z′| < |z|.
It should be mentioned that Definition 2 differs a bit from the standard one. It is
more common to consider the linear form 〈α,x〉 and refer to z as its best approximation
vector if a similar condition holds for ‖〈α, z〉‖, where ‖ · ‖ denotes the distance to the
nearest integer. For our purposes it is more convenient to consider the complete vector
z.
If z is a best approximation vector for Lα, then so is −z. Taking a representative
of each such a pair, we can order the set of the representatives so that
|z1| 6 |z2| 6 |z3| 6 . . . .
This sequence is infinite if and only if there are no nonzero integer solutions to the
equation Lα(x) = 0.
Definition 3. A unit vector u ∈ Rd is called an asymptotic direction for best approx-
imation vectors for Lα if it is an accumulation point of the set{
z
|z|
∣∣∣∣ z is a best approximation vector for Lα
}
.
Clearly, the set of asymptotic directions is symmetric, so, same as best approxima-
tion vectors, asymptotic directions come in pairs. For a detailed study of this set we
refer the reader to the paper [9].
Theorem 2. Given d > 3, β > 0, set
fd(β) = (d− 2)β2 + (2d− 3)β.
Then there is an α ∈ pid such that
(i) for every z ∈ Zd which is a best approximation vector for Lα we have
|Lα(z)| · |z|d−1 ≍ |z|−fd(β);
(ii) for every z ∈ Zd which is not an integer multiple of a best approximation vector
for Lα we have
|Lα(z)| · |z|d−1 ≫ |z|−fd(β)+(d−1)β ;
(iii) the set of asymptotic directions for best approximation vectors for Lα contains
exactly two (pairs of) points.
Here the constants implied by “ ≍” and “ ≫” are assumed to depend only on d, β,
and α.
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Remark. As Prof.Moshchevitin noticed, a similar result should follow from Schmidt–
Summerer’s parametric geometry of numbers (see [10], [11], [12]) due to Roy’s theorem
(see [12]). The reason is that if z ∈ Zd is not an integer multiple of a best approximation
vector for Lα, there is a point z
′ ∈ Zd linearly independent with z such that{
|Lα(z′)| 6 |Lα(z)|
|z′| 6 |z| ,
in which case we have
λ2
(
C
(
|z|/|Lα(z)|)
)
6 |z|,
where
C(Q) =
{
x ∈ Rd
∣∣∣ |x| 6 1, |Lα(x)| 6 Q−1}
and λj
(C(Q)) is the j-th successive minimum of C(Q) w.r.t. Zd. Thus, any lower
bound for λ2
(C(Q)) gives a lower bound in the spirit of statement (ii) of Theorem 2.
However, Roy’s theorem does not seem to immediately give any information concern-
ing asymptotic directions for best approximation vectors, which we rely upon when
deducing Theorem 1 from Theorem 2 (see Section 4).
3 Case d=2
The argument we use when proving Theorem 2 essentially involves the assumption
d > 3. We should notice however that in the two-dimensional case everything is much
simpler, as in this case we have such a powerful tool as regular continued fractions.
By Legendre’s theorem every reduced rational p/q that is not a convergent of α
satisfies ∣∣∣∣α− pq
∣∣∣∣ > 12q2 .
At the same time every convergent satisfies∣∣∣∣α− pq
∣∣∣∣ 6 1q2 .
Due to the classical relation
µ(α)− 2 = lim sup
n→+∞
ln an+1
ln qn
between the measure of irrationality
µ(α) = sup
{
γ ∈ R
∣∣∣ ∣∣α− p/q∣∣ 6 |q|−γ admits ∞ solutions in (q, p) ∈ Z2}
and the rate of growth of partial quotients, one can construct an α with any given
µ(α) > 2. So, taking into account the Legendre theorem mentioned above we get
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Theorem 3. Given β > 0, there is an α ∈ pi2 such that
(i) for every z ∈ Z2 which is a best approximation vector for Lα we have
|Lα(z)| · |z| ≍ |z|−β;
(ii) for every z ∈ Z2 which is not an integer multiple of a best approximation vector
for Lα we have
|Lα(z)| · |z| ≫ 1.
Of course, it is senseless in this case to talk about asymptotic directions for best
approximation vectors, there is always one obvious pair of them.
Theorem 3 allows describing completely the spectrum of lattice exponents in the
two-dimensional case. Given β > 0, consider a pair of distinct linear forms L1, L2
provided by Theorem 3 and the corresponding lattice
Λ =
{(
L1(z), L2(z)
) ∣∣∣ z ∈ Z2}.
Then L1(z) ≍ |z| if |L2(z)| 6 1, and L2(z) ≍ |z| if |L1(z)| 6 1, so, statement (i) of
Theorem 3 already guarantees that ω(Λ) = β, regardless of statement (ii).
Thus, in the two-dimensional case statement (i) alone trivially implies
Ω2 = [0,+∞].
For d > 3 we have to make use of a multidimensional generalization of statement (ii)
provided by Theorem 2.
4 Deducing Theorem 1 from Theorem 2
Take an arbitrary β > d
d−1
and a linear form Lα provided for this β by Theorem 2.
Suppose ±ζ 1 and ±ζ 2 are the asymptotic directions for best approximation vectors for
Lα. Consider arbitrary linear forms L1, . . . , Ld such that none of them is zero at ζ 1, ζ 2
and
inf
z∈Zd\{0}
|L1(z) . . . Ld(z)| > 0. (4)
Then, if z ∈ Zd is a best approximation vector for Lα, we have
|Li(z)| ≍ |z|, i = 1, . . . , d,
so,
|L1(z) . . . Ld−1(z)Lα(z)| ≍ |z|−fd(β),
whereas for every z ∈ Zd\{0} which is not an integer multiple of a best approximation
vector for Lα we have
|L1(z) . . . Ld−1(z)Lα(z)| = |L1(z) . . . Ld(z)| |Lα(z)| · |z|
d−1
|Ld(z)| · |z|d−1 ≫
≫ |z|−fd(β)+(d−1)β−d > |z|−fd(β),
since |Ld(z)| ≪ |z| and β > dd−1 .
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Thus, for
Λ =
{(
L1(z), . . . , Ld−1(z), Lα(z)
) ∣∣∣ z ∈ Zd}
we have
ω(Λ) =
fd(β)
d
.
Noticing that fd monotonously maps [0,+∞] onto [0,+∞] and
fd
(
d
d−1
)
d
= 3− d
(d− 1)2
we get the statement of Theorem 1.
Remark. Instead of forms satisfying (4) we could have taken arbitrary linear forms
generating a lattice with exponent not exceeding d−1
d
β − 1.
5 Key parameters
Given a sequence (zk) of points in Z
d, we set for each k such that zk ∧ . . . ∧ zk+d−2 is
nonzero
Λk,l = spanZ(zk, . . . , zk+l−1), l = 1, . . . , d,
Λk,l = spanZ(zk, . . . , zk+l−1), Dk,l =
det Λk,l
|zk|l , l = 1, . . . , d− 1,
Rk =
1
2|zk+1| detΛk,d−1
, Bk =
|zk+1|
|zk| .
Set also αk to be the point in pid defined by
αk ⊥ zk, . . . , zk+d−2,
and set
Sk =
{
x ∈ pid
∣∣∣ |x−αk| 6 Rk}.
We shall prove Theorem 2 by constructing a sequence (zk) which will be the se-
quence of best approximation vectors for a linear form. The quantities Dk,l and Bk are
responsible for the local order of approximation. Knowing this, it is possible to choose
parameters properly, so that the rates of decay along (zk) and along sequences not in-
tersecting (zk) differ in a desired way. Lemmas 1, 2, 3 we prove in the next Section give
the aforementioned connection between Dk,l, Bk and the local order of approximation.
We notice they hold without the assumption that zk are best approximation vectors.
6 Local order of approximation
Lemma 1. Suppose z1, . . . , zd−1 ∈ Zd are linearly independent, |z1| 6 |z2|, α ∈ S1,
z ∈ Zd\Λ1,d−1.
(i) If |z| 6 |z2|, then |Lα(z)| > |Lα(z1)|.
(ii) If |z1| 6 |z| 6 |z2|, then |Lα(z)| · |z|d−1 > 1
2D1,d−1
.
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Proof. If α ∈ S1, then
|Lα(z1)| = |〈α, z1〉| = |〈α −α1, z1〉| = |〈α −α1, z1〉| 6 R1|z2| = 1
2 detΛ1,d−1
.
Furthermore, it follows from the definition of α1 that α1 · det Λ1,d−1 ∈ Zd. Hence for
each z ∈ Zd\Λ1,d−1
|〈α1, z〉| > 1
det Λ1,d−1
,
so, if α ∈ S1 and z ∈ Zd\Λ1,d−1, |z| 6 |z2|, then
|Lα(z)| = |〈α, z〉| > |〈α1, z〉| − |〈α −α1, z〉| = |〈α1, z〉| − |〈α −α1, z〉| >
>
1
det Λ1,d−1
− R1|z2| = 1
2 detΛ1,d−1
.
Thus,
|Lα(z)| > |Lα(z1)|,
and if additionally |z| > |z1|, then
|Lα(z)| · |z|d−1 >
|z1|d−1
2 det Λ1,d−1
=
1
2D1,d−1
.
Lemma 2. Let z1, . . . , zd ∈ Zd be a basis of Zd. Then for each α ∈ S2 we have
1
D2,d−1B
d−1
1
(
1− 1
2B1B2
)
6 |Lα(z1)| · |z1|d−1 6 1
D2,d−1B
d−1
1
(
1 +
1
2B1B2
)
.
Proof. Since z2, . . . , zd form a primitive set of integer vectors, the vector α2 · det Λ2,d−1
is integer and primitive. Hence for each z ∈ Zd the value 〈α2, z〉 is an integer multiple
of (det Λ2,d−1)
−1, and equals ±(det Λ2,d−1)−1 for each z that completes z2, . . . , zd to a
basis of Zd. Particularly,
|〈α2, z1〉| = 1
det Λ2,d−1
.
Thus,
|〈α2, z1〉| · |z1|d−1 =
|z1|d−1
det Λ2,d−1
=
1
D2,d−1B
d−1
1
.
Furthermore, if α ∈ S2 then
|〈α −α2, z1〉| · |z1|d−1 = |〈α −α2, z1〉| · |z1|d−1 6
6 R2|z1|d =
|z1|d
2|z3| detΛ2,d−1
=
1
2D2,d−1Bd1B2
.
It remains to make use of the inequality
|〈α2, z1〉| − |〈α −α2, z1〉| 6 |〈α, z1〉| 6 |〈α2, z1〉|+ |〈α −α2, z1〉|.
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Corollary 1. Let z1, . . . , zd ∈ Zd be a basis of Zd, |z1| 6 |z2| 6 |z3|. Then for each
α ∈ S2 we have
〈α, z1〉 · 〈α2, z1〉 > 0.
Proof. We have |z1| 6 |z2| 6 |z3|, i.e. B1 > 1, B2 > 1. Therefore, due to the lower
bound provided by Lemma 2 the quantity 〈α, z1〉 cannot be equal to zero for α ∈ S2,
so, 〈α, z1〉 and 〈α2, z1〉 should be of the same sign.
Corollary 2. Given z1, . . . , zd+1 ∈ Zd, suppose z1, . . . , zd and z2, . . . , zd+1 are bases of
Zd. Suppose also that |z1| 6 |z2| 6 |z3| 6 |z4|, α3 ∈ S2, and
〈α3, z2〉 · 〈α3, z1〉 > 0. (5)
Then for each α ∈ S3 we have
〈α, z2〉 · 〈α2, z1〉 > 0.
Proof. By Corollary 1 we have
〈α, z1〉 · 〈α2, z1〉 > 0 for each α ∈ S2 (6)
and
〈α, z2〉 · 〈α3, z2〉 > 0 for each α ∈ S3. (7)
Since α3 ∈ S2, it follows from (6) and (5) that
〈α3, z2〉 · 〈α2, z1〉 > 0.
Combining it with (7) gives
〈α, z2〉 · 〈α2, z1〉 > 0 for each α ∈ S3.
Lemma 3. Let z1, . . . , zd ∈ Zd be a basis of Zd, |z1| 6 |z2| 6 |z3|, 〈z1, z2〉 6 0. If
d > 4, let
det Λ1,n > |z2| det Λ1,n−1, n = 3, . . . , d− 1. (8)
Suppose α ∈ S2,
〈α, z2〉 · 〈α2, z1〉 > 0. (9)
Suppose z ∈ Λ1,d−1, |z| 6 |z2|, z 6= 0,±z2. Then
(i) we have
|Lα(z)| > |Lα(z1)|;
(ii) if z is not a multiple of z1, then
|Lα(z)| · |z|d−1 >
Dd−11,2
D2,d−1B
d−1
1
(
1− 1
2B1B2
)
.
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Proof. It follows from (8) that each z ∈ Λ1,d−1 such that |z| 6 |z2| lies in Λ1,2, i.e.
z = c1z1 + c2z2, c1, c2 ∈ Z.
Besides that, since 〈z1, z2〉 6 0, we have |c1z1 + c2z2| > |z2| whenever c1c2 < 0. If
c2 = 0, we obviously have |Lα(z)| > |Lα(z1)|. So, since we exclude ±z2, we may
assume that
c1 > 1 and c2 > 1.
By Corollary 1 we have
〈α, z1〉 · 〈α2, z1〉 > 0
for each α ∈ S2. Thus, if α satisfies additionally (9), then either 〈α, z2〉 is zero, or its
sign coincides with that of 〈α, z1〉. Hence, for z = c1z1 + c2z2 with positive integer c1,
c2, we have
|Lα(z)| = |〈α, z〉| = c1|〈α, z1〉|+ c2|〈α, z2〉| > |〈α, z1〉| = |Lα(z1)|.
Applying Lemma 2 we get
|Lα(z)| · |z|d−1 > |Lα(z1)| · |z|d−1 > 1
D2,d−1B
d−1
1
(
1− 1
2B1B2
) |z|d−1
|z1|d−1 .
It remains to observe that
|z|
|z1| =
|z| · |z1|
|z1|2 >
|z ∧ z1|
|z1|2 =
c2|z2 ∧ z1|
|z1|2 = c2D1,2 > D1,2.
Let us combine Lemmas 1, 2, 3 into one statement, that we shall use to prove the
induction step. To do so we just need to shift the indices by a nonnegative integer k
and adjust the result a little bit. Then Lemmas 1, 2, 3 merge into
Lemma 4. Given k ∈ Z>0, let zk+1, . . . , zk+d be a basis of Zd, |zk+1| 6 |zk+2| 6 |zk+3|,
〈zk+1, zk+2〉 6 0. If d > 4, let
det Λk+1,n > |zk+2| detΛk+1,n−1, n = 3, . . . , d− 1.
Let α be an arbitrary point in Sk+1 ∩ intSk+2 satisfying
〈α, zk+2〉 · 〈αk+2, zk+1〉 > 0. (10)
Then the following statements hold:
(i) for any z ∈ Zd such that |z| 6 |zk+2|, z 6= 0,±zk+2 we have
|Lα(z)| > |Lα(zk+1)| > |Lα(zk+2)|;
(ii) we have
1
2Dk+2,d−1B
d−1
k+1
6 |Lα(zk+1)| · |zk+1|d−1 6 3
2Dk+2,d−1B
d−1
k+1
;
(iii) for any z ∈ Zd which is not a multiple of zk+1, is different from ±zk+2, and
satisfies |zk+1| 6 |z| 6 |zk+2| we have
|Lα(z)| · |z|d−1 > min
(
1
2Dk+1,d−1
,
Dd−1k+1,2
2Dk+2,d−1B
d−1
k+1
)
.
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Proof. Statements (ii) and (iii) follow immediately from Lemmas 1, 2, 3 in view of the
inequalities Bk+1 > 1, Bk+2 > 1 provided by the assumption |zk+1| 6 |zk+2| 6 |zk+3|.
As for (i), the inequality |Lα(z)| > |Lα(zk+1)| follows from Lemmas 1, 3, so, it
suffices to show that |Lα(zk+1)| > |Lα(zk+2)|.
Suppose α ∈ intSk+2. Then
|Lα(zk+2)| = |〈α, zk+2〉| = |〈α −αk+2, zk+2〉| = |〈α −αk+2, zk+2〉| <
< Rk+2|zk+2| = 1
2Bk+2 det Λk+2,d−1
6
1
2 detΛk+2,d−1
.
On the other hand, since |〈αk+2, zk+1〉| =
(
det Λk+2,d−1
)−1
,
|Lα(zk+1)| = |〈α, zk+1〉| > |〈αk+2, zk+1〉| − |〈α −αk+2, zk+1〉| =
=
1
det Λk+2,d−1
− |〈α −αk+2, zk+1〉| > 1
det Λk+2,d−1
− Rk+2|zk+1| =
=
(
1− 1
2Bk+1Bk+2
)
1
det Λk+2,d−1
>
1
2 detΛk+2,d−1
.
Hence, indeed, |Lα(zk+1)| > |Lα(zk+2)|.
7 Distance between the convergents
The following observation generalizes the classical statement that for two consecutive
convergents pk/qk and pk+1/qk+1 to a real number we have∣∣∣∣pkqk −
pk+1
qk+1
∣∣∣∣ = 1qkqk+1 .
Lemma 5. Suppose z1, . . . , zd ∈ Rd are linearly independent. Then
|α1 −α2| =
det Λ2,d−2 · det Λ1,d
det Λ1,d−1 · det Λ2,d−1
. (11)
Proof. Set
V1 = spanR(z1, . . . , zd−1), V2 = spanR(z2, . . . , zd), V3 = spanR(z2, . . . , zd−1).
Let V4 denote the orthogonal projection of V3 to the coordinate plane{
x = (x1, . . . , xd) ∈ Rd
∣∣∣ xd = 0},
and let V⊥4 be its orthogonal complement. Since it is assumed that α1 and α2 are
defined correctly, we have
ed = (0, . . . , 0, 1) /∈ V1,V2,
whence
dimV4 = dimV3 = d− 2, dimV⊥4 = 2, V3 + V⊥4 = Rd.
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Denote by u1, ud respectively the projections of z1, zd to V⊥4 along V3 and set
v1 =
u1
|u1| , vd =
ud
|ud| .
Denote also by v2, . . . ,vd−1 respectively the orthogonal projections of z2, . . . , zd−1 to
V4. Then substitution of any zk with vk preserves the righthand side of (11), so,
|z2 ∧ . . . ∧ zd−1| · |z1 ∧ . . . ∧ zd|
|z1 ∧ . . . ∧ zd−1| · |z2 ∧ . . . ∧ zd| =
=
|v2 ∧ . . . ∧ vd−1| · |v1 ∧ . . . ∧ vd|
|v1 ∧ v2 ∧ . . . ∧ vd−1| · |v2 ∧ . . . ∧ vd−1 ∧ vd| =
=
|v2 ∧ . . . ∧ vd−1|2 · |v1 ∧ vd|
|v2 ∧ . . . ∧ vd−1|2 · |v1| · |vd| = |v1 ∧ vd|.
Here we have a slight abuse of notation when we write v1 and vd for the corresponding
projections of v1 and vd. Finally, define α
′
1,α
′
2 ∈ pid by the conditions
α′1 ⊥ v1, . . . ,vd−1, α′2 ⊥ v2, . . . ,vd,
or, equivalently, by the conditions
α′1,α
′
2 ∈ pid ∩ V⊥4 , α′1 ⊥ v1, α′2 ⊥ vd.
It is a simple two-dimensional exercise to show that
|α′1 −α′2| = | det(α′1,α′2)| = | det(v1,vd)|.
Thus, it remains to show that
|α1 −α2| = |α′1 −α′2|.
Replacing vd with −vd if necessary, may assume that the pairs {v1, ed} and {vd, ed}
are equally oriented. Then
v1 ∧ ed = vd ∧ ed.
Therefore, for any u2, . . . ,ud−1 ∈ Rd and any λ ∈ R we have
v1 ∧ (u2 + λed) ∧ u3 ∧ . . . ∧ ud−1 − vd ∧ (u2 + λed) ∧ u3 ∧ . . . ∧ ud−1 =
= v1 ∧ u2 ∧ u3 ∧ . . . ∧ ud−1 − vd ∧ u2 ∧ u3 ∧ . . . ∧ ud−1,
whence it follows by induction that
α1 −α2 = α′1 −α′2.
Lemma 6. Let z1, . . . , zd ∈ Zd be a basis of Zd. Suppose
|z3| > |z1|, det Λ2,d−1 > 3|z2| detΛ2,d−2 .
Then
S2 ⊂ intS1, R2 < R1/3 .
12
Proof. By Lemma 5 we have
|α1 −α2|
R1
=
2|z2| detΛ2,d−2
det Λ2,d−1
<
2
3
.
On the other hand,
R2
R1
=
|z2| det Λ1,d−1
|z3| det Λ2,d−1
6
|z2| · |z1| det Λ2,d−2
|z3| detΛ2,d−1
<
1
3
.
Hence |α1 −α2|+R2 < R1, i.e. S2 ⊂ intS1.
8 Basic Lemma
Iterating Lemma 4 we get the following statement, which is the main ingredient for
proving Theorem 2.
Lemma 7. Given β > 0, let (zk)k∈N be a sequence of points in Z
d such that |zk| → ∞
as k →∞. Suppose that for each k large enough
(a) zk+1, . . . , zk+d form a basis of Z
d;
(b) 〈zk+1, zk+2〉 6 0;
(c) Bk+1 ≍ Dk+1,2 ≍ |zk+1|β;
(d) if d > 4, then
det Λk+1,n > |zk+2| detΛk+1,n−1,
det Λk+1,n ≍ |zk+2| detΛk+1,n−1, n = 3, . . . , d− 1;
(e) 〈αk+3, zk+2〉 · 〈αk+3, zk+1〉 > 0.
Then there is an α∞ in pid such that αk → α∞ as k →∞ and
|Lα∞(z)| · |z|d−1 ≍ |z|−fd(β) for z ∈ (zk),
|Lα∞(z)| · |z|d−1 ≫ |z|−fd(β)+(d−1)β for z /∈ (Zzk).
Here the constants implied by “ ≍” and “ ≫” are assumed to depend only on d and β.
Moreover, there is K ∈ N such that the sequence (zk)k>K consists of consecutive
best approximation vectors for Lα∞ .
Proof. It follows from (c) that Bk, Dk,2 → ∞ as k → ∞. Let K be large enough, so
that for each k > K − 2 along with (a)–(e) we have
Bk+1 > 3, Dk+1,2 > 3. (12)
Then by (d)
det Λk+2,d−1 > 3|zk+2| detΛk+2,d−2
regardless of whether d = 3 or d > 4. Thus, we can apply Lemma 6 and see that
Sk+2 ⊂ intSk+1 for every k > K − 2 (13)
and
Rk →∞ as k →∞.
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This proves that the limit point α∞ is defined correctly,
{α∞} =
⋂
k>K
Sk.
It also follows from (a), (12), (13), and Corollary 2 that for k > K − 2 we have
〈α, zk+2〉 · 〈αk+2, zk+1〉 > 0 for each α ∈ Sk+3.
Hence α∞ satisfies the condition (10) of Lemma 4 for every k > K − 2.
By statement (i) of Lemma 4 the sequence (zk)k>K consists of consecutive best
approximation vectors for Lα∞ .
In order to apply statements (ii) and (iii) of Lemma 4 let us estimate Dk+2,d−1. By
(c) and (d) we have
Dk+2,d−1 =
det Λk+2,d−1
|zk+2|d−1 ≍
|zk+3|d−3 · det Λk+2,2
|zk+2|d−1 = B
d−3
k+2Dk+2,2 ≍
≍ Bd−2k+2 ≍ |zk+2|(d−2)β =
(
Bk+1|zk+1|
)(d−2)β ≍ |zk+1|(d−2)(β2+β).
Consider an arbitrary z ∈ Zd, |z| > |zK |. Choosing k so that |zk+1| 6 |z| 6 |zk+2| and
applying statements (ii) and (iii) of Lemma 4 we get
|Lα∞(zk+1)| · |zk+1|d−1 ≍
1
Dk+2,d−1B
d−1
k+1
≍ |zk+1|−(d−2)(β2+β)−(d−1)β = |zk+1|−f(β),
|Lα∞(z)| · |z|d−1 ≫
1
Dk+2,d−1
≍ |zk+1|−(d−2)(β2+β) > |z|−f(β)+(d−1)β .
9 Explicit construction and proof of Theorem 2
Theorem 2 is an immediate consequence of Lemma 8.
Lemma 8. Given β > 0, there is an α ∈ pid such that the sequence (zk) of best approx-
imation vectors for Lα satisfies the hypothesis of Lemma 7, and the set of asymptotic
directions for that sequence contains exactly two (pairs of) points.
Proof. Set zi, i = 0, . . . , d− 1, to be equal to the (i+ 1)-th column of the matrix

0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
1 0 0 · · · 0

 .
Notice that, while α0 is not defined, α1 is well defined and equals z0.
Supposing z0, . . . , zk+d−1, k > 0, are defined in such a way that every d consecutive
vectors form a basis of Zd and
|zi−1| 6 |zi|, i = 1, . . . , k + d− 1, (14)
let us define zk+d.
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Constructing zk+d. Let bk+1, . . . ,bk+d−1 be the orthogonal basis of R
d−1 such that
bi ⊥ zi+1, . . . , zk+d−1, i = k + 1, . . . , k + d− 2,
〈bi, zi〉 = |bi|2, i = k + 1, . . . , k + d− 1.
In other words, the (d− 1)-tuple bk+d−1, . . . ,bk+1 is obtained from zk+d−1, . . . , zk+1 by
the Gram–Schmidt orthogonalization process. Particularly, bk+d−1 = zk+d−1.
Then for any x,y ∈ Rd−1 the semi-open parallelepiped x+ P, where
P =
{ k+d−2∑
i=k+1
λibi − λk+d−1bk+d−1
∣∣∣∣ 0 < λi 6 1, i = k + 1, . . . , k + d− 1
}
,
contains exactly one point of the affine lattice y + Λk+1,d−1. Therefore, it is correct to
define zk+d to be the point of −zk + Λk+1,d−1 such that
zk+d ∈ b+ P,
where
b =
k+d−3∑
i=k+1
3|zi+2| bi|bi| + 3|zk+d−1|
1+β
(
bk+d−2
|bk+d−2| −
bk+d−1
|bk+d−1|
)
.
Then
zk+d =
k+d−2∑
i=k+1
νibi − νk+d−1bk+d−1,
0 < νi − 3
|zi+2|
|bi| 6 1 for i 6 k + d− 3,
0 < νi − 3
|zk+d−1|1+β
|bi| 6 1 for i > k + d− 2.
(15)
Providing the hypothesis of Lemma 7. Let us prove the following statements:
(a′) zk+1, . . . , zk+d form a basis of Z
d;
(b′) 〈zk+d−1, zk+d〉 < 0;
(c′) Bk+d−1, Dk+d−1,2 > 3,
Bk+d−1 ≍ Dk+d−1,2 ≍ |zk+d−1|β;
(d′) det Λk+d+1−n,n > 3|zk+d+2−n| det Λk+d+1−n,n−1,
det Λk+d+1−n,n ≍ |zk+d+2−n| det Λk+d+1−n,n−1, n = 3, . . . , d− 1 (if d > 4);
(e′) 〈αk+2, zk+1〉 · 〈αk+2, zk〉 > 0.
Statement (a′) follows immediately from zk+d ∈ −zk + Λk+1,d−1.
By (15) we have
〈zk+d−1, zk+d〉 =
k+d−2∑
i=k+1
νi〈bi,bk+d−1〉 − νk+d−1〈bk+d−1,bk+d−1〉 =
= −νk+d−1|bk+d−1|2 < 0,
which provides (b′).
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By (14) and (15) there exist λ′k, λ
′′
k, λ
′′′
k ∈ (1, 2
√
d) such that
|zk+d| =
( k+d−1∑
i=k+1
ν2i |bi|2
)1/2
= λ′k · 3|zk+d−1|1+β; (16)
|zk+d−1 ∧ zk+d| =
∣∣∣∣bk+d−1 ∧
k+d−2∑
i=k+1
νibi
∣∣∣∣ =
= |bk+d−1|
( k+d−2∑
i=k+1
ν2i |bi|2
)1/2
= λ′′k · 3|zk+d−1|2+β;
(17)
|zk+d+1−n ∧ . . . ∧ zk+d| =
∣∣∣∣bk+d+1−n ∧ . . . ∧ bk+d−1 ∧
k+d−n∑
i=k+1
νibi
∣∣∣∣ =
= |bk+d+1−n ∧ . . . ∧ bk+d−1|
( k+d−n∑
i=k+1
ν2i |bi|2
)1/2
=
= λ′′′k · 3|zk+d+2−n| · |zk+d+1−n ∧ . . . ∧ zk+d−1|
for n = 3, . . . , d− 1 (if d > 4).
This provides (c′) and (d′).
To prove (e′) let us define µk+1, . . . , µk+d−1 by
zk+d = −zk +
k+d−1∑
i=k+1
µizi. (18)
We have 〈αk+2, zi〉 = 0 for each i = k + 2, . . . , k + d, so,
0 = 〈αk+2, zk+d〉 = −〈αk+2, zk〉+ µk+1〈αk+2, zk+1〉,
whence
〈αk+2, zk+1〉 · 〈αk+2, zk〉 = µk+1〈αk+2, zk+1〉2.
Since 〈αk+2, zk+1〉 6= 0, it suffices to show that µk+1 > 0. By (18) we have
〈bk+1, zk+d〉 = 〈bk+1,−zk +
k+d−1∑
i=k+1
µizi〉 = −〈bk+1, zk〉+ µk+1|bk+1|2,
while by (15) we have
〈bk+1, zk+d〉 = 〈bk+1,
k+d−2∑
i=k+1
νibi − νk+d−1bk+d−1〉 = νk+1|bk+1|2.
Hence, taking into account that νk+1 > 3|zk+2|/|bk+1| regardless of whether d = 3 or
d > 4, we get
µk+1 = νk+1 +
〈bk+1, zk〉
|bk+1|2 > 3
|zk+2|
|bk+1| +
〈bk+1, zk〉
|bk+1|2 >
|bk+1| · |zk|+ 〈bk+1, zk〉
|bk+1|2 > 0.
Thus, (a′)–(e′) are valid, which implies that the sequence (zk)k∈N satisfies the hy-
pothesis of Lemma 7, and we can set α = limk→∞αk.
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Asymptotic directions. Let us prove that both sequences(
zk
|zk|
)
k≡0 (mod 2)
and
(
zk
|zk|
)
k≡1 (mod 2)
(19)
converge. Since ∣∣∣∣ zk−2|zk−2| −
zk
|zk|
∣∣∣∣
2
= 2
(
1− 〈zk−2, zk〉|zk−2| · |zk|
)
, (20)
we are to estimate 〈zk−2, zk〉.
Using the inductive definition of zk+d along with relations (14), (15) one can easily
prove the following asymptotic analogues of (16) and (17):
|zk+d| = 3
√
2|zk+d−1|1+β +O
(|zk+d−1|),
|zk+d−1 ∧ zk+d| = 3|zk+d−1|2+β +O
(|zk+d−1|2). (21)
Similarly,
〈zk+d−1, zk+d〉 = −νk+d−1|bk+d−1|2 =
= −3|zk+d−1|2+β +O
(|zk+d−1|2).
Hence
〈zk+d−2, zk+d〉 = 〈zk+d−2, νk+d−2bk+d−2 − νk+d−1bk+d−1〉 =
= 3|zk+d−1|1+β
(〈zk+d−2,bk+d−2〉
|bk+d−2| −
〈zk+d−2,bk+d−1〉
|bk+d−1|
)
+O
(|zk+d−2| · |zk+d−1|) =
= 3|zk+d−1|β
(
|zk+d−2 ∧ zk+d−1| − 〈zk+d−2, zk+d−1〉
)
+O
(|zk+d−2| · |zk+d−1|) =
= 3|zk+d−1|β
(
6|zk+d−2|2+β +O
(|zk+d−2|2))+O(|zk+d−2|2+β) =
= 18|zk+d−1|β
(
|zk+d−2|2+β +O
(|zk+d−2|2)),
i.e.
〈zk+d−2, zk+d〉
|zk+d−2| · |zk+d| = 18
|zk+d−1|1+β
|zk+d| ·
|zk+d−2|1+β
|zk+d−1| ·
(
1 +O
(|zk+d−2|−β)) =
=
(
1 +O
(|zk+d−1|−β))(1 +O(|zk+d−2|−β))2 = 1 +O(|zk+d−2|−β).
Returning to (20) we get
∣∣∣∣ zk|zk| −
zk−2
|zk−2|
∣∣∣∣
2
= O
(|zk−2|−β) = O(k−β).
Thus, indeed, both sequences (19) do converge. Moreover, the corresponding limit
points are distinct, as by (21) we have
lim
k→∞
〈zk−1, zk〉
|zk−1| · |zk| =
1√
2
.
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It remains to notice that since Lα(zk)→ 0 as k →∞, the convergence of the sequences
(19) implies the convergence of(
zk
|zk|
)
k≡0 (mod 2)
and
(
zk
|zk|
)
k≡1 (mod 2)
.
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