Preface
Of course I had been aware of the idea of video analysis for quite some time. However, it was not until I saw a particular video online that showed Kobe Bryant apparently jumping over a pool of snakes that I started really using video analysis. It still makes me excited to take a video and squeeze hidden secrets from its individual frames looking for a sign that it could be fake.
To this day, I still use video analysis for many posts on my blog, Dot Physics, at Wired Science Blogs (http://www.wired.com/wiredscience/dotphysics). It is this passion for video analysis that is the basis for this book. Here I have combined the basic techniques of video analysis with some of my favorite examples.
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Chapter 1
Introduction to video analysis
The basic idea of video analysis is not that new. In fact, one of the earliest examples was a photographic experiment set up in 1878 [1] . The experiment was designed to address a question about the motion of a galloping horse. Do horses ever lift all four feet off the ground during their gallop? It is actually difficult to see with the unaided eye, since the process is quite fast (as fast as a galloping horse). The experiment used multiple cameras to obtain 24 still images at different times during the horse's movement.
If you put all these photographs together, you get the short video shown in figure 1.1. Although this series of images was just used to look at the position of the horse at different times, it is not all that different from modern video analysis. In short, the goal of video analysis is to obtain position and time data from the frames of a video.
Think of the most basic example-a video of a ball tossed into the air. If the video is recorded at 30 frames per second, then each frame of the video lasts 1/30 of a second. Moving forward by one frame is the same as moving 1/30th of a second forward. Now suppose the video is also recorded at a resolution of 640 × 360 pixels. In each frame of the video, I could determine the horizontal and vertical pixel location of the ball. If there is some object in the video of known size (such as a random meter stick laying around) then I can obtain a conversion between the pixel location and position in meters.
Putting this all together, I could create a plot of the horizontal and vertical motion as functions of time. Of course this is not the only thing that you can do with video analysis, but it demonstrates the power. But why even use video analysis at all? Why not just use a stopwatch and a meter stick to plot the motion of the ball? Or perhaps you could use a sound-based motion sensor to measure position at time. The answer is that often the horizontal (x) and vertical (y) motion is difficult to measure at the same time. In other cases, you might not have access to the actual experiment, but only to a video of the event. This is typically the case when examining interesting videos online or for examining the motions of events in cinematic movies.
By using video analysis, we are able to start with just a video and then measure the motions of an object or objects. It allows us to explore the world of physics using only videos that have already been created.
If you want to start using video analysis, there are natural questions to ask. Where do you go? What do you use? There are countless options. Let me list a few of the video analysis software options that exist today. These are in no particular order.
• Tracker Video Analysis [2]. This is a free video analysis package that also includes modeling tools. It is a Java program built on the Open Source Physics platform that runs on Mac OS X, Windows and Linux. Tracker Video includes many elements, such as video filters, perspective correction and autotracking. Since it is free and runs on multiple platforms, all the examples in this book will be via Tracker Video, although most of the ideas can be applied to other software packages. • Vernier's Logger Pro [3] . This commercial software runs on both Mac OS X and Windows. It is the basic software used by Vernier to collect data from the Vernier sensors, but it also contains a video analysis element. Many students and faculty members find that Logger Pro is the ideal video analysis software because students might already be familiar with its graphing tools. Vernier also has a version of video analysis that runs on the iPhone.
. This is not actually a software package. DMV are specially created videos that have annotations added so that users can easily make position and time measurements straight from the video. There is a DMV video player online that allows one to step frame by frame through the video. The main point of DMV is to let students participate in video analysis without getting too involved in the tedious aspects of the software. DMV are freely available online.
• Older software. There are quite a few older software packages that can still be used but are no longer updated. VideoPoint and VideoGraph were two popular packages, but at this point it seems that neither is up to date.
• No software. Finally, it should be pointed out that you do not need any software other than a video player to perform video analysis. It is indeed possible to step through a video frame by frame to determine the times and you can use a ruler on the screen to measure positions.
These are just the most popular software platforms. My advice is to pick one and then become very familiar with your chosen tool. Once you have mastered your software you can begin to explore your favorite videos.
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Chapter 2
Choosing and finding appropriate videos for analysis
Now you are ready to analyze some videos. Where do you start? The first step is to get a video. There are two things you can do. First, you can record your own. Second, you can find a video from somewhere (probably online). Before going over some of the details for both making and finding videos, let us look at what aspects of a video make it appropriate for video analysis. Suppose you were to give every video you see a score. Perhaps we could call this the video analysis score (VAS). Videos with a higher VAS are easier and better to analyze. To obtain the VAS, you would add one point for each of the following criteria that the video meets.
Stationary camera and background. When you use a tripod with a camera, the background appears stationary. With a stationary background, an object's motion can be determined by measuring its position relative to this background. This means that you can fix your origin on some point in the background and it will be at rest relative to the ground. Consider the opposite. Imagine holding a camera with a shaky hand. In the video, the object of interest will have an apparent downward motion when the camera moves up. This means that to obtain the position of the object you would have to account for the apparent motion of the background. It is not impossible to do this, but it does involve extra work.
Camera does not zoom. A camera that zooms in or out is very similar to a moving camera. When a camera zooms in while an object is moving, the apparent size of everything also changes. In order to compensate for a zooming camera view you would need to measure the background scale in each frame. Again, this is not impossible, but it does mean a more difficult video to analyze.
Object's motion is perpendicular to the camera. Suppose you take a ball and toss it towards a stationary camera. As the ball comes closer to the camera, its apparent size also becomes larger. This means that if you recorded the vertical position of this tossed ball, the apparent motion would appear greater in later video frames. Clearly this is something you would like to avoid. The best camera views have the camera pointing perpendicularly to the motion of the object.
Object's range of motion is small compared to the camera view. This is similar to the 'object perpendicular to the camera' item. If an object is moving perpendicularly to the view of the camera, but moves over a very large angle, then in fact it is also moving towards and then away from the camera. However, if the object is 10 m away from the camera and only moves 1 m perpendicularly to the camera, this effect is negligible.
Object is visible in every frame of the video. If you cannot see an object in a video, you cannot determine its position directly. This usually happens in a video when an object moves behind some other object for a short time interval. It is not a very large problem if you can see the object again a little later. It just means that you will have incomplete data.
The video does not have repeating frames. Older online videos often have this problem. When a video is recorded in one video codec and then converted to another format with a different frame rate, you can get repeated frames. Typically, when this repeating frame problem occurs the frames only repeat every 10 or so instances. When you have a frame followed by an identical frame, the position of the object remains the same for both frames, although the reported time (based on the frame) changes. This could give inaccurate data-it is particularly bad when using position data to calculate velocities.
Deinterlaced video. The video is recorded by scanning horizontal lines of an image. A video with a resolution of 480 × 620 has 480 of these horizontal lines. Older video cameras would first record the odd number lines (1, 3, 5, 7…) and then record the even numbered lines (0, 2, 4, 6…). When the video is played back, it mostly looks fine. However, if you stop the video and look at one frame, you might be able to tell that the horizontal lines are from different times. Modern cameras usually record all lines at the same time (progressive scan), such that this is no longer a problem.
Slow shutter speed. For each frame of a video, the camera has to collect light in order to make an image. It is possible that this image collection time is long enough to see significant movement of an object during that time. In this case you would see an object as a blur since the object would be in more than one location during the imaging process. This problem is a result of low shutter speeds. Figure 2 .1 shows an example, with a dropping basketball and a tennis ball.
Physics and Video Analysis

2-2
Object visible with respect to the background. What if you take an orange ball and throw it in front of an orange background? You might not be surprised to find that you cannot really see the ball very well. This might seem like an obvious case to avoid, but what about a video of a snowball in front of a field of snow? If you cannot see the object against the background, you cannot measure it.
Interesting physics content. There is one last thing to consider. Is there anything interesting to look at in the video? Without something to analyze, it just does not make a very nice video analysis project. Now that you have an idea of all the things that make a video perfect (or not so perfect) for an analysis, you can pay attention to all those online videos in a different way. You do not just have to enjoy the video as it is presented, you can consider what you can do with it using video analysis. Physics and Video Analysis 2-3
