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Abstract
The class of finite distributive lattices, as many other classes of
structures, does not have the Ramsey property. It is quite common,
though, that after expanding the structures with appropriately cho-
sen linear orders the resulting class has the Ramsey property. So, one
might expect that a similar result holds for the class of all finite dis-
tributive lattices. Surprisingly, Kechris and Sokic´ have proved in 2012
that this is not the case: no expansion of the class of finite distributive
lattices by linear orders satisfies the Ramsey property.
In this paper we prove that the variety of distributive lattices is not
an exception, but an instance of a more general phenomenon. We show
that for almost all nontrivial locally finite varieties of lattices no “rea-
sonable” expansion of the finite members of the variety by linear orders
gives rise to a Ramsey class. The responsibility for this lies not with the
lattices as structures, but with the lack of algebraic morphisms: if we
consider lattices as partially ordered sets (and thus switch from alge-
braic embeddings to embeddings of relational structures) we show that
every variety of lattices gives rise to a class of linearly ordered posets
having both the Ramsey property and the ordering property. It now
comes as no surprise that the same is true for varieties of semilattices.
KeyWords: Ramsey property, ordering property, varieties of lattices,
varieties of semilattices
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1 Introduction
Generalizing the classical results of F. P. Ramsey from the late 1920’s, the
structural Ramsey theory originated at the beginning of 1970s in a series of
papers (see [15] for references). We say that a class K of finite structures
has the Ramsey property if the following holds: for any number k > 2 of
colors and all A,B ∈ K such that A embeds into B there is a C ∈ K such
that no matter how we color the copies of A in C with k colors, there is a
monochromatic copy B′ of B in C (that is, all the copies of A that fall within
B′ are colored by the same color).
Many natural classes of structures (such as finite graphs, metric spaces
and partially ordered sets, just to name a few) do not have the Ramsey prop-
erty, and lattices as algebras with two binary operations satisfying certain
algebraic laws are not an exception: the class of all finite lattices, the class
of all finite distributive lattices and the class of all finite modular lattices
do not have the Ramsey property (see [21, 23]). This is not surprising as
all these classes contain non-rigid structures, and it has been established
relatively recently that a necessary condition for a class of finite structures
to have the Ramsey property is that all its elements be rigid (that is, have
trivial automorphism groups) [16, 14].
It is quite common, though, that after expanding the structures under
consideration with appropriately chosen linear orders, the resulting class of
expanded structures has the Ramsey property. For example, the class of all
finite linearly ordered graphs (V,E,<) where (V,E) is a finite graph and <
is a linear order on the set V of vertices of the graph has the Ramsey prop-
erty [1, 19]. The same is true for metric spaces [17]. In case of finite posets
we consider the class of all finite linearly ordered posets (P,4, <) where
(P,4) is a finite poset and < is a linear order on P which extends 4 [22, 4].
Moreover, in [26] several classes of semilattices have been shown to have the
Ramsey property if the semilattices in the class are expanded by appropri-
ate linear orders. So, one might expect that a similar result holds for finite
lattices. Surprisingly, this is not the case. In [12] the authors prove that no
expansion of the class of finite distributive lattices by linear orders satisfies
the Ramsey property.
We start Section 3 by showing that the variety of distributive lattices is
not an exception, but an instance of a more general phenomenon. We show
that for an arbitrary nontrivial locally finite variety V of lattices distinct
from the variety of all the lattices and the variety of distributive lattices, no
“reasonable” expansion of Vfin (= the class of all the finite lattices in V) by
linear orders has the Ramsey property. So, it seems that lattices are simply
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not fit for the Ramsey property. Our main goal in Section 3 is to demon-
strate that the responsibility for this lies not with the lattices as structures,
but with the lack of algebraic morphisms: if we consider lattices as partially
ordered sets (and thus switch from algebraic embeddings to embeddings of
relational structures) we show that every variety of lattices gives rise to a
class of linearly ordered posets having both the Ramsey property and the
ordering property (a property related to the Ramsey property which we de-
fine in Section 2 along with other notions we use in the paper). Namely,
there are much more embeddings between two lattices understood as rela-
tional structures than there are embeddings between the same two lattices
understood as algebras, and this abundance of embeddings between rela-
tional structures is the key reason we are able to prove that all the varieties
of lattices have the Ramsey property in their “relational alter ego”. It now
comes as no surprise that the same is true for varieties of semilattices.
In many particular cases the ordering property is implied by nontrivial
Ramsey properties [16], and one such particular case is demonstrated in
Section 3. Using the standard Sierpinski-style coloring obtained by com-
paring two linear orders we can derive the ordering property for a class of
linearly ordered posets from the fact that it has the Ramsey property. In
Section 4 we generalize this idea to arbitrary classes of first-order structures
which satisfy a model-theoretic requirement we refer to as the weak triangle
condition. This is a weaker form of the triangle condition introduced in [11]
in connection to understanding the consequences of the ordering property.
As an example we apply the main result of Section 4 to show the ordering
property for a class of finite structures consisting of a set together with sev-
eral partially ordered sets that conform to a given template. This example is
instructive since we do not see an easy way to derive the ordering property
for this class directly.
We conclude the paper by a discussion of the importance of the Ramsey
and the ordering properties in the context of the Kechris-Pestov-Todorcˇevic´
correspondence [11], an intricate interplay of discrete mathematics, model
theory and topological dynamics. As the final example we present a new
infinite family of topological groups whose universal minimal flows can be
computed using this correspondence.
2 Preliminaries
First-order structures. Let Θ = ΘR ∪ ΘF be a first-order language
where ΘR is a set of finitary relational symbols, and ΘF is a set of finitary
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functional symbols. Whereas we do not allow relational symbols of arity 0,
functional symbols of arity 0 are welcome and correspond to constants. A
Θ-structure A = (A,ΘA) is a set A together with a set ΘA of finitary
relations on A and finitary functions on A which are the interpretations
of the corresponding symbols in Θ. A relational language is a first order
language Θ where ΘF = ∅. An algebraic language is a first order language
Θ where ΘR = ∅. If Θ is a relational language, Θ-structures are then usually
referred to as Θ-relational structures; and if Θ is an algebraic language, Θ-
structures are then usually referred to as Θ-algebras.
Structures will be denoted by script letters A, B1, C
∗, . . . , and the un-
derlying set of a structure A, B1, C
∗, . . . will always be denoted by its roman
letter A, B1, C
∗, . . . respectively. A structure A is finite (countably infinite)
if A is a finite (countably infinite) set. For a class K of structures, by Kfin
we denote the class of all the finite structures in K.
An embedding f : A →֒ B between two Θ-structures is every injective
map f : A→ B satisfying the following:
• for every θ ∈ ΘR we have that (a1, . . . , ar) ∈ θ
A ⇔ (f(a1), . . . , f(ar)) ∈
θB, where r is the arity of θ; and
• for every ϕ ∈ ΘF we have that f(ϕ
A(a1, . . . , ar)) = ϕ
B(f(a1), . . . , f(ar)),
where r is the arity of ϕ.
Surjective embeddings are isomorphisms. Structures A and B are isomor-
phic, and we write A ∼= B, if there is an isomorphism A → B. An automor-
phism is an isomorphism A → A. By Aut(A) we denote the set of all the
automorphisms of a structure A. A structure A is rigid if Aut(A) = {idA}.
A structure A is a substructure of a structure B, and we write A 6 B,
if A ⊆ B and the identity map a 7→ a is an embedding of A into B. A
substructure of a structure A generated by S ⊆ A is the least (with respect
to inclusion) substructure B of A such that S ⊆ B. We denote by 〈S〉A
the substructure of A generated by S ⊆ A. A structure A is locally finite if
every finitely generated substructure of A is finite.
A poset E = (E,⊑) is a lattice if every pair of elements of E has the
greatest lower bound and the least upper bound. Alternatively, an algebra
L = (L,∧,∨) with two binary operations is a lattice if both operations are
idempotent, commutative and associative, and the absorptive laws hold.
These two points of view are closely related: every poset (E,⊑) which is a
lattice uniquely determines operations ∧,∨ : E2 → E such that the algebra
(E,∧,∨) is a lattice (take a∧ b, resp. a ∨ b, to be the greatest lower bound,
resp. the least upper bound, for a and b). Conversely, every algebra (L,∧,∨)
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which is a lattice uniquely determines the partial order ⊑ ⊆ L2 such that
the poset (L,⊑) is a lattice (take a ⊑ b if and only if a ∧ b = a). What
makes these two approaches to lattices different are the embeddings. Clearly,
every embedding f : (L1,∧1,∨1)→ (L2,∧2,∨2) between algebras is also an
embedding (L1,⊑1) → (L2,⊑2), where ⊑1 and ⊑2 are the corresponding
derived lattice-ordering relations. The converse, however, is not true.
A poset E = (E,⊑) is a (meet) semilattice if every pair of elements
of E has the greatest lower bound. An algebra S = (L,∧) with one binary
operation is a (meet) semilattice if the operation is idempotent, commutative
and associative.
Classes of structures. A variety of algebras is a class of algebras over a
fixed algebraic language which is closed with respect to taking homomorphic
images, subalgebras and products of arbitrary families of algebras from the
class. The study of varieties of lattices is a deep and active research field
in modern algebra, and we refer the reader to [10] for more insight into the
typical problems addressed in this context. Clearly, the class S of all the
semilattices as algebras (of all cardinalities) is a variety of semilattices and
the class L of all the lattices as algebras (of all cardinalities) is a variety of
lattices. Let D denote the variety of all the distributive lattices.
Fra¨ısse´ theory is a deep structural theory of classes of relational struc-
tures. The age of a countably infinite structure A is the class of all the finite
structures that embed into A. The age of A will be denoted by Age(A). A
class K of finite structures is an age if there is countably infinite structure A
such that K = Age(A). It is easy to see that a class K of finite structures is
an age if and only ifK is an abstract class (that is, closed for isomorphisms),
there are at most countably many pairwise nonisomorphic structures in K,
K has the hereditary property :
(HP) if A ∈K and B →֒ A then B ∈ K;
and K has the joint embedding property :
(JEP) for all A,B ∈ K there is a C ∈ K such that A →֒ C and B →֒ C.
An age K is a Fra¨ısse´ age (= Fra¨ısse´ class = amalgamation class) [5, 6] if
K satisfies the amalgamation property :
(AP) for all A,B, C ∈ K and embeddings f : A →֒ B and g : A →֒ C there
exist D ∈ K and embeddings f ′ : B →֒ D and g′ : C →֒ D such that
f ′ ◦ f = g′ ◦ g.
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A structure C is ultrahomogeneous if for every finitely generated structure
A and every pair of embeddings f, g : A →֒ C there is an automorphism
h ∈ Aut(C) such that f = h ◦ g. The age of every locally finite countably
infinite ultrahomogeneous structure is a Fra¨ısse´ age [5, 6]. Conversely, for
every Fra¨ısse´ age K there is a unique (up to isomorphism) countably infinite
locally finite ultrahomogeneous structure A such that K = Age(A) [5, 6].
We say that A is the Fra¨ısse´ limit of K. For details on Fra¨ısse´ theory and
further model theoretic background we refer the reader to [9].
Ramsey theory. The leitmotif of Ramsey theory is to prove the existence
of regular patterns that occur when a large structure is considered in a
restricted context. It started with the nowadays famous Ramsey theorem
whose finite version takes the following form where for a set S and a positive
integer k by
(
S
k
)
we denote the set of all the k-element subsets of S:
Theorem 2.1 (Finite Ramsey Theorem [24]) For positive integers k,
m and r there exists an integer n such that for every coloring χ :
(
n
k
)
→
{1, 2, . . . , r} there exists a set S ∈
(
n
m
)
such that χ(X) = χ(Y ) for all
X,Y ∈
(
S
k
)
.
The Graham-Rothschild Theorem (Theorem 2.2 below) is one of the most
powerful tools in Ramsey theory. It formulation requires some preparation.
Let A be a finite alphabet. A word u of length n over A can be thought of
as an element of An but also as a mapping u : {1, 2, . . . , n} → A. In the
latter case u−1(a), a ∈ A, denotes the set of all the positions in u where a
appears.
Let X = {x1, x2, . . .} be a countably infinite set of variables and let A be
a finite alphabet disjoint from X. An m-parameter word over A of length n
is a word w ∈ (A ∪ {x1, x2, . . . , xm})
n satisfying the following:
• each of the letters x1, . . . , xm appears at least once in w, and
• min(w−1(xi)) < min(w
−1(xj)) whenever 1 6 i < j 6 m.
Let W nm(A) denote the set of all the m-parameter words over A of length n.
For u ∈W nm(A) and v = v1v2 . . . vm ∈W
m
k (A) let
u · v = u[v1/x1, v2/x2, . . . , vm/xm] ∈W
n
k (A)
denote the word obtained by replacing each occurrence of xi in u with vi,
simultaneously for all i ∈ {1, . . . ,m}.
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Theorem 2.2 (Graham, Rothschild [7]) Let A be a finite alphabet and
let m, ℓ > 1 and k > 2. Then there exists an n such that for every partition
W nℓ (A) = X1 ∪ . . .∪Xk there exist a u ∈W
n
m(A) and j such that {u · v : v ∈
Wmℓ (A)} ⊆ Xj.
Structural Ramsey theory. Generalizing the Finite Ramsey Theorem,
the structural Ramsey theory originated at the beginning of 1970s in a
series of papers (see [15] for references). Let Θ be a first-order language,
let A, B and C be finite Θ-structures and let k > 2 be an integer. Let(B
A
)
= {A˜ : A˜ 6 B and A˜ ∼= A}. We write C −→ (B)Ak to denote the
following: for every partition
(C
A
)
= X1 ∪ . . . ∪ Xk there exist B˜ ∈
(C
B
)
and
j ∈ {1, . . . , k} such that
(
B˜
A
)
⊆ Xj . A class K of finite Θ-structures has the
Ramsey property if the following holds:
(RP) for all A,B ∈ K such that A →֒ B and any integer k > 2 there is a
C ∈ K such that C −→ (B)Ak .
A class K of finite structures is a Ramsey age if it has (HP), (JEP) and
(RP). If a class K of finite Θ-structures has (RP) and (JEP) then K also
has (AP) [16]. So, every Ramsey age is a Fra¨ısse´ age.
The ordering property. The ordering property is a property related to
the Ramsey property and in many particular cases is implied by nontrivial
Ramsey properties [16]. The ordering property was introduced in [18, 20]
and has since played an important role in Structural Ramsey theory.
Let Θ be a first-order language and let < /∈ Θ be a new binary relational
symbol. Let Θ∗ = Θ ∪ {<}. Given a Θ∗-structure A, we shall always
interpret < in A as a linear order on A. A class K∗ of Θ∗-structures is an
order expansion of the class K of Θ-structures if for every (A, <) ∈ K∗ we
have A ∈ K, and for every A ∈ K there is at least one linear order < on A
such that (A, <) ∈ K∗.
For a class K∗ of Θ∗-structures let K∗↾Θ = {A : (A, <) ∈ K
∗}. Clearly,
K∗↾Θ is a class of Θ-structures.
An order expansion K∗ of K is reasonable [11] if for all A,B ∈ K, every
embedding f : A →֒ B and every linear order < on A such that (A, <) ∈ K∗
there is a linear order ⊏ on B such that (B,⊏) ∈ K∗ and f is an embedding
of (A, <) into (B,⊏). An order expansion K∗ of K is a reasonable (JEP)-
expansion of K if K∗ is a reasonable expansion of K and K∗ has (JEP).
The class K∗ of finite Θ∗-structures has the ordering property if the
following holds, where K = K∗↾Θ:
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(OP) for every A ∈ K there is a B ∈ K such that (A, <) →֒ (B,⊏) for
every linear order < on A such that (A, <) ∈ K∗, and every linear
order ⊏ on B such that (B,⊏) ∈ K∗. We say that B is a witness for
the ordering property for A.
3 Varieties of lattices and semilattices as classes
of relational structures
It was shown in [12] that no order expansion of Dfin has the Ramsey prop-
erty. We shall now show that this is an ubiquitous phenomenon when it
comes to locally finite varieties of lattices.
Theorem 3.1 Let V be a nontrivial locally finite variety of lattices distinct
from L andD. Then no reasonable (JEP)-expansion of Vfin has the Ramsey
property.
Proof. Let V be a nontrivial locally finite variety of lattices distinct from L
and D, and let W be a reasonable (JEP)-expansion of Vfin . Assume that
W has the Ramsey property. Because W has (JEP) we know from [16] that
W has (AP).
Let us show that Vfin has (AP). Take any A,B1,B2 ∈ V
fin and em-
beddings f1 : A →֒ B1 and f2 : A →֒ B2. Because W is a reasonable
expansion of Vfin , there exists a linear order ⊏ such that (A,⊏) ∈W, and
then there exist linear orders ⊏1 and ⊏2 such that (B1,⊏1), (B2,⊏2) ∈ W
and f1 : (A,⊏) →֒ (B1,⊏1), f2 : (A,⊏) →֒ (B2,⊏2) are embeddings. As
we have just seen, W has (AP), so there is a (C,≺) ∈ W and embeddings
g1 : (B1,⊏1) →֒ (C,≺) and g2 : (B2,⊏2) →֒ (C,≺) such that g1 ◦ f1 = g2 ◦ f2.
Then, clearly, g1 : B1 →֒ C and g2 : B2 →֒ C are embeddings satisfying
g1 ◦ f1 = g2 ◦ f2. This completes the proof that V
fin has (AP).
It is a well known fact in lattice theory (see [8, Corollary 509]) that if
X is a locally finite variety of lattices then X has (AP) if and only if Xfin
has (AP). Therefore, V has (AP). But by the famous result of Day and
Jezˇek [2], the only nontrivial varieties of lattices with (AP) are L and D.
Contradiction. 
The main goal of this section is to show that every variety of lattices and
every variety of semilattices gives rise to a class of finite linearly ordered
posets having both the Ramsey and the ordering property. The idea is
to replace the algebraic structure by the corresponding relational one. So,
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the structures we will be working with are lattices understood as partially
ordered sets expanded by linear orders that extend the partial order.
Let P denote the class of all the posets (of all cardinalities). A linearly
ordered poset is a structure A = (A,⊑, <) where (A,⊑) is a poset and <
is a linear order on A which extends ⊑ (that is, if a ⊑ b and a 6= b then
a < b). Let
−→
P denote the class of linearly ordered posets (of all cardinalities).
The Ramsey property for the class
−→
Pfin was established in two steps: first
the ordering property for
−→
Pfin was established in [22], and then in [4] the
ordering property was used to prove the Ramsey property.
An alternative proof that the class
−→
P has the Ramsey property was
presented in [13]. Whereas the original proof in [22] of the ordering property
for
−→
Pfin relies on the Dual Ramsey Theorem, the alternative proof in [13]
derives the the Ramsey property for
−→
Pfin as a direct consequence of the
Graham-Rothschild Theorem (Theorem 2.2). Interestingly, the class
−→
P was
the only known Ramsey class of structures where the proof of the Ramsey
property relied on proving first that the class has the ordering property. The
proof presented in [13] is new not only because new proof strategies were
used, but also because it does not not rely on the ordering property.
We shall now present an extract of this proof restructured so as to enable
us to reason about the ordering property not only of the class
−→
P , but also
some of its subclasses. In this presentation we refrain from the explicit
use of the machinery of category theory which was the main language used
in [13] and instead rephrase the proof in terms of first-order structures and
embeddings.
Let <lex , <alex and <lex denote the lexicographic, anti-lexicographic and
complemented lexicographic ordering on P({1, . . . , n}), respectively, defined
as follows:
A <lex B iff A ⊆ B or
min(B \ A) < min(A \B) in case A and B are incomparable,
A <alex B iff A ⊆ B or
max(A \B) < max(B \A) in case A and B are incomparable,
A <lex B iff {1, . . . , n} \A <lex {1, . . . , n} \B
iff A ⊇ B or
min(A \B) < min(B \ A) in case A and B are incomparable,
where < denotes the usual linear order on the integers. It is easy to see that
all three are linear orders on P({1, . . . , n}).
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Theorem 3.2 (cf. [13, Theorem 4.1]) For n ∈ N let Πn denote the following
linearly ordered poset: Πn =
(
P({1, . . . , n}),⊇, <lex
)
.
(a) For every k > 2 and all finite linearly ordered posets A,B ∈
−→
P such
that A →֒ B there is an N ∈ N such that ΠN −→ (B)
A
k .
(b) Let K∗ be a subclass of
−→
P such that Πn ∈ K
∗ for all n ∈ N. Then K∗
has the Ramsey property. In particular,
−→
P has the Ramsey property
(see [22, 4] for the original proof).
Proof. (Sketch) (a) Let k > 2 and let A = (A,⊑, <) and B = (B,⊑, <) be
finite linearly ordered posets such that A →֒ B.
A downset in a poset A is a subset D ⊆ A such that x ∈ D and y ⊑ x
implies y ∈ D. For a ∈ A let ↓A a = {x ∈ A : x ⊑ a}. Clearly, ↓A a is
always a downset in A, but not all the downsets are of the form ↓A a. To see
this, take two a, b ∈ A incomparable with respect to ⊑. Then ↓A a ∪ ↓A b
is a downset in A which is not of the form ↓A x for some x ∈ A.
LetA havemA nonempty downsets and let B havemB nonempty downsets.
According to the Graham-Rothschild Theorem (Theorem 2.2) there exists
an N such that for every partition WNmA({0}) = X1 ∪ . . . ∪ Xk there is a
u ∈WNmB({0}) and a j satisfying {u · h : h ∈W
mB
mA
({0})} ⊆ Xj. Let us show
that ΠN −→ (B)
A
k .
Let D1, . . . , DmA be all the nonempty downsets in A and let D1 <alex
D2 <alex . . . <alex Dm. For u ∈ W
n
m({0}), let Xi = u
−1(xi), 1 6 i 6 m,
and let ai =
⋃
{Xα : i ∈ Dα}, 1 6 i 6 k. It was shown in the proof of [13,
Theorem 4.1] that for every u ∈W nm({0}) the mapping ΦA,n(u) : A → Πn :
i 7→ ai is an embedding.
Take any partition
(
ΠN
A
)
= X1 ∪ . . .∪Xk. Let W
N
mA
({0}) = X ′1 ∪ . . .∪X
′
k
be a partition constructed as follows: for w ∈WNmA({0}) let
w ∈ X ′j if and only if im(ΦA,N (w)) ∈ Xj (3.1)
(here, im(f) denotes the image of f as a substructure of its codomain). By
the construction of N , there exist a u ∈WNmB({0}) and a j such that
{u · h : h ∈WmBmA ({0})} ⊆ X
′
j. (3.2)
Then B˜ = im(ΦB,N (u)) is a copy of B in ΠN because ΦB,N (u) is an embed-
ding. Let us show that
(B˜
A
)
⊆ Xj .
Take any A˜ ∈
(B˜
A
)
. Then there is an embedding f : A →֒ B such
that im(ΦB,N (u) ◦ f) = A˜. It was shown in the proof of [13, Theorem 4.1]
10
that one can then find a word h = h1h2 . . . hmB ∈ W
mB
mA
({0}) such that
ΦB,N (u) ◦ f = ΦA,N (u · h). From (3.2) we know that u · h ∈ X
′
j, whence
im(ΦA,N (u · h)) ∈ Xj by (3.1). Therefore, im(ΦB,N (u) ◦ f) = A˜ ∈ Xj.
(b) Directly from (a). 
Using the standard Sierpinski-style coloring obtained by comparing two
linear orders we can deduce the ordering property for a class from the fact
that it has the Ramsey property.
Theorem 3.3 Let K∗ be a subclass of
−→
P such that Πn ∈ K
∗ for all n ∈ N.
Then K∗ has the ordering property. In particular, the class
−→
P has the
ordering property (see [22, 25] for the original proof).
Proof. Let K∗ be a subclass of
−→
P such that Πn ∈ K
∗ for all n ∈ N. It is
easy to see that (OP) is equivalent to the following whenever K∗ has (JEP):
(OP’) for every (A, <) ∈ K∗ there is a B ∈ K such that (A, <) →֒ (B,⊏)
for every linear order ⊏ on B with (B,⊏) ∈ K∗. We say that B is a
witness for the ordering property for (A, <).
Let us show thatK∗ has (JEP) so that we can use (OP’). One of the byprod-
ucts of Theorem 3.2 (a) is the following: for every A ∈
−→
P there is an n ∈ N
such that A →֒ Πn. So, take any A,B ∈ K
∗. As we have just seen, A →֒ Πn
and B →֒ Πm for some n,m ∈ N. Without loss of generality we can take
that n 6 m. Therefore, A →֒ Πn →֒ Πm ←֓ B.
So, let us show (OP’) for K∗. Let B = (B,⊑, <) be a finite linearly
ordered poset. If (B,⊑) is an antichain then (B,⊑) is a witness for the
ordering property for B. Assume, therefore, that B is not an antichain
and take any x, y ∈ B such that x ⊏ y. Add a new element z /∈ B to
B to obtain a finite linearly ordered poset B1 = (B1,⊑1, <1) as follows:
B1 = B ∪ {z}, ⊑1 = ⊑ ∪ {(z, z)} (in other words, z is incomparable with
every b ∈ B), and <1 is an extension of < such that x <1 z <1 y. Let
A = ({0, 1},=, <) be a two-element linearly ordered antichain (0 < 1). By
Theorem 3.2 (a) there is an N ∈ N such that ΠN −→ (B)
A
2 . For notational
convenience, let ΠN = (πN ,⊑N , <N ). Let us show that (πN ,⊑N ) ∈ K
is a witness for the ordering property for B1 and hence a witness for the
ordering property for B since B →֒ B1. Take any linear order ≺ on πN
which extends ⊑N and consider the coloring
(
ΠN
A
)
= X0∪X1 as follows. Let
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A˜ = ({0˜, 1˜},=, <) ∈
(
ΠN
A
)
where 0˜ < 1˜. Put
A˜ ∈ X0 if 0˜ <N 1˜ and 0˜ ≺ 1˜, or 1˜ <N 0˜ and 1˜ ≺ 0˜;
A˜ ∈ X1 if 0˜ <N 1˜ and 1˜ ≺ 0˜, or 1˜ <N 0˜ and 0˜ ≺ 1˜.
Then there is a B˜1 ∈
( C
B1
)
such that
(B˜1
A
)
is monochromatic. Let us show
that
(B˜1
A
)
⊆ X0. Suppose, to the contrary, that
(B˜1
A
)
⊆ X1. Let x˜, y˜, z˜ be
the elements of B˜1 which correspond to x, y, z in B1. Then {x˜, z˜} and {y˜, z˜}
are antichains in C such that x˜ <N z˜ <N y˜ (because this is their order in
B1) and x˜ ≻ z˜ ≻ y˜ (because
(B˜1
A
)
⊆ X1). On the other hand, x˜ ⊏N y˜ –
contradiction with the fact that ≺ extends ⊑N .
Therefore,
(
B˜1
A
)
⊆ X0, which means that <N and ≺ coincide on all 2-
element antichains of B˜1. We already know that <N and ≺ coincide on all
comparable pairs of elements because ≺ extends ⊑N . So, B˜1 6 (πN ,⊑N ,≺),
whence B1 →֒ (πN ,⊑N ,≺). 
With all the technical results in place, we conclude the section by showing
that the “relational alter ego” of every variety of lattices and every variety of
semilattices has both the Ramsey property and the ordering property. Let
us start by introducing a bit of notation. For a finite lattice L = (L,∧,∨)
let rel(L) = (L,⊑) be the corresponding finite poset (where we set a ⊑ b if
and only if a ∧ b = a). With the slight abuse of set notation, for a variety
V of lattices let rel(Vfin ) = {rel(L) : L ∈ Vfin}. On the other hand, let
−→
rel(Vfin) denote the class of all the finite linearly ordered posets (L,⊑,≺)
where (L,⊑) = rel(L) for some L ∈ Vfin . So, the elements of
−→
rel(Vfin ) are
all the posets from rel(Vfin) where each poset is expanded by all possible
linear extensions of the partial order.
Analogously, for a finite semilattice S = (S,∧) let rel(S) = (S,⊑) be the
corresponding finite poset(where we set a ⊑ b if and only if a ∧ b = a), let
rel(Vfin) = {rel(S) : S ∈ Vfin} for a variety V, and let
−→
rel(Vfin) denote the
class of all the finite linearly ordered posets (S,⊑,≺) where (S,⊑) = rel(S)
for some S ∈ Vfin .
Theorem 3.4 (a) Let V be a nontrivial variety of lattices. Then
−→
rel(Vfin )
has both the Ramsey property and the ordering property.
(b) Let V be a nontrivial variety of semilattices. Then
−→
rel(Vfin ) has both
the Ramsey property and the ordering property.
Proof. (a) Every nontrivial variety of lattices contains the two-element lat-
tice L2 = ({0, 1},∧,∨) where 0 < 1, and hence all the finite powers of L2.
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Since (P(A),∪,∩) ∼= L
|A|
2 for every finite set A, it follows that every nontriv-
ial variety of lattices contains all the lattices of the form (P(A),∪,∩) where
A is a finite set. Therefore, Πn ∈
−→
rel(Vfin ) for all n ∈ N. It is now immediate
from Theorems 3.2 and 3.3 that
−→
rel(Vfin ) has the Ramsey property as well
as the ordering property.
(b) Analogous to (a). 
4 The weak triangle condition
The main idea used to prove Theorem 3.3 (adding a strategically placed
triangle) can be generalized to a much larger class of structures, those which
satisfy what we call the weak triangle condition. This is a weaker form of
the triangle condition introduced in [11] also in connection to understanding
the ordering property.
Let Θ be a first-order language and let < /∈ Θ be a new binary relational
symbol. Let Θ∗ = Θ ∪ {<}. As usual, given a Θ∗-structure A we shall
always interpret < in A as a linear order on A. Let K∗ be a class of finite
Θ∗-structures and assume that it is an order expansion of a class K of Θ-
structures. Let S2(K
∗) denote the class of all the 2-generated structures in
K∗. We say that K∗ has the weak triangle condition if
(W△C) for every nonempty finite Σ ⊆ S2(K
∗) there is a τ ∈ S2(K
∗) such
that for every σ ∈ Σ there exists a (D, <D) ∈ K
∗ and x, y, z ∈
D such that x <D y <D z, 〈x, z〉(D,<D)
∼= σ and 〈x, y〉(D,<D)
∼=
〈y, z〉(D,<D)
∼= τ .
Theorem 4.1 Let Θ be a first-order language and let < /∈ Θ be a new
binary relational symbol. Let Θ∗ = Θ ∪ {<}. Let K∗ be a Ramsey age of
finite Θ∗-structures which has the weak triangle condition. Then K∗ has
the ordering property.
Proof. Before we move on to the proof, let us describe a construction
that this proof relies on. Take any (B, <B) ∈ K
∗ and let (ai, bi), 1 6
i 6 n, be an enumeration of all the pairs of elements of B satisfying
ai <B bi. Let σi = 〈ai, bi〉(B,<B), 1 6 i 6 n. Put Σ = {σi : 1 6 i 6
n}. By (W△C) there exists a τ ∈ S2(K
∗), and for every i ∈ {1, . . . , n}
there exist (Di, <i) ∈ K
∗ and xi, yi, zi ∈ Di such that xi <i yi <i zi,
〈xi, zi〉(Di,<i)
∼= σi and 〈xi, yi〉(Di, <i) ∼= 〈yi, zi〉(Di,<i)
∼= τ . We now per-
form n amalgamations inductively as follows. Put (B0, <B0) = (B, <B).
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bizi
aixi
yi σi
(Bi−1, <Bi−1)
(Di, <i)
τ
τ
Figure 1: The ∇ construction
Assume that (Bi−1, <Bi−1) has been constructed. In the ith step amal-
gamate (Bi−1, <Bi−1) with (Di, <i) over σi and embeddings fi : σi →֒
(Bi−1, <Bi−1) : ai 7→ ai, bi 7→ bi and gi : σi →֒ (Di, <i) : ai 7→ xi, bi 7→ zi,
and denote the amalgam by (Bi, <Bi), Fig. 1. Without loss of generality
we can assume that (B, <B) 6 (Bi, <Bi) so that the procedure can continue
as described. Let us denote the final amalgam (Bn, <Bn) by ∇(B, <B).
Note that ∇(B, <B) ∈ K
∗. Without loss of generality we can assume that
(B, <B) 6 ∇(B, <B).
Take any (A, <A) ∈K
∗.
Case 1: (A, >A) /∈ K
∗.
Let (C, <C) = ∇(A, <A). By the assumption, (A, <A) 6 (C, <C). Since
K∗ has the Ramsey property there is a (Q, <Q) ∈ K
∗ such that (Q, <Q) −→
(C, <C)
τ
2 . Let us show that Q is the witness for the ordering property for
(A, <A). Take any linear order ⊏ on Q such that (Q,⊏) ∈ K
∗. Consider
the following coloring
((Q,<Q)
τ
)
= X1∪X2: for q, r ∈ Q such that q <Q r and
〈q, r〉(Q,<Q)
∼= τ put 〈q, r〉(Q,<Q) ∈ X1 if q ⊏ r, and put 〈q, r〉(Q,<Q) ∈ X2 if
q ⊐ r. Then there is a monochromatic copy (C˜, <C˜) of (C, <C) in (Q, <Q).
Let (A˜, <A˜) be a copy of (A, <A) in (C˜, <C˜).
Let us first show that
(
(C˜,<C˜ )
τ
)
⊆ X2 cannot happen. Assume, to the
contrary, that this is the case. Then we can show that for all a˜, b˜ ∈ A˜
we have that a˜ <A˜ b˜ if and only if a˜ ⊐ b˜. Assume that a˜ <A˜ b˜. Then
(a˜, b˜) is a copy in (A˜, <A˜) of some pair (ai, bi) (see the beginning of the ∇
construction). By the construction, there is a y˜ ∈ C˜ such that a˜ <C˜ y˜ <C˜ b˜
and 〈a˜, y˜〉(C˜,<C˜)
∼= 〈y˜, b˜〉(C˜,<C˜ )
∼= τ , see Fig. 1. From
((C˜,<C˜)
τ
)
⊆ X2 it
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now follows that a˜ ⊐ y˜ ⊐ b˜. But, then we have that (A˜, >A˜)
∼= 〈A˜〉(Q,⊏)
whence (A, >A) →֒ (Q,⊏). Since (Q,⊏) ∈ K
∗ we conclude (A, >A) ∈ K
∗.
Contradiction.
Therefore,
((C˜,<C˜)
τ
)
⊆ X1. We can now repeat the same argument to
show that (A˜, <A˜)
∼= 〈A˜〉(Q,⊏) whence (A, <A) →֒ (Q,⊏).
Case 2: (A, >A) ∈ K
∗.
Let (B, <B) be a structure which embeds both (A, <A) and (A, >A).
Then (A, <A) →֒ (B, <B) and (A, <A) →֒ (B, >B). Let (C, <C) = ∇(B, <B).
By the Ramsey property there is a (Q, <Q) ∈ K
∗ such that (Q, <Q) −→
(C, <C)
τ
2 . Let us show that Q is the witness for the ordering property for
(A, <A). Take any linear order ⊏ on Q such that (Q,⊏) ∈ K
∗ and construct
the coloring
((Q,<Q)
τ
)
= X1∪X2 as in Case 1. Then there is a monochromatic
copy (C˜, <C˜) of (C, <C) in (Q, <Q). Let (B˜, <B˜) be a copy of (B, <B) in
(C˜, <C˜).
If
((C˜,<C˜ )
τ
)
⊆ X1 we can repeat the argument from Case 1 to show that
(B˜, <B˜)
∼= 〈B˜〉(Q,⊏) whence (A, <A) →֒ (B˜, <B˜) →֒ (Q,⊏). If, however,((C˜,<C˜ )
τ
)
⊆ X2 then (B˜, >B˜)
∼= 〈B˜〉(Q,⊏) whence (A, <A) →֒ (B˜, >B˜) →֒
(Q,⊏). 
As an application of the above theorem let us consider structures with
several poset relations (cf. [3]). Let T = ({1, . . . , n},4) be a poset, n > 1,
which we refer to as a template. A structure (A,⊑1, . . . ,⊑n) consisting
of n partial orders conforms to the template T if (⊑i) ⊆ (⊑j) whenever
i 4 j in T ; and is consistent if there is a linear order on A which extends
each ⊑i, 1 6 i 6 n. (Note that (A,⊑1, . . . ,⊑n) is consistent if and only
if there do not exist distinct a, b and distinct i, j such that a ⊏i b and
b ⊏j a.) Given a template T , let PT denote the class of all the structures
(A,⊑1, . . . ,⊑n) (of all cardinalities) consisting of n partial orders which
conform to T and which are consistent; and let
−→
PT denote the class of all
the structures (A,⊑1, . . . ,⊑n, <) such that (A,⊑1, . . . ,⊑n) ∈ PT and < is
a linear order which extends each ⊑i, 1 6 i 6 n. (Note that P(1) = P and
−→
P(1) =
−→
P , where 1 denotes the trivial one-element template.)
Corollary 4.2 For every finite poset T with T = {1, . . . , n} the class
−→
PfinT
has the ordering property.
Proof. Let T be a finite poset with T = {1, . . . , n}. It was shown in [3] that
the class
−→
PfinT has the Ramsey property, so Theorem 4.1 implies that it suf-
fices to show that the class
−→
PT has the (W△C). But this is straightforward
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since for any Σ ⊆ S2(
−→
PfinT ) we can always take τ = ({0, 1},=, . . . ,=, <)
where 0 < 1. 
Classes of structures having the Ramsey property and the ordering prop-
erty are particularly intriguing in the context of Kechris-Pestov-Todorcˇevic´
correspondence [11]. Let G be a topological group. Its action on X is a
mapping · : G ×X → X such that 1 · x = x and g · (f · x) = (gf) · x. We
also say that G acts on X. A G-flow is a continuous action of a topological
group G on a topological space X. A subflow of a G-flow · : G × X → X
is a continuous map ∗ : G × Y → Y where Y ⊆ X is a closed subspace of
X and g ∗ y = g · y for all g ∈ G and y ∈ Y . A G-flow G × X → X is
minimal if it has no proper closed subflows. A G-flow u : G × X → X is
universal if every compact minimal G-flow G × Z → Z is a factor of u. It
is a well-known fact that for a compact Hausdorff space X there is, up to
isomorphism of G-flows, a unique universal minimal G-flow, usually denoted
by GyM(G).
A topological group G is extremely amenable if every G-flow · : G×X →
X on a compact Hausdroff space X has a fixed point, that is, there is an
x0 ∈ X such that g · x0 = x0 for all g ∈ G. Since Sym(A), the group of
all the permutations on a set A, carries naturally the topology of pointwise
convergence, permutation groups can be thought of as topological groups.
In [11] the authors show the following.
Theorem 4.3 [11, Theorem 4.7] Let G be a closed subgroup of Sym(F ) for
a countable set F . Then G is extremely amenable if and only if G = Aut(F)
for a countable ultrahomogeneous structure F whose age has the Ramsey
property.
In case a closed permutation subgroup G on a countable set is not ex-
tremely amenable, [11] provides us with a means to compute its universal
minimal flow. Let LO(A) be the set of all linear orders on A and let G be
a closed subgroup of Sym(A). The set LO(A) with the standard product
topology is a compact Hausdorff space and the action of G on LO(A) given
by x<gy if and only if g−1(x) < g−1(y) is continuous. This action is usually
referred to as the logical action of G on LO(A).
Note that if K∗ is a reasonable order expansion of K and K∗ has (HP),
resp. (JEP) or (AP), then K has (HP), resp. (JEP) or (AP) [11]; conse-
quently if K∗ is a Fra¨ısse´ age, then so is K. Moreover, assume that K∗ is a
Fra¨ısse´ age of Θ∗-structures, let F∗ = (F , <) be the Fra¨ısse´ limit of K
∗ and
let K = K∗↾Θ. Then K
∗ is a reasonable expansion of K if and only if K is
a Fra¨ısse´ age and F is the Fra¨ısse´ limit of K [11].
16
Theorem 4.4 [11, Theorem 10.8] Let K∗ be a Fra¨ısse´ age which is a rea-
sonable order expansion of a Fra¨ısse´ age K. Let F be the Fra¨ısse´ limit of K,
let F∗ = (F ,⊏) be the Fra¨ısse´ limit of K∗, let G = Aut(F) and X∗ = G ·⊏
(in the logical action of G on LO(F )). Then the logical action of G on X∗ is
the universal minimal flow of G if and only if K∗ has the Ramsey property
and the ordering property.
We can now present an infinite family of topological groups whose uni-
versal minimal flows can be computed using the Kechris-Pestov-Todorcˇevic´
correspondence.
Corollary 4.5 Let T be a finite poset with T = {1, . . . , n}. Let PT be
the Fra¨ısse´ limit of PfinT , let
−→
P T = (PT ,⊏) be the Fra¨ısse´ limit of
−→
PfinT , let
G = Aut(PT ) and X
∗ = G ·⊏ (in the logical action of G on LO(PT )). Then
the logical action of G on X∗ is the universal minimal flow of G.
Proof. It is easy to see that for every template T with T = {1, . . . , n} both
PT and
−→
PT are Fra¨ısse´ ages. It was shown in [3] that the class
−→
PfinT has
the Ramsey property, while Corollary 4.2 establishes the ordering property
for the class. The rest is now an immediate consequence of Theorem 4.4. 
Let us conclude the paper with another immediate consequence of The-
orems 4.4 and 4.1:
Corollary 4.6 Let K∗ be a Fra¨ısse´ age satisfying the weak triangle con-
dition which is a reasonable order expansion of a Fra¨ısse´ age K. Let F
be the Fra¨ısse´ limit of K, let F∗ = (F ,⊏) be the Fra¨ısse´ limit of K∗, let
G = Aut(F) and X∗ = G ·⊏ (in the logical action of G on LO(F )). Then
the logical action of G on X∗ is the universal minimal flow of G if and only
if K∗ has the Ramsey property.
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