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Abstract
The estimation of the gas concentration (process-state) associated with a sta-
tionary or moving source using a sensing aerial vehicle (SAV) is considered. The
dispersion from such a gaseous source into the ambient atmosphere is representa-
tive of an accidental or deliberate release of chemicals, or a release of gases from
biological systems. Estimation of the concentration field provides a superior ability
for source localization, assessment of possible adverse impacts, and eventual con-
tainment. The abstract and finite-dimensional approximation framework presented
couples theoretical estimation and control with computational fluid dynamics meth-
ods. The gas dispersion (process) model is based on the advection-diffusion equa-
tion with variable eddy diffusivities and ambient winds. Cases are considered for
a 2D and 3D domain. The state estimator is a modified Luenberger observer with
a ”collocated” filter gain that is parameterized by the position of the SAV. The
process-state (concentration) estimator is based on a 2D and 3D adaptive, multi-
grid, multi-step finite-volume method. The grid is adapted with local refinement
and coarsening during the process-state estimation in order to improve accuracy
and efficiency. The motion dynamics of the SAV are incorporated into the spatial
process and the SAV’s guidance is directly linked to the performance of the state
estimator. The computational model and the state estimator are coupled in the
sense that grid-refinement is affected by the SAV repositioning, and the guidance
laws of the SAV are affected by grid-refinement. Extensive numerical experiments
serve to demonstrate the effectiveness of the coupled approach.
ii
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Chapter 1
Introduction
1.1 Motivations and Objectives
The release of a gaseous tracer from a land or aerial based source into an ambient
atmosphere will result in a contaminant plume. The detection and estimation of the
resulting plume can be useful in many applications including source tracking and
detection [5], surveillance [6], leak detection [7], and even search and rescue [8].
A general overview of the approach is presented in Figure 1.1. Mobile sensor(s)
move throughout the domain gathering concentration measurement data at known
spatial locations and reporting it back to a computational base station in order to
track and estimate the gaseous release. This chapter outlines the current approaches
to source tracking, state estimation, source detection, and release modeling.
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Moving Gaseous 
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Figure 1.1: Typical simulation schematic with a moving source and mobile sensor.
1.2 Literature Review
1.2.1 State Estimation and Source Detection Approaches
Until recently, source tracking work has focused on the localization of a source and
moving the sensor towards the source [5, 9, 10, 11, 12, 13, 14, 15]. This work typically
focuses on an indoor environment where experimental setups and conditions are
easier to control. Ground based vehicles are most often used due to their simplicity
and the fact that they disturb the indoor flow field less than an aerial vehicle would.
Typically, these source tracking approaches use a gradient ascent scheme that drives
the sensor to areas of higher concentration. Depending on the application, searching
for the maximum concentration may not location the source. If the sensor happens
to locate a local maximum, it will remain there until the flow is sufficiently diffused
before it searches for the global maximum. Also, if a sensor remains in one location,
it is not taking advantage of the fact that is already knows the concentration state
in that area, so it could learn more about the overall process by moving to a new
location.
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Model based approaches have been used by [16, 17, 18, 19, 20] where the primary
goal of the work is parameter identification. Steady-state releases from a stationary
source are examined where a combination of the release model and sensor mea-
surement data are used to refine parameter estimates of the release. In [10], the
authors use a mobile sensor network to position sensors within the spatial domain
where they will be able to most efficiently estimate the parameters of the stationary
release (time, location, release rate), but do not consider releases that are not de-
scribed by a simple set of parameters. Little focus has been placed on the real-time
estimation of the entire flow field created by the advection diffusion process through
the use of a mobile sensor network [21].
Unknown plume estimation is also done for the optimal deployment of a sensor
network. See, for example, [14] where the typical releases are modeled in a known
(usually urban) environment and the optimal sensor locations are determined in
order to minimize the sensing time. Real time implementation is not required, since
the main goal is quick detection and not full estimation.
There has also been a considerable amount of work done on the modeling of
known sources. Having a strong understanding of the pollution plume created by
industrial sources, power plants, airfields, and other pollution centers is essential to
environmental protection and monitoring of public health [2, 22, 23, 24, 25]. In these
approaches, known releases are studied for their impact downwind of the release.
As demonstrated in the work discussed above, previous work by authors has
estimated plume parameters from unknown sources, searched for a source location
from unknown plumes, and predicted plume dispersion from known releases. An
area that remains open for research is the estimation of the entire flow field from an
unknown source, which is addressed in this work.
Another area that remains open is the repositioning of sensors based on the
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performance of the state estimator. Previous sensor positioning has focused on
positioning the sensors based on the release of interest (i.e. moving towards a
maximum), or the estimated plume (i.e. quickest detection time), but no results
have been presented on the repositioning of sensors to improve the state estimation
over the domain.
1.2.2 Release Modeling
The implementation of a successful estimation scheme requires the development of
an accurate model for the release. The atmospheric advection diffusion PDE governs
the type of releases studied in this work. It will be used as the foundation of the
model based estimator developed in later sections. The numerical implementation
of the estimator will be approached in such a way that results can be generated in
real time through assumptions and simplifications made in the development of the
estimator model.
The modeling and simulation of a plume from stationary and moving sources has
been well studied. Air pollution applications are very popular since they directly
affect the health of the community. Plumes from stationary ground sources of air
pollution have been extensively studied [2, 22, 25, 26, 27, 28]. Mobile sources of
air pollution have also been investigated for ground sources [24, 29, 30]. Studies of
aircraft on the ground and in takeoff [23, 31, 32, 33, 34] have studied the diffusive
region of the plume with advection diffusion models.
An overview of atmospheric releases and modeling techniques is presented in
Section 2.1 where releases are examined for all levels of the atmosphere. However,
the releases that are governed by the atmospheric advection diffusion equation are
of particular interest, since that model is used for the state estimation scheme.
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1.2.3 UAVs
The use of, and interest in, Unmanned Aerial Vehicles (UAVs) has increased consid-
erably over the last few decades. Their reduced cost, variable payload, and increased
efficiency along with the miniaturization of sensors, tools, and weapons have made
them very popular with many groups in both civilian and military spaces. There are
numerous types of UAVs, due to the large range of desired tasks and applications.
Nearly every UAV has wireless communication capabilities that allow instructions
to be sent to the vehicle and sensor information to be sent back. Maintaining com-
munication with the vehicle allows instructions to be modified based on acquired
sensor data.
UAVs can be classified into 3 broad categories based on their size and application;
close range, short range, and long range. This work focuses on a smaller scale, so
short range military UAVs are considered. Table 1.1 provides data for 3 UAVs of the
type considered. Civilian use is limited to close and short range where the vehicles
Table 1.1: Sample Air Force UAVs and parameters [1].
Wasp III Scan Eagle RAVEN
Wing Span (m) 0.7 3 1.4
Mass (kg) 0.5 18 2
Speed (m/s) 9-18 25-35 13-26
Endurance (hrs) no data 20 1.5
Range (km) no data no data 12
Altitude (km) 0.3 4.9 0.15
are performing simple tasks in close proximity to the pilot. Law enforcement officials
would use mainly short range vehicles where the area they are responsible for is local.
Military uses range from short range to long range vehicles. Military interest in
particular is high due to the relatively low monetary cost and lack of an onboard pilot
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associated with UAVs. The vehicles can be controlled by a pilot remotely, with a set
of preprogrammed instructions that allows them to carry out a task autonomously
without the intervention of an operator, or through a combination of the two. Long
range military UAVs are typically full size aircrafts that are used for testing of
weapons systems (drones) and extended missions. The Scan Eagle shown in Figure
1.2 is the largest UAV presented here. It has the highest performance of the UAVs
Figure 1.2: Scan Eagle UAV and required launching equipment [1].
presented, but requires dedicated launching hardware and operator expertise, so it
is also the most complicated. It is also the most expensive. The Raven is a smaller
configuration that can be carried in a backpack type device and launched by a single
soldier. The performance characteristics are close to those considered in this work.
It is an intermediate size (in terms of smaller UAVs), battery powered, and has a long
range. It is also one of the ore popular UAVs in the Air Force’s fleet. Figure 1.3 is an
image of the vehicle. The third UAV under consideration here is the Wasp III. This
is a flying wing configuration that is considered expendable due to its low cost. It is
much smaller than the two other configurations discussed. Although the data is not
entirely available, the performance specifications of this type of configuration may
not adequately meet the needs of the estimation scheme presented in subsequent
6
Figure 1.3: RAVEN UAV [1].
sections. This assumption is primaritly due to the extremely light weight of the
aircraft. A 0.5kg aircraft is severely limited in operating conditions, payload, and
onboard fuel. A UAV that can not haul the required equipment and operate for
extended times will be useless in a real world application. The Wasp III is shown
in Figure 1.4.
Figure 1.4: Wasp III UAV [1].
Perhaps the most significant advantage of UAVs is that they are able to perform
unique functions that could otherwise endanger a human pilot. One of such task
is the detection of a biochemical source. The estimation and localization of these
sources important in order to eliminate the hazard and minimize the negative im-
7
pact. When used specifically for sensing, UAVs are more commonly referred to as
Sensing Aerial Vehicles (SAVs) and will be referred to as such through the rest of
this work. Mobile sensors has many useful applications including source tracking
and detection [5], surveillance [6, 35], structure monitoring [36], leak detection [7],
and even search and rescue [8]. Specialized sensing robots can be used in conjunc-
tion with a human, or as a replacement when it is not feasible to send a human into
the specific situation.
1.3 Methodology and Approach
This work includes many components of modeling, computational fluid dynamics,
state estimation, and controls. The primary components of the work are outlined
below.
1. Numerical data are generated from the solution of the advection-diffusion PDE
with ambient winds and known strength and source trajectory. The spatial
discretization of the PDE is performed with a finite-volume scheme on a uni-
form grid. Integration of the semi-discrete equations is performed through
a multi-step Runge-Kutta scheme. Simulated data are stored and used in
lieu of actual measurements and are assumed to be available in the form of a
concentration and a concentration gradient.
2. The SAV is equipped with an on-board concentration sensor and is deployed
in the domain. It patrols downwind and retrieves ”measurements” from the
simulated data at regular intervals. When the sensor detects a nonzero con-
centration, the state estimation scheme starts predicting the concentration of
the plume throughout the domain.
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3. A coarse, adapted, non-uniform grid is constructed for the estimation scheme.
A locally refined area is placed around the SAV for increased computational
accuracy. Spatial discretization of the state estimation equation is performed
with a finite-volume scheme and the integration of the semi-discrete state-
estimation equations is performed with the multistep Runge-Kutta scheme.
4. At all times, the SAV is assumed to have knowledge of its position and pose.
The estimation scheme guides the SAV to areas of higher state estimation error
based of the gradient of the error between the measured state and estimated
state through the appropriate choice of control torques (for dynamic motion)
or control velocities (for kinematic motion).
5. The sensing, state estimation, and sensor guidance discussed in steps 3 & 4
continues until a desired convergence is achieved.
The chart presented in Figure 1.5 identifies the flow for the computational im-
plementation to specify what parts of the implementation account for the state esti-
mation scheme, and what parts are used in the absence of physical sensor readings.
FV Solution to the A/D Equation
Store Numerically Generated Measurement Data
Start Tracking Program
Read Stored Sensor Data
Calculate Estimated State and Source Location
Numerically 
Generated 
Sensor Data
Real-Time 
Tracking and 
Source 
Localization 
Code
Move SAV to New Location
Figure 1.5: Process overview for sensor data generation and state estimation.
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1.3.1 Computational Resources for Implementations
Since all of the results presented here are from numerical simulations, it is important
to understand both the hardware and software used for the implementation of the
work. For a realistic implementation, real time results and sensor guidance are
necessary. If guidance of UAVs and estimation of the contaminant plume is not
done in real time, the adverse effects of the contaminant being tracked cannot be
contained.
Hardware
In this work, real time computations are desired. For realistic implementations,
the hardware should be readily available. An estimation scheme that requires the
computational power of a supercomputer will not be of much use. The results
presented here have all be computed on a 5 node cluster running Red Hat Enterprise
Linux (2.6.9). The node Amyntas acts as a head node to the 4 remaining nodes.
This configuration is shown in Figure (1.6). Since the code for this work is serial,
Amyntas
(2x) Quad Core Xeon
2.77GHz, 6GB RAM
Arhelaos
(2x) Dual Core Xeon
2.33GHz, 16GB RAM
Parmenion
(4x) Xeon
2.6GHz, 6GB RAM
Alexandros
(4x) Xeon
2.6GHz, 2GB RAM
Philippos
(2x) Quad Core Xeon
2.8GHz, 12GB RAM
Figure 1.6: Overview of computational cluster.
it is run on a single node, Arhelaos. This node has two Intel Xeon processors
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running at 2.33GHz with 2 cores each. There is 16GB of random access memory
(RAM) available on the node and 1.5TB hard drive storage that is shared with other
users. During the estimation routine, memory usage never exceeded 2GB. These
computational requirements are well within those available for a modern desktop
computer.
A workstation running Windows 7 is used to remotely access the Linux cluster as
well as run data visualization. While visualization could be done on the Linux clus-
ter, the local workstation offers better graphics performance for data visualization
and increased compatibility with the software requirements.
Software
All code is written with the Fortran 2003 programming language and compiled using
Intel’s Fortran Compiler (IFORT), Version 9.0. The raw data, which is stored in
plain text format from the estimation scheme, is post processed to display results
with the use of the TecPlot 360 visualization package.
Computational Time
The computational time is recorded for all of the simulations. To determine the
simulation time, the Fortran command cpu time is used. This command returns
a real value that is a reading of the CPU’s internal clock. A reading is taken at
the beginning of the simulation and at the end of the simulation. The difference in
these readings is the elapsed time of the simulation. The times presented for the 2D
simulations include the time required to output results for data visualization and
presentation. Outputting this data is relatively expensive, but since the simulations
still run in real time, the extra computational time is not an issue. For the 3D case,
the time required to run the state estimator and sensor guidance is increased signifi-
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cantly. The time required to output visualization data is also significantly increased.
For these reasons, the 3D code was improved over the 2D variant. Sparse matrix
operations are implemented to reduce the computational load of the estimator. The
data visualization outputs for the 3D simulations are excluded from the computa-
tional time since the outputs would not be required in a realistic implementation.
1.4 Dissertation Outline
This dissertation is organized as follows. Chapter 2, the process model is identi-
fied. Here, the governing advection diffusion PDE is discussed for validity in this
application. The numerical implementation with a finite volume scheme is then
presented. Chapter 3 focuses on sensor modeling. Since a specific contaminant and
sensor were not chosen for this work, a general sensor performance framework is
presented. Modeling of the sensing aerial vehicle is done in Chapter 4 for its kine-
matic and dynamic motion in 2D as well as its dynamic motion in 3D. Chapter 5
outlines the model based state estimation scheme. The coupling with the sensor
guidance is discussed for 2D and 3D cases with kinematic and dynamic modeling
of the sensing vehicle. Extensions are also made to the case where multiple sensors
are in the domain. Chapter 6 discusses the implementation of grid adaptation in
this work. A switched, stretched grid is implemented to provide desired accuracy
in regions of interest, while at the same time keeping computational costs low. Ex-
tensive simulation results are presented in Chapter 7 for the various guidance and
estimations schemes developed. Conclusions and areas for future work are discussed
in Chapter 8.
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Chapter 2
Process Modeling
Accurately modeling the release of a contaminant is essential for generating sensor
data. It is also very important for building the model used to construct the state
estimator. This chapter outlines the physical situations in which the atmospheric
advection diffusion equation is valid. This type of situation will be the focus of
this work. The mathematical model and numerical implementation of the process
is then discussed.
2.1 Atmospheric Release Characterization
The behavior of a rapid release into the atmosphere is dependent on many variables.
Perhaps the most significant ones being mass, rate, and velocity of the release as
well as the atmospheric conditions. It is important to be able to appropriately
characterize the release based on these parameters before one tries to model them.
The following section gives an overview of characterizing releases in the atmosphere.
The discussion is based on non reactive substances in a homogeneous atmosphere.
Equations in this section are presented in the the form and with the variables orig-
inally presented by the authors and may not follow the nomenclature throughout
13
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Figure 2.1: Structure of the atmosphere with temperature and pressure data [2].
the rest of this work. Conclusions are drawn summarizing potential direction for the
work that will maximize application and feasibility for a real time 3D solver that
accurately calculates an estimate of the flow field in a given domain.
2.1.1 Atmospheric Structure
Before classifying and discussing atmospheric releases, a general understanding of
the atmosphere’s structure is required. The atmosphere is comprised of 4 main
layers: troposphere, stratosphere, mesosphere, and thermosphere. Each layer has
its own distinct properties with regard to pollution modeling and general fluid flow.
The following sections outline the popular approaches to pollution modeling within
each layer. Figure 2.1.1 shows the physical structure of the atmosphere. Arya
[2] provides a discussion of the atmospheric layers relevant to air pollution. This
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discussion is summarized as follows.
Troposphere
The lowest layer of the atmosphere is known as the troposphere. This layer extends
to an altitude of approximately 9 to 16km depending on the latitude. The highest
pressures in the atmosphere are in this region and range from about 1bar to 0.1bar.
The temperature and pressure decrease as altitude increases. This is the layer in
which most of the weather is formed and occurs. Nearly all air pollution is emitted,
mixed, and transported in this region. Air pollution textbooks focus on this region
since it contains the human population and most sources of pollution.
Stratosphere
The stratosphere is the second layer of the atmosphere extending up to 50 km
above the Earth’s surface. The temperature increases with altitude as the pressure
decreases from about 0.1bar to about 0.001bar. Pollutants don’t usually travel to
the stratosphere from another layer due to the fact that there is very little mixing in
this later. Most of the pollutants in this region are a result a direct injection from
very high flying aircrafts and volcanic eruptions. The lack of vertical mixing as well
as a lack of precipitation tends to keep pollutants in the stratosphere. The ozone is
located in this region at an altitude of approximately 25km, which creates interest
in ozone depleting substances and areas of research.
Mesosphere
The least is known about the mesosphere layer of the atmosphere. In this layer,
temperature and pressure are decreasing as the altitude increases. It extends to
approximately 85 km and is where the majority of objects burn up when entering
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the atmosphere.
Thermosphere
The highest layer of the atmosphere is the thermosphere. Here, there are very high
temperatures (1500K) and very low densities (< 0.01mb). Most of the pollution
modeling in this region focuses on spacecrafts, satellites, and other orbiting objects.
Research in this layer focuses on how gases flow away from the objects due to very
rarefied flow.
2.1.2 Releases From Moving Aerial Sources
Flow from an aircraft exhaust can be broken down into three primary regions: jet,
vortex, and dissipation regimes [31]. After these regimes, the flow is no longer
affected by the aircrafts wake and is diffused by the atmosphere. The jet regime is
the first regime in which the atmospheric air is quickly mixing with the exhaust gas.
At this stage, the wing tips are shedding vortices, but they are not affecting the
flow of the pollutants. The vortex regime begins when the flow of the vortex starts
mixing with the exhaust flow [33]. As the vortex dies, the flow enters the diffusive
regime and the flow begins to disperse. The length of these regimes depends on the
atmospheric conditions as well as the specific aircraft of interest. Schumann et al.
[37] estimate these lengths at 10s, 100s, and several hours for the jet, vortex, and
dispersion regimes respectively for modern large subsonic aircrafts.
The simulation and modeling approach in each of the three regimes is different.
Paoli and Garnier [33] provide an overview of recent work in modeling the flow with
a focus on the jet and vortex regimes. The jet regime is typically modeled with
direct numerical simulation (DNS) [33],[38] or large eddy simulations (LES) [32].
The DNS discussed uses the full 3D compressible Navier Stokes equations given in
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equations (2.1) as(2.3).
∂ρ
∂t
+
∂ (ρuj)
∂xj
= 0, (2.1)
∂ (ρui)
∂t
+
∂ (ρuiuj)
∂xj
+
∂p
∂xj
+
∂p
∂xi
=
1
Re
∂τij
∂xj
, (2.2)
∂ (ρE)
∂t
+
∂ [(ρE + p) uj]
∂xj
=
1
Re
∂ (uiτij)
∂xj
− 1
RePr
Cp
∂qj
∂xj
. (2.3)
where ρ is the density, u is the fluid velocity, p is the pressure, τ is the viscosity, E
is the rate of strain tensor, and Cp is the pressure coefficient.
The flow is simulated first in the jet regime, then in the vortex regime. The
domain is taken in two sections. The first section is the jet regime in which the
domain is a function of the radius of the nozzle exit radius, rj . The domain has a size
of Lx = 6rj and Ly = Lz = 11rj, with 61 grid points in the axial (x) direction and
137 in the cross directions. The domain is then enlarged for the vortex regime. The
cross section is increased to Ly = Lz = 20rj with 327 grid points in each direction
and a Lamb-Olseen vortex is superimposed on to the flow. Boundary conditions are
taken as periodic in the axial direction and non reflecting boundary conditions on
the remaining sides. The flow is assumed to be parallel over the short simulation
distance. Gago et al. [38] reports that this simulation takes approximately 25
CPU seconds for 0.005 seconds of simulation on a NEC SX-5 super computer when
modeling half of the flow and assuming symmetric results. Since this focus of this
work is target tracking, solutions that take this long to compute are not desirable,
as the solutions would not be able to keep up with the movement of the target.
Most of the studies in the jet and vortex regimes are interested in the interaction
of the vortex with the exhaust gas. These studies focus on the smaller scale and
do not look at the evolution of the plume after the vortex regime, when the plume
dynamics are dying and the flow is diffusing. Research in the area of pollution mod-
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eling tends to look at the plume after the vortex regime ([24], [31],[34]). Do¨rnbrack
and Du¨rbeck [34] use a line source to model the release as
c (x, z, trel) =
1
2πσhσvLy
exp
(
−1
2
(
(x− xo)2
σ2h
+
(z − zo)2
σ2v
))
(2.4)
where c is the concentration, σ is the eddy diffusivity in the vertical and horizontal
directions, and L is the length of the line source. Location variables are represented
by x and z. The solution assumes a slender plume approximation, with the diffusion
in the direction of the flow negligible. Molecular diffusivity is also assumed negligible
compared to eddy diffusivity.
The domain of interest is approximately 4km in the direction of flow and 1km
in the other two dimensions equally discretized with a grid of 256× 64× 96 points
yielding a cell size of 16.7 × 16.7 × 11.3m. This domain has length scales that are
on the order of 10m to 1km, so that they are larger than the length scales of the
aircraft vortices (50m) and smaller than mesoscale meteorological parameters. The
domain is then able to capture all of the aircraft flow, without having to take into
account any necessary mesoscale flow. The governing equation used is the advection
diffusion equation with a source term as
∂c
∂t
+U∇c = ∇K∇c+ s (2.5)
where c is the concentration, U is the wind speed, K is the eddy diffusivity, and s is
the source term. Boundary conditions are nonreflecting for the non axial directions
and a constant input velocity that is linearly dependent on the altitude and has
a maximum strength of 5.5 m/s, which is based on previous case studies. The
simulation was run with a finite difference discretization to simulate 3 hours.
Schumann et al. [37] also focus on the tropopause region after the aircraft in-
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Table 2.1: Aircraft Regime Modeling Techniques
Jet Vortex Dissipation
Reynolds Numbers low high high
Length Scales 1m 50m 100km
Time Scales 1-10s 10-100s 100s+
Grid Resolution 1cm 1m 10-100m
Simulation DNS and LES LES Mesoscale
duced turbulence has ceased. Although this work is interested in estimating the
diffusion parameters based on measurements, the atmospheric modeling and simu-
lation parameters match well with Do¨rnbrack and Du¨rbeck [34]. A Gaussian plume
model is used to represent the source. Experiments were all near the tropopause
with an altitude of 9.4 to 11.3km over over the Atlantic Ocean at times of 5 to
100min after emission. The atmosphere was modeled as stably stratified with large
bulk Richardson numbers and a linearly altitude dependent wind profile that varied
in mean from 20 to 50m/s depending on the measurement. The results showed a
horizontal diffusivity of 5 to 20m2s−1 and 0 to 0.6m2s−1 in the vertical.
2.1.3 Plumes From Moving Ground Sources
Pollution from moving ground sources is modeled in various ways depending on
the results of interest. Air pollution textbooks tend to focus on groups of moving
sources, rather than just a single moving source ([26],[27],[2],[25]). One of the most
frequently modeled moving sources is automobile traffic. The traffic is frequently
modeled as single source, instead of many discrete ones. A line of traffic can then
be modeled as a line source as
c (x, z) =
Q
(2π)1/2 uσ
exp
(
− z
2
2σ2
)
(2.6)
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where c is the concentration, Q is the release rate, u is the wind velocity, z is the
spatial distance, and σ is the eddy diffusivity.
The difficult part of calculating traffic flow in this way lies in the modeling of
the environment. The simulation is straight forward for a simple case, such as a
highway in the middle of a field, but when the traffic is in a more urban setting,
there are numerous structures that will change the flow [2].
Modeling a single moving source is also of interest in many situations [29],
[30],[24]. The authors of [29] focus on the emissions from a single automobile ex-
haust. The plume is modeled as a single point source with a gaussian distribution
and slender plume approximation as
c (x, y, z) =
q
πσxσzu
exp
[
−
(
x2
2σx
+
z2
2σz
)]
(2.7)
where c is the concentration, q is the release rate, σ is the eddy diffusivity, and z is
the spatial location. The simulated environment is taken to be a ’street canyon’ in
which the road travels through buildings. The overall environment is referred to as
a ’microenvironment’ with small length scales, due to the small amount of material
being released from the car exhaust.
Koutsourakis et al. [30] focus on modeling a larger moving source. In this case,
they are interest in modeling aircraft emissions during take off to determine the areas
along the airfield that are subject to the highest levels of pollution. The moving
source is modeled with 40 discrete jets that are placed 50m apart to coincide with
the cell locations in the computational domain. The jet sources are then activated
when the aircraft is in the respective cells. The grid is uniform in the axial direction
and non uniform in the width and height with a length of 4000 × 500 × 150m
respectively. The local wind profile is assumed a constant 5m/s. The 3D Reynolds
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averaged Navier-Stokes equations are then solved with custom code.
A third approach to modeling a moving source is taken by Brzozowski and Kot-
larz [24]. In this case, comparably small aircraft are modeled while taxiing and
performing basic training exercises on an airport runway. The exhaust is modeled
with a linear series of instantaneous point sources with decreasing strength to ac-
count for the large exit velocity of the exhaust gas. Due to turbulent mixing, the
molecular diffusivity is neglected. The eddy diffusivity is taken to be a constant and
equal in all three dimensions. A wind profile is assumed based on the COST Action
710 report. The standard advection diffusion equation is then solved with a finite
volume formulation assuming a wall boundary condition for the ground.
2.1.4 Plumes From Stationary Ground Sources
Plumes from ground sources are well covered and understood in air pollution me-
teorology literature [2, 25, 26, 27]. Perhaps the most common ground plume would
be one from a chimney or a smoke stack. These are typically studied for pollution
control and public health. In a source detection situation, locating a stationary,
known source is of little value. However, there are still situations which it would be
beneficial to locate a stationary ground source, such as search and rescue situations
and leak detection.
Rising Plumes
Plumes often rise in nature. If they contain pollution, they are designed to rise
so that the pollution is carried up and away from the source. This causes the
contaminant to spread the pollution over a larger area instead of having a very
high concentration near the source. Seinfeld [25] classifies rising plumes into three
different cases. The first case is a buoyant plume where the initial buoyancy is much
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Figure 2.2: Rising plume model with Gaussian distribution [2].
larger than the initial release momentum. This would be a typical plume from a
chimney in which the exhaust is at a higher temperature than the atmosphere, so
the temperature difference causes the exhaust gas to rise. The second case is when
the initial buoyancy is on the same order of magnitude as the initial momentum, this
is known as a forced plume. The final case is when the initial momentum is much
larger than the initial buoyancy, such as the release from an aircraft engine. This
type of release is known as a jet. Jets are not typically of interest in atmospheric
pollution textbooks due to the fact that they are not as common, or large sources
of pollution. Releases of this nature would typically be leaks in a high pressure
system, in which case monitoring equipment measuring pressure and flow rate in
the system would provide information on the source of the leak. As shown in Figure
2.2, buoyant and forced plumes will release material from the top of a stack, hs, and
then rise further due to their momentum and buoyancy, ∆h. The effective stack
height can then be represented as the sum of the two h = hs + ∆h. The plume
rise is calculated with Equation (2.8), where a,b, and E are table values (provided
22
in [25]) and depend on atmospheric stability, the buoyancy flux parameter, and the
source of the model as
∆h =
Exb
ua
. (2.8)
As one would expect, the buoyancy flux parameter, F , is a function of the
temperature differential in the plume and atmosphere (Ts − Ta), release velocity
(Vs), and the diameter of the source ds where F is
F =
gd2Vs (Ts − Ta)
4Ts
. (2.9)
For source detection situations, the source may not have a conventional stack
height releasing the material at an elevated position. However, in the case of a
search and rescue situation, a plume release would more than likely be accompanied
by a fire, in which case the plume would be heated and rise. Therefore, the effective
stack height may simply be the plume rise dimension h as shown in Figure 2.2. The
plume can then be modeled with the advection diffusion equation as a plume at the
effective height [2, 25].
2.1.5 High Altitude Releases
When a gaseous substance is injected into the atmosphere it will initially be ex-
panding due to self collisions. This flow is referred to as self-continuum flow. As the
self collisions slow, the flow may transition to a state of collision less flow where the
cloud is expanding due to the lower pressure atmosphere. The collision less state
is present in low density backgrounds. As the released molecules collide more with
the atmospheric molecules, the flow will enter a diffusive state [39].
A characteristic length scale is used to determine the appropriate flow regimes.
This length, ao, is a measure of the radius of a sphere that will contain a mass of
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the atmosphere equal to the mass of the release, me as [40]
ao =
(
3me
4πρa
) 1
3
(2.10)
where ρa is the density of the atmosphere. This model assumes that the gas cloud
is spherical in shape. Baxter and Linson hypothesized that finite time releases more
closely resemble a point release. As the gas cloud expands, it will gather atmospheric
molecules and add them to its mass in a snow plow action [41].
Since the flow regime is directly related to the mean free path, λ, of the flow,
the characteristic length can be related to the mean free path of the flow. When
the ratio of the characteristic length and mean free path is less than 3, the flow will
experience a collision less state for at least 1.5 mean free paths. This type of flow
will be governed by the Boltzmann equation [39] represented by
∂f
∂t
+ u · ∇f + F · f = ν (nφa − f) +Qs (t)φs (ν) δ [x− S (t)] . (2.11)
Where f is the source distribution function, u is the velocity vector of the back-
ground atmosphere, F is the gravitational force vector, ν is the collision frequency
between the exhaust gas and the atmosphere, φ is the initial source distribution
function, Qs is the source flow rate, and δ is the position vector of the moving
source [39].
The collision frequency between the exhaust molecules and the atmospheric
molecules can be calculated as
νea =
8
3π
na
ma
me +ma
√
2kTea
µea
σeaΦea (β) . (2.12)
Where na is the number density of the atmosphere, the reduced temperature Tea =
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(maTe +meTa) / (me +ma), the reduced mass µea = mema/ (me +ma), and the
cross sectional area σea = π (re + ra)
2 in which the particles are taken to be ridged
spheres of radius r. The Φ term is used to account for a moving source in which
the relative velocity of the particle and the atmosphere are not the same. When
the difference in speed is large, it will lead to a greater number of collisions, so they
must be accounted for. The Φ term is a function of β, which is defined as
β =
ue − ua√
2kTea/µea
. (2.13)
Where ue is the exhaust velocity and ua is the ambient velocity. It can clearly be
seen that when the velocity difference is large, the value of β will increase. Based
on the equation for Φ [3], the larger velocity differential will yield a higher collision
frequency
Φ =
3
√
π
8
(
β + β−1 − 1
4
β−3
)
erf (β) +
3
8
(
1 +
1
2
β−2
)
exp
(−β2) . (2.14)
Since the relation ao/λ requires the mean free path, that is another parameter
of interest. The mean free path is a function of the velocity of the released particle
relative to the velocity of the atmosphere and is calculated as
λ = |ue − ua| /νea. (2.15)
When the velocity difference is small, there will be fewer collisions. This agrees
with the ratio ao/λ. When lambda becomes large, the flow will have a free molecular
region. On the other hand, when the difference in the flow velocities is large, they
will have more collisions. This flow will tend to skip the collision less regime and
transition from the self continuum flow to diffusive flow [39].
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The table below provides a visualization of three common releases for atmo-
spheric release experiments. The number of molecules and mass of them is shown.
Table 2.2: Mass of released molecules for standard test materials. [3]
# Particles Mass (kg)
Qr H2O CO2 Ba
1023 0.003 0.0073 0.0225
1024 0.03 0.073 0.225
1025 0.3 0.73 2.25
1026 3 7.3 22.5
1027 30 73 225
1028 300 730 2250
From Figure 2.3, it can be seen that when ao/λ < 3, the release will have a free
molecular regime. The flow will be in this regime for approximately the time of one
mean collision. However, when the flow is on the other side of the plot, ao/λ > 3,
the flow will transition from continuum flow dominated by self collisions straight to
diffusive flow with the atmosphere.
2.1.6 Atmospheric Profile Modeling
The atmospheric conditions and values for modeling are usually taken from data
collected by a specific agency or a series of on site measurements. Many places take
data routinely for many different reasons including universities, the Federal Aviation
Administration, military installations, and many industrial companies that produce
a significant amount of air pollution. Of course most of the available data will
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Figure 2.3: High altitude flow regimes. [3]
be from low altitude measurements, as most groups can not perform high altitude
measurements on a regular basis.
Historical Data and On-Site Measurements
Historical and measured data is an effective way to model the atmosphere in a
specific area, assuming that area data is available. Airfields and similar areas of
interest continuously measure and record meteorological information in the area.
This information is often readily available from databases such as the National
Oceanic and Atmospheric Administration (NOAA) or National Climate Data Center
(NCDC).
Do¨rnbrack and Du¨rbeck [34] apply results of a previous case study they per-
formed in the area so that the parameters used represent typical conditions for that
area. A linear wind profile is used in their approach to the problem. The maximum
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altitude of interest is approximately 1068m, with the aircraft at 534m. The wind
speed varied from 0m/s on the ground to 5m/s at maximum altitude.
Gerz and Ehret [32] focuses at higher altitudes, specifically the tropopause region
of the atmosphere. This area is chosen because it is a standard cruising region for
civil transport aircrafts. The Boeing 747 aircraft is the aircraft of interest in this
research. Typical conditions of the tropopause region were used. The atmosphere
was taken to be motionless with a pressure of 215.9hPa at 11.3km. The density
was taken to be 0.35kg/m3 at a temperature of 214.3K (potential temperature of
332.1K). The conditions specify the ground as flat, or a body of water.
Schumann et al. [31] conduct experimental studies to measure the diffusivity
values over the Atlantic Ocean for several aircraft in the tropopause region (9.4 to
11.3km). The ambient atmosphere was measured to be stably stratified with large
(greater than 10) bulk Richardson numbers. Measured mean wind speeds were
between 20 and 50m/s at a pressure of 200 to 280hPa and a temperature of 210 to
213K. For any given simulation, the wind profile was assumed linear and altitude
dependent around the mean value measured.
Models
Standard models that provide fundamental information about atmospheric condi-
tions are available for use in dispersion models. They provide meteorological input
data including surface heat flux, boundary layer height, wind profile as well as
other information. COST Action 10 [42] is the official report for harmonization
of the pre-processing of meteorological data for atmospheric dispersion models by
the European Cooperation in Science and Technology. There are also many other
slight variances available including COST 715 - Urban Meteorology applied to Air
Pollution Problems.
28
Power Law Function
An empirical relation for determining wind speed is known as the power law function.
It provides a reasonable estimate of the wind speed at a given height, based on the
wind speed at a measured reference location. This relation is given as
u¯x (z) = u¯x (hr)
(
z
hr
)p
, (2.16)
where z is the height of interest, h is the height of the reference measurement and p
is dependent on surface roughness and atmospheric stability. This solution provides
reasonable results in the lower half of the planetary boundary layer, less than about
500m [25].
Constant Inputs
Koutsourakis et al. [30] use a constant input velocity profile for the ambient envi-
ronment. The simulation models the take-off of an aircraft, which will be dependent
on the local wind velocity. Take-off speed and distance data provided by Boeing is
based on a zero speed wind, so in order to not deviate too far from the actual take
off length and time, the wind speed was kept very low.
2.1.7 Conclusions
It has been shown that there is great variety in the modeling of plumes depending
on the source and background fluid of interest. Since the main focus of this work is
the inverse tracking of a source in real time with a mobile olfactory sensor network,
the usefulness and feasibility of tracking each plume must be considered.
Tracking of sources at very high altitudes (in the thermosphere) has limited
applications and does not immediately and directly affect the human population.
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The primary objects in this region are spacecraft, satellites and debris, which are
already well tracked by ground based telescopes and radar. These objects also do
not release a plume on a regular basis, which is required if they are to be tracked
by an olfactory sensing network.
The tracking of most stationary ground sources is not of interest. Typical ground
sources will have a known location, such as a power plant or other industrial chim-
neys. However, a situation in which a stationary ground source would be of interest
would be an accident or a crash. For a case of this nature, a rising plume could be
detected and its location determined by the SAV.
Mobile sources are of the most interest for detection problems. There are a
wide range of situations in which an intruder would want to be detected. From the
modeling of aerial sources, there were two primary approaches. The first involved
modeling of the entire flow with the full Navier-Stokes equations. This is very
computationally expensive and is currently not possible to do in real time. The
second approach is much more applicable to this work. The flow after the vortex
regime is the focus and can be solved with the single species convection-diffusion
equation. This is also the approach used for pollution modeling with moving aerial
sources. Ground sources have been shown to have similar modeling situations with
the primary difference being the boundary and atmospheric conditions.
The overall review modeling atmospheric releases has revealed three possible
modeling situations that can be solved in a similar manner. The modeling of aerial
sources after the vortex regime, the modeling of moving ground sources, and the
modeling of a stationary ground source with a rising plume. The general solution
and structure of the simulation can be applied to each of these situations with the
appropriate boundary and atmospheric conditions to solve the convection diffusion
equation.
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2.2 Numerical Model of Atmospheric Release
As discussed in Section 2.1, the trace contaminant release under investigation is
assumed to occur in the troposphere, where it has the highest potential for impact.
The release occurs in the mission domain Ω = [0, LX ]× [0, LY ]× [0, LZ ] ⊂ R3, where
L is the domain length in each of the cartesian directions (X, Y, Z). The plane
(X, Y, 0) is assumed to be oriented parallel to the surface of the earth with the
unit vector in the Z direction facing away from the earth. A mobile point source
is investigated that releases material within the domain of interest based on the
equation [2, 27]
S (t, X, Y, Z) = b (X, Y, Z)U (t) . (2.17)
The spatial distribution of the source is assumed to be a point located at Θc (t) ,
(Xc (t) , Yc (t) , Zc (t)) ⊂ Ω and represented mathematically as a dirac-delta function
b (X, Y, Z) = δ (X −Xc (t)) δ (Y − Yc (t)) δ (Z − Zc (t)) , t ∈ R+. (2.18)
The source release rate is expressed as U(t).
Since the material is being released in small quantities, it is assumed to have no
affect on the mean wind speed during the release. As the gas is released, its disper-
sion is in the diffusion flow regime. The contaminant is assumed to be conserved in
the time scales of interests. There are no sinks or additional sources for the material.
There is no chemical interaction between the air and the material being released.
These assumptions allow the flow to be modeled with the 3D atmospheric advection
diffusion equation, where the mean concentration c (t, X, Y, Z) is governed by the
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PDE
∂c
∂t
+ U
∂c
∂X
+ V
∂c
∂Y
+W
∂c
∂Z
=
∂
∂X
(
KX
∂c
∂X
)
+
∂
∂Y
(
KY
∂c
∂Y
)
+
∂
∂Z
(
KZ
∂c
∂Z
)
+ S (t,Θc) ,
(2.19)
with initial condition c (0,Θ) = c0 (Θ). Here U, V,W represent the wind velocities,
and KX , KY , KZ are the eddy diffusivities in the X, Y , and Z directions respectively.
Assuming the ground does not absorb the contaminant, a reflective (Neumann type)
boundary condition is applied ∂c/∂Z = 0. If the domain is elevated the boundary
concentration can be set as a Dirichlet type boundary condition c = 0. Since the
contaminant in the domain is only coming from the source, boundary concentrations
of c = 0 are applied to the remaining 5 sides, yielding the modeling equation [25, 43]
∂c
∂t
= KX
∂2c
∂X2
+KY
∂2c
∂Y 2
+KZ
∂2c
∂Z2
−
U
∂c
∂X
− V ∂c
∂Y
−W ∂c
∂Z
+ S (t,Θc) ,
(2.20)
with the boundary conditions
c (t, X, Y, 0) = c (t, X, Y, LZ) = c (t, X, 0, Z) = 0,
c (t, X, LY , Z) = c (t, X, Y, LZ) = 0, ∂c (t, X, Y, 0) /∂Z = 0.
(2.21)
2.3 Numerical Implementation
2.3.1 Finite Volume Method
In the absence of experimental sensor data, the sensor data can be simulated with
Eq. (2.20). A finite volume method (FVM) is used to implement Eq. (2.20) on a
digital computer to generate a numerical solution. The implementation of the FVM
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follows [44] and is presented here for a 3D domain. Results for 2D can easily be
attained by setting the length in the Z direction to zero, LZ = 0 and reducing the
number of volumes in the Z direction to one. A structured grid is implemented over
the domain with cell centered approach giving N = NX ×NY ×NZ finite volumes.
The PDE (2.20) is written in conservative form as
∂c
∂t
+
∂Uc
∂X
+
∂V c
∂Y
+
∂Wc
∂Z
− ∂
∂X
(
KX
∂c
∂X
)
−
∂
∂Y
(
KY
∂c
∂Y
)
− ∂
∂Z
(
KZ
∂c
∂Z
)
= S (t,Θc) .
(2.22)
Integrating the PDE in Eq. (2.22) over the finite volumes Ωc with surface area A in
the normal direction n̂, A = An̂ yields
∂
∂t
∫∫∫
Ωc
cdV +
∮
S
F · n̂dS =
∫∫∫
Ωc
SdV. (2.23)
The total flux F is the combination of the diffusive fD, gD, hD and convective
fC , gC, hC fluxes caused by the wind U, V,W and turbulent diffusion KX , KY , KZ
of the contaminant and is represented as the sum of the fluxes in the unit vector
directions as
F =
(
fC + fD
)
X̂+
(
gC + gD
)
Ŷ +
(
hC + hD
)
Ẑ, (2.24)
where the flux components are expressed in terms of the wind speed and diffusivities
as
fC = cU, gC = cV, hC = cW, (2.25)
fD = −KX ∂c
∂X
, gD = −KY ∂c
∂Y
, hD = −KZ ∂c
∂Z
. (2.26)
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For numerical implementation, Eq. (2.23) is integrated of the finite volume Ωijk
with the volume center at index location (i, j, k) as shown in Figure 2.4. The cell
i,j,k
i,j,k+1
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i,j+1,k
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Z
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Figure 2.4: Sample 3D Finite Volume.
numbering and structure is shown in Figure (2.4). This results in the semi-discrete
equation
dcijk
dt
=
−1
Ωijk
∑
surfaces
(
FEijk ·AEijk + FWijk ·AWijk + FNijk ·ANijk+
FSijk ·ASijk + FTijk ·ATijk + FBijk ·ABijk
)
+ Sijk.
(2.27)
The surface area A = Anˆ is used to calculate the flux. For example, on the east
surface of the volume (i, j, k) the normal is
nEijk = n
E
X,ijkXˆ+ n
E
Y,ijkYˆ + n
E
Z,ijkẐ (2.28)
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and the flux is calculated as
FEijkA
E
ijk = (f
C
ijk + f
D
ijk)n
E
X,ijkA
E
ijk + (g
C
ijk + g
DE
ijk )n
E
Y,ijkA
E
ijk + (h
CE
ijk + h
DE
ijk )n
E
Z,ijkA
E
ijk.
(2.29)
Similar expressions hold for the N , S, W , T , and B faces of the cell. The compu-
tational grid utilized in this work is a regular, structured grid where all of the sides
of the finite volume are normal, therefor, the normal vector in all directions is the
unit vector in each direction as [43, 45]
nEij = X̂, n
W
ij = −X̂, nNij = Ŷ, nSij = −Ŷ, nTij = Ẑ, nBij = −Ẑ. (2.30)
This allows Eq. (2.29) to be simplified as
FEijk ·AEijk = (fCEijk + fDEijk )AEijk, FWijk ·AWijk = (fCWijk + fDWijk )AWijk,
FNijk ·ANijk = (gCNijk + gDNijk )ANijk, FSijk ·ASijk = (gCSijk + gDSijk )ASijk,
FTijk ·ATijk = (hCTijk + hDTijk )ATijk, FBijk ·ABijk = (hCBijk + hDBijk )ABijk.
(2.31)
The diffusive flux for the boundaries are calculated with a central difference
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approach at the cell interface as
fDEijk =
(
KX
∂c
∂X
)E
ijk
= KX |Ei,j,k
ci+1,j,k − ci,j,k
Xi+1,j,k −Xi,j,k ,
fDWijk =
(
KX
∂c
∂X
)W
ijk
= KX |Wi,j,k
ci,j,k − ci−1,j,k
Xi,j,k −Xi−1,j,k ,
gDNijk =
(
KY
∂c
∂Y
)N
ijk
= KY |Nijk
ci,j+1,k − ci,j,k
Yi,j+1,k − Yi,j,k ,
gDSijk =
(
KY
∂c
∂Y
)S
ijk
= KY |Sijk
ci,j,k − ci,j−1,k
Yi,j,k − Yi,j−1,k ,
hDTijk =
(
KZ
∂c
∂Z
)T
ijk
= KZ |Tijk
ci,j,k+1 − ci,j,k
Zi,j,k+1 − Zi,j,k ,
hDBijk =
(
KZ
∂c
∂Z
)B
ijk
= KZ|Bijk
ci,j,k − ci,j,k−1
Zi,j,k − Zi,j,k−1 .
(2.32)
The cell Pe´clet number is a measure of the relative strengths of the convective
and diffusive parts of the flow and is defined as Pe = U∆X/KX . For |PeX | < 2,
the convective flux fCij , g
C
ij , h
C
ij at the boundary is calculated as the average of cell
centered fluxes for adjacent cells as
fCEijk =
(
fCi+1,j,k + f
C
i,j,k
)
/2, fCWijk =
(
fCi,j,k + f
C
i−1,j,k
)
/2,
gCNijk =
(
gCi,j+1,k + g
C
i,j,k
)
/2, gCSijk =
(
gCi,j,k + g
C
i,j−1,k
)
/2,
hCTijk =
(
hCi,j,k+1 + h
C
i,j,k
)
/2, hCBijk =
(
hCi,j,k + h
C
i,j,k−1
)
/2.
(2.33)
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Substituting Eq. (2.25,2.31,2.32,2.33) into Eq. (2.27) yields
dcijk
dt
=
−1
Ωijk
[(
(ci+1,j,kUi+1,j,k + ci,j,kUi,j,k) /2 + KX |Eijk
ci+1,j,k − ci,j,k
Xi+1,j,k −Xi,j,k
)
AEijk+(
(ci,j,kUi,j,k + ci−1,j,kUi−1,j,k) /2 + KX |Wijk
ci,j,k − ci−1,j,k
Xi,j,k −Xi−1,j,k
)
AWij +(
(ci,j+1,kVi,j+1,k + ci,j,kVi,j,k) /2 + KY |Nijk
ci,j+1,k − ci,j,k
Yi,j+1,k − Yi,j,k
)
ANij+(
(ci,j,kVi,j,k + ci,j−1,kVi,j−1,k) /2 + KY |Sijk
ci,j,k − ci,j−1,k
Yi,j,k − Yi,j−1,k
)
ASij+(
(ci,j,k+1Wi,j,k+1 + ci,j,kWi,j,k) /2 + KZ |Tijk
ci,j,k+1 − ci,j,k
Zi,j,k+1 − Zi,j,k
)
ATij+(
(ci,j,kWi,j,k + ci,j,k−1Wi,j,k−1) /2 + KZ |Bijk
ci,j,k − ci,j,k−1
Zi,j,k − Zi,j,k−1
)
ABij
]
+Si,j,k.
(2.34)
Equation (2.34) can be presented in compact notation by grouping coefficients for
each of the cells as
dcijk
dt
=
−1
Ωijk
[ aE1 ci+1,j,k + a
W
2 ci−1,j,k + a
N
3 ci,j+1,k + a
S
4 ci,j−1,k+
aT5 ci,j,k+1 + a
B
6 ci,j,k−1 + a
C
0 ci,j,k
]
+ Si,j,k,
(2.35)
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where the a coefficients are
a1 =
[
Ui+1,j,k
2
+
KX |Eijk
Xi+1,j,k −Xi,j,k
]
AEijk,
a2 =
[
Ui−1,j,k
2
+
KX |Wijk
Xi,j,k −Xi−1,j,k
]
AWijk,
a3 =
[
Vi,j+1,k
2
+
KY |Nijk
Yi,j+1,k − Yi,j,k
]
ANijk,
a4 =
[
Vi,j−1,k
2
+
KY |Sijk
Yi,j,k − Yi,j−1,k
]
ASijk,
a5 =
[
Wi,j,k+1
2
+
KZ |Tijk
Zi,j,k+1 − Zi,j,k
]
ATijk,
a6 =
[
Wi,j,k−1
2
+
KZ |Bijk
Zi,j,k − Zi,j,k−1
]
ABijk,
a0 =
Ui,j,k
2
AEijk +
Ui,j,k
2
AWijk −
KX |Eijk
Xi+1,j,k −Xi,j,k −
KX |Wijk
Xi,j,k −Xi−1,j,k+
Vi,j,k
2
ANijk +
Vi,j,k
2
ASijk −
KY |Nijk
Yi,j+1,k − Yi,j,k −
KY |Sijk
Yi,j,k − Yi,j−1,k+
Wi,j,k
2
ATijk +
Wi,j,k
2
ABijk −
KZ|Tijk
Zi,j,k+1 − Zi,j,k −
KZ |Bijk
Zi,j,k − Zi,j,k−1 .
(2.36)
At larger Pe´clet numbers (|PeX | > 2), the convective fluxes are evaluated using
the lower order upwinding scheme as
fCEijk = c
E
ijkU
E
ijk, f
CW
ijk = c
W
ijkU
W
ijk,
gCNijk = c
N
ijkV
N
ijk, g
CS
ijk = c
S
ijkV
S
ijk,
hCNijk = c
N
ijkW
T
ijk, h
CS
ijk = c
S
ijkW
B
ijk.
(2.37)
The value of the wind on the boundary is calculated as the average of the two
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neighboring cells as
UEijk = (Ui,j,k + Ui+1,j,k) /2, U
W
ijk = (Ui,j,k + Ui−1,j,k) /2,
V Nijk = (Vi,j,k + Vi,j+1,k) /2, V
S
ijk = (Vi,j,k + Vi,j−1,k) /2,
W Tijk = (Wi,j,k +Wi,j,k+1) /2, W
B
ijk = (Wi,j,k +Wi,j,k−1) /2.
(2.38)
Depending on the direction of the convective term, the value of the concentration
at the boundary is taken to be
cEijk =
 ci,j,k if U
E
ijk ≥ 0
ci+1,j,k if U
E
ijk < 0
, cWijk =
 ci−1,j,k if U
W
ijk ≥ 0
ci,j,k if U
W
ijk < 0
,
cNijk =
 ci,j,k if V
N
ijk ≥ 0
ci,j+1,k if V
N
ijk < 0
, cSijk =
 ci,j−1,k if V
S
ijk ≥ 0
ci,j,k if V
S
ijk < 0
,
cTijk =
 ci,j,k if W
T
ijk ≥ 0
ci,j,k+1 if W
T
ijk < 0
, cBijk =
 ci,j,k−1 if W
B
ijk ≥ 0
ci,j,k if W
B
ijk < 0
.
(2.39)
The diffusive terms remain the same as in Eq. (2.32). A compact notation is not
presented for the unwinding scheme since the convective fluxes are dependent on
the wind direction. Application of Eq. (2.35) to all cell centers, leads to a system
of N = (NX ×NY ×NZ) semi discrete ODEs.
In order to better understand the operation of the state estimator that will be
presented in Section 5.2, the N semi-discrete equations are written in state space
form as
x˙ (t) = Fx (t) +G (X, Y, Z)u (t) , R (t) , (2.40)
where the source term is expressed as the product of the vector G(X, Y, Z), rep-
resenting the location information of the source, and the source’s release rate u(t).
The vector x = c = [c1, . . . , cN ]
T is the vector of states, representing the concen-
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tration for each volume finite in the computational domain. The mapping for the
volumes is expressed as
n ≡ n (i, j, k) = i+ (j − 1)NX + (k − 1)NXNY ,
i = 1, . . . , NX , j = 1, . . . , NY , k = 1, . . . , NZ ,
xn = cijk.
(2.41)
This ordering creates the F matrix from Eq. (2.40) that has the form

F11 . . . F1N
...
...
...
Fn1 . . . FnN
...
...
...
FN1 . . . FNN

. (2.42)
The matrix F is the finite dimensional representation of the advection diffusion
operator with entries of the coefficients a from Eq. (2.36). The matrix is very
sparse with just 7 diagonals containing nonzero entries. The mapping of the a
coefficients to the matrix F is
F (n, n) = aCn ,
F (n, n + 1) = aEn ,
F (n, n− 1) = aWn ,
F (n, n+NX) = a
N
n ,
F (n, n−NX) = aSn ,
F (n, n+NX ∗NY ) = aTn ,
F (n, n−NX ∗NY ) = aBn .
(2.43)
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Numerical integration is accomplished on the system of ODEs from Eq. (2.35)
and Eq. (2.40) with a four step Runge-Kutta scheme as
x(0) = x
(ℓ),
x(1) = x(0) − α(1)∆tR(0),
x(2) = x(0) − α(2)∆tR(1),
x(3) = x(0) − α(3)∆tR(2),
x(4) = x(0) − α(4)∆tR(3),
x(ℓ+1) = x(4),
(2.44)
where x(ℓ) is the concentration at time level ℓ and α(1) = 1/4, α(2) = 1/3, α(3) = 1/2,
α(4) = 1. Equation (2.44) can be expressed in compact notation as
x(0) = x
(ℓ),
x(m) = x
(ℓ) − α(m)∆tR(m−1), m = 1, 2, 3, 4,
x(ℓ+1) = x(4).
(2.45)
Since the forward problem is used to generate sensor data, and would not be
required in an actual implementation, it can be done a priori and thus does not
contribute to the real time computational loading. A high dimensional grid is used
and the results stored for each time step. Each instance the sensor requires a mea-
surement, a single entry of this stored data is accessed to provide the measurement
data. The full solution is not made available to the state estimator. The pseudo
code for this operation is given in Algorithm I. In practice, this this step would be
replaced by by sensor measurements taken directly from the spatial domain.
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Algorithm 1 Generation of Sensor Data
1: read simulation parameters
2: discretize high dimensional uniform grid
3: for t = dt to tfinal do
4: calculate source location (X, Y, Z)c
5: RK4 integration of forward state x
6: apply boundary conditions
7: end for
8: output state at each time step to file
Initial Condition
The simulations presented in this work are assumed to occur in an atmospheric
environment. In this environment, the only source of the contaminant being tracked
is the source itself. There are no additional sources or sinks in the domain and
chemical reactions are not present. The initial conditions are represented as
c (0, X, Y, Z) = c0 (X, Y, Z) = x0 = 0. (2.46)
Boundary Condition
Since there are no other sources in the domain, the concentration at very far dis-
tances from the source is taken to be zero. This is a Dirichlet type boundary
condition, which defines the concentration at the boundary nodes. In this case, the
concentration is cB(t) = 0. This boundary condition will apply for all 4 boundaries
in a 2D simulation, and can apply for all 6 boundaries in a 3D simulation. If the
domain of interest is taken to be in contact with the ground, the boundary condi-
tion changes. In this type of situation, the boundary condition is of Neumann type,
where the flux across the boundary is set. Assuming the ground is a solid surface
that does not absorb or release material, there will be no flux across the boundary
∂c/∂Z = 0 [43, 2, 25] as shown in Figure 2.5.
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dc(t,X,0)/dZ=0
c(t,0,Z)=0 c(t,Lx,Z)=0
c(t,Lz,X)=0
Z
X
Figure 2.5: Sample boundary conditions for a domain in contact with the ground.
Time Step
The use of a forward in time, centered in space explicit computational scheme re-
quires that the numerical stability of the scheme be considered when choosing the
simulation time step. Considering the Courant number σ and Von Neumann number
β of the cell, the stability condition is written as [45],[46] (Ch. 2)
(σX + σY + σZ)
2 ≤ 2 (βX + βY + βZ) ≤ 1, (2.47)
where the Courant number and the Von Neumann number for each cartesian direc-
tion is defined as
σX =
U∆t
∆X
, βX =
KX∆t
∆X
,
σY =
V∆t
∆Y
, βY =
KY∆t
∆Y
,
σZ =
W∆t
∆Z
, βZ =
KZ∆t
∆Z
.
(2.48)
Substituting Eq. (2.48) into Eq. (2.47) yields
( |U |∆t
∆X
+
|V |∆t
∆Y
+
|W |∆t
∆Z
)2
≤ 2
(
KX∆t
∆X2
+
KY∆t
∆Y 2
+
KZ∆t
∆Z2
)
≤ 1. (2.49)
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Considering the first part of the inequalities presented in Eq. (2.49) and factoring
out the time step provides the first relation that the time step choice must satisfy
( |U |
∆X
+
|V |
∆Y
+
|W |
∆Z
)2
∆t ≤ 2
(
KX
∆X2
+
KY
∆Y 2
+
KZ
∆Z2
)
. (2.50)
The second part of the inequalities presented in Eq. (2.50) must also be satisfied.
Factoring out the time step yields
∆t
(
KX
∆X2
+
KY
∆Y 2
+
KZ
∆Z2
)
≤ 1
2
. (2.51)
For a uniform grid spacing ∆X = ∆Y = ∆Z = ∆ and uniform diffusivity KX =
KY = KZ = K, Eq. (2.50) simplifies to
∆t ≤ 8K
(|U | + |V |+ |W |)2 (2.52)
and Eq. (2.51) simplifies to
∆t ≤ ∆
2
6K
. (2.53)
Since the time step for the Runge-Kutta scheme presented in Eq. (2.45) is smaller
than the primary simulation time step, the relations presented in Eq. (2.50) and
Eq. (2.51) are valid for the intermediate time steps as well.
Code Validation
Code validation was performed with both the 2D and 3D versions of the code. Using
theoretical solutions for known releases [2, 25, 26], several cases were considered. The
first case considered was an instantaneous puff released in an atmosphere with no
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wind. The numerical solution to this is
c (X, Y, Z, t) =
S
8 (πt)3/2 (KXKYKZ)
1/2
e
(
−
(X−WXt)
2
4KXt
− Y
2
4KY t
− Z
2
4KZt
)
, (2.54)
where S is the total amount of material instantaneously released at the origin. An
image of the puff at 100s can be seen in Figure 2.6. A continuous point source case
Figure 2.6: Evolution of an instantaneous puff release at 100s.
was also considered in a uniform flow field. In this case, the source is stationary,
releasing material at a constant rate in a moving medium. The theoretical solution
for steady state with the slender plume approximation is
c (X, Y, Z) =
f (t)
4π (KYKZ)
1/2X
e
(
−
WX
4X
(
Y
2
KY
+ Z
2
KZ
))
, (2.55)
where f (t) is the release rate of the material from the origin. A steady state plume
comparison can be seen in Figure 2.7.
It was also verified that the material in the domain is being conserved. An
instantaneous puff release will have a constant amount of material until the advection
or diffusion carries material out of the domain. A continuous release will have a
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Figure 2.7: Steady state plume comparison at 99s.
steady increase in material at a known rate, until material is transported out of the
domain by means of advection or diffusion.
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Chapter 3
Sensor Modeling
3.1 Sensor Dynamics and Performance
In order to develop the framework for the state estimator in subsequent sections,
the sensor measurement model must first be identified. To keep the formulation
general, a contaminant is not identified in this work. It is assumed that the contam-
inant is released in trace amounts in the atmosphere and is of an undesirable nature.
Numerous atmospheric sensors for trace species are available in many shapes and
sizes. A wide range of performance characteristics are available for the sensor’s re-
sponse time, sensitivity, detection range, measurement frequency, and repeatability
[5, 37, 47, 48, 49, 50]. The general sensor model presented and used in the numerical
simulations is developed based on parameters available in commercial atmospheric
sensors.
The physical construction of sensors introduces inherent limitations in the sensor
operation. Ram et al. [47] provide a good discussion on sensor construction and
design. Many trace contaminant sensors do not take continuous measurements, but
instead have a recovery time or transient response time between sensor readings
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that must be considered [31, 48, 51]. These transient effects limit the time between
accurate sensor readings. A sensor that provides accurate measurements at a very
fast sample rate will certainly provide more information than one that samples at a
slower rate. This work is interested in real time state estimation, so faster measure-
ment frequencies are desirable. Optical based sensors such as chemiluminescence
detectors and absorption spectroscopy are able to sample every 1− 5s [48]. For this
work, time between samples is taken to be 2s.
3.2 Mathematical Modeling
Due to the large domain size and relatively small sensor size, the sensors is assumed
to take point measurements of the concentration c (t,Θs) at its current location
Θs (t) = (X, Y, Z) in the domain. The sensor is assumed to provide potentially
noise corrupted measurements of the concentration as
y (t,Θs) = c (t,Θs) + w (t) . (3.1)
The results presented in this work assume noiseless sensors. Sensor noise would be
simple to implement in a simulation through the use of a subroutine that takes an
uncorrupted sensor measurement, adds a predetermined amount to it based on the
physical sensor’s perforce and noise characteristics, then returns the noise corrupted
measurement. The variance of the noise will depend on the specific sensor and
contaminant combination [5].
The sensor is mounted to the agent and assumed to be collocated with the center
of mass. The point measurements are modeled mathematically with a Dirac delta
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function, similar to the source model presented in Eq. (2.18) as
c (X, Y, Z) = δ (X −Xs (t)) δ (Y − Ys (t)) δ (Z − Zs (t)) ,
(X, Y, Z) , (Xs (t) , Ys (t) , Zs (t)) ∈ Ω, t ∈ R+.
(3.2)
The mathematical model of the sensor is then
y (t,Θs) = c (t, Xs (t) , Ys (t) , Zs (t)) =∫ LZ
0
∫ LY
0
∫ LX
0
δ (X −Xs (t)) δ (Y − Ys (t)) δ (Z − Zs (t)) c (t,Θs) dX dY dZ,
(3.3)
which is essentially the concentration c (t, X, Y, Z) at the current SAV position
Θs (t).
The sensors are also assumed to provide information on the gradient of the con-
centration. Current point sensors do not measure concentration gradient, however,
several approaches have been examined that use a moving sensor or multiple sen-
sors to estimate the gradient [52, 53, 54, 55]. Section 3.3.2 also discusses some
results with a state gradient estimation scheme that leverages information about
the estimated state to predict the best way to measure the actual gradient.
Sensor dead-zone and threshold saturation are implemented in the model. All
trace contaminant sensors have maximum and minimum sensing thresholds that
determine the limits of the sensing ability and the operating range of the unit.
When the state is below a minimum threshold cmin, the sensing device does not
detect an elevated measurement, this is referred to as a dead-zone. When the state
is above the maximum cmax, the output from the sensor is the saturated value.
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These limits are expressed as
y(t; Θs) =

0, c(t,Θs) < cmin,
c(t,Θs), cmin ≤ c(t,Θs) ≤ cmax,
cmax, c(t,Θs) > cmax,
(3.4)
and are shown graphically in Figure 3.1.
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Figure 3.1: Graphical representation of sensor limitations.
When taking sensor measurements in the environment, the time rate of change of
the sensor depends on the process under investigation (the atmospheric advection
diffusion) as well as the motion of the sensor relative to the fluid (the wind and
sensor velocity), and the spatial gradient of the concentration [50] as
dc
dt
=
(
∂c
∂t
)
X,Y,Z
+
dX
dt
(
∂c
∂X
)
t,Y,Z
+
dY
dt
(
∂c
∂Y
)
t,X,Z
+
dZ
dt
(
∂c
∂Z
)
t,X,Y
, (3.5)
where dX/dt is the velocity of the sensor in the X direction and ∂c/∂X is the
gradient of the contaminant in the X direction. This work simplifies sensor mea-
surements and assumes sensor readings at the current location of the sensing agent
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are instantaneously available.
3.2.1 Numerical Implementation
The sensor is assumed to have measurement data on the concentration and gradient
at the current spatial location. For the simulations provided in this work, it is
assumed the sensor provides exact measurements, that are not corrupted by noise.
Measurement data is taken from the simulation of the plant as discussed in Section
2.3. The state measurement at the spatial location, c(t, X, Y, Z), is calculated as
the weighted average based on the inverse distance to the nearest volume centers.
In 3D, this is expressed as
c(t, X, Y, Z)
=
cNET (t) ∗ d−1NET + cSET (t) ∗ d−1SET + cSWT (t) ∗ d−1SWT + cNWT (t) ∗ d−1NWT
d−1NET + d
−1
SET + d
−1
SWT + d
−1
NWT + d
−1
NEB + d
−1
SEB + d
−1
SWB + d
−1
NWB
+
cNEB(t) ∗ d−1NEB + cSEB(t) ∗ d−1SEB + cSWB(t) ∗ d−1SWB + cNWB(t) ∗ d−1NWB
d−1NET + d
−1
SET + d
−1
SWT + d
−1
NWT + d
−1
NEB + d
−1
SEB + d
−1
SWB + d
−1
NWB
,
(3.6)
where (N, S,E,W, T,B) refer to the 6 Cartesian directions. Many of the results
presented assume the gradient of the concentration is available to the sensor. The
discretization of the grid allows the local gradient (∂c/∂X, ∂c/∂Y, ∂c/∂Z) to be
calculated with the second order central differencing scheme for nonuniform spacing
[43, 45]. This approach calculates the gradient based on two computational points
in each direction and the distance to the points.
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3.3 Concentration Gradient
Many of the results presented in this work assume the that sensors are able to provide
real time information on the gradient of the concentration field at the location of
interest. With current sensor technology, this information is not readily available.
Sensors measure concentration at a point, not the gradient of that concentration.
Some preliminary work has been done on for the estimation of the gradient in a 2D
environment and is presented below.
3.3.1 Concentration Gradient in the Atmosphere
While gradient climbing is a common strategy in source detection problems [56],
most results do not try to calculate this gradient, since they are just interested
in the direction. The location of the source often coincides with the location of
maximum concentration, making it beneficial to travel in the direction of increasing
gradients. This does not require knowledge of the actual gradient.
In [57], the a local gradient is estimated for a stationary and moving diffusive
source with a single sensor. The total derivative of the sensor is not considered, so
the time scale of the diffusive flow must be large when compared to the speed of
the sensor. Underwater gliders in [58] utilize a formation of sensors to calculate a
temperature gradient in the ocean. The distance between the agents in the formation
is fixed a priori to specifically capture the features on the spatial scale of interest.
Depending on the flow field, some authors have tried different approaches to es-
timate the spatial derivative of the concentration. Fiorelli et al. [58] have multiple
sensors at known locations and determine the gradient to be the difference in con-
centration over the distance in space. In [57], the authors assume the process is slow
enough to measure the state at two locations and two times to recreate the gradient
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with a single sensor. With multiple sensors the that are moving and have unknown
distance between them, Towal and Hartman [59] consider the total derivative. Here,
multiple sensors measure state changes due to the flow field as well as the sensors’
motion. The total derivative requires sensor fusion which is mathematically difficult
and computationally expensive.
Due to the nature of atmospheric flow, the gradient will not be smooth all
over the domain. In flows with turbulence caused by eddies, the length scales are
important in producing an accurate local gradient. With the material advecting and
diffusing away from the source, there are several spatial scales of interest. Nearest
to the source, a large concentration and a large gradient result in a small spatial
scale. Further away from the source, the spatial gradients are smaller and spatial
scales larger. Since the concentration distribution and the sensor moves from one
region to another, it is most appropriate for the distance between the sensors to be
dynamic.
Perhaps the simplest approach to gradient estimation will come from multiple
sensors at known location. In 1D, this is expressed as
∂c
∂X
=
c2 (t, X2)− c1 (t, X1)
X2 −X1 , (3.7)
where c is the concentration and X is the spatial location of the sensor. When
determining the gradient in the atmosphere with this two point approach, the sep-
aration distance of the sensing devices is extremely important. Sensors that are too
close together will be influenced by small fluctuations in the overall flow field due
to turbulent eddies [25]. Likewise, sensors that are place too far apart will not be
able to capture any of the flow between them. This is demonstrated in Figure 3.2.
For a stationary source undergoing diffusion, the length scale for an instanta-
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Figure 3.2: Comparison of gradient measurements with sensor separation distances
using incorrect length scales for an agent located at XS.
neous release is l =
√
2Kt where t is the time since release and K is the material’s
diffusivity. For a stationary source undergoing advection, the length scale is l = Ut
where U is the advection velocity [2]. For an unknown source with an unknown
release rate and time, the shape of the plume is not known and another approach
must be used to estimate the length scale.
3.3.2 Estimation of Gradient
Since this work already provides an estimate of the state based on a model of the
domain, that information can be leveraged when predicting gradients. The length
scale estimation lX is proposed to be
lX =
(∣∣∣∣1x̂ ∂x̂∂Xs
∣∣∣∣)−1 , (3.8)
where x̂ is the value of the estimated state and ∂x̂
∂X
∣∣ is the gradient of the estimated
state at the location of the sensor. The length scale estimate for the Y direction
follows similarly.
As a first approach to the problem, the sensor configuration is presented in Figure
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Figure 3.3: Boom sensor configuration with adjustable boom lengths.
3.3 and Figure 3.4. This mother-daughter configuration has the agent in the middle,
with the four daughter sensors positioned fore, aft, port, and starboard. These
sensors are realized by one of two approaches. The first is a boom configuration in
which the sensors are affixed directly to the sensing agent, but the distance between
the sensor and the agents center of mass is allowed to change. Another option is
for the daughter sensors to be separate aerial vehicles that autonomously maintain
a desired distance from the agent’s center of mass. The second configuration allows
the sensors a larger separation distance, but increases control complexity. In either
configuration, the distance between the agent and the fore sensor is equivalent to
the distance between the agent and the aft sensor. This axial distance to the sensors
is expressed as dA. The sensors port and starboard are at a lateral distance dL from
the agent.
For the results presented in later sections, the sensors are assumed to have no
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Figure 3.4: Autonomous sensor configuration where sensors are attached to separate
aircraft that maintain formation around the mobile agent.
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mass and are able to be positioned at their desired locations instantaneously accord-
ing to the desired length scale. The mobile agent’s motion is subject to dynamic
and kinematic constraints, but the supports sensor’s movements are not. Inspecting
Eq. (3.8), it can be seen that the length scale can be any positive real value. In
order to keep the sensors within the spatial domain, this length scale is limited to
the minimum distance between the agent and the boundary of the spatial domain.
A minimum distance is also implemented in the sensor positioning. Equation (3.8)
could output a sensor distance that is nearly zero. However, this is not feasible
for realistic sensors. This work assume a minimum separation distance of 0.5m be-
tween the agent and a daughter sensor in order to avoid collision. Simulations were
performed based on this configuration and are presented in Section 7.4.
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Chapter 4
Sensing Aerial Vehicle Equations
of Motion
In subsequent sections, the guidance scheme will provide the agent with desired
control control inputs that are meant to increase the performance of the state esti-
mation scheme. The type of inputs will depend on the modeling approach used to
represent the motion of the SAV. Previous work [60], [61] has used a point sensor
assumption where the agent and sensor combination was assumed mass and inertia-
less. This assumption provided a good first approach during the development of a
state estimation scheme, but is not realistic from a vehicle motion point of view. No
vehicles are capable of this motion, so realistic implementation requires additional
vehicle modeling. The vehicles considered in this work are of a general fixed wing
configuration.
Section 4.2 starts by identifying the physical limitations involved in the motion
of a fixed wing aircraft. In Section 4.3, a general kinematic motion framework
is developed for an aircraft operating in 2D. Section 4.4 investigates the dynamic
motion of the agent in 2D and 3D. For the 2D motion sections, similarities with
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terrain mobile robot motion are discussed.
4.1 SAV State Knowledge
In order to maintain flight and execute a desired control behavior, the SAV must
have knowledge of its current state. The tools and sensors used by the mobile vehicle
will vary from one model to another, but should provide information on the sensor’s
position (X, Y, Z), orientation (φ, θ, ψ), and velocity
(
X˙, Y˙ , Z˙, φ˙, θ˙, ψ˙
)
.
Perhaps the most common position sensor for an aerial vehicle is a GPS unit
that uses a network of satellites to determine an absolute position on the planet.
These units are usually accurate within 2 meters, but are subject to line of sight
limitations with the reference satellites [62], [63], [64].
Other popular positioning methods consist of optical cameras, sonar, infrared
distance sensors, and RF time of arrival (ToA) or time of flight (ToF) measurements.
These methods are more popular in an indoor environment where the mission do-
main is much smaller and GPS access is not available due to shortcomings that are
present in each sensor type. Optical sensors provide absolute positioning that does
not drift over time, but the data acquisition requires cameras, image processing
capabilities and reference locations that may not be available. Sonar is limited in
positioning due to sound wave requirements. At long distances, the signal to noise
ratio deteriorates. The sensors are also susceptible to interference from common
objects that emit noise. Infrared distance sensors behave similar to sonar, but they
operate much faster. They are immune to auditory noise, but can be affected by
optical interference. For these reasons, sonar an infrared sensors are typically used
for collision avoidance and not absolute positioning. ToA and ToF systems operate
with radio waves. For a ToA system, a known antenna location emits a signal at
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a known time. When the signal is received, a distance between the antennas is
calculated. The ToF approach uses a measured time for a signal to travel from the
vehicle to a known antenna location to calculate a distance. The use of RF signals
such as wifi is subject to interference from walls and other objects in the domain
[62], [63], [64], [65], [66], [67].
4.2 Physical Limitations
Like every vehicle, the SAVs under consideration in this work have physical limi-
tations on their performance. The limitations in power, physical construction, and
flight stability lead to the constraints discussed in the following sections. The values
presented in Section 7 are reasonable values taken from realistic UAVs in the United
States Air Force [1] when available.
4.2.1 Input Forces
The fixed wing vehicle under consideration is assumed to have 4 primary input ac-
tuators for controlling its motion. These are the thrust τl, and 3 rotational forces
(τφ, τθ, τψ). Each of these actuators has physical limits and constrained by a maxi-
mum output force. It is assumed that the lift force is the used primarily for main-
taining altitude and not for large changes in vertical motion [68]. In the simulation
results provided, it is assumed that the maximum and minimum rotational forces
are equal and opposite in direction. The thrust limitations are not likely to be equal.
A negative thrust is accomplished by increasing drag with control surfaces. By de-
sign, the engines are meant to produce more thrust than the drag on the aircraft.
The specific values of the maximum and minimum forces will vary depending on the
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vehicle configuration and are represented by

τl,min ≤ τl ≤ τl,max,
−τφ,max ≤ τφ ≤ τφ,max,
−τθ,max ≤ τθ ≤ τθ,max,
−τψ,max ≤ τψ ≤ τψ,max.
(4.1)
For simulations, it is assumed that τl,min = −25N, τl,max = 25N, τφ = 1.0Nm,
τθ = 1.0Nm, and τψ = 3.0Nm.
4.2.2 Velocity
Due to the limits in the input force, the velocity of the agent is also limited. The
maximum input force and aerodynamic drag will equal out at a finite velocity.
In order to generate enough lift to stay airborne, fixed wing aircrafts must also
maintain a minimum forward speed. The forward speed u and angular speeds p, q,
r are limited as 
0 ≤ umin ≤ u ≤ umax,
−pmax ≤ p ≤ pmax,
−qmax ≤ q ≤ qmax,
−rmax ≤ r ≤ rmax.
(4.2)
Velocity limitations in the simulations are umin = 10m/s, umax = 30m/s, pmax =
0.5rad/s, qmax = 0.3rad/s, and rmax = 0.5rad/s.
4.2.3 Attitude Angles
While it is possible to operate a fixed wing aircraft upside down, they are designed
for optimal performance in the upright position. When the aircraft is flying at
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an angle it was not designed for, it can not take advantage of the airfoil shaped
wings. Extra energy must be expended to maintain the same lift and velocity when
compared to an upright aircraft. It can also be difficult to control the vehicle as it
transitions from typical flight angles to less conventional ones. Idf the vehicle relies
on gravity for things such as oil distribution, extended flight in these configurations
could have a negative impact on the vehicles performance. For these reasons, the
SAV under consideration in this work is limited in its roll φ and pitch θ angles
as shown in Figure 4.1. In subsequent sections that discuss the UAV equations of
φθ
Figure 4.1: SAV pitch (θ) and roll (φ) limitations.
motion and guidance, the roll and pitch angles are limited to a maximum value in
either direction as  −φmax ≤ φ ≤ φmax.−θmax ≤ θ ≤ θmax. (4.3)
In the simulations, φmax = 0.18rad and θmax = 0.18rad.
4.3 Kinematic Motion
A modeling technique that is more realistic than the point mass assumption involves
considering the vehicle’s kinematic motion. A vehicle that is limited by holonomic
constraints has fewer differential degrees of freedom (ddof) than degrees of freedom
(dof). That is, the number of independent achievable velocities is less than the
degrees of freedom in the domain. Since the fixed wing aircraft is unable to fly
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laterally, a no slip constraint exists as [69]
X˙ sin (ψ (t))− Y˙ cos (ψ (t)) = 0. (4.4)
In this section, the kinematic motion of an aerial vehicle in 2D is considered, as
shown in Figure 4.2. For a vehicle with a standard low level autopilot as in [70], the
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Figure 4.2: Coordinates orientation for a UAV operating in 2D.
vehicle’s motion in the domain Ω can be expressed in terms of its cartesian position
(X (t) , Y (t)) and heading angle ψ (t) as [71], [72]

X˙ (t)
Y˙ (t)
ψ˙ (t)
 =

cos (ψ (t)) 0
sin (ψ (t)) 0
0 1

 u (t)
ψ˙ (t)
 . (4.5)
Here, the desired forward velocity u (t) and desired turning rate ψ˙ (t) are the inputs
to the system u (t) =
[
u (t) ψ˙ (t)
]T
. The system can be written in compact
notation as
q˙ = B1τ, (4.6)
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where q˙ =
[
X˙ Y˙ ψ˙
]T
is the velocity, τ =
[
u (t) ψ˙ (t)
]T
is the input and
B1 is the input transformation matrix. There are no heading constraints for this
2D motion, but the agent must still satisfy the velocity constraints noted in Eq.
(4.2). The agent is assumed to have knowledge of its own state through appropriate
localization methods discussed in Section 4.1.
These kinematic equation of motion are identical to those of a mobile terrain
robot in a differential drive configuration as shown in Figure 4.3 [67], [69], [73],
[74]. Since the terrain robot does not need to maintain lift, the minimum velocity
X
Y
Y
u
.
ψω
ψ X
.
Figure 4.3: Coordinates orientation for a differential drive robot operating in 2D.
constraint can be relaxed. In cases such as the iRobotR© Create shown in Figure
4.4, the differential drive robot is also capable of a negative velocity, so the resulting
constraint is
umin ≤ u ≤ umax, umin ≤ 0. (4.7)
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Figure 4.4: Create R© differential drive robot made by iRobotR©.
4.4 Dynamic Motion
When one considers the mass and inertia of the agent, the dynamic equation of
motion provide a more accurate model for the vehicle’s motion. Since the UAVs
considered for this work are battery operated, the mass of the agent can be assumed
constant throughout analysis.
4.4.1 2D Dynamics
The 2D equation of motion for steady flight presented in inertial coordinates is given
as 
MX¨
MY¨
Iψψ¨
 =

cos(ψ) 0
sin(ψ) 0
0 1

 τl
τa
+

−Mψ˙usinψ
Mψ˙ucosψ
0
 , (4.8)
where τl is the thrust and τa is the angular torque applied by the control surfaces
to the center of mass. The agent is once again assumed to have full knowledge of
its state (X, Y, ψ) and velocity
(
u, ψ˙
)
. Since the equations are for steady flight,
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their is no explicit drag component. Setting τl and τφ equal to zero, would allow
the aircraft to continue steady flight with constant forward and angular velocities.
Rewriting Eq. (4.8) in compact form yields
Mq¨ = B1τ −ATλ, (4.9)
where M is the mass matrix of mass and inertia values
M =

M 0 0
0 M 0
0 0 I
 . (4.10)
The input matrix B1 transforms the inputs from the body frame to the inertial
frame. The holonomic constraints are represented by ATλ. The inertial velocities
q˙ =
[
X˙, Y˙ , ψ˙
]T
are related to the body velocities v =
[
u, ψ˙
]T
as
q˙ = Sv, (4.11)
with the rotational matrix S defined as
S =

cos (ψ (t)) 0
sin (ψ (t)) 0
0 1
 . (4.12)
Substituting Equation (4.11) into Equation (4.8) yields
M ˙(Sv) = B1τ −ATλ, (4.13)
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which expands to
MSv˙ +MS˙v = B1τ −ATλ. (4.14)
Multiplying through on the left by ST yields
STMSv˙ + STMS˙v = STB1τ − STATλ. (4.15)
Simplifying the equation gives the mass matrix
M1 = STMS,
M1 =
 cosψ sinψ 0
0 0 1


M 0 0
0 M 0
0 0 I


cosψ 0
sinψ 0
0 1
 ,
M1 =
 M 0
0 I
 . (4.16)
Evaluating the second term that involves the mass matrix yields
STM1S˙ =
 M cos2 ψ M sin2 ψ 0
0 0 I


− sinψψ˙ 0
cosψψ˙ 0
0 0
 ,
STM1S˙ = −M cosψ sinψψ˙ +M sinψ cosψψ˙ = 0. (4.17)
The new input control matrix is defined as
B2 = STB1,
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B2 =
 cosψ sinψ 0
0 0 1


cos(ψ) 0
sin(ψ) 0
0 1
 ,
=
 cos2 ψ + sin2 ψ 0
0 1
 =
 1 0
0 1
 .
The constraint matrix term is simplified as
ST (−Aλ) =
 cosψ sinψ 0
0 0 I


−Mvψ˙ sinψ
Mvψ˙ cosψ
0
 ,
ST (−Aλ) =
 −M cosψvψ˙ +M sinψvψ˙ cosψ
0
 =
 0
0
 . (4.18)
Simplifying Eq. (4.15) yields the 2D dynamic equations of motion for steady state
flight
M1v˙ = B2τ, (4.19)
which are of similar form to the kinematic relations presented in Eq. (4.6).
4.4.2 3D Dynamics
The modeling accuracy of a vehicle can be increased further by considering the third
dimension of motion, which is essential for an aircraft.
Using Newton’s second law for rigid body motion, the movement of an object
in 3D can be expressed in terms of its body coordinate system with the vector
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formulation [75], [76]
F+W =
d
dt
(Mv) + ω × (Mv) , (4.20)
M =
d
dt
(Iω) + ω × (Iω) , (4.21)
where F are the body forces, W is the weight vector, v is the translational velocity
vector, ω is the rotational velocity vector, M is the vector of input moments on the
body, and I is the inertia matrix defined by
I =

IXX −IXY −IXZ
−IY X IY Y −IY Z
−IZX −IY Z IZZ
 . (4.22)
Assuming an airplane that is symmetric, the inertia vector can be expressed as [68]
I =

IXX 0 IXZ
0 IY Y 0
IXZ 0 IZZ
 . (4.23)
The cross product of the momentum ω× (Mv) and the rotational velocity ω in Eq.
(4.20) can be expressed as
ω × (Mv) = M

0 −r q
r 0 −p
−q p 0


u
v
w
 . (4.24)
The cross product of the momentum ω × (Iω) and the rotational velocity ω in Eq.
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(4.20) can be expressed as
ω × (Iω) =

(IY Y − IZZ) qr
(IZZ − IXX) pr
(IXX − IY Y ) pq
 . (4.25)
Substituting Eq. (4.24) and Eq. (4.25) into Eq. (4.20) and Eq. (4.21) respec-
tively yields the 6 first order differential equations of motion in terms of the body
coordinate system represented by

u˙
v˙
w˙
 = 1M

FBX
FBY
FBZ
+ g

−Sθ
SφCθ
CφCθ
+

rv − qw
pw − ru
qu− pv
 , (4.26)

p˙
q˙
r˙
 =

IXX 0 −IXZ
0 IY Y 0
−IZX 0 IZZ

−1 
l + (IY Y − IZZ) qr + IXZpq
m+ (IZZ − IXX) pr + IXZ (r2 − p2)
n+ (IXX − IY Y ) pq − IXZqr
 ,
(4.27)
where the shorthand notation of Cθ and Sθ will be used to represent cos (θ) and
sin (θ) respectively.
This system is fixed to the aircraft with the origin at the center of mass and the
cartesian directions oriented as in Figure 4.5. The translational velocity contains
the axial velocity u, the sideslip velocity v, and the normal velocity w. For a fixed
wing aircraft, the forward (axial) velocity accounts for nearly all the motion of the
aircraft. The rotational velocities include the rolling rate p, the pitching rate q, and
the yawing rate r.
Equations (4.26) and (4.27) express the motion of the agent in a body fixed
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l   Rolling rate
τ   Roll Moment
u     Forward Velocity
F     Axial Force
w     Vertical Velocity
F     Normal Force
n   Yawing rate
τ   Yaw Moment
m   Pitching rate
τ   Pitch Moment
v     Lateral Velocity
F     Side Force
BX
φ
θ
ψ
BY
BZ
Figure 4.5: Coordinates orientation for a UAV operating in 3D.
coordinate. On board instrumentation such as velocity and inertial sensors gather
information in the body frame. In order to express the motion of the agent’s center
of mass in an inertial frame, the appropriate transformation must be taken. Typ-
ically an aircraft’s position will be expressed in the inertial frame in terms of the
longitude, latitude, and elevation. Since the length scales of interest for this sim-
ulation are much smaller than those of the earth, a standard cartesian coordinate
system (X, Y, Z) can be considered [4]. To express the motion of the agent in the
inertial frame, the Euler Angle formulation will be used. This formulation is built
with a series of 3 rotations through the Euler angles as pictured in Figure 4.6.
1. Starting from the fixed coordinate system (X, Y, Z), the first rotation is about
the Z axis through the angle ψ, resulting in the first intermediate coordinate
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Figure 4.6: Orientation of Euler angles [4].
system (X1, Y1, Z1) through the transformation

X˙1
Y˙1
Z˙1
 =

cosψ sinψ 0
− sinψ cosψ 0
0 0 1


X˙
Y˙
Z˙
 . (4.28)
2. From the coordinate system (X1, Y1, Z1), rotate along the Y1 axis through
the angle θ to arrive at a second intermediate coordinate system (X2, Y2, Z2)
through the second transformation

X˙2
Y˙2
Z˙2
 =

cos θ 0 − sin θ
0 1 0
sin θ 0 cos θ


X˙1
Y˙1
Z˙1
 . (4.29)
3. From the second intermediate coordinate system, rotate through the angle φ
about the X2 axis. This results in the body coordinate system (XB, YB, ZB)
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through the third transformation

u
v
w
 =

1 0 0
0 cosφ sinφ
0 − sin φ cos φ


X˙2
Y˙2
Z˙2
 . (4.30)
Expressing all of these rotations in a single equation gives

u
v
w
 =

1 0 0
0 Cφ Sφ
0 −Sφ Cφ


Cθ 0 −Sθ
0 1 0
Sθ 0 Cθ


Cψ Sψ 0
−Sψ Cφ 0
0 0 1


X˙
Y˙
Z˙
 . (4.31)
Simplifying this expression and rewriting to express the inertial velocities in terms
of the body velocities yields

u
v
w
 =

CψCθ CψSθSφ − SψCφ −CψSθCφ − SψSφ
SψCθ SψSθSφ + CψCφ −SψSθCφ + CψSφ
Sθ CθSφ −CθCφ


X˙
Y˙
Z˙
 . (4.32)
This can be presented in compact notation as
vB = S1v, (4.33)
where v = [ X˙ Y˙ Z˙ ]
T is the inertial velocity vector in the inertial frame and
vB = [ u v w ]
T is the velocity vector in the body coordinate system. The trans-
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formation matrix ST1 is expressed as
ST1 =

CψCθ CψSθSφ − SψCφ −CψSθCφ − SψSφ
SψCθ SψSθSφ + CψCφ −SψSθCφ + CψSφ
−Sθ CθSφ −CθCφ
 . (4.34)
Using the inverse of the transformational matrix S, the inertial velocities can be
expressed in terms of the body velocities as
v = S−11 vB (4.35)
A similar expression is found for the angles. The Euler rotational angles [ ψ˙ θ˙ ψ˙ ]
T
can be expressed in terms of the roll, pitch, and yaw rates [ p q r ]
T . In this case,
the Euler rotational rates are all defined relative to a different coordinate system.
The angle ψ is defined relative to the inertial frame (X, Y, Z) expressed in Eq. (4.28),
the angle θ is defined relative to the coordinate system (X1, Y1, Z1) expressed in Eq.
(4.29), and the angle ψ is defined relative to the coordinate system (X2, Y2, Z2)
expressed in Eq. (4.30), resulting in the relation

p
q
r
 =

1 0 0
0 Cφ Sφ
0 −Sφ Cφ


φ˙
0
0
+

1 0 0
0 Cφ Sφ
0 −Sφ Cφ


Cθ 0 −Sθ
0 1 0
Sθ 0 Cθ


0
θ˙
0
+

1 0 0
0 Cφ Sφ
0 −Sφ Cφ


Cθ 0 −Sθ
0 1 0
Sθ 0 Cθ


Cψ Sψ 0
−Sψ Cφ 0
0 0 1


0
0
ψ˙
 . (4.36)
Simplifying Eq. (4.36), the body angular velocities are expressed in terms of the
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Euler angles as 
p
q
r
 =

1 0 −Sθ
0 Cφ SφCθ
0 −Sφ Cφ/Cθ


φ˙
θ˙
ψ˙
 (4.37)
and the Euler angular rates can be expressed in terms of the body rotational rates
with the matrix ST2 as
φ˙
θ˙
ψ˙
 =

1 SφSθCθ CφSθ/Cθ
0 Cφ −Sφ
0 Sφ/Cθ Cφ/Cθ


p
q
r
 . (4.38)
Equations (4.26) and (4.27) complete the equations of motion in body coordinates.
Equations (4.32) and (4.38) complete the equations of motion in the inertial coor-
dinate frame.
Combining Eq. (4.26) and Eq. (4.27), the 3D equations of motion can be written
in a compact form as
Mv˙ = B1τ −G− Vv, (4.39)
where the mass matrix M is expressed as
M =

M 0 0 0 0 0
0 M 0 0 0 0
0 0 M 0 0 0
0 0 0 IX 0 IXZ
0 0 0 0 IY 0
0 0 0 IXZ 0 IZ

. (4.40)
The body forces in Eq. (4.26) and Eq. (4.27) are forces created by the SAV’s
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aerodynamic control surfaces. For this work, it is assumed that the lift force FBZ
is the used primarily for maintaining altitude and not for large changes in vertical
motion [68]. The large changes in motion are controlled with the four primary
control input forces
τ = [τl, τφ, τθ, τψ]
T , (4.41)
where τl is the input thrust, τφ is the rolling force, τθ is the pitching force, and τψ is
the yawing force. The resulting input transformation matrix B1 is then
B1 =

1 0 0 0
0 0 0 0
0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

. (4.42)
The third term of Eq. (4.39) is the gravitational term G (q) expressed as
G (q) = gM
[
−Sθ SφCθ CφCθ 0 0 0
]T
= gSTM
[
0 0 1 0 0 0
]T
.
(4.43)
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The final terms is the constraint matrix V. This quantity is expressed as
V =

0 −Mψ˙ Mθ˙ 0 0 0
Mψ˙ 0 −Mφ˙ 0 0 0
−Mθ˙ Mφ˙ 0 0 0 0
0 0 0 0 IZψ˙ −IY θ˙
0 0 0 −IZψ˙ 0 IX φ˙
0 0 0 IY θ˙ −IX φ˙ 0

. (4.44)
Combining, Eq. (4.32) and Eq. (4.38), the relation between the inertial velocity
frame and body velocity frame is written as
q˙ = Sv, (4.45)
where the rotational matrix S is a block diagonal matrix created with the transla-
tional rotation matrix S1 and the rotational matrix S2 as
S =
 S1 0
0 S2
 (4.46)
=

CψCθ CψSθSφ − SψCφ −CψSθCφ − SψSφ 0 0 0
SψCθ SψSθSφ + CψCφ −SψSθCφ + CψSφ 0 0 0
Sθ CθSφ −CθCφ 0 0 0
0 0 0 1 SφSθ/Cθ CφSθ/Cθ
0 0 0 0 Cφ −Sφ
0 0 0 0 Sφ/Cθ Cφ/Cθ

.
(4.47)
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Chapter 5
State Estimation and Sensor
Guidance
5.1 State Estimation
Following [61], the combination of the source model (2.17), sensor model (3.3), and
process model (2.19) may be viewed as an infinite dimensional system in a Hilbert
space X as
x˙ (t) = Ax (t) + B (Θc (t)) f (t) , x0 ∈ X ,
y (t; Θs (t)) = C (Θs (t))x (t) ,
(5.1)
where A is the advection diffusion operator modeled in Eq. (2.22),
Aϕ = KX ∂
2ϕ
∂X2
+KY
∂2ϕ
∂Y 2
+KZ
∂2ϕ
∂Z2
− U ∂ϕ
∂X
− V ∂ϕ
∂Y
−W ∂ϕ
∂Z
, (5.2)
with ϕ ∈ Dom (A) = H2 (Ω) ∩ H10 (Ω), B (Θc (t)) is the input operator associated
with the source’s spatial distribution from Eq. (2.17), and C (Θs (t)) is the output
operator associated with the sensor’s measurement spatial distribution given in Eq.
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(3.2)
C (Θs (t))ϕ =∫ LX
0
∫ LY
0
∫ LZ
0
δ (X −Xs (t)) δ (Y − Ys (t)) δ (Z − Zs (t))ϕ (X, Y, Z) dZ dY dX.
(5.3)
The state space in this equation is taken to be X = L2 (Ω), with the Sobolev
space V = H1 (Ω) being V dense in X over the interval V over the interval [0, T ]. For
the problem to be well posed, it is required the that B (Θc (·)) f (·) ∈ L2 (0.T ;V∗)
[77, 78, 79] where the dual of V is denoted by V∗ = H−1 (Ω).
For the estimation of the concentration in the atmosphere governed by Eq.
(2.19), an estimator similar to the one proposed in [60] is used. The Luenberger
type observer is used where the filter gain is taken to be a constant multiple of the
dual of the output operator. That is, L (Θs (t)) = γC
∗ (Θs (t)). The process model
is similar to the advection diffusion PDE presented in Eq. (2.22), with the source
term replaced by an estimator term as
∂ĉ
∂t
+ U
∂ĉ
∂X
+ V
∂ĉ
∂Y
+W
∂ĉ
∂Z
−KX ∂
2ĉ
∂X2
−KY ∂
2ĉ
∂Y 2
−KZ ∂
2ĉ
∂Z2
=
γδ (X −Xs (t)) δ (Y − Ys (t)) δ (Z − Zs (t)) (y (t,Θs (t))− ĉ (t,Θs (t)))
(5.4)
where ĉ is the estimated concentration and γ > 0 is a user-defined estimation gain.
The PDE is subject to the initial and boundary conditions
ĉ (0, X, Y, Z) 6= c (0, X, Y, Z) ,
ĉ (t, 0, Y, Z) = ĉ (t, LX , Y, Z) = ĉ (t, X, 0, Z) = 0,
ĉ (t, X, LY , Z) = ĉ (t, X, Y, LZ) = 0, ∂ĉ (t, X, Y, 0) /∂Z = 0
(5.5)
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The state estimator can be written in abstract form as
˙̂x (t) = (A− γC∗ (Θs (t)) C (Θs (t))) x̂ (t) + γC∗ (Θs (t)) y (t; Θs (t)) ,
x̂ (0) 6= x (0) .
(5.6)
The initial state estimate is assumed to be different than the actual state at the
time the estimation begins. Realistically, the state estimator will not be providing
an estimate of the concentration within the domain until a nonzero concentration
is measured by a sensor, at which time the actual and estimated states will be
different. It can be seen that the evolution of the state estimate ˙̂x depends on the
process model, the sensor’s spatial distribution, the current state estimate x̂, the
user defined estimation gain γ, and the sensor measurement y (t,Θs (t)). The user
defined gain is a tuning parameter for the estimator. For this work, the value varies
from one simulation to another, but is on the order of γ ≈ 5. The error in the state
estimation is calculated as the difference between the actual state and the estimated
state e (t) = x (t)− x̂ (t). From Eq. (5.1) and (5.6), the evolution of the state error
is expressed as
e˙ (t) =
(A− γC∗ (Θs (t)) C (Θs (t)) )e (t) + B (Θc (t)) f (t) ,
e (0) = e0 ∈ X .
(5.7)
In Sections 5.3 - 5.6, the guidance of the SAV will be dependent on the state estima-
tion error from Eq. (5.7). The sensor guidance scheme will reposition the centroid
of the sensor Θs (t) = (Xs (t) , Ys (t) , Zs (t)) within the domain Ω to reduce the state
estimation error.
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5.2 Finite Dimensional Estimator
The estimator developed in section 5.1 is the abstract formulation that considers the
system infinite dimensional. For numerical implementation on a computer, a finite
dimensional representation must be used. Similar to the approach used with the
plant in section 2.3, a finite volume formulation is constructed with the conservative
form of the advection diffusion equation. Since the estimation calculations must be
completed in real time, the discretization of the estimator is smaller than that of the
forward problem. The reduced dimensional system also helps to avoid the inverse
crime problem. When using sensor data that was attained from a model similar to
that of the state estimator, problems can arise if the discretization of the forward
problem and estimator are the same. An equivalent discretization will provide state
estimation results that are overly optimistic [80]. For the state estimator, the com-
putational domain Ω will be discretized into M = MX × MY × MZ rectangular,
nonuniform, computational volumes. For a 2D simulation, MZ = 1.
The PDE given in Equation (5.4) is written in conservative form and is dis-
cretized with the finite volume scheme. This leads to a system of semi-discrete
ODEs where the semi-discrete equation for each node (i, j, k) is
dĉij
dt
=
−1
Ωijk
[
aE1 ĉi+1,j,k + a
W
2 ĉi−1,j,k + a
N
3 ĉi,j+1,k + a
S
4 ĉi,j−1,k+
aT5 ĉi,j,k+1 + a
B
6 ĉi,j,k−1 + a
C
0 ĉi,j,k
]
+Qi,j,k,
(5.8)
where the a coefficients are calculated as in the forward problem using Eq. (2.36).
The finite dimensional vector of state estimates can be written in vector form as
x̂ = ĉ = {ĉ1, . . . , ĉN}. The indexing for mapping the finite volumes from (i, j, k) to
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n is expressed as
ĉm = ĉijk, m = i+ (j − 1)MX + (k − 1)MXMY ,
i = 1, . . . ,MX , j = 1, . . . ,MY , k = 1, . . . ,MZ .
(5.9)
The system of semi-discrete ODEs in Eq. (5.8) can then be written in state
space form as
˙̂x(t) = Ax̂(t)− CT (Θs(t))γC(Θs(t))x̂ (t) + CT (Θs(t))γy (t,Θs(t)) , P (t), (5.10)
where C is associated with the spatial information of the sensor reading y (t). The
system of semi-discrete ODEs in Eq. (5.10) is integrated using the four-step Runge-
Kutta scheme as
x(0) = x
(ℓ),
x(n) = x
(ℓ) − α(n)∆tP(n−1), n = 1, 2, 3, 4,
x(ℓ+1) = x(4).
(5.11)
where the values of α are the same as in Eq. (2.44).
5.3 Lyapunov-based Guidance
For the guidance in subsequent sections, Lyapunov-based arguments are used to
determine the appropriate control inputs to the SAV. Lyapunov analysis allows a
system to be analyzed by investigating a scalar function and its derivative. The
Lyapunov function E is chosen to represent a measure of the energy in the system,
and is therefore a positive definite quantity, E > 0. For stability, Lyapunov analysis
says that the amount of energy in the system should not be increasing. When looking
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at the time derivative of the Lyapunov function, it should be negative semi-definite
for stability E˙ ≤ 0 [81, 82]. Subsequent sections detail the choice of an appropriate
Lyapunov function and control term to ensure a stable guidance scheme.
5.4 Unconstrained Guidance
To demonstrate the concept and goals of the Lyapunov based guidance for this work,
a simple 2D case will first be considered. An inertialess, massless, holonomic vehicle
is taken to be the sensing agent. This allows the vehicle to move in any direction
at any desired velocity. Without conventional vehicle constraints, the developed
guidance scheme will be a result of the advection diffusion process without vehicle
motion constraints that are considered later in Section 5.5 and Section 5.6.
From the evolution of the state error from Eq. (5.7), the goal of the guidance
scheme is to reduce the state estimation error. The choice of Lyapunov equation E
is similar to the one in [60] as
E = −〈e,Acle〉 (5.12)
and considers the finite dimensional representation of the advection diffusion oper-
ator Acl and the state estimation error vector e. Taking the time derivative of Eq.
(5.12) and invoking the point sensor assumption in Eq. (3.3) yields [60, 61]
E˙ = −〈e˙,Acle〉 − 〈e,Acle˙〉 −
〈
e,
∂
∂t
(Acl) e
〉
= −2 |Acl (X, Y ) e|2 + εεXX˙ + εεY Y˙ ,
(5.13)
where ε = C∗e is the state error at the sensor location and (εX , εY ) are the gradients
of the state error at the sensor location. For stability, the Lyapunov derivative must
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be negative definite.
The first term of Eq. (5.13) is already negative definite. To ensure the second
term of the equation is negative definite, the input velocities given by
u =
[
X˙ Y˙
]T
(5.14)
can be chosen as
X˙ = −kXεεX , Y˙ = −kY εεY , (5.15)
where kX > 0, kY > 0 are user defined guidance gains. These gains are chosen
to tune the guidance scheme. They are adjusted based on the magnitude of the
estimation error, magnitude of the error gradient, and the size of the domain to
ensure the agent moves an adequate amount to gather usable sensor data, but not
far enough to exit the domain. Results for simulations with unconstrained motion
are available in previous work by Demetriou [60, 61].
Close examination of the guidance laws presented in Eq. (5.15) reveals the
intuition behind them. The desired velocity in each direction X˙, Y˙ is a function
of the error ε, and the gradients of that error εX , εY at the current location of the
sensor. A graphical interpretation of this can be seen in Figure 5.1. The sensor
looks at the error in each of the Cartesian directions and travels in the direction of
higher state estimation error in order to reduce the error over the entire domain.
5.5 Guidance Based on Kinematic Model
The guidance scheme presented in Section 5.4 assumes the agent and sensor are
able to move without constraints. From the 2D equations of motion presented
in Eq. (4.5), it is clear that fixed wing aircraft are constrained in their motion.
84
Figure 5.1: Graphical representation of the state error for guidance scheme.
A kinematic analysis allows the motion limitations of the SAV to be taken into
consideration, while still assuming a masselss and inertialess agent. Using the same
Lyapunov function taken for the unconstrained guidance scheme yields
E = −〈e, Acle〉 (5.16)
with the Lyapunov derivative
E˙ = −2 |Acl (X, Y ) e|2 + εεXX˙ + εεY Y˙ . (5.17)
Since the motion is constrained, the SAV has limitations on its velocity, as given
in Eq. (4.2), but the massless and inertialess assumption allows the agent to have
instantaneous acceleration. The resulting control law is modified to be a desired
control input
(
X˙d Y˙ d
)
that is not necessarily attainable by the SAV resulting in
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the control law
X˙d (t) = −kXε (t) εX (t) , Y˙ d (t) = −kY ε (t) εY (t) . (5.18)
Since a fixed wing SAV is unable to directly implement Cartesian motion, the
desired Cartesian velocities must be transformed into a forward velocity and ro-
tational velocity u =
[
u, φ˙
]T
that can be implemented by the SAV as shown in
Eq. (4.6). The desired Cartesian velocities are transformed into a desired forward
velocity u (t) and heading angle ψd (t) as
ud (t) =
√(
X˙d (t)
)2
+
(
Y˙ d (t)
)2
, ψd (t) = tan−1
(
Y˙ d (t)
X˙d (t)
)
. (5.19)
From the desired heading angle, a desired turning rate is calculated as
ψ˙d (t) =
ψd (t)− ψ (t)
∆t
(5.20)
where ∆t is the time between command signals being sent to the SAV. The control
inputs u = [u ψ˙]T are then chosen to be
u (t) =

umin, u (t) < umin,
ud (t) , umin < u (t) < umax,
umax, u (t) > umax,
(5.21)
ψ˙ (t) =

−ψ˙max, ψ˙ (t) < −ψ˙max,
ψ˙d (t) , −ψ˙max < ψ˙ (t) < ψ˙max,
ψ˙max, ψ˙ (t) > ψ˙max.
(5.22)
Similar to the case of unconstrained guidance in Section 5.4, the user defined guid-
ance gains kX , kY allow the guidance scheme to be tuned. They are adjusted based
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on the magnitude of the state estimation error, magnitude of the error gradient,
and velocity limitations of the sensor. The state error and error gradient will vary
greatly based on the specific contaminant and sensor combination used due to the
range of sensitivities in sensing capabilities. The goal here is to choose one that
will allow the sensor to utilize its range of velocity capabilities. A large guidance
gain will saturate the SAV at full speed and a guidance gain that is too small will
saturate the SAV at minimum speed. As a first approximation, the guidance gain is
taken to be k ≈ O
((
y−1min
)2)
where ymin = cmin is the reading the sensor is capable
of as discussed in Section 3.2.
5.6 Guidance Based on Dynamic Model
5.6.1 2D Dynamic Guidance
The Lyapunov function used in Eq. (5.16) is modified to include the energy of the
SAV. Since the SAV is operating in 2D, there is no potential energy term to consider,
PE = 0. The kinetic energy, KE, of the SAV is a function of its mass and inertial
frame velocity q˙ as
KE =
1
2
q˙TMq˙. (5.23)
Here, M = diag(M, M, Iψ) is the 2D mass and inertia matrix. Using the transfor-
mational matrix S from Eq. (4.11), the kinetic energy can be written in terms of
body velocities v = [u, v, r]T as
KE =
1
2
vTSTMSv = 1
2
vTM1v. (5.24)
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The resulting Lyapunov equation is then
E = −〈e,Acl (Θs) e〉+KE
= −〈e,Acl (Θs) e〉+ 12vTM1v.
(5.25)
Taking the time derivative of the Lyapunov function along the trajectories of the
state error from Eq. (5.7) and 2D dynamics of the SAV resented in Eq. (4.19) gives
E˙ =
(
− |Acl (Θs) e|2 + εεXX˙ + εεY Y˙
)
+ 1
2
vTM1v˙ + 12 v˙TM1v
=
(
− |Acl (Θs) e|2 +
[
εεX εεY 0
]
q˙
)
+ vTM1v˙.
(5.26)
Using Eq. (4.11), Eq. (5.26) can be written in terms of body coordinates as
E˙ = − |Acl (Θs) e|2 +
[
εεX εεY 0
]
Sv + vTM1v˙. (5.27)
Substituting Eq. (4.19) into Eq. (5.27) yields
E˙ = − |Acl (Θs) e|2 +
[
εεX εεY 0
]
Sv + vTB2τ (5.28)
where τ is a control input to the SAV. In order to guarantee stability of the system,
the Lyapunov function must be made negative semi-definite. The first part of Eq.
(5.28) is negative definite. Focusing on the remaining components will allow the
appropriate control law τ to be chosen. For stability,
[
εεX εεY 0
]
Sv + vTB2τ ≤ 0. (5.29)
Since the quantity under consideration is a scalar, the relation vTB2τ = (B2τ)T v
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holds. Substituting into Eq. (5.29) yields
[
εεX εεY 0
]
Sv + (B2τ)T v = −vTKv ≤ 0 (5.30)
where the user defined matrix K is positive semi-definite. Solving for the guidance
control law τ = [τl, τψ]
T yields
τ = −B−12 ST
[
εεX εεY 0
]T
, (5.31)
which is a valid control law for the choice K = 0. To better interpret the control
law of Eq. (5.31), the matrices can be expanded as
 τl
τψ
 = −
 cosψ sinψ 0
0 0 1


εεX
εεY
0
 = −
 εεX cosψ + εεY sinψ
0
 . (5.32)
Examining the first input, it can be seen that the linear force (thrust) τl is a function
of two components that act in perpendicular direction. Briefly consider these Carte-
sian input forces as τX = εεX and τY = εεY as shown in Figure 5.2. These forces
are not available at direct inputs on a fixed wing aircraft, however they facilitate
the understanding of the control law.
τ Y
τ X
ψ d
Y
X
τ l
Figure 5.2: Resultant force vector from 2 Cartesian components in the inertial frame.
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The choice of control torque can be modified to include a velocity term. This
modification uses the velocity of the agent, v, to make the choice of control law more
negative, so the system will still remain stable [81] with the control torque choice
τ = −B−12 ST
[
εεX εεY 0
]T
− B−12 Kv, (5.33)
where K is a positive semi-definite matrix with entries
K =
 k1 k2
k2 k3
 ≥ 0. (5.34)
From Eq. (5.32), it can be seen that the guidance scheme does not directly
address the rotational torque τψ. The modification presented in Eq. (5.34) provides
a nonzero value for the turning torque, however it will not adequately control the
agent.
To address the turning of the agent, a reference angle is introduced. A desired
heading angle ψd is calculated that is a function of the Cartesian components of the
desired thrust τl as
ψd (t) = arctan
(−ε (t) εY (t)
−ε (t) εX (t)
)
= arctan
(
εY (t)
εX (t)
)
(5.35)
followed by a desired input torque
τψ (t) = Iψ¨
d (t)− kd
(
ψ˙ (t)− ψ˙d (t)
)
− kp
(
ψ (t)− ψd (t)) (5.36)
where kp is the proportional gain and kd is the derivative gain of a second order
system. These gains are chosen so that the craft attains the desired heading before
a subsequent measurement is taken. Rewriting Eq. (5.36) in terms of a characteristic
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equation for a second order system yields
Iλ2 + kdλ+ kp = 0. (5.37)
Matching coefficients to the general form of a second order system λ2+2ζωnλ+ω
2
n =
0 where ωn is the natural frequency of the system and ζ is the damping ratio yields
2ζωn =
kd
I
, ω2n =
kp
I
. (5.38)
The damping constant ζ controls the damping of the system. A small damping
constant 0 < ζ < 1 will cause overshoot and oscillations in the system. A large
damping coefficient ζ > 1 will cause the system to be overdamped and converge
too slowly. For many systems, a damping coefficient of 0.7 < ζ < 1.0 is usually
appropriate. In these simulations, ζ = 0.9 was chosen to allow fast convergence,
while limiting overshoot. Since sensor measurements are taken every 2s, a settling
time of Ts = 1s is chosen. Assuming a settling time with the 2% criterion, the
system will be within 2% of the final value in 1s. The desired natural frequency of
the system can then be calculated as [83]
ωn =
4
ζTs
. (5.39)
For a known SAV inertia, the user defined gains kp and kd can then be calculated
with Eq. (5.38) and Eq. (5.39).
Since sensor measurements are taken at discrete times, the desired heading angle
is constant for the entire time between sensor measurements. At a new time step,
the desired heading changes to a new value. The time derivatives in Eq. (5.36) are
calculated numerically with a backwards differencing scheme at every simulation
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time step as
ψ˙d (t) =
ψd (t)− ψd (t−∆t)
∆t
, ψ¨d (t) =
ψ˙d (t)− ψ˙d (t−∆t)
∆t
. (5.40)
The control law for the SAV relates the motion of the agent to the performance
of the state estimator through the choice of input torques τ that are a function of
the state estimation error ε (t) and state estimation error gradients εX (t), εY (t).
5.6.2 3D Dynamic Guidance
When considering the motion of the agent in 3D, the Lyapunov equation used for
2D motion in Eq. (5.28) is modified for a third dimension. The kinetic energy from
Eq. (5.23) is modified by including a Cartesian component in the Z˙ direction and
2 rotational components φ˙, θ˙ resulting in
KE =
1
2
vTM1v (5.41)
where v = [ u v w p q r ]
T is the velocity vector for three dimensional motion
and M = diag (M,M,M, Iφ, Iθ, Iψ) is the mass and inertia matrix for three dimen-
sional motion. The potential energy of the system is also considered in the modified
Lyapunov function. In this case, the potential energy of the system is expressed as
PE = MgZ = qTM
[
0 0 1 0 0 0
]T
g (5.42)
where g is the gravitational constant. The modified Lyapunov function is then
E = −〈e,Acl (Θs) e〉+KE + PE (5.43)
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= −〈e,Acl (Θs) e〉+ 1
2
vTMv + qTM
[
0 0 1 0 0 0
]T
g. (5.44)
Taking the time derivative of the Lyapunov function along the trajectories of the
state error (5.7) and the 3D dynamics of the SAV (4.39) yields
E˙ =
(
− |Acl (Θs) e|2 + εεXX˙ + εεY Y˙ + εεZZ˙
)
+
1
2
vTMv˙ + 1
2
v˙TMv+
q˙TM
[
0 0 1 0 0 0
]T
g
(5.45)
=
(
− |Acl (Θs) e|2 +
[
εεX εεY εεZ 0 0 0
]
q˙
)
+ vTMv˙+
q˙TM
[
0 0 1 0 0 0
]T
g,
(5.46)
where ε is the state estimation error at the spatial location and εX , εY are the
gradient of that error. Using Eq. (4.46), Eq. (5.46) can be rewritten in terms of
just body coordinates as
E˙ = − |Acl (Θs) e|2 +
[
εεX εεY εεZ 0 0 0
]
Sv + vTMv˙+
vTSTM
[
0 0 1 0 0 0
]T
g
(5.47)
= − |Acl (Θs) e|2 +
[
εεX εεY εεZ 0 0 0
]
Sv + vT
(Mv˙+
STM
[
0 0 1 0 0 0
]T
g
)
.
(5.48)
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Substituting Eq. (4.39) into Eq. (5.48) yields
E˙ = − |Acl (Θs) e|2 +
[
εεX εεY εεZ 0 0 0
]
Sv + vT (Bτ − Vv) (5.49)
where τ is the control input to the system as defined in Eq. (4.41). For stability, the
derivative of the Lyapunov function must be made negative semi-definite. The first
term of Eq. (5.49) is negative definite. Focusing on the parts to be made negative
definite yields
[
εεX εεY εεZ 0 0 0
]
Sv + vT (Bτ − Vv) ≤ 0. (5.50)
Since the quantity under consideration is a scalar, the relation vT (Bτ − Vv) =
(Bτ − Vv)T v holds. Equation (5.49) can then be written as
[
εεX εεY εεZ 0 0 0
]
Sv + (Bτ − Vv)T v ≤ 0. (5.51)
Solving for the control input τ yields
τ = B−1
(
Vv − ST
[
εεX εεY εεZ 0 0 0
]T)
. (5.52)
Alternatively, Eq. (5.52) can be made more negative as
τ = B−1
(
Vv − ST
[
εεX εεY εεZ 0 0 0
]T)
− B−1Kv (5.53)
where K ≥ 0 is a positive semi-definite matrix of user defined gains. The resulting
thrust force is function of the three Cartesian components as
τl = εεXCθCψ + εεYCθSψ + εεZSθ. (5.54)
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τ X
τ Y
τ Z
ψd
θ
d
Z
Y
X
τ l
Figure 5.3: Resultant force vector from the 3 Cartesian components in the inertial
frame.
Similar to the controller presented in Eq. (5.30), the 3D control law developed in
Eq. (5.52) does not adequately address the angular control force of the SAV. In this
case, 3 desired heading angles are extracted from the guidance scheme. First, the
roll angle φ is considered. Conventional operation of a fixed wing aircraft dictates
that the desired roll angle is φd = 0. The desired yaw angle remains the same as in
the 2 dimensional case, where it is a function of the Cartesian components of the
desired forces as
φd (t) = 0,
θd (t) = arctan
(
εY (t)
εX (t)
)
,
ψd (t) = arctan
(
ε (t) εZ (t)
cos (ε (t) εX (t)) + sin (ε (t) εY (t))
)
.
(5.55)
95
The control laws are then chosen to be
τφ (t) = −Iφ¨d (t)− kφd
(
φ˙ (t)− φ˙d (t)
)
− kφp
(
φ (t)− φd (t)) ,
τθ (t) = −Iθ θ¨d (t)− kθd
(
θ˙ (t)− θ˙d (t)
)
− kθp
(
θ (t)− θd (t)) ,
τψ (t) = −Iψψ¨d (t)− kψd
(
ψ˙ (t)− ψ˙d (t)
)
− kψp
(
ψ (t)− ψd (t)) .
(5.56)
where kφp, kφd, kθp, kθd, kψp, and kψd are user defined performance gains described
by Eq. (5.38) and Eq. (5.39).
Since the sensor measurements are taken at discrete times, the desired heading
angles only change during one time step per sensor measurement. For this reason,
the time derivative of the heading angles from Eq. (5.56) is calculated numerically
as
φ˙d (t) =
φd (t)− φd (t−∆t)
∆t
= 0, φ¨d (t) =
φ˙d (t)− φ˙d (t−∆t)
∆t
= 0,
θ˙d (t) =
θd (t)− θd (t−∆t)
∆t
, θ¨d (t) =
θ˙d (t)− θ˙d (t−∆t)
∆t
,
ψ˙d (t) =
ψd (t)− ψd (t−∆t)
∆t
, ψ¨d (t) =
ψ˙d (t)− ψ˙d (t−∆t)
∆t
.
(5.57)
Equations (5.54) and (5.56) complete the control law τ (t) for a SAV modeled with
3D dynamic motion that provides guidance based on the performance of the state
estimate.
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5.7 Extension to Multiple Sensors
The state estimation results presented in the previous sections assume a single mobile
sensor is moving throughout the domain taking measurements y (t) = C (t) x (t).
As more sensors are added to the domain, the state estimation scheme will be
gathering more sensor measurements, allowing it to provide a better estimate. The
measurement vector y is then
y (t) =

y1 (t)
...
yns (t)
 =

C1 (t)x (t)
...
Cns (t)x (t)
 = C (t)x (t) (5.58)
where ns is the number of sensors. A situation of this nature would be appropriate
when the mission objectives require multiple sensors or agents in the domain.
The state estimator presented in Section 5.2 can be modified to take advantage
of the sensor data from multiple agents through two basic management architectures
with many variations on each [84]. The first option is a decentralized approach. In
this approach, each agent is able to perform a desired task independently of the other
agents. When communications available between agents, information exchange is
possible, but not necessary. In this type of a configuration, each agent will develop
its own unique estimate of the state and is therefor responsible for the associated
computational requirements. When the agents are assumed to operate without
exchanging data, the resulting state estimators are defined by
˙̂xi (t) = Aix̂i (t)− CTi (Θs,i (t)) γiCi (Θs,i (t)) x̂i (t) + CTi (Θs,i (t)) γiyi (t,Θs,i (t))
(5.59)
where i = 1, ...ns is the sensor index location for the ns sensors. The total computa-
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tional load for the system increases proportionally to the number of agents involved.
If one is interested in aggregating all of the data, the individual state estimates of
the agents can be analyzed through a consensus approach. A central location reads
in each unique state estimate ˙̂xi (t) from every sensor and, through a predetermined
consensus algorithm, produces a state estimate ˙̂x (t) for the entire system. See for
example [85].
The second basic approach to sensor fusion is a centralized approach. In a
centralized approach, all of the sensor data is collected in a common location to be
analyzed. Similar to the case of a single sensor, a single state estimator is used.
The estimator provided in Eq. (5.10) for a single sensor is modified to account for
multiple sensor readings through a summation used on the second and third terms
resulting in
˙̂x (t) = Ax̂ (t)−
ns∑
i=1
CT (Θs,i (t)) γiC (Θs,i (t)) x̂ (t)+
ns∑
i=1
CT (Θs,i (t)) γiyi (t,Θs,i (t)) .
(5.60)
Computationally, the summation operations of Eq. (5.60) are orders of magnitude
smaller than the computational requirements in the rest of the simulation. This
results in significant performance gains over a decentralized filter approach when
computational time and power is considered. For the preliminary results presented in
this work, a centralized state estimator is used due to the computational advantages
and ease of implementation.
Considering the Lyapunov function provided in Eq. (5.25) for the dynamic
motion and control of the SAV in a 2D environment, the equation can be modified
to account for extra sensor measurements at the same time step as
E = −〈e, Acl (X (t) , Y (t)) e (t)〉+
ns∑
i=1
(
1
2
vTi (t)M1vi (t)
)
(5.61)
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where Acl (X (t) , Y (t)) = A−
∑ns
i=1 γiC
T (Θs,i (t))C (Θs,i (t)). Using the same anal-
ysis as in Section 5.6.1, the guidance law becomes
τi = −B−12 ST [εiεX,i εiεY,i 0]T , i = 1, ..., ns (5.62)
where εX,i is the gradient of the state estimation error in the X direction for the i
th
sensor and εY,i is the gradient of the state estimation error in the Y direction. The
two level controller design in Section 5.6.1 with Eq. (5.35) and Eq, (5.36) is then
implemented to interpret the Cartesian control laws for each sensor and produce an
input thrust τl,i and turning force τψ,i for each SAV as
ψdi (t) = arctan
(−εi (t) εY,i (t)
−εi (t) εX,i (t)
)
= arctan
(
εY,i (t)
εX,i (t)
)
. (5.63)
τψ,i (t) = Iiψ¨
d
i (t)− kd,i
(
ψ˙i (t)− ψ˙di (t)
)
− kp,i
(
ψi (t)− ψdi (t)
)
. (5.64)
The user defined proportional gain kp,i and derivative gain kd, i are once again
chosen so that the craft attains the desired heading before a subsequent measurement
is taken. The value chosen for the gains can vary depending on the specific SAV
configuration and do not have to be uniform for all agents in the mission domain.
The numerical integration is accomplished similar to that presented in Eq. (5.65),
with each agent considering its own current and desired state as
ψ˙di (t) =
ψdi (t)− ψdi (t−∆t)
∆t
, ψ¨di (t) =
ψ˙di (t)− ψ˙di (t−∆t)
∆t
. (5.65)
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5.8 Searching Behavior
The previous sections have outlined guidance schemes that allow the mobile sensing
agents to track a release. The agent will not always be tracking a release, so the
guidance must be considered when a contaminant is not actively being sensed.
5.8.1 Initial Deployment
At the beginning of the simulation, the SAV is deployed with a simple searching
behavior. Ideally, the sensor would be responsible for a small section of the do-
main, or conversely, many sensors would patrol a large domain. However, one of
the benefits of a moving sensor is a reduction in the number of required sensors. To
help increase the sensor’s chance of detecting a source in a large domain, the sensor
patrols a smaller region in the downwind area of the domain. Depending on the
wind speed, a release in the domain should eventually be detected by the sensor. A
sensor that is operating upwind of a source may not detect a release. A typical 2D
deployment is shown in Figure 5.4. This patrolling behavior has not been investi-
Figure 5.4: Sensor patrolling a 2D domain downwind.
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gated for optimality. However, it provides the sensor with a reasonable patrolling
behavior to begin simulations. When moving to 3D simulations, the patrol path
of the sensor can be adjusted to investigate different altitudes as shown in Figure
5.5. This may be necessary in certain environments since the vertical diffusivity and
wind speed typically have a smaller magnitude in the Z direction [25].
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Figure 5.5: Sensor patrolling a 3D domain adjusting the patrol elevation.
5.8.2 Lost Plume
In the event that the sensor loses the plume, a measurement of zero concentration
will be reported. From the guidance schemes developed in Section 5.5 and Section
5.6, it can be seen that a measurement of zero will not provide guidance to the
vehicle. In this case, the agent will patrol the current area with a spiraling outward
trajectory until it encounters the plume again as shown in Figure 5.6.
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Figure 5.6: Sensor trajectory after losing a plume.
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Chapter 6
Computational Grid Adaptation
In computational fluid dynamics, grid adaptation is a very popular and powerful
tool. The grid can be adapted by adding, removing, or repositioning computational
points within the domain or any combination thereof. Adding computational points
increases the computational resolution and accuracy in a region at the expense of
computational requirements. When the number of grid points is reduced, the CPU
load is also reduced [86, 87, 88, 89]. In order to reduce computational time, increase
computational efficiency, and maintain grid resolution in areas of interest, sensor
based grid adaptation is implemented in this work. Since this work involves the
tracking of an unknown source, all ares of the domain have equal potential for
source location. To address this, the grid adaptation is designed so that the area of
high resolution can be placed anywhere in the domain.
Grid adaptation in this work is accomplished through the use of grid stretching
and switching. The stretched grid allows the number of computational points to
remain constant, thus maintaining the size of the arrays in the estimation scheme
given in Eq. (5.10). Since the A array in particular is large (N2), resizing it for a
different number of computational points would require considerable computational
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power. Since the entries of the A and B matrices depend on the specific grid spacing,
the number computational grids will be limited to a user defined amount. All of
these grids can be computed a priori, reducing the real time computational load of
the state estimator.
At each time step, the estimator evaluates the estimated source location and
compares it to the location of the high resolution grid. If the high resolution grid
is not over that area, the grid is adapted. The algorithm for this is presented in
Algorithm 2.
Algorithm 2 Sensor-based grid switching
1: estimate source location Θc
2: calculate nearest switched grid
3: if nearest grid = current grid then
4: do not switch grid
5: else
6: switch grid to nearest grid
7: switch spatial operators A,C
8: prolongate state information to general grid
9: restrict state information to nearest grid
10: end if
6.1 2D Grid Adaptation
For the 2D grid adaptation, 9 different computational grids are available to the
estimation scheme as shown in Figure 6.1. Each grid has 25% of the domain covered
in a high resolution mesh, 50% a medium resolution, and 25% a coarse resolution.
This allows a small number of available grids to be used while still allowing the high
resolution area to be anywhere in the domain.
The state estimation scheme switches from one grid to another based on a set of
switching surfaces. The grid is determined based on the estimated source location.
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Figure 6.1: Example of 9 grids available to the 2D estimator with high resolution
areas highlighted.
The grid choice corresponds to the numbered region shown in Figure 6.2. The dot
shown in each of the regions indicates the center of the high resolution grid on
the map, for that grid choice. Switching surfaces are placed equidistance between
neighboring dots. Figure 6.3 demonstrates the grid switching over time as the agent
moves across the domain.
Computationally, the transferring of information from one grid to another is
accomplished with a pair of prolongation and restriction operators. In this work,
the information is first propagated to a general (fine) grid through a prolongation
operator. From the general grid, the information is then propagated back to one
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Figure 6.2: 2D grid switching surfaces.
Figure 6.3: Example of 2D grid adaptation with high resolution area highlighted.
of 9 stretched grids through the use of a restriction operator [86]. The use of the
general grid allows 1 prolongation and 1 restriction operator (matrix) to be created
for each grid. This saves storage costs and computational costs since they do not
have to be calculated in real time. Also, since each stretched grid only interacts
with the general grid (2 ∗ ngrids operators), a switching operator is not needed for
every combination of grid switches (ngrids! operators). Figure 6.4 demonstrates the
results of the prolongation and restriction operators for a grid switch.
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Figure 6.4: Example of 2D prolongation and restriction operation with the high
resolution area highlighted in green.
6.2 3D Grid Adaptation
Grid adaptation in 3D is done much of the same way it is in 2D. The number
of possible grids is increased to 27. A smaller percentage of the domain are of
the fine resolution volumes, with just 1/8th of the domain. Switching surfaces are
extended to a third dimension, following the convention developed in 2D. With the
increased number of available grids, the prolongation and restriction approach is
even more beneficial than it was in 2D. This is very beneficial because the required
computational power for the third dimension increases significantly for the estimator.
Figure 6.5 presents 3 of the 27 grids available for 3D adaptation.
Figure 6.5: Example of 3D stretched grid configuration with high resolution area
highlighted.
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6.3 Modification to the State Estimator
Switching between the grids is done by coupling the estimation and computational
schemes. As the area of interest for the mobile agent changes based on a guidance
sceme presented in Section 5.3, the computational grid is adjusted to increase the
grid resolution in that area. This coupling results in a hybrid dynamical system [90].
When the grid switches, the computational model will also change. This creates a
family of matrices to be used in the model. The family of matrices {Ap, Cp, p ∈ P}
of the index set P requires the state estimator to specify the computational grid p to
be used. The switching signal is a piecewise continuous function in time represented
by σ : [0,∞) → P. The state estimator from Eq. (5.10) is adjusted to specify the
matrices Ap and Cp that are in used based on the grid p that is being used resulting
in the equations
˙̂x
n
(t) =
(
Ap − γCTp (Θs (t))Cp (Θs (t))
)
x̂n (t) + γCTp (Θs (t)) y (t; Θs (t)) . (6.1)
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Chapter 7
Results
Extensive simulation results are presented that demonstrate the effectiveness of the
state estimation and source tracking scheme. For all simulations, a source with a
constant release rate is assumed within the mission domain. A computational time
step of 0.1s is used for all simulations.
The guidance scheme presented in this work does not directly locate the source.
However, with a persistent source in a domain, a state error will be created near the
source continuously. As the sensor explores the domain and drives the state error
to zero, the source of the disturbance (the source) will in turn be followed.
With a single sensor in the domain, the estimated source location is in the direc-
tion of maximum error. As the source and sensor positions converge, the estimate
will become more accurate. Plots are presented that show the distance between
the source and the sensor. Before this time, the estimator assumes there is no
disturbance, so it does not provide an estimate of the state or source location.
Section 7.1 begins with results for the 2D guidance scheme developed in Section
5.5. Results are presented with a focus on the general scheme and distance between
the sensor and source with a kinematic model of the SAV. Next, Section 7.2 builds
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on the 2D results by including dynamics into the modeling of the SAV as discussed
in Section 5.6.1. Section 7.3 presents results when multiple sensors are considered
in a 2D domain. Results for the Gradient estimation scheme developed in Section
3.3.2 are then presented in Section 7.4. Finally, Section 7.5 presents results for a
SAV modeled with dynamic motion in a 3D domain.
7.1 2D Kinematic SAV
Results presented in this section correspond to a continuous source in a 2D domain
with a single SAV. A 90× 90 uniform grid is used for the forward problem (plant).
This grid ensures accurate data from the forward problem, while still allowing the
estimate to be calculated in real time. The estimator (5.10) is discretized with an
adaptive, but coarser 30 × 30 non-uniform grid. For all simulations, a continuous
source is placed in a 4km×4km domain with a prescribed path. Typical domain
parameters of K = 20m2/s and U = 5m/s, V = 5m/s are used for all simulations.
These results have been presented in [91, 92].
7.1.1 Stationary Source
The stationary source provides some interesting insight into the operation of the
estimator. Results for a 500s simulation are presented here. The trajectory for the
source, sensor, and maximum state estimation error can be seen in Figure 7.1. The
plots shown in Figure 7.2 provide a comparison of the forward (actual) concentration
and the estimated concentration for a sample time.
At approximately 95s into the simulation, the sensor detects a disturbance and
begins heading towards areas of larger state estimation error. In this case, the two
distance plots shown in Figure 7.3 look similar. However, due to advection across
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Figure 7.1: Source, sensor, and maximum error trajectories for a stationary source.
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Figure 7.2: Comparison of the forward solution (a) and estimated solution (b) for a
stationary source at t = 350s.
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the domain, the location of maximum error and source location are not collocated.
Between 240s and 375s, the sensor remains very close to the source. As the state
error at the source location is minimized, the estimation scheme directs the sensor
to the positive X and Y directions where a local maximum still remains in the
estimation error. As this local error is reduced, the global estimation error returns
near the source release location, causing the sensor to return to the source location.
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Figure 7.3: Distance between the sensor and (a) source, (b) maximum error for a
stationary source.
The RMSE plot shown in Figure 7.4 verifies that the state error is being reduced
with the proposed estimation scheme. As the sensor approaches the source location,
the error quickly drops and continues to decline. Continuous oscillations in the state
error remain due to the nature of the SAV. The source is stationary, but the SAV is
constrained by a minimum forward velocity and kinematic motion, so it is unable
to stay precisely at the source location. At 240s, the sensor leaves the area with the
disturbance to follow a local state error, thus causing the overall RMSE to increase.
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However, when the sensor returns to the area near the source, the RMSE is made
smaller than it previously was due to the elimination of that local state error.
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Figure 7.4: Root Mean Squared Error (RMSE) for a stationary source.
The evolution of the error can be seen in contour plots in Fig 7.5. Initially, the
error is assumed to be zero, since a source has not been detected. After detection,
the error is very similar to the forward solution since the sensor has not traveled
near the plume. As the sensor travels through the plume, it drives the error towards
zero ( shown in white) in the region of the source location.
7.1.2 Overlapping Source
The next trajectory allows the evaluation of the estimator based on a moving source
that also overlaps its own trajectory as shown in Figure 7.6.
The results are similar to that of the stationary source. The maximum state error
is often not collocated with the source location due to the wind in the domain. At
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Figure 7.5: Evolution of the estimation error of a stationary source from 50s to 450s
in 50s increments.
90s, the sensor detects the disturbance and begins heading in the direction of larger
state error. As the source and sensor approach the lower part of the trajectory in
Figure 7.6, the sensor stays in this region since the state error has a local maximum.
This can be seen in Figure 7.7 at 350s.
Figure 7.8 shows the source moves away and the RMSE starts increasing when
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Figure 7.6: Source, sensor, and maximum error trajectories for an overlapping souce.
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Figure 7.7: Distance between the sensor and (a) source, (b) maximum error for a
stationary source.
the sensor momentarily stops at the lowest part of the trajectory. When the local
error is reduced, the sensor continues following the source and maximum state error,
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which drives the overall RMSE towards zero.
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Figure 7.8: RMSE for an overlapping source.
7.1.3 Other Source Trajectories
In order to demonstrate the performance of this approach, two more trajectory plots
are provided in Figure 7.9. The first is a diagonal source trajectory, where the source
travels at a constant speed across the domain. It can be seen that as soon as the
sensor detects the source, it quickly travels towards the location of maximum error.
As the error is reduced, the sensor starts tracking the source until they converge
near the end of the simulation. The second trajectory presented is an arcing source.
The source quickly travels down and left, does a turn and starts heading towards
the right. This turning temporarily slows the source, creating a local maxima at the
peak of the trajectory. Reviewing the sensor’s trajectory, it can be seen that the
sensor covers a bit more ground in this region before resuming following the source.
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Figure 7.9: Source, sensor, and maximum error trajectories for a (a) diagonal source,
(b) arcing source.
The final result provided for a 2D domain with a kinematically constrained SAV
is a set of error plots for the arcing source as shown in Figure 7.10. In these plots,
the sensor travels close to the source location, so the error remains low for most of
the simulation.
7.2 2D Dynamic SAV
A series of simulations is performed using the approach discussed in Section 5.6 for
a 2D domain and a sensor with dynamic motion. The domain in all simulations
represents a 4km × 4km plane in the atmosphere with KX = KY = 20m2/s and
wind of U = 5m/s to the east and V = 5m/s to the north. In all cases, the SAV is
initially positioned in the downwind area of the domain in a patrolling behavior.
Simulation data are provided with the numerical scheme of Section 5.2. A 90×90
uniform grid is used for the forward problem to generate sensor data. This grid
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Figure 7.10: Evolution of the estimation error of an arcing source from 50s to 450s
in 50s increments.
ensures accurate data from the forward problem, while still allowing the estimator
to be calculated in real time. The estimator 5.10 is discretized with an adapted, but
coarser 30× 30 non-uniform grid.
The results presented in this section have been submitted for publication to the
Transactions on Control Systems Technology [93].
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7.2.1 Stationary Source
A stationary source is simulated with a constant release rate in the center of the
domain. Figure 7.11(a) depicts the true concentration provided by the plant, at the
final time tf = 500s along with the source position. The estimated concentration
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Figure 7.11: Stationary source: (a) actual state at final time and source trajectory;
(b) estimated state at final time and SAV trajectory.
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at the final time, along with the position of the SAV is presented in Figure 7.11(b).
Comparison of these two plots demonstrate the success of the estimator to provide
an estimate of the concentration field in the domain. Additionally, the SAV, after the
initial stage of patrolling and acquiring a measurement above the sensor threshold at
approximately 110s, moves toward the direction of the stationary source, terminating
at remains in close proximity to the source location.
The relative distance of the SAV from the stationary source and its two compo-
nents, are depicted in Figure 7.12(a), and clearly shows the convergence of the SAV
toward the stationary source position. At approximately 180s, the two are essentially
indistinguishable. The time evolution of the spatial RMSE of the state estimation
error e(t, X, Y ) is presented in Figure 7.12(b). Since the estimation scheme is not
activated till after the SAV detects a concentration measurement above the thresh-
old, the RMSE is not defined prior to 110s. As expected, the RMSE is initially
increasing due to the large initial error and when the estimator learns about the
process, the RMSE quickly falls to a lower level. The fluctuations can be attributed
to the fact that the source is stationary and the SAV, due to its motion constrains
of minimum velocity, cannot stop moving. The state error at the location of the
source then increases until the SAV is driven back to the source location.
7.2.2 Crossing Trajectory
A crossing source trajectory, is presented in Figure 7.13(a). The moving source has
a maximum velocity of 15m/s. The true concentration at the final time tf = 1450s
is also presented in Figure 7.13(a). The estimated concentration at the final time,
depicted in Figure 7.13(b) shows a good agreement with the true concentration. The
SAV detects a nonzero concentration at around 200s and the estimation scheme
initiates. The SAV trajectory eventually follows the moving source. One of the
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Figure 7.12: Stationary source; (a) distance between source and sensor, (b) RMSE.
reasons for not following the source at the initial stage of the simulation experiment
is due to the wind direction and the initial deployment of the SAV within the spatial
domain. The source travels directly across the diagonal of the spatial domain, then
transverses the domain to travel directly across the other diagonal.
The distance between the moving source and the SAV is given in Figure 7.14(a)
where its convergence to zero is also observed. Finally, the evolution of the RMSE
is shown in Figure 7.14(b). In this RMSE plot, it can be seen that the error goes
towards zero until the source starts the third leg of the trajectory. Here, the source
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Figure 7.13: Crossing source: (a) actual state at final time and source trajectory;
(b) estimated state at final time and SAV trajectory.
is traveling downwind, so the location of the maximum state error is staying just
downwind of the source. Since the sensor is following close behind the source, the
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error is gradually increasing.
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Figure 7.14: Crossing source; (a) distance between source and sensor, (b) RMSE.
7.2.3 Circular Trajectory
A circular path is considered for the source trajectory which is presented in Figure
7.15(a) along with the true concentration at the final time tf = 750s. The SAV
trajectory, shown in Figure 7.15(b) manages to follow the moving source. Due to
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Figure 7.15: Circular source: (a) actual state at final time and source trajectory;
(b) estimated state at final time and SAV trajectory.
the wind direction, the sensor onboard the SAV requires approximately 250s to
obtain a concentration reading above the minimum threshold. Once such a reading
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is obtained, the SAV is guided towards the moving source. The circular source
trajectory simulated 500s and took 437s to compute.
The relative distance between the moving source and the SAV is given in Figure
7.16(a) and is also in agreement with the above discussion. When the sensor obtains
concentration measurements, the relative distance begins to decrease. Finally, the
RMSE of the estimation error is given in Figure 7.16(b). It can be seen that around
600s, the sensor momentarily does a local search. Since the source is constantly
moving, the distance between them momentarily increases, as does the RMSE.
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Figure 7.16: Circular source; (a) distance between source and sensor, (b) RMSE.
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7.2.4 Overlapping Trajectory
As a final test of the ability of the proposed estimation and guidance scheme to
provide estimates of the concentration and the proximity of the moving source,
an overlapping trajectory was considered for the moving source, starting at the
north-west region of the spatial domain and forming a loop (γ-shape) with a final
destination towards the north-east region of the domain. The true concentration at
the final time tf = 700s is depicted in Figure 7.17(a). The source had a constant
velocity of 8m/s. Once gain, due to the wind direction, the sensor requires some
time (about 120s) to acquire a concentration measurement and then commenced the
estimation scheme. The estimated state and sensor trajectory are shown in Figure
7.17(b).
The relative distance of the moving source and the SAV is depicted in Figure
7.18(a). It can be seen that the estimation scheme exhibits similar behavior to what
was experienced in Section 7.2.2. When the source is traveling downwind, a local
maxima is created just in front of the souce, while the sensor stays just behind the
souce. This causes the RMSE to slightly increase.
7.3 State Estimation with Multiple SAVs
In this section, results are presented for the case when multiple sensors are present.
The forward problem is simulated with a 90× 90 computational grid. The reduced
dimensional estimation is implemented with a 30× 30 grid. Grid adaptation in the
form of switching is implemented on the estimator grid, as discussed in Section 6.1.
In order for this switching adaptation to be implemented with multiple sensors and
a single estimator, an area of highest interest must be chosen in which to focus the
grid. As a first approach, the sensor that measures a higher concentration is chosen
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Figure 7.17: Overlapping (γ) source: (a) actual state at final time and source tra-
jectory; (b) estimated state at final time and SAV trajectory.
to be the focus of the refined area of the adapted grid. These results have been
submitted for publication in [94].
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Figure 7.18: Overlapping (γ) source; (a) distance between source and sensor, (b)
RMSE.
7.3.1 Stationary Source
A stationary source is placed in the center of the 2D spatial domain at (2000, 2000)
and releases material at a constant rate. The atmospheric advection in the domain
is taken to be 5m/s north and 5m/s east. The diffusivity of the material is 20m2/s.
Sensors are collocated with the center of mass on two SAVs that start patrolling in
the north east area of the domain Ω. They initiate a patrolling behavior and exit
that behavior when they individually sense a nonzero concentration. Upon receiving
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a non-zero measurement (i.e. above a certain lower-level threshold) they activate
the implementation of the proposed state estimator.
Figure 7.19(a) depicts the trajectory of the two sensors while estimating a sta-
tionary source. The sensor starting further to the left detects a nonzero concen-
tration first and begins estimating the state. Soon after, the second sensor detects
a nonzero concentration. Since the second sensor was physically close to the first
sensor and the first sensor reduced the state estimation error in its proximity, the
second sensor starts heading away from the first sensor towards areas of higher state
estimation error which is of higher interest. Eventually, both sensors converge on
the source location, where the state estimation error is highest in the spatial domain.
Figure 7.19(b) depicts the trajectory of a single sensor for comparison.
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Figure 7.19: Trajectories for a stationary source with (a) two sensors in domain, (b)
one sensor in domain.
Figure 7.20(a) and Figure 7.20(b) shows the distance of the sensors from the
source throughout the 300s simulation. Initially, the sensors are placed fairly close
to one another, separated by 150m. Since both sensor are downwind of the source,
naturally the sensor closer to the source would detect the source first. Around
110s, the second sensor detects a nonzero concentration and begins tracking the
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plume. The distance plot demonstrates that the second sensor does not initially head
towards the source. This is because that region of the domain was recently estimated
by the first sensor, leaving other areas with higher estimation error. Eventually, both
sensors travel very close to the source, where a large estimation error is continuously
introduced by the source term.
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Figure 7.20: Distance between stationary source and (a) two sensors in domain, (b)
one sensor in domain.
Figure 7.21 shows the RMSE for the case of a single sensor (blue) and the case
of two sensors (red) for a stationary source. Considering the single sensor case, it
can be seen that around 160s, the sensor detects the plume and starts reducing the
error. Around 225s, the sensor overshoots the source and loses the plume. While it
is out of the plume, the RMSE starts increasing since the sensor is not measuring a
non zero estimation error. At approximately 280s, the sensor again finds the plume
and starts reducing the state estimation error. The multiple sensor case shows that
the error is reduced faster than it was with a single sensor. This is to be expected,
since the estimation scheme has more information about the actual concentration
state. The plot also demonstrates that when one of the two SAVs misses the plume,
the RMSE is not affected as drastically as it is with the single SAV case.
130
Time (s)
R
M
SE
(kg
/m
^
3)
0 100 200 3000
0.0005
0.001
0.0015
0.002
0.0025
Figure 7.21: Stationary source: evolution of the RMSE for one (blue) and two SAVs
(red).
For the stationary source, the computational time for a single sensor is approx-
imately 140s for 300s of simulation. The addition of a second sensor increased the
computational time to approximately 150s for 300s of simulated results. It should
be noted that these computational times include outputting significant amounts of
visualization data that would not be necessary in a real world implementation. This
demonstrates that increasing the number of sensors provides a significantly improved
state estimate, and only a slight increase in computational requirements.
7.3.2 Diagonal Source Trajectory
A diagonal source trajectory is used to demonstrate the performance of the system
with a mobile source. The source releases material at a constant rate, starting at the
top left of the domain and traveling to the bottom right of the domain. It travels with
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a constant velocity of approximately 15m/s. The atmospheric advection is taken to
be 5m/s north and 5m/s east and diffusivity is assumed constant at 20m2/s. Two
SAVs are employed to detect the source. The sensors patrol the north east part
of the domain until they detect a nonzero concentration, at which time they begin
estimating the state based on the guidance laws presented.
For a source moving across the domain, the trajectory for two SAVs is shown in
Figure 7.22(a). As is expected, the SAV (green) closer to the source (red) detects
the source first and begins heading towards areas of higher estimation error. The
second SAV (blue) behaves similar to the one from the stationary case. Initially, the
SAV does not travel towards the source location since the first SAV has reduced the
state estimation error in such a way to make areas further from the source of more
interest. However, the SAV soon reduces the state errors in those areas and heads
towards the location of the first SAV and moving source. Similarly, Figure 7.22(b)
depicts the trajectory for the single SAV case. It should be noted that the single
SAV trajectory is not identical to that of the two SAVs.
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Figure 7.22: Trajectories for a diagonal source with (a) two sensors in domain, (b)
one sensor in domain.
Figure 7.23(a) shows the distance of two SAVs from the source location over
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time. Again, one SAV starts closer (red), so it heads towards the source location
right away. The second SAV ends up moving away from the source momentarily
(around 350s) towards areas of higher interest, but eventually heads towards the
source location. Figure 7.23(b) provides the single SAV case.
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Figure 7.23: Distance between diagonal source and (a) two sensors in domain, (b)
one sensor in domain.
The RMSE for the single SAV case and multiple SAVs case is compared in Figure
7.24. Initially, the RMSEs are very close, but around 300s, the two SAV estimation
scheme starts realizing significant improvements. Between 430s and 480s, the two
SAV case has a sensor that is very close to the source location, so the error remains
low. At 480s, this sensors loses the plume, and the state estimation error starts
increasing. However, since the second sensor in this simulation is not far away, the
RMSE remains close to that of the single sensor case. The evolution of the error
in the domain is demonstrated in Figure 7.25. The first frame is taken at time
200s with subsequent frames taken every 50s. It can be seen that the local state
estimation error around each of the sensors is driven towards zero. The frames
relating to 350s and 400s are a good example of this behavior.
The computational time for the moving source was approximately 180s for a 500s
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Figure 7.24: Diagonal source trajectory: evolution of RMSE.
Figure 7.25: Evolution of the estimation error of a diagonal source from 50s to 450s
in 50s increments with two SAVs.
134
simulation. Adding a second SAV to the simulation increased the computational
time to 200s for a 500s simulation. This once again demonstrates that the slight
increase in computational requirements can lead to faster source localization and
better state estimation.
7.3.3 Crossing Source Trajectory
Figure 7.26(b) shows the results for a crossing source that is tracked by N = 3
sensors. The atmospheric parameters are the same as the other multiple sensor
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Figure 7.26: Overlapping source trajectory: (a) three sensor trajectories, (b) dis-
tance between sensors and source.
cases, with a longer simulation time to account for the longer trajectory of the
source. The three sensors are set up in a configuration such that they each one
patrols a different region. The first sensor begins patrolling close to the source
location, so it detects the source very quickly. The two remaining sensors detect the
contaminant at a later time when the source comes near to their patrol region. Due
to the continuous nature of the release, a large state estimation error is created near
the source’s location, creating an area of interest for the sensors. The distance of
the sensors can be seen in Figure 7.26(b), where all of the sensors tend to converge
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on the source location.
7.4 Performance of Gradient Estimation Approach
To evaluate the success of the new length scale estimation and gradient measurement
approach developed in Section 3.3.2, several simulations are presented to compare
the estimated gradient technique with an approach that assumes gradient informa-
tion is available. These results have been submitted for publication in [55].
In each of the cases presented, a 500s simulation was conducted with realistic
atmospheric parameters. The advection in the domain is taken to be 5m/s from
south to north and 5m/s from west to east and the diffusivity of the material being
tracked is 20m2/s. The domain is assumed to be 4km × 4km. A single sensing agent
is used to sample the domain and is constrained to a velocity of 10m/s ≤ u ≤ 30m/s.
Initially, the sensor patrols in the area downwind of the domain and begins tracking
and estimating when a nonzero concentration is encountered.
7.4.1 Stationary source
The first simulation uses a stationary source in the center of the domain. Figure
7.27(b) shows the results of a sensor that assumes knowledge of the gradient at
the current location. Figure 7.27(a) shows the results with the new length scale
estimation and gradient measurement approach. The sensor’s trajectory is not as
smooth in its approach to the source. This is due to the fact the length scales
at which the sensor is measuring the actual gradient are changing at every sensor
reading. With the changes in length scales and gradient measurement data, the
input control torques are not as ”smooth”. Another interesting point to note is that
when the sensor gets very close to the source, it tends to overshoot it slightly. Due
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to the nature of the advection in the domain, material is unable to diffuse upwind,
causing the sensor to temporarily lose the plume and enter a search mode to relocate
it (indicated by outward spirals in the trajectory plots).
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Figure 7.27: Source and sensor trajectory for a stationary source with (a) estimated
gradient measurement approach, (b) ideal gradient measurement data.
The desired length scales for the stationary source are shown in Figure 7.28.
From the trajectory plot in Figure 7.27(a), the sensor traverses in a southward
direction, then in a westward direction before reaching the region of the source.
From the length scale plot, this is demonstrated between 100s and 220s. Since the
sensor is not heading directly towards the sensor, but staying at an almost constant
distance from it (in the respective Cartesian directions) the length scale for that
direction is slowly increasing. This follows what is expected for the length scale of
a stationary diffusive source, where the length increases with time as discussed in
Section 3.3.2. The remaining length scale estimations fluctuate significantly as the
sensor enters and exits the plume upwind of the source location for times after 220s.
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7.4.2 Moving Source
The second set of simulations is for a simple moving source. In this case, the source
moves directly across the diagonal of the domain from the north west corner to
the south east corner. The source maintains a constant velocity of approximately
12m/s. Figure 7.29(b) shows results in which the sensor assumes knowledge of the
actual gradient. In this case, the sensor finds the source approximately halfway
through the simulation and continues to closely follow it. When the new gradient
measurement approach is used, the sensor does not find the source as quickly, but
is still successful.
The desired length scales for the moving source are shown in Figure 7.30. An
interesting indicator of the operation of the length scale is between 350s and 450s.
Here, the sensor has a relatively smooth trajectory while approaching the source.
As is expected, the length scale of interest is decreasing as the sensor approaches
the source.
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Figure 7.29: Source and sensor trajectory for a moving source with (a) estimated
gradient measurement approach, (b) ideal gradient measurement data.
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Figure 7.30: Desired length scales for a diagonal source.
7.5 3D Dynamic SAV
In this section, results are presented for a 3D domain where the SAV is modeled with
the dynamic equations of motion. These simulation results are the most realistic
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results presented in this work, as they take into account realistic equations of motion
for the SAV and a 3D release. For all simulations, a diffusivity of KX = KY =
20m2/s, KZ = 20m
2/s is chosen with wind speeds U = 5m/s east, U = 5m/s north,
and W = 0. Material is released at a constant rate by the source. These results
have been submitted for publication to the AIAA Journal of Guidance, Control, and
Dynamics [95].
7.5.1 Stationary Source
The first source trajectory investigated is for a stationary source located at (2000,
2000, 650). As shown in the trajectory plots of Figure 7.31, the sensor begins
patrolling downwind in the domain. It continues to patrol until a nonzero con-
centration is sensed. Approximately 120s into the simulation, the sensor detects a
contaminant and starts estimating the state. From Figure 7.31(a) it can be seen
that the behavior of the sensor from this view closely resembles the behavior seen
in the 2D simulations, providing some validation as to the usefulness of 2D simu-
lations. Figures 7.31(b) and (c) provide a clear demonstration on the operation of
the guidance scheme in the third dimension. The sensor does not start at the same
elevation as the source, so it must change elevation to arrive at the areas of higher
state estimation error.
The distance between the source and sensor is presented in Figure 7.32. After the
source is detected, the sensor gradually moves towards this area of higher estimation
error. Around 190s, the source starts moving towards the source location much faster
until it arrives at the location where it remains.
It is worth taking a moment to consider the control forces and attitude of the
SAV. The pitching control force m (t) and pitch angle θ (t) of the agent can be seen
in Figure 7.33(a) and 7.33(b) respectively. Focusing on the part of the graph around
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Figure 7.31: Stationary source (green) with sensor trajectory (red) (a) (X, Y ) view,
(b) (Y, Z) view, (c) (X,Z) view, (d) isometric view.
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Figure 7.32: Distance between source and sensor for a stationary source.
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Figure 7.33: Stationary source pitch (a) control force, (b) angle.
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Figure 7.34: Stationary source yaw (a) control force, (b) angle.
the time of detection (t = 120s), the control force jumps and the angle of the aircraft
changes. The angle plot in Figure 7.33(b) shows that the output angle behaves like
a second order system with the overshoot and quick settling as it was designed from
Eq. (5.55). As the agent reaches the desired elevation, it levels off. The pitch angle
remains unchanged for the rest of the 300s simulation.
The heading also provides some interesting insight into the operation of the
guidance scheme. Figure 7.34(a) shows the input yawing moment n (t) and Figure
7.34(b) plots the yaw angle ψ (t). The angle ψ (t) is constantly changing as the
sensor patrols in a circular path (0-120s). When the source is detected, the SAV
turns to a desired heading and maintains it for the time (120-170s). The remainder
of the simulation (170-300s) is the time the sensor spends hovering around the source
location.
The plume shown in Figure 7.35 demonstrates the forward solution at t = 290s.
The plumes dispersion is primarily in the (X, Y ) plane since the diffusivity in the
Z direction is smaller.
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Figure 7.35: Stationary source forward solution at 290s (a) (X, Y ) view, (b) (Y, Z)
view, (c) (X,Z) view, (d) isometric view.
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Figure 7.36: Stationary source estimated solution at 290s (a) (X, Y ) view, (b) (Y, Z)
view, (c) (X,Z) view, (d) isometric view.
The plume from the state estimation scheme is presented in Figure 7.36. It
closely resembles the forward solution presented in Figure 7.35.
7.5.2 Moving Source
The second trajectory investigated in a 3D environment is a moving source. The
source begins at a low elevation and travels diagonally across the domain to a higher
elevation. The trajectory for the source (red) and sensor (green) can be seen in
Figure 7.37. Once again, the sensor patrols the domain downwind until a nonzero
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concentration is sensed. In this case, the elevation of the sensor follows that of the
source reasonably well. However, due to the specific source trajectory and wind
profile, the sensors is more interested in the area further downwind of the source’s
location as shown in Figure 7.38.
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Figure 7.37: Diagonal source with sensor trajectory (a) (X, Y ) view, (b) (Y, Z) view,
(c) (X,Z) view, (d) isometric view.
For this trajectory, the sensor has many more elevation changes than the station-
ary source investigated in Section 7.5.1. In this case, only a portion of the control
signal is presented. The time 300 − 350s is shown for the control input in Figure
7.39(a) and for the output pitch angle in Figure 7.39(b). The second order system
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Figure 7.38: Distance between source and sensor for a stationary source.
modeling approach to the control of the SAV angles is observable by Figure 7.39(b).
Similar results are presented for the angle ψ (t) and associated input force n (t) in
Figure 7.40.
The plume for the forward solution at t = 599s is shown in Figure 7.41. Figure
7.41(a) shows the plume dispersion that is similar to the dispersion of a 2D release,
once again helping to validate the 2D simulations. Figure 7.41(b) shows the plume
dispersion over an elevation change. The estimated state for a diagonal release
trajectory at t = 599s is presented in 7.42. The resulting plume is similar to that of
the forward problem presented in Figure 7.41.
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Figure 7.39: Diagonal source pitching (a) control force, (b) angle.
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Figure 7.40: Diagonal source yaw (a) control force, (b) angle.
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Figure 7.41: Diagonal source forward solution at 599s (a) (X, Y ) view, (b) (Y, Z)
view, (c) (X,Z) view, (d) isometric view.
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Figure 7.42: Diagonal source estimated solution at 599s (a) (X, Y ) view, (b) (Y, Z)
view, (c) (X,Z) view, (d) isometric view.
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7.5.3 Circular Source
The third trajectory investigated in the 3D domain is a source with a circular trajec-
tory. The source begins at a low elevation, reaches a peak elevation halfway through
the trajectory and returns to a low elevation by the end of the trajectory. These
results are shown in Figure 7.43 Initially, as the sensor begins tracking the source,
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Figure 7.43: Circular source with sensor trajectory (a) (X, Y ) view, (b) (Y, Z) view,
(c) (X,Z) view, (d) isometric view.
it travels away from the source location. This is because a local maximum state
estimation error has accumulated downwind. At 500s, the local peak is no longer
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an area of interest and the sensor begins heading towards the source location again
as shown in Figure 7.44
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Figure 7.44: Distance between source and sensor for a circular source.
The plume for the forward solution at t = 799s is shown in Figure 7.45. Figure
7.45(a) shows the plume dispersion that is similar to the dispersion of a 2D release,
once again helping to validate the 2D simulations. Figure 7.41(b) shows the plume
dispersion over an elevation change. The estimated state for a circular release tra-
jectory at t = 799s is presented in 7.46. The resulting plume is similar to that of
the forward problem presented in Figure 7.45.
152
X, m0
1000
2000
3000
4000Y
, m
0
1000
2000
3000
4000
Z,
m
0
500
X
Y
Z
Time = 799s
(d)
X (m)
0 1000 2000 3000 4000
Y
(m
)
0
500
1000
1500
2000
2500
3000
3500
4000
X
Y
Z
Time = 799s
(a)
Y (m)
0 1000 2000 3000 4000
Z
(m
)
0
500
X Y
Z
Time = 799s
(b)
X (m)
0 1000 2000 3000 4000
Z
(m
)
0
500
Y X
Z
Time = 799s
(c)
Figure 7.45: Circular source forward solution at 799s (a) (X, Y ) view, (b) (Y, Z)
view, (c) (X,Z) view, (d) isometric view.
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Figure 7.46: Circular source estimated solution at 799s (a) (X, Y ) view, (b) (Y, Z)
view, (c) (X,Z) view, (d) isometric view.
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Chapter 8
Future Work
8.1 Conclusions
A model-based scheme for the real-time state estimation of the spatially distributed
advection diffusion process has been presented. The estimation scheme has been
shown to accurately estimate the plume created by a continuous moving source
within a 2D or 3D domain.
The guidance of the SAV has been directly coupled with the performance of the
state estimator in order to improve the performance of the state estimation scheme.
The spatial repositioning of the SAV was developed from a Lyapunov function that
looked at the energy of the SAV and the gradient of the state estimation error. This
coupling allowed the SAV inputs (torque or velocity) to be chosen based on the state
estimation error.
It has also been demonstrated that for a continuous release from a source, a local
state estimation error will be at the location of the source. Due to this persistent
error, the estimation scheme is able to accurately track the location of the source
within the domain.
155
In many of the cases presented, it was assumed that the sensor is able to provide
spatial gradient information at the location of the sensor. While this currently is not
possible with concentration sensors, a scheme was developed that accurately predicts
the spatial gradient at the sensor location by utilizing the estimated state gradient
and additional support sensors at known spatial locations. The coupling of the
state estimation process and gradient estimation for the positioning of concentration
sensors demonstrates the availability of state gradient information to the estimator.
Extensive results were presented that show the performance of the estimator with
just a single sensor. Several result are also presented that consider the performance
of the estimator when multiple sensors are used. Multiple sensors were shown to be
more efficient at both finding the source and estimating the state. The additional
sensors required only a slight increase in computational requirements, but offered
better performance in all simulations.
A nonuniform, regular computational grid was created with a finite volume for-
mulation that allowed the simulations to be solved in real time. The computational
fluid dynamics approach used in this work has also been coupled with the control
(estimation) scheme. Throughout the simulation, grid adaptation is used in the
form of a stretched, switched grid. The grid is adapted to place a higher resolution
region at the estimated source location.
8.2 Future Work
The work presented outlines a general framework for the inverse detection and state
estimation of a gaseous source. Simple simulation studies were performed where
many modeling assumptions were assumed. The following discussion outlines poten-
tial improvements and available directions for future work in the areas of modeling,
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implementation, computations, and experimentation.
8.2.1 Sensor Modeling
Sensor modeling is a significant area for potential improvement. Since a specific
sensor and source combination were not identified for this work, many of the sensor
parameters could not be specifically implemented.
Sensor Dynamics
As discussed in Section 3.1, sensors have many different operating parameters and
limitations. This work implemented several sensor dynamics including limitations
on sensor range and time between measurements. There are still many other sensor
characteristics that could be implemented in this work. in future work, parameters
such as recovery time, response time, and noise could be implemented. A comparison
of results from different sensor configurations would prove interesting on the stability
of the scheme.
Gradient Measurement
In Section 3.3.2, preliminary results were presented in which the sensor utilized the
estimated state information to predict the gradient of actual state. This allowed the
placement of support sensors at distances to provide a reasonable reconstruction of
the gradient.
Another approach to determining the actual gradient is the use of the full sensor
dynamics. Identifying the rate of change of the sensor and using that with the
sensor’s motion and known response characteristics could allow the full derivative
along the sensor’s path to be reconstructed.
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8.2.2 Detailed SAV Modeling
The SAVs presented in this work were assumed to be of the general form of a fixed
wing battery powered UAV. This modeling approach works well when the primary
focus of the work is not the SAV, however, since the general framework for the state
estimation has been developed, detailed motion and control of a UAV would provide
even more realistic results.
8.2.3 Multiple Sensors
The results presented in this work were mostly for a single sensor operating in the
domain gathering sensor measurement data. The use of multiple sensors demon-
strated an increase on the effectiveness of the state estimator. Although one of the
main advantages of this work is the success when only a few sensors are used, a study
that focused on increasing the number of sensors in the domain to a number much
larger than 2 would be interesting. A setup such as that would have to include colli-
sion avoidance in the control of the sensors. Since the preliminary results presented
for two sensors was just a proof of concept, this is an item that was omitted.
Agent Consensus
With multiple SAVs in the spatial domain, the estimation scheme must be modified.
A natural implementation of multiple agents would be to use a single state estimator
and feed all of the know sensor data at a given time into the state estimator. This
is the approach that was used in this work. A second approach assumes each sensor
has a dedicated state estimator with a unique estimate of the state. Multiple state
estimates can then be analyzed and a consensus of the state determined. The
choice of what approach to use can be argued either way and should be chosen
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based on the specific application. However, one thing to note is that a centralized
estimate will have to be calculated in a single location with all of the sensor data,
whereas a consensus approach required each agent to estimated the state. Consensus
and distributed estimators would be beneficial when full graph connectivity is not
available.
8.2.4 Source Modeling
Release Rate
The source release rate is a very interesting topic for this work. With conventional
source detection algorithms, the sensors are most often driven to areas of higher
concentration as discussed in Section ??. If the sensors locate a local maxima, it will
stay at this local maxima and think it is the source location. This source tracking
approach has a serious flaw if the source is not releasing material continuously.
Since the research work presented in this paper searches the domain for areas of
higher state estimation error, there is no potential to get stuck at a local maxima.
Future work should investigate the behavior of this research approach and compare
it with conventional source detection approaches for different release types such as
intermittent, pulsed, and random releases.
Source Dynamics
Sources presented in this work are positioned based on a location as a function of
time. Some of them, such as the crossing trajectory pattern presented in Figure 7.13,
may not be possible with a conventional UAV due to dynamic motion constraints.
Modifying the forward problem to model realistic source dynamics would provide
slightly more accurate simulations.
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8.2.5 Domain Modeling
Their is still much potential for improvement of the domain modeling. Since do-
main modeling was not the focus of this work, the domains analyzed were taken
to be simple from a computational implementation point of view. While basic, the
domains remain realistic and would be similar to an open field, body of water, or
desert.
The domains presented in this work are all assumed to be rectangular and free of
obstacles. The lack of obstacles allows for rectangular volumes and faster computa-
tions. The addition of structures, foliage, and other obstacles in the domain would
affect the advection diffusion model used. A set equations would have to be devel-
oped for the specific domain that accurately model the flow around the obstacles
for use modeling the forward problem and a reduced dimensional the estimator.
In the 3D simulations, the ground is assumed to be horizontal and flat. Many
geographic locations are of this form, but hills, cliffs, mountains, and other eleva-
tion changes are common. A computational domain that takes these features into
consideration would allow the flow to be more accurately modeled.
8.2.6 Computational Implementation
Since real time implementation is one of the primary goals of this work, the computa-
tional implementation of the work is very important. The code must be streamlined
in such a way that computations can be completed quickly and efficiently in order
for the work to be useful in real time tracking applications.
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Parallel Computing
All of the work presented has been implemented with a serial code. The speed
of the code was adequate for the computational domain and discretization used.
Increasing computational power would allow a larger, more complex domain as well
as increased modeling detail. Due to the structured nature of the computational
domain, a parallel implementation would be straight forward. All of the finite
volumes in this work were regular hexanedrons and the number of computational
points held constant. This allows the computational nodes to be easily distributed
to multiple processor.
Continuous Grid Adaptation
The switched grid implementation discussed in Section 6 utilizes a finite number of
pre calculated grids. With extra computational power available, the grid could be
adapted at each time step. This would allow the finer resolution area of the grid to
follow the location of interest more closely than current implementations allow.
8.2.7 Physical Implementation
The ultimate goal of this work is the implementation of the source detection and
state estimation scheme is use in an application. The work presented in this report
has been all numerical implementation with realistic values when appropriate. The
next step of the project would be an experimental setup to test the implementation
in the real world. Many source detection work uses an indoor experimental setup
consisting of a vessel full of some form of alcohol and a wheeled mobile robot. This
setup allows for many of the experimental variables such as advection and source
release rate to be controlled closely. Experiments outdoors with UAVs are more
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difficult due to the nature of UAVs and the lack of relatively safe material to release
and track.
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