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Abstract
This article studies real roots of the flow polynomial F (G,λ) of a bridgeless
graph G. For any integer k ≥ 0, let ξk be the supremum in (1, 2] such that
F (G,λ) has no real roots in (1, ξk) for all graphs G with |W (G)| ≤ k, where
W (G) is the set of vertices in G of degrees larger than 3. We prove that ξk can
be determined by considering a finite set of graphs and show that ξk = 2 for
k ≤ 2, ξ3 = 1.430 · · ·, ξ4 = 1.361 · · · and ξ5 = 1.317 · · ·. We also prove that for
any bridgeless graph G = (V,E), if all roots of F (G,λ) are real but some of these
roots are not in the set {1, 2, 3}, then |E| ≥ |V |+ 17 and F (G,λ) has at least 9
real roots in (1, 2).
Keywords: graph, chromatic polynomial, flow polynomial, root
1 Introduction
The graphs considered in this paper are undirected and finite, and may have loops
and parallel edges. However, the graphs should have no loops when their chromatic
polynomials are considered, and the graphs should have no bridges when their flow
polynomials are considered. For any graph G, let V (G), E(G), P (G, λ) and F (G, λ) be
the set of vertices, the set of edges, the chromatic polynomial and the flow polynomial
of G. The roots of P (G, λ) and F (G, λ) are called the chromatic roots and the flow
roots of G respectively.
A near-triangulation is a loopless connected plane graph in which at most one face is
not bounded by a cycle of order 3. Birkhoff and Lewis [1] showed that G has no real
∗Partially supported by NIE AcRf funding (RI 2/12 DFM) of Singapore.
†Corresponding author. Email: fengming.dong@nie.edu.sg.
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chromatic roots in (1, 2) for every near-triangulation G. Since P (G, λ) = λF (G∗, λ) for
any plane graph G, where G∗ is its dual, this result is equivalent to that any connected
plane graph G has no flow roots in (1, 2) under the condition |W (G)| ≤ 1, where W (G)
is the set of vertices x in G with its degree1 larger than 3.
Jackson [4] generalized Birkhoff and Lewis’ result by showing that any bridgeless con-
nected graph G with |W (G)| ≤ 1 has no real flow roots in (1, 2), no matter whether G
is planar or non-planar.
One of the purposes of this paper is to find maximal zero-free intervals in (1, 2) for
the flow polynomials of some families of graphs and hence extend Jackson’s result
mentioned above. For any integer k ≥ 0, let Ψk be the set of bridgeless connected
graphs with |W (G)| ≤ k and ξk be the supremum in (1, 2] such that every graph G
in Ψk has no flow roots in (1, ξk). So ξ0, ξ1, ξ2, · · · is a non-increasing sequence. In
Section 4, we will show that ξk can be determined by considering a finite set of graphs
in Ψk \ Ψk−1 and finds that ξk = 2 for k ≤ 2, ξ3 = 1.430 · · ·, ξ4 = 1.361 · · · and
ξ5 = 1.317 · · ·.
By definition, the flow polynomial F (G, λ) is 0 if G contains a bridge (e.g., see (2.1)).
A graph G = (V,E) is said to be non-separable if G is connected with no cut-vertex2
and either it has no loops or |E| = |V | = 1.
By the definition, a graph with one vertex and at most one edge is non-separable, and
a non-separable graph has a bridge if and only if this graph is K2. A graph is called
separable if it is not non-separable. A block of G is a maximal subgraph of G with
the property that it is non-separable. By Lemma 2.1, if a graph G is separable, then
F (G, λ) is the product of F (B, λ) over all blocks B of G. By Lemmas 2.2 and 2.4, for
a non-separable graph G, if either G− e 3 is separable for some edge e in G or G has a
proper 3-edge-cut4, then (λ−1)F (G, λ) or (λ−1)(λ−2)F (G, λ) is equal to the product
of the flow polynomials of two graphs with less edges. Note that if G has a 2-edge-cut,
then G− e is separable for each e in this cut. Thus, when we consider the locations of
flow roots, we need only to study those non-separable graphs which contain no proper
3-edge-cut nor an edge e with G− e to be separable.
Another purpose of this paper is to study the existence of bridgeless graphs which
have real flow roots only but have some flow roots not in the set {1, 2, 3}. If such
1The degree of x in G, denoted by dG(x) (or simply d(x)), is defined to be the sum of the number
of non-loop edges in G incident with x and twice the number of loops in G incident with x.
2A vertex x in G is called a cut-vertex if G− x has more components that G has.
3G− e is the subgraph of G obtained from G by deleting e.
4A 3-edge-cut E′ of G is said to be proper if the deletion of all edges in E′ produces more non-empty
components than G has. Thus, if G is non-separable, then a 3-edge-cut of G is proper if and only if
this 3-edge-cut is not formed by three edges incident with a common vertex of degree 3.
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graphs do exist, then some of them are non-separable graphs which have neither 2-
edge-cut nor proper 3-edge-cut. In Section 5, we show that if a non-separable graph
G = (V,E) is such a graph and contains neither 2-edge-cut nor proper 3-edge-cut,
then G will satisfy various conditions (see Theorem 5.1), including that |W (G)| ≥ 3,
|E(G)| ≥ |V (G)|+8|W (G)|−7 and G has at least 22
27
(2|W (G)|−1) real roots in (1, 2).
In the end of this paper, we pose a conjecture that that for any bridgeless graph G, if
all flow roots of G are real, then every flow root of G is in the set {1, 2, 3}.
2 Some fundamental results on flow polynomials
The flow polynomial F (G, λ) of a graphG can be obtained from the following properties
of F (G, λ) (see Tutte [10]):
F (G, λ) =


1, if E = ∅;
0, if G has a bridge;
F (G1, λ)F (G2, λ), if G = G1 ∪G2;
(λ− 1)F (G− e, λ), if e is a loop;
F (G/e, λ)− F (G− e, λ), otherwise,
(2.1)
where G/e 5 is the graphs obtained from G by contracting e respectively, and G1 ∪G2
is the disjoint union of graphs G1 and G2.
By definition, a loop in G is considered as a block, and any block with more than one
vertex has no loops nor cut-vertices. Let b(G) be the number of non-trivial blocks (i.e.,
those blocks which are not K1) of G. Thus b(G) = 0 if and only if E(G) = ∅, and if G
is connected with E(G) 6= ∅, then b(G) = 1 if and only if G is non-separable.
For a connected graph G = (V,E) without loops, it is well known (see Woodall [9])
that (−1)|V |P (G, λ) > 0 for all real λ < 0 and (−1)|V |−1P (G, λ) > 0 for all real
0 < λ < 1. Woodall [9] and Whitehead and Zhao [8] independently showed that G
always has a chromatic root of multiplicity b(G) at λ = 1. Jackson [2] also proved that
(−1)|V |−b(G)+1P (G, λ) > 0 for all real 1 < λ ≤ 32/27, where the result does not hold if
32/27 is replaced by any larger number. For flow polynomials, there is an analogous
result due to Wakelin [7].
Theorem 2.1 ([7]) Let G = (V,E) be a bridgeless connected graph. Then
(a) F (G, λ) is non-zero with sign (−1)|E|−|V |+1 for λ ∈ (−∞, 1);
5 If u and v are two vertices of a graphH , letH/uv denote the graph obtained fromH by identifying
u and v. So every edge of H is also an edge in H/uv and every edge of H joining u and v becomes a
loop in H/uv. Then G/e is the graph (G− e)/uv, where u and v are the two ends of e.
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(b) F (G, λ) has a zero of multiplicity b(G) at λ = 1;
(c) F (G, λ) is non-zero with sign (−1)|E|−|V |+b(G)−1 for λ ∈ (1, 32/27]. ✷
In this paper, the properties of factorization of flow polynomials will be applied repeat-
edly. By the result in (2.1), the following result can be easily proved by induction.
Lemma 2.1 Let G be a bridgeless graph. If G1, G2, · · · , Gk are the blocks of G, then
F (G, λ) =
∏
1≤i≤k
F (Gi, λ). (2.2)
The next three results on the factorization of flow polynomials can be found in [4] (see
[3, 5] also). For any graph G and any two vertices u and v in G, let G+ uv denote the
graph obtained by adding a new edge joining u and v.
Lemma 2.2 ([4]) Let G be a bridgeless connected graph, v be a vertex of G, e =
u1u2 be an edge of G, and H1 and H2 be edge-disjoint subgraphs of G such that E(H1)∪
E(H2) = E(G− e), V (H1) ∩ V (H2) = {v}, V (H1) ∪ V (H2) = V (G), u1 ∈ V (H1) and
u2 ∈ V (H2), as shown in Figure 1. Then
F (G, λ) =
F (G1, λ)F (G2, λ)
λ− 1
. (2.3)
where Gi = Hi + vui for i ∈ {1, 2}.
② ②
② ②①
u1 u1u2
e
H1 H1H2
v v
G G1
Figure 1: G− e is separable.
Lemma 2.3 ([4]) Let G be a bridgeless connected graph, S be a 2-edge-cut of G,
and H1 and H2 be the sides of S, as shown in Figure 2. Let Gi be obtained from G by
contracting E(H3−i), for i ∈ {1, 2}. Then
F (G, λ) =
F (G1, λ)F (G2, λ)
λ− 1
. (2.4)
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① ①
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①
①
①
H1 H1H2
✬
✫
✩
✪
✬
✫
✩
✪
✬
✫
✩
✪
G
G1 when H2 is connected
Figure 2: G has a 2-edge-cut.
Lemma 2.4 ([4]) Let G be a bridgeless connected graph, S be a 3-edge-cut of G,
and H1 and H2 be the sides of S. Let Gi be obtained from G by contracting E(H3−i),
for i ∈ {1, 2}. Then
F (G, λ) =
F (G1, λ)F (G2, λ)
(λ− 1)(λ− 2)
. (2.5)
Remark: For a non-separable graph G, if G contains a 2-edge-cut, then G − e is
separable for each e in this cut and thus Lemma 2.3 is a special case of Lemma 2.2.
Also note that the graph in Lemma 2.4 has a structure similar to the one in Figure 2.
We end this section with the following result which will be applied many times in this
paper.
Lemma 2.5 Let G be a non-separable graph with subgraphs G1 and G2 such that
V (G1) ∩ V (G2) = {u, v}, V (G1) ∪ V (G2) = V (G), E(G1) ∩ E(G2) = ∅ and E(G1) ∪
E(G2) = E(G), as shown in Figure 3(a). Then
F (G, λ) =
F (G1 + uv, λ)F (G2 + uv, λ)
λ− 1
+ F (G1, λ)F (G2, λ), (2.6)
where u and v be two vertives of G.
Proof. Let H be the graph obtained G by replacing v by two new vertices v1 and v2
and for all edges in Gi incident with v, changing their common end v to vi, as shown
in Figure 3(b). Thus H/v1v2 is the graph G. By (2.1), we have
F (G, λ) = F (H, λ) + F (H + v1v2, λ). (2.7)
By Lemma 2.1,
F (H, λ) = F (G1, λ)F (G2, λ) (2.8)
and by Lemma 2.2,
F (H + v1v2, λ) =
F (G1 + uv, λ)F (G2 + uv, λ)
λ− 1
. (2.9)
Thus the result holds. ✷
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⑤ ⑤ ⑤
⑤ ⑤ ⑤⑤ ⑤
u u u
v
(a) Graph G (b) Graph H (c) Graph H + v1v2
G1 G1 G1
G2 G2 G2
v1 v1v2 v2
Figure 3: G is formed by proper subgraphs G1 and G2, and H/v1v2 = G
3 A theorem on a zero-free interval
In this section, we shall provide a sufficient condition for determining a zero-free interval
(1, β) of F (G, λ), where β ∈ (1, 2), for all graphs G in a family S. We shall first obtain
a sufficient condition for a real number λ in (1, 2) such that F (G, λ) 6= 0 for all graphs
G in S. In proving this result, we use some techniques that have appeared in [2] where
Jackson proved that every chromatic polynomial has no real roots in (1, 32/27]. For
any connected graph G, let
Q(G, λ) = (−1)p(G)F (G, λ) (3.1)
where p(G) = |E(G)| − |V (G)| + b(G) − 1. So p(G) = |E(G)| − |V (G)| if G is non-
separable with E(G) 6= ∅. Theorem 2.1 implies that Q(G, λ) > 0 for any bridgeless
connected graph G and real number λ ∈ (1, 32/27]. It is also clear that F (G, λ) 6= 0 if
and only if Q(G, λ) 6= 0.
Lemma 3.1 Let S be a family of bridgeless connected graphs and λ be any real
number in (1, 2). Assume that S contains a subfamily S ′ of non-separable graphs such
that conditions (i)-(iii) below are satisfied:
(i) Q(G, λ) > 0 for all graphs G ∈ S ′;
(ii) for every separable graph G ∈ S, all blocks of G belong to S;
(iii) for every non-separable graph G ∈ S \ S ′, one of the following cases occurs:
(a) for some edge e in G, G− e has a cut-vertex u and each Gi belongs to S for
i = 1, 2, where G1 and G2 are graphs stated in Lemma 2.2;
(b) for some edge e in G, both G − e and G/e belong to S and both b(G − e)
and b(G/e) are odd numbers;
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(c) there are subgraphs G1 and G2 of G with V (G1)∩V (G2) = {u1, u2}, V (G1)∪
V (G2) = V (G), E(G1) ∩E(G2) = ∅ and E(G1) ∪E(G2) = E(G), as shown
in Figure 3(a), such that b(G1)+b(G2) is even, and for i = 1, 2, |E(Gi)| ≥ 2
and both Gi+u1u2 and Gi belong to S, where Gi+u1u2 is the graph obtained
from Gi by adding a new edge joining u1 and u2; and
(d) there are subgraphs G1 and G2 of G with |E(G1)| ≥ 3, |E(G2)| ≥ 2, V (G1)∩
V (G2) = {u1, u2}, V (G1)∪V (G2) = V (G), E(G1)∩E(G2) = ∅ and E(G1)∪
E(G2) = E(G), as shown in Figure 3(a), such that b(G1/u1u2) + b(G2) is
an odd number and G1 + u1u2, G1/u1u2, G2, G2 + u1u2 and G2 + 2u1u2 all
belong to S, where G2 + 2u1u2 is the graph obtained from G2 by adding two
parallel edges joining u1 and u2.
Then Q(G, λ) > 0 for all graphs G ∈ S.
Proof. Suppose the result does not hold. Then there exists G ∈ S such that
Q(G, λ) ≤ 0 but Q(H, λ) > 0 for all H ∈ S with |E(H)| < m, where m = |E(G)|.
Now let G be fixed. By Condition (i), either G is separable or G ∈ S \ S ′. We shall
complete the proof by proving the following claims.
Claim 1: G is non-separable.
Suppose that G is separable with blocks G1, G2, · · · , Gk, where k = b(G) ≥ 2. For all
i = 1, 2, · · · , k, since |E(Gi)| < m and Gi ∈ S by Condition (ii), we have Q(Gi, λ) > 0.
Note that
p(G) = |E(G)| − |V (G)|+ k − 1
=
k∑
i=1
|E(Gi)| −
(
−(k − 1) +
k∑
i=1
|V (Gi)|
)
+ k − 1
= 2(k − 1) +
k∑
i=1
p(Gi).
By Lemma 2.1,
F (G, λ) =
k∏
i=1
F (Gi, λ). (3.2)
Thus
Q(G, λ) = (−1)p(G)F (G, λ) =
k∏
i=1
(−1)p(Gi)F (Gi, λ) =
k∏
i=1
Q(Gi, λ) > 0, (3.3)
a contradiction. Hence Claim 1 holds.
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Claim 2: Condition (a) of (iii) is not satisfied.
Suppose that G contains an edge e such that G− e has a cut-vertex u and Gi ∈ S for
i = 1, 2, where G1 and G2 are graphs stated in Lemma 2.2. As |E(Gi)| < m, we have
Q(Gi, λ) > 0 for i = 1, 2. By Lemma 2.2,
F (G, λ) =
F (G1, λ)F (G2, λ)
λ− 1
. (3.4)
Since G is non-separable by Claim 1, both G1 and G2 are non-separable. Thus
p(G1)+p(G2) = |E(G1)|−|V (G1)|+|E(G2)|−|V (G2)| = (|E(G)|+1)−(|V (G)|+1) = p(G),
implying that
Q(G, λ) =
Q(G1, λ)Q(G2, λ)
λ− 1
> 0, (3.5)
a contradiction. Hence Claim 2 holds.
Claim 3: Condition (b) of (iii) is not satisfied.
Suppose that G contains an edge e such that both b(G/e) and b(G−e) is odd and both
G/e and G− e belong to S.
Note that
p(G/e) = |E(G/e)| − |V (G/e)|+ b(G/e)− 1
= |E(G)| − 1− (|V (G)| − 1) + b(G/e)− 1 = p(G) + b(G/e)− 1
and
p(G− e) = |E(G− e)| − |V (G− e)|+ b(G− e)− 1
= |E(G)| − 1− |V (G)|+ b(G− e)− 1 = p(G) + b(G− e)− 2.
As G is non-separable, e is not a loop. By (2.1), we have
F (G, λ) = F (G/e, λ)− F (G− e, λ).
Since both b(G/e) and b(G− e) are odd, we have
Q(G, λ) = Q(G/e, λ) +Q(G− e, λ).
Since both G/e and G − e belong to S and both have less edges than G, by the
assumption on G, we have Q(G/e, λ) > 0 and Q(G − e, λ) > 0. Thus Q(G, λ) > 0, a
contradiction. Hence Claim 3 holds.
Claim 4: Condition (c) of (iii) is not satisfied.
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Suppose that condition (c) of (iii) is satisfied. Let G1 and G2 be such subgraphs of G
stated in condition (c). By Lemma 2.5,
F (G, λ) =
1
λ− 1
F (G1 + u1u2, λ)F (G2 + u1u2, λ) + F (G1, λ)F (G2, λ). (3.6)
As Gi + u1u2 is non-separable for i = 1, 2, we have
p(G1+u1u2)+p(G2+u1u2) = |E(G1)|+1−|V (G1)|+|E(G2)|+1−|V (G2)| = m−|V | = p(G).
(3.7)
We also have
p(G1) + p(G2) = |E(G1)| − |V (G1)|+ b(G1)− 1 + |E(G2)| − |V (G2)|+ b(G2)− 1
= m− |V | − 4 + b(G1) + b(G2) = p(G)− 4 + b(G1) + b(G2).
Since b(G1) + b(G2) is even,
Q(G, λ) =
1
λ− 1
Q(G1 + u1u2, λ)Q(G2 + u1u2, λ) +Q(G1, λ)Q(G2, λ). (3.8)
As |E(Gi)| ≤ m− 2, by the assumption G, Q(G1+u1u2, λ), Q(G2+u1u2, λ), Q(G1, λ)
and Q(G2, λ) are all positive, and so Q(G, λ) > 0, a contradiction.
Claim 5: Condition (d) of (iii) is not satisfied.
Suppose that condition (d) of (iii) is satisfied. Assume that G1 and G2 are two sub-
graphs of G as stated in condition (d), as shown in Figure 3(a). By Lemma 2.5,
F (G, λ)
=
1
λ− 1
F (G1 + u1u2, λ)F (G2 + u1u2, λ) + F (G1, λ)F (G2, λ)
=
1
λ− 1
F (G1 + u1u2, λ)F (G2 + u1u2, λ) + [F (G1/u1u2, λ)− F (G1 + u1u2, λ)]F (G2, λ)
= F (G1/u1u2, λ)F (G2, λ) +
F (G1 + u1u2, λ)
λ− 1
[F (G2 + u1u2, λ)− (λ− 1)F (G2, λ)] ,
and also by Lemma 2.5, we have
F (G2 + 2u1u2, λ) = (λ− 2)F (G2 + u1u2, λ) + (λ− 1)F (G2, λ). (3.9)
Thus
F (G, λ) = F (G1/u1u2, λ)F (G2, λ)+F (G1+u1u2, λ)
[
F (G2 + u1u2, λ)−
F (G2 + 2u1u2, λ)
λ− 1
]
.
(3.10)
Note that
p(G1/u1u2) + p(G2)
= |E(G1)| − (|V (G1)| − 1) + b(G1/u1u2)− 1 + |E(G2)| − |V (G2)|+ b(G2)− 1
= |E(G)| − |V (G)| − 3 + b(G1/u1u2) + b(G2)
= p(G)− 3 + b(G1/u1u2) + b(G2).
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As b(G1/u1u2) + b(G2) is an odd number, p(G1/u1u2) + p(G2) and p(G) have the same
parity (i.e., the sum of them is even). It can also be checked similarly that p(G1 +
u1u2)+ p(G2+u1u2) and p(G) have the same parity, but p(G1+u1u2)+ p(G2+2u1u2)
and p(G) have different parity. Thus
Q(G, λ) = Q(G1/u1u2, λ)Q(G2, λ)+Q(G1+u1u2, λ)
[
Q(G2 + u1u2, λ) +
Q(G2 + 2u1u2, λ)
λ− 1
]
.
(3.11)
By the given conditions and the assumption on G, Q(G1/u1u2, λ), Q(G1+u1u2, λ), and
Q(G2, λ), Q(G2 + u1u2, λ) and Q(G2 + 2u1u2, λ) are all positive. Hence Q(G, λ) > 0,
a contradiction.
Hence Claim 5 holds. By the above claims, we know that G is non-separable and does
not satisfy condition (iii), contradicting the the given conditions. Thus the result holds.
✷
By Lemma 3.1, the following result is immediately obtained.
Theorem 3.1 Let S be a family of bridgeless connected graphs and β a real number
in (1, 2]. Assume that there exists S ′ ⊆ S such that condition (i) in Lemma 3.1 holds
for all λ ∈ (1, β) and both conditions (ii) and (iii) in Lemma 3.1 hold, then Q(G, λ) > 0
for all graphs G ∈ S and all real λ ∈ (1, β). ✷
4 How to determine ξk
Recall that Ψk is the set of bridgeless connected graphs G with |W (G)| ≤ k and ξk is
the supremum in (1, 2] such that every graph in Ψk has no flow roots in (1, ξk). In this
section, we will show that ξk can be determined by considering the set of graphs in Θ
with exactly k vertices, where Θ is the set of graphs defined by the two steps below:
(i) Z3 ∈ Θ, where Zj is the graph with two vertices and j parallel edges joining these
two vertices; and
(ii) G(e) ∈ Θ for every G ∈ Θ and every e ∈ E(G), where G(e) is the graph obtained
from G − e by adding a new vertex w and adding two parallel edges joining w
and ui for both i = 1, 2, as shown in Figure 4.
As examples, we also determine the values of ξk for k ≤ 5: ξk = 2 for k = 0, 1, 2,
ξ3 = 1.430159709 · · ·, ξ4 = 1.361103081 · · · and ξ5 = 1.317672196 · · ·, where the last
three numbers in (1, 2) are the real zeros of λ3 − 5λ2 + 10λ− 7, λ3 − 4λ2 + 8λ− 6 and
λ3 − 6λ2 + 13λ− 9 in (1, 2) respectively.
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② ②
② ②② ②
u1 u1u2 u2
G G(e)
e ②
w
Figure 4: Graphs G and G(e)
For any bridgeless graph G, let η(G) be the minimum flow root of G in the interval (1, 2]
if such root exists and η(G) = 2 otherwise. By Theorem 2.1, we have 32/27 < η(G) ≤ 2
for every bridgeless graph G. For any set S of bridgeless graphs, let
η(S) =
{
inf{η(G) : G ∈ S}, if S 6= ∅;
2, otherwise.
(4.1)
Thus ξk = η(Ψk) and ξ0, ξ1, ξ2, · · · is a non-increasing sequence.
Let Φ be the set of non-separable graphs G with |V (G)| ≥ 2 such that the following
conditions are all satisfied:
(a’) G− e is non-separable for each edge e in G;
(b’) b(G/e) is even for each edge e in G; and
(c’) if G1 and G2 are subgraphs of G such that |E(Gi)| ≥ 2 for i = 1, 2, V (G1) ∩
V (G2) = {u1, u2}, V (G1) ∪ V (G2) = V (G), E(G1) ∩ E(G2) = ∅ and E(G1) ∪
E(G2) = E(G), as shown in Figure 3(a), then the three integers b(G1/u1u2), b(G1)−
1 and b(G2) all have the same parity.
Instead we prove directly that ξk can be determined by considering the set of graphs in
Θ with exactly k vertices, we will obtain this conclusion by proving that Θ is actually
equal to the set Φ and ξk = η(Φk), where Φk is the set of graphs G ∈ Φ with |V (G)| = k.
We will first show that ξk = min{η(Φi) : 2 ≤ i ≤ k} and the following result will be
applied in proving it. For a graph G = (V,E) and x ∈ V , let N(x) = {u : xu ∈ E(G)}.
So d(x) ≥ |N(x)|, where equality holds if and only if G has no loops or parallel edges
incident with x.
Lemma 4.1 Let G = (V,E) be a non-separable graph with |V | ≥ 3 and x ∈ V with
d(x) ≤ 3. If G− e is non-separable for every edge e incident with x, then G/e′ is also
non-separable for every edge e′ incident with x.
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Proof. Suppose that G/e′ is separable for some edge e′ incident with x.
Suppose that |N(x)| ≤ 2. Since |V | ≥ 3 and G is non-separable, |N(x)| = 2. As
d(x) ≤ 3 and |N(x)| = 2, there is a single edge incident with x, and observe that
G− e is separable for such an edge e, a contradiction. Thus |N(x)| = 3, implying that
d(x) = 3 and no parallel edges are incident with x.
Since G/e′ is separable and d(x) = |N(x)| = 3, G− e must be separable for every edge
e which is different from e′ and is incident with x, a contradiction. ✷
Lemma 4.2 For k ≥ 2, ξk = min{η(Φi) : i = 2, 3, · · · , k}.
Proof. We prove this result by applying Theorem 3.1. Let S = Ψk and
S ′ = {L,Z2} ∪
⋃
2≤i≤k
Φi, (4.2)
where L is the graph with one vertex and one loop. Let β = min{η(Φi) : i =
2, 3, · · · , k}.
By the definition on β, we have Q(G, λ) > 0 for all G ∈ S ′ and all λ ∈ (1, β). Thus
condition (i) of Lemma 3.1 is satisfied for all λ ∈ (1, β).
Observe that for any G ∈ S (= Ψk), if G is separable, then |W (B)| ≤ |W (G)| ≤ k
for each block B of G and so each block of G belongs to S. Hence Condition (ii) of
Lemma 3.1 is also satisfied.
If Condition (iii) of Lemma 3.1 holds for every non-separable graph G ∈ S \ S ′, then
this result holds by Theorem 3.1. Now suppose that Condition (iii) of Lemma 3.1 does
not hold for some non-separable graph G ∈ S \ S ′. So none of conditions (a), (b), (c)
and (d) of (iii) in Lemma 3.1 is satisfied for G. We shall show that W (G) = V (G)
and G satisfies conditions (a’), (b’) and (c’) in page 11, and thus G ∈ Φ, implying that
G ∈ S ′, a contradiction.
If G does not satisfy condition (a’), then for some edge e in G, G− e has a cut-vertex
u for some edge e. Then W (Gi) ⊆ W (G) and so Gi ∈ Ψk for i = 1, 2, where G1
and G2 are the two graphs stated in Lemma 2.2. Thus condition (a) is satisfied, a
contradiction. Hence G satisfies condition (a’).
Before we can show that G satisfies conditions (b’) and (c’), we need to show that
W (G) = V (G). Suppose that W (G) 6= V (G). Let x ∈ V (G) \W (G) and u ∈ N(x).
If W (G) 6= ∅, x and u are selected so that u ∈ W (G). It is clear that |V (G)| ≥ 3;
otherwise, d(x) ≤ 3 implies that G = Z2 or Z3 and so G ∈ S
′, a contradiction. As
G satisfies condition (a’), G − e is non-separable for every edge e incident with x,
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and so Lemma 4.1 implies that G/xu is non-separable. As W (G − xu) ⊆ W (G),
G − xu ∈ Ψk. If W (G) = ∅, then G/xu ∈ Ψ1 ⊆ Ψk; if W (G) 6= ∅, then u ∈ W (G)
and so |W (G/xu)| = |W (G)|, implying that G/xu ∈ Ψk. Thus condition (b) of (iii) in
Lemma 3.1 is satisfied, a contradiction. Hence W (G) = V (G).
Since W (G) = V (G), we have |V (G)| ≤ k and thus any bridgeless connected minor
of G belongs to Ψk. Since G does not satisfy condition (b) of (iii) in Lemma 3.1, it
immediately follows that G satisfies condition (b’) in page 11.
We now show that G also satisfies condition (c’) in page 11. Suppose that this is not
true. Then G has subgraphs G1 and G2 such that |E(Gi)| ≥ 2 for i = 1, 2, V (G1) ∩
V (G2) = {u1, u2}, V (G1)∪V (G2) = V (G), E(G1)∩E(G2) = ∅ E(G1)∪E(G2) = E(G),
as shown in Figure 3(a), but the three integers b(G1/u1u2), b(G1)− 1 and b(G2) don’t
have the same parity. Note that both Gi and Gi+u1u2 belong to Ψk for i = 1, 2. Since
G does not satisfies condition (c) of (iii) in Lemma 3.1, b(G1)+b(G2) is an odd number,
i.e., b(G1)− 1 and b(G2) have the same parity. Thus b(G2) and b(G1/u1u2) don’t have
the same parity, i.e., b(G2) + b(G1/u1u2) is odd. Note that G1 + u1u2, G1/u1u2, G2,
G2 + u1u2 and G2 + 2u1u2 all belong to S. Since G does not satisfies condition (c) of
(iii), we have |E(G1)| < 3. Thus |E(G1)| = 2. Since deleting any edge from G does not
produce a separable graph, the only two edges in G1 are parallel edges joining u1 and
u2. Thus b(G1/u1u2) = 2 and b(G1) = 1, implying that b(G1/u1u2) and b(G1)− 1 have
the same parity and hence b(G1/u1u2), b(G1)− 1 and b(G2) all have the same parity, a
contradiction.
Hence G satisfies condition (c’). Then, by definition of Φ, G ∈ Φ, implying that G ∈ Φi,
where i = |V (G)| ≤ k. Thus G ∈ S ′, contradicting the assumption on G. ✷
Later we will show that η(Φ0), η(Φ1), η(Φ2), η(Φ3), · · · is a non-increasing sequence and
so Lemma 4.2 implies that ξk = η(Φk) for k ≥ 2.
Now we are going to show that Θ and Φ are actually the same set. To prove this result,
we need to apply some properties on graphs in Θ and Φ.
Lemma 4.3 Let G = (V,E) ∈ Φ. Then for any distinct vertices u1, u2 in G,
b(G/u1u2) ∈ {1, 3}.
Proof. The result is true when |V | = 2. Assume that |V | ≥ 3 and b(G/u1u2) ≥ 2. So
there are subgraphs G1 and G2 such that V (G1)∩V (G2) = {u1, u2}, V (G1)∪V (G2) =
V (G), E(G1) ∩ E(G2) = ∅ and E(G1) ∪ E(G2) = E(G), as shown in Figure 3(a). If
b(G/u1u2) ≥ 4, then G1 and G2 can be non-separable, then |E(Gi)| ≥ 2 and b(G1) =
b(G2) = 1, contradicting condition (c’) that b(G1)− 1 and b(G2) have the same parity.
Now assume that b(G/u1u2) = 2. So Gi/u1u2 is non-separable for i = 1, 2. By condition
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(b’), we have |E(Gi)| ≥ 2 for i = 1, 2. Thus, by condition (c’), b(G1) + b(G2) is an
odd number at least 3. Then b(G1) or b(G2) is even. Assume that b(G2) is even.
Then b(G1/u1u2) must be even by condition (c’), contradicting the fact that G1/u1u2
is non-separable. ✷
Lemma 4.4 Let G = (V,E) ∈ Φ. Assume that G1 and G2 are proper subgraphs of
G such that V (G1) ∩ V (G2) = {u1, u2}, V (G1) ∪ V (G2) = V (G), E(G1) ∩ E(G2) = ∅
and E(G1) ∪ E(G2) = E(G), as shown in Figure 3(a). If |E(G2)| ≥ 2 and G2 is
non-separable, then G2 + u1u2 ∈ Φ.
Proof. Assume that |E(G2)| ≥ 2 and G2 is non-separable. If |E(G1)| = 1, then
G1 + u1u2 is G and so the result holds.
Now assume that |E(G1)| ≥ 2. Since G satisfies condition (c’) and G2 is non-separable,
b(G1) must be even. Because G satisfies condition (c’) again, b(G2/u1u2) and b(G1)
should have the same parity and so b(G2/u1u2) must be even.
Let e′ denote an edge joining u1 and u2. Thus Gi + u1u2 can be written as Gi + e
′.
Note that G1 + e
′ is non-separable, implying that the following statement is true:
for any non-separable subgraph H of G2 + e
′ (or (G2 + e
′)/v1v2 for any
vertices v1, v2 in G2+ e
′) with e′ ∈ E(H), if |E(H)| ≥ 2, then the subgraph
obtained from H by replacing e′ by G1 with vertex ui of G1 being identified
with ui in H for i = 1, 2 is also non-separable.
Because G satisfies conditions (a’), (b’) and (c’) and the above statement holds, to
show that G2 + e
′ satisfies conditions (a’), (b’) and (c’), it suffices to show that it
satisfies conditions (a’) and (b’) for the edge e′.
Observe that deleting e′ from G2∆+ e
′ obtains G2 which is non-separable by the given
condition. Also (G2+e
′)/e′ = G2/u1u2 has even blocks. Thus G2+e
′ satisfies conditions
(a’) and (b’) for the edge e′. ✷
By the definition of Θ, Θ has only one graph (i.e., Z3) with two vertices, one graph
with three vertices and one graph with four vertices respectively, as shown in Figure 5.
It can be verified easily that every graph in Θ satisfies conditions (a’), (b’) and (c’)
and thus Θ ⊆ Φ. To show that Φ = Θ, we will prove by induction that every graph of
Φ also belongs to Θ.
Let Γ(G) be the set of vertices x in G such that d(x) = 4 and |N(x)| = 2. If G ∈ Φ
and |V (G)| ≥ 3, Lemma 4.3 implies that there are at most two parallel edges joining
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②
②
(a) (b)
Figure 5: The only graphs in Θ with 3 or 4 vertices
any two vertices in a graph of Φ. Then for each x ∈ Γ(G) with N(x) = {u1, u2}, there
are exactly two parallel edges joining x and ui for i = 1, 2.
Lemma 4.5 For any G = (V,E) ∈ Θ, if |V | ≥ 3, then δ(G) = 4; and if |V | ≥ 4,
then there are two non-adjacent vertices in Γ(G).
Proof. We will prove this result by induction on |V |. By definition, the two graphs
in Figure 5 are the only graphs in Θ with three and four vertices respectively. Thus
the result holds when |V | ≤ 4.
Let G = (V,E) ∈ Φ with |V | ≥ 4. Assume that the result holds for G. It is clear that
δ(G(e)) = 4 by the definition of G(e) and the assumption that δ(G) = 4.
Assume that u1, u2 are the two ends of e. As the result holds for G, there exists
w1 ∈ Γ(G) \ {u1, u2}. It is clear that w1 ∈ Γ(G(e)). By the definition of G(e), the new
vertex w of G(e) is not adjacent to w1 and also belongs to Γ(G(e)). Thus the result
holds for G(e). ✷
Now we are going to prove that Φ and Θ are actually the same set.
Theorem 4.1 Φ = Θ.
Proof. It is easy to verify recursively that every graph in Θ satisfies conditions (a’),
(b’) and (c’) and so Θ ⊆ Φ.
We will prove by induction on the number of vertices that every graph G of Φ belongs
to Θ. If |V (G)| = 2, then G = Z3 and so G ∈ Θ. Assume that every graph of Φ with
less than m vertices belongs to Θ, where m ≥ 3. Now let G = (V,E) be a graph of Φ
with |V | = m. We first show that Γ(G) 6= ∅.
Assume that u1 and u2 are adjacent vertices in G. As G satisfies condition (b’),
b(G/u1u2) must be odd and so b(G/u1u2) = 3 by Lemma 4.3. Then G has the structure
15
shown in Figure 6(a), where G1 and G2 are two connected subgraphs of G such that
V (G1) ∩ V (G2) = {u1, u2}, V (G1) ∪ V (G2) = V (G), E(G1) ∩ E(G2) = ∅ and E(G1) ∪
E(G2) = E(G) \ {e}, where e is an edge of G joining u1 and u2.
⑤ ⑤
⑤
⑤ ⑤
u1 u1
u2 u2
(a) G (b) G
G1 w
G2 G2e e
H1
H2
Figure 6: Graph G
Since |V | ≥ 3, we may assume that |V (G1)| ≥ 3. As b(G2 + e) = 1 and G satisfies
condition (c’), b(G1) is even. Thus G1 can be divided into two edge-disjoint subgraphs
H1 and H2 such that V (H1) ∩ V (H2) = {v}, V (H1) ∪ V (H2) = V (G1), and E(G1) ∪
E(G2) = E(G1), as shown in Figure 6(b). By Lemma 4.3, it can be deduced that
b(G1+ e)+ b(G2) = 3, implying that both H1 and H2 are non-separable. As G satisfies
condition (a’), we have |E(Hi)| ≥ 2.
If |V | = 3, then each Hi has exactly two edges and G2 has just one edge, and so G is
the graph Z3(e
′) for some edge e′ in Z3, and hence Γ(G) = V (G). Now assume that
|V | ≥ 4. At least one of the three subgraphs H1, H2 and G2 + e contains at least three
vertices.
Consider the case that G2 + e has at least three vertices. Lemma 4.4 implies that
G2+ e+u1u2 ∈ Φ. Since this graph has less vertices than G, by inductive assumption,
G2 + e+ u1u2 ∈ Θ. Then, by Lemma 4.5, there exists x ∈ Γ(G2 + e+ u1u2) \ {u1, u2}.
It is clear that x ∈ Γ(G).
Now assume that V (G2) = {u1, u2}. As G/u1u2 has exactly 3 blocks by Lemma 4.3,
G2 is the graph Z1. Then we may assume that |V (H1)| ≥ 3. Lemma 4.4 implies that
H1 + u1w ∈ Φ. Since H1 + u1w has less vertices than G, by inductive assumption,
H1 + u1w ∈ Θ. Thus the graph (H1 + u1w)(f) ∈ Θ by the definition of Θ, where f is
an edge of H1 + u1w joining u1 and w. By Lemma 4.5, either u1 ∈ Γ((H1 + u1w)(f))
or there is x ∈ Γ((H1 + u1w)(f)) \ {w, u1}. Thus either u1 ∈ Γ(G) or x ∈ Γ(G).
Hence Γ(G) 6= ∅. Let w be a vertex in Γ(G). Let N(w) = {v1, v2}. Then there are
exactly two parallel edges joining w and vi for i = 1, 2. Since G satisfies condition (c’),
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G−w is non-separable and has at least two edges. By Lemma 4.4, (G−w)+ v1v2 ∈ Φ.
By inductive assumption, (G−w) + v1v2 ∈ Θ. Hence G ∈ Θ by the definition of Θ. ✷
By Theorem 4.1 and the definition of Θ, we have Φ0 = Φ1 = ∅, Φ2 = {Z3} and
Φk+1 = {G(e) : G ∈ Φk, e ∈ E(G)} for k ≥ 2.
Now it remains to show that η(Φ0), η(Φ1), η(Φ2), η(Φ3), · · · is non-increasing and so
Lemma 4.2 implies that ξk = η(Φk).
Theorem 4.2 η(Φ0), η(Φ1), η(Φ2), η(Φ3), · · · is a non-increasing sequence and ξk =
η(Φk) for k = 0, 1, 2, · · ·.
Proof. Since Φ2 has only one graph, i.e., Z3, we have ξ2 = η(Φ2) = 2 by Lemma 4.2.
Thus ξi = 2 = η(Φi) for i = 0, 1, 2. We need to apply the following claim.
Claim A: For k ≥ 2, if ξk = η(Φk), then η(Φk+1) ≤ η(Φk).
Suppose that η(Φk) < η(Φk+1). Then there exists G ∈ Φk such that η(G) = η(Φk). As
η(Φk+1) ≤ 2, η(Φk) < 2, and so F (G, η(Φk)) = 0.
Let e be an edge of G joining two vertices u1 and u2. By Lemma 2.5, we have
F (G(e), λ) = (λ− 1)2F (G− e, λ) + (λ− 2)2F (G, λ) (4.3)
and
F (G+ u1u2, λ) = (λ− 1)F (G− e, λ) + (λ− 2)F (G, λ). (4.4)
Thus
F (G(e), λ) = (λ− 1)F (G+ u1u2, λ) + (2− λ)F (G, λ). (4.5)
Since G,G + u1u2 and G(e) are all non-separable, p(G), p(G(e)) and p(G + u1u2)− 1
all have the same parity. Thus
(2− λ)Q(G, λ) = Q(G(e), λ) + (λ− 1)Q(G+ u1u2, λ). (4.6)
As G ∈ Φk, we have G(e) ∈ Φk+1. Since η(Φk+1) > η(Φk) by assumption, we have
Q(G(e), η(Φk)) > 0. AsG+u1u2 ∈ Ψk and ξk = η(Φk), we have Q(G+u1u2, η(Φk)) ≥ 0.
Hence Q(G, η(Φk)) > 0, contradicting the assumption that F (G, η(Φk)) = 0.
So Claim A holds. Now assume that for integer k with k ≥ 2, η(Φ0), η(Φ1), η(Φ2), · · · , η(Φk)
is non-increasing and ξi = η(Φi) for i = 0, 1, 2, · · · , k. By Claim A, η(Φk+1) ≤ η(Φk).
Then, Lemma 4.2 implies that ξk+1 = η(Φk+1). Hence this theorem holds. ✷
Before the end of this section, we try to find the values of ξk (i.e., η(Φk)) for some k.
By Theorem 4.2 and the fact that Φk+1 = {G(e) : G ∈ Φk, e ∈ E(G)} for k ≥ 2, it is
not hard to find the value of ξk for small k. As an example, we will determine ξk for
0 ≤ k ≤ 5.
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Theorem 4.3 ξk = 2 for k = 0, 1, 2, ξ3 = 1.430159709 · · ·, ξ4 = 1.361103081 · · ·, and
ξ5 = 1.317672196 · · ·, where the last three numbers are the real roots of λ
3−5λ2+10λ−7,
λ3 − 4λ2 + 8λ− 6 and λ3 − 6λ2 + 13λ− 9 in (1, 2) respectively.
Proof. By Theorem 4.2, ξk = η(Φk). As Z3 is the only graph of Φ2, we have
ξ2 = η(Φ2) = 2. Thus ξ0 = ξ1 = 2. Note that the two graphs in Figure 5 are the only
graphs of Φ3 and Φ4. Their flow polynomials are
(λ− 1)(λ3 − 5λ2 + 10λ− 7), (4.7)
and
(λ− 1)(λ− 2)2(λ3 − 4λ2 + 8λ− 6). (4.8)
Each of the above polynomials has only one real root in (1, 2):
1.430159709 · · · and 1.361103081 · · · . (4.9)
Thus the result holds for ξ3 and ξ4. Because Φ = Θ, Φ5 has only two different graphs,
as shown in Figure 7.
① ①
① ①
① ①①
①
① ①
(a) (b)
Figure 7: The only two graphs in Φ5
Their flow polynomials are
(λ− 1)(λ3 − 6λ2 + 13λ− 9)(λ4 − 5λ3 + 12λ2 − 16λ+ 9), (4.10)
(λ− 1)(λ− 2)(λ6 − 9λ5 + 37λ4 − 89λ3 + 132λ2 − 112λ+ 41). (4.11)
Their smallest roots in (1, 2) are 1.317672196 · · · and 1.335087886 · · · respectively. Thus
the result holds. ✷
5 Integral Flow Roots
It is known that there exist graphs whose chromatic roots are all integers, for example,
chordal graphs. There are also graphs which have all real chromatic roots but also
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include non-integral chromatic roots. For any integer n with n ≥ 2, let Hn be the
graph obtained from the complete graph Kn by subdividing some edge in Kn once.
Observe that
P (Hn, λ) = λ(λ− 1) · · · (λ− n + 2)(λ
2 − nλ + 2n− 3). (5.1)
When n ≥ 7, all roots of P (Hn, λ) are real, but some roots are not integral.
In this section we consider the problem of whether there is a graph whose flow roots also
have similar properties, i.e., all flow roots are real but some of them are not integral.
We shall show that if there is such a graph G = (V,E), then this graph must satisfy
various conditions (see Theorem 5.1)
Let G = (V,E) be a bridgeless connected graph. If G has no 2-edge-cut, it can be
proved by induction and by applying (2.1) that F (G, λ) is a polynomial of order r,
where r = |E| − |V |+ 1, and if F (G, λ) =
∑
0≤i≤r
biλ
i, then
br = 1, br−1 = −|E| and br−2 =
(
|E|
2
)
− γ, (5.2)
where γ is the number of 3-edge-cuts of G. Applying the technique used in the proof
of Lemma 4.2 in [6], a lower bound on γ in terms of |E| and r can be obtained. We
need to apply the following result whose proof can be found in [6].
Lemma 5.1 ([6]) Assume that the polynomial
P (λ) =
n∑
i=0
(−1)iaiλ
n−i, (5.3)
where a0 = 1, has only positive real roots. Then for each i : 2 ≤ i ≤ n,
0 < ai ≤
(
n
i
)(a1
n
)i
, (5.4)
where equality holds if and only if P (λ) = (λ− a1/n)
n.
Lemma 5.2 Let G = (V,E) be a bridgeless connected graph which has no 2-edge-cut.
Assume that all roots of F (G, λ) are real numbers. Let γ be the number of 3-edge-cuts
of G. Then
γ ≥
(|E| − r)(|E| − 1)
2(r − 1)
, (5.5)
where the inequality is strict if r − 1 does not divide |E| − 1.
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Proof. By Theorem 2.1, F (G, λ) has a root 1. Write
F (G, λ) = (λ− 1)F0(G, λ). (5.6)
Let 1,−a1 and a2 be the three leading coefficients of F0(G, λ). By (5.2),
a1 + 1 = |E| and a2 + a1 =
(
|E|
2
)
− γ, (5.7)
and so
γ =
(
|E|
2
)
− a2 − (|E| − 1). (5.8)
Since all roots of F (G, λ) are real, by Theorem 2.1, all roots of F (G, λ) are positive
real numbers. Then, by Lemma 5.1, we have
a2 ≤
(
r − 1
2
)(
|E| − 1
r − 1
)2
, (5.9)
where the equality holds if and only if F0(G, λ) = (λ − (|E| − 1)/(r − 1))
r−1, which
is impossible if (|E| − 1)/(r − 1) is not an integer as every rational root of F (G, λ) is
integral. Hence (5.5) follows from (5.8) and (5.9). ✷
In Lemma 5.3 and Theorem 5.1 below, let G = (V,E) be a non-separable graph in
Ψk \ Ψk−1, where k ≥ 0 and Ψ−1 = ∅, such that G has no 2-edge-cut nor proper
3-edge-cut.
Let vi be the number of vertices of degree i in G, r = |E| − |V |+ 1 and
α =
∑
i≥3
(i− 3)vi. (5.10)
If G 6= K2, then δ(G) ≥ 3 and so α = 2|E| − 3|V |.
Lemma 5.3 If |V | ≥ 3, then the following results hold:
(i) r ≥ max{3, 8k − 6} and |V | ≥ 2k;
(ii) if k = 1, then α ≥ r − 2; otherwise, α ≥ r + 2k − 3.
Proof. As G is non-separable and has no 2-edge-cut, we have vi = 0 for i < 3. Since
α = 2|E| − 3|V | and r = |E| − |V |+ 1, we can then deduce that |V | = 2r− 2− α and
|E| = 3r − 3− α.
As |V | = 2r − α − 2, α ≥ 0 and |V | ≥ 3, we have r ≥ 3. Since G is non-separable,
has no 2-edge-cut nor proper 3-edge-cut, we have v3 = γ, where γ is the number of
3-edge-cuts of G. Thus Lemma 5.2 implies that
v3 ≥
(2r − 3− α)(3r − 4− α)
2(r − 1)
, (5.11)
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where the inequality is strict if r− 1 does not divide 3r− 4− α. Since G ∈ Ψk \Ψk−1,
we have v3 = |V | − k and so inequality (5.11) is equivalent to the following one:
2r − 2− α− k ≥
(2r − 3− α)(3r − 4− α)
2(r − 1)
. (5.12)
Inequality (5.12) is again equivalent to
(r − 1)(r − 8k + 7) ≥ (2α− 3r + 5)2. (5.13)
We can show that (r − 1)(r − 8k + 7) > 0. By (5.13), we need only consider the case
that 2α − 3r + 5 = 0. So 3r − 4 − α = 1.5(r − 1), implying that inequalities (5.11),
(5.12) and (5.13) are all strict and thus (r − 1)(r − 8k + 7) > 0. As r ≥ 3, r ≥ 8k − 6
and so r ≥ max{3, 8k − 6}. Inequality (5.13) is equivalent to
(α− r − 2k + 4)(α− 2r + 2k + 1) + 4(k − 1)2 ≤ 0. (5.14)
Since r + 2k − 4 ≤ 2r − 2k − 1, inequality (5.14) yields that α ≥ r − 2 if k = 1 and
α ≥ r + 2k − 3 otherwise. As |V | ≥ 3, it is clear that |V | ≥ 2k when k ≤ 1. If k ≥ 2,
then inequality (5.14) implies that α ≤ 2r − 2k − 2 and so |V | ≥ 2k follows. ✷
For any bridgeless graph H , let R(H) be the multiset of real roots of F (H, λ) in (1, 2).
Let
ω(H) =
∑
u∈R(H)
(2− u). (5.15)
So ω(H) ≥ 0 where equality holds if and only if R(H) = ∅. For any multiset A, let
|A| =
∑
a∈A na, where na is the number of times that a appears in A. So ω(H) = 0 if
and only if |A| = 0, i.e., R(H) = ∅. Now we are going to prove the main result of this
section.
Theorem 5.1 If G 6= K2 and all flow roots of G are real, then one of the following
statements holds:
(i) G is K4;
(ii) every flow root of G is in the set {1, 2}; and
(iii) k ≥ 3, |V | ≥ 2k, ω(G) ≥ |E| − 2|V |+ 1 ≥ 2k − 1,
|R(G)| ≥ (2k − 1)/(2− ξk) ≥
{
27k/11 + 12/11, if 3 ≤ k ≤ 5,
27k/11− 27/22, if k ≥ 6;
and max{|V | + 8k − 7, 2|V | + 2k − 2} ≤ |E| ≤ ((|V | + 1)ξk − 3)/(ξk − 1) <
(32|V | − 49)/5.
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Proof. If |V | = 1, then G is the graph with one vertex and one loop, and so G has
one root only (i.e., 1). Then consider the case that |V | = 2. G is the graph with two
vertices and |E| parallel edges joining these two vertices. Only when |E| ≤ 3, all flow
roots of G are real. As G 6= K2, we have 2 ≤ |E| ≤ 3 and thus (ii) holds.
Now assume that |V | ≥ 3 and both (i) and (ii) are not true. We first prove two claims
below before show that (iii) holds.
Claim 1: if k = 0, then α ≥ r − 2.
Suppose that k = 0 and α ≤ r − 3. Then Lemma 5.3 (ii) implies that α = r − 3.
However, as G ∈ Ψ0, G is cubic by the given conditions and so α = 0 and |E| =
3
2
|V |.
Thus
3 = r = |E| − |V |+ 1 =
3
2
|V | − |V |+ 1,
implying that |V | = 4 and |E| = 6. Since G is non-separable and has no 2-edge-cut,
G has no multiedges and so G ∼= K4, contradicting the assumption that (i) does not
hold.
Claim 2: k ≥ 3 and ω(G) ≥ |E| − 2|V |+ 1 ≥ 2k − 1, where the inequality is strict if
F (G, λ) has some real roots in (2,∞).
Let t = |R(G)|, i.e., t is the number of real roots of F (G, λ) in the interval (1, 2), where
the repeated roots are also counted. Since G is non-separable, F (G, λ) has one root
equal to 1 by Theorem 2.1. As all flow roots of G are real, Theorem 2.1 also implies
that all roots of F (G, λ) are in [1,∞). As |E| is the sum of all flow roots of G and
F (G, λ) has exactly r roots, one of which is 1, exactly t of which are in (1, 2) and
(r − t− 1) are at least 2, we have
|E| = 3r − α− 3 ≥ 1 + 2t− ω(G) + 2(r − 1− t) = 2r − 1− ω(G), (5.16)
implying that ω(G) ≥ α + 2 − r = |E| − 2|V | + 1, where the inequality is strict if
F (G, λ) has some real roots in (2,∞).
Assume that k ≤ 2. Then R(G) = ∅ by Theorem 4.2, and so t = 0 = ω(G). Since (ii)
does not hold for G, F (G, λ) has some roots in (2,∞), implying that (5.16) is strict
and so α < r − 2, contradicting Claim 1 and the result of Lemma 5.3 (ii).
As k ≥ 3, Lemma 5.3 (ii) implies that α + 2− r ≥ 2k − 1. So Claim 2 holds.
Now we are going to show that (iii) holds.
By Claim 2, it remains to show that the bounds for |R(G)| and |E| in (iii) hold.
Note that ω(G) ≤ (2 − ξk)|R(G)|. By Claim 2, ω(G) ≥ 2k − 1 and so |R(G)| ≥
(2k − 1)/(2− ξk). It is known that ξ3 ≥ 1.430, ξ4 ≥ 1.361, ξ5 ≥ 1.317 and ξk ≥ 32/27
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for all k ≥ 5. Thus we have
(2k − 1)/(2− ξk) ≥
{
27k/11 + 12/11, if 3 ≤ k ≤ 5,
27k/11− 27/22, if k ≥ 6.
By Lemma 5.3 (i), we have r ≥ 8k − 6 and so |E| ≥ |V |+ 8k − 7. By Lemma 5.3 (ii),
we have α ≥ r + 2k − 3 and so |E| ≥ 2|V | + 2k − 2. Thus the lower bound for |E| in
(iii) holds.
Since |V | ≥ 2k by Lemma 5.3, G has at least k ≥ 3 vertices of degree 3 and thus 2 is
its flow root6. As F (G, λ) is a polynomial of order r, we have |R(G)| ≤ r − 2. Thus
|E| − |V | − 1 = r − 2 ≥ |R(G)|. (5.17)
On the other hand,
|R(G)|(2− ξk) ≥ ω(G) ≥ |E| − 2|V |+ 1, (5.18)
where the last inequality is from Claim 2. So we have
(|E| − |V | − 1)(2− ξk) ≥ |E| − 2|V |+ 1. (5.19)
Then it follows that
|E| ≤
(|V |+ 1)ξk − 3
ξk − 1
<
32|V | − 49
5
, (5.20)
where the last inequality follows from the fact that ξk > 32/27. ✷
By Theorem 5.1, if |R(G)| ≤ 8 or |E| ≤ |V |+16, then each flow root of G is contained
in {1, 2, 3}. In fact, for such a result, the condition that G has no 2-edge-cut nor proper
3-edge-cut is not necessary.
Theorem 5.2 Let G = (V,E) be any bridgeless graph. Assume that all roots of
F (G, λ) are real. If either |E| ≤ |V |+ 16 or |R(G)| ≤ 8, then every root of F (G, λ) is
in {1, 2, 3}.
Proof. Note that if |E| ≤ |V |+ 16, then |E(B)| ≤ |V (B)|+ 16 for every block B of
G; and if |R(G)| ≤ 8, then |R(B)| ≤ 8 for each block B of G. Thus we need only to
prove the result for all non-separable graphs.
Let Z be the set of non-separable bridgeless graphs G such that all roots of F (G, λ)
are real, and either |E| ≤ |V |+16 or |R(G)| ≤ 8. Suppose that there is a graph G ∈ Z
such that some flow root of G is not in {1, 2, 3}. We may assume that |V | has the
6It is known that 2 is a flow root of G if and only if G has at least one vertex of odd degree, because
G has a nowhere-zero Z2-flow if and only if every vertex of G has even degree.
23
minimum value among all such graphs and that G ∈ Ψk \Ψk−1. We shall complete the
proof by showing the following claims.
Claim 1: G contains a 2-edge-cut or a proper 3-edge-cut.
Suppose that the claim is wrong. By the assumption on the minimality of |V |, δ(G) ≥ 3.
Then Theorem 5.1 implies that k ≥ 3, |R(G)| ≥ 9 and |E| ≥ |V |+8k−8, contradicting
the given condition. Hence the claim holds.
Claim 2: all flow roots of G are in {1, 2, 3}, contradicting the assumption on G.
By Claim 1, G contains a 2-edge-cut or a proper 3-edge-cut. Let S be such an edge-cut.
By Lemma 2.3 or 2.4,
F (G, λ) =
F (G1, λ)F (G2, λ)
λ− 1
or F (G, λ) =
F (G1, λ)F (G2, λ)
(λ− 1)(λ− 2)
, (5.21)
where G1 and G2 are the graphs stated in Lemma 2.3 or 2.4. By (5.21), as G has real
flow roots only, Gi has real flow roots only for i = 1, 2; if |R(G)| ≤ 8, then |R(Gi)| ≤ 8
for i = 1, 2.
It is obvious that G1 is non-separable, and |E(G1)|−|V (G1)| ≤ |E(G)|−|V (G)|. Thus,
if |E| ≤ |V |+ 16, then |E(G1)| ≤ |V (G1)|+ 16. Hence G1 ∈ Z and similarly G2 ∈ Z.
It is clear that |V (Gi)| < |V | for i = 1, 2. By the assumption on G, every flow root of
Gi is contained in {1, 2, 3} for i = 1, 2. Hence (5.21) implies that every flow roots of G
is contained in {1, 2, 3}.
Therefore claim 2 is true and the result holds. ✷
Recently, Kung and Royle [6] proved a very interesting result.
Theorem 5.3 (Kung and Royle [6]) If G is a bridgeless graph, then its flow roots
are integral if and only if G is the dual of a planar chordal graph.
By Theorems 5.2 and 5.3, we immediately obtain the following result.
Corollary 5.1 Let G = (V,E) be any bridgeless graph which has only real flow roots.
If G is not the dual of a planar chordal graph, then |E| ≥ |V | + 17 and |R(G)| ≥ 9,
i.e., G has at least 9 flow roots in (1, 2). ✷
Corollary 5.2 For a connected planar graph G = (V,E), if G has real chromatic
roots only and G is not chordal, then |V | ≥ 19 and G has at least 9 chromatic roots in
(1, 2) (counting multiplicity for each root).
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Proof. We have P (G, λ) = λF (G∗, λ). As G is not chordal, by Theorem 5.3, G∗ has
some non-integral real flow roots. By Corollary 5.1, |E(G∗)| ≥ |V (G∗)|+17 and G∗ has
at least 9 flow roots in (1, 2), where the latter implies that G has at least 9 chromatic
roots in (1, 2). Notice that
|E(G∗)| = |E(G)| and |V (G∗)| = |E(G)| − |V (G)|+ 2,
thus |E(G∗)| ≥ |V (G∗)|+ 17 implies that |V (G)| ≥ 19. ✷
We would like to propose the following conjecture to end this article.
Conjecture 5.1 For any bridgeless graph G, if all flow roots of G are real, then all
flow roots of G are contained in {1, 2, 3}.
Let L be the family of non-separable graphs which have no 2-edge-cut nor 3-edge-cut.
Lemmas 2.1, 2.3 and 2.4 imply that Conjecture 5.1 holds if and only if it holds for all
graphs in L. If Conjecture 5.1 does not hold for some graph G ∈ L, then Theorem 5.1
implies that G has at least 27k/11− 27/22 flow roots in (1, 2), where k = |W (G)| ≥ 3.
This is a reason why this conjecture is proposed.
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