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Abstract
We study the Fredholm determinant of an integrable operator acting on the interval (0, s)
whose kernel is constructed out of the Ψ-function associated with a hierarchy of higher order
analogues to the Painleve´ III equation. This Fredholm determinant describes the critical
behavior of the eigenvalue gap probability at the hard edge of unitary invariant random
matrix ensembles perturbed by poles of order k in a certain scaling regime. Using the
Riemann-Hilbert method, we obtain the large s asymptotics of the Fredholm determinant.
Moreover, we derive a Painleve´ type formula of the Fredholm determinant, which is expressed
in terms of an explicit integral involving a solution to a coupled Painleve´ III system.
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1 Introduction
1.1 Random matrix ensembles with pole singularities in the potential
In this paper, we are concerned with the following unitary invariant random matrix ensem-
bles
1
Zn
(detM)α exp[−ntrVk(M)]dM, α > −1, (1.1)
defined on the space H+n of n×n positive definite Hermitian matrices M = (Mij)1≤i,j≤n, where
dM =
n∏
i=1
dMii
∏
1≤i<j≤n
dReMijdImMij, (1.2)
Zn =
∫
H+n
(detM)α exp[−ntrVk(M)]dM (1.3)
2
is the normalization constant, and the potential
Vk(x) := V (x) +
(
t
x
)k
, x ∈ (0,∞), t > 0, k ∈ N. (1.4)
In (1.4), it is assumed that the regular part V of the potential is real analytic on [0,∞), and
also we are in the one-cut regular case in the sense of [21, 30]. This particularly implies that
the limiting mean distribution of the eigenvalues as n → ∞ for t = 0 is supported on [0, b] for
some positive b.
Since the ensembles are unitary invariant, we have that the eigenvalues of a random matrix
in (1.1) form a determinantal point process [29, 34], whose joint probability density function is
explicitly given by
1
Ẑn
∏
1≤i<j≤n
(xj − xi)2
n∏
j=1
w(xj), (1.5)
with
Ẑn =
∫
[0,∞)n
∏
1≤i<j≤n
(xj − xi)2
n∏
j=1
w(xj)dxj
and
w(x) = xαe−nVk(x). (1.6)
Clearly, random matrix ensembles of the form (1.1) can be interpreted as unitary ensem-
bles perturbed by a pole of order k at the origin. These singularly perturbed ensembles have
attracted lots of interests recently. On one hand, they arise in a variety of problems. These
problems include statistics for zeta zeros and eigenvalues [4], eigenvalues of Wigner-Smith time-
delay matrix in the context of quantum transport and electrical characteristics of chaotic cavities
[10, 11, 36], and random matrix models in the field of spin-glasses [2], etc.. On the other hand,
these ensembles are natural candidates to exhibit new critical phenomena. Indeed, for each
fixed t > 0, the eigenvalues are repelled from the origin due to the pole singularities in the
potential. This behavior is quite different from the unperturbed case (i.e., t = 0), in which
the eigenvalues will accumulate near the origin as n → ∞ for the one-cut regular case. As a
consequence, it is expected that some new phenomena will appear near the origin if one takes
t → 0 and simultaneously n → ∞, which also corresponds to a phase transition between two
different edge behaviors. Studies of this aspect have been conducted in [9] for the perturbed
Gaussian unitary ensembles, in [14, 32, 43, 44] for the perturbed Laguerre unitary ensembles,
and in [3] for the general case as indicated in (1.1). It comes out that the Painleve´ III equation
and its hierarchy play an important role in describing the critical behavior, as we will review
from the viewpoint of correlation kernel in what follows.
1.2 Double scaling limit of the correlation kernel at the hard edge
Let us denote by Kn(x, y; t) the correlation kernel associated with (1.5), which takes the
following form
Kn(x, y; t) = h
−1
n−1
√
w(x)w(y)
πn(x)πn−1(y)− πn−1(x)πn(y)
x− y , x, y > 0. (1.7)
Here πj(x), j = 0, 1, · · · , is a family of monic polynomials of degree j satisfying the orthogonality
conditions ∫ ∞
0
πj(x)πm(x)w(x)dx = hjδj,m, (1.8)
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Figure 1: The jump contours Σj and the regions Ωj, j = 1, 2, 3, for the RH problem for Ψ.
where the weight function w is given in (1.6).
To state the relevant results, we also need the following Riemann-Hilbert(RH) problem.
RH problem 1.1. Let λ > 0 and α > −1. We look for a 2 × 2 matrix-valued function
Ψ(z) = Ψ(z;λ) satisfying
(1) Ψ(z) is defined and analytic in C \{∪3j=1Σj ∪{0}}, where the contours Σj, j = 1, 2, 3, are
illustrated in Figure 1.
(2) Ψ has limiting values Ψ±(z) for z ∈ ∪3j=1Σj, where Ψ+ (Ψ−) denotes the limiting values
from the left (right) side of Σj, and
Ψ+(z) = Ψ−(z)

 1 0
eαπi 1
 , z ∈ Σ1, 0 1
−1 0
 , z ∈ Σ2, 1 0
e−απi 1
 , z ∈ Σ3.
(1.9)
(3) As z →∞, there exist functions p(λ), q(λ) and r(λ) such that
Ψ(z;λ) =
I + 1
z
 q(λ) −ir(λ)
ip(λ) −q(λ)
+O(z−2)
 z− 14σ3 I + iσ1√
2
ez
1
2 σ3 , (1.10)
where the branch cuts of z−
1
4 and z
1
2 are taken along the negative real axis, and
σ1 =
0 1
1 0
 , σ3 =
1 0
0 −1

are the Pauli matrices.
4
(4) As z → 0, there exists a unimodular matrix Ψ0(λ), independent of z, such that
Ψ(z;λ) = Ψ0(λ)(I +O(z))e
−(−λz )
k
σ3z
α
2
σ3

I, z ∈ Ω1, 1 0
−eαπi 1
 , z ∈ Ω2, 1 0
e−απi 1
 , z ∈ Ω3,
(1.11)
where the regions Ωi, i = 1, 2, 3, are depicted in Figure 1.
It was shown in [3] that there exists a unique solution to the above RH problem for each
k ∈ N, α > −1 and λ > 0. This generalizes the result in [44] for the case k = 1.
Now, for z ∈ Ω1, let us set ψ1(z;λ)
ψ2(z;λ)
 := Ψ(z;λ)
1
0
 . (1.12)
These two functions can be extended analytically in the whole complex plane with a cut along
Σ1, which we still denote by ψi(z;λ), i = 1, 2. This particularly implies thatψ1(x;λ)
ψ2(x;λ)
 = Ψ−(x;λ)
 1
−e−απi
 , x < 0. (1.13)
Let us consider the correlation kernel Kn(x, y; t) given in (1.7). Assume that the parameter
t→ 0 and n→∞ in such a way that
2−
1
k cV n
2k+1
k t→ λ > 0, (1.14)
where cV is a constant depending on the regular part V in the potential. It was shown in [3,
Theorem 1.10] that
lim
n→∞
1
cV n2
Kn
(
u
cV n2
,
v
cV n2
; t
)
= KPIII(u, v;λ), (1.15)
uniformly for u, v and λ in any compact subsets of (0,∞), where
KPIII(u, v;λ) := e
απiψ1(−u;λ)ψ2(−v;λ) − ψ1(−v;λ)ψ2(−u;λ)
2πi(u − v) . (1.16)
The subscript PIII is used to indicate that the RH problem 1.1 for Ψ is related to a hierarchy
of higher order analogues to the Painleve´ III equation, which we will explain next.
Remark 1.2. When λ = 0, RH problem 1.1 for Ψ can be solved explicitly in terms of modified
Bessel functions; cf. [31]. Furthermore, this also corresponds to the case t = 0 in (1.4), i.e., the
singular part in the potential Vk vanishes. Since the hard edge scaling limit of the correlation
kernel for the unperturbed unitary ensembles is given by the classical Bessel kernel [25] in
general (cf. [41]), it is then natural to expect some transition will occur between these two
kernels as the parameter λ varies. This is indeed the case. According to [3, 44], we have
KPIII(u, v;λ) = KBes(u, v) +O(λ), λ→ 0+, (1.17)
5
uniformly for u, v in any compact subset of (0,∞), where
KBes(x, y) =
Jα(
√
x)
√
yJ ′α(
√
y)−√xJ ′α(
√
x)Jα(
√
y)
2(x− y) , (1.18)
is the Bessel kernel of order α, and Jα(x) is the Bessel function of the first kind of order α; see
[1].
1.3 Connection with a Painleve´ III hierarchy
The (1,2) entry r(λ) of the residue term at infinity for Ψ in (1.10) is connected to a Painleve´
III hierarchy. More precisely, given k ∈ N, let us consider the following k + 1 ODEs for k + 1
unknown functions (̺(λ), ℓ1(λ), . . . , ℓk(λ)) indexed by p = 0, . . . , k:
̺ = − 1
4ℓ2k
((ℓ2k)
′′ − 3(ℓ′k)2 + τ0), p = 0,
p∑
q=0
(ℓk−p+q+1ℓk−q − (ℓk−p+qℓk−q)′′ + 3ℓ′k−p+qℓ′k−q − 4̺ℓk−p+qℓk−q) = τp, 1 ≤ p ≤ k,
(1.19)
where (′) = ddλ , τp, p = 0, 1, . . . , k are real constants, and
ℓk+1(λ) = 0, ℓ0(λ) =
λ
2
.
If k = 1, the ODE for ℓ1 reads
ℓ′′1(λ) =
ℓ′1(λ)
2
ℓ1(λ)
− ℓ
′
1(λ)
λ
− ℓ1(λ)
2
λ
− τ0
ℓ1(λ)
+
τ1
λ
,
which can be identified as the Painleve´ III equation [33, Equation (32.2.3)] with parameters
α = −1, β = τ1, γ = 0 and δ = −τ0p. Hence, the system of equations (1.19) is called the k-th
member of the Painleve´ III hierarchy. For general k > 1, one can obtain an ODE of order 2k
for ℓ1 from (1.19) by eliminating the other functions ̺ and ℓp (2 ≤ p ≤ k).
The connection between r(λ) and the Painleve´ III hierarchy (1.19) is shown in [3, Theorem
1.6], as stated in the following proposition.
Proposition 1.3. Let Ψ(z;λ) be the unique solution to RH problem 1.1 for α > −1 and λ > 0.
Then, the limit
yα(λ) = −2i d
dλ
(
lim
z→∞ zΨ
(
z;λ2
)
e−z
1
2 σ3 I − iσ1√
2
z
1
4
σ3
)
12
= −2 d
dλ
(
r
(
λ2
))
(1.20)
exists, where (M)ij stands for the (i, j)-th entry of a matrix M . Furthermore, yα(λ) is a
solution of the equation for ℓ1 of the k-th member of the Painleve´ III hierarchy (1.19), with the
parameters τp, p = 0, . . . , k given by
τp =

42k+1k2, p = 0,
−(−4)k+1αk, p = k,
0, 0 < p < k.
(1.21)
In addition, the asymptotic behavior of yα can be derived from the following asymptotics of
r(λ):
r(λ) =
1
8
(
1− 4α2)+O (λk) , as λ→ 0+ (1.22)
6
and
r(λ) = λ
2k
2k+1
(
βk−2 − 3
2
z0
)
− (−z0)
1
2λ
k
2k+1α+O(1), as λ→ +∞, (1.23)
where
z0 = −
(
2k−1(k − 1)!
(2k − 1)!!
)− 2
2k+1
, βj = −(−z0)−
3
2
−j (2j + 1)!!
2jj!
with (2j+1)!! = (2j+1)(2j − 1) · · · 3 · 1 being the double factorial; see [3, Equations (5.17) and
(4.57)].
1.4 Gap probability at the hard edge
Let KPIII be the integral operator with kernel χ[0,s](u)KPIII(u, v)χ[0,s](v) in (1.16) acting on
the function space L2((0,∞)), where s > 0 and χJ is the characteristic function of the interval
J . It is the aim of this paper to study the Fredholm determinant
det (I −KPIII) . (1.24)
Due to the determinantal structure (1.5), the above function gives us the gap probability (the
probability of finding no eigenvalues) on the interval (0, s) for the limiting process of the random
matrix ensembles (1.1), i.e.,
det(I −KPIII)
= limProb
(
M distributed according to (1.1) has no eigenvalues in
(
0,
s
cV n2
))
, (1.25)
where the limit is understood that both t→ 0 and n→∞ such that condition (1.14) holds.
It is well-known that, for many limiting correlation kernels arising from random matrix
theory, the associated Fredholm determinants are related to systems of integrable differential
equations [37]–[40]. Note that kernel KPIII(u, v) in (1.16) can be viewed as a generalization of
the classical Bessel kernel KBes(u, v) in (1.18) (see Remark 1.2). Let us recall some basic facts
regarding the Bessel kernel.
Define KBes to be the integral operator with kernel χ[0,s](u)KBes(u, v)χ[0,s](v) acting on the
function space L2((0,∞)). The celebrated Tracy-Widom formula (see [38, Equation (1.19)]) is
det (I −KBes) = exp
(
−1
4
∫ s
0
log
( s
τ
)
q
2(τ)dτ
)
, (1.26)
where the function q(τ) satisfies the following equation
τ(q2 − 1)(τq′)′ = q(τq′)2 + 1
4
(τ − α2)q+ 1
4
τq3(q2 − 2) (1.27)
with the boundary condition
q(τ) ∼ 1
2αΓ(1 + α)
τα/2, as τ → 0+. (1.28)
Note that, the equation (1.27) reduces to a special case of the Painleve´ V equation via the
transformation y(τ) = (q(τ2)− 1)/(q(τ2) + 1). Furthermore, the following large s asymptotics
of det(I −KBes) is conjectured in [38], and later rigorously proved in [20] (see also [6]):
ln det(I −KBes) = −1
4
s+ αs1/2 − α
2
4
ln s+ τα +O
(
s−1/2
)
, as s→ +∞, (1.29)
7
where the constant τα is given by
τα = ln
(
G(1 + α)
(2π)α/2
)
(1.30)
with G(z) being the Barnes G-function.
It would then be natural to derive the large s asymptotics of det(I − KPIII) and to ask for
its Painleve´ type formula, which will be the main results of the present work stated in what
follows. We note that similar problems have been addressed for other generalizations of Bessel
kernel recently in [16, 26, 35, 45].
2 Statement of results
2.1 Large gap asymptotics
Our first result is the following large s asymptotics of the gap probability.
Theorem 2.1. For α > −1, s > 0 and λ > 0, let KPIII be the integral operator with kernel
χ[0,s](u)KPIII(u, v)χ[0,s](v) in (1.16) acting on the function space L
2((0,∞)) and denote
F (s;λ) := ln det(I −KPIII). (2.1)
Then, we have, as s→ +∞,
F (s;λ) = −1
4
s+ αs1/2 − α
2
4
ln s+
∫ λ
0
1
2t
(
r(t) +
α2
2
− 1
8
)
dt+ τα +O
(
s−1/2
)
, (2.2)
where the function r(t) is related to the Painleve´ III hierarchy as stated in Proposition 1.3 and
the constant τα is given in (1.30).
In view of the local behavior of r(λ) near the origin given in (1.22), the integral in (2.2) is
well-defined. Moreover, as λ→ 0+, we recover the large s asymptotics of ln det(I−KBes) shown
in (1.29). This is compatible with the fact (1.17), and also explains why the two constant terms
in (1.29) and (2.2) are the same.
Remark 2.2. In the literature, the asymptotics of Fredholm determinants of other Painleve´
kernels have been investigated in [17] for the kernels built in terms of the Painleve´ I hierarchy, in
[7] for the Painleve´ II kernel associated with the Hastings-McLeod solution, and quite recently in
[42] for the Painleve´ XXXIV kernel. All these Painleve´ kernels describe certain critical behaviors
encountered in random matrix theory.
Remark 2.3. We would like to point out that our asymptotic formula (2.2) provides another
concrete example that supports the so-called Forrester-Chen-Eriksen-Tracy conjecture [13, 25].
This conjecture asserts that if the mean density ρ(x) of particles around a point x∗ behaves like
(x− x∗)β, then, for the probability E(s) of emptiness of the interval (x∗ − s, x∗ + s), we have
E(s) ∼ exp
(
−Cs2β+2
)
. (2.3)
When E(s) admits a representation in terms of a Fredholm determinant associated with
certain kernel, this conjecture is supported by all the classical kernels encountered in random
matrix theory, which include the sine kernel [23] (β = 0), the Airy kernel [39] (β = 1/2) and
the Bessel kernel (1.29) (β = −1/2). Other evidences beyond these classical cases include
higher Painleve´ I kernels [17] (β = 2l + 1/2, l ∈ N), the Painleve´ II kernel [7] (β = 2), the
8
Meijer G-kernels (β = − ll+1 , l ∈ N) and Wright’s generalized Bessel kernels (β = − 11+θ , θ > 0)
investigated in [16].
For the model (1.1) considered in the present work, the limiting mean distribution of the
eigenvalues as n→∞ and t→ 0+ is the same as the unperturbed case, which could be described
as the minimizer of an equilibrium problem with external field V . Due to our assumption on
the regularity of the potential V , the density function behaves like x−1/2 near the origin. Hence,
the asymptotic formula (2.2) indeed supports (2.3) with β = −1/2.
Finally, we highlight that the s-independent term in (2.2) involves an integral with respect
to certain Painleve´ transcendents. This phenomena was first observed in [7] in the studies of
Painleve´ II kernel associated with the Hastings-McLeod solution, and is also confirmed in recent
work [42] concerning the Painleve´ XXXIV kernel. We expect this feature is true for the large s
asymptotics associated with any other Painleve´ kernels.
2.2 A coupled Painleve´ III system
To express a Painleve´ type formula for the gap probability, we need a function a(λ; s). This
function, together with the other k + 1 functions b1(λ; s), . . . , bk+1(λ; s), satisfies the following
system of coupled ODEs involving k + 2 equations:
(λ− 2b1)b′′1 +
(
b′1 − 12
)2 − (2a′ − s)(λ− 2b1)2 = 0,
k+1∑
m=j−k−1
(
−bj−mb′′m +
b′j−mb
′
m
2
+ 4a′bj−mbm + 2bj−mbm+1
)
= Λj, k + 2 ≤ j ≤ 2k + 2,
(2.4)
where ′ = ddλ , bk+2(λ; s) := 0 and the constants Λj are given by
Λj =

2k2, j = 2k + 2,
(−1)k2αk, j = k + 2,
0, k + 2 < j < 2k + 2.
(2.5)
In addition, we also have
∂
∂s
a(λ; s) =
λ
2
− b1(λ; s). (2.6)
We call the system (2.4) a coupled Painleve´ III system for the following reason. When k = 1,
the ODEs in (2.4) reduce to
(λ− 2b1)b′′1 +
(
b′1 − 12
)2 − (2a′ − s)(λ− 2b1)2 = 0,
−b2b′′2 + 12(b′2)2 + 4a′b22 = 2,
b1b
′′
2 − b′′1b2 − b1(b
′
2)
2
b2
+ b′1b
′
2 + 2b
2
2 + 2α+
4b1
b2
= 0.
(2.7)
Set b1 = λ/2, the first equation in (2.7) is satisfied automatically, while the third equation for
b2 now reads
b′′2 −
(b′2)
2
b2
+
1
λ
(
b′2 + 4b
2
2 + 4α
)
+
4
b2
= 0, (2.8)
which is a Painleve´ III equation.
For general k ∈ N, if s = 0, there exist solutions a(λ) and bi(λ), i = 1, . . . , k + 1, to the
system (2.4) with b1 = λ/2 (see Remark 6.6 below). It is then straightforward to check that the
ODEs in (2.4) are related to the Painleve´ III hierarchy (1.19) through the following relations{
a′(λ) = −̺(λ)/2,
bj+1(λ) = ℓj(λ)/4
j , j = 0, · · · , k. (2.9)
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Our second result concerns the existence of a class of special solutions to the above coupled
Painleve´ III system.
Theorem 2.4. For α > −1, s > 0, there exist solutions a(λ; s) and b1(λ; s), . . . , bk+1(λ; s)
to the coupled Painleve´ III system (2.4), which are analytic for λ ∈ (0,+∞) and the function
a(λ; s) satisfies the following asymptotic behaviors as λ→ 0+:
a(λ; s) =
1− 4α2
8λ
+O
(
λ1+2α
)
. (2.10)
In principle, we could also derive the asymptotics of other functions bi(λ; s), i = 1, . . . , k+1,
for the special solutions in Theorem 2.4. For instance, we have
b1(λ; s) =
λ
2
− s
αλ2α+1
22α+1 Γ(α+ 1)2
e
− 2
sk
(
1 +O
(
λ2(1+α)
))
, λ→ 0+. (2.11)
Since it is the function a(λ; s) that will play a role in our Painleve´ type formula below, we will
not discuss their asymptotics in this paper.
2.3 A Painleve´ type formula of the gap probability
Our final result shows the existence of a Painleve´ type formula of the gap probability, after
proper scaling.
Theorem 2.5. With the logarithm of the gap probability F (s;λ) defined in (2.1), we have
F
(
λ2s;λ2
)
= −
∫ λ
0
[a(τ ; s)− a(τ ; 0)]dτ, (2.12)
where the function a(λ; s) is among the class of special solutions to the coupled Painleve´ III
system (2.4) as stated in Theorem 2.4.
By (2.10), it is readily seen that the integral in (2.12) is convergent. We also emphasize that
the formula (2.12) is consistent with the Tracy-Widom formula for Bessel kernel in the sense
that it boils down to the logarithm of (1.26) as λ→ 0+. For convenience of the reader, we will
discuss this aspect in the Appendix.
Remark 2.6. It is worthwhile to note that the relations between Fredholm determinants and
other coupled Painleve´ systems have also been established in recent studies, which generalize the
classical results of Tracy and Widom [38, 39]. More precisely, the coupled Painleve´ II systems
have been related to the generating function for the Airy point process in [15], to the Fredholm
determinants of the Painleve´ II and the Painleve´ XXXIV kernel in [42]. A coupled Painleve´ V
system has been related to the generating function for the Bessel point process in [12].
2.4 Organization of the rest of the paper
The rest of this paper is devoted to the proofs of our results. Due to the integrable structure
of the kernel KPIII(u, v) in the sense of Its-Izergin-Korepin-Slavnov [27], the proof of Theorem
2.1 relies on the representations of partial derivatives of Fredholm determinant in terms of the
solutions of certain RH problems, established under a general framework in [5, 19]. In Section
3, we formulate a RH problem X with constant jumps related to ∂∂sF (s;λ) and then perform a
Deift-Zhou steepest descent analysis [22] on this RH problem, which ultimately leads to the large
s asymptotics of ∂∂sF (s;λ). Similarly, we study a RH problem X̂ associated with
∂
∂λF
(
λ2s;λ2
)
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and its large s asymptotics in Section 4. The differences between the RH problems for X and X̂
lie in the boundary conditions. This asymptotics, together with the asymptotics of ∂∂sF (s;λ),
will lead to large s asymptotics of ∂∂λF (s;λ). A combination of these two asymptotics of partial
derivatives of F (s;λ) gives us the proof of Theorem 2.1, as shown in Section 5. The derivation of
the coupled Painleve´ III system is given in Section 6, where we formulate a model RH problem
M and the coupled Painleve´ III system follows from the compatibility conditions of the Lax
pair equations associated with this RH problem. The RH problem for M is actually defined
as a ‘scaled’ version of that for X, and is also related to ∂∂sF
(
λ2s;λ2
)
. After performing an
asymptotic analysis of this RH problem in Section 7, we present the proofs of Theorems 2.4 and
2.5 in Section 8. Finally, the consistency of (2.12) with the logarithm of (1.26) is discussed in
the Appendix.
3 Large s asymptotics of ∂∂sF (s; λ)
In this section, we will derive large s asymptotics of ∂∂sF (s;λ) by relating
∂
∂sF (s;λ) to a RH
problem. The strategy follows from a general framework established in [5, 19]. We first recall
some basic facts in the context of our model.
3.1 A Riemann-Hilbert setting
To facilitate our computations, we shall make use of the fact that
det(I −KPIII) = det
(
I − K˜PIII
)
, (3.1)
where K˜PIII is the integral operator with kernel
χ[−s,0](u)K˜PIII(u, v)χ[−s,0](v) = e
απiχ[−s,0](u)
ψ1(v;λ)ψ2(u;λ)− ψ1(u;λ)ψ2(v;λ)
2πi(u − v) χ[−s,0](v)
(3.2)
acting on the function space L2((−∞, 0)).
By (3.2), it is readily seen that
K˜PIII(u, v) =
f t(u)h(v)
u− v , (3.3)
where
f = −eαpii2
ψ1
ψ2
 , h = eαpii2
2πi
 ψ2
−ψ1
 . (3.4)
In addition, we have
d
ds
ln det
(
I − K˜PIII
)
= −tr
((
I − K˜PIII
)−1 d
ds
K˜PIII
)
= −R(−s,−s), (3.5)
where R(u, v) stands for the kernel of the resolvent operator
R =
(
I − K˜PIII
)−1
− I = K˜PIII
(
I − K˜PIII
)−1
=
(
I − K˜PIII
)−1
K˜PIII.
Since the operator K˜PIII is integrable, its resolvent kernel is integrable as well; cf. [19, 27].
Indeed, by setting
F :=
(
I − K˜PIII
)−1
f , H :=
(
I − K˜PIII
)−1
h, (3.6)
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Figure 2: Regions I−V and contours Γ(s)j , j = 1, 2, 3, 4.
we have
R(u, v) =
Ft(u)H(v)
u− v . (3.7)
It turns out that this resolvent kernel is related to the following RH problem.
RH problem 3.1. Let s > 0 and λ > 0. We look for a 2 × 2 matrix-valued function Y (z)
satisfying
(1) Y (z) is defined and analytic in C \ [−s, 0], where the orientation is taken from the left to
the right.
(2) For x ∈ (−s, 0), we have
Y+(x) = Y−(x)
(
I − 2πif(x)ht(x)) , (3.8)
where f and h also depend on the parameter λ by (3.4).
(3) As z →∞,
Y (z) = I +O(1/z). (3.9)
(4) We have
Y (z) =
 O(1), as z → 0,O(ln(z + s)), as z → −s. (3.10)
By [19], it follows that
Y (z) = I −
∫ 0
−s
F(w)ht(w)
w − z dw (3.11)
and
F(z) = Y (z)f(z), H(z) =
(
Y t(z)
)−1
h(z). (3.12)
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Recalling the RH problem 1.1 for Ψ, we make the following undressing transformation to
arrive at a RH problem with constant jumps. Define
X(z;λ, s) = X(z) =

Y (z)Ψ(z), for z in region I ∪ III ∪ IV,
Y (z)Ψ(z)
 1 0
eαπi 1
 , for z in region II,
Y (z)Ψ(z)
 1 0
−e−απi 1
 , for z in region V,
(3.13)
where the regions I−V are shown in Figure 2. Then, X satisfies the following RH problem.
Proposition 3.2. The function X defined in (3.13) has the following properties:
(1) X(z) is defined and analytic in C \ {∪4j=1Γ(s)j ∪ {−s}}, where
Γ
(s)
1 = (−s, 0), Γ(s)2 = −s+e−πi/3R−, Γ(s)3 = (−∞,−s), Γ(s)4 = −s+eπi/3R−, (3.14)
with R− := (−∞, 0) and all orientations from the left to the right; see the solid lines in
Figure 2.
(2) X satisfies the following jump conditions:
X+(z) = X−(z)

eαπi 0
0 e−απi
 , z ∈ Γ(s)1 , 1 0
eαπi 1
 , z ∈ Γ(s)2 , 0 1
−1 0
 , z ∈ Γ(s)3 , 1 0
e−απi 1
 , z ∈ Γ(s)4 .
(3.15)
(3) As z →∞,
X(z) =
(
I +
X∞
z
+O
(
z−2
))
z−
1
4
σ3 I + iσ1√
2
ez
1
2 σ3 . (3.16)
(4) We have
X(z) =
 O(1)(I +O(z))e
(−1)k+1(λz )
k
σ3z
α
2
σ3 , as z → 0,
O(ln(z + s)), as z → −s.
(3.17)
Proof. It suffices to check the jump condition on Γ
(s)
1 , while the other claims follow directly
from the definition (3.13).
By (1.13) and (3.4), we have, for x < 0,
f(x) = Ψ−(x)
−eαpii2
e−
αpii
2
 , h(x) = − 1
2πi
Ψ−t− (x)
e−αpii2
e
αpii
2
 . (3.18)
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Thus,
I − 2πif(x)ht(x) = Ψ−(x)
 0 −eαπi
e−απi 2
Ψ−1− (x). (3.19)
This, together with (3.8) and (3.13), implies that if −s < x < 0,
X+(x) = Y+(x)Ψ+(x)
 1 0
eαπi 1

= Y−(x)Ψ−(x)
 0 −eαπi
e−απi 2
Ψ−1− (x)Ψ+(x)
 1 0
eαπi 1

= X−(x)
 1 0
e−απi 1
 0 −eαπi
e−απi 2
 0 1
−1 0
 1 0
eαπi 1

= X−(x)
eαπi 0
0 e−απi
 ,
(3.20)
as desired.
Remark 3.3. Solvability of the RH problem for X follows from (6.1) and Theorem 6.3 below.
The connection between X and ∂∂sF (s;λ) is stated in the following proposition.
Proposition 3.4. We have
∂
∂s
F (s;λ) =
d
ds
ln det
(
I − K˜PIII
)
= −e
απi
2πi
lim
z→−s
(
X−1(z)X ′(z)
)
21
, (3.21)
where the limit is taken as z tends to −s in region V.
Proof. For z belonging to region V, we see from (3.12), (3.13) and (3.18) that
F(z) = X(z)
−eαπi/2
0
 , H(z) = −X−t(z)
2πi
 0
eαπi/2
 . (3.22)
A combination of L’Hoˆpital’s rule, (3.1), (3.5), (3.7) and (3.22) then gives us (3.21).
3.2 Asymptotic analysis of the Riemann-Hilbert problem for X
In this section, we shall perform the Deift-Zhou steepest descent analysis to the RH problem
for X as s→ +∞. It consists of a series of explicit and invertible transformations which leads
to a RH problem tending to the identity matrix as s→ +∞.
3.2.1 X → T : Rescaling
Define
T (z) = X(sz). (3.23)
It is then straightforward to check that T satisfies a RH problem as follows:
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RH problem 3.5. The function T defined in (3.23) has the following properties:
(1) T (z) is defined and analytic in C \{∪4j=1Γ(1)j ∪{−1}}, where the contours Γ(1)j are defined
in (3.14) with s = 1, as shown in Figure 3.
(2) T satisfies the following jump conditions:
T+(z) = T−(z)

eαπi 0
0 e−απi
 , z ∈ Γ(1)1 , 1 0
eαπi 1
 , z ∈ Γ(1)2 , 0 1
−1 0
 , z ∈ Γ(1)3 , 1 0
e−απi 1
 , z ∈ Γ(1)4 .
(3.24)
(3) As z →∞,
T (z) =
(
I +O
(
1
z
))
(sz)−
1
4
σ3 I + iσ1√
2
e(sz)
1
2 σ3 . (3.25)
(4) For z /∈ (−∞, 0], we have
T (z) =
 O(1)(I +O(z))e
(−1)k+1( λsz )
k
σ3z
α
2
σ3 , as z → 0,
O(ln(z + 1)), as z → −1.
(3.26)
3.2.2 T → S: Normalization at ∞ and 0
Define
g(z) =
√
z + 1
1 + (−1)k+1 λk
sk+1/2
k∑
j=1
cj
zj
 , z ∈ C \ (−∞,−1], (3.27)
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where
ck = 1 and
m∑
j=0
(
1/2
m− j
)
ck−j = 0 for m = 1, . . . , k − 1. (3.28)
From the above definition, it is readily seen that
g+(x) + g−(x) = 0 for x < −1,
and
g(z) =

√
z + g1z
−1/2 +O(z−3/2), as z →∞,
(−1)k+1 λk
sk+1/2zk
+O(1), as z → 0,
(3.29)
with
g1 =
1
2
+ (−1)k+1 λ
k
sk+1/2
c1. (3.30)
The second transformation is then defined by
S(z) = s
1
4
σ3
 1 0
is g1 1
T (z)e−√sg(z)σ3 , (3.31)
where g1 is given in (3.30). It is straightforward to check that S satisfies the following RH
problem.
RH problem 3.6. The function S defined in (3.31) has the following properties:
(1) S(z) is defined and analytic in C \ {∪4j=1Γ(1)j ∪ {−1}}; see Figure 3.
(2) S satisfies the following jump conditions:
S+(z) = S−(z)

eαπi 0
0 e−απi
 , z ∈ Γ(1)1 , 1 0
eαπi−2
√
sg(z) 1
 , z ∈ Γ(1)2 , 0 1
−1 0
 , z ∈ Γ(1)3 , 1 0
e−απi−2
√
sg(z) 1
 , z ∈ Γ(1)4 .
(3.32)
(3) As z →∞,
S(z) =
(
I +O
(
1
z
))
z−
1
4
σ3 I + iσ1√
2
. (3.33)
(4) We have
S(z) =
 O(1)z
α
2
σ3 , as z → 0,
O(ln(z + 1)), as z → −1.
(3.34)
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By (3.27), one verifies that for sufficiently large positive s,
Re g(z) > 0, z ∈ Γ(1)2 ∪ Γ(1)4 .
Hence, the jump matrix of S on Γ
(1)
2 ∪ Γ(1)4 tends to the identity matrix exponentially fast as
s→ +∞. This uniform convergence is not valid anymore for z near −1.
3.2.3 Outer parametrix
By ignoring the exponentially small terms in the jumps (3.32) and a neighborhood of −1,
we are led to the following RH problem for the outer parametrix N .
RH problem 3.7. We look for a 2× 2 matrix-valued function N(z) satisfying
(1) N(z) is defined and analytic in C \ (−∞, 0].
(2) For x < 0, we have
N+(x) = N−(x)

 eαπi 0
0 e−απi
 , x ∈ (−1, 0), 0 1
−1 0
 , x ∈ (−∞,−1). (3.35)
(3) As z →∞,
N(z) =
(
I +O
(
1
z
))
z−
1
4
σ3 I + iσ1√
2
. (3.36)
(4) As z → 0,
N(z) = O(1)z
α
2
σ3 . (3.37)
The above RH problem can be solved explicitly and the solution is given by (cf. [28])
N(z) =
 1 0
iα 1
 (z + 1)− 14σ3 1√
2
(I + iσ1)
(√
z + 1 + 1√
z + 1− 1
)−α
2
σ3
, z ∈ C \ (−∞, 0], (3.38)
where the branches are chosen as arg(z + 1) ∈ (−π, π), arg z ∈ (−π, π), and such that the last
factor in (3.38) behaves(√
z + 1 + 1√
z + 1− 1
)−α
2
σ3
=
(
1 +
α2
2z
)
I − α√
z
σ3 +O
(
z−3/2
)
as z →∞. (3.39)
3.2.4 Local parametrix near −1
Let D−1 be a small, open neighborhood near −1 with fixed radius. Due to the fact that the
convergence of the jump matrices to the identity matrices on Γ
(1)
2 ∪Γ(1)4 is not uniform near −1,
we intend to find a function P−1 satisfying a RH problem as follows.
RH problem 3.8. We look for a 2× 2 matrix-valued function P−1(z) satisfying
(1) P−1(z) is defined and analytic in D−1 \ {∪4j=1Γ(1)j ∪ {−1}}.
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(2) P−1(z) satisfies the same jump conditions (3.32) as S for z ∈ D−1 ∩ {∪4j=1Γ(1)j }.
(3) As s→ +∞, P−1 matches N(z) on the boundary ∂D−1 of D−1, i.e.,
P−1(z) = N(z)(I + o(1)), z ∈ ∂D−1. (3.40)
To solve the above RH problem, we note that, as z → −1,
g(z) =
√
z + 1
[
1− λ
k
sk+1/2
(
η0 + η1(z + 1) +O(z + 1)
2
)]
, (3.41)
with
η0 =
k∑
j=1
(−1)k+jcj , η1 =
k∑
j=1
(−1)k+jjcj , (3.42)
where cj are determined in (3.28). This local behavior suggests us to construct P−1 with the
help of the Bessel parametrix Φ
(α)
Bes, which solves the following model RH problem.
RH problem 3.9. The 2× 2 matrix-valued function Φ(α)
Bes
(ζ) has the following properties:
(1) Φ
(α)
Bes
(ζ) is defined and analytic in C \ {∪3j=1Σj ∪ {0}}, where the contours Σj, j = 1, 2, 3,
are illustrated in Figure 1.
(2) Φ
(α)
Bes
(ζ) satisfies the following jump conditions:
Φ
(α)
Bes,+(ζ) = Φ
(α)
Bes,−(ζ)

 1 0
eαπi 1
 , ζ ∈ Σ1, 0 1
−1 0
 , ζ ∈ Σ2, 1 0
e−απi 1
 , ζ ∈ Σ3.
(3.43)
(3) As ζ →∞,
Φ
(α)
Bes
(ζ) = (4π2ζ)−
1
4
σ3 I + iσ1√
2
I + 1
16
√
ζ
−1− 4α2 −2i
−2i 1 + 4α2
+O(1
ζ
) e2√ζσ3 .
(3.44)
(4) The matrix function Φ
(α)
Bes
(ζ) has the following local behavior near the origin. If α < 0,
Φ
(α)
Bes
(ζ) = O
|ζ|α/2 |ζ|α/2
|ζ|α/2 |ζ|α/2
 , as ζ → 0. (3.45)
If α = 0,
Φ
(α)
Bes
(ζ) = O
ln |ζ| ln |ζ|
ln |ζ| ln |ζ|
 , as ζ → 0. (3.46)
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If α > 0,
Φ
(α)
Bes
(ζ) =

O
(
|ζ|α/2 |ζ|−α/2
|ζ|α/2 |ζ|−α/2
)
, as ζ → 0 and | arg ζ| < 2π/3,
O
(
|ζ|−α/2 |ζ|−α/2
|ζ|−α/2 |ζ|−α/2
)
, as ζ → 0 and 2π/3 < | arg ζ| < π.
(3.47)
By [31], the solution to RH problem 3.9 is given by
Φ
(α)
Bes(ζ) =

 Iα(2ζ1/2) iπKα(2ζ1/2)
2πiζ1/2I ′α(2ζ1/2) −2ζ1/2K ′α(2ζ1/2)
 , for | arg ζ| < 2π/3, Iα(2ζ1/2) iπKα(2ζ1/2)
2πiζ1/2I ′α(2ζ1/2) −2ζ1/2K ′α(2ζ1/2)
 1 0
−eαπi 1
 , for 2π/3 < arg ζ < π, Iα(2ζ1/2) iπKα(2ζ1/2)
2πiζ1/2I ′α(2ζ
1/2) −2ζ1/2K ′α(2ζ1/2)
 1 0
e−απi 1
 , for −π < arg ζ < −2π/3.
(3.48)
where Iα and Kα denote the usual modified Bessel functions [1] with a cut along the negative
real axis.
Recalling the local behaviour of S(z) near −1 in (3.34), the local parametrix P−1(z) is
constructed in terms of the Bessel parametrix of order 0 as follows:
P−1(z) = E−1(z)Φ
(0)
Bes
(
1
4
sg2(z)
) e(−
√
sg(z)+αpii
2
)σ3 , for D−1 ∩ {z | Im z > 0},
e(−
√
sg(z)−αpii
2
)σ3 , for D−1 ∩ {z | Im z < 0},
(3.49)
where
E−1(z) := N(z)
 e
−αpii
2
σ3 I−iσ1√
2
(
π2sg2(z)
) 1
4
σ3 , for Im z > 0,
e
αpii
2
σ3 I−iσ1√
2
(
π2sg2(z)
) 1
4
σ3 , for Im z < 0,
(3.50)
and N(z) is defined in (3.38).
To show P−1(z) defined in (3.49) indeed satisfies RH problem 3.8, we first note from (3.41)
that g2(z) is a conformal mapping of D−1 that maps −1 to 0, preserves the real line, and maps
Γ
(1)
2 ∪ Γ(1)4 onto Σ1 ∪ Σ3. It is then straightforward to check from (3.49) and (3.43) that P−1
satisfies the jump conditions stated in item (2) of RH problem 3.8, provided we can show the
prefactor E−1(z) is analytic in D−1. To see this, it suffices to check that the prefactor has no
jump on D−1 ∩ {Γ(1)1 ∪ Γ(1)3 }. Note that g1/2(z) is analytic in C \ (−∞,−1], if x ∈ D−1 ∩ Γ(1)1 ,
we see from (3.50) and (3.35) that
E−1,+(x) = N+(x)e−
αpii
2
σ3 I − iσ1√
2
(
π2sg2(x)
) 1
4
σ3
= N−(x)e+
αpii
2
σ3 I − iσ1√
2
(
π2sg2(x)
) 1
4
σ3 = E−1,−(x). (3.51)
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If x ∈ D−1 ∩ Γ(1)3 , again by (3.50) and (3.35), it follows that
E−1,+(x)E−1−1,−(x) (3.52)
= N+(x)e
−αpii
2
σ3 I − iσ1√
2
(
π2sg2(x)
) 1
4
σ3 (π2sg2(x))− 14σ3 I + iσ1√
2
e−
αpii
2
σ3N−1− (x)
= N+(x)e
−αpii
2
σ3 I − iσ1√
2
i 0
0 −i
 I + iσ1√
2
e−
αpii
2
σ3
 0 1
−1 0
N−1+ (x)
= N+(x)e
−αpii
2
σ3
0 −1
1 0
 e−αpii2 σ3
 0 1
−1 0
N−1+ (x) = I. (3.53)
Finally, for the matching condition (3.40), we observe that(√
z + 1 + 1√
z + 1− 1
)−α
2
= ρ(z)
{
e
αpii
2 , Im z > 0
e−
αpii
2 , Im z < 0,
(3.54)
where
ρ(z) :=
(
1−√z + 1
1 +
√
z + 1
)α/2
, z ∈ C \ ((−∞,−1], [0,+∞)). (3.55)
This, together with (3.38), (3.44) and (3.49) and a straightforward calculation, implies that, for
z ∈ ∂D−1 and large positive s,
P−1(z)N(z)−1
= N(z)e∓
αpii
2
σ3 I − iσ1√
2
(
π2sg2(z)
) 1
4
σ3 Φ
(0)
Bes
(
1
4
sg2(z)
)
e−
√
sg(z)σ3e±
αpii
2
σ3N(z)−1
= I +
1
s1/2
 1 0
iα 1
 J1(z)
 1 0
−iα 1
+O(s−1), (3.56)
where
J1(z) =
 ρ(z)−2−ρ(z)28g(z) −i((ρ(z)+ρ(z)−1)2−3)8√z+1 g(z)
−i((ρ(z)+ρ(z)−1)2−1)√z+1
8g(z)
ρ(z)2−ρ(z)−2
8g(z)
 , (3.57)
as required.
We conclude this section by evaluating E−1(−1) for later use. By (3.38) and (3.50), it is
readily seen that
E−1(z) =
 1 0
iα 1
 E˜−1(z), (3.58)
where
E˜−1(z) = (z + 1)−
1
4
σ3 I + iσ1√
2
ρ(z)σ3
I − iσ1√
2
(
π2sg2(z)
) 1
4
σ3
= (z + 1)−
1
4
σ3
(
ρ(z) + ρ−1(z)
2
I +
ρ(z)− ρ−1(z)
2
σ2
)(
π2sg2(z)
) 1
4
σ3 (3.59)
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with σ2 =
0 −i
i 0
. Since
ρ(z) = 1− α(z + 1) 12 + α
2
2
(z + 1) +O
(
(z + 1)3/2
)
, z → −1, (3.60)
it then follows from (3.59) and the above formula that
E˜−1(−1) =
√π
(
sk+1/2−λkη0
sk
)1/2
iα√
π
(
sk
sk+1/2−λkη0
)1/2
0 1√
π
(
sk
sk+1/2−λkη0
)1/2
 , (3.61)
and
E˜′−1(−1) =
 ∗ ∗
−iα√π
(
sk+1/2−λkη0
sk
)1/2
∗
 , (3.62)
where η0 is given in (3.42) and ∗ denotes certain unimportant entries.
3.2.5 Final transformation
Our final transformation is defined by
R(z) =
 S(z)N(z)−1, for z ∈ C \D−1,S(z)P−1(z)−1, for z ∈ D−1. (3.63)
It is then easily seen that R satisfies the following RH problem.
RH problem 3.10. The 2× 2 matrix-valued function R(z) defined in (3.63) has the following
properties:
(1) R(z) is analytic in C \ ΣR, where the contour ΣR is shown in Figure 4.
(2) R(z) satisfies the jump condition
R+(z) = R−(z)JR(z), z ∈ ΣR,
where
JR(z) =
 P−1(z)N(z)−1, for z ∈ ∂D−1,N(z)JS(z)N(z)−1, for z ∈ ΣR \ ∂D−1. (3.64)
(3) As z →∞,
R(z) = I +O(1/z).
For z ∈ ΣR \D−1, there exits some constant c > 0 such that
JR(z) = I +O
(
e−c
√
s
)
, as s→ +∞, (3.65)
uniformly valid for λ in any compact subset of (0,+∞). This, together with (3.56) and standard
analysis (cf. [18, 22]), implies that R(z) admits an asymptotic expansion of the following form
R(z) = I +
1
s1/2
 1 0
αi 1
R1(z)
 1 0
−αi 1
+O (s−1) , (3.66)
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Figure 4: Contour ΣR for the RH problem 3.10 for R.
uniformly for z ∈ C \ΣR on compact subsets.
Next, a combination of (3.66) and RH problem 3.10 shows that R1(z) is a solution of the
following RH problem.
RH problem 3.11. The 2 × 2 matrix-valued function R1(z) appearing in (3.66) has the fol-
lowing properties:
(1) R1(z) is analytic in C \ ∂D−1.
(2) For z ∈ ∂D−1, we have
R1,+(z)−R1,−(z) = J1(z),
where J1(z) is given in (3.57).
(3) As z →∞, R1(z) = O(1/z).
By Cauchy theorem and the residue theorem, we obtain that
R1(z) =
1
2πi
∮
∂D−1
J1(ζ)
ζ − z dζ =

 0
1
8i(z+1)
(
1− λkη0
sk+1/2
)
0 0
− J1(z), for z ∈ D−1, 0
1
8i(z+1)
(
1− λkη0
sk+1/2
)
0 0
 , for z ∈ C \D−1.
(3.67)
Furthermore, we note that
(R1(z))21 =
i((ρ(z) + ρ(z)−1)2 − 1)√z + 1
8g(z)
=
3isk+1/2
8(sk+1/2 − λkη0)
+ i
[
α2
2
sk+1/2
sk+1/2 − λkη0
+
3η1
8
λksk+1/2
(sk+1/2 − λkη0)2
]
(z + 1)
+O(z + 1)2, (3.68)
as z → −1, where the constants η0 and η1 are given in (3.42).
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3.3 Large s asymptotics of ∂
∂s
F (s;λ)
Tracing back the transformations S 7→ T 7→ X, we have from (3.21), (3.23) and (3.31) that
∂
∂s
F (s;λ) = −e
απi
2πi
lim
z→−s
(
X−1(z)X ′(z)
)
21
= − e
απi
2πis
lim
z→−1
(
T−1(z)T ′(z)
)
21
= − e
απi
2πis
lim
z→−1
(
e−
√
sg(z)σ3S−1(z)S′(z)e
√
sg(z)σ3
)
21
, (3.69)
where the derivative is taken with respect to z and the limit as z → −s is taken as z ∈ regionV
in Figure 2.
When z is close to −1, it follows from (3.49) and (3.63) that
S(z) = R(z)E−1(z)Φ
(0)
Bes
(
1
4
sg2(z)
) e(−
√
sg(z)+αpii
2
)σ3 , for Im z > 0,
e(−
√
sg(z)−αpii
2
)σ3 , for Im z < 0.
(3.70)
Thus, if Im z < 0, we obtain
e−
√
sg(z)σ3S−1(z)S′(z)e
√
sg(z)σ3
= e
αpii
2
σ3
[
Φ
(0)
Bes
(
sg2(z)
4
)−1
E−1−1(z)R
−1(z)R′(z)E−1(z)Φ
(0)
Bes
(
sg2(z)
4
)
+Φ
(0)
Bes
(
sg2(z)
4
)−1
E−1−1(z)E
′
−1(z)Φ
(0)
Bes
(
sg2(z)
4
)
+Φ
(0)
Bes
(
sg2(z)
4
)−1 [
Φ
(0)
Bes
(
sg2(z)
4
)]′
−√sg′(z)σ3
]
e−
αpii
2
σ3 .
Plugging the above expression into (3.69) implies that
∂
∂s
F (s;λ)
=
−1
2πis
lim
z→−1
[
Φ
(0)
Bes
(
sg2(z)
4
)−1
E−1−1(z)R
−1(z)R′(z)E−1(z)Φ
(0)
Bes
(
sg2(z)
4
)
+Φ
(0)
Bes
(
sg2(z)
4
)−1
E−1−1(z)E
′
−1(z)Φ
(0)
Bes
(
sg2(z)
4
)
+Φ
(0)
Bes
(
sg2(z)
4
)−1 [
Φ
(0)
Bes
(
sg2(z)
4
)]′ ]
21
. (3.71)
We now evaluate the limits of the three terms on the right hand side of (3.71) one by one.
We start with the last term. By (3.48), it is readily seen that[
Φ
(0)
Bes
(
sg2(z)
4
)−1 [
Φ
(0)
Bes
(
sg2(z)
4
)]′ ]
21
=
[
−2πi
(
I ′0
(
2ζ1/2
))2
+ 2πiI0
(
2ζ1/2
)(ζ−1/2I ′0 (2ζ1/2)
2
+ I ′′0
(
2ζ1/2
))]∣∣∣∣
ζ=sg2(z)/4
×
(
sg2(z)
4
)′
. (3.72)
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Recalling the following Taylor expansion as ξ → 0 of the modified Bessel function I0 (cf. [1]):
I0(ξ) = 1 +
ξ2
4
+ · · · .
A direct calculation with the aid of (3.27), (3.72) and the above formula shows that
lim
z→−1
[
Φ
(0)
Bes
(
sg2(z)
4
)−1 [
Φ
(0)
Bes
(
sg2(z)
4
)]′ ]
21
=
iπ
2s2k
(
sk+1/2 − λkη0
)2
. (3.73)
Next, we observe that the (2, 1) entry of a matrix P is invariant under the conjugation
Φ
(0)
Bes
(
sg2(z)
4
)−1
PΦ
(0)
Bes
(
sg2(z)
4
)
as z → −1. It is then immediate from (3.58), (3.61) and (3.62)
that
lim
z→−1
[
Φ
(0)
Bes
(
sg2(z)
4
)−1
E−1−1(z)E
′
−1(z)Φ
(0)
Bes
(
sg2(z)
4
)]
21
=
(
E˜−1(−1)E˜′(−1)
)
21
= −iπαs
k+1/2 − λkη0
sk
. (3.74)
Finally, for the first term, we see from (3.58) and (3.66) that
E−1−1(z)R
−1(z)R′(z)E−1(z)
= E˜−1−1(z)
(
I − R1(z)
s1/2
+O(1/s)
)(
R′1(z)
s1/2
+O(1/s)
)
E˜−1(z), (3.75)
for large positive s. Hence,
lim
z→−1
[
Φ
(0)
Bes
(
sg2(z)
4
)−1
E−1−1(z)R
−1(z)R′(z)E−1(z)Φ
(0)
Bes
(
sg2(z)
4
)]
21
= lim
z→−1
[
E−1−1(z)R
−1(z)R′(z)E−1(z)
]
21
=
1
s1/2
lim
z→−1
[
E˜−1−1(z)R
′
1(z)E˜−1(z)
]
21
+O(1/s)
= π
sk+1/2 − λkη0
sk+1/2
(
R′1(−1)
)
21
+O(1/s) = iπ
(
α2
2
+
3η1
8
λk
sk+1/2 − λkη0
)
+O(1/s), (3.76)
where the first equality follows again from the fact that the (2, 1) entry of a matrix P is invariant
under the conjugation Φ
(0)
Bes
(
sg2(z)
4
)−1
PΦ
(0)
Bes
(
sg2(z)
4
)
as z → −1, the second equality follows
from (3.75), and the last two equalities follow directly from (3.61) and (3.68). A combination
of (3.71), (3.73), (3.74) and (3.76) then gives us the following large s asymptotics of ∂∂sF (s;λ):
∂
∂s
F (s;λ)
= − 1
4s2k+1
(
sk+1/2 − λkη0
)2
+ α
sk+1/2 − λkη0
2sk+1
− 1
2s
(
α2
2
+
3η1
8
λk
sk+1/2 − λkη0
)
+O
(
1/s2
)
= −1
4
+
α
2s1/2
− α
2
4s
+O
(
1/smin(k+1/2,2)
)
. (3.77)
4 Large s asymptotics of ∂∂λF (s; λ)
To prove Theorem 2.1, it is also necessary to study the large s asymptotics of ∂∂λF (s;λ),
which, together with the large s asymptotics of ∂∂sF (s;λ), will gives us large s asymptotics
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of F (s;λ) up to a constant term. It comes out that ∂∂λF (s;λ) can not be related to the RH
problem X directly. Indeed, a straightforward calculation shows that, if k = 1,
d
dλ
K˜PIII
=
d
dλ
(
f t(u)h(v)
u− v
)
= − e
απi
2πiuv
[
q′(λ)(ψ1(u)ψ2(v) + ψ2(u)ψ1(v))− ir′(λ)ψ2(u)ψ2(v)− ip′(λ)ψ1(u)ψ1(v)
]
, (4.1)
where the functions p, q and r are the same as those given in (1.10). The prefactor 1/(uv) in
the above formula will cause the difficulty.
To overcome this difficulty, we will consider a ‘scaled’ version of the Fredholm determinant.
To this end, we first follow [3] and define
Φ(z;λ) =
 1 0
λ−1r
(
λ2
)
1
λσ32 epii4 σ3Ψ (λ2z;λ2) , (4.2)
where r is defined by (1.10). Next, for x < 0, we set
f̂(x) = Φ−(x)
−eαpii2
e−
αpii
2
 =
f̂1(x)
f̂2(x)
 , ĥ(x) = − 1
2πi
Φ−t− (x)
e−αpii2
e
αpii
2
 =
ĥ1(x)
ĥ2(x)
 . (4.3)
Finally, let us denote by K̂PIII the integral operator with kernel
χ[−s,0](u)K̂PIII(u, v)χ[−s,0](v) = χ[−s,0](u)
f̂ t(u)ĥ(v)
u− v χ[−s,0](v) (4.4)
acting on the function space L2((−∞, 0)). By (4.2) and (4.3), it is readily seen that
χ[−s,0](u)K̂PIII(u, v)χ[−s,0](v) = χ[−s,0](u)
f t(λ2u;λ2)h(λ2v;λ2)
u− v χ[−s,0](v). (4.5)
Thus, a change of variable shows that
ln det
(
I − K̂PIII
)
= F
(
λ2s;λ2
)
.
Note that
d
dλ
ln det
(
I − K̂PIII
)
=
∂
∂λ
F
(
λ2s;λ2
)
= 2
(
Fs
(
λ2s;λ2
)
λs+ Fλ
(
λ2s;λ2
)
λ
)
. (4.6)
Our strategy is the following. For large s, on one hand, as we will show later, the asymptotics
of ddλ ln det
(
I − K̂PIII
)
can be obtained by performing a steepest descent analysis on a RH
problem similar to X. On the other hand, the asymptotics of Fs
(
λ2s;λ2
)
is available in view
of (3.77). The large s asymptotics of ∂∂λF (s;λ) can then be derived from (4.6) via change of
variables λ2s→ s and λ2 → λ.
In what follows, we first relate ddλ ln det
(
I − K̂PIII
)
to a RH problem following the same
idea laid out in Section 3.
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4.1 A Riemann-Hilbert setting for ∂
∂λ
F (λ2s;λ2)
To proceed, we note from (4.2) and the RH problem for Ψ that Φ satisfies the following RH
problem (see also [3]).
RH problem 4.1. The function Φ(z) = Φ(z;λ) defined in (4.2) has the following properties:
(1) Φ(z) is defined and analytic in C \ {∪3j=1Σj ∪ {0}}, where the contours Σj are illustrated
in Figure 1.
(2) Φ satisfies the following jump conditions:
Φ+(z) = Φ−(z)

 1 0
eαπi 1
 , z ∈ Σ1, 0 1
−1 0
 , z ∈ Σ2, 1 0
e−απi 1
 , z ∈ Σ3.
(4.7)
(3) As z →∞,
Φ(z;λ) =
 1 0
v(λ) 1
I + 1
z
w(λ) v(λ)
l(λ) −w(λ)
+O (z−2)

× epii4 σ3z− 14σ3 I + iσ1√
2
eλz
1
2 σ3 , (4.8)
where
w(λ) = q(λ2)/λ2, v(λ) = r(λ2)/λ, l(λ) = p(λ2)/λ3. (4.9)
(4) As z → 0, there exists a matrix Φ0(λ), independent of z, such that
Φ(z;λ) = Φ0(λ)(I +O(z))e
−(− 1z )
k
σ3z
α
2
σ3

I, z ∈ Ω1, 1 0
−eαπi 1
 , z ∈ Ω2, 1 0
e−απi 1
 , z ∈ Ω3,
(4.10)
where the regions Ωi, i = 1, 2, 3, are depicted in Figure 1.
Furthermore, by [3, Equations (2.11) and (2.13)], one has
∂λΦ =
 0 1
z − u(λ) 0
Φ, (4.11)
where
u(λ) = 2w(λ) − v′(λ)− v(λ)2. (4.12)
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This, together with (4.3), implies that
∂ f̂
∂λ
(x) =
 0 1
x− u(λ) 0
 f̂(x), ∂ĥ
∂λ
(x) = −
0 x− u(λ)
1 0
 ĥ(x), (4.13)
and by (4.4),
d
dλ
K̂PIII = f̂
t(u)
0 1
0 0
 ĥ(v) = f̂1(u)ĥ2(v). (4.14)
Thus, we obtain
d
dλ
ln det
(
I − K̂PIII
)
= −tr
((
I − K̂PIII
)−1 d
dλ
K̂PIII
)
= −
∫ 0
−s
F̂1(v)ĥ2(v)dv, (4.15)
where, as in (3.6), F̂ and Ĥ are defined as
F̂ =
F̂1
F̂2
 := (I − K̂PIII)−1 f̂ , Ĥ =
Ĥ1
Ĥ2
 := (I − K̂PIII)−1 ĥ. (4.16)
To this end, we also set
Ŷ (z) = I −
∫ 0
−s
F̂(w)ĥt(w)
w − z dw.
It is then easily seen that
d
dλ
ln det
(
I − K̂PIII
)
= −
(
Ŷ∞
)
12
, (4.17)
where Ŷ∞ is the residue of Ŷ at infinity, i.e.,
Ŷ (z) = I +
Ŷ∞
z
+O
(
z−2
)
, z →∞. (4.18)
Note that Ŷ also satisfies a RH problem similar to RH problem 3.1, and the only difference
is the jump condition is replaced by
Ŷ+(x) = Ŷ−(x)
(
I − 2πif̂ (x)ĥt(x)
)
, x ∈ (−s, 0). (4.19)
Thus, similar to the definition of X given in (3.13), we define
X̂(z) =

Ŷ (z)Φ(z), for z in region I ∪ III ∪ IV,
Ŷ (z)Φ(z)
 1 0
eαπi 1
 , for z in region II,
Ŷ (z)Φ(z)
 1 0
−e−απi 1
 , for z in region V,
(4.20)
where the regions I−V are shown in Figure 2. The following RH problem is straightforward to
check from the above definition.
27
RH problem 4.2. The function X̂ defined in (4.20) has the following properties:
(1) X̂(z) is defined and analytic in C \ {∪4j=1Γ(s)j ∪ {−s}}, where Γ(s)j is defined in (3.14).
(2) X̂ satisfies the same jump conditions (3.15) as X.
(3) As z →∞,
X̂(z) =
 1 0
v(λ) 1
(I + X̂∞
z
+O
(
1
z2
))
e
pii
4
σ3z−
1
4
σ3 I + iσ1√
2
eλz
1
2 σ3 , (4.21)
where
X̂∞ =
 1 0
−v(λ) 1
 Ŷ∞
 1 0
v(λ) 1
+
w(λ) v(λ)
l(λ) −w(λ)

=
∗ (Ŷ∞)12 + v(λ)
∗ ∗
 . (4.22)
(4) We have
X̂(z) =
 O(1)(I +O(z))e
(−1)k+1
zk
σ3z
α
2
σ3 , as z → 0,
O(ln(z + s)), as z → −s.
(4.23)
The connection between X̂ and ∂∂λF
(
λ2s;λ2
)
is stated in the following proposition, which
follows directly from (4.17) and (4.22).
Proposition 4.3. We have
∂
∂λ
F
(
λ2s;λ2
)
=
d
dλ
ln det
(
I − K̂PIII
)
= v(λ)−
(
X̂∞
)
12
. (4.24)
4.2 Asymptotic analysis of the Riemann-Hilbert problem for X̂
In this section, we shall perform the Deift-Zhou steepest descent analysis to the RH problem
for X̂ as s→ +∞, which is similar to the analysis carried out in Section 3.2.
4.2.1 Transformations X̂ → T̂ → Ŝ
Define consecutive transformations
T̂ (z) = X̂(sz) (4.25)
and
Ŝ(z) = s
1
4
σ3e−
1
4
πiσ3
 1 0
s ĝ1 − v(λ) 1
 T̂ (z)e−√sĝ(z)σ3 , (4.26)
where
ĝ(z) :=
√
z + 1
λ+ (−1)k+1
sk+1/2
k∑
j=1
cj
zj
 , z ∈ C \ (−∞,−1], (4.27)
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with the coefficients cj given in (3.28), and
ĝ1 =
λ
2
+
(−1)k+1
sk+1/2
c1. (4.28)
From the definition of ĝ in (4.27), we have
ĝ+(x) + ĝ−(x) = 0, x < −1,
and
ĝ(z) =
 λ
√
z + ĝ1z
−1/2 +O(z−3/2), as z →∞,
(−1)k+1
sk+1/2zk
+O(1), as z → 0,
(4.29)
where ĝ1 is given in (4.28).
It is then straightforward to check that Ŝ satisfies the following RH problem.
RH problem 4.4. The function Ŝ defined in (4.26) has the following properties:
(1) Ŝ(z) is defined and analytic in C \ {∪4j=1Γ(1)j ∪ {−1}}.
(2) Ŝ satisfies the following jump conditions:
Ŝ+(z) = Ŝ−(z)

eαπi 0
0 e−απi
 , z ∈ Γ(1)1 , 1 0
eαπi−2
√
sĝ(z) 1
 , z ∈ Γ(1)2 , 0 1
−1 0
 , z ∈ Γ(1)3 , 1 0
e−απi−2
√
sĝ(z) 1
 , z ∈ Γ(1)4 .
(4.30)
(3) As z →∞,
Ŝ(z) =
(
I +
Ŝ∞
z
+O
(
1
z2
))
z−
1
4
σ3 I + iσ1√
2
, (4.31)
with (
Ŝ∞
)
12
= −i
(
X̂∞
)
12√
s
+ i
√
s ĝ1, (4.32)
where ĝ1 is given in (4.28).
(4) We have
Ŝ(z) =
 O(1)z
α
2
σ3 , as z → 0,
O(ln(z + 1)), as z → −1.
(4.33)
By (4.27), again, one verifies that for sufficiently large positive s,
Re ĝ(z) > 0, z ∈ Γ(1)2 ∪ Γ(1)4 .
Hence, the jump matrix of Ŝ on Γ
(1)
2 ∪ Γ(1)4 tends to the identity matrix exponentially fast as
s→ +∞. This uniform convergence is not valid anymore for z near −1.
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4.2.2 Outer parametrix, local parametrix near −1 and final transformation
By ignoring the exponentially small terms in the jumps (4.30) and a neighborhood of −1,
we are led to the RH problem 3.7 for the outer parametrix N , whose solution is given by (3.38).
In a small, open neighborhood D−1 near −1 with fixed radius, it is natural to consider a
function P̂−1 satisfying a RH problem as follows.
RH problem 4.5. We look for a 2× 2 matrix-valued function P̂−1(z) satisfying
(1) P̂−1(z) is defined and analytic in D−1 \ {∪4j=1Γ(1)j ∪ {−1}}.
(2) P̂−1(z) satisfies the same jump conditions (4.30) as Ŝ for z ∈ D−1 ∩ {∪4j=1Γ(1)j }.
(3) As s→ +∞, P̂−1 matches N(z) on the boundary ∂D−1 of D−1, i.e.,
P̂−1(z) = N(z)(I + o(1)), z ∈ ∂D−1. (4.34)
This RH problem is similar to RH problem 3.8 for P−1, the only difference is that the
function g in the jump condition now is replaced by ĝ. Hence, following the same arguments in
Section 3.2.4, it is readily seen that P̂−1(z) is constructed in terms of the Bessel parametrix of
order 0 as follows:
P̂−1(z) = Ê−1(z)Φ
(0)
Bes
(
1
4
sĝ2(z)
) e(−
√
sĝ(z)+αpii
2
)σ3 , for D−1 ∩ {z | Im z > 0},
e(−
√
sĝ(z)−αpii
2
)σ3 , for D−1 ∩ {z | Im z < 0},
(4.35)
where Φ
(0)
Bes is given in (3.48) with α = 0 and
Ê−1(z) := N(z)
 e−
αpii
2
σ3 I−iσ1√
2
(
π2sĝ2(z)
) 1
4
σ3 , for Im z > 0,
e
αpii
2
σ3 I−iσ1√
2
(
π2sĝ2(z)
) 1
4
σ3 , for Im z < 0.
(4.36)
is analytic in D−1.
The final transformation is defined by
R̂(z) =
 Ŝ(z)N(z)−1, for z ∈ C \D−1,Ŝ(z)P̂−1(z)−1, for z ∈ D−1. (4.37)
We then have the following RH problem for R̂.
RH problem 4.6. The 2 × 2 matrix-valued function R̂(z) defined in (4.37) has the following
properties:
(1) R̂(z) is analytic in C \ ΣR, where the contour ΣR is shown in Figure 4.
(2) R̂(z) satisfies the jump condition
R̂+(z) = R̂−(z)JR̂(z), z ∈ ΣR,
where
JR̂(z) =
 P̂−1(z)N(z)−1, for z ∈ ∂D−1,N(z)JŜ(z)N(z)−1, for z ∈ ΣR \ ∂D−1. (4.38)
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(3) As z →∞,
R̂(z) = I +O(1/z).
The RH problem 4.6 is equivalent to the following singular integral equation:
R̂(z) = I +
1
2πi
∫
ΣR
R̂−(w)
(
J
R̂
(w) − I) dw
w − z , z ∈ C \ΣR. (4.39)
Furthermore, for large positive s, there exits some constant c > 0 such that
J
R̂
(z) = I +O
(
e−c
√
s
)
, z ∈ ΣR \D−1; (4.40)
while for z ∈ ∂D−1, as in (3.56), we have
J
R̂
(z) = I +
1
s1/2
 1 0
iα 1
 Ĵ1(z)
 1 0
−iα 1
+O (s−1) , (4.41)
where
Ĵ1(z) =
 ρ(z)−2−ρ(z)28ĝ(z) −i((ρ(z)+ρ(z)−1)2−3)8√z+1 ĝ(z)
−i((ρ(z)+ρ(z)−1)2−1)√z+1
8ĝ(z)
ρ(z)2−ρ(z)−2
8ĝ(z)
 (4.42)
with ρ(z) defined in (3.55). Hence, as in (3.66), R̂(z) has the following asymptotic expansion
R̂(z) = I +
1
s1/2
 1 0
αi 1
 R̂1(z)
 1 0
−αi 1
+O (s−1) , (4.43)
where
R̂1(z) =
1
2πi
∮
∂D−1
Ĵ1(ζ)
ζ − z dζ =

 0 18i(z+1)(λ− η0sk+1/2 )
0 0
− Ĵ1(z), for z ∈ D−1, 0 18i(z+1)(λ− η0sk+1/2 )
0 0
 , for z ∈ C \D−1,
(4.44)
and where η0 is given in (3.42).
4.3 Large s asymptotics of ∂
∂λ
F (s;λ)
By (4.24), (4.28) and (4.32), it follows that
∂
∂λ
F
(
λ2s;λ2
)
=
d
dλ
ln det
(
I − K̂PIII
)
= v(λ) − i√s
(
Ŝ∞
)
12
− λ
2
s+O
(
s−1/2
)
. (4.45)
To find the large s asymptotics of
(
Ŝ∞
)
12
, we first observe from (4.37) that
Ŝ(z) = R̂(z)N(z), z ∈ C \D−1. (4.46)
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Next, let z →∞, on one hand, it is readily seen from (3.38) that
N(z) =
(
I +
N∞
z
+O
(
z−2
))
z−
1
4
σ3 I + iσ1√
2
, (4.47)
where
N∞ =
∗ iα
∗ ∗
 .
On the other hand, we see from (4.39) that
R̂(z) = I +
R̂∞
z
+O
(
z−2
)
, (4.48)
where
R̂∞ =
i
2π
∫
ΣR
R̂−(w)
(
JR̂(w) − I
)
dw.
If we further let s→ +∞, this, together with (4.40), (4.41) and (4.43), implies that
R̂∞ =
i
2πs1/2
∮
∂D−1
 1 0
iα 1
 Ĵ1(w)
 1 0
−iα 1
 dw +O (s−1)
=
1
s1/2
∗ − i8 1λ− η0sk+1/2
∗ ∗
+O (s−1) . (4.49)
Finally, inserting (4.47), (4.48) and (4.49) into (4.46), it is easily seen from (4.31) that(
Ŝ∞
)
12
= iα− i
8s1/2
1
λ− η0
sk+1/2
+O(1/s).
Substituting the above asymptotics into (4.45), we arrive at
∂
∂λ
F
(
λ2s;λ2
)
= −λs
2
+ αs1/2 + v(λ)− 1
8λ
+O
(
s−1/2
)
, s→ +∞. (4.50)
Recall now the identity (4.6). On account of (3.77), it is readily seen that
Fs
(
λ2s;λ2
)
λs = −λs
4
+
α
2
s1/2 − α
2
4λ
+O
(
s−1/2
)
. (4.51)
A combination of (4.6), (4.50) and (4.51) gives us
Fλ
(
λ2s;λ2
)
=
v(λ)
2λ
+
α2
4λ2
− 1
16λ2
+O
(
s−1/2
)
, s→ +∞, (4.52)
or equivalently, by (4.9),
Fλ(s;λ) =
1
2λ
(
r(λ) +
α2
2
− 1
8
)
+O
(
s−1/2
)
, s→ +∞. (4.53)
We are now ready to prove Theorem 2.1.
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5 Proof of Theorem 2.1
From (3.77) and (4.53), it is immediate that
ln det
(
I − K˜PIII
)
= −1
4
s+ αs1/2 − α
2
4
ln s
+
∫ λ
0
1
2t
(
r(t) +
α2
2
− 1
8
)
dt+ τ̂α +O
(
s−1/2
)
, s→ +∞, (5.1)
where τ̂α is a constant independent of λ and s. From the asymptotics of r(λ) given in (1.22),
we have that the integral in the above formula is well-defined, and tends to 0 as λ→ 0+.
By (1.17), we have
lim
λ→0+
ln det
(
I − K˜PIII
)
= ln det (I −KBes) , (5.2)
where KBes is the integral operator with kernel χ[0,s](u)KBes(u, v)χ[0,s](v) acting on the function
space L2((0,∞)). We mention that (5.2) can also be seen from the consistency of (2.12) with
the logarithm of (1.26), as shown in the Appendix below. Letting s→ +∞ on both side of the
above formula, it then follows from the large s asymptotics of det(I −KBes) in (1.29) and (5.1)
that
τ̂α = τα = ln
(
G(1 + α)
(2π)α/2
)
.
This completes the proof of Theorem 2.1.
6 Derivation of the coupled Painleve´ III system
In this section, we derive the coupled Painleve´ III system (1.19) which is relevant to the gap
probability.
6.1 Riemann-Hilbert problem for M
We start with a matrix-valued function M(z;λ, s), which is defined via X(z;λ, s) in (3.13)
in the following way:
M(z;λ, s) =
 1 0
a(λ; s) 1
λσ32 epii4 σ3X (λ2z;λ2, λ2s) . (6.1)
From (3.21), it is readily seen that M is related to the gap probability as follows:
Fs
(
λ2s;λ2
)
= − e
απi
2πiλ2
lim
z→−s
(
M−1− (z)M
′
−(z)
)
21
, λ > 0, (6.2)
where the limit is taken as z tends to −s in region V. This will be our starting point in the
proof of Theorem 2.5.
In view of the RH problem for X stated in Proposition 3.2, we have
RH problem 6.1. The function M defined in (6.1) has the following properties:
(1) M(z) is analytic in C \ {∪4j=1Γ(s)j ∪ {−s}}, where Γ(s)j is defined in (3.14), as illustrated
in solid lines in Figure 2.
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(2) M(z) satisfies the same jump conditions (3.15) as X.
(3) As z →∞,
M(z) =
 1 0
a(λ; s) 1
(I + M∞
z
+O
(
1
z2
))
e
pii
4
σ3z−
1
4
σ3 I + iσ1√
2
eλz
1
2 σ3 , (6.3)
where
a(λ; s) = (M∞)12 . (6.4)
(4) As z → 0,
M(z) =M (0)(z)e
(−1)k+1
zk
σ3z
α
2
σ3 , (6.5)
where M (0)(z) is analytic at z = 0.
(5) As z → −s,
M(z) =M (s)(z)
(
I +
1
2πi
log(z + s)σ+
)
E(s)(z), (6.6)
where M (s)(z) is analytic at z = −s, i.e., there exist matrices M (s)j , j = 0, 1, 2, . . . , such
that
M (s)(z) =M
(s)
0
I + ∞∑
j=1
M
(s)
j (z + s)
k
 , (6.7)
σ+ =
0 1
0 0
, and E(s)(z) is a piecewise constant matrix-valued function defined by
E(s)(z) =

e
αpii
2
σ3 , z ∈ II, eαpii2 0
−eαpii2 e−αpii2
 , z ∈ III, e−αpii2 0
e−
αpii
2 e
αpii
2
 , z ∈ IV
e−
αpii
2
σ3 , z ∈ V,
(6.8)
with the regions II–V being depicted in Figure 2.
The analyticity of the functionsM (0)(z) andM (s)(z) follows directly from the jump condition
for M(z), and the definition of the piecewise constant matrix-valued function E(s)(z) in (6.8)
(for M (s)(z)).
We now show that the RH problem for M is uniquely solvable through a standard vanishing
lemma argument.
Lemma 6.2 (Vanishing Lemma). Let M̂ satisfies the ‘homogeneous’ version of the RH problem
for M , i.e., M̂ satisfies RH problem 6.1 but with the asymptotic behavior near infinity replaced
by
M̂(z) = O(1/z)e
pii
4
σ3z−
1
4
σ3 I + iσ1√
2
eλz
1
2 σ3 . (6.9)
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Then, this RH problem has only the trivial solution for the parameters α > −1, s ≥ 0 and
λ > 0, that is,
M̂(z) ≡ 0.
Proof. The case for s = 0 and k = 1 is proved in [44, Lemma 1]. For general s > 0 and k ∈ N,
the proof is similar. We omit the details but point out that one important observation in the
proof is the complex conjugation relation satisfied by jump matrices (3.15):(
J
(s)
1
)
11
=
(
J
(s)
1
)
22
,
(
J
(s)
2
)
12
=
(
J
(s)
4
)
12
,
where J
(s)
i , i = 1, 2, 3, 4, stands for the jump matrix of M restricted on the contour Γ
(s)
i .
By means of the vanishing lemma 6.2 [19, 24, 46], the following theorem is immediate.
Theorem 6.3. Assume that α > −1, s ≥ 0 and λ > 0. Then, the RH problem 6.1 for M(z) is
uniquely solvable.
6.2 Lax pair equations and a coupled Painleve´ III system
We next obtain linear differential equations for M with respect to z, λ and s. This system
of differential equations has a Lax pair form and the compatibility condition of the Lax pair
will then lead to the coupled Painleve´ III system (2.4).
Proposition 6.4. We have the following differential equations for M =M(z;λ, s):
∂M
∂z
=
k+1∑
j=1
Aj
zj
+
A0
z + s
+
λ
2
σ−
M, (6.10)
∂M
∂λ
=
 0 1
z + 2a′ 0
M, (6.11)
∂M
∂s
=
(
∂a
∂s
σ− +
A0
z + s
)
M, (6.12)
where σ− =
 0 0
1 0
, ′ = ddλ ,
Aj =
 − b′j2 bj
− b
′′
j
2 + 2a
′bj + bj+1
b′j
2
 for 1 ≤ j ≤ k + 1 (6.13)
and
A0 =
 −14 + b′12 λ2 − b1
b′′1
2 + (2a
′ − s) (λ2 − b1) 14 − b′12
 . (6.14)
Moreover, the functions a(λ; s), b1(λ; s), . . . , bk+1(λ; s) in (6.13) and (6.14) satisfy the coupled
Painleve´ III system (2.4).
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Proof. Since the jumps in the RH problem for M(z) are z, λ, s-independent matrices, we have
that the functions
A(z;λ, s) :=
∂M
∂z
M−1, B(z;λ, s) :=
∂M
∂λ
M−1, C(z;λ, s) :=
∂M
∂s
M−1 (6.15)
are meromorphic functions with possible isolated singular points at z = −s and z = 0. From
the asymptotic behaviors of M near z =∞, z = −s and z = 0 as given in (6.3)–(6.6), it follows
that
A(z;λ, s) =
k+1∑
j=1
Aj
zj
+
A0
z + s
+
λ
2
σ−, (6.16)
B(z;λ, s) =
 0 1
z + a′ + a2 − 2(M∞)11 0
 , (6.17)
C(z;λ, s) =
∂a
∂s
σ− +
C1
z + s
, (6.18)
for some z-independent matrices Aj , j = 0, . . . , k + 1, and C1. By (6.7), we further obtain
A0 = C1 =
1
2πi
M
(s)
0 σ+
(
M
(s)
0
)−1
, (6.19)
where M
(s)
0 is the leading term of the expansion in (6.7). The regularity of B(z;λ, s) in (6.17)
also implies the 1/z term in the expansion of B(z;λ, s) as z → ∞ must vanish. Hence, by the
definition of B(z;λ, s) given in (6.15) and (6.3), we find that
a′ − a2 + 2(M∞)11 = 0. (6.20)
This, together with (6.17), gives us (6.11).
Next, we show that the matrices Aj , j = 0, . . . , k + 1, are given by (6.13) and (6.14). To
proceed, we note that the compatibility condition
∂2M
∂z∂λ
=
∂2M
∂λ∂z
for the differential equations (6.10) and (6.11) is the zero curvature relation
∂A
∂λ
− ∂B
∂z
+ [A,B] = 0, (6.21)
where [L,K] = LK − KL stands for the standard commutator of two matrices. Substituting
(6.16) and (6.17) into the above formula, we obtain
A′j + [Aj , B0] + [Aj+1, σ−] = 0, 1 ≤ j ≤ k + 1, (6.22)
where B0 =
 0 1
2a′ 0
 and Ak+2 = 02×2. Thus, if we set
bj = (Aj)12,
and rewrite (6.22) in an entrywise manner, it follows that
(Aj)
′
11 − (Aj)21 + 2a′bj + bj+1 = 0, (6.23)
λb′j + 2(Aj)11 = 0, (6.24)
(Aj)
′
21 − 4a′(Aj)11 + b′j+1 = 0. (6.25)
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Since detM ≡ 1, we have
trA = 0.
A combination of (6.23), (6.24) and the above formula gives us the expression of Aj in (6.13).
To see the expression of A0 in (6.14), we note that
(A0 +A1)12 = λ/2.
This follows from inserting (6.3) into the definition of A(z;λ, s) and comparing the coefficients
of O(1/z) term in both sides as z →∞. Thus, (A0)12 = λ/2− b1. The expression (6.14) as well
as the relation (2.6) then follows from the compatibility condition
∂2M
∂λ∂s
=
∂2M
∂s∂λ
for the differential equations (6.11) and (6.12).
Finally, we derive the coupled Painleve´ system (2.4) by evaluating the determinant of A.
By (6.19), it is easily seen that
detA0 = 0.
This, together with (6.14), gives us the first equation in (2.4). Moreover, from the asymptotic
behavior of M near the origin given in (6.5), we have
A(z;λ, s) =
∂M (0)
∂z
(
M (0)
)−1
+
(
(−1)kk
zk+1
+
α
2z
)
M (0)σ3
(
M (0)
)−1
, (6.26)
which particularly implies that, as z → 0,
detA(z;λ, s) = − k
2
z2k+2
+
(−1)k+1αk
zk+2
+O
(
1
zk+1
)
. (6.27)
The next k+1 equations in (2.4) then follow from the above formula, (6.13), (6.14) and (6.16).
This completes the proof of Proposition 6.4.
Remark 6.5. From (6.23)–(6.25), it follows that each bj also satisfies a third order ODE. We
will not use this fact in this paper.
Remark 6.6. When s = 0, the two singular points z = 0 and z = −s of M(z;λ, s) coalesce.
Then, the coefficient A0 in (6.10) and (6.12) is a zero matrix, which means b1 = λ/2.
7 Asymptotic analysis of the Riemann-Hilbert problem for M
In this section, we will perform the Deift-Zhou steepest descent analysis to the RH problem
for M as λ → 0+, which will then lead to the asymptotics of a(λ; s) and b1(λ; s) in (2.10) and
(2.11), respectively.
7.1 M → U : Rescaling and normalization
Define
U(z) = e−
pii
4
σ3λ−
1
2
σ3
 1 0
−a(λ; s) 1
M (z/λ2) . (7.1)
Then, it is straightforward to check that U satisfies the following RH problem.
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RH problem 7.1. The function U defined in (7.1) has the following properties:
(1) U(z) is defined and analytic in C \ {∪4j=1Γ
(λ2s)
j ∪ {−λ2s}}, where the definition of Γ(s)j is
given in (3.14).
(2) U satisfies the following jump conditions:
U+(z) = U−(z)

eαπi 0
0 e−απi
 , z ∈ Γ(λ2s)1 , 1 0
eαπi 1
 , z ∈ Γ(λ2s)2 , 0 1
−1 0
 , z ∈ Γ(λ2s)3 , 1 0
e−απi 1
 , z ∈ Γ(λ2s)4 .
(7.2)
(3) As z →∞,
U(z) =
(
I +
U∞
z
+O
(
1
z2
))
z−
1
4
σ3 I + iσ1√
2
e
√
zσ3 . (7.3)
(4) As z → 0,
U(z) = O(1)e
(−1)k+1λ2k
zk
σ3z
α
2
σ3 . (7.4)
(5) As z → −λ2s,
U(z) = O(1)
(
I +
1
2πi
log
(
z + λ2s
)
σ+
)
E(λ
2s)(z), (7.5)
where the function E(λ
2s)(z) is a piecewise constant matrix-valued function defined by
E(λ
2s)(z) =

e
αpii
2
σ3 , arg
(
z + λ2s
) ∈ (0, 2π3 ), eαpii2 0
−eαpii2 e−αpii2
 , arg (z + λ2s) ∈ (2π3 , π), e−αpii2 0
e−
αpii
2 e
αpii
2
 , arg (z + λ2s) ∈ (−π,−2π3 ),
e−
αpii
2
σ3 , arg
(
z + λ2s
) ∈ (−2π3 , 0).
(7.6)
7.2 Outer parametrix
As λ→ 0+, the jump contour Γ(λ
2s)
1 disappears, it is then natural to consider the following
RH problem.
RH problem 7.2. We look for a 2× 2 matrix-valued function Υ(z) satisfying
(1) Υ(z) is defined and analytic in C \ {∪3j=1Σj ∪ {0}}, where the contours Σj are illustrated
in Figure 1.
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(2) Υ(z) satisfies the following jump conditions:
Υ+(z) = Υ−(z)

 1 0
eπiα 1
 , z ∈ Σ1, 0 1
−1 0
 , z ∈ Σ2, 1 0
e−πiα 1
 , z ∈ Σ3.
(7.7)
(3) As z →∞, the behavior of Υ is the same as that of U given in (7.3).
As shown in [3, Sec. 5.1] and [44, Sec. 5.1], the solution to RH problem 7.2 can be constructed
explicitly with the aid of the Bessel parametrix Φ
(α)
Bes of order α (3.48) in the following way:
Υ(z) =
(
I +
i
8
(
4α2 + 3
)
σ−
)
π
σ3
2 Φ
(α)
Bes(z/4). (7.8)
As a consequence, the behavior of Υ(z) as z →∞ in (7.3) can be refined to be
Υ(z) =
I + 4α2 − 1
128z
 4α2 − 9 16i
i
12(4α
2 − 9)(4α2 − 13) 9− 4α2
+O (z− 32)

× z− 14σ3 I + iσ1√
2
e
√
zσ3 . (7.9)
Moreover, from (3.48), one can verify directly that, as z → 0,
Υ(z) = Υ̂(z)
 z
α
2
σ3
(
I + σ+2i sin(πα)
)
Ĉ(z), for α /∈ Z,
z
α
2
σ3
(
I + (−1)
α
πi log
√
z
2 σ+
)
Ĉ(z), for α ∈ Z,
(7.10)
where Υ̂(z) is an entire function and Ĉ(z) is defined by
Ĉ(z) =

I, arg z ∈ (−23π, 23π) ,(
1 0
−eαπi 1
)
, arg z ∈ (23π, π) ,(
1 0
e−απi 1
)
, arg z ∈ (−π,−23π) .
(7.11)
7.3 Local parametrix near the origin
Near the origin, the outer parametrix Υ(z) is not a good approximation to U(z) due to
the singular behaviors of U(z) at z = 0 and z = −λ2s. Thus, we need to construct a local
parametrix P0 in a neighborhood of the origin D0 := {z : |z| < ǫ} with ǫ fixed but sufficiently
small.
RH problem 7.3. We look for a 2× 2 matrix-valued function P0(z) satisfying
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(1) P0(z) is defined and analytic in D0 \ {∪4j=1Γ
(λ2s)
j ∪ {−λ2s}}.
(2) P0(z) satisfies the same jump conditions as U on D0 ∩ {∪4j=1Γ
(λ2s)
j }.
(3) U(z)P0(z)
−1 is bounded at z = 0 and z = −λ2s.
(4) As λ→ 0+, we have the matching condition
P0(z) =
(
I +O
(
λ2(1+α)
))
Υ(z) (7.12)
for z ∈ ∂D0.
The construction of the local parametrix P0 is similar to the ones in [3] and [44]. It is
explicitly given by
P0(z) = Υ̂(z) (I + (f(z;λ)− h(z)) σ+) e
(−1)k+1λ2k
zk
σ3z
α
2
σ3C˜(z), (7.13)
where Υ̂(z) is given in (7.10) and
C˜(z) =

I, arg
(
z + λ2s
) ∈ (−23π, 23π) ,(
1 0
−eαπi 1
)
, arg
(
z + λ2s
) ∈ (23π, π) ,(
1 0
e−απi 1
)
, arg
(
z + λ2s
) ∈ (−π,−23π) .
(7.14)
The scalar functions f(z;λ) and h(z) in (7.13) are defined as follows:
f(z;λ) =
e−z
2πi
∫ −λ2s
−∞
|x|αex
x− z e
2
(−1)k+1λ2k
xk dx, (7.15)
and
h(z) = f(z; 0)−

zα
2i sin(πα)
, for α /∈ Z,
(−1)αzα
πi
log
√
z
2
, for α ∈ Z.
(7.16)
It is straightforward to check that h(z) is an entire function, f(z;λ) is analytic for z ∈ C \
(−∞,−λ2s) and satisfies the jump condition
f+(x;λ)− f−(x;λ) = |x|αe2
(−1)k+1λ2k
xk , x ∈ (−∞,−λ2s), (7.17)
with the following endpoint behavior
f(z;λ) =
(λ2s)αe
− 2
sk
2πi
log
(
z + λ2s
)
+O(1), (7.18)
as z → −λ2s. Moreover, uniformly for z ∈ ∂D0, we have
f(z;λ)− h(z) = e
−z
2πi
[∫ 0
−∞
|x|αex
x− z
(
e
2
(−1)k+1λ2k
xk − 1
)
dx−
∫ 0
−λ2s
|x|αex
x− z e
2
(−1)k+1λ2k
xk dx
]
+
zα
2i sin(πα)
= O
(
λ2k
)
+O
(
λ2(1+α)
)
+
zα
2i sin(πα)
=
zα
2i sin(πα)
+O
(
λ2(1+α)
)
, as λ→ 0+, if α /∈ Z. (7.19)
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Similarly, if α ∈ Z, we also have
f(z;λ)− h(z) = (−1)
αzα
πi
log
√
z
2
+O
(
λ2(1+α)
)
, (7.20)
as λ→ 0+, uniformly for z ∈ ∂D0.
Now let us verify P0(z) defined in (7.13) is indeed a solution to RH problem 7.3. By (7.13)
and (7.17), it is easily seen that P0 satisfies the same jump conditions as U on D0∩{∪4j=1Γ
(λ2s)
j }.
Regarding item (3) in RH problem 7.3, it follows from (7.4) and (7.13) that as z → 0,
U(z)P0(z)
−1 = O(1) (I − (f(z;λ)− h(z)) σ+) Υ̂(z)−1 = O(1),
since the functions f , g and Υ̂ are regular near the origin. Similarly, if z → −λ2s and
arg
(
z + λ2s
) ∈ (2π3 , π), we have from (7.5) and (7.13) that
U(z)P0(z)
−1 = O(1)
(
I +
1
2πi
log
(
z + λ2s
)
σ+
) eαpii2 0
−eαpii2 e−αpii2
 1 0
eαπi 1

× z−α2 σ3e−
(−1)k+1λ2k
zk
σ3 (I − (f(z;λ)− h(z)) σ+) Υ̂(z)−1
= O(1)
(
I +
zαe−απi
2πi
e
2 (−1)
k+1λ2k
zk log
(
z + λ2s
)
σ+
)
× (I − (f(z;λ)− h(z)) σ+) Υ̂(z)−1.
Note that h(z) and Υ̂(z) are entire functions and σ2+ = 02×2, using (7.18), we obtain
U(z)P0(z)
−1 = O(1), (7.21)
as required. If z approaches −λ2s from other regions, the above equation also holds by similar
arguments.
Finally, to see the matching condition on ∂D0, we observe from (7.10) and (7.13) that, if
α /∈ Z and λ→ 0+,
P0(z)Υ(z)
−1 = Υ̂(z) (I + (f(z;λ)− h(z)) σ+) e
(−1)k+1λ2k
zk
σ3
(
I − z
α
2i sin(πα)
σ+
)
Υ̂(z)−1.
It then follows from (7.19) that (7.12) holds for α /∈ Z. Similarly, if α ∈ Z, the claim follows
from (7.10) and (7.20).
7.4 Final transformation
The final transformation is defined by
Q(z) =
 U(z)Υ(z)−1, for z ∈ C \D0,U(z)P0(z)−1, for z ∈ D0. (7.22)
Since the point z = −λ2s is located inside D0 := {z : |z| < ǫ} when λ is small enough, we
may apply the contour deformation such that the jump contours of U(z) and Υ(z) are the same
outside D0. It is then easily seen that Q satisfies the following RH problem.
RH problem 7.4. The function Q(z) defined in (7.22) has the following properties:
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(1) Q(z) is analytic in C \ ∂D0.
(2) Q(z) satisfies the jump condition
Q+(z) = Q−(z)JQ(z), z ∈ ∂D0,
where
JQ(z) = P0(z)Υ(z)
−1. (7.23)
(3) As z →∞,
Q(z) = I +O(1/z).
From the matching condition (7.12), we obtain
JQ(z) = I +O
(
λ2(1+α)
)
, as λ→ 0+. (7.24)
By standard nonlinear steepest descent arguments (cf. [18, 22]), it then follows that
Q(z) = I +O
(
λ2(1+α)
)
, as λ→ 0+, (7.25)
uniformly for z in the complex plane off the jump contour.
Now we are ready to prove Theorems 2.4 and 2.5.
8 Proofs of Theorems 2.4 and 2.5
8.1 Proofs of Theorem 2.4 and (2.11)
The existence of solutions to the coupled Painelve´ system (2.4) and their analyticity for
λ > 0 follow directly from Theorem 6.3 and Proposition 6.4.
To see the asymptotics of a(λ; s) as λ→ 0+, we note from (6.4) and (7.1) that
a(λ; s) = iλ−1(U∞)12. (8.1)
By (7.22), one has
U(z) = Q(z)Υ(z), z ∈ C \D0.
The asymptotics of a(λ; s) given in (2.10) then follows from (7.9) and (7.25).
Finally, we show the asymptotics of b1(λ; s) as λ → 0+. In view of (6.10) and (7.1), it is
readily seen that
b1(λ; s) =
λ
2
− λi lim
z→−λ2s
(
z + λ2s
) (
U ′+(z)U+(z)
−1)
12
. (8.2)
Since λ→ 0+, z = −λ2s is close to the origin. For z ∈ D0, we see from the definitions of P0(z)
in (7.13) and Q(z) in (7.22) that
U(z) = Q(z)P0(z) = Q(z)Υ̂(z) (I + (f(z;λ)− h(z)) σ+) e
(−1)k+1λ2k
zk
σ3z
α
2
σ3 , (8.3)
where f(z;λ) and h(z) are defined in (7.15) and (7.16), respectively. By (8.3), we further have
U ′(z)U(z)−1 = Q′(z)Q(z)−1 +Q(z)Υ̂′(z)Υ̂(z)−1Q(z)−1
+Q(z)Υ̂(z)
(
f ′(z;λ) − h′(z))σ+ (I − (f(z;λ)− h(z)) σ+) Υ̂(z)−1Q(z)−1
+Q(z)Υ̂(z) (I + (f(z;λ)− h(z)) σ+)
(
(−1)kkλ2k
zk+1
+
α
2z
)
σ3
× (I − (f(z;λ)− h(z)) σ+) Υ̂(z)−1Q(z)−1.
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All functions on the right hand side of the above formula are analytic at z = −λ2s except
f(z;λ); see (7.18). Therefore, as z → −λ2s, we obtain
lim
z→−λ2s
(
z + λ2s
) (
U ′+(z)U+(z)
−1)
12
= lim
z→−λ2s
(
z + λ2s
)
f ′(z;λ)
(
Q(z)Υ̂(z)σ+Υ̂(z)
−1Q(z)−1
)
12
=
(λ2s)αe
− 2
sk
2πi
(
Q
(−λ2s) Υ̂ (−λ2s))2
11
, (8.4)
A combination of the above formula and (8.2) gives us
b1(λ; s) =
λ
2
− s
αλ2α+1
2π
e
− 2
sk
(
Q
(−λ2s) Υ̂ (−λ2s))2
11
. (8.5)
From (7.8) and (7.10), the entire function Υ̂(z) takes the following form:
Υ̂(z) =
(
I +
i
8
(
4α2 + 3
)
σ−
)
π
σ3
2 Φ
(α)
Bes(z/4)Ĉ(z)
−1
1 ∗
0 1
 z−α2 σ3 . (8.6)
Note that, in the above formula, the (1,1) entry of π
σ3
2 Φ
(α)
Bes(z/4)Ĉ(z)
−1 remains unchanged
when it is multiplied by a lower triangular matrix on its left or by an upper triangular matrix
on its right. It then follows from (3.48) and (8.6) that(
Υ̂(z)
)
11
=
(
π
σ3
2 Φ
(α)
Bes(z/4)Ĉ(z)
−1z−
α
2
σ3
)
11
=
√
πz−α/2Iα
(
z1/2
)
=
√
π
2α
∞∑
k=0
(z/4)k
k!Γ(k + α+ 1)
;
cf. [1]. Combining (7.25), (8.5) and the above formula, we obtain
b1(λ; s) =
λ
2
− s
αλ2α+1
22α+1 Γ(α+ 1)2
e
− 2
sk
(
1 +O
(
λ2(1+α)
))
, (8.7)
which is given in (2.11).
This completes the proofs of Theorem 2.4 and (2.11).
Remark 8.1. To prove Theorem 2.5, we need to know a little more about the properties of M(z)
as z → −s in (6.6) and (6.7). It is easily seen from (6.7) that M (s)1 = limz→−sM
(s)(z)−1M (s)(z)′.
Then, it follows from (6.6), (6.8) and (7.1) that(
M
(s)
1
)
21
= eαπi lim
z→−s
(
M−1− (z)M
′
−(z)
)
21
= eαπiλ2 lim
z→−λ2s
(
U−1− (z)U
′
−(z)
)
21
. (8.8)
Using (8.3) again and conducting similar calculations in the above proofs, we have the following
estimate (
M
(s)
1
)
21
= O
(
λ2(1+α)
)
, as λ→ 0+. (8.9)
8.2 Proof of Theorem 2.5
Recall the connection between Fs
(
λ2s;λ2
)
and M given in (6.2), we then have from (8.8)
that
Fs
(
λ2s;λ2
)
= − 1
2πiλ2
(
M
(s)
1
)
21
, λ > 0. (8.10)
Inserting (6.6) and (6.7) into (6.11), we obtain, on one hand,
d
dλ
(
M
(s)
1
)
21
=
(
M
(s)
0
)2
11
. (8.11)
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On the other hand, by (6.13) and (6.19), it follows that(
M
(s)
0
)2
11
= 2πi
(
λ
2
− b1(λ; s)
)
. (8.12)
On account of the fact that (see (8.9))
lim
λ→0+
(
M
(s)
1
)
21
= 0,
we obtain from (8.10)–(8.12) that
Fs
(
λ2s;λ2
)
= − 1
λ2
∫ λ
0
(τ
2
− b1(τ ; s)
)
dτ, (8.13)
where the integral is convergent by the asymptotics of b1(λ; s) as λ → 0+ given in (8.7).
Equivalently, by (2.6), it follows that
∂
∂s
F
(
λ2s;λ2
)
= λ2Fs
(
λ2s;λ2
)
= −
∫ λ
0
as(τ ; s)dτ. (8.14)
Since F (0;λ2) = 0, we integrate the above formula and arrive at (2.12).
This completes the proof of Theorem 2.5.
A Consistency of (2.12) with the logarithm of (1.26)
From (2.12), we have
∂
∂λ
F
(
λ2s;λ2
)
= − (a(λ; s)− a(λ; 0)) , (A.1)
where the function a(λ; s) is among the class of special solutions to the coupled Painleve´ III
system (2.4) as stated in Theorem 2.4. This, together with the second equality in (4.6) and
change of variables λ2s→ s and λ2 → λ, implies that
sFs(s;λ) = −1
2
√
λ
(
a
(√
λ; s/λ
)
− a
(√
λ; 0
))
− λFλ(s;λ). (A.2)
We next relate the limit Fs(s;λ) as λ → 0+ to the RH problem for X in Proposition 3.2.
From (4.9) and (4.52), we get
Fλ
(
λ2s;λ2
)
=
r(λ2)
2λ2
+
α2
4λ2
− 1
16λ2
+O
(
s−1/2
)
, as s→ +∞. (A.3)
Due to the change of variables λ2s→ s and λ2 → λ, the above formula and (1.22) gives us
λFλ(s;λ) = O
(
λ3/2
)
, as λ→ 0+, (A.4)
uniformly for s in any compact subset of (0,+∞). From the asymptotics of a(λ; s) as λ → 0+
given in (2.10), we also have
√
λa
(√
λ; 0
)
=
1− 4α2
8
+O
(
λ1+α
)
. (A.5)
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Inserting the above two formulas into (A.2), we obtain
Fs(s;λ) = − 1
2s
(√
λa
(√
λ; s/λ
)
− 1− 4α
2
8
)
+ o(1), as λ→ 0+, (A.6)
where o(1) term is uniform for s in any compact subset of (0,+∞). On the other hand, on
account of (6.1) and (6.4), we have
√
λa
(√
λ; s/λ
)
= i (X∞)12 (λ; s), (A.7)
where X∞ is given in (3.16). A combination of (A.6) and (A.7) then gives us
Fs(s;λ) = − i
2s
(X∞)12 (λ; s) +
1− 4α2
16s
+ o(1), as λ→ 0+, (A.8)
uniformly for s in any compact subset of (0,+∞).
Let us compare our RH problem for X in Proposition 3.2 with RH problem 6.2 for the Bessel
kernel in Bothner et al. [8]. They satisfy the following simple relation:
XBIP(z; s, v = 0) = e
pi
4
iσ3X(−sz; s, λ = 0), (A.9)
where XBIP(z; s, v) is the solution to RH problem 6.2 in [8]. Similar to (3.16), let us denote the
1/z coefficient in the large z expansion of XBIP by XBIP∞ . From [8, Equation (6.3)], the large z
expansions of RH problems 6.2 and B.1 in [8], we have
(
XBIP∞
)
12
= 2HH(q, p, s) + 4α
2 − 1
8s
, (A.10)
where
HH(q, p, s) = q
2 − 1
4s
p
2 − α
2q2
4s(q2 − 1) −
q2
4
, (A.11)
is the Hamiltonian for the Painleve´ III equation; see [8, Equation (1.13)]. Here, q(s) satisfies
the equation (1.27) and the boundary condition (1.28), and p(s) = 2sq′(s)/(q2(s) − 1). Then,
the formulas (A.8)-(A.10) give us
Fs(s;λ) = HH(s) + o(1), as λ→ 0+, (A.12)
uniformly for s in any compact subset of (0,+∞).
From (1.11), (1.13), one can derive that
KPIII(u, v;λ) = O
(
e
−c
[
(λu)
k
+(λu)
k
])
, as u, v → 0+, (A.13)
for λ > 0 and certain constant c > 0. Hence, Fλ(s;λ)/s is bounded when s is small and positive.
This, together with (A.2) and (A.12), implies that we can interchange the integral with respect
to s on both sides of (A.12) and the limit λ→ 0+. Therefore, we obtain
lim
λ→0+
F (s;λ) =
∫ s
0
HH(τ)dτ. (A.14)
Finally, due to the fact that [−τ HH(τ)]′ = q2(τ)/4 (cf. [38, Equation (2.26)]), an integration
by parts of the above formula gives us the logarithm of (1.26).
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