Visibility forecast is a meteorological problems which has direct impact to daily lives. For instance, timely prediction of low visibility situations is very important for the safe operation in airports and highways. In this paper, we investigate the use of Long Short-Term Memory(LSTM) model to predict visibility. By adjusting the loss function and network structure, we optimize the original LSTM model to make it more suitable for practical applications, which is superior to previous models in short-term low visibility prediction. In addition, there is a "time delay problem" when the number of hours time ahead we try to forecast becomes larger, this problem is persistent given the limited amount of available training data. We report our attempt of applying re-sampling to deal with the time delay problem, and we find that this method can improve the accuracy of visibility prediction, especially for the low visibility case.
INTRODUCTION
Atmospheric visibility is the maximum horizontal distance that a person with normal vision can distinguish the target with sky as the background, which is an important indicator to reflect the degree of air pollution (Fan et al., 2016) . In the case of rain and snow and severe smog, the visibility can be very low, which will greatly affect the safety of aviation, navigation and highway traffic. Visibility is influenced by a variety of meteorological factors, such as temperature, wind, precipitation, pressure, etc. In particular, visibility shows strongly correlation with relative humidity, PM2.5, PM10 and so on. Traditional prediction methods relying on physical modeling are ineffective due to the complexity and inability to fully quantify the influence of many different factors. For instance, Clark et al. have investigated the problem of prediecting visibility by numerical methods with the Operational Met Office Unified Model (Clark et al., 2008) . The results are not very accurate, especially in case of low visibility due to insufficient spatial resolution of the numerical grid. Visibility can change abruptly in a scale of 10m, whereas the current numerical NWP models have a spatial resolution of 10km.
Currently, there are two main approaches to predict the visibility. The first approach is based on the numerical forecast of other meteorological fac-tors, and then calculates the visibility based on some empirical relationship with those factors. Most previous researches are following such approach, and the methods of empirical fitting the interrelation between elements are mainly based on polynomial fitting and traditional machine learning model. The polynomial relationship between visibility, relative humidity and aerosol concentration has been studied in the cities such as Shijiazhuang (Wang et al., 2016) , Tianjin (Song et al., 2013) and Hangzhou (Fan et al., 2016) . The visibility for highway in foggy weather is fitted by temperature, wind speed and humidity through SVM and BP neural network (Long et al., 2017) in past studies. However, the prediction results of these methods are not accurate, and can only predict the general trend of visibility changes.
The second approach is to treat the visibility over a period of time as a time series (Dietterich, 2002) , and solve the problem of time series prediction with methods of machine learning or deep learning. For instance, regression tree (Dietz et al., 2017) and MLP (Zhu et al., 2017) are studied for airport visibility forecast.
These two kinds of methods have their own advantages and disadvantages. The first method has better interpretability due to the application of the actual physical model, but it is inaccurate due to the complexity and the lack of full understanding of the phe-nomenon. Besides, this method is highly dependent on the prediction accuracy of other meteorological elements. The second method only uses the meteorological data as input and few physical information as prior knowledge, which makes the model much simpler. However, it does not deliver an explanation about the relationship between meteorological factors and the actual physical laws.
In the past two decades, machine learning has attracted much attention and established their position as important competitors of classical statistical in the field of prediction (Kurt and Oktay, 2010) . A number of methods have been widely used, such as SVM, KNN, Decision Trees, etc (Friedman et al., 2001) . These methods use only historical data to learn the random dependencies between the past and the future. Among these methods, Recurrent Neural Network(RNN) can capture the characteristic of data in sequence problems. Particularly, it has been applied in time-series forecast problem (Yadav et al., 2013) .
However, RNN models have their own shortcomings. Traditional RNN models can not capture longterm dependencies in the sequence of input data. To solve this problem, Long short-term memory(LSTM) neural network was developed. Compared with traditional RNN models, LSTM can avoid the problem of gradient vanishing and caputre the long-term dependencies in time-series forecast problems. It has been used in many fields, such as air pollutant prediction , earthquake prediction , stock price prediction (Minami, 2018) and internet traffic prediction (Cortez et al., 2006) , etc. LSTM has also been used for visibility prediction in previous studies (Salman et al., 2018) . However, the result is of limited practical significance since they focused only on overall errors(RMSE) and did not pay attention to the accuracy of low-visibility forecast, which is precisely the most relevant and difficult part in practical application. This paper aims to use LSTM to make visibility predictions which is a problem with properties different from the aforementioned applications. Specifically, we consider visibility forecast of 1 hour respectively and 3 hours ahead. Compared with the commonly used visibility prediction models in previous studies, the LSTM model has significantly improved, which is more accurate in cases of low visibility. Because low visibility is more concerned in practice, we design a weighted loss function to optimize the model. In order to make predictions of many hours more(e,g., 6 or 8 hours ahead), we find that there is a systematic time delay in forecast result, which can be caused by insufficient data. This also leads to the inability of visibility prediction models to make accu-rate predictions for 24-hour or longer like some areas mentioned above. We try to fix it by resampling.
DATA AND ANALYSIS
In this section, we describe the specific information of data, which contains the elements and distribution of data. The spatiotemporal correlation of data is also analyzed. Besides, we fix the missing values through spatial correlation and normalize the data. In addition, for the particularity of time series, we need to reconstruct the input data.
Data Description
The data that we used is provided by China Meteorological Administration(CMA). Specifically, we use the meteorological data of Beijing station '54511' from April 2016 to December 2017, which contains 15143 sets of data. Each set corresponds to hourly measurements, including PM10, PM2.5, temperature, precipitation, pressure, relative humidity, wind speed, wind direction and visibility. We choose the first 10000 sets of data as training set while the remaining data as test set to verify the model. Spatially, we select ten sites with relatively complete data around Beijing, among which Beijing station 54511 is chosen as experimental data to construct time series, and the remaining nine sites are used to interpolation missing data. Figure 1 shows the location of all ten meteorological observation stations that we use, and Beijing station is marked in red. In order to understand the distribution of data better, we segment the existing data into bar charts in Figure 2 , where we use intervals of 1,000 meters. We can see that in the existing two-year data, visibility is concentrated in the range of 2,000 meters to 4,000 meters. The occurrence of the visibility higher than 3,000 meters gradually decreases. For the lowvisibility data which we are most concerned with, the amount of existing data is also small, which makes it difficult to obtain sufficient training for these most interesting situations. 
Spatiotemporal Correlation Analysis
The spatial correlation of visibility among the stations is measured by Pearson's correlation coefficient, which is shown in Table 1 . We can see that in most cases the correlation coefficient between S0 and other stations is above 0.5. We use the autocorrelation function to measure the correlation among visibility in time series at Beijing station. For time lag k, we calculate the autocorrelation coefficients with following formula:
where L(t) and L(t + k) represent the meteorological observation data of the same station with k time steps difference. Cov(.) stands for covariance and σ stands for standard deviation. The autocorrelation coefficient of visibility in Beijing station is shown in Figure 3 . As the time lag increases, the autocorrelation of time series shows a clear downward trend, which agrees with the common sense that the closer events have greater influence. From Figure 3 we can see that autocorrelation is above 0.8 for visibility values within 3 hours, and then drops rapidly until it reaches 0.4 for visibility between 12 hours. After that, autocorrelation slowly decreases, reaching about 0.3 at 24 hour. We find that the meteorological information after 24 hours is basically not related to the current stage. Therefore, we decide to use the data of the past 24 hours as a single input item for the model.
Fixing Missing Values
Due to failures of measure instruments and other disturbances, there are often missing values in the observation data. The missing rate of all features is summarized in Table 2 . One way to handle the missing data is to omit the missing values directly in time series prediction (Fan et al., 2017) . However, compared to other factors, the missing rate of PM10 and wind direction is higher. For this part of data, if we neglect the missing value directly, we may lose important information. In this paper, we use the method of spatially nearest neighbour interpolation to complement the data, which almost does not affect the autocorrelation of time series itself, but supplement the information by data from different sites.
Let L(t) = {x 1 , x 2 , x 3 , · · · , x t } be a sequence with missing values. Each observation x i (i = 1, 2, · · · ,t) has nine features. We traverse the time series in order and mark the missing data, which will replaced by the values from nearest neighbour. If there is a missing data, select the next adjacent site to fill the data. To summarize, the missing values can be fixed through following steps.
Step1: Use Nearest Neighbour interpolation as a replacement of a missing data and skip if a vacancy still exists in the chosen site.
Step2: Remove used sites and repeat step 1 until the data is completely filled
Data Normalization
Since the range of various meteorological elements is different, we normalize all data to values between 0 and 1. In Table 3 , we can see the statistical characteristics of each meteorological element.
A feature x i is normalized as follows
Through normalization, we can effectively avoid numerical problems in gradient calculation. For itera- 
Data Configuration
For time series prediction problems, the input and output of the model have special forms (Bontempi et al., 2012) . Without loss of generality, we will summarize the time series prediction model as follows
where {x 1 , x 2 , x 3 , · · · , x t+d } is time series data we already have and f is the model we build. ε is the irreducible error. In equation (3), we use the data from the past n time steps to predict the state after d time steps. Before building the model, we need to configure the input and output. For the time series prediction problem, our input is a matrix and the output is a vector. More specifically, the time series {x 1 , x 2 , x 3 , · · · , x t+d } forms a [(t −n+1) * n] input matrix as in equation (4) and a [(t − n + 1) * 1] output vector as in equation (5
where d is the time step we want to predict in the future.
LSTM MODEL
In this section, we introduce the basic principles of the LSTM model and describe resampling. At the end of this section, we define the evaluation criteria of the model.
LSTM
As it is known, RNN is sensitive to short-term information and insensitive to long-term information, which is caused by the gradient vanishing problem. In order to solve this problem, the LSTM model was proposed in 1997 (Hochreiter and Schmidhuber, 1997) and has been improved since (Greff et al., 2016) .
Roughly speaking, LSTM model is a special RNN neural network structure controlled by gates, which is widely used in time series prediction. Figure 4 is an illustration of LSTM.
The LSTM model has a chain structure which is similar to the RNN model. The neurons in RNN are replaced by memory blocks which have three units: input gate,output gate and forget gate. The gate structure of LSTM solves the gradient vanishing problem, thus enables the long-term dependence of time series.
Similar to RNN, the parameters of the LSTM model are fitted by back propagation through time(BPTT). 
Resampling
The resampling method can be traced back to the randomization test proposed by Fisher in the 1930s (Simon, 1992) . According to the original resampling idea, when the two sample sets were merged, there should be no difference between the resampled statistical indicators and the original sample statistical indicators unless they came from different natural models (Bi et al., 2009) .
In recent years, resampling methods are gradually being applied in the field of machine learning, among which bagging method and boosting method are popular (James et al., 2013) . In these methods, new data sets are obtained by resampling, and these data sets are applied to ensemble algorithm. In some cases, we also verify the model with a random subset, which is commonly known as cross-validation.
In this paper, we will use the resampling idea to supplement the training set in the case of insufficient data volume. We obtain new data by sampling with replacement. The new data are combined with the original data to supplement the training set.
Evalution Criterion
We use the Root Mean Squared Error (RMSE) to evaluate the model
whereŷ i is the predicted value and y i is the true value. Consider the impact of low visibility to safety operations, we focus on low visibility forecast, which we will evaluate separately. After the predicted results are obtained, we will take out the data below 1600 meters and 800 meters and calculate their RMSE respectively. These two dividing lines are the common visibility standards for airports operations regarding safe aircraft taking-off and landing.
EXPERIMENT AND ANALYSIS
In this section, we will introduce the detail of experiments. First, we predict the visibility after one hour, and improve forecast accuracy in low visibility situations by weighted RMSE. After that, we predict the visibility after three hours. As the forecast time increases, the error becomes larger, and the result shows clearly there is delay between the predicted and the actual time series. We try to solve this problem by adjusting the structure of the model and by resampling.
One-hour Visibility Forecast
In this case, we build models for one-hour visibility forecast with very simple neural network structure. Since the prediction time is short and information between input and output is more correlated, the simple structure can reduce the model complexity and the calculation time without suffering too much.
As described in Section 2.5, we select 24 hours of meteorological information as input and the visibility for the next hour as output. For each set of inputs, we select all nine meteorological elements as features, and we also add the difference in visibility to provide trend information for visibility changes in advance. Therefore we have ten features in one set of data: temperature, precipitation, pressure, wind speed, wind direction, relative humidity, PM2.5, PM10, visibility and difference value between visibilities. We construct our model by a neural network with two hidden layers. The first hidden layer is the LSTM layer containing 200 neurons and the second is the fully connected layer with one neuron, as shown in Figure 5 . For other parameters, we choose the tanh function as activation function and adam as optimizer.
In order to get better forecast for situation of low visibility, we design a weighted RMSE (Eq.(7)) as loss function. In the loss function, we add a hyperparameter α to adjust the weight of different data. The weight e −α * y i is larger for lower visibility y i .
Table 4 shows the RMSE for all test set becomes larger when the value of α increases. RMSE is 4390 when α = 0, which means the weight for all error term is 1, and increases to 5208 when α grows to 5. However, as the α increases, the RMSE of low visibility part will first decrease and then increase, which is easy to understand since we give the error term of low visibility part a higher weight. A further increase of α makes the weighted term in the loss function (Eq. (7)) close to zero, and the model optimization stops. When α = 2, the RMSE of low visibility part is minimal. The result of α = 2 is shown in Figure 6. The first 200 time steps from the test set are shown, where the blue line is the predicted value and the black is the true value. We can see that in Table 4 the weighted loss function has a significant improvement effect on the forecast model. The improved model has higher prediction accuracy for low visibility whereas the overall prediction accuracy becomes worse, which is not the focus in this specific application though. It can be seen in Figure 6 that when α = 2, the overall trend of the model's prediction results is consistent with the observation data.
In order to evaluate the performance of LSTM, we compare the prediction results of LSTM model with other commonly used forecast models in previous studies, namely, polynomial fitting model (Fan et al., 2016) , regression tree model (Dietz et al., 2017) and MLP model (Zhu et al., 2017) . Polynomial fitting is used for the relationship between real-time elements, and the latter two models are used for time series prediction with similar data configuration as in Section 2.5. In previous works mentioned above, limited by the number of features used and models themselves, these methods are usually used for short-term visibility prediction, such as one hour or even shorter. The prediction results of the models in the following table. As can be seen from Table 5 , compared with other three methods, the overall error of the LSTM model for visibility prediction has not been reduced, but the prediction results for the low visibility part have been significantly improved, which is also the most relevant in practical applications.
Three-hours Visibility Forecast
It is shown in the previous section that the LSTM model is effective for 1-hour visibility prediction. Relatively accurate predictions can be obtained with a simple neural network structure. In the following, we consider prediction of 3 hours with more complex neural network structure, because the increase of prediction time will lead to the loss of relevant information in time series.
For the 3-hour visibility prediction model, we take the same input dimension, which is the meteorological data of the past 24 hours. Each set of data includes the ten elements. We change the complexity of the model by adjusting the network structure. In the previous section we use the structure with two hidden layers, and now we will add more LSTM layers and investigate the effects. In the experiment, we add one LSTM layer each time, while each layer contains 200 neurons. For computational efficiency considerations, we limit to add up to the model with four LSTM layers. Between multiple LSTM layers, we add dropout to prevent overfitting. Before the output layer, we still add a fully connected layer with one neuron.
In the experiments, we add more hidden layers while keeping other parameters unchanged. We use the weighted loss function with α = 2. From Table 6 we can see that when the neural network structure has fewer layers, the prediction results are more accurate for the whole data. Neural network structure with more layers obtains more accurate prediction for low visibility situation. Figure 7 illustrates the results of the 3-hour visibility forecast model with only one LSTM layer, only the first 100 time steps in the test set is shown. Although the prediction accuracy of low visibility cases is improved by sacrificing that for the high visibility cases, Figure 7 shows there is a significant "time delay" between the predicted result and the actual value for 3-hour visibility forecast model. By constructing a simple experiment with a periodic function, we find that this result is partly due to the lack of data volume. Through experiments of trigonometric functions and other periodic functions that we construct randomly, we find that this phenomenon is not only in the visibility prediction problem, but also ubiquitous in the LSTM model applied to time series problems, which can be solved when the amount of data is sufficient.
To solve this problem, we try to generate more data by resampling. Specifically, after obtaining the input matrix through data configuration, sampling with replacement is carried out by row, that is, resampling by group. These data sets are added to the input matrix after the resampling. Without loss of generality, we choose the simplest neural network structure to study the resampling modeling. The results are shown in Table 7 .
After data configuration, we randomly selected 5,000 to 15,000 groups of data as new data to supplement the training set. It can be seen from the table that appropriate resampling can improve the model. When the data volume of resampling is 5000, we can see that RMSE is significantly reduced. However, when more data are added, the RMSE increases rather than decreases, which is due to the problem of overfitting. More specifically, beyond a certain point of adding data via resampling, the loss function is still decreasing, while the RMSE of the test set is increasing. In summary, proper resampling can reduce errors in the original model. However, constraint by the limited amount of data, the "time delay" problem cannot be solved.
CONCLUSIONS
In this paper, we transform the traditional visibility prediction problem into time series prediction problem, and predict the visibility by LSTM model. Compared with previous studies mainly use simple polynomial fitting and MLP, the LSTM model performs better in the overall trend and the accuracy. By introducing a weighted loss function, we can improve the accuracy of low visibility prediction. Specifically, with appropriate hyperparameters, the RMSE of visibility is reduced by 37% for cases of less than 1600 meters and by 21% for cases of less than 800 meters. For short-term visibility prediction, our study shows that the LSTM model can be used to aid airport operations in decision about suitability of take-off and landing of aircraft.
In the 3-hour visibility prediction model, we find that with complex LSTM structure, the overall error of the model will become larger, but the RMSE of the low visibility part will decrease, which is what we hope to see. In predictions of many hours ahead(e,g. 6 or 8 hours), we encountered a systematic time delay in LSTM forecast result. We investigated the causes of this problem with a periodic function amplified by a time dependent factor that we randomly construct, it is shown that the LSTM model has a significant time delay for the prediction of multiple time steps when the amount of data is insufficient. This phenomenon not only appears in the visibility prediction, but also widely exists in time series prediction problems with LSTM. We find this is partly due to insufficient measurement data and try to solve it by resampling. In our experiment, resampling can effectively reduce the error, but constraint by the limited amount of data the "time delay" phenomenon is not completely eliminated.
