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Loop quantum f (R) theories
Xiangdong Zhang∗ and Yongge Ma†
Department of Physics, Beijing Normal University, Beijing 100875, China
As modified gravity theories, the 4-dimensional metric f (R) theories are cast into connection dynamical
formalism with real su(2)-connections as configuration variables. This formalism enables us to extend the
non-perturbative loop quantization scheme of general relativity to any metric f (R) theories. The quan-
tum kinematical framework of f (R) gravity is rigorously constructed, where the quantum dynamics can
be launched. Both Hamiltonian constraint operator and master constraint operator for f (R) theories are
well defined. Our results show that the non-perturbative quantization procedure of loop quantum gravity are
valid not only for general relativity but also for a rather general class of 4-dimensional metric theories of gravity.
PACS numbers: 04.60.Pp, 04.50.Kd, 04.20.Fy
I. INTRODUCTION
The theoretical search for a quantum theory of gravity has
been rather active. Especially, as a background indepen-
dent approach to quantize general relativity(GR), loop quan-
tum gravity(LQG), has been widely investigated in recent
twenty-five years. For reviews in this field, we refer to[1–
4]. It is remarkable that, as a non-renormalizable theory,
GR can be non-perturbatively quantized by the loop quanti-
zation procedure[5]. This background-independent quantiza-
tion relies on the key observation that classical GR can be
cast into the connection dynamical formalism with structure
group of S U(2). Thus one is naturally led to ask whether GR
is a unique relativistic theory of gravity with connection dy-
namical character. Recently modified gravity theories have
received increasinged attention in issues related to ”dark en-
ergy” and non-trivial tests on gravity beyond GR. A series of
independent observations, including type Ia supernova, weak
lens, cosmic microwave background anisotropy, baryon oscil-
lation, etc, implied that our universe is currently undergoing a
period of accelerated expansion[6]. This result conflicts with
the prediction of GR and has carried the ”dark energy” prob-
lem. Although the acceleration could be explained by intro-
ducing a cosmological constant Λ, the observed value of Λ is
unnaturally much smaller than any estimation by tens of or-
ders. Hence it is reasonable to consider the possibility that
GR is not a valid theory of gravity on a cosmological scale.
Since it was found that a small modification of the Einstein-
Hilbert action by adding an inverse power term of curvature
scalar R would lead to current acceleration of our universe,
a large variety of models of f (R) modified gravity have been
proposed[7]. Moreover, some models of f (R) gravity may
account for the ”dark matter” problem, which was revealed
by the observed rotation curve of galaxy clusters, We refer to
[7, 8] for a recent review on f (R) theories of gravity and It’s
application to cosmology. It is also worth noting that certain
effective equation of loop quantum cosmology can be derived
from some classical f (R) theory[9].
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Historically, Einstein’s GR is the simplest relativistic theory
of gravity with correct Newtonian limit. It is worth pursuing
all alternatives, which provide a high chance to new physics.
Recall that the precession of Mercury’s orbit was at first at-
tributed to some unobserved planet orbiting inside Mercury’s
orbit, but was actually explained only after the passage from
Newtonian gravity to GR. Given the strong motivation to f (R)
gravity, it is desirable to study such kind of theories at funda-
mental quantum level. For metric f (R) theories, gravity is
still geometry as in GR. The differences between them are
just reflected in dynamical equations. Hence, a background-
independent and non-perturbative quantization for f (R) grav-
ity is preferable. The framework of extending LQG to f (R)
theories appeared in [10].The purpose of this paper is to pro-
vide the detailed constructions.
We will show that the connection dynamical formulation
of f (R) gravity can be derived by canonical transformations
from it’s geometrical dynamics. The latter was realized by in-
troducing a non-minimally coupled scalar field to replace the
original f (R) action and doing Hamiltonian analysis. While
the equivalence by canonical transformations at the classical
level does not imply equivalence after quantization, our choice
of the canonical formalism enables us to carry out the physical
and mathematical ideas of LQG. The canonical variables of
our Hamiltonian formalism of f (R) gravity consist of su(2)-
connection Aia and it’s conjugate momentum Eai , as well as
the scalar field φ and it’s momentum π. The Gaussian, diffeo-
morphism and Hamiltonian constraints are also obtained, and
they comprise a first-class system. Loop quantization proce-
dure is then naturally employed to quantize f (R) gravity. The
rigorous Kinematical Hilbert space structure of loop quantum
GR is extended to loop quantum f (R) gravity by adding a
polymer-like quantum scalar field. The spatial geometric op-
erators of LQG, such as the area and volume operators are still
valid here. Hence the important physical result that both the
area and the volume are discrete at quantum kinematical level
is also true for f (R) gravity. As in LQG, the Gaussian and dif-
feomorphism constraints can be solved at quantum level, and
both the Hamiltonian constraint and the master constraint can
be promoted to well-defined operators.
This paper is organized as follows. In section II, we derive
the connection dynamical formalism for f (R) theories. In sec-
tion III, the kinematical Hilbert space for f (R) gravity is con-
2structed, where the Gaussian and diffeomorphism constraints
are implemented. The Hamiltonian constraint is promoted to a
well-defined operator in the kinematical Hilbert space in sec-
tion IV. We also define a self-adjoint master constraint oper-
ator in the diffeomorphism invariant Hilbert space in section
V. Finally, some concluding remarks are given in section VI.
We use Greek alphabet for spacetime indices. Latin alphabet
a,b,c,...,for spatial indices, and i,j,k,..., for internal indices.
II. CONNECTION DYNAMICAL FORMALISM FOR f (R)
THEORY
A simple extension of GR is to consider the Lagrangian
of gravity as a function of scalar curvature R. This kind of
modified gravity theories have become topical in cosmology
and astro-physics. The original action of f (R) theories read:
S (g) = 1
2
∫
d4x
√−g f (R) (1)
where f is a general function ofR, and we set 8πG = 1. By in-
troducing an independent variable s and a Lagrange multiplier
φ, an equivalent action is proposed as[11, 12]:
S (g, φ, s) = 1
2
∫
d4x
√−g( f (s) − φ(s − R)). (2)
The variation of (2) with respect to s yields
φ =
d f (s)
ds ≡ f
′(s). (3)
Assuming f ′′(s) , 0 so that s could be resolved from the
above equation, action (2) is reduced to
S (g, φ) = 1
2
∫
d4x
√−g(φR − ξ(φ)) ≡
∫
d4xL(x) (4)
where ξ(φ) ≡ φs − f (s). The variations of (4) give the follow-
ing equations of motion
φGµν = −12gµνξ(φ) + ∇µ∇νφ − gµν∇σ∇
σφ, (5)
R = ξ′(φ) (6)
where ξ′(φ) ≡ dξ(φ)dφ , and ∇µ is the connection compatible with
gµν. It is easy to see that Eqs. (5) and (6) are equivalent to
the equations of motion derived from action (1). The virtue of
action (4) is that it admit a treatable Hamiltonian analysis[11].
The Hamiltonian formalism can be derived by doing 3+1 de-
composition and Legendre transformation:
pab =
∂L
∂˙hab
=
√
h
2
[φ(Kab − Khab) − h
ab
N
( ˙φ − Nc∂cφ)], (7)
π =
∂L
∂ ˙φ
= −
√
hK (8)
where hab and Kab are respectively the induced 3-metric and
the extrinsic curvature of the spatial hypersurface Σ and K ≡
Kaa . The combination of the trace of Eq.(7) and Eq.(8) yields
˙φ − Nc∂cφ = 2N
3
√
h
(φπ − p). (9)
Note that the action (4) is also meaningful for a constant φ.
In this special case, one could resolve π from p by Eq.(9) as
π = p/φ. This reduces one degree of freedom of the theory.
Then the f (R) theory will be reduced back to GR. In general
case, the Hamiltonian of f (R) gravity can be derived as a liner
combination of constraints as
Htotal =
∫
Σ
d3x(NaVa + NH). (10)
where N and Na are the lapse function and shift vector re-
spectively, and the smeared diffeomorphism and Hamiltonian
constraints read
V(−→N) ≡
∫
Σ
d3xNaVa
=
∫
Σ
d3xNa(−2Db(pab) + π∂aφ), (11)
H(N) ≡
∫
Σ
d3xNH
=
∫
Σ
d3xN[ 2√
h
( pab p
ab − 13 p2
φ
+
1
6φπ
2 − 13 pπ)
+
1
2
√
h(ξ(φ) − φR + 2DaDaφ)], (12)
where Da is the connection compatible with the 3-metric hab.
Again, in the special case of φ = costant, it is easy to see that
the smeared diffeomorphism and Hamiltonian constraints can
go back to GR up to a constant rescale. By the symplectic
structure
{hab(x), pcd(y)} = δ(ca δd)b δ3(x, y),
{φ(x), π(y)} = δ3(x, y), (13)
lengthy but straightforward calculations show that the con-
straints (11) and (12) comprise a first class system similar to
GR as:
{V(−→N),V(−→N ′)} = V([−→N ,−→N ′]),
{V(−→N), H(M)} = H(L−→N M),
{H(N), H(M)} = V(NDaM − MDaN). (14)
Since the above Hamiltonian analysis is started with the ac-
tion (4) where a non-minimally coupled scalar field is intro-
duced, we need to check whether the Hamiltonian formalism
is equivalent to the Lagrangian formalism. It is not difficult to
see from the Hamiltonian (10) that the evolution equation of
the scalar field reads:
˙φ = {φ, Htotal} = 2N
3
√
h
(φπ − p) + Na∂aφ (15)
3which is nothing but the Eq. of (9). The evolution equation of
the 3-metric reads
˙hab =
N√
h
(4(pab −
1
3 phab)
φ
− 23πhab) + DaNb + DbNa
= 2NKab + DaNb + DbNa, (16)
which is nothing but the definition of Kab. The evolution equa-
tion of the momentum of φ reads
π˙ = ∂a(Naπ) + 2N√
h
( pab p
ab − 13 p2
φ2
− 16π
2) − N
√
h
2
ξ′(φ)
+
N
√
h
2
R −
√
hDaDaN
= ∂a(Naπ) + N
√
h
2
(KabKab − K2) − N
√
h
2
ξ′(φ)
+
N
√
h
2
R − ∂a(
√
hhab∂bN). (17)
Using the definition of π = −
√
hK and n0 = 1N , n
i
= −NiN , we
can get
ξ′(φ) = KabKab − K2 + R + 2
N
√
h
∂ν(
√−gnνK)
− 2
N
√
h
∂a(
√
hhab∂bN) = R. (18)
This is nothing but Eq. (6). On the other hand, the 00-
component of Eq.(5) reads
φGµνnµnν =
φ
2
(R − KabKab + K2). (19)
Using the identity gµνnµnν = −1, Eq.(19) becomes
φ
2
(R − KabKab + K2)
=
1
2
ξ(φ) + (gµν + nµnν)∇µ∇νφ
=
1
2ξ(φ) + DaD
aφ − K( 1
N
( ˙φ − Nc∂cφ)) (20)
where the facts hµνnν = 0 and nσ∂σφ = 1N ( ˙φ − Nc∂cφ) have
been used in the above derivation. Note that the Hamiltonian
constraint in Eq.(12) can be expressed as
H =
√
hφ
2
(KabKab − K2 − R) +
√
h
2
(ξ(φ) + 2DaDaφ)
−
√
hK( 1
N
( ˙φ − Nc∂cφ)). (21)
Hence the 00-component of (5) is equivalent to Hamiltonian
constraint. Now we come to the 0a-component of (5). Since
φGµνnµhνa = φ(DaKaa − DaK) and gµνnµhνa = 0, (22)
we have
φ(DaKab − DbK) = nνhσb∇σ∇νφ
= nνhσb∇σ((hµν − nµnν)∂µφ). (23)
The first term in the right hand side of above equation reads
nνhσa∇σ(hµν∂µφ) = nνhσa∇σ(gµν + nµnν)∂µφ
= −Kba∂bφ, (24)
and the second term reads
− nνhσa∇σ(nµnν∂µφ) = hσa∇σ(nµ∂µφ)
= Da( 1N (
˙φ − Nc∂cφ)). (25)
Hence their combination gives
Da(φKab) − Db(φK) + KDbφ − Db(
1
N
( ˙φ − Nc∂cφ))
=
2√
h
Da(
√
h
2
[φ(Kab − Khab) −
hab
N
( ˙φ − Nc∂cφ)])
− π√
h
∂bφ. (26)
This is nothing but the diffeomorphism constraint in Eq.(11).
Now we turn to the ab-components of (5). We will show that
they are equivalent to the equation of motion of pab which
reads
p˙ab =
habN√
h
( pcd p
cd − 13 p2
φ
+
1
6φπ
2 − 13 pπ)
+
2N√
h
( pac p
c
b − 13 ppab
φ
− 13 pabπ)
+
N
4
√
hhabφR − N2
√
hφRab − N4
√
hhabξ(φ)
− N
2
√
hhabDcDcφ − D(aN
√
hDb)φ
+
√
h
2
(D(aDb)(Nφ) − habDcDc(Nφ))
+ 2pc(aDcNb) + Dc(pabNc). (27)
Since the initial value formalism of f (R) theories has been ob-
tained in [7], we will use Eq.(27) to derive the time derivative
of the extrinsic curvature:
Kab =
2(pab − 13 phab)
φ
√
h
− πhab
3
√
h
. (28)
A straightforward calculation yields
˙Kab = 2NKacKcb − NKKab + L−→N Kab − NRab
+ DaDbN +
N
φ
DaDbφ
+
Nhab
6 (ξ
′(φ) + ξ(φ)
φ
) − n
σ∂σφ
φ
NKab. (29)
It is easy to see that Eq.(29) is equivalent to Eq.(217) in [7].
Note that there is a sign difference between the definition of
our extrinsic curvature and that in [7], and our potential ξ(φ)
is twice of that in [7]. To summarize, we have shown that the
Hamiltonian formalism of f (R) gravity is equivalent to it’s
Lagrangian formalism.
4Recall that the non-perturbative loop quantization of GR
was based on it’s connection dynamic formalism. It is very
interesting to study whether the previous geometric dynamics
of f (R) modified gravity also has a connection dynamic cor-
respondence. To this aim, we first extend the phase space of
geometrical dynamics to the triad formalism, and then intro-
duce a canonical transformation on the extended phase space
of f (R) theories. Let
˜Kab ≡ φKab + h
ab
2N
( ˙φ − Nc∂cφ)
= φKab +
hab
3
√
h
(φπ − p), (30)
and Eai ≡
√
heai , where eai is the triad s.t. habeai ebj = δi j. Then
we get
pab =
√
h
2
( ˜Kab − ˜Kcc hab)
=
1
2
( ˜Kai Ebi −
1
h
˜KicE
c
i E
a
j E
b
j ),
π = −
√
h
φ
( ˜Kcc −
3
2N
( ˙φ − Nc∂cφ)), (31)
where ˜Kai ≡ ˜Kabeib. Now we extend the phase space of geom-
etry to the space consisting of pairs (Eai , ˜Kia). It is then easy to
see that the symplectic structure (13) can be derived from the
following Poisson brackets:
{Eaj (x), Ebk(y)} = { ˜K ja(x), ˜Kkb(y)} = 0,
{ ˜K ja(x), Ebk(y)} = δbaδ jkδ(x, y). (32)
Thus there is a symplectic reduction from the extended phase
space to the original one, and the transformation from con-
jugate pairs (hab, pcd) to (Eai , ˜K jb) is ”canonical” in this sense.
Note that since ˜Kab = ˜Kba, we have an additional constraint:
G jk ≡ ˜Ka[ jEak] = 0. (33)
So we can further make a canonical transformation by defin-
ing:
Aia = Γia + γ ˜Kia. (34)
where Γia is the spin connection determined by Eai , and γ is a
nonzero real number. It is clear that our new variable Aia co-
incides with the Ashtekar-Barbero connection [13, 14] when
φ = 1. The Poisson brackets among the new variables read:
{A ja(x), Ebk(y)} = γδbaδ jkδ(x, y),
{Aia(x), A jb(y)} = 0. (35)
Now, the phase space of f (R) gravity consists of conjugate
pairs (Aia, Ebj ) and (φ, π). Combining Eq.(33) with the com-
patibility condition:
∂aEai + ǫi jkΓ
j
aEak = 0, (36)
we obtain the standard Gaussian constraint
Gi = DaEai ≡ ∂aEai + ǫi jkA jaEak (37)
which justifies Aia as an su(2)-connection. Note that, had we
let γ = ±i, the (anti-)self-dual complex connection formalism
would be obtained. The original diffeomorphism constraint
can be expressed in terms of new variables up to Gaussian
constraint as
Va = −2Db(pab) + π∂aφ
=
1
γ
F iabE
b
i + π∂aφ, (38)
where F i
ab ≡ 2∂[aAib] + ǫiklAkaAlb is the curvature of Aia. The
original Hamiltonian constraint can be written up to Gaussian
constraint as
H =
φ
2
[F j
ab − (γ2 +
1
φ2
)ε jmn ˜Kma ˜Knb ]
ε jklEak E
b
l√
h
+
1
2
( 23φ
( ˜KiaEai )2√
h
+
4
3
( ˜KiaEai )π√
h
+
2
3
π2φ√
h
+
√
hξ(φ)) +
√
hDaDaφ. (39)
It is easy to check that the smeared Gaussian constraint,
G(Λ) :=
∫
Σ
d3xΛi(x)Gi(x), generates S U(2) gauge transfor-
mations on the phase space, while the smeared constraint
V(−→N ) :=
∫
Σ
d3xNa(Va − AiaGi) (40)
generates spatial diffeomorphism transformations on the
phase space. Together with the smeared Hamiltonian con-
straint H(N) =
∫
Σ
d3xNH, we can show that the constraints
algebra has the following form:
{G(Λ),G(Λ′)} = G([Λ,Λ′]), (41)
{G(Λ),V(−→N)} = −G(L−→NΛ, ), (42)
{G(Λ), H(N)} = 0, (43)
{V(−→N),V(−→N ′)} = V([−→N ,−→N ′]), (44)
{V(−→N), H(M)} = H(L−→N M), (45)
{H(N), H(M)} = V(NDaM − MDaN)
+ G
(
(N∂aM − M∂aN)habAb
)
− [E
aDaN, EbDbM]i
h Gi
− γ2 [E
aDa(φN), EbDb(φM)]i
h Gi. (46)
One may understand Eqs.(41-45) by the geometrical interpre-
tations of G(Λ) and V(−→N). The detail calculation on the Pois-
son bracket (46) between the two smeared Hamiltonian con-
straints will be presented in the Appendix. Hence the con-
straints are of first class. Moreover, the constraint algebra of
GR can be recovered for the special case when φ = 1. The
5total Hamiltonian is a linear combination of the above con-
straints as
Htot =
∫
Σ
H(N) + NaVa + G(Λ). (47)
To summarize, f (R) theories of gravity have been cast
into the su(2)-connection dynamical formalism. Though a
scalar field is non-minimally coupled, the resulted Hamilto-
nian structure is similar to GR. Note that what we obtain
is real su(2)-connection dynamics of Lorentian f (R) grav-
ity rather than the connection dynamics of some conformal
theories[15, 16].
III. QUANTUM KINEMATIC OF f (R) THEORY
Recall that LQG is based on the connection dynamics of
GR. We have shown in last section that f (R) theories can also
be reformulated as connection dynamical theories by intro-
ducing a non-minimally coupled scalar field. Hence the non-
perturbative loop quantization procedure can be straightfor-
wardly generalized to f (R) theories. Since the configuration
space consists of geometry sector and scalar sector, we expect
the kinematical Hilbert space of the system to be an direct
product of the Hilbert space of geometry and that of scalar
field. To construct quantum kinematics for geometry as in
LQG, we have to extend the space A of smooth connections
to space ¯A of distributional connections. A simple element
¯A ∈ ¯A may be thought as a holonomy,
he(A) = P exp
∫
e
Aa (48)
of a connection along an edge e ⊂ Σ. Through projective
techniques, ¯A is equipped with a natural measure µ0, called
the Ashtekar-Lewandowski measure[3, 4]. On the other hand,
one may smear the densitied triad Eai on 2-surfaces to obtain
fluxes as
E(S , f ) :=
∫
S
ǫabcEai f i (49)
where f i is a su(2)-valued function on S . From the algebraic
viewpoint, the cylindrical functions of holonomies and the
fluxes consist of an C∗-algebra. Then by Gel’fand-Naimark-
Segal(GNS) structure[2], one can obtain the cyclic represen-
tation for the quantum holonomy-flux ∗-algebra, which co-
incides with the one by projective techniques. In a cer-
tain sense, this is the unique diffeomorphism and internal
gauge invariant representation for the quantum holonomy-flux
algebra[17]. The kinematical Hilbert space of geometry then
reads Hgrkin = L2( ¯A , dµ0). A typical vector Ψα( ¯A) ∈ H
gr
kin is
a cylindrical function over some finite graph α ⊂ Σ. The so-
called spin-network basis
Tα( ¯A) =
∏
e∈E(α)
√
2 je + 1π jeme,ne( ¯A(e)), ( je , 0)
(50)
provides an orthonormal basis for Hgrkin[3, 4], where
π
je
me,ne( ¯A(e)) denotes the matrix elements in the spin- j repre-
sentation of S U(2). Note that the spatial geometric opera-
tor of LQG, such as the area[18] , the volume[19] and the
length[20, 21] operators, are still valid in Hgrkin, though their
properties in the physical Hilbert space still need to be clari-
fied [22, 23].
Since the scalar field also reflects f (R) gravity, it is natural
to employ the polymer-like representation for it’s quantiza-
tion [24]. In this representation, one extends the space U of
smooth scalar fields to the quantum configuration space ¯U . A
simple element ¯U ∈ ¯U may be thought as a point holonomy,
Uλ = exp(iλφ(x)), (51)
at point x ∈ Σ, where λ is a real number. By GNS structure[2],
there is a natural diffeomorphism invariant measure dµ on
¯U [24]. Thus the kinematical Hilbert space of scalar field
reads H sckin = L2( ¯U , dµ). The following scalar-network func-
tion of φ:
TX(φ) ≡ TX,λ(φ) =
∏
x j∈X
Uλ(φ(x j)), (52)
where X = {x1, . . . , xn} is an arbitrary given set of finite num-
ber of points in Σ, constitute a complete set of orthonormal
basis in H sckin. Since the point holonomy of a scalar is defined
on an 0-dimensional point, the momentum is smeared on an
3-dimensional region R in Σ as:
π(R) :=
∫
R
d3xπ(x). (53)
Thus the total kinematical Hilbert space for f (R) gravity reads
Hkin := Hgrkin ⊗ H sckin with an orthonormal basis Tα,X(A, φ) ≡
Tα(A) ⊗ TX(φ). Note that a basic feature of loop quantization
is that only holonomies will become configuration operators,
rather than the classical configuration variables themselves.
Let Ψ(A, φ) denote a quantum state in Hkin. The actions of
basic operators read
ˆhe(A)Ψ(A, φ) = he(A)Ψ(A, φ),
ˆE(S , f )Ψ(A, φ) = i~{E(S , f ),Ψ(A, φ)},
ˆUλ(φ(v))Ψ(A, φ) = exp(iλφ(v))Ψ(A, φ),
πˆ(R)Ψ(A, φ) = i~{π(R),Ψ(A, φ)}. (54)
As in LQG, it is straight-forward to promote the Gaussian con-
straint G(Λ) to a well-defined operator in Hkin. It’s kernel is
the internal gauge invariant Hilbert space HG with gauge in-
variant spin-scalar-network basis T s,c = T s(A)⊗ TX(φ), where
T s=(α, j,i)(A) = ⊗v∈V(α)iv · ⊗π je( ¯A(e)), ( je , 0). (55)
Here an intertwiner i is assigned to each vertex of graph α. All
the internal gauge invariant geometric operators, such as the
area, volume and length, can also be well defined inHG. Since
the diffeomorphisms of Σ act covariantly on the cylindrical
functions in HG, the so-called group averaging technique can
be employed to solve the diffeomorphism constraint[3, 4]. To
6this aim, we first define a projection map acting on cylindrical
functions ψβ ≡ ψα,X(A, φ) ∈ Hkin as
ˆPDi f fβψβ ≔
1
nβ
∑
ϕ∈GS β
ˆUϕψβ, (56)
where ˆUϕ denotes the unitary operator corresponding to a fi-
nite diffeomorphism ϕ : Σ → Σ. Here GS β = Di f fβ/T Di f fβ
is the group of graph symmetries, where Di f fβ is the group of
all diffeomorphisms preserving the colored β, T Di f fβ is the
group of diffeomorphisms which trivially acts on β, and nβ
is the number of the elements in GS β. Secondly, we average
with respect to all remaining diffeomorphisms which change
the graph β. For each cylindrical function ψβ, there is an el-
ement η(ψβ) associated to it in the algebraic dual space Cyl⋆
which acts on any cylindrical function φβ′ as
η(ψβ)[φβ′] ≔
∑
ϕ∈Di f f (Σ)/Di f fβ
〈 ˆUϕ ˆPDi f fβψβ|φβ′〉kin, (57)
where Di f f (Σ) is the diffeomorphism group of Σ. It is easy
to verify that η(ψβ) is invariant under the group action of
Di f f (Σ), since
η(ψβ)[ ˆUϕφβ′] = η(ψβ)[φβ′]. (58)
Thus we have defined a rigging map η : Cyl → Cyl⋆Di f f , which
maps every cylindrical function to a diffeomorphism invariant
one. Moreover, a Hermitian inner product can be defined on
Cyl⋆Di f f via the natural action of the algebraic functional:
〈η(ψβ)|η(φβ′)〉Di f f ≔ η(ψβ)[φβ′]. (59)
The diffeomorphism invariant Hilbert space HDi f f is defined
by the completion of Cyl⋆Di f f with respect to the above inner
product. Thus we can also obtain the desired diffeomorphism
and gauge invariant Hilbert space, HDi f f , for f (R) gravity.
IV. QUANTUM HAMILTONIAN OF f (R) THEORY
While the kinematical frameworks of LQG and polymer-
like scalar field have been straight-forwardly extended to f (R)
theories, the nontrivial task is to implement the Hamiltonian
constraint (39) at quantum level. In this section, we can show
by detail and technical analysis that, as in LQG, the Hamilto-
nian constraint can be promoted to a well-defined operator in
the kinematical Hilbert space Hkin. The resulted Hamiltonian
constraint operator is internal gauge invariant and diffeomor-
phism covariant. Hence it is at least well defined in the gauge
invariant Hilbert space HG.
Comparing Eq.(39) with the Hamiltonian constraint of GR
in connection formalism, the new ingredient of f (R) gravity
that we have to deal with are φ(x), φ−1(x), ξ(φ) and the follow-
ing four terms
H3 =
∫
Σ
d3x N3φ
( ˜KiaEai )2√
h
,
H4 =
∫
Σ
d3x2N3
( ˜KiaEai )π√
h
,
H5 =
∫
Σ
d3x N3
π2φ√
h
,
H7 =
∫
Σ
d3xN
√
hDaDaφ. (60)
Here we have written the smeared version of Eq.(39) as
H(N) = ∑7i=1 Hi. Note that the first two terms in H(N) can
be written as
H1 =
1
2
∫
Σ
d3xNφF j
ab
ε jklEak E
b
l√
h
= HEucl(φN), (61)
H2 = −12
∫
Σ
d3xN(γ2φ + 1
φ
)ε jmn ˜Kma ˜Knb
ε jklEak E
b
l√
h
=
1
1 + γ2
T (N(γ2φ + 1
φ
)), (62)
where T (N) denotes the Lorentzian term in the Hamiltonian
constraint of GR. Hence, except that the smearing functions
are multiplied by some function of φ, these terms keep the
same forms as those in GR.
By introducing certain small constant λ0, an operator cor-
responding to the scalar φ(x) at x ∈ Σ can be defined as
ˆφ(x) = 1
2iλ0
(Uλ0(φ(x)) − U−λ0(φ(x))). (63)
The ambiguity of λ0 is the price that we have to pay in order to
represent field φ in the polymer-like representation. To further
define an operator corresponding to φ−1(x), we can use the
classical identity
φ−1(x) = sgn[φ](1l sgn[φ]{|φ|
l(x), π(R)}) 11−l , (64)
for any rational number l ∈ (0, 1), where sgn[φ] denotes the
sign function of φ, |φ| is the absolute value of φ and x ∈ R. For
example, one may choose l = 12 for positive φ(x) and replace
the Poisson bracket by commutator to define
ˆφ−1(x) = ( 2
i~
[
√
ˆφ(x), πˆ(R)])2. (65)
Thus all the functions ξ(φ) which can be expanded as pow-
ers of φ(x) have been quantized. For other non-trivial types
of ξ(φ), we may replace the argument φ by ˆφ in Eq.(63), pro-
vided that no divergence would arise after the replacement.
In the case where divergence does appear, there remain the
possibilities to employ tricks similar to Eq.(64) to deal with
7it. Hence it is reasonable to believe that most physically in-
teresting functions ξ(φ) can be quantized. Then it is straight-
forward to quantize H6 = 12
∫
Σ
N
√
h · ξ(φ) as an operator acting
on an basis vector Tα,X as
ˆH6 · Tα,X = 12
∑
v∈V(α)
N(v) ˆξ(φ(v)) ˆVv · Tα,X . (66)
Note that the action of the volume operator ˆV on a spin-
network basis vector Tα(A) over a graph α can be factorized
as
ˆV · Tα =
∑
v∈V(α)
ˆVv · Tα. (67)
Moreover, by the regularization techniques developed for the
Hamiltonian constraint operators of LQG and polymer-like
scalar field, all the terms H3, H4, H5 and H7 can be regular-
ized as operators acting on cylindrical functions in Hkin in
state-dependent ways. In the regularization procedure. we
will use the following classical identities
˜Kia =
1
γ
{Aia, ˜K}, (68)
where ˜K =
∫
Σ
d3x ˜KiaEai can be write as Poisson bracket:
˜K = γ−
3
2 {HEucl(1),V}. (69)
Here the Euclidean scalar constraint HEucl(1) by definition
was:
HEucl(1) = 1
2
∫
Σ
d3xF j
ab
ε jklEak E
b
l√
h
. (70)
Both HEucl and the volume V under consideration have been
quantized in LQG. Also, one has Eai = 12 ǫi jkǫabce jbekc, where
ǫabc is the levi-civita tensor density, and the co-triad satisfies
eia =
2
γ
{Aia(x),V}. (71)
To deal with the four new terms (60), we first regularize them
separately by point-splitting and obtain
H3 = lim
ǫ→0
∫
Σ
d3y
∫
Σ
d3x N3φχǫ(x − y)
˜Kia(x)Eai (x)√
VUǫx
˜K jb(y)Ebj (y)√
VUǫx
= lim
ǫ→0
4
3γ3
N
φ
χǫ(x − y){HEucl(1),
√(VUǫx )}
{HEucl(1),
√
(VUǫy )}, (72)
H4 = lim
ǫ→0
215
34γ6
∫
Σ
d3yπ(y)χǫ(w − y)
×
∫
Σ
d3xNχǫ (x − y){Aia(x), ¯K}
× ǫabcTr(τi{Ab(x), (VUǫx )3/4}{Ac(x), (VUǫx )3/4})
×
∫
Σ
d3wǫde f Tr({Ad(w),
√
VUǫw }{Ae(w),
√
VUǫw }
× {A f (w),
√
VUǫw }), (73)
H5 = lim
ǫ→0
∫
Σ
d3y
∫
Σ
d3x Nφ3 χǫ(x − y)π(x)π(y)
×
∫
Σ
d3u
det(eia(u))
(VǫUu )3/2
χǫ (u − x)
×
∫
Σ
d3w
det(eia(w))
(VǫUǫw )3/2
χǫ (w − y)
= lim
ǫ→0
214
33γ6
∫
Σ
d3y
∫
Σ
d3xNφπ(x)π(y)
χǫ(x − y)χǫ(u − x)χǫ (w − y)
×
∫
Σ
d3uǫabcTr({Aa(u),
√
VUǫu }
{Ab(u),
√
VUǫu }{Ac(u),
√
VUǫu })
×
∫
Σ
d3wǫde f Tr({Ad(w),
√
VUǫw }
{Ae(w),
√
VUǫw }{A f (w),
√
VUǫw }), (74)
H7 = −
∫
Σ
d3xDa(NEai )
1√
h
Ebi Dbφ
= lim
ǫ→0
∫
Σ
d3y
∫
Σ
d3x(Daχǫ (x − y))
× N(x)Eai (x)
× (Dbφ(y))
Ebi (y)
ǫ3(h(y))1/2
= − lim
ǫ→0
25
γ2
∫
Σ
d3y
∫
Σ
d3x(Daχǫ(x − y))N(x)Eai (x)
× ǫbe f (Dbφ(y))Tr(τi{Ae(y), (VUǫy )1/2}{A f (y), (VUǫy )1/2}),
(75)
where χǫ (x− y) is the characteristic function of a box Uǫx con-
taining x with scale ǫ and satisfies the relation limǫ→0 χǫ(x −
y)/ǫ3 = δ(x − y), and VUǫx denote the volume of Uǫx. It is easy
to see that the regulator in H3 can be removed by acting on a
given basis vector Tα,X ∈ Hkin as
ˆH3 · Tα,X =
∑
v∈V(α)
4N(v)
3γ3(i~)2
ˆφ−1(v)
× [ ˆHEucl(1),
√
ˆVv][ ˆHEucl(1),
√
ˆVv] · Tα,X ,
(76)
For the other three terms, in order to reexpress connection
by holonomy and make the regularization diffeomorphism co-
variant, we triangulate Σ in adaptation to some graph α under-
ling a cylindrical function in Hkin. At every vertex v ∈ V(α),
for each triple (eI , eJ, eK) of edges of α we have a tetrahedron
∆
ε
α,eI ,eJ ,eK
based at v, which is spanned by segments sI , sJ, sK of
the triple. Each segment sI is given by the part with the curve
parameter tI ∈ [0, ε] of the corresponding edge eI(tI). For
each ∆εα,eI ,eJ ,eK one can construct seven additional tetrahedron
by backward analytic extension of the segments. The regions
8of Σ without a vertex of α can be triangulated arbitrarily. Note
that for one segment sI , we have
∫
sI
{A(u),
√
V(u, ǫ)} ≈ ǫ s˙aI (0){Aa(v),
√
V(u, ǫ) } (77)
up to O(ǫ2). Hence for each ∆εα,v,eI ,eJ ,eK , we have
∫
∆
ε
α,v,eI ,eJ ,eK
ǫabcTr
({
Aa(u),
√
Vǫu
} {
Ab(u),
√
Vǫu
} {
Ac(u),
√
Vǫu
})
≈ −16 ǫ(sI sJ sK)ǫ
IJKTr
(
hsI(∆)
{
h−1sI(∆),
√
Vǫ
v(∆)
}
× hsJ(∆)
{
h−1sJ(∆),
√
Vǫ
v(∆)
}
hsK(∆)
{
h−1sK(∆),
√
Vǫ
v(∆)
} )
,
(78)
where ǫ(sI sJ sK) := sgn(det(s˙I s˙J s˙K)(v)) takes the values
+1,−1, 0 if the tangents of the three segments sI , sJ, sK at v
(in that sequence) form a matrix of positive, negative or van-
ishing determinant. Then the integration over Σ can be split as
follows [2]:
∫
Σ
=
∫
¯Uεα
+
∑
v∈V(α)
∫
Uεα,v
=
∫
¯Uεα
+
∑
v∈V(α)
1
E(v)
∑
b(eI )∩b(eJ )∩b(eK )=v

∫
Uεα,v,eI ,eJ ,eK
+
∫
¯Uεα,v,eI ,eJ ,eK

≈
∫
¯Uεα
+
∑
v∈V(α)
1
E(v)
∑
b(eI )∩b(eJ )∩b(eK )=v
8 ·
∫
∆
ε
α,v,eI ,eJ ,eK
+
∫
¯Uεα,v,eI ,eJ ,eK
 .
(79)
Here we have first decomposed Σ into a region ¯Uεα not con-
taining the vertices of α and the regions Uεα,v around the ver-
tices. Then choose a triple (eI , eJ, eK) of edges outgoing from
v and decompose Uεα,v into the region Uεα,v,eI ,eJ ,eK covered by
the tetrahedron ∆εα,v,eI ,eJ ,eK spanned by eI , eJ , eK and its 7 mir-
ror images and the rest ¯Uεα,v,eI ,eJ ,eK not containing v. Note that
the integral over Uεα,v,eI ,eJ ,eK classically converges to 8 times
the integral over the original single tetrahedron ∆εα,v,eI ,eJ ,eK as
we shrink the tetrahedron to zero. We average over all such
tripes (eI , eJ , eK) and divide by the number of possible choices
of triples for a vertex v with n(v) edges, E(v) =
(
n(v)
3
)
. Then
by the above triangulation T (ε), the regulated 3 terms become
respectively
Hε4 = − lim
ǫ→0
220
36γ6
∫
Σ
d3yπ(y)
×
∑
v∈α(v)
N(v(∆))
E(v)
∑
v(∆)=v
χǫ(v(∆′′ ) − y)χǫ(v(∆) − y))
× Tr(τihsL(∆){h−1sL(∆), ˜K})
× ǫLMN ǫ(sLsM sN )Tr(τihsM(∆){h−1sM(∆), (VUǫv(∆) )3/4}
× hsN(∆){h−1sN (∆), (VUǫv(∆) )3/4})
×
∑
v′′∈α(v)
1
E(v′′)
∑
v(∆)=v′′
ǫ(sI sJ sK)ǫIJK
× Tr(hsI(∆′′){h−1sI (∆′′),
√
VUǫ
v(∆′′ )
}hsJ(∆′′){h−1sJ(∆′′),
√
VUǫ
v(∆′′ )
}
× hsK(∆′′){h−1sK (∆′′),
√
VUǫ
v(∆′′ )
}),
Hε5 = lim
ǫ→0
217
35γ6
×
∫
Σ
d3xN(x)φ(x)π(x)
∫
Σ
d3yπ(y)
× χǫ (v(∆′′′ ) − y)χǫ(v(∆′′) − x)χǫ(x − y)
×
∑
v′′∈α(v)
1
E(v′′)
∑
v(∆)=v′′
ǫ(sI sJ sK)ǫIJK
× Tr(hsI(∆′′ ){h−1sI(∆′′ ),
√
VUǫ
∆
′′ }hsJ(∆′′ ){h−1sJ(∆′′ ),
√
VUǫ
∆
′′ }
× hsK(∆′′ ){h−1sK(∆′′ ),
√
VUǫ
∆
′′ })
×
∑
v′′′∈α(v)
1
E(v′′′)
∑
v(∆)=v′′′
ǫ(sL sM sN )ǫLMN
× Tr(hsL(∆′′′ ){h−1sL(∆′′′ ),
√
VUǫ
∆
′′′ }hsM(∆′′′ ){h−1sM(∆′′′ ),
√
VUǫ
∆
′′′ }
× hsN (∆′′′ ){h−1sN (∆′′′ ),
√
VUǫ
∆
′′′ }),
Hε7 = − lim
ǫ→0
27
3γ2iλ0
∫
Σ
d3x(Daχǫ(x − v′))N(x)Eai (x)
×
∑
v′∈α(v)
1
E(v′)
∑
v(∆′)=v′
ǫ(sI sJ sK)ǫIJK
× U−1λ0 (φ(ssI(∆′)))[Uλ0(φ(tsI(∆′))) − Uλ0 (φ(ssI(∆′)))]
× Tr(τihsJ(∆′){h−1sJ(∆′), (VUǫ∆′ )
1/2}hsK(∆′){h−1sK(∆′), (VUǫ∆′ )
1/2}),
(80)
where v(∆) and sI (∆) denotes a vertex and a segment of a
tetrahedron respectively, and tsI(∆) ( ssI (∆)) denotes target point
(starting point) of a segment sI(∆). Note that the action of the
operator π(R) on a scalar-network basis vector TX(φ) over a
graph X can be factorized as
πˆ(R) · TX =
∑
xi∈X∩R
πˆxi · TX . (81)
9Now every ingredient of Hεi has clearly quantum analogy, we
can define the corresponding operators acting on a basis vector
Tα,X over some graph α ∪ X as
ˆHε4 · Tα,X = − lim
ǫ→0
220
36γ6(i~)6
×
∑
v′∈X
πˆ(v′)χǫ(v′′ − v′)χǫ(v′ − v)
×
∑
v∈α(v)
N(v)
E(v)
∑
v(∆)=v
Tr(τi ˆhsL(∆v)[ˆh−1sL(∆v), ˆ˜K])
× ǫ(sLsM sN)ǫLMN Tr(τi ˆhsM(∆v)[ˆh−1sM(∆v), ( ˆVUǫv )3/4]
× ˆhsN(∆v)[ˆh−1sN(∆v), ( ˆVUǫv )3/4])
×
∑
v′′∈α(v)
1
E(v′′)
∑
v(∆)=v′′
ǫ(sI sJ sK)ǫIJK
× Tr(ˆhsI(∆v′′ )[ˆh−1sI(∆v′′ ), ( ˆVUǫv′′ )
1/2]
× ˆhsJ(∆v′′ )[ˆh−1sJ(∆v′′ ), ( ˆVUǫv′′ )1/2]
× ˆhsK(∆v′′ )[ˆh−1sK(∆v′′ ), ( ˆVUǫv′′ )
1/2]) · Tα,X , (82)
ˆHε5 · Tα,X = lim
ǫ→0
218
35γ6(i~)6
∑
v∈X
∑
v′∈X
× ˆφ(v)N(v)πˆ(v)πˆ(v′)χǫ(v′′′ − v′)χǫ(v′′ − v)χǫ(v′ − v)
×
∑
v′′∈α(v)
1
E(v′′)
∑
v(∆)=v′′
ǫ(sI sJ sK)ǫIJK
× Tr(ˆhsI(∆v′′ )[ˆh−1sI(∆v′′ ), ( ˆVUǫv′′ )
1/2]
× ˆhsJ(∆v′′ )[ˆh−1sJ(∆v′′ ), ( ˆVUǫv′′ )1/2]
× ˆhsK(∆v′′ )[ˆh−1sK(∆v′′ ), ( ˆVUǫv′′ )
1/2])
×
∑
v′′′∈α(v)
1
E(v′′′)
∑
v(∆)=v′′′
ǫ(sL sM sN )ǫLMN
× Tr(ˆhsL(∆v′′′ )[ˆh−1sL(∆Uǫ
v′′′
), ( ˆVv′′′ )1/2]
× ˆhsM(∆v′′′ )[ˆh−1sM(∆v′′′ ), ( ˆVUǫv′′′ )1/2]
× ˆhsN (∆v′′′ )[ˆh−1sN(∆v′′′ ), ( ˆVUǫv′′′ )
1/2]) · Tα,X , (83)
ˆHε7 · Tα,X = − lim
ǫ→0
27
3γ2iλ0
∑
e∈E(α)
Xie(tk−1) lim
n→∞
n∑
k=1
× [χǫ(e(tk) − v′) − χǫ (e(tk−1) − v′)]N(e(tk−1))
×
∑
v′∈α(v)
1
E(v′)
∑
v(∆)=v′
ǫ(sI sJ sK)ǫIJK
× ˆU−1λ0 (φ(ssI(∆v′ )))[ ˆUλ0(φ(tsI(∆v′ ))) − ˆUλ0 (φ(ssI(∆v′ )))]
× Tr(τi ˆhsJ(∆v′ )[ˆh−1sJ(∆v′ ), ( ˆVUǫv′ )
1/2]
× ˆhsK(∆v′ )[ˆh−1sK(∆v′ ), ( ˆVUǫv′ )1/2]) · Tα,X , (84)
where 0 = t0 < t1 < .. < tn = 1 is an arbitrary partition of
the interval [0, 1], Xie(t) := [he(0, t)τihe(t, 1)]AB∂/∂[he(0, 1)]AB
(we denote Xie := Xie(0) in the following), and hsI(∆v) denotes
the holonomy along the segment sI starting from the vertex
v of tetrahedron ∆. On the other hand, for ˆHε7, we perform
the limit n → ∞, and ǫ → 0 in reversed order. Keeping n
fixed, for small enough ǫ, only the term with k = 1 in the sum
survives provided that sI(0) = v′, So for small enough ǫ, the
above operator reduces to
ˆHε7 · Tα,X = lim
ǫ→0
27
3γ2iλ0(i~)2
×
∑
e∈E(α)
Xie(0)χǫ(e(0) − v′)N(e(0))
×
∑
v′∈α(v)
1
E(v′)
∑
v(∆)=v′
ǫ(sI sJ sK)ǫIJK
× ˆU−1λ0 (φ(ssI(∆v′ )))[ ˆUλ0(φ(tsI(∆v′ ))) − ˆUλ0 (φ(ssI(∆v′ )))]
× Tr(τi ˆhsJ(∆v′ )[ˆh−1sJ(∆v′ ), ( ˆVUǫv′ )
1/2]
× ˆhsK(∆v′ )[ˆh−1sK(∆v′ ), ( ˆVUǫv′ )
1/2]) · Tα,X . (85)
Since the actions of ˆHε4 and ˆH
ε
5 are independent of ε, we can
take the limits and obtain
ˆH4 · Tα,X = −
∑
v∈V(α)∩X
220N(v)
36γ6(i~)6E2(v) πˆ(v)
×
∑
v(∆)=v(∆′)=v
Tr(τi ˆhsL(∆)[ˆh−1sL(∆), ˆ˜K])
× ǫ(sL sM sN)ǫLMN
× Tr(τi ˆhsM(∆)[ˆh−1sM(∆), ( ˆVv)3/4]ˆhsN(∆)[ˆh−1sN(∆), ( ˆVv)3/4])
× ǫ(sI sJ sK)ǫIJK
× Tr(ˆhsI(∆′)[ˆh−1sI(∆′), ( ˆVv)1/2]ˆhsJ(∆′)[ˆh−1sJ(∆′), ( ˆVv)1/2]
× ˆhsK (∆′)[ˆh−1sK(∆′), ( ˆVv)1/2]) · Tα,X , (86)
ˆH5 · Tα,X =
∑
v∈V(α)∩X
218N(v)
35γ6(i~)6E2(v) πˆ(v)
ˆφ(v)πˆ(v)
×
∑
v(∆)=v(∆′)=v
ǫ(sI sJ sK)ǫIJK
× Tr(ˆhsI(∆)[ˆh−1sI(∆), ( ˆVv)1/2]ˆhsJ(∆)[ˆh−1sJ(∆), ( ˆVv)1/2]
× ˆhsK(∆)[ˆh−1sK(∆), ( ˆVv)1/2])
× ǫ(sLsM sN)ǫLMN
× Tr(ˆhsL(∆′)[ˆh−1sL(∆′), ( ˆVv)1/2]ˆhsM(∆′)[ˆh−1sM(∆′), ( ˆVv)1/2]
× ˆhsN(∆′)[ˆh−1sN(∆′), ( ˆVv)1/2]) · Tα,X . (87)
However, it is easy to see that the action of ˆHε7 on Tα,X is graph
changing. It adds a finite number of vertices at t(sI (v)) = ε for
edges eI(t) starting from each high-valent vertex of α. As a
result, the family of operators ˆHε7(N) fails to be weakly con-
vergent when ε → 0. However, due to the diffeomorphism
covariant properties of the triangulation, the limit operator
can be well defined via the so-called uniform Rovelli-Smolin
10
topology induced by diffeomorphism-invariant states ΦDi f f
as:
ΦDi f f ( ˆH7 · Tα,X) = lim
ε→0
(ΦDi f f | ˆHε7 |Tα,X〉. (88)
It is obviously that the limit is independent of ε. Hence both
the regulators ǫ and ε can be removed. We then have
ˆH7 · Tα,X =
∑
v∈V(α)
27N(v)
3γ2iλ0(i~)2E(v)
×
∑
e(0)=v
Xie
∑
v(∆)=v
ǫ(sI sJ sK)ǫIJK
× ˆU−1λ0 (φ(ssI(∆)))[ ˆUλ0(φ(tsI(∆))) − ˆUλ0 (φ(ssI(∆)))]
× Tr(τi ˆhsJ(∆))[ˆh−1sJ(∆), ( ˆVv)1/2]
× ˆhsK(∆)[ˆh−1sK(∆), ( ˆVv)1/2]) · Tα,X . (89)
Collecting all terms, the whole Hamiltonian constraint can be
quantized as a well-defined operator ˆH(N) inHkin. The action
of ˆH(N) on Tα,X can be factorized as
ˆH(N) · Tα,X =
∑
v∈V(α)
ˆH(N)v · Tα,X . (90)
This operator is internal gauge invariant and hence also well
defined in HG. However, although ˆH(N) can dually act on the
diffeomorphism invariant states, there is no guarantee for the
resulted states to be still diffeomorphism invariant.
V. MASTER CONSTRAINT OPERATOR
Although the Hamiltonian constraint operator constructed
in last section is well defined in HG, it is difficult to define
it directly on HDi f f . Moreover, the constraint algebra (41)-
(46) do not form a Lie algebra. This might lead to quantum
anomaly after quantization. In order to avoid possible quan-
tum anomaly and find the physical Hilbert space, master con-
straint programme was first introduced by Thiemann in [25].
We now apply this programme to quantum f (R) gravity.
By definition the master constraint of f (R) theories classi-
cally reads
M := 1
2
∫
Σ
d3x |H(x)|
2
√
h
, (91)
where the Hamiltonian constraint H(x) was given by Eq.(39).
It is obvious that
M = 0 ⇔ H(N) = 0 ∀N(x). (92)
However, now the constraints form a Lie algebra since
{V(−→N ),V(−→N ′)} = V([−→N ,−→N ′]),
{V(−→N),M} = 0,
{M,M} = 0, (93)
where diffeomorphism constraints nicely form an ideal. The
master constraint can be regulated via a point-splitting strat-
egy [26] as:
Mǫ = 1
2
∫
Σ
d3y
∫
Σ
d3xχǫ(x − y) H(x)√
VUǫx
H(y)√
VUǫy
. (94)
Introducing a partition P of the 3-manifold Σ into cells C, we
have an operator ˆHεC,β acting on spin-scalar-network basis T s,c
in HG via a state-dependent triangulation,
ˆHεC,α · T s,c =
∑
v∈V(α)
χC(v) ˆH(N)εv · T s,c (95)
where α denotes the underlying graph of the spin-network
state T s, and
ˆH(N)εv =
∑
v(∆)=v
ˆHε,∆GR,v +
7∑
i=3
ˆHεi,v, (96)
with
ˆHε,∆GR,v =
32 ˆφ(v)
3i~γE(v)ǫ(sI sJ sK)ǫ
IJKTr(ˆh−1αIJ(∆) ˆhsK (∆)[ˆh−1sK(∆),
√
ˆVUǫv ])
− 64(i~)3γ3E(v) (
ˆφ−1(v) + γ2 ˆφ(v))ǫ(sI sJ sK)ǫIJK
× Tr(ˆhsI(∆)[ˆh−1sI(∆), ˆ˜K]ˆhsJ(∆)[ˆh−1sJ(∆), ˆ˜K]ˆhsK(∆)[ˆh−1sK(∆),
√
ˆVUǫv ]),
(97)
and
ˆHε3,v =
16N(v)
3γ3(i~)2
ˆφ−1(v)
× [ ˆHEucl(1), ( ˆVUǫv )1/4][ ˆHEucl(1), ( ˆVUǫv )1/4],
(98)
ˆHε4,v = −
∑
v(∆)=v(∆′)=v(X)=v
218N(v)
34γ6(i~)6E2(v) πˆ(v)
× Tr(τi ˆhsL(∆)[ˆh−1sL(∆), ˆ˜K])
× ǫ(sL sM sN)ǫLMN Tr(τi ˆhsM(∆)[ˆh−1sM(∆), ( ˆVUǫv )1/2]
× ˆhsN (∆)[ˆh−1sN(∆), ( ˆVUǫv )1/2])
× ǫ(sI sJ sK)ǫIJKTr(ˆhsI(∆′)[ˆh−1sI(∆′), ( ˆVUǫv )1/2]
× ˆhsJ(∆′)[ˆh−1sJ(∆′), ( ˆVUǫv )1/2]
× ˆhsK(∆′)[ˆh−1sK(∆′), ( ˆVUǫv )1/2]), (99)
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ˆHε5,v =
∑
v(∆)=v(∆′)=v(X)=v
220N(v)
35γ6(i~)6E2(v) πˆ(v)
ˆφ(v)πˆ(v)
× ǫ(sI sJ sK)ǫIJKTr(ˆhsI(∆)[ˆh−1sI(∆), ( ˆVUǫv )1/4]
× ˆhsJ(∆)[ˆh−1sJ(∆), ( ˆVUǫv )1/2]
× ˆhsK(∆)[ˆh−1sK(∆), ( ˆVUǫv )1/2])
× ǫ(sLsM sN )ǫLMN Tr(ˆhsL(∆′)[ˆh−1sL(∆′), ( ˆVUǫv )1/4]
× ˆhsM(∆′)[ˆh−1sM(∆′), ( ˆVUǫv )1/2]
× ˆhsN(∆′)[ˆh−1sN(∆′), ( ˆVUǫv )1/2]),
(100)
ˆHε6,v =
1
2
N(v) ˆξ(φ(v))
√
ˆVUǫv , (101)
ˆHε7,v =
29
3γ2iλ0(i~)2E(v)
×
∑
e(0)=v
Xie
∑
v(∆)=v
× ǫ(sI sJ sK)ǫIJK ˆU−1λ0 (φ(ssI(∆)))
× [ ˆUλ0(φ(tsI(∆))) − ˆUλ0 (φ(ssI(∆)))]
× Tr(τi ˆhsJ(∆)[ˆh−1sJ(∆), ( ˆVUǫv )1/4]
× ˆhsK(∆)[ˆh−1sK(∆), ( ˆVUǫv )1/4]). (102)
Note that the family of operators ˆHεC,α are cylindrically con-
sistent up to diffeomorphism. So the inductive limit operator
ˆHC is densely defined in HG by the uniform Rovelli- Smolin
topology. Moreover, the adjoint operators of ˆHεC,α, which are
also cylindrically consistent up to diffeomorphism, read
( ˆHεC,α)† · T s,c =
∑
v∈V(α)
χC(v)( ˆH(N)εv)† · T s,c (103)
The inductive limit operator, ( ˆHC)†, of ( ˆHεC,α)† is adjoint to
ˆHC . Then we could define master constraint operator ˆM on
diffeomorphism invariant states as
( ˆMΦDi f f ) · T s,c = limP→Σ,ε,ε′→0ΦDi f f [
1
2
∑
c∈P
ˆHεC( ˆHε
′
C )† · T s,c]
(104)
Note that our construction of ˆM is qualitatively similar to that
in [27], although the quantitative actions are different. Similar
to those in [27] we can prove the following properties of ˆM.
(i) ˆM is diffeomorphism invariant, i.e.,
( ˆU ′ϕ ˆMΦDi f f ) · T s,c = ( ˆMΦDi f f ) · T s,c,
where ˆU ′ϕ is induced by the unitary operator in HG corre-
sponding to a finite diffeomorphism transformation ϕ.
(ii) For any given diffeomorphism invariant spin-scalar-
network state T[s,c], the norm ‖ ˆMT[s,c]‖Di f f is finite. So ˆM
is densely defined in HDi f f .
(iii) ˆM is a positive and symmetric operator in HDi f f and
hence admits a unique self-adjoint Friedrichs extension.
In conclusion, there exists a positive and self-adjoint oper-
ator ˆM on HDi f f corresponding to the master constraint (91).
It is then possible to obtain the physical Hilbert space of f (R)
gravity by the direct integral decomposition of HDi f f with re-
spect to ˆM.
VI. CONCLUDING REMARKS
How to unify quantum mechanics with gravity theory is one
of the core problems in modern physics. In recent twenty-five
years, LQG has made considerable progress in quantizing GR
non-perturbatively and hence become a fascinating candidate
theory for quantum gravity. This background-independent
quantization relies on the key observation that classical GR
can be cast into the connection-dynamical formalism with the
structure group of S U(2). Due to this particular formalism,
LQG was generally considered as a quantization scheme that
applies only to GR. This was taken by many researchers to
be a limitation of the quantization scheme. The fact of being
of general applicability would therefore be significative for
the general debate about quantum gravity. Especially, f (R)
gravity theories have become topical in issues related to dark
energy in cosmology and non-trivial astronomic tests beyond
GR. Hence, whether such modified gravity theories could be
quantized non-perturbatively is itself an interesting question.
The main results of Ref.[10] and the current paper can be
summarized as follows. (i) The connection dynamics of f (R)
gravity has been obtained by canonical transformations from
it’s geometric dynamics. (ii) Based on the su(2)-connection
dynamical formalism, the rigorous kinematical framework of
LQG has been successfully extended to metric f (R) gravity
theories by coupling with a polymer-like scalar field. The im-
portant physical result that both the area and the volume are
discrete at quantum kinematical level remains valid for f (R)
gravity. (iii) While the Hamiltonian constraint is promoted
to well-defined operator in the kinematical Hilbert space, the
master constraint can be promoted to well-defined operator
in the diffeomorphism invariant Hilbert space of loop quan-
tum f (R) gravity. Thus, the non-perturbative loop quantiza-
tion procedure is not only valid for GR but also valid for a
rather general class of 4-dimensional metric theories of grav-
ity. Therefore, the achievements which have been obtained
are in two fold. First, classical metric f (R) theories have
been successfully quantized non-perturbatively. This guaran-
tees the existence of f (R) theories of gravity at fundamental
quantum level. Secondly, the valid range of LQG has been
considerably enlarged to include a rather general class of met-
ric theories.
It should be noticed that classically the scalar field φ charac-
terize different f (R) theories of gravity by φ = f ′(R). Thus for
a given f (R) theory, φ becomes a particular function of scalar
curvature R while the potential ξ(φ) is fixed. Hence our quan-
12
tum f (R) gravity may be understood as a class of quantum
theories representing different choices of the function f (R).
Of course, there are still many aspects of the connection for-
malism and loop quantization of f (R) theories which deserve
discovering. For examples, it is still desirable to find an action
for the connection dynamics of f (R) gravity. The semiclassi-
cal analysis of loop quantum f (R) theories is yet to be done.
To further explore the physical contents of the loop quantum
f (R) gravity, we would like to study its applications to cos-
mology and black holes in future works. Moreover, It is also
desirable to quantize f (R) theories by covariant spin foam ap-
proach.
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Appendix
We use ( ˜Kia, Ebj ) and (φ, π) as canonical variables to derive
the constraints algebra. By the first canonical transformation,
The Hamiltonian constraint (12) in section II can be written as
H =
√
h
2φ
[( ˜Kab ˜Kab − ˜K2) − φ2R] − 2
3
√
h
(πp − p
2
φ
)
+
1
3
π2φ√
h
+
1
2
√
hξ(φ) +
√
hDaDaφ,
=
1
2
√
hφ
( ˜KiaEbi ˜K jbEaj −
1
3
˜KiaE
a
i
˜K jbE
b
j ) −
1
2
φ
√
hR + 1
2
√
hξ(φ)
+
1
2
√
h
(43
˜KiaE
a
i π +
2
3π
2φ) +
√
hDaDaφ. (105)
To calculate the Poisson bracket between two smeared Hamil-
tonian constraints, we notice that the non-vanishing contribu-
tions come only form the terms which contain the derivative
of canonical variables. Those terms are
∫
Σ
d3xN
√
hDaDaφ,
which contains both the derivative of Ebj and the derivative of
φ, and
∫
Σ
− 12φN
√
hR, which only contain the derivative of Ebj .
Hence we first use {φ(x), π(y)} = δ3(x, y) to calculate
{
∫
Σ
N
√
hDaDaφ,
∫
Σ
M
2
√
h
(43
˜KiaE
a
i π +
2
3π
2φ)}(φ,π) − M ↔ N
=
∫
Σ
(MDaDaN − NDaDaM)(23πφ +
2
3
˜KibE
b
i )
=
∫
Σ
(NDaM − MDaN)Da(23πφ +
2
3
˜KibE
b
i ). (106)
Note also that
N
√
hDaDaφ = N
√
hhab(∂a∂bφ − Γcab∂cφ). (107)
Since only Γc
ab contains the derivative of E
a
i in above equation,
we consider
N
√
hhabΓcab∂cφ
=
N
2
√
hhab(∂cφ)(hcd(−∂ahbd − ∂bhad + ∂dhab))
=
N
2
√
h(∂cφ)(2∂ahac − hab∂chab)
=
N
2
√
h(∂cφ)(2∂a(
Eai E
c
i
h ) − hab∂
c( E
a
i E
b
i
h )). (108)
Therefore, we use { ˜K ja(x), Ebk(y)} = δbaδ jkδ(x, y) to calculate
{
∫
Σ
N
√
h(∂cφ)∂a(
Eai E
c
i
h ),
∫
Σ
M
2
√
h
( 1
φ
( ˜KldEbl ˜K jbEdj
− 13
˜KldE
d
l
˜K jbE
b
j ) +
4
3
˜KldE
d
l π)}( ˜K,E) − M ↔ N
=
∫
Σ
1
2
M(∂aN)(Dcφ)
2Eci
h (
2
φ
(Ebi ˜K jbEaj
− 13 E
a
i
˜K jbE
b
j ) +
4
3 E
a
i π))
+
1
2
M(∂aN)(Dcφ)
Eai E
c
i
h (−E
j
d)(
2
φ
(Ebj ˜Kmb Edm
− 13 E
d
j ˜K
m
b E
b
m) +
4
3 E
d
jπ)) − M ↔ N
(109)
and
{
∫
Σ
− N
2
√
h(∂cφ)hae∂c(
Eai E
e
i
h ),
∫
Σ
M
2
√
h
( 1
φ
( ˜KldEbl ˜K jbEdj
− 13
˜KldE
d
l
˜K jbE
b
j ) +
4
3
˜KldE
d
l π)}( ˜K,E) − M ↔ N
=
∫
Σ
− 1
4
M(∂cN)(Dcφ)hae
2Eei
h (
2
φ
(Ebi ˜K jbEaj
− 13 E
a
i
˜K jbE
b
j ) +
4
3 E
a
i π))
− 1
4
M(∂aN)(Dcφ)
Eai E
c
i
h (−3E
j
d)(
2
φ
(Ebj ˜Kmb Edm
− 13 E
d
j ˜K
m
b E
b
m) +
4
3 E
d
jπ)) − M ↔ N.
(110)
The combination of above two Poisson brackets equals to
∫
Σ
(NDaM − MDaN)(−13πDaφ
− 2
φ
( ˜K jbEcjhacDbφ −
1
3
˜K jbE
b
j Daφ)). (111)
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The variation of the terms containing a derivative in
∫
Σ
−
1
2φN
√
hR reads
∫
Σ
1
2
√
h(−DaDb(φN) + habDcDc(φN))δhab
=
∫
Σ
1
2
√
h(DaDb(φN) − habDcDc(φN))δhab
=
∫
Σ
1
2
√
h(DaDb(φN) − habDcDc(φN))δ(
Eai E
b
i
h ).
(112)
Thus we have
{
∫
Σ
− 1
2
φN
√
hR,
∫
Σ
M
2
√
h
( 1
φ
( ˜KldEel ˜K je Edj
− 13
˜K jdE
d
j ˜K
m
e E
e
m) +
4
3
˜KldE
d
l π)} − M ↔ N
=
∫
Σ
− 1
4
(MDaDb(φN) − habMDcDc(φN))
2Ebi
h
( 2
φ
(Eei ˜K je Eaj −
1
3
˜K jdE
d
j E
a
i ) +
4
3 E
a
i π)
− 1
4
(−2MDcDc(φN))(−Eia)(
2
φ
(Eei ˜K je Eaj
− 13
˜K jdE
d
j E
a
i ) +
4
3 E
a
i π) − M ↔ N
=
∫
Σ
− (MDaDb(φN) − habM(DcDcφN))hbe 1
φ
˜K je Eaj
− M(DcDcφN)( 23φ
˜K jdE
d
j +
2
3π) − M ↔ N
=
∫
Σ
− M(DaDbφN) 1
φ
˜K jbE
a
j + M(DcDcφN)
( 13φ
˜K jdE
d
j −
2
3π) − M ↔ N
=
∫
Σ
(NDaDb(φM) − MDaDb(φN)) 1
φ
˜K jbE
a
j
+ (NDcDc(φM) − MDcDc(φN))(23π −
1
3φ
˜K jdE
d
j )
=
∫
Σ
(NDcDcM − MDcDcN)(23πφ −
1
3
˜K jaEaj )
+ (NDcM − MDcN)(Dcφ)(43π −
2
3φ
˜K jaEaj )
+ (NDaDbM − MDaDbN) ˜K jbEaj
+ (NDaM − MDaN)2D
bφ
φ
˜K jbE
a
j . (113)
Taking account of Eqs.(106)-(113), we obtain
{H(N), H(M)} =∫
Σ
(NDcDcM − MDcDcN)(− ˜K jaEaj )
+ (NDa M − MDaN)(πDaφ)
+ (NDaDbM − MDaDbN) ˜K jbEaj
=
∫
Σ
(NDa M − MDaN)(Da( ˜K jc Ecj) − Db( ˜K jaEbj ) + πDaφ)
− ((DaM)DbN − (DbM)DaN) ˜K jbEaj
=
∫
Σ
(NDa M − MDaN)Va − [E
aDaN, EbDbM]i
h Gi (114)
where we used the following identity
−((DaM)DbN − (DbM)DaN) ˜K jbEaj
= −((DaM)DcN − (DcM)DaN)hbcEaj ˜K jb
= −2(D[aM)(Dc]N)
Ebi E
c
i
h E
a
j ˜K
j
b
= −2(DaM)(DcN)
E[aj E
c]
i
h
˜K jbE
ib
= −ǫi jk(DaM)(DcN)
Eaj E
c
i
h
˜Kmb E
nbεkmn
= − [E
aDaN, EbDbM]k
h Gk. (115)
Using above result and shift conjugate pair ( ˜Kia, Ebj ) to
(Aia, Ebj ), we can easily get the Poisson bracket (46) between
the smeared Hamiltonian constraints.
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