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ABSTRACT
Understanding the utility of space in natural area resources is of growing
importance as recreation in these areas increases and availability of land remains
stagnant. Space utility is of particular importance to multiple use forests which may have
multiple recreation demands, minimum acceptable levels of biophysical impacts,
sensitive ecological areas, and/or timber harvesting and mineral extraction strategies for
the generation of revenue. In order to holistically consider space and protected area
management, three factors must be better understood: a) methods and spatial analysis
tools that can help with managerial and planning decisions, b) how space affects the
relationship between use and experiential/biophysical impacts, and c) the need for the
incorporation of spatially-related social science data.
Coupled social-ecological systems theory (SES) is an appropriate framework to
foster a better understanding of how social dimensions (e.g., visitor travel patterns) affect
natural resource impacts and how natural resources dimensions affect social systems.
This dynamic and holistic management philosophy is a consequence of the complex
relationships between spatiotemporal landscape factors and a natural interdependence of
socio-cultural, economic, and biophysical variables. Additionally, the conflict and
feedback between these variables can be better informed by spatial considerations. SES
management is the process of balancing social, ecological, and economic systems. These
systems often depend on the space and availability of resources. Spatial context can
provide a mechanism for integrating the products of various social sciences fields,
particularly when natural resources and physical processes of the landscape are involved.
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Spatial mapping and GIS functions have been found to be an effective planning
tool when claims for different functions exceed the amount of available land. Critical to a
balanced SES management model are site-specific spatial data of the use by and
distribution of visitors, yet these data are often unavailable. This may be due to the
difficultly of obtaining site-specific spatial social data and the difficulty of integrating
social science data into GIS-based planning models.
This dissertation demonstrates the importance and value of considering space in
extending the theoretical understanding of visitor travel patterns and the impacts of
visitor distribution on natural resources. This dissertation also explores and refines
methods for the incorporation of spatially-related social science data. Together, the three
manuscripts below foster a better understanding of how visitor distributions impact
natural resources, how natural resources impact visitor distribution, and how these factors
interact.
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CHAPTER ONE
INTRODUCTION
Park and protected area (PPA) management seeks to balance human use
influences with the protection of ecosystems and natural resources. Most public lands
within the U.S. provide recreational access for society while at the same time trying to
preserve natural resources for future generations. This dual mandate has created issues
for public land managers seeking to sustainably manage these places. Public land
managers and researchers focused on PPAs recognize and dedicate much of their efforts
to addressing contradictions that arise from trying to provide use that inherently impacts
resources.
For the past four decades the concept of carrying capacity has been used as the
primary conceptual basis for managing this duel mandate in PPAs. Carrying capacity at
its most basic seeks to identify the number of people and accompanying use types an area
can accommodate without degrading the resource upon which that experience is
dependent (Whittaker, Shelby, Manning, Cole, & Haas, 2011). Carrying capacity has
been defined as “the level of use beyond which impacts [on the biophysical resource and
experiential quality] exceed levels specified by evaluative standards” (Shelby and
Herbelein, 1984, p. 441). At its core, carrying capacity is a spatial construct. How much
and which types of use can take place without the deterioration of the resource and visitor
experience is dependent on spatial and temporal variables. Therefore, understanding the
space available and its uses are critical to understanding any capacity. Spatial variables
specifically have been underexplored within the concept and practice of carrying capacity
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and related planning frameworks (e.g., Visitor Experience and Resource Protection
[VERP; National Park Service, 1997], Limits of Acceptable Change [LAC, Stankey,
Cole, Lucas, Peterson, & Frissell, 1985]). Where visitors recreate has no doubt been
considered for recreational planning (Gobster, Gimblett, & Kelly, 1987); however, newer
spatial technologies may offer unique, effective, and better approaches to determining
recreation use distribution and incorporating this data into management techniques
(Hallo, Beeco, Goetcheus, McGee, McGehee, & Norman, 2012).
Understanding the spatial context of both ecologically-based measurements and
social data are needed to maintain a quality experience for visitors and adequate
protection of resources. Space is a platform where different types of data can be
integrated, including economic, ecological, and social data (Goodchild & Janelle, 2004).
Specifically, spatial mapping and geographic information systems (GIS) are valuable
planning tools when balancing multiple use claims on natural resources (Vries &
Goossen, 2002). However, integrating spatially-related social science data into GIS based
park planning is challenging because of 1) measurement issues, 2) data are rarely
location-specific, and 3) analysis difficulties with spatial data (McIntyre, Moore, & Yuan,
2008).
Understanding where visitors travel and spend time while visiting PPAs is a
spatially relevant social science measure. Use distribution is foundational to
understanding how visitor use affects both the visitor experience and recreational impacts
(Monz, Cole, Leung, & Marion, 2010). Accurate measures of use distribution give
insights to areas of potential crowding, conflict, and resource degradation (D’Antonio,
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Monz, Lawson, Newman, Pettebone, & Courtemanch, 2010). Recently, GPS tracking of
visitor use has been used as a more accurate measure of visitor use distribution (Beeco et
al., 2011; Beeco, Hallo, & Manning, 2010; D’Antonio et al., 2010; Hallo, Manning,
Valliere, & Budruk, 2005; Hallo et al., 2012).
While advances in GPS tracking of visitor use have occurred, the analysis of these
data is largely lacking. Current analysis of GPS data has mainly focused on the
application of the methodology (D’Antonio et al., 2010; Hallo et al., 2005; Hallo et al.,
2012). But, GPS could be used to connect visitor distribution to other spatially-related
measures (e.g., wildlife habitat, timber harvesting locations, areas of cultural
significance), better understand the influences of visitors’ spatial behavior, inform the
relationship between use intensity and recreational impacts, and improve spatial models
of a landscape’s recreation potential.
This dissertation explores how GPS and spatial modeling techniques contribute a
unique perspective to and data for recreational planning. First, the combination of user
type, use intensity, and trail impacts were used to demonstrate the hierarchical structure
of spatial data as related to impacts across the landscape. Additionally, this article also
clarifies and informs a quantifiable relationship between use and impacts and the
implications for management of visitors. Second, this study displays how the mapping of
visitor landscape preferences and current travel patterns can be used to assist in
empirically-based zoning of recreational use. Third, the GPS tracking of use examined
how visitors’ use distribution and factors that influence it can be effectively altered and
managed. Specifically, variables that may affect how visitors travel through a trail system
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are examined. These investigations serve as the basis for a dissertation that seeks to
integrate multiple spatial techniques and forms of spatial data into traditional and
scientifically informed recreation planning.
In summary, this dissertation contributes to the understanding of the visitor
experience and resource impacts by examining visitor travel patterns, how the resource is
affected by travel patterns, and how the resource affects travel patterns. Three primary
data sources were used in this study: a) a visitor survey of preferences, desires, and
experiences; b) GPS tracking of visitor use; and c) measurements of recreational trail
impacts. By creating a better understanding of visitor use distribution, managers and
researchers can enhance the visitor experience and facilitate better resource protection.
Guiding Theory and Framework
Coupled social-ecological systems recognizes the interconnectivity of PPA
systems and the balance needed to provide for their use and protection. As humans
interact with PPA resources, ecosystem processes can be negatively affected. Over time
these negative impacts can reduce the functionality of natural processes, leading to a
reduction of the services an ecosystem provides to human society. Coupled socialecological systems seeks to balance these uses in a way to promote sustainable
ecosystems services. Furthermore, sustainability is viewed as a process rather than an
outcome within the coupled social-ecological systems theory. Because natural systems
and social needs change, this is a dynamic process, so dynamic in fact that stability
should be explained and changes should be assumed (Berkes, Colding, & Folke, 2003).
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Coupled social-ecological systems theory developed out of modern management
practices, specifically the systems approach and adaptive management (Berkes & Folke,
1998). The systems approach focuses on the linkages between natural processes,
including the influences of human society, while monitoring and managing
environmental feedback (i.e., feedback loops) is the cornerstone of adaptive management.
In essence, coupled social-ecological systems seeks to integrate natural ecological
systems with human societal influences in a sustainable and adaptive way (Berkes &
Folke, 1998).
Fully functioning ecosystems provide services to society, such as water filtration
and timber. Recreation is also a commonly cited ecosystem service that when left
unmanaged can result in overuse, damage to natural resources, and a less than fully
functioning ecosystem. The USDA Forest Service lists ‘unmanaged recreation’ as one of
the four threats to the health of the nation’s forest and grasslands (USDA, 2007). Trail
systems are one means by which many recreation-related services are provided in PPAs.
Trails provide access to and through a site, concentrate use and related impacts, and
provide safe and quality recreational experiences (Marion & Leung, 2004).
Understanding how recreation impacts the natural resources and how the natural
resource conditions affect ecosystem services (e.g., recreation) is critical to managing a
sustainable recreational trail system. Sustainability is the cornerstone of social-ecological
systems theory. This dissertation uses coupled social-ecological systems theory for two
additional reasons. First, coupled social-ecological system emphasizes the systems
approach. Broadly stated the systems approach is a “holistic view of the components and
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interrelationships among components of a system” (Berkes & Folke, 1998; pg. 8).
Multiple-use forests are comprised of many different components that must be balanced
to achieve sustainability. These include recreation, timber harvesting, resource protection,
areas for research, and general protection. Furthermore, multiple-use forest must also
balance the varying demands of recreation. Different user groups often have disparate
motivations and seek varying benefits from recreational experiences. Sometimes groups
can conflict with one another, negatively impacting the visitor experience. Second,
coupled social-ecological system theory incorporates adaptive management. Assessment
of environmental conditions (i.e., environmental feedback) is a large part of this
management philosophy. Because trail systems are such an integral part of a visitor’s
experience, monitoring environmental trail conditions provides both ecological feedback
and feedback of the conditions visitors are experiencing.
Coupled social-ecological systems theory is used to guide this dissertation from a
theoretical perspective. Coupled social-ecological theory is not empirically tested by the
research design of this project. It is the theory’s emphasis on the sustainability of
ecosystem services through ecological, social, and economic conditions (a holistic
management perspective) that is needed to guide this project. The coupled socialecological system model is being used as a theory to inform practice.
Research Context
Clemson University Experimental Forest (CUEF) is truly a multiple-use forest.
CUEF seeks to balance activities including general protection, research, timber
harvesting, and recreation on 17,500 areas of public land. Specifically, the CUEF has
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three management categories (Edwards, et al., 2006). First, there are protected or natural
areas where very little disturbance occurs, except for recreation. Second, there are
“intensively managed” areas where forests are managed for a maximum yield of timber.
Finally, there are “multiple-use” areas where timber harvesting and recreation are
balanced. Despite these three management categories, the CUEF currently has no
recreation management plan.
Recreational impacts occurring on the CUEF (both physical and social) resulting
from consistently high levels of use have led managers to consider creating a recreation
management plan. Furthermore, interviews with CUEF stakeholders have revealed a
concern with increasing use levels and negative physical impacts to the trail system
(Edwards, et al., 2006). This study focuses on the northern portion of the CUEF, hereby
referred to as the North Forest. The North Forest is approximately 7,057 acres, has 41
miles (66 km) of single track trail, 22 miles (35 km) of forest roads (gravel and dirt), and
features both natural and historical attractions (Six Mile Creek rapids and Issaqueena
Dam).
Four dominant user groups have been identified that contribute to the majority of
use at the North Forest (Edwards, et al., 2006). These user groups include hikers, trail
runners, mountain bikers, and horseback riders. Conflict between these user groups (at
other locations) has been well documented in the recreation literature (Manning, 2011).
Increased use at the North Forest will likely lead to more conflict between these user
groups. This idea has led CUEF managers to consider separating user groups by zoning.
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Issues of conflict between user groups and its management by zoning have not been
empirically explored at the North Forest.
In addition to the social impacts, CUEF managers are concerned with the physical
impacts resulting from recreation. These include poor trail quality, erosion, and degraded
water quality. The study of recreation ecology has found a number of relationships
between use and physical impacts. However, for both long and short-term trail
maintenance planning, baseline recreation ecology data are needed.
This dissertation, and the peripheral work associated with it, sought to address and
inform CUEF managers for decision-making purposes. CUEF managers seek to provide
multiple ecosystems services including recreation, timber, general conservation, and
areas for research. Specifically, sustainable recreation through a network of trails is the
ecosystem service of concern for the North Forest.
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CHAPTER TWO
THE IMPORTANCE OF SPATIAL CONSIDERATIONS IN UNDERSTANDING THE
RELATIONSHIP BETWEEN VISITOR USE AND LANDSCAPE IMPACTS
Abstract
As managers and researchers continue to seek balance and understanding of how
visitors and the community interface with the landscape, spatial analysis may play a
critical role. Specifically, these spatial considerations are important for inventorying,
monitoring, and managing the conditions of multiple-use trails. Newer technology such
as GPS and GIS may allow for a unique assessment of the relationship between trail
design, intensity of use, and recreational impacts. This paper focuses on how visitor use
distribution (measured through GPS tracking), activity type, and trail design influence the
impacts to trail conditions. This paper also addresses statistical concerns related to spatial
autocorrelation. Results suggest that activity type and trail design are the best predictors
of trail impacts when controlling for spatial autocorrelation.
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Introduction
As park and protected area managers and researchers continue to seek balance and
understanding of how visitors and the community interface with the landscape, spatial
analysis may play a critical role. Spatial mapping and geographical information systems
(GIS) have been found to be effective planning tools when “spatial claims for different
functions often exceed the available amount of land” (Vries & Goossen, 2002, p. 5). Sitespecific spatial data are particularly important for the effective management of protected
areas. However, spatially related social science data are often unavailable. This may be
due to the difficultly of obtaining such data, because social science data are rarely
location-specific and often difficult to integrate within GIS based planning models
(McIntyre, Moore, & Yuan, 2008). Of specific interest is using spatial analysis to predict,
assess, and monitor visitor experiences as well as impacts to biophysical resources.
Inventorying and monitoring of conditions are critical components of planning
processes designed to assess issues related to carrying capacity (Manning, 2007, 2011).
Despite the long history of recreation ecology, the field has become stagnant due to a lack
of theory-based research or work that builds on previous work (Monz, Cole, Leung, &
Marion, 2010). Historically, recreation ecology assessments have been regarded as more
valuable at less developed wildland settings. In these settings managers must rely more
on preventing recreation impacts than facility development and site hardening. Therefore,
understanding the resistance, resilience, types of uses, and levels of uses in natural
environments is critical in sustaining recreation without undesirable changes (Monz et al.,
2010). For this sustainability to occur, a greater understanding of environmental factors
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and generalizations are needed (Monz et al., 2010). These findings lead to the creation of
a generalized stressor model that emphasizes the influences of amount of use, type of
activity, and use distributions on changes in the biotic and physical environment (Monz et
al., 2010).
While these generalizations are an important next step, Talora, Magro, and
Shilling (2006) suggest that a direct relationship between impacts and use is difficult to
establish because of the effects of type of use, distribution of use, and visitor behavior.
However, spatial modeling in GIS may assist in creating this understanding. Hammitt and
Cole (1998) state that GIS offer novel and more sophisticated analytical options for
recreational impact monitoring. Topography, recreational impacts, soil types, and other
natural conditions can be mapped and analyzed in GIS to provide a greater understanding
of how recreation affects natural conditions and how natural conditions affect recreation.
The most underexplored portion of the stressor model is the influence of use distribution.
Recreational impacts are dependent on where and when visitor use takes place.
Spatial distributions of visitor use have been researched using various methods; however,
recent improvements in technology have increased the ability for researchers to
accurately measure and monitor visitor use (D’Antonio, Monz, Lawson, Newman,
Pettebone, & Courtemanch, 2010; Hallo, Beeco, Goetcheus, McGee, McGehee, &
Norman 2012; Hallo, Manning, Valliere, & Budruk, 2005). Specifically, GPS units
carried by visitors provides the ability to know where visitors travel, specific routes used,
and the amount of time spent in locations. Furthermore, these data can be combined with
other types of information including visitor attitudes and preferences from surveys,
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recreational impact monitoring data, and physical data such as elevation, land cover
types, and specific flora or fauna habitat.
One specific area where GPS and GIS may provide help to further recreation
ecology is in the quantification of the relationship between intensity of use and
recreational impacts, while taking use distribution factors into consideration. Prior
literature primarily suggests two relationships between impacts and use. There is an
assumed or general theoretical linear relationship between the increase of use and the
increase of social and biophysical impacts (Manning & Lime, 1996). There is also a
curvilinear relationship between use and biophysical impacts where initial use has a
greater impact than subsequent use. This relationship has been empirically supported in
experimental trampling studies on both soil and vegetation cover (Hammitt & Cole,
1998; Leung & Marion, 1996). However, when applied in non-experimental settings the
curvilinear relationship is based on years of use rather than on specific intensities of use.
Measuring the exact relationship between use and biophysical impacts has proven
difficult.
Within natural areas, trail systems are the primary conduit through which visitor
use flows. As public land for natural area recreation becomes limited “it is necessary for
land-use managers to inventory, monitor, and manage the conditions of multiple-use
trails” (Gibson, Machnik, & Hammitt, 2005, p. 393). Trail impact problems have been
reported as the most severe and pervasive visitor impact problem (Marion, Roggenbuck,
& Manning, 1993). The type of recreational activity on trails has also been examined in
relationship to trail impacts. Generally, these results suggest that horseback riding has the
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most impact, while there are no differences between mountain bikers and hikers
(Hammitt & Cole, 1998; Pickering, Hill, Newsome, & Leung, 2010). However,
experimental tests have been criticized for creating artificial conditions (such as ‘optimal’
riding behavior for mountain bikes [i.e. no skidding or hard stopping]), while surveys of
current trails have been criticized for not controlling for differences in trail type (e.g.,
trail grade, trail slope alignment) and management interventions (Pickering, et al., 2010).
Despite the importance of the activity type impacts relationship to recreation ecology,
and planning and decision making, it is yet to be fully understood.
Importance of Space
Measuring use distribution is critical to understanding the influence of activity
type and amount use on recreational trail impacts. Where visitors travel and spend time is
likely to have an influence on the level of impact to resources. However, measuring
visitor distribution in space creates both methodological and statistics issues, but these
issues have only seen limited consideration (Beeco, Huang, Hallo, Norman, McGehee,
McGee, & Goetcheus, 2011).
The methodological issues related to measuring use distribution have proven
difficult in prior studies. Prior studies have accounted for use distribution by estimating
use levels categorically (i.e., low, medium and high). Additionally, use levels and the
percentage of use per activity have been estimated (by park management) rather than
specifically measured (Olive & Marion, 2009). A GPS-based measurement methodology
can account for the amount of use, activity type, and distribution within the same setting,
thereby giving insight into the importance of each of these variables.
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While GPS data are accurate and valuable (Beeco, et al., 2011; D’Antonio, et al.,
2010; Hallo, et al., 2005; Tchetchik, Fleischer, & Shoval, 2009), performing analysis on
the data can be difficult statistically, technically, and theoretically (Beeco, et al., 2011).
One of the largest difficulties when utilizing spatial data, particularly for social scientists,
is that the nature of spatial data often violates assumptions vital to classical statistics
approaches, specifically independence of observations in a sample (Michell, 2005). For
example, use distribution of visitors will not be randomly distributed across a park
(space), but rather will be concentrated at facilities, parking lots, and trails. The statistical
issues related to measuring use distribution are mostly associated with regionalized
variables. Regionalized variables have “characteristics intermediate between a truly
random variable and a variable that is completely deterministic” (Davis, 2002, p. 416). In
essence, regionalized variables have some spatial dependence in distributions (i.e., near
variables are more likely to be similar than distant variables).
Interpolation methods such as kriging (simple, ordinary, or universal) and inverse
distance weighting are common geostatistics tools which have seen little attention with
social science data. Furthermore, interpolation methods are appropriate for regionalized
variables. Specifically, kriging is a generalized linear regression technique that does not
require spatial independence or random samples (Davis, 2002). The advantage of
interpolation methods is in estimating data values at unknown locations. However, with
respect to social science data, Alessa, Kliskey, and Brown (2008) found interpolation
maps to be “spurious and non-intuitive” (p. 31).
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Social scientists may best conceptualize this problem as the ‘data are nested
within space.’ Issues of nested data, in space or otherwise, are managed using multiple
level modeling (MLM; Tabachnick & Fidell, 2007). MLM allows for the analysis of data
that are hierarchically structured (also known as hierarchical linear modeling). In the case
of spatial data, there is a hierarchical structure where level one is often the measure level
(e.g., a point is space) and level 2 represents clusters of data (i.e., points in space grouped
together). Variables that are nested within space have associated level 2 errors. Without
controlling for this error, estimates of effects and coefficients are likely inaccurate.
Trail Design
If a single trail segment receives the same amount use, why are some portions in
good shape and other in bad shape? (Weber, 2007). This question highlights the
importance of trail design in mitigating visitor impacts to trails.
Trail design focuses on two major components: usability (aesthetics and activityspecific designs) and prevention of soil loss (i.e., erosion) (USDA, 2007). Soil loss
prevention mainly focuses on surface water control by proper design (e.g., trail grade and
trail slope alignment) and maintenance (e.g., knicks and rolling grade dips) (USDA,
2007). As a result, trail grade and trail slope alignment have been found to be the best
predictors for soil loss (Marion, 2011). Overall, a high intensity of recreational use
coupled with poor trail designed can lead to a variety of substantial resource impacts
(Marion & Leung, 2001).
Objectives
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This study seeks to establish methodological techniques that highlight the
importance and value of space in recreational research. Additionally, this study seeks to
examine the relationship between use levels, user activity type, trail design, and trail
conditions by accounting for the effects of visitor distribution on a trail system. Parceling
out the details of this relationship will contribute to the theoretical foundations of
recreation ecology, as well as, assist managers in making judicious decision and setting
priorities for action when confronted with issues of high use, trail design, and negative
biophysical impacts on multiple use trails.
Study Area
Clemson University Experimental Forest (CUEF), South Carolina, USA is a
multiple-use forest that seeks to balance activities including general protection, research,
timber harvesting, and recreation on 17,500 acres of public land. The north half of this
forest area is the portion examined in this paper. The northern portion of the forest is
approximately 7,057 acres, has 41 miles (66 km) of single track trail, 22 miles (35 km) of
forest roads (i.e., gravel and dirt), and features both natural (e.g., waterfall) and historical
attractions (e.g., grave yard). The CUEF offers opportunities for horseback riding,
mountain biking, trail running, and hiking. While estimates for use levels and trail
conditions were currently unknown, both use levels and resulting impacts are a concern
to management and other stakeholders (Edwards et al., 2006).
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Method
A combination of methods including trail condition monitoring, GPS tracking of
visitor use, and a visitor survey were used to examine the relationship among use levels,
activity type, trail design, and trail conditions.
Trail Condition Measures
A random-start fixed-interval sampling method was used across the entire
network of trails to provide a representative sample of trail design and trail conditions
(Marion, 2011; Marion, Leung, & Nepal, 2006; Marion & Leung, 2001). A sampling
interval of 492 ft (150 meters) was used over approximately 35 miles (56 km) of trail.
Trail condition was measured using variables defining condition classes, a
commonly used system in visitor impact monitoring (Marion, et al., 2006; Leung &
Marion, 2000). A condition-class assessment rates trails based on the level of impact
represented by trail width, incision (i.e., depth), muddiness (i.e., wet spots), number of
treads, and exposed rocks and roots. The condition-class assessment used a four-point
scale, with Class 1 being lightly damaged and Class 4 being severely damaged (Nepal,
2003). A condition-class assessment adds value by classifying the condition of each trail
into four simple categories, allowing managers to make more informed decisions and has
been used in multiple study areas (Nepal, 2003; Leung, Shaw, Johnson, & Duhaime,
2002).
The measurement of these variables followed the guidelines outlined by Marion
(2007) in a trail survey manual, with one notable exception. Trail incision used the
‘Maximum Incision, Current Tread’ (MIC). This method for trail incision measurement
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“provides a more accurate and efficient assessment of on-going recreation-related erosion
and is a more managerially relevant indicator” (Marion, Leung, & Nepal, 2006, p 42).
MIC is the maximum incision of the trail tread along a transect established perpendicular
to the trail from a line stretched between the current trail boundaries to the lowest
substrate (Farrell & Marion, 2002).
There are two primary problems with using condition class categories for
statistical analysis. First is the subjectivity of creating condition class categories. This
subjectivity is due to combining linear and binomial variables, as well as, assigning
weights. While trail width, trail incision, and number of secondary treads are linear
variables, the exposure of rocks and roots and the existence of muddiness are binominal.
The second problem with using condition class is that it reduces the natural variation of
raw data, increasing the likelihood of Type II error.
Therefore, trail condition was operationalized four different ways for the analyses.
The first way was using a composite score of traditional condition class categories. Table
2.1 displays how each of the trail condition variables were categorized and weighted.
This rating, while subjective in nature, was informed by the USDA Forest Service Type
II trail design parameters (USDA 2011), qualitative descriptions suggested by Marion et
al. (2006), trail monitoring protocol for Great Falls Park (Marion, 2007), as well as the
authors prior experience. Trail width, trail incision, exposure of rocks and roots, number
of secondary treads, and muddiness were used to create the composite score. This score
was then collapsed into the four condition classes (Table 2.1).
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While the condition classes were used as one way to operationalize trail
condition, the composite score used to create condition classes was also itself used. This
score accounted for more variation because it was not collapsed into categories. While
using this score does increase the variation, it does lose some value because the results
can no longer be communicated as a commonly recognizable condition class.
Measurements of trail width and trail incision were the final two ways trail conditions
were operationalized.
Trail Design
Trail design measures included trail slope alignment and trail grade. Past research
indicates that trail slope alignment and trail grade account for the majority of variation in
trail impacts (Marion, 2011). Table 2.2 represents the trail grade percentages and
associated quality standards. Table 2.2 also displays the data coding that was used to
quantify trail grade. Clinometers were used to measure trail grade at 5ft down slope of
sample point to 5ft up slope (10ft total; 3.05 meters). Trail slope alignment
characteristics, associated qualities, and data coding are also displayed in Table 2.2. A
compass was used to determine trail slope alignment. Finally, codes were summed to
create a composite trail design score.
Trimble GPS Geo Juno handheld units with GPS Correct were used to survey
existing trails. Each variable within the condition class assessment and trail design was
entered into the GPS, along with coordinates of the sample points. Trails were
inventoried and mapped using GIS. Once points were updated in GIS, the ArcGIS
‘snapping’ tool was used to align trail measurement points and trails.
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Visitor Tracking
An on-site paper survey was conducted at the CUEF with visitors. GPS units were
also distributed. Surveys and GPS were distributed to hikers, trail runners, mountain
bikers, and horseback riders over the age of 18. On sampling days, one person (the person
with the most recent birthday) from each visitor group to the CUEF was asked to
complete a survey at the end of their experience. Sampling occurred on both weekdays
and weekends between Winter and Spring 2012, and one day of sampling occurring on
December 31, 2011. Sampling took place on a total of 13 days during this time period,
from sunrise to sunset. A population estimate using mark-recapture techniques (e.g.,
Seber’s estimate of population size; Seber, 1982) was used to determine the percent of
the population sampled.
A GlobalSat DG-100 data logger, a GPS receiver, was distributed to survey
participants. Two studies used and evaluated this GPS receiver and found it to work well
for tracking either nature-based recreationists or urban residents (Hallo et al., 2011; Wu,
Jiang, Liu, Houston, Jaimes, and McConnell, 2010). GPS units were distributed at the
beginning of a CUEF visitor’s experience to assess visitor use distributions and travel
patterns. The person selected from each group was given one GPS unit that tracked their
trail use throughout the forest. GPS units were programmed to collect data points at 15
second intervals. Participants were instructed to return the GPS to the research staff. GPS
units were downloaded to a computer, cleared of memory, and reused in subsequent
sampling. Surveys and GPS units were distributed at primary trailheads at the CUEF.
Managers assisted in the selection of these trailheads. The GPS units combined with the
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paper survey were used to determined which activity each participant was engaged in
while visiting the forest.
GIS and Data Analysis
Trail measurement points and visitor GPS trackpoint data were uploaded into
GIS. As with most GPS data, data were originally uploaded in the WGS 1984 coordinate
system. However, for analysis purposes data were converted into the UTM Zone 17
North coordinate system. Other GIS layers including pertinent lakes, boundaries, and
roads were obtained from forest management. Due to the amount of data associated with
each visitor (one point per 15 seconds of visit per respondent), visitor GPS data were
uploaded per user group. GPS points for each participant were then converted into ‘lines’
that represented each participants’ travel route. This was done using the ‘point to line’
conversion tool in ArcGIS. Data were visually examined for inconsistencies.
The unit of analysis was each trail measurement point. Therefore, use levels at
each point needed to be calculated. This was done by visually viewing each point and
counting the number of lines (i.e., the number of visitor travel routes) that crossed each
point per group. (Note: this was done manually, because all GIS computations to perform
this action were deemed too inaccurate.) These data were entered into SPSS version 20
and associated with trail condition variables and composite scores, trail design variables
and composite scores, and the number of routes that intercepted the point per user group.
Figure 2.1 displays the model used for assessing the relationship between use
level and trail condition, while controlling for design. As depicted, trail conditions are
the dependent variable, while use levels and trail design are independent variables. Trail
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condition and design were also mapped using GIS to assist in understanding their spatial
distribution. Multilevel Linear Modeling (MLM) was used to assess the relationship
between use levels, trail design, and trail conditions. MLM was used to address issues
related to spatial dependence (i.e., trail sampling points were nested in space).
Results
A total of 405 trail measurement points were collected. Data were first screened
for entry errors and computational accuracy. Two points were on the paper entry data
sheets but not entered into a GPS unit. These points were not included in the analysis.
Two other points were taken on a closed trail/road bed. These points were not included in
the analysis. Five other points were also not included in the analysis because it was too
difficult to discern the number of routes crossing these points because of their proximity
to each other or they were too near a highly congested site (e.g., parking lots). Therefore,
396 points nested within 76 trail segments were found usable for analysis.
The second step was to statistically screen for outliers before all analyses were
conducted. Both studentized deleted residuals and Mahalanobis distance were used to
screen data. These data screening tools assess data points for undue influence and unique
patterns, respectively. Mahalanobis distance identified a single trail condition point with
an inconsistent pattern of use. The point was identified as the one closest to the parking
lot, which justifiably explained its alternative use pattern. Additionally because this point
had acceptable studentized deleted residual and leverage numbers, it was not excluded
from the analysis. Therefore, no cases were deleted for statistical reasons.
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In addition to the trail measurement points, visitor GPS units were also screened
for inconsistencies. GPS points are screened at two levels: the route level (i.e., an entire
individual track) and individual point level. Both route level and point level data were
cleaned using a visual inspection of each activities group’s data. Data that were clearly
inconsistent with any pattern of behavior were deleted. However, data that were
inaccurate due to acceptable GPS error were not deleted. For example, Figure 2.2a
depicts three points chronological consecutive but not related to any other logical
behavioral patterns. These points were deleted. However, Figure 2.2b depicts GPS points
that, while off trail, show a pattern consistent with recreational behavior. These points
were not deleted.
Four different considerations helped determine if a route or point was deleted.
These considerations were examined collectively:
1. Distance from former and next point
2. Physical feasibility (e.g., are points in water or on the same side of a ridge)
3. Acceptable level of error (i.e., is the point within a reasonable amount of GPS
error)
4. Pattern of GPS points in space and time (i.e., is it consistent with human
behavior)
Generally, the majority of the points that required deleting were directly following
turning the GPS unit on as it first acquired satellites.
A total of 267 GPS units were distributed to participants. One hundred percent of
units were returned to researchers. Of these, 236 units were returned with complete data,
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while 19 were returned with substantially incomplete data. All these data were included
in the following analysis. Twelve units were returned with no data or severely
compromised data (dropped due the parameters list above). Additionally, 7 of the visitors
identified themselves as users other than horseback riders, mountain bikers, hikers, and
trail runners. These visitors’ data were also not used. Thus, the final working sample size
of visitors was 248 represented by 19 horseback riders, 131 mountain bikers, 62 hikers,
and 36 trail runners.
While a total sample of 267 visitors is modest, population estimates of CUEF
suggest this sample reached more than 80% of the population. The first population
estimate method, Lincoln-Petersen method (Lincoln, 1930; Petersen, 1896), comes from
the field of ecology and is based on mark and recaptures methodology. This method
assumes there is no emigration or immigration, an assumption that is likely not true for
most recreation areas. Nevertheless, this method suggested we had sampled the entire
population. The second method used regression coefficients to estimate a total population
size. This was completed by tracking the number of visitors participating in the study per
day and the number of visitors who were asked but had already participated, per day.
Plotting these slopes allowed us to estimated how many additional days of collection it
would take to reach 100% of the visitors having already taken the survey. Then
regression slopes were used to estimate the number of people sampled on each additional
sample day giving a total population. This method suggested we had sampled 81% of the
population and is more realistic than the Lincoln-Pearson method because it accounts for
the increase in immigration during the sampling period. However, it does not include the
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possible increase in immigration that may (or may not) occur during the Summer or Fall
months. Regardless, the CUEF population was deemed thoroughly and adequately
sampled.
Trail Condition and Design
Table 2.3 displays the results of the condition class assessment and the point totals
used for condition class prior to collapsing into the four categories. This
operationalization allows for the inclusion of all the variables that make up condition
class, but allows for more variation within the scale. The frequencies for both condition
class operationalizations as well as both the trail width and incision measurements were
positively skewed, which indicates the majority of trail measurement points are in good
condition.
Figure 2.3a displays the spatial distribution of condition class category points. It is
important to notice how trail condition class is not evenly distributed throughout the trail
system. Specifically, the trails in the middle portion of the map are overly represented
with poor condition class points. Maps of trail width and trail incision are similar in
spatial distribution, or rather spatial concentration.
Table 2.3 also represents the trail design scores. These results also show a positive
skewness, again suggesting that most of the trail measurement points represented good
trail design. It is important to note that, contrary to trail condition findings, trail design
parameters were more evenly distributed in space (Figure 2.3b).
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Overall Model
As mentioned above, MLM was used to address issues of nested data. Specifically
in this case, points sampled along trails were hypothesized to be nested within space (i.e.,
spatial dependence). It is reasonable to expect that points located in space are more likely
to be similar if the points are closer in proximity. This statistical phenomenon creates
correlation with the error variances leading to less accurate results (Cohen, Cohen, West,
& Aiken, 2003). A Moran’s I test was conducted on each operationalization of trail
conditions in GIS to test for spatial autocorrelation (Table 2.4; Figure 2.3a). The results
confirmed that data were spatially autocorrelated. These results however are calculated
by latitude and longitude, and does not account for infrastructure that influences use
patterns (i.e., trails). Therefore, data were structured in a format where each point
sampled along a trail segment was nested within that trail (76 trail segments). Interclass
correlations (ICC 1) tests were used to estimate the amount of nesting with trail
conditions for each DV operationalization (Table 2.4). Cohen et al. (2003) suggest any
value over .01 in the ICC 1 calculation indicate a need for MLM.
Results suggest that regardless of how the DV is operationalized, trail conditions
are highly nested within trail segments. Specifically, between 34% and 58% of the
variability in trail conditions are associated with trail segments rather than trail sampling
points. Therefore, MLM was used for all subsequent analysis. However, because trail
design measurements were also taken at these same points in space, we also decided to
test its spatial autocorrelation using Moran I’s. The results suggested that trail design
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measures were not clustered within space with a non-significant Moran I (I = .06, z =
1.33, p > .05) run through ArcGIS (related map Figure 2.3b).
A generalized linear mixed model was used to evaluate the best model to fit the
data. Generalized linear models are advisable when assumptions of normality and
homogeneity of variances are violated (Tabachnick & Fidell, 2007). These data have both
skewed DVs and IVs, as well as different sizes of activity groups. All DV
operationalizations were entered as linear variables with a gamma log function so that
models could be compared. This was done to correct for the extreme positive skewness of
trail conditions. Additionally, all models used robust estimations to help correct for IV
skewness and issues of homogeneity of variances. Table 2.5 displays the values for
intercept only models using different transformation functions, where smaller numbers
represent a better ‘fit’ to the data. Also noted by Tabachnick & Fidell (2007),
generalized linear model estimates are as accurate as general linear models when samples
are very large, although ‘large’ is difficult to define.
For every DV operationalization a different model was run. For each model a
‘bottom up’ approach was taken (i.e., one predictor at time was added to the model). Both
‘bottom up’ or ‘top down’ approaches are acceptable (Tabachnick & Fidell, 2007). For
every model, trail design was entered into the model first, followed sequentially by
horseback riders, mountain bikers, runners, and hikers. Trail design was entered into the
model first because it is both important and independent from other IVs. The order for
each activity entered into the model was based off prior findings suggesting that
horseback riders have the largest impacts, followed by mountain bikers and the foot
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traffic. Predictors were also entered as a random effect to assess whether each predictor
may have had effects at level 2. However, each model with random effects either failed to
converge or negatively affected model fit. Thus, all IVs were entered into the model as
fixed effects predictors at level 1. Only the intercept was included in the random effect to
control for nesting.
The results indicated all the models were equivalent regardless of how the DV
was operationalized (Table 2.6). Each model suggested that only having trail design and
horseback riding routes was the best fit to the data. Once mountain biking, running, or
hiker routes were added to the model, the fit became worse. These results suggest that
predicting impacts is best accomplished through focusing on trail design and the amount
of horseback riding use. Additionally, the fixed effects are displayed in Table 2.7.
Estimating effect size for each model is calculated by subtracting the residual
variance of the model containing the predictors from the residual variance of the
intercepts-only model, and then dividing by the residual variance of the intercept only
model (Tabachnick & Fidell, 2007). Table 2.6 also displays the final model effect sizes.
When considering the final model, coefficients for each predictor are insightful
(Table 2.8). These results display a consistent pattern of effects for three of the four
models, with trail width being the inconsistency. On the other three models, trail design
coefficients reveal the drastic effects that poor design has on trail conditions. Rather than
increasing incrementally, as trail design becomes poorer the trail conditions
disproportionately deteriorate. Additionally, results suggest that for every unit increase in
horseback riding routes (i.e., one horse group), there is a .05 increase in condition class.
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However due to transformation of the condition class data, one cannot make practical
conversions of data into ‘real life’ estimates unless data are untransformed.
Untransformed data are easier to interpret practically. Thus, results for condition class
categories coefficients suggest that for every increase in horseback rider groups there is a
.05 unit increase in condition class at the average condition class (transformed: y = .05(x)
+ .26236). By taking the anti-log of the y, these estimates can be used for practical
interpretation. Therefore, it takes approximately 11 horseback riding groups to deteriorate
a trail of average condition (1.3) to a unit higher condition (2.3). Taking this one step
further, with an average of 3.68 horseback riders per group, this means that 40.48 single
horseback riders deteriorate a trail condition class from 1.3 to 2.3.
Model without controlling for spatial dependence
To highlight the importance of controlling for spatial dependence within the data,
a non-MLM generalized linear model using a gamma log transformation was conducted.
All IVs were entered into the model as covariates. All the main effects and unique effects
were calculated using likelihood ratio test as preferred by Cohen et al. (2003).
Specifically, when considering main effects the R2L was used and for unique effects the
likelihood ratio test was preferred over the Wald test. As noted by Cohen et al. (2003)
when comparing an intercept only model to the full model the overall main effect and the
unique effects of each IV are “pseudo” R2 and sr2 when using the likelihood ratio test.
Therefore, Table 2.9 represents the main effect and unique effects for each of the IVs for
all models. However, it must be noted that to determine the unique effect for each IV, the
model had to be run multiple times to adjust for degrees of freedom. Specifically, with
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the four different users groups entered into the model all at once, there were 0 degrees of
freedom left to estimate unique effects (Cohen et al., 2003).
As depicted in Table 2.9 each of the overall models significantly predicted trail
conditions. The noteworthy trend here is that without controlling for spatial dependence,
mountain biking routes were also determined (in addition to trail design and horseback
riding routes as above) to be a good, albeit moderate, predictor of trail conditions. It
should also be noted that the Wald test for unique effects consistently did not identify
mountain biking routes as a significant predictor. Finally, when considering these results,
the sample size of each group needs considered. Specifically, horseback riding routes are
a good predictor despite only having 19 riding groups, while mountain biking routes are a
marginally significant predictor despite the 134 riding groups. The nested model
controlled for the additional spatial terrain covered by mountain bikers (Figure 2.4a)
compared to horseback riders (Figure 2.4b), as well as, the robust estimations used in the
MLM accounted for issue of homogeneity of variances.
Discussion and Conclusions
Tobler’s fist law of geography states that “everything is related to everything else,
but near things are more related than distant things” (1970, p. 236). Understanding the
spatial context of data is critical to understanding the relationships of variables that
interface with the landscape. Specifically in this paper, the relationship between use
levels and impacts was informed by spatial considerations. By controlling for the fact that
near things are more related than distant things, we were able to more accurately
understand how recreation use distribution and activity type were impacting trail
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conditions. This was evident in multiple ways. First, the mapping of trail impact scores
(Figure 2.3a) and trail design scores (Figure 2.3b) visually and statistically revealed a
difference within their spatial distribution (i.e., the trail impact data did have spatial
autocorrelation but the design score did not). In other words, while areas of poor trail
conditions were concentrated to a specific area, the mapping of trail design scores were
more evenly distributed throughout space. This finding suggested that use distribution (or
other factors) played a vital role in trail conditions. Mapping of trail conditions and trail
design allowed us to more easily identify the possibility of an extraneous variable. A
second example within these data of the importance of spatial considerations was the
need for controlling the spatial nesting of the trail conditions. Without controlling for the
spatial autocorrelation, results suggested three predictors of trail conditions: trail design,
horseback riding routes, and mountain biking routes. However, mountain biking routes
had two important characteristics that were influencing these findings: 1) there were
twice as many mountain biker routes than any other group and 2) mountain bikers
traveled nearly every trail in the forest. This second consideration was practically
important, because numerous trails were only travels by mountain bikers. On these trails,
any impacts not controlled for by trail design could only be attributed to mountain biking
routes. Therefore, by nesting the points collected within trail segments using MLM, we
could control for the correlated error within each trail segment. This reduced the trail
impacts that were automatically attributed to mountain biking routes. Mapping and
subsequent visual analyses were critical to this process.
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Spatial considerations are critical to truly understanding the relationships between
landscapes and human influences. As social scientists continue to consider the
relationships between use and impacts, the spatial association must also be considered.
However, the language and statistics traditionally used in social science and spatial
statistics are quite different (Davis, 2002). This paper attempted to use language,
methods, and statistics traditionally associated with social science to address issue of
spatial autocorrelation. For example, Moran’s I (a spatial statistic) was used to estimate
spatial auto correlation for trail conditions, while the ICC1 was used to estimate the
interclass correlation between sample points within trail segments. These statistical tools
are conceptually similar, but mathematically different. Regardless of the different
mathematical functions, both of the measures suggested that there was a significant
portion of error that was dependent on the spatial distribution of points with similar value
outputs. However, Moran’s I is a global measure (i.e., it does not account for
infrastructure), while the ICC1 measured the nesting within trail segments. We believe
the ICC1 was a better measure because it accounted for the infrastructure (i.e., trails) that
influenced the spatial behavior of visitors. Additionally, there is a language barrier
between the two fields that could benefit from a dual understanding. For example, the
two phrases used in this paper ‘spatial dependency’ and ‘nested within space’ were
intentionally used interchangeably and directed at the same concept. As social science
research moves forward in considering spatial context, both approaches (i.e., using spatial
statistics or classic statistics) are likely appropriate.
Trail Management Implications
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According to our results, the Monz et al. (2010) stressor model does represent an
accurate generalized model for understanding how visitors can impact the landscape. This
study highlights, in a unique way, the importance of recreational use distribution on the
distribution of trail impacts. While the Monz et al. (2010) model was intended to be a
generalized approach to the use/impacts relationship, studies seeking to assess specific
impacts will likely need to consider other predictors that may have influence over
outcomes. Specifically related to this study was the influence of trail design.
As data revealed, the best predictors for trail conditions are trail design and the
number of horseback riders along a trail. While far from settled, this analysis continues to
support other findings that suggest mountain biking is not a good predictor of trail
conditions (Pickering et al., 2010), while trail design and horseback riding routes are
good predictors. This study attempted to examine the unique effects of use impacts above
and beyond trail design, something prior studies have not been able to take into account
(Pickering et al., 2010). Thus, this study used relational analysis, rather than experimental
cause-and-effect analysis used in trampling studies (Hammitt & Cole, 1998). There are
limitations to relational analysis, namely that cause-and-effect parameters cannot be set.
However, it is difficult to practically conceptualize a study that could account for
impacts, control for design, and still establish a cause-and-effect relationship while
allowing realistic use behaviors associated with each activity style.
This study also encountered issues with quantitatively addressing condition class
categories. Table 2.1 represents how this study created composite scores for condition
class. While this measure was informed by USDA Forest Service Type II trail design
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parameters (USDA, 2011), qualitative descriptions suggested by Nepal (2003) and
Marion et al. (2006), trail monitoring protocol for Great Falls Park (Marion, 2007), as
well as the authors prior experience, there is some inherent subjectivity to this measure.
This is why trail incision and width were also used as additional dependent variables.
However, there is significant value in using condition class rhetoric because it is easier to
communicate findings to practitioners. Additionally, mapping to visually communicate
impacts is also easier using traditional condition class parameters. However,
establishment of quantitative condition class parameters would likely benefit the field as
recreation ecology continues to move forward. This is, albeit, difficult to complete
because of the varying environmental conditions and soil types at different recreational
areas.
GPS Tracking of Visitor Use
The results from this study continue to show the value of GPS tracking of visitor
use for both practical and theoretical purposes. Without the use of GPS, prior studies
have had to estimate visitor use by asking managers to categorize trails as high, medium,
or low use. GPS allowed us to estimate use levels more accurately and in a more precise
manner.
As GPS tracking of visitor use continues, it is important to understand how to
manage this unique type of data. Prior to this study, most GPS studies involving visitor
tracking have focused only on visual analysis or descriptive statistics (Beeco et al., 2012).
As analysis becomes more advanced, researchers will need to address new concerns.
Specifically addressed in this paper are concerns related to GPS data cleaning and
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accounting for spatial autocorrelation. This paper outlined four parameters for
considering whether data are accurate and should be included in analysis. While we
found this method to be effective for our sample, future studies may find this method too
burdensome, especially with larger sample sizes. Future studies should explore the use of
statistics and spatial tools in AcrGIS for identifying point outliers and individual route
outliers. Specifically, Mahalanobis distance should be considered for identifying outliers
in a pattern of points.
GPS data for this study were used in a site-specific, small scale manner. This
increases the need for accuracy. There is no doubt that the GPS data loggers given to
participants have some error in estimating participants’ locations. However, at this sitespecific level GPS data with these relatively inexpensive units ($60 US Dollars) proved
to be adequate, even in a study area dominated by forested and hilly terrain.
In conclusion, this paper sought to foster a better understanding of how visitor use
distribution impacts the biophysical resources for trails. Improving this understanding
allows managers are better able to predict and manage impacts as well as make judicious
decisions with limited resources. As research progresses in the incorporation of spatial
considerations in human dimensions research, the interaction of visitors and landscape
impacts is an important topic. Of additional value is the continued identification of
methods and spatial analysis tools to help in the decision making processes, as well as, a
better understanding of how humans interface with the landscape.
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Table 2.1.
Method for Creating Condition Classes
Variable
Code
Trail Width
1
≤ 24 in
2
24.01-48 in
3
48.01-72 in
4
>72 in
Muddiness
3
Yes
0
No
Exposure R&R =
1
Yes
0
No
Trail Incision
1
< 2 in =
2
2-4 in =
3
4-6 in =
4
>6 in =
1 = 1, 2 = 2 and so forth
Number of Secondary Treads
Note: The codes for each variable were cumulated and assigned a condition class: Class 1
≤ 4, Class 2 = 5-6, Class 3 = 7-8, Class 4 ≥ 9
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Table 2.2.
Trail Grade and Trail Slope Alignment Descriptions and Quantifications
Trail Design
Variables
Trail Grade
0-2%
3-6%
7-10%
11-15%
>15%
Trail Alignment
Angle

Description

Data Coding

Avoid – too flat
Ideal for general uses
OK in places if maintained
OK for short segments if well maintained or in
rocky soils *Not appropriate for horses
Avoid

1.5
1
2

Excellent – easy to drain water, trail does not gain
elevation very fast
Good – easy to drain water while still gaining
46-67˚
elevation
Poor – difficult to drain water, will erode on steep
23-45˚
trail grades
Bad – impossible to drain water, will erode except
0-22˚
for low grade trails
Note. The table is adapted from Marion (2011).
68-90˚
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3
4

1
2
3
4

Table 2.3.
Frequency Distribution for Condition Class Categories
Frequencies Percent
Condition Class Categories
1
300
75.8
2
72
18.2
3
14
3.5
4
10
2.5
Linear Condition Class
2
69
17.4
3
117
29.5
4
114
28.8
5
54
13.6
6
18
4.5
7
10
2.5
8
4
1.0
9
6
1.5
10
3
.8
11
1
.3
Trail Design Scores
1
165
41.7
2
174
43.9
3
53
13.4
4
4
1.0
Note: Skewness for condition class categories = 2.3, mean = 1.3. Skewness for linear
condition class = 1.5. Due to the additive nature of the linear condition class scale, the
minimum value was 2. Skewness for trail design = .605. Lower numbers represent better
conditions or design.
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Table 2.4.
Moran’s I and ICC 1 Values for each DV Operationalization
DV
Moran I (z)
Condition Class Categories
.28(6.08)*
Linear Condition Class
.40(8.62)*
Trail Incision
.37(7.98)*
Trail Width
.52(11.32)*
Note: * Denotes significant values at p<.001
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ICC 1
.34
.37
.38
.58

Table 2.5.
Intercept Models for each DV Operationalization (-2 log likelihoods)
Model Type

Categorical
Condition
Class
749.62

Linear Condition
Class

Trail
Incision

Trail Width

Linear (Normal)
1410.94
1176.28
3307.52
Negative
750.79
425.20
Binomial
Gamma Log
397.20
293.64
648.49
321.90
Note. The intercept only model for Trail Incision and Trail Width with the negative
binomial functions did not reach conversion. The Gamma Log function was used for all
analysis.
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Table 2.6.
Model Values, Residual Values and Effect Size for each DV Operationalization
DV

-2 log
likelihood
(intercept
value)

X2 value
(p value)

Intercept
Residual
(SE)

Model
Residual
(SE)

Effect
Size

Condition
Class
366.06 (397.20) 31.14 (p < .001) .129 (.01) .124(.01)
.038
Categories
Linear
Condition
262.37 (293.64) 31.27 (p < .001) .098(.008) .093(.007) .051
Class
Trail Incision
611.21 (648.49) 37.27 (p < .001) .239(.019) .220(.017) .079
Trail Width
297.21 (321.90) 24.69 (p < .001) .094(.008) .096(.008)
Note: Tabachnick & Fidell (2007) note that “error variance on which these measures are
based can increase when predictors are added to a model, so that there can be “negative
effect sizes” (p. 832). This is what occurred for the trail width operationalization. These
results are for the model with only trail design and horseback riding routes.
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Table 2.7.
Fixed Effects for Each Model
DV

Trail Design
Horseback Riding Routes
F (df1,df2)
F (df1,df2)
Condition Class Categories
14.493(3, 391)*
56.943(1, 391)*
Linear Condition Class
11.433(3, 391)*
45.231(1, 391)*
Trail Incision
39.677(3, 391)*
25.916(1, 391)*
Trail Width
2.758(3, 391)*
70.303(1, 391)*
Note: * Denotes p<.05. These results are for the model with only trail design and
horseback riding routes.
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Table 2.8.
Coefficients for the Predictors in the Final Models.
IV

Condition Class
Categorical
Coefficients

Linear
Condition
Class

Trail Design
1
.148*
1.22*
2
.184*
1.25*
3
.344*
1.393*
4
.654*
1.692*
Horseback
.050*
.043*
Riding
Note: *Denotes values significant at (p<.05).
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Trail Incision

Trail Width

.271*
.377*
.650*
1.211*

3.313
3.366
3.418
3.449*

.052 *

.061*

Table 2.9.
Overall Regression Model for each DV Operationalization without Controlling for Spatial Dependence
Model

Main
Effect
pseudo
R2
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Categorical
Condition
Class
Linear
Condition
Class
Trail
Incision

X2 (df)

Sig

Mt.
Biking

Horseback
Riding

Running

pseudo
sr2

pseudo
sr2

pseudo
sr2

Hiking

Trail
Design

pseudo pseudo
sr2
sr2

.22

131.30(5) .000

.009

.05

-

-

.047

.08

112.93(5) .000

.005

.017

-

-

.013

.094

96.92(5)

.006

.016

-

-

.035

.000

Trail Width
.068 217.01(5) .000
.003
.023
.002
.002
.005
Note: Only significant (p<.05) pseudo sr2s are displayed under each activity group. Pseudo sr2s were calculated using the
likelihood ratio chi-square.

Figure 2.1. The overall model displays the relationships between the independent
variables and the dependent variable
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Figure 2.2. Examples of GPS data cleaning: a) GPS points which deleted and b) GPS which were not deleted
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Figure 2.3. Maps of trail sampling points across the North Forest: a) trail condition class and b) trail design points
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Figure 2.4. Mountain biking (a) and horseback riding (b) line density analysis overlayed by trail condition class point

CHAPTER THREE
GPS VISITOR TRACKING AND RECREATION SUITABILITY MAPPING: TOOLS
FOR UNDERSTANDING AND MANAGING VISITOR USE PATTERNS
Abstract
Maximizing the space utility of natural area resources is of growing importance as
recreation in these areas increases and availability of land remains stagnant. Space utility
is of particular importance to multiple-use forest which may have competing recreation
demands, maximum acceptable levels of biophysical impacts, sensitive ecological areas,
and/or timber harvesting and mineral extraction strategies for the generation of revenue.
Coupled social-ecological systems theory (SES) is an appropriate framework to foster a
better understanding of how visitor travel patterns affect natural resource impacts and
how natural resources affect visitor travel patterns. For managers to balance the demands
of society, maintain healthy ecosystems, and generate revenue (through extraction of
natural resources) these systems must be integrated on some level. Spatial data and
analysis can provide this type of integration. However, social science data can be difficult
to integrate into spatial modeling and analysis. This study examined the integration of
two mapping methods that can assist in the incorporation of social science data into
spatial models. Visitor use preferences were spatially mapped to create recreation
suitability models for competing recreation activity groups, and GPS tracking of visitor
use was used to compare and contrast actual user patterns with mapped preferences.
Recreation suitability mapping was determined to be a viable and flexible tool for
understanding and managing visitor use behaviors. The addition of GPS tracking proved
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helpful in clarifying how natural resources and built infrastructure influenced travel
patterns. Theoretical, methodological, and practical implications are discussed.
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Introduction
Spatial data can provide a mechanism for integrating the products of various
scientific fields, particularly when society, natural resources and physical processes of the
landscape are involved (Goodchild & Janelle, 2004). Furthermore, “where spatial claims
for different functions often exceed the available amount of land” spatial mapping and
GIS functions have been found to be an effective planning tool (Vries & Goossen, 2002,
p. 5). In other words, resource conflicts can occur where the demand for space (e.g.,
multiple-use recreation, timber harvesting) is higher than the actual amount of space.
These spatial claims are at the heart of many issues and conflicts within parks and
protected areas, both between recreation and other uses (e.g., mineral extraction or timber
harvesting) and between different types of recreation users (e.g., mountain bike riders and
horseback riders).
Coupled social-ecological systems (SES) is a viable framework for balancing
these spatial demands (Alessa, Kliskey, & Brown, 2008). SES management is a
philosophy of balancing social, ecological, and economic systems (Berkes, Colding, &
Folke, 2003). SES management requires planning and an understanding of each sitespecific system to achieve a balance. This dynamic and holistic management philosophy
is often necessary because of the complex relationships between spatiotemporal
landscape factors and the existence of a natural interdependence of socio-cultural,
economic, and ecological systems. Additionally, the monitoring of each system gives
feedback that can be used for adaptive management planning (Alessa et al., 2008). Social,
economic, and ecological systems often depend on the space and availability of
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resources. However, for SES planning to be effectively integrated on a spatial platform,
data are needed for social, ecological, and economic variables.
While spatial analysis has frequently been used in city and regional planning
(Steiniz, 2003) as well as marine protected areas (Douvere, 2008), spatial analysis linking
social and ecological systems within terrestrial protected area management has received
relatively less attention (Alessa, et al., 2008). Specifically, the incorporation of spatiallyrelated social science data has limited this progress (Beeco & Brown, 2013; McIntyre,
Moore, & Yuan, 2008).
This paper contributes to the recreation literature by examining two methods for
incorporating spatially-related social science data into spatial models. Both recreation
suitability mapping and GPS tracking of visitor use are examined. Suitability mapping
was conducted for hikers, runners, mountain bikers, and horseback riders. To date, none
of these recreation groups have been examined using recreation suitability mapping.
Furthermore, GPS tracking of visitors compared actual travel patterns with the recreation
suitability mapping as a way to further inform the relationship between natural resources
and visitor distribution. GPS and recreation suitability mapping have never been
examined in combination. This contribution is important because both GPS tracking and
recreation suitability mapping are becoming more common methods of spatial planning
for recreation (Beeco & Brown, 2013). Furthermore, GPS visitor tracking and recreation
suitability mapping may also prove valuable in comprehensive planning. When these data
are combined with data on ecologically sensitive areas, habitat suitability for wildlife, and
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other similar spatial data, comprehensive social-ecological management decisions can be
considered with respect to varying values and management strategies.
Spatially-related social science planning in parks
Beeco and Brown (2013) highlight the theoretical, practical, and methodological
approaches to incorporate spatially-related social science data into park and natural
resource planning, as well as some of the difficulties associated with each method.
Additionally, these authors also outline how recreational experiences in protected areas
are a spatially conditioned process; meaning that there is a direct relationship between
space and the visitor experience. Four processes influence this space and experience
relationship: a) visitor distribution varies from areas of concentration to dispersion, b)
protected areas are often segmented or zoned for specific uses or management-driven
goals, c) the activities in one area affect the activities in another area, and d) visitor use
distribution affect natural resource impacts. They conclude that understanding the spatial
aspects of visitor use is needed to garner a more holistic understanding of the visitor
experience.
A number of difficulties with integrating spatially-related social science data have
also been highlighted. Some of the difficulties identified included: a) social science data
are rarely location-specific making integration within GIS-based planning models
difficult (McIntyre et al., 2008) and b) it can be difficult to obtain site-specific, spatiallyrelated social data, such as visitor travel routes or areas that visitors may highly value. To
spatially link social and ecological systems at a site-specific level, spatially-related social
data are needed.
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Prior research has focused on three primary ways of incorporating social science
data in park and protected area planning and management: a) describing the value visitors
place on specific sites, b) understanding where visitors actually travel, and c) determining
the suitability of landscapes and related resources for recreation. Four primary methods
have been used to measure these types of spatially-related social science data: mapping
landscape values (Alessa et al., 2008; Brown & Reed, 2009; McIntyre, Yuan, Payne, &
Moore, 2004), GPS tracking of visitor use (Beeco et al., 2012; Beeco, Hallo, & Manning,
in press; D’Antonio, Monz, Lawson, Newman, Pettebone, & Courtemanch, 2010; Hallo
et al., 2012), determining and mapping recreation terrain suitability indices (RTSI) for
specific activities (Gabriela, 2006; Gül, Örücü, & Karaca, 2006; Kliskey, 2000), and
recreation simulations models (Gimblett, Itami, & Richards, 2000; Hallo and Manning,
2010; Itami & Gimblett, 2000; note that simulation models will receive little attention in
this manuscript).
Values mapping, often referred to as landscape values mapping, is perhaps the
most common form of spatially-related social data used for protected area planning and
management (Beeco & Brown, 2013). Values mapping is an interpretive approach to
spatial mapping (McIntyre et al., 2004) that is akin to mapping place attachment (Brown
& Raymond, 2007). The greatest advantage of landscape values data is the richness it
provides researchers and managers. Landscape values collected from the user,
community, or society associated with specific places provides a connection for SES
planning. For example, Alessa et al. (2008) sought to map coupled social-ecological
systems on a regional scale on the Kenai Peninsula, Alaska. Standardized net primary
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productivity (NPP) maps were used as biophysical indicators (NPP maps are remotely
sensed imagery of terrestrial vegetation), while community landscape values (point data
that identifies respondents’ values for specific areas) were used as social indicators.
These data layers were overlayed to identify ‘hotspots’ of ecological and social values.
However, other methods are better suited to understand the distribution of current use and
identifying areas suitable for specific activities. While landscape values mapping has
been used more directly with SES planning, GPS tracking of visitor use and recreation
suitability mapping have seen less connection to planning with SES models.
GPS tracking of visitors is a direct measure of visitor spatial patterns, including
use density and distribution. While understanding the values visitors place on specific
sites is important, identifying where people visit, their travel routes, and the amount of
time spent at these locations are some of the most basic, but relevant data on recreation
(Beeco, et al., in press; Beeco et al., 2012; Hallo et al., 2012). This spatial understanding
of visitor use is particularly important for parks and protected areas for two primary
reasons. First, the distribution and density of visitor use influences the extent of
recreation-related resource impacts (D’Antonio et al., 2010; Hammitt & Cole, 1998) and
second, experiential aspects of nature-based recreation (Manning, 2011). GPS tracking of
visitor use has been used in Yosemite National Park, Rocky Mountain National Park, and
the Teton Range to measure frequency, timing, and intensity of use at these locations
(D’Antonio et al., 2010). These three case studies found GPS tracking was successful in
furthering the understanding of visitor use in park and protected area management. GPS
has also been demonstrated to be an effective method for tracking visitors in a complex
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network of roads (Hallo et al., 2012) and been used to validate psychometric measures of
tourist typologies (Beeco et al., 2012). GPS tracking of visitors has also been used to
identify potential areas of conflict between humans and wildlife (Beeco et al., in press).
Visitors to Lake Umbagog, New Hampshire were asked to carry GPS units while boating
the lake. GPS tracks were overlayed with suitable nesting areas for the Common Loon, a
threatened species. The overlay identified areas of potential loon nest disturbances.
Another social application of spatial data that may prove valuable to SES
planning is recreation suitability mapping. Similar to habitat suitability indices used in
wildlife research (Kliskey, Lofroth, Thompson, Brown, & Schreier, 1999), recreation
suitability mapping is a methodology used to identify specific terrain features or
infrastructure improvements that are apt for and/or facilitate recreation activities
(Kliskey, 2000). For example, once landscape characteristics (e.g., proximity to water)
are identified as important to the recreation experience, the landscape can be modeled to
identify areas most suitable for specific activities (e.g., bird watching). Recreation
suitability mapping has been used for site-specific, activity-specific settings (Kliskey,
2000) and more broadly within the context of semi-primitive and rural activities for an
entire park (Gabriela, 2006).
Recreation suitability mapping does identify specific landscapes that are suitable
for specific activities. However, it is only a measure of recreation suitability on a
landscape, not actual recreational use (Gabriela, 2006). GPS tracking of visitor use is an
accurate and reliable measure of actual travel patterns (Beeco, et al., 2010; Beeco et al.,
2011; Hallo et al., 2011). Thus, GPS and suitability mapping used in combination
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account for both current use and give insight into potential areas of suitability for specific
activities. The identification of current use, potential use areas, and a comparison
between them allows for the maximum utility of space. Additionally, recreation
suitability mapping may offer specific advantages to protected areas where enforcement
of recreational policies is difficult to implement (due to fiscal or human capital
constraints). By targeting areas most suitable for specific activities, visitors are indirectly
encouraged to abide by trail management designation policies (Kliskey, 2000).
Zoning recreational use
Common recreational conflicts have been identified throughout the literature.
These included canoeists and motor boaters, snowmobilers and cross-country skiers, and
canoeists and anglers (see Manning, 2011 for a more exhaustive list). Specific to trailbased users, most conflict research has focused on hikers, mountain bikers, and
horseback riders. Conflict is defined as goal interference attributed to another’s behavior
rather than conflict over competing uses for resources (Jacob & Schreyer, 1980).
Additionally, conflict has often been found to be a one-way relationship, where one
group’s (e.g., hikers) goal is interfered with by a separate group (i.e., mountain bikers),
but the reverse is not true (Manning, 2011).
With issues of space limitations in parks and protected areas, identifying areas of
potential conflict and segmenting use based on spatial patterns and preferences may be an
effective way of reducing actual conflict. Kliskey (2000) states that “the management of
natural resource conflicts is well suited to spatial approaches in resource assessment,
analysis and modeling” (p. 33) because of the relationship between landscape
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characteristics and resource activity. Zoning recreational activities by spatial
determinations is an effective management strategy employed when resource protection
goals and open access goals conflict (Monz, Roggenbuck, Cole, Brame, & Yoder, 2000).
Spatial zoning in these cases is often used to separate groups that are experiencing
conflict or used to set different levels of acceptable resource impacts (e.g., trail quality).
Direct management strategies such as zoning (as compared to indirect strategies such as
education) are often met with some resistance. Identifying specific terrain or trail
preferences may reduce resistance and allow for more effective strategies where groups
are zoned to the specific areas they would naturally prefer. In this case, GPS tracking and
recreation suitability mapping may offer more utility to managers and planners than value
mapping.
Understanding where visitors travel and spend time while recreating allows
managers to better protect natural resources and the visitor experience (D’ Antonio et al.,
2010). Additionally, spatial patterns and intensity of use can provide early warning signs
of areas that may require management actions (D’Antonio, et al., 2010; Watson, Glaspell,
Christensen, Lachapelle, Sahanatien, & Gertsch, 2007). Understanding the distribution of
different user groups also may help managers better predict and control biophysical and
social impacts. Overall, spatial modeling techniques, frameworks, and spatially-specific
data can help better understand use distributions, and the physical and social impacts
related to visitor use.
This study seeks to understand not how visitors impact natural resources, but
rather how natural resources impact visitor distribution. This study combines actual
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visitor travel patterns (collected with GPS) and recreation suitability mapping to better
understand the relationship between preferences and behavior. Furthermore, this study
also seeks to assess the viability of using suitability mapping and current use patterns to
help inform spatial zoning strategies of a trail-based system.
Background of Study Area
The Clemson University Experimental Forest (CUEF) is located in the Upstate of
South Carolina, USA. CUEF is a multiple-use forest that seeks to balance activities
including general protection, research, timber harvesting, and recreation on 17,500 areas
of public land. The forest is managed by professional staff of Clemson University. The
recreational impacts occurring on the CUEF (both physical and social) resulting from
consistently high levels of use have led to management concerns. Furthermore,
interviews with CUEF stakeholders have revealed a concern with increasing use levels,
recreational conflict, and negative physical impacts to the trail system (Edwards, et al.,
2006).
This study focuses on the northern portion of the CUEF, hereby referred to as the
North Forest. The North Forest is approximately 7,057 acres, has 41 miles (66 km) of
single track trail, 22 miles (35 km) of forest roads (gravel and dirt), and features both
natural (e.g., waterfalls) and historical (e.g., dam) attractions. Four dominant user groups
have been identified that contribute to the majority of use at the North Forest (Edwards,
et al., 2006). These user groups include hikers, runners, mountain bikers, and horseback
riders. Spatial modeling techniques and frameworks may contribute to outdoor recreation
planning in the North Forest.
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Method
On-site paper surveys and GPS units were distributed at the North Forest to assess
visitors’ trail preferences and travel patterns. Hikers, trail runners, mountain bikers, and
horseback riders were sampled. On sampling days, GPS units were distributed to visitor
upon first contact, visitors completed their experience, and upon returning to their vehicle
and returning the GPS unit, one person (the person with the most recent birthday) from
each group was asked to complete a survey prior to departure. Sampling occurred on both
weekdays and weekends in the Winter and Spring of 2012, and one day of sampling
occurring on December 31, 2011. Sampling took place on a total of 13 days during this
time period, from sunrise to sunset.
A GlobalSat DG-100 data logger, a GPS receiver, was used. Numerous studies
have used and evaluated this GPS receiver, finding it worked well for tracking either
nature-based recreationists or urban residents (Hallo et al., 2011; Wu, Jiang, Liu,
Houston, Jaimes, and McConnell, 2010). GPS units were programmed to collect data
points at 15 second intervals. One hundred percent of GPS units were returned.
GPS and GIS
GPS data were uploaded from units and imported into ArcGIS 10 as separate
activity groups. Data were originally uploaded in the WGS 1984 coordinate system.
However, for analysis purposes data were converted into UTM Zone 17 North coordinate
system. Data were a point layer.
There are a number of considerations for GPS data cleaning outlined in article one
that were followed here. One problem resulted in ensuring that GPS data were measured
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for the entirety of participants’ experiences. Researchers always had four to five GPS
units turned on for anticipated visitor arrivals. Thus, GPS units were collecting data prior
to being distributed to participants. This cumulative effect overtime could affect more
sensitive measures such as time spent depending on the level of detail needed for
analysis. Thus, GPS data cleaning for these specific measures were needed. GPS data
within a 12 meter radius (24 meters across) of the sampling locations were deleted for all
analysis. This eliminated data associated with GPS units that were not yet distributed.
Twelve meters was chosen two reasons. First, the accuracy of the GlobalSat DG-100 data
logger is reported to between 1 to 10 meters. Second, an assessment of the GlobalSat
DG-100 data logger by Hallo et al (2012) found this unit’s mean precision to be 6.7
meters. We extended the deletion areas to 12 meter radius because GPS units are most
inaccurate while first capturing satellites and in the interest of thoroughness. The method
was deemed adequate for the level of detail in this analysis dealing with time spent.
Recreation Suitability Mapping
Recreation suitability mapping is a four step methodology: a) identification of
suitability variables for recreation activities, b) operationalizing and contextualizing each
variable into a spatial model of a specific area, c) weighting variables in the spatial model
depending on their importance, and d) mapping and analyzing all variables to determine
the suitability of an area for recreation (Gabriela, 2006; Kliskey, 2000). Rather than
producing a recreation suitability map of the North Forest for all users, suitability values
were calculated separately for hikers, runners, mountain bikers, and horseback riders. In
addition to prior recreation suitability mapping, this study also incorporated zones to
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allow for comparisons between areas of the North Forest. The zones were determined by
intuitive groups of contiguous areas defined by roads, forest roads, and trail clusters. The
suitability values for each zone were then statistically compared to determine if some
zones were more suitable for specific activities. Figure 3.1 displays a map of the zones.
Identification of Variables. Identification of suitable variables at the North Forest
was informed by the literature (Gabriela, 2006; Gibson, Machnik, & Hammitt, 2005;
Kliskey, 2000). Visitor preference questions focused on constructs with spatial
dimensions that could be mapped and displayed. Specifically, questions related to trail
slope (percent slope), proximity to water, land cover type, trail width, trail surface, length
of trail, and condition of trail.
Operationalizing. Variables were then operationalized for both the survey and the
mapping portion of the analysis. Survey questions used a 9-point Likert type scale to
assess visitors’ preferences for specific trail and landscape features. Survey questions
were conceptually linked with respect to landscape and spatial characteristics. For
example, four separate questions asked about preferences for trails that lead to, cross, or
run along streams and lakes. Spatially (for mapping) and conceptually these questions
were combined into a single variable: proximity to water. This process was similar for
each variable. Visitor preferences for slope included three different types of descriptions:
percent slope, a verbal description, and a diagram of slopes. The slope questions were
segregated into uphill and downhill slope preferences for the survey. Three other
variables including proximity to main access roads, proximity to attractions, and
proximity to parking lots were also part of the suitability map but were not measured in
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the survey. The final 10 variables can be found in Table 3.1. For descriptive purposes,
Table 3.1 also details the spatial level (i.e., scale) of each variable. Landscape level refers
to variables that are influential at a larger scale and are mostly non-adaptable. The
landscape-infrastructure level refers to variables that are influential at a large to medium
scale and are moderately difficult to adapt. Finally, zonal level refers to variables that are
of site-specific relevance and are more adaptable.
These variables were also operationalized for the mapping portion. Actual terrain
slopes were mapped using a 10x10 foot digital elevation model derived from Light
Detection and Ranging data provided by the South Carolina Department of Natural
Resources. Landcover for the North Forest was mapped using the National Land
Classification Database (NLCD). Proximity measurements (six of 10 variables) used the
Path Distance tool in ArcGIS. Two variables were measured at a zonal level: total trail
mileage per zone (single track and forest roads) and average condition of trails per zone.
Trail condition assessments were conducted as part of a larger study but generally
followed the variables defining condition classes, a commonly used system in visitor
impact monitoring (Leung & Marion, 2000; Marion, Leung, & Nepal, 2006). A
condition-class assessment rates trails based on the level of impact represented by trail
width, incision (i.e., depth), muddiness (i.e., wet spots), number of treads, and exposed
rocks and roots. The condition-class assessment uses a four-point scale, with Class 1
being lightly damaged and Class 4 being severely damaged (Nepal, 2003).
Weighting and scaling. Variables had to be both weighted and scaled. The weight
of each of these variables on the suitability model was determined by a preference
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ranking (9-point Likert-type scale [0 = strongly do not prefer, 8 = strongly prefer] or
expert opinion) and by a specific spatial dimension. Table 3.1 displays each variable, the
questions associated with each variable, and the type of spatial measurement used for
weighting.
An ANOVA was used to determine significant differences between groups
(hikers, runners, mountain bikers, and horseback riders) on the individual preference
questions. If the majority of individual questions within a composite variable were
significantly different between activity groups, then the composite variables were
weighted based on the activity group mean across all individual questions. However, if
the majority of the individual questions were not significantly different among activity
groups, then an overall mean across all activity groups was used for weighting. The
weights of variables that were not associated with specific survey questions were
determined by the expert opinion of three researchers. These three variables were
weighted the same across all activity groups.
The spatial measurement type (Table 3.1) determined the spatial dimensioned
used to weight each variable. Distance of less than 200 meters, 200-400 meters, 401-600
meters, and greater than 600 meter were used to account for how proximity may have an
effect on preferences at further distances (Diefenbach et al., 2005). Trail mileage and trail
conditions were weighted per zone based on the amount of single track and forest roads
per zone and the average trail condition per zone. Slope was the most complex weighting
system spatially, because land slopes that are flat (e.g., 2%) can only accommodate trails
that have slopes of 2% or lower; while steep land slopes (e.g., 20%) can accommodate a
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wider range of trail slopes. Thus, the survey values for slopes (which distinguished
between uphill and downhill preferences) were considered to be additive. The preference
values for slopes categories were added together and scaled as the slopes increased (e.g.,
0-2% value was added to 3-6% which was added to 6-10% and so forth). All slopes
above 16% were considered in a single category. The values were scaled based off the
possible minimum and maximum values (min-max scaling). For almost all groups
(except mountain bikers) the highest preference value for slope was those from 6-10%.
Finally, it was not necessary to weight landcover based on spatial dimensions.
Because the spatial dimension weightings were different for some variables, the
variables needed to be re-scaled and normalized. Min-max scaling was used so that all
preferences for variables ranged between 0-1. Table 3.2 displays an example of how the
weights and scales were determined. In this case, proximity to forest roads was
comprised of three preference questions. The survey scale ranged from 0 (strongly do not
prefer) to 8 (strongly prefer). These three questions asked visitor preferences for Trails
that are gated gravel roads, Trails that are gated dirt roads, and Trails designed to be
wide enough that two people can walk side-by-side. These three questions were
conceptually linked with respect to landscape and spatial characteristics. (Note: within
the North Forest only roads [considered trails] are wide enough to walk side-by-side.) An
ANOVA was used to determine the differences between the original questions for each
activity group. In this case, two questions (dirt roads and side-by-side) significantly
differed by activity group. Therefore this composite variable was considered to differ
between activity groups. Next the preference values per activity group were average
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across the three variables (y in Table 3.2). Proximity to forest roads was used to estimate
the spatial values across the landscape of the North Forest. The proximity was broken
down into four distance values and weighted (x in Table 3.2). The proximity weights
were then multiplied by the average preference value for each group to get the total value
(z in Table 3.2). This value was then adjusted using min-max scaling. See Figure 3.2 for
the mapped values of mountain bikers’ preferences for forest roads. All the other
variables (Table 3.1) went through a similar process of scaling and weighting.
Mapping. A suitability map for each group was produced. Because the weighting
and scaling of variables had already been completed, the variables (now GIS layers) were
simply added together in AcrGIS using the raster calculator function. The output for each
of the activity groups produced maps that represent an index range from 0.0-10.0 (1 point
for each variable) that determines the overall suitability of an area for each specific
recreation activity.
Combining RTSI and GPS
The GPS data were used in relationship to the suitability models in a number of
different ways. GPS data were used to validate the suitability model. An overlay and
visual analysis were used to examine GPS point overlaps and mean suitability values
within specific zones. GPS and suitability maps were used to determine areas that may be
appropriate for zoning recreation use between groups. This was done by examining
overlapping and contrasting areas determined to be most suitable for each activity.
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Results
A total of 267 surveys were distributed to participants. Only 7 of the visitors
identified themselves as users other than hikers, runners, mountain bikers, or horseback
riders. These visitors’ data were not used. Table 3.3 shows the distribution of visitor
activity groups.
While a total sample of 260 visitors seems modest, population estimates of CUEF
suggest this sample reached more than 80% of the population. The Lincoln-Petersen
population estimate method (Lincoln, 1930; Petersen, 1896) comes from the field of
ecology and is based on mark and recaptures technique. This method assumes there is no
emigration or immigration, an assumption that is likely not true for most recreation areas.
Nevertheless, this method suggested we had sampled the entire population. The second
method used regression coefficients to estimate a total sample size. This was completed
by tracking the number of visitors participating in the study per day and the number of
visitors who were asked to participate but had already participated per day. Plotting these
slopes allowed us to estimate how many additional days of collection it would take to
reach 100% of the visitors having already taken the survey. Then regression slopes were
used to estimate the number of people sampled on each additional sampling day and a
total population size. This method suggested we had sampled 81% of the population and
is more realistic than the Lincoln-Pearson method because it accounts for the increase in
immigration during the sampling period. However, it does not include the possible
increase in immigration that may (or may not) occur during the Summer or Fall months.
Regardless, the CUEF population was deemed thoroughly and adequately sampled.
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Terrain Preferences
The results from this study give insight to a) specific terrain preferences for
hikers, runners, mountain bikers, and horseback riders and b) suitability value differences
for specific zones among these groups.
The specific terrain preferences of trail-based users revealed both similarities and
differences. Hikers, runners, mountain bikers, and horseback riders did not differ on
preferences for questions related to proximity to water, type of landcover, and single
track trails. However, there were patterns of differences between preferences on other
variables including slope, types of trail (i.e., widths and surface cover), trail mileage, and
conditions of trail (Table 3.4). A number of patterns are noteworthy. First, mountain
bikers had a higher preference for moderately steep, steep, and very steep trails, while
hikers consistently had the lowest preferences for these types of trails. Second, horseback
riders had the strongest preferences for dirt roads and wider trails, while mountain bikers
preferred these trails the least. Third, hikers had higher preferences for trail systems that
only allowed smaller mileage combinations, while mountain bikers and horseback riders
had higher preferences for trail systems with larger mileage combinations. However,
runners reported the most consistently high preferences for all trail mileage combinations.
Finally, all groups indicated that they did not prefer or were near neutral on preferences
for poor trail conditions. However, horseback riders felt the strongest about not preferring
poor trail conditions, while mountain bikers were the most ambivalent.
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Suitability
Suitability maps were produced (as described above) for each of the four activity
groups across the entire North Forest. As noted, the North Forest was segmented into 8
use zones (see Figure 3.1). Suitability values for each zone were compared for significant
differences among activity groups. This allowed us to identify and compare specific
portions of the North Forest that may have been more suitable for specific activities.
Figure 3.3 displays the suitability maps for all four activity groups. Across all
groups the zones CCC Area (5.65), Waterfall Area (5.28), and Issaqueena (5.07) had the
highest suitability values, while Matt and May’s (4.75), Biking Area (4.80), and Wildcat
(4.81) had the lowest suitability ratings. Possible suitability values ranged between 0-10.
Between groups, mountain bikers were found to be the most suitable for every zone,
while hikers were found to be the least suitable for every zone except the Waterfall Area
(Table 3.5). Table 3.5 reveals the differences between groups for each zone.
It is also interesting to compare these suitability values (derived from preferences)
to actual use patterns. Table 3.6 displays the percentage of visitor time spent (measured
by GPS) in each of the eight zones. There are three notable outcomes of this table. First,
the percentage of time spent in each zone does not align well with the suitability values.
Second, mountain bikers are the only group that spent time in every zone. This finding
supports that mountain bikers have the highest suitability for each of the eight zones.
Third, while hikers, runners, and mountain bikers have similar trends in the percent of
time spent per zone, horseback riders differ. Specifically, horseback riders spent much
more time in the Wildcat zone and less time in the Issaqueena zone. Figure 3.4 is
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comprised of four density maps that display the areas of concentrated use for each group.
These maps are spatio-visual representations of Table 3.6.
Discussions and Conclusions
The results from this study contribute to the theoretical, methodological, and
practical implications of the management of trail-based users. Theoretically, visitor
preferences should give some insight into visitor travel patterns. By mapping preferences,
this study was able to identify numerous constructs that could be measured
psychometrically, but also be spatially mapped. Incorporating zones to segment the North
Forest allowed us to compare how these preferences related to actual travel patterns.
Comparing the suitability values across the eight zones with the use density maps across
this same space revealed interesting findings. Specifically, runners and horseback riders’
preferences showed numerous similarities. These similarities included both the
psychometric measurements (Table 3.4) and the mean suitability values across all eight
zones (Table 3.5). Although the suitability values for each zone were significantly
different, runners and horseback riders alternated as the second or third highest
preference values for seven of the eight zones. The suitability maps (Figure 3.3) display
these similarities across space. However, the use density pattern between runners and
horseback riders were not very similar (Table 3.6 and Figure 3.4). The use density
patterns of runners were similar to hikers and mountain bikers, while the density patterns
of horseback riders were unique. These findings do give some suggestion of how natural
resources affect visitor travel patterns; however overall, these findings suggest that while
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preferences may be similar across groups in psychometric measurements, spatial
distribution measurements may not reflect these similarities.
As mentioned above, while there were some similarities there were also some
discrepancies between the suitability values and the actual use patterns. The discrepancy
could be explained in one of two ways. It could mean that the recreation suitability
analysis did not comprehensively capture the preferences of visitors. Conversely, it could
also suggest that other variables, such as infrastructure or amenities, play a larger role in
determining visitor use distribution than preferences. For example, the Issaqueena area
has a large parking area that can accommodate horse trailers as well as numerous other
vehicles. The southern portion of the North Forest only has roadside parking, one parking
lot that can accommodate four vehicles, and no parking for trucks with trailers. This
single, yet highly important consideration could be driving use distribution more than
preferences. Thus the practical implication of this finding is that the distribution of
critical infrastructure needed for recreation will influence recreational patterns more than
user preferences or the suitability of an area for a particular type of recreation. A practical
recommendation for this study was to add parking infrastructure to the lower portion of
the North Forest (if the goal is to direct visitor use to highly suitable areas).
Methodologically, mapping recreational suitability preferences at the North Forest
enhances both its use as a tool to inform management decisions and the process by which
recreation suitability mapping is conducted. First, this study used preferences to map the
suitability for each activity group. These preferences, however, may conflict with
management strategies. For example, horseback riders had the strongest preference for
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trails that are in good condition; yet, horseback riders have been shown to create the most
negative impacts to trails (Pickering, Hill, Newsome, & Leung, 2010). Thus, these
suitability maps should go beyond simply mapping preferences to incorporating
management strategies. This could be done in two ways. First, preference suitability
maps could be overlayed with or weighted against other maps, such as those for timber
harvesting or biologically sensitive areas. This would allow a more socio-ecological
approach. The second way would be to incorporate management strategies into the actual
recreation suitability maps by ignoring or accounting for (e.g., weighting) the conflicts
between user preferences and management goals. For the horseback riding example
above, management could actually consider better designed trails as a higher weight for
horseback riders, rather than considering current conditions of trails.
This study also sought to examine the use of recreation suitability mapping as a
conflict mitigation strategy for empirically-informed spatial zoning. Unfortunately, the
results from this study did not clearly delineate the preferences for one activity group
over another per zone. The results only suggested that mountain bikers had the highest
preferences across the entire forest, while hikers had the lowest preference across seven
of the eight zones. However, the use of the GPS visitor tracking (i.e., the density maps) in
combination with the recreation suitability mapping did give some insight into spatial use
zoning. Specifically, the density maps and time spent per zone data suggest that the
Wildcat zone would be most suitable for horseback riding use.
From a methodological and practical perspective it is also important to examine
why certain zones had higher suitability values than other zones. The incorporation of
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zones for this study added value because the zones allowed us to compare an area’s
suitability and use, as well as helped with understanding how spatial zoning could be
implemented. Specifically, the CCC Area, Waterfall Area, and Issaqueena zones all had
the highest suitability values, while Wildcat, Biking Area, and Matt and May’s had the
lowest suitability values. These results were due to a combination of two factors: a) the
size of each area and b) the concentration of infrastructure and attractions. The three
zones with the highest suitability values were also three of the four smallest, while the
three zones with the lowest suitability values were three of the four largest. The smaller
zones also had a higher concentration of trails, parking lots, and attractions as well as
road (pavement) access. This could be a limitation of the method used or it could be a
reflection that smaller areas with concentrated infrastructure and attractions should have
higher suitability values for recreation in general. This finding highlights the importance
of how zones are created. In this study zones were developed by access and infrastructure
considerations with the foresight that zones may direct an activity-based spatial zoning
plan. However, this created disproportionately sized areas that affected both suitability
and use density considerations. Future, studies should consider the connectivity of each
zone within the trail system. For example, one explanation for the CCC and Waterfall
zones to have high preferences with little use could be due to the isolation of these zones
from the larger networks of trails. Connectivity could help shape the design of each zone
or be used to weight the suitability in other zones. Additionally, other studies (see article
III) have identified social variables that influence travel patterns that may in turn
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manipulate zone selection. For example, visitor knowledge of specific zones may
influence if and how visitors travel in each zone.
As suggested by Alessa et al. (2008), spatially-related social science data for maps
should be displayed based on mathematical or statistical principles. For example, the
suitability maps in this study were displayed as equal interval categories based on the
lowest and highest suitability value across all maps. More subjective displays of results
can lead to maps which highlight difference that are not actually significant. Additionally,
this study used statistical methods for assessing the differences between use zones which
reduced the subjectivity of using visual assessments alone. However, assessment of
suitability mapping (as done here) is based off the calculated value of a specific area,
known as a pixel. The sample sizes associated with the pixel values will likely be
dramatically large, elevating the statistical power of these inferential statistics (as is also
the case for this study). Researchers should be aware of these effects when reporting
results.
For management to implement a SES philosophy it is important that ecological,
economic, and social systems are all considered. While integrating data from these
various systems is difficult, spatial analysis is seen as a platform capable of this
assimilation. However, integrating spatially-related social science data along with
ecological and/or economic spatial data into systems planning has proven difficult for
parks and protected areas. GPS tracking of visitor use and suitability mapping in this
study demonstrated how social data can be incorporated into GIS-based planning using a
SES management philosophy. Both GPS and suitability mapping created a better spatial
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understanding of the current and suitable use areas for different recreation activity types.
This study did incorporate some elements of SES planning. Specifically, weights were
appropriately assigned to match users’ preferences for landcover and trail conditions.
These weights indicated that open areas (mostly recently harvested timber sites in the
North Forest) and poor trail conditions were less preferred compared with forested areas
and good trail conditions. However, we believe this analysis on the whole is mainly
social rather than a more holistic SES approach. Thus, future examinations should
incorporate more site-specific ecological or economic spatially-related data such as
wildlife species habitat and specific timber harvesting sites. For example, a map of timber
harvesting zones could be overlayed by managers to know when popular or highly
suitable recreation areas are due to be harvested. This would allow managers the
opportunity to preemptively adapt by re-routing trails, closing trails, and informing
visitors.
In conclusions, this study found that recreation suitability mapping is a highly
flexible and powerful tool for understanding and managing visitor use flows. While
recreation suitability mapping does not conclusively give answers, it is effective in telling
the story of why visitors may travel in specific patterns. It is also flexible and can be used
for mapping preferences, altered to consider larger management goals (e.g., sustainable
trail infrastructure), or be used as a single piece of a larger socio-ecological planning
model.
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Table 3.1.
Variable Descriptions and Measurement Types

Variables

Spatial Level

Spatial
Measurement
Type

Slope

Landscape

Additive

Proximity to water

Landscape

Proximity

Landscape

Proximity

Landscape

Landcover

Landscape

Proximity to parking
lots
Proximity to forest
roads
Proximity to single
track trails
Amount of trail (forest
roads and single track)
mileage per zone

Landscape and
Infrastructure
Landscape and
Infrastructure

Proximity to main
roads (asphalted)
Proximity to natural
and cultural
attractions
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Total
number of
questions

Differences
Between
Groups

Mean
Preferen
ce Value

9

Yes

Table 4

4

No

6.27

n/a

0

No

6.00

Proximity

n/a

0

No

5.50

None

Forested areas
Open areas

2

No

6.50
4.25

Proximity

n/a

0

No

6.50

Proximity

Trails that are gravel roads, dirt roads, and
wide enough for side-by-side traffic

3

Yes

Table 4

Zonal

Proximity

Trails for single file traffic

1

No

4.83

Zonal

Amount per
zone

Trails that allow combinations of less than
2 miles, 2-5 miles, 6-10 miles, or more
than 10 miles

4

Yes

Table 4

Individual Questions
Flat slope 0-2%,Uphill and downhill
slopes at 3-6%, 7-10%, 11-15%, 16-20%
Trails that cross over, cross through, lead
to, or run along streams and lakes

Average
Trails with exposed rocks, exposed roots,
condition per
4
Yes
Table 4
muddy spots, deeply incised
zone
Note. The differences between groups’ preferences were determined by ANOVAs. Table 4 has more detail on the variables that presented
differences. The groups that did not present differences between preferences used the overall mean for weights. Some variables had researcherassigned weights. These weights were agreed upon by three researchers and represent impacts on use distribution rather than preferences of
users. Mean values were on a scale of 0-8 with 4 representing a neutral preference.
Average condition
class of trail per zone

Zonal

Table 3.2.
Example of Weighting and Scaling a Variable
Variable

Forest
Roads
(dirt,
gravel,
side-byside)

Proximity Proximity
Value
Weight
(x)
<200
4
meters
4
4
4
200-400
3
meters
3
3

Activity
Type
Hikers
Mt Bikers
Horse
Runners
Hikers
Mt Bikers
Horse

Preference Total
Value
Value
(y)
(x*y=z)
4.31
17.24
3.66
14.64
5.06
20.24
4.70
18.80
4.31
12.93
3.66
10.98
5.06

15.18

Min-Max
Scaled Value
(z-0/32-0)
0.53875
0.4575
0.6325
0.5875
0.4040625
0.343125
0.474375

3
Runners
4.70
14.10
0.440625
400-600
2
Hikers
4.31
8.62
0.269375
meters
2
Mt Bikers
3.66
7.32
0.22875
2
Horse
5.06
10.12
0.31625
2
Runners
4.70
9.40
0.29375
>600
1
Hikers
4.31
4.31
0.1346875
meters
1
Mt Bikers
3.66
3.66
0.114375
1
Horse
5.06
5.06
0.158125
1
Runners
4.70
4.70
0.146875
Note. This table displays an example of the process for combining preference weights (y),
spatial weights (x), and scaling for each group. This process was similar for each
variable. Variables without group preference differences would all have the same
preference value.
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Table 3.3
Distribution of Visitors’ Activity Groups
Activity group
Horseback Riding
Mountain Biking
Running
Hiking

Frequency
19
134
36
67

Percent
7.5
52.3
14.0
26.2
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Table 3.4.
ANOVAs Results of Significantly Different Variables Between Groups
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Variables

Individual Questions

F-test

Hikers

Runners

Mountain
Bikers

Horseback
Riders

Group
Mean

Slope

Flat slopes 0-2%
Uphill slopes 3-6%
Uphill slopes 7-10%
Uphill slopes 11-15%
Uphill slopes >16%
Downhill slopes 3-6%
Downhill slopes 7-10%
Downhill slopes 11-15%
Downhill slopes >16%

2.05
0.56
1.00
2.84*
3.40*
2.16
10.14*
20.21*
20.23*

4.37b
3.50b
5.23c
4.15b
3.44b

4.26b
2.91b
6.00ab
4.56b
3.34b

5.20a
4.34a
6.56a
6.33a
5.85a

4.63ab
3.69ab
5.65bc
4.18b
3.41b

4.64
5.82
5.66
6.06
-

Proximity to
forest roads

Trails that are gravel roads
Trails that are dirt roads
Trails wide enough for side-by-side traffic

0.83
6.87*
16.81*

3.94bc
5.60b

4.51b
5.97ab

3.59c
4.24c

6.00a
6.59a

3.24
-

Amount of
trail (forest
roads and
single track)
mileage per
zone

Trails that allow combinations of:
less than 2 miles
2-5 miles
6-10 miles
more than 10 miles

3.32*
5.01*
10.31*
12.19*

4.31a
5.84a
4.92b
4.21b

3.73ab
6.08a
6.59a
5.76a

3.26b
4.98b
6.09a
6.14a

3.71ab
5.35ab
6.83a
6.71a

Average
condition
class of trail
per zone

Trails with many exposed rocks
Trails with many exposed roots
Trails with many muddy spots
Trails that are deeply incised

26.92*
20.50*
8.05*
11.05*

3.16b
2.92b
2.97b
3.00b

2.49b
2.42b
2.30b
2.62bc

4.81a
4.53a
3.73a
3.90a

1.06c
1.12c
2.00b
1.83c

-

Note: * indicates differences for ANOVAs at the .05 level. a represents the group(s) with the highest means, b the group(s) with the second highest means, and c
the group(s) with the lowest means. Means in the same row that do not share subscripts differ at p < .05. Group mean differences were determined by LSD post
hoc tests.

Table 3.5.
Mean Suitability Values and Test of Differences
Number
Mountain Horseback
of Pixels
F-test
Hikers
Runners
Bikers
Riders
(n)
Issaqueena
196837
5108**
4.89 d
5.07 c
5.27 a
5.14 b
Wildcat
384458
5279**
4.61 d
4.79 c
4.99 a
4.86 b
Biking Area
468763
4499**
4.60 d
4.77 c
5.00 a
4.83 b
CCC Area
55692
3668**
5.48 d
5.67 b
5.80 a
5.63 c
Matt and May’s 253383
3780**
4.59 d
4.78 b
4.91 a
4.74 c
Burning Car
143317
9288**
4.74 d
4.90 c
5.16 a
4.94 b
Historic District 218102
4542**
4.66 d
4.85 b
4.97 a
4.81 c
Waterfall Area
63895
159**
5.31 b
5.29 c
5.40 a
5.11 d
Note: ** indicates differences for ANOVAs at the .01 level. Post-hoc tests reveal
significant differences between all groups for every test. a represents the group(s) with the
highest means, b the group(s) with the second highest means, c the group(s) with the third
highest means, and d the group(s) with the lowest mean. Means in the same row that do
not share subscripts differ at p < .05. Group mean differences were determined by
Bonferroni correction of the alpha.
Zone
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Table 3.6.
Comparison of Actual Use with Recreation Suitability Values
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Hikers
Time Suitability
Spent
Value

Runners
Time
Suitability
Spent
Value

Mountain Bikers
Time
Suitability
Spent
Value

128

3.0%

5.48

0.7%

5.67

0.7%

5.80

0

5.63

5.28

146

0

5.31

0

5.29

0.9%

5.40

0

5.11

5.09

452

79.4%

4.89

78.4%

5.07

71.5%

5.27

46.4%

5.14

4.94

329

0

4.74

0

4.90

4.0%

5.16

1.0%

4.94

4.82

501

0

4.66

0

4.85

1.1%

4.97

0

4.81

4.81
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6.1%

4.61

16.9%

4.79

9.5%

4.99

46.1%

4.86

4.80

1076

4.0%

4.60

3.5%

4.77

9.1%

5.00

1.6%

4.83

4.75

582

7.2%

4.59

0.2%

4.78

2.9%

4.91

4.6%

4.74

Zone

Mean
Suitability
Value

Acres

CCC

5.65

Waterfall
Issaqueena
Burning
Car
Historic
District
Wildcat
Biking
Area
Matt and
May’s

Horseback Riders
Time
Suitability
Spent
Value

Note. Zones are organized by the overall highest to lowest suitability means. Each group generally follows the overall means,
but not exactly.

Figure 3.1. Map of Recreational Use Zones
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Figure 3.2. Map of mountain bikers preferences for Forest Roads
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Figure 3.3. Maps of each activity groups’ suitability across the North Forest. The range of
suitability for each map is 0-10. Suitability values are displayed by the equal interval
differences between the lowest and highest suitability values across all groups.
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Figure 3.4. Use density maps for each of the activity groups across the North Forest. The
density analysis was conducted in ESRI ArcGIS. The displayed density values were
determined by the natural break (Jenks) for the hiking group. All other density displays
were changed to match the hikers for comparison purposes.
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CHAPTER FOUR
GPS TRACKING OF VISITOR USE: FACTORS INFLUENCING VISITOR SPATIAL
BEHAVIOR ON A COMPLEX TRAIL SYSTEM
Abstract
There is currently a limited understanding of how visitors travel within and
through a destination. Understanding what influences visitor travel patterns is an
important aspect of tourism and recreation. Space-time visitor travel patterns have been
examined in a number of tourism studies, however, limited studies have focused on a
nature-based or trail system settings. GPS tracking has been identified as an effective
means of measuring visitor travel patterns. However, most GPS studies within these
natural settings have focused on the utility of the method, not exploring the contribution
that GPS can make to understanding what influences visitor travel patterns. Additionally,
the examination of GPS data has rarely extended beyond visual analysis such as point
densities and overlays. To better understand what influences visitor travel patterns more
in-depth analyzes of these spatial data are needed. Findings from this study suggest that
knowledge of destination, visitor personal characteristics, motivations, and activity types
all effect spatiotemporal travel patterns. Methodological and theoretical implications are
discussed.
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Introduction
Perhaps the most fundamental recreation data are the locations people visit, their
travel routes, and the amount of time spent at these locations (Hallo, Beeco, Goetcheus,
McGee, McGehee, & Norman, 2012). These travel patterns influence both the
experiential aspect and environmental impacts of nature-based recreation (D’Antonio,
Monz, Lawson, Newman, Pettebone, & Courtemanch, 2010; Hallo et al., 2012; Beeco et
al., 2012). Additionally, recreation facilities and services are also influenced by these use
patterns (Manning, 2011). Despite this importance there is currently a limited
understanding of what influences visitors travel patterns in natural areas.
Overall this paper has three primary objectives. The first objective is to determine
systematic and repeatable methods for processing GPS data to a level of detail that can
provide measures of spatial travel patterns. The second objective is to explore different
measures that can account for spatial travel patterns. The third objective is to assess how
knowledge of the destination, visitor personal characteristics, motivations, and activity
type influence travel patterns. These objectives focus on the development of methods
used for assessing visitor travel patterns and the theories that shape our understanding of
how visitors travel in natural settings.
Visitor Travel Patterns
Understanding what influences visitor travel patterns is an important aspect of
tourism and recreation. Space-time visitor travel patterns have been examined in a
number of tourism studies. A study of tourists at two different sites in Israel found a
number factors that both did and did not influence travel patterns (Shoval, 2008). The
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most influential variables were related to the trip characteristics including length of stay,
main purpose of visit, and number of visits, while socio-demographic variables including
gender, age, income, education, and country of origin had little or no influence on travel
patterns. Based off of these finding, a conceptual model for resources and constraints to
tourists’ spatial activity has been identified (Shoval & Isaacson, 2010). This model
contains five factors: visitor personal characteristics, familiarity with destination, spatiotemporal activities, resources and constraints, and local tourism infrastructure. All these
factors are thought to influence tourist spatiotemporal patterns.
Visitor travel styles have been another avenue explored that may influence travel
patterns. These travel styles have most commonly been broken up into typologies
including ‘novelty-seeking’ and ‘familiarity-seeking’ (Basala & Klenosky, 2001); ‘thrill
seekers,’ ‘change seekers,’ and ‘homebodies’ (Weaver, McCleary, Han, & Blosser,
2009); and ‘wanderers’ and ‘planners’ (McKercher, Wong, & Lau, 2006). Yet, these
studies were often never validated by actual travel patterns. When seeking to validate the
influence of ‘wanderer’ and ‘planner’ travel style with GPS tracking of visitors, there
were no differences found between actual travel patterns (Beeco et al., 2012).
Visitor movements have also been examined in museums (Yalowitz &
Bronnenkant, 2009). Timing and tracking visitor movements enables museum
professionals to “determine how visitors are using the various components of the
exhibition, whether the exhibition has good flow, and whether visitors are engaging with
the exhibits in the manner intended” (Yalowitz & Bronnenkant, 2009, p. 49). Unobtrusive
tracking is the most common method used for monitoring visitor movements in museums
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(Yalowitz & Bronnenkant, 2009). In this method a researcher unobtrusively records
visitor movement patterns based on noticeable movement change. Four main variable
categories for museum timing and tracking include recording stopping behaviors,
engagement behaviors (e.g., social interactions, watching videos), observable
demographic variables (e.g., gender), and situational variable (conditions such as crowds,
time, special events).
Spatiotemporal patterns have also been examined through space-time budgets. A
time budget is described as “a systematic record of a person’s use of time over a given
period” (Shoval & Isaacson, 2010, p. 31). Time is an important aspect to tourism and
recreation, including both the time needed for leisure and the time budget during a leisure
experience (Fennel, 1996). The concept of space-time budget is an integral aspect of
understand spatial movements because any point in time is associated with a point in
space (Anderson, 1971).
The space-time budget concept also suggests that the longer a group spends in a
certain area (zone) the “greater the implications to that area regarding social,
environmental, and economic” (Fennel, 1996, p. 816) impacts. This model and other
space-time budget research have revealed the important relationship between time
budgets and spatial movement of visitors (e.g., Shoval & Isaacson, 2010). Fennel’s model
adopts the core-periphery theory, suggesting that visitors likely begin a trip to an area at
the core (a locale’s central economic area for the development and distribution of goods
and services) and depending on time and pressure, venture to see more in the periphery
(an area directly dependent on the core) of the locale. While time-space models have only
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focused on tourism destination, they would make a logical and valuable contribution to
the understanding of visitor travel patterns and experiences in parks and protected areas.
Tracking Visitors in Protected Areas
As suggested above and by Beeco and Brown (2013), visitor experiences are a
spatially conditioned process. Visitor travel patterns are diffuse, segmented, interactive,
and related to natural resource impacts (Beeco & Brown, 2013). These characteristics of
visitor travel patterns interact to influence the visitor experience. Visitor travel patterns
are diffuse because they are highly concentrated in certain areas and less concentrated in
other (e.g., core-periphery; Fennel, 1996). They are segmented because certain areas are
designed or managed for specific activities or experiences (e.g., Wilderness). They are
interactive because use in one area can affect the use in another area (e.g., crowding and
displacement). And, they are related to natural resources impacts (e.g., trail impacts).
Despite advances in the foundational understanding of how visitors ‘consume’ a
destination (McKercher et al., 2006), limited study has been directed at the influences of
travel patterns in nature-based and trail system settings. It is equally important for naturebased tourist destinations and protected areas to understand visitor travel patterns for
infrastructure needs, transportation development, planning, and interpretation. However,
protected areas must also consider environmental impacts associated with high and
concentrated use. This makes understanding visitor distribution and travel patterns even
more pertinent for protected areas (D’Antonio et al., 2010). Studies in tourism may
provide a guide for factors important to measure in more natural areas.
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The lack of understanding of what influences visitor use and distribution in
protected areas may be due to the difficulties of tracking visitors (Pettersson & Zillinger,
2011). Use distributions were first considered using a concentration index, which
calculated the evenness of use distribution across an area. For example, 80% of the use in
the Spanish Peaks Primitive Area was on only 50% of the trails, leading to a
concentration index of 53 (Lucas, 1980). Visitors have also been asked to identify areas
they visited on paper maps after their experience to measure use distribution (Gimblett,
Lynch, Daniel, Ribes, and Oye, 2003; Hallo, Manning, Valliere, and Budruk, 2005;
Potter and Manning, 1984), yet this method has been criticized for participant burden and
questionable accuracy (D’Antonio et al., 2010; Hallo et al., 2012; Shoval & Isaacson,
2010; Tchetchik, Fleishcher, & Shoval, 2009).
Despite the methodological issues with measuring visitor distribution, some
generalities have been identified. Most natural areas used for recreation have an uneven
distribution of use, meaning that most visitors explore the same portions of protected
areas, while leaving other areas less visited (Manning, 2011). Additionally, the season of
the year also influences visitation, typically peaking during the summer (Manning, 2011).
User group type (i.e., mode of transportation) also affects visitor travel patterns. For
example, all terrain vehicles travel faster and farther than mountain bikers, which travel
faster and farther than hikers.
Most recently, GPS tracking has been found to be an effective method for
tracking visitor use in natural areas. It is a method that is less susceptible to the
deficiencies of the paper map method (D’Antonio et al., 2010; Beeco, Hallo, Manning, in
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press; Beeco et al., 2012; Hallo et al., 2012). For example, a number of studies at
different locations with varying purposes have identified GPS as an effective measure of
space-time visitor movements. GPS has been used to effectively track visitors in Lake
Umbagog National Wildlife Refuge (Beeco et al., in press), the Blue Ridge Parkway in
West Virginia (Beeco et al., 2012; Hallo et al., 2012), Acadia National Park (Hallo et al.,
2005), Yosemite National Park, Rocky Mountain National Park, and the Teton Range
(D’Antonio, 2010). However, these studies only examined use distribution and not the
influences of this distribution.
GPS tracking of visitor use in the context of park and protected area research has
thus far focused on methodological issues rather than application and analysis, such as
determining what influences travel patterns. This may be because most protected areas
confine travel to specific routes on designated roads and trails. Another reason may also
be due to the relatively recent development and adoption of this technology. However, in
complex trail or road systems visitors are still faced with options for specific travel
patterns. A survey-based examination of trail preferences is currently the best guide for
determining which trails visitors may choose. For example, mountain bikers have been
found to prefer trails with turns, bumps, and jumps, in addition to preferring trails that
have exposed rocks and roots (Symmonds, Hammitt, Quisenberry, 2000). While there is
some understanding of visitor preferences, GPS tracking of visitor use has not yet been
used to determine what might influence actual visitor travel patterns.
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GPS Analysis
Despite increases in the use of GPS as an advance tracking technology,
knowledge about methodologies incorporating GPS is still “rudimentary” (Pettersson &
Zillinger, 2011, p. 2). This deficiency is most evident in the analysis of space-time GPS
data (Hallo et al., 2012). Most GPS studies have not ventured beyond visual analysis such
as mapping, point densities (D’Antonio, 2010), or overlays (Beeco et al., in press).
GPS data can be analyzed at a macro and micro scale. For example, a macro scale
analysis was used to study space-time movement at the Biathlon World Championships,
where GPS points were mapped and visually analyzed (Pettersson & Zillinger, 2011).
This macro level analysis can provide useful and interesting findings. It was noted that
visitors to the Biathlon World Championships did not proceed directly to the event after
arrival on the train, but rather carried out detours during their visit. Micro-scale GPS
analysis is most evident in sport and physical activity research (Maddison & Mhurchu,
2009; Venter, Opperman, & Opperman, 2011). For example, GPS was used to track
rugby players movements during matches, measuring total meters traveled, time spent
jogging, time spent sprinting, and velocity (Venter et al., 2011). However, it must be
noted that the detail of the analysis is dependent on the quality and features of the GPS
unit.
Micro-scale analysis of travel patterns is needed to understand what variables
effect how recreationists’ progress through a trail system. It is important to understand
how socio-demographic variables, activity types, and natural conditions (i.e., trail
conditions) affect travel patterns. Figure 4.1 is a conceptual model informed by prior

93

tourism studies (most notable Shoval & Isaacson, 2010) that may help understand visitor
travel patterns in natural areas. The model identifies five factors that may influence travel
patterns in natural areas.
The purpose of this study is to examine what factors influence visitor travel
patterns in a complex trail system. Figure 4.1 was used as a conceptual model of factors
that may actually effect spatial distribution and patterns within the context of trail-based
recreation in a natural area. By identifying factors that may influence recreationists’
travel patterns in natural areas managers can better understand visitor distribution, and by
proxy, areas of use which may be susceptible to resource impacts and visitor conflicts.
Additionally, identifying visitor personal characteristics (e.g., group size) or knowledge
of the destination may help managers better inform visitors of opportunities, therefore
dispersing or concentrating use as needed.
Background of Study Area
Clemson University Experimental Forest, South Carolina, USA is a multiple-use
forest that seeks to balance activities including general protection, research, timber
harvesting, and recreation on 17,500 acres of public land. The northern portion of this
forest area is examined under this study, hereafter known as the North Forest. The North
Forest is approximately 7,057 acres, has 41 miles (66 km) of single track trail, 22 miles
(35 km) of forest roads (gravel and dirt), and features both natural (e.g., waterfalls) and
historical (e.g., dam) attractions. The North Forest offers opportunities for horseback
riding, mountain biking, trail running, and hiking.

94

Method
An on-site paper survey and GPS units were distributed at the North Forest to
assess visitor demographic information, psychometric properties, and travel patterns.
Surveys were conducted with hikers, trail runners, mountain bikers, and horseback riders.
On sampling days, GPS units were distributed to visitors upon first contact, visitors
completed their experience, and upon returning to their vehicle and returning the GPS
unit, one person (the person with the most recent birthday) from each visitor group was
asked to complete a survey prior to departure. Sampling occurred on both weekdays and
weekends in the Winter and Spring of 2012, and one day of sampling occurring on
December 31, 2011. Sampling took place on a total of 13 days during this time period,
from sunrise to sunset.
A GlobalSat DG-100 data logger, a GPS receiver, was used. Numerous studies
have used and evaluated this GPS receiver, finding it worked well for tracking either
nature-based recreationists or urban residents (Beeco et al., 2012; Hallo et al., 2012; Wu,
Jiang, Liu, Houston, Jaimes, and McConnell, 2010). GPS units were programmed to
collect data points at 15 second intervals. One hundred percent of GPS units were
returned.
Travel pattern measures
Operationalizing spatial variables is perhaps the most difficult aspect of
integrating social and spatial data (Beeco & Brown, 2013; McIntyre, Moore, & Yuan,
2008). GPS units were used to measure spatial distribution and patterns of trail-based
users. Specifically, total distance traveled, number of zones encountered, and Euclidian
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(i.e., straight line) distances from starting points were used to measure spatial
distribution. While it is acknowledged that there will be overlap between these measures,
the intent of each of these variables was to measure different conceptual ideas of how
visitors’ routes were distributed. For example, a visitor may travel a great distance
overall, but never leave a specific area (e.g., running laps). Or a visitor may have an
interest in visiting different parts of the North Forest, but seek to travel the least possible
distance. Thus, total distance traveled was used to measure how ‘far’ visitors traveled;
number of zones encountered was used to measure how many ‘different areas’ visitors
traveled to; and distance from start was used to measure how ‘deep’ visitor traveled
within the North Forest.
The different areas of the forest were segmented into zones to better understand
how visitors’ routes were distributed across the North Forest. The zones were determined
by intuitive groups of contiguous areas defined by roads, forest roads, and trail clusters.
A fourth measure, time spent, was also used as a dependent variable. While not
inherently spatial, time has a strong connection with space: any point in time during a
visitor’s travel is associated with a particular space. Two measures were attempted for
time spent. One measure was calculated by GPS units, but was determined to be too
inaccurate (see below), while the other was taken from the survey. The survey measure
used the number of hours spent during a typical recreational visit to the North Forest.
Demographics and psychometric measures
Knowledge of the destination, visitor characteristics, motivations, and activity
types were assessed in the visitor survey. These measures were used to account for
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variances within travel patterns. Table 4.1 outlines the specific dimensions associated
with these measures. The motivation measures were informed by the Recreation
Experience Preference (REP) scale (Manfredo, Driver, & Tarrant, 1996). These included
Skill Development/Competence Testing, General Nature Experience, Physical Fitness,
and Escaping Crowds. Due to survey limitations, these measures were modified and each
domain was measured by a single scale.
GIS and Data Analysis
GPS data were uploaded from units and imported into ArcGIS 10 as separate
activity groups. GPS data were originally uploaded in the WGS 1984 coordinate system.
However, for analysis purposes data were converted into UTM Zone 17 North coordinate
system. Data were originally a point layer. Because the measurement outcomes were very
specific (i.e., total distance traveled and length of stay), detailed cleaning of GPS data
was necessary.
There are a number of considerations for GPS data cleaning outlined in article one
that were followed here. However, for the more detailed measures of behavior used here,
additional cleaning was necessary. To ensure that GPS data were measured for the
entirety of participants’ experiences, researchers always had four to five GPS units turned
on for anticipated visitor arrivals. Thus, GPS units were collecting data prior to being
distributed to participants. Because of GPS error, these points were not in the exact same
location; thus, artificially suggesting movement. This cumulative effect overtime could
substantially affect more sensitive measures such as distance traveled or time spent, but
not less sensitive measures such as number of zones encountered (because the ‘errored’
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points would all be in the same zone). Additionally, once data cleaning began it was
difficult for researchers to know the exact moment when a GPS unit left the hands of a
researcher into the hands of a participant because while some participants immediately
set off from parking areas, others did not (for numerous reasons including warming up
for physical exertion and waiting on other group members). Thus, GPS data cleaning
techniques for these specific measures were needed to ensure that all GPS points
analyzed were related to visitor travel patterns.
GPS data within a 12 meter radius (24 meters across) of the sampling locations
were deleted for all analysis. This eliminated data associated with GPS units that were
not yet distributed. Twelve meters was chosen for two reasons. One of these reasons is
that the accuracy of the GlobalSat DG-100 data logger is reported to between 1 to 10
meters. Second, an assessment of the GlobalSat DG-100 data logger by Hallo et al.
(2012) found this unit’s mean precision to be 6.7 meters. We extended the deletion areas
to a 12 meter radius because GPS units are most inaccurate while first acquiring satellites
signals. This method was determined effective for data cleaning for total distance travel,
because even if data were associated with non-traveling behavior these relatively few
points would have little to no effect on total distance. However, this method was deemed
too inaccurate for measuring total time spent at the North Forest because a signal
‘errored’ point collected by the GPS unit when first turned on could drastically effect
time spent. Therefore, time spent at locations was assessed by the survey question of
‘Approximately how many hours do you spend visiting the North Forest during a typical
recreational trip?’ rather than through the GPS units.
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There was a similar issue when adjusting for stopping locations (e.g., attractions)
in estimating total distance traveled. Visitors may spend time viewing an attraction, but
not actually traveling. Therefore, GPS data clusters near attractions were deleted using
the same 12 meter radius technique as the sampling locations. This method was
determined effective for estimating total distance traveled.
GPS data points for each participant were then converted into ‘lines’ that
represented each participant’s travel route. This was done using the ‘point to line’
conversion tool in ArcGIS. Data were visually examined for inconsistencies. No
inconsistencies were found.
The unit of analysis was each participant’s route. Therefore, total distance
traveled, zones encountered, and Euclidean distance from start had to be calculated for
each individual. Total distance traveled was automated by ArcGIS calculations of the line
distance. The number of zones encountered was measured by a visual assessment of each
individual’s route and the number of zones the routes encountered. Distance from start
was accounted for by manual Euclidean distance measurements taken from the starting
parking lot to the furthest point in the route. These data were entered into SPSS version
20.
The conceptual model guiding this research (Figure 4.1) was tested separately
rather than structurally because of the categorical nature of some of the primary
constructs. A series of regressions and split file (by activity group) regressions, were used
to test primary constructs with the measures outlined above as comprising spatial
distribution and patterns.
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Results
A total of 267 surveys were distributed to participants. Only 7 of the visitors
identified themselves as users other than hikers, runners, mountain bikers, or horseback
riders. These visitors’ data were not used.
While a total sample of 260 visitors seems modest, population estimates of CUEF
suggest this sample reached more than 80% of the population. Two different methods
were used. The first method, Lincoln-Petersen method (Lincoln, 1930; Petersen, 1896),
comes from the field of ecology and is based on mark and recaptures methodology. This
method assumes there is no emigration or immigration, an assumption that is likely not
true for most recreation areas. Nevertheless, this method suggested we had sampled the
entire population. The second method used regression coefficients to estimate a total
sample size. This was completed by tracking the number of visitors participating in the
study per day and the number of visitors who were asked but had already participated.
Plotting these slopes allowed us to estimated how many additional days of collection it
would take to reach 100% of the visitors having already taken the survey. Then
regression slopes were used to estimate the number of people sampled on each additional
sampling day giving a total population. This method suggested we had sampled 81% of
the population and is more realistic than the Lincoln-Pearson method because it accounts
for the increase in immigration during the sampling period (from Winter into Spring).
However, it does not include the possible increase in immigration that may (or may not)
occur during the Summer or Fall months. Regardless, the North Forest population was
deemed thoroughly and adequately sampled.
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Of the remaining 260, 12 GPS units were returned with no data or severely
impaired data (4%), while 19 participants returned GPS units with substantially
incomplete data (7%). For the purposes of this study all these individuals were excluded.
Thus the total effective sample was 229. This sample was comprised of 57 hikers, 32
runners, 123 mountain bikers, and 17 horseback riders.
Data cleaning procedures were also completed for survey data. Studentized
deleted residuals, Malanobsis distance, and Cook’s leverage were used to screen for
outliers in both independent and dependent variables. No outliers were found within the
dependent variables. Individual outlying values for the independent variables were set as
missing values (these values were less than 1 percent of data).
GPS data
A dependent (paired sample) t-test was used to examine the differences between
the cleaned and uncleaned GPS data. The results suggest that there was a significant
difference between these measures with the uncleaned data recording a mean distance of
7.3 miles (11.7 km) and the cleaned data a mean distance of 7.1 miles (11.4 km; t =
15.58, p < .01). Additionally, the cleaned GPS data were also compared with the selfreport measure of distance traveled by visitors. These results did not significantly differ.
Visitors reported a mean of 7.9 miles (12.7 km) traveled. These results suggest that
visitor reported distances were similar to GPS tracking data.
Influences of visitor travel patterns
The primary purpose of this article is to better understand factors that influence
travel patterns. Travel patterns were conceptualized as both spatial and temporal. Spatial
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travel patterns were operationalized as total distance traveled, number of zones
encountered, and distance from starting point, while temporal travel patterns were
operationalized as time spent in a typical visit.
An ANOVA was used to determine differences between activity groups and travel
patterns. These results suggest that activity groups significantly differ with respect to
travel patterns (Table 4.2). These results generally suggest a more-to-less order of
mountain bikers, horseback riders, runners, then hikers with respect to total distance
traveled, number of zones encountered, and distance from start. However, horseback
riders were found to have a higher mean (non-significant) for number of zones
encountered and distance from start. Because of the low sample size and higher
deviations for horseback riders on zones encountered and distance from start, horseback
riders were not significantly greater than runners while mountain biker were despite
horseback riders having a higher mean (Table 4.2). Additionally, horseback riders were
never found to travel less than mountain bikers or travel more than runners for any of the
three spatial measures. Time spent on a typical trip suggested that horseback rider stay
longer (4 hrs.) than all other groups (approximately 2 hrs; Table 4.2).
Next, a series of regressions were used to evaluate the effects that knowledge of
destination, visitor personal characteristics, and motivations have on visitor spatial
patterns. Table 4.3 displays the results of these regressions and the unique amount of
variance accounted (sr-squared) for by each item. Of the three measures of spatial
behavior, total distance traveled was the most sensitive to predictors. These results
suggest that familiarity with the location (t = 3.31, sr2 = .047), self report ability/skill (t =
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3.39, sr2 = .053), and the motivations of skill development/competence testing (t = 2.81,
sr2 = .033) and physical exercise (t = 2.03, sr2 = .018) are the best predictors of total
distance traveled. Only ability/skill was a significant predictor of the number of zones
encountered across the North Forest (t = 2.57, sr2 = .036). For the third spatial pattern
measure (distance from start), familiarity (t = 3.22, sr2 = .045), ability/skill (t = 2.79, sr2 =
.036), and group size (t = 2.00, sr2 = .019) were the significant predictors. The clear trend
across these results is that ability/skill is a consistent predictor of these spatial travel
patterns.
The fourth dependent variable, hours spent on a typical trip, did not follow this
same trend. Familiarity (t = 2.16, sr2 = .020), number of visits in the past 12 months (t = 3.26, sr2 = .046), and number of years visiting (t = 2.69, sr2 = .031) were all significant
predictors of the number of hours spent on a typical trip to the North Forest. However,
number of visits in the past 12 months had an inverse relationship, suggesting that regular
visitors are likely to have shorter visits. Furthermore, group size (t = 3.35, sr2 = .051),
ability/skill (t = 2.51, sr2 = .028), and gender (t = -1.99, sr2 = .017) were also all
significant predictors. Gender, however, also had an inverse relationship suggesting that
female visitors stay longer than males. Visitor motivations of skill
development/competence (t = 3.04, sr2 = .039) and physical fitness (t = -3.69, sr2 = .057)
also accounted for a significant portion of variance. The motivation of physical fitness
also had an inverse relationship with hours spent on a typical trip, which suggest that
visitors that are highly motivated to visit the forest for exercise do not stay as long as
other visitors.
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The final step was to determine how knowledge of destination, visitor personal
characteristics, and motivations interacted with activity type. Therefore, a series of splitfile (by activity type) regressions were used to estimate effects on travel patterns. Only
the significant predictors from above were used. Table 4.4 displays the values for the
results of these regressions. Generally, for any predictor variables that were dependent on
activity type, runners and mountain bikers provided the major contributions of these
effects. Specifically, for total distance traveled, the skill/ability (t = 2.51, sr2 = .049),
motivation for exercise (t = -1.97, sr2 = .030), and motivation for skill
development/competence (t = 2.10, sr2 = .034) of mountain bikers accounted for the
overall effect. For number of zones encountered skill/ability ratings of both runner (t =
3.06, sr2 = .238) and mountain bikers (t = 2.14, sr2 = .037) accounted for the overall
effects. For distance from start both skill/ability (t = 2.02, sr2 = .089) and group size (t =
2.01, sr2 = .090) of runners accounted for the overall effect. Finally, for hours spent
during a typical visit none of the activity types accounted for differences which suggest
that these predictors do not depend on the type of activity. For example, the larger the
group size, the longer visitors are likely to stay regardless of the activity.
Correlations between dependent variables
Any understanding of travel patterns is dependent on the operationalization of
behaviors. This study used total distance traveled, number of zones encountered, and
distance from start as three measures of spatial travel patterns. As mentioned above, each
of these variables were used to measure different concepts of how visitors could
‘consume’ the North Forest. Correlations between these dependent variables reveal
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important information (Table 4.5). The high correlations between the spatial travel
measures suggest construct overlap. Specifically, total distance traveled was correlated
with number of zones encountered (.736) and distance from start (.803), while number of
zones encountered and distance from start were correlated at .680. If these correlations
are too high, then there may be no distinguishing difference to justify uniqueness;
however, if these variables are strikingly different then perhaps they are measuring
different constructs. The correlations, in conjunction with the results from above
(different for each spatial travel measure) suggest that while these measures overlap, each
is distinct. Additionally, hours spent during a typical visit was also used as a dependent
variable. This variable did not highly correlate with any other dependent variable.
Discussion and Conclusions
The results from this study further the understanding of how visitors travel within
a natural recreation area and the methods for measuring this type of behavior. These
contributions are methodological, theoretical, and practically relevant.
This study continues to support the utility of GPS visitor tracking as a means for
understanding visitor behavior and details processes which assist in data analysis.
Methodologically, there are a number of contributions this article makes to the current
literature. First, while other studies have suggested that 15 second tracking intervals may
result in burdensome amounts of data (Beeco et al, 2012), this study found that 15
seconds was suitable for this spatial and temporal scale. The temporal setting of
collection intervals is site-specific and mainly driven by spatial and temporal scales. The
key, as suggest by Beeco et al. (2012), is to set time intervals small enough to capture
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desired changes in behavior, but large enough to not obtain an overly burdensome
amounts of data. Second, it was evident that calculating length of stays through the GPS
time stamp was impractical and inaccurate. This is likely due to many factors, but mainly
because it was too difficult to determine with accuracy when the GPS left the researcher’s
table and was in the hands of a visitor who may linger around the parking lots for various
reasons (e.g., waiting on a friend or warming up). This could be easily remedied by
researchers marking when each unit is distributed. Third, there was also difficulty in
using GPS units to estimate distance traveled. When visitors first received GPS units or
stopped during travel, the GPS would continue to capture data. Due to GPS error, these
points would vary in range from the visitor’s actual location, thus giving the indication of
traveling. The 12 meter radius range for deleting GPS units was effective for increasing
the accuracy of measuring distance traveled. The significant differences between cleaned
and uncleaned GPS data for total distance traveled suggested this is an important step
when using GPS data. A fourth finding from this study was that 100% of the units were
returned and approximately 90% of the units returned had complete data. These findings
are similar to other studies (Hallo et al., 2012) and continue to suggest a potentially
strong return on investment when using GPS units for visitor tracking. Fifth, visitors’
reported total travel distance was not significantly different from those determined by
cleaned GPS recordings. This finding is contrary to prior research that suggests visitors
are poor at accurately estimating their travel distances (Diefenbach et al., 2005). The
similarities between visitor reported and GPS calculated travel distance could be due an
overestimate by each method, or it could be that these measures account better for
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‘meandering’ travel that would not likely be accounted for by adding known distances of
specific trails.
Theoretically, these findings suggest support for the conceptual model in Figure
4.1. Knowledge of destination, visitor personal characteristics, and activity type were
found to have an effect on visitor travel patterns. Above all, activity type seems to be the
dominant consideration for each of these variables. Findings suggest that spatial
distribution is higher (i.e., travel further, encounter more zones, and travel furthest from
starting points) for mountain bikers, then horseback riders, then runners, and then hikers.
However, more specific measures for the spatial travel pattern variables (i.e., total
distance traveled, number of zones encountered, and distance from start) suggest that the
self-report measures of familiarity of destination and skill/ability are also good predictors.
These results suggest that the more familiar and skillful participants were the further they
would travel, the more zones they would encounter, and the further they would get from
their starting points. However, split file regressions found that these differences for
skill/ability are only applicable to runners and mountain bikers. This finding possibly
suggests that runners and mountain bikers conceptually link their self-reported ‘skill’
with how far they travel. This is probable for runners (who have little other methods of
measuring skill) and perhaps mountain bikers. Additionally, familiarity was found to not
differ across activity type, which suggests that the more familiar visitors are with a
destination the higher their spatial distribution will be regardless of the activity type.
However, when considering any of the split file regressions, the lower sample size for
runners and horseback riders makes identifying differences difficult. Thus it is difficult to
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determine if a higher sample size would have identified similar patterns, particularly for
horseback riders. Conversely, with a moderate sample size of hikers, it is clear that none
of the predictors used in this study are particularly effective in accounting for their travel
patterns, separate from other activities.
The other variable of consideration within travel patterns was the time spent
during a typical visit to the North Forest. The findings above suggest this variable is
unique from the more direct spatial measures. Specifically, it was clear that horseback
riders spent more time at the North Forest on a typical trip than all other user groups.
Similar to the spatial measures, familiarity with the destination and skill/ability were
good predictors of hours spent on a typical trip for all groups. However, numerous other
measures also predicted this variable, some with an inverse relationship. The number of
years visiting, groups size, and motivations to develop skills all significantly predicted a
positive relationship, while the number of visits over the past 12 months, gender, and
motivations for physical exercise had a negative relationship. This means that frequent
visitors to the North Forest with motivations to exercise do not stay long as long as other
visitors. A plausible explanation for this behavior is that the North Forest is used by some
visitor as an outdoor gym, where visitors come frequently, get a workout, and leave
quickly. However, larger groups, females, and those seeking to develop skill stayed
longer. Finally, the split file regressions suggested none of these variables differed across
groups.
The operationalization of travel patterns was also explored in this study. The three
measures used were intended to measure three distinct, but related concepts. First, total
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travel distance was intended to measure how far visitors traveled. Second, number of
zones encountered was used to examine whether visitors traveled to different areas
throughout the North Forest. Third, distance from start was intended to measure how
‘deep’ visitors traveled within the North Forest. There are a number of points to consider
on the use of these variables to measure travel patterns. First, a rather high correlation
exists between these measures (see Table 4.5). It could be argued statistically that these
measures are not really all that different (particularly total miles traveled and distance
from start). However, the regression findings (see Table 4.3) for each of the three spatial
measures were all different, which suggests uniqueness to each variable. The outcomes of
this study suggest that total distance traveled, number of zones encountered, and distance
from start are related but distinguishable variables that statistically and conceptually
account for travel patterns.
There are limitations to this study. As mentioned above the split file regressions
have relatively low sample sizes for runners and horseback riders. However, steps were
taken to ensure that this sample adequately reflects the North Forest population.
Additionally, these findings are limited due to the unique nature of the North Forest. This
forest is not large, nor is it located near a major metropolitan area, but serves both
Clemson University and the local community (although it is open to all visitors). Also,
the main parking area where the sample was located is in the center of the North Forest.
Other forest designs where the parking area may be on the edge of a recreation area may
find different results, specifically with number of zones encountered and distance from
start. For a more comprehensive understanding of visitor travel patterns, future studies
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should included the effects of resources and constraints (e.g., available time,
weekday/weekend, local/tourist) as well as infrastructure and site design. Finally, a
limitation of this study, similar to nearly all distribution studies, is that GPS data are
actually a group measure of behavior, while only a single group member completes the
survey. Future research should address how group dynamics interact with travel patterns.
Overall, facilitating a better understanding of visitor travel patterns is important
for both tourism and recreation planning. This study identifies measures for both spatial
and temporal travel patterns. Specifically, the spatial measures were determined to
conceptually and statistically measure distinct but related travel patterns concepts. This
study also demonstrated both the methods and importance of GPS data cleaning when
using detailed measures such as total distance traveled and time spent at a destination.
Additionally, visitors’ knowledge of a destination, personal characteristics, motivations
for visiting, and activity type were all found to have an effect on travel behaviors. These
findings support prior tourism studies, but also clarify how these constructs differ in a
natural setting. Specifically, activity type was found to be the dominant consideration,
while other variables such as familiarity with the location did not depend on the type of
activity.
As managers and researchers consider spatial distribution in natural areas, these
findings could assist in locating trails, setting of management zones, and infrastructure
design. This study, as well as numerous other resent studies, continues to suggest the
importance of space in protected area planning. The relationship between travel patterns,
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space, and time should be further explored because it is an integral aspect of
understanding the social, environmental, and economic impacts related to protected areas.
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Table 4.1.
Independent Variables
Primary Constructs
Visitor personal
Characteristics

Motivation

User Group

Knowledge of Destination

Dimensions of Constructs
Party size
Age
Self-report ability (1-5 Likert-type scale)
Gender
Get away from crowds
Get exercise
Be close with nature
To increase competency with activity
Mountain biker
Horseback rider
Runner
Hiker
Frequency of visits of past 12 months
How many years of visiting
Self-reported familiarity with destination (1-9
Likert type scale)
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Table 4.2.
ANOVA for Spatial Patterns per Activity Group

F-value

Hikers
(n=57)
M(SE)

Runners
(n=32)
M(SE)

Mountain
Bikers
(n=123)
M(SE)

Horseback
Riders
(n=17)
M(SE)

Total distance
18.48**
4.34(.28)c
6.44(.67)b
8.59(.37)a
6.86(.58)ab
traveled
Number of zones
7.47**
1.26(.06)c
1.53(.16)bc
1.91(.09)a
1.94(.15)ab
encountered
Distance from
11.80**
1.10(.05)c
1.31(.08)bc
1.56(.04)a
1.57(.14)ab
start
Hour spent on
25.95**
1.98(.11)b
1.89(.18)b
2.18(.06)b
4.00(.39)a
typical trip
Note: ** represents significant differences at the p < .01 level. a represents the group(s)
with the largest mean(s), b represents the group(s) with the second largest mean(s), and c
represents the group(s) with the smallest mean(s). Means in the same row that do not
share subscripts differ at p < .05. It is also important to note that because of the low
sample size and higher standard errors for horseback riders on zones encountered,
horseback riders were not significantly different from runners while mountain bikers
were despite horseback riders having a higher mean.
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Table 4.3.
Accounting for Variances with Spatial Travel Patterns
Total distance traveled
Fvalue

T-value
(sr-squared)

Number of zones
encountered
FT-value
value (sr-squared)

Distance from start
Fvalue

T-value
(sr-squared)

Hour spent on typical trip
Fvalue

T-value
(sr-squared)
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Knowledge of
4.88**
2.219
3.86**
5.75**
Destination
Familiarity
3.31(.047)**
3.22(.045)**
2.16(.020)*
Number of visits
0.328(.000)
-.559(.001)
-3.26(.046)**
past 12 months
Number of years
-1.46(.009)
-.628(.001)
2.69(.031)**
visiting
Visitor Personal
4.02**
2.34†
3.26*
6.05**
Characteristics
Group size
1.03(.005)
1.13(.006)
2.00(.019)*
3.35(.051)**
Ability/skill
3.39(.053)**
2.75(.036)**
2.79(.036)**
2.51(.028)*
Gender
1.41(.009)
.045(.000)
.054(.000)
-1.99(.017)*
Age
-0.22(.000)
.157(.000)
.563(.001)
1.56(.011)
Motivations
5.10**
1.94
2.01
4.74**
Skill
development/
2.81(.033)**
3.04(.039)**
competence
testing
General nature
-1.33(.007)
1.28(.006)
experience
Physical fitness
2.03(.018)*
-3.69(.057)**
Escape crowds
-1.57(.010)
-.380(.000)
Note: † represents marginally non-significant difference at p = .056 * represents significant differences at the p<.05. **
represents significant differences at the p < .01.

Table 4.4.
Influences of Spatial Travel Patterns Across Groups
Hikers
T-value
F-value
(sr-squared)
1.03
-

Runners
T-value
F-value
(sr-squared)
3.40*
1.51(.056)
1.87(.086)

Mountain Bikers
T-value
F-value
(sr-squared)
3.38*
-.25(.000)
2.51(.049)*

Horseback Riders
T-value
F-value
(sr-squared)
1.20
-
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Total Distance Traveled
Familiarity
Skill/ability
Motivation for
.02(.000)
-1.97(.030)†
exercise
Motivation for skill
.30(.002)
2.10(.034)*
Number of Zones
.092
9.36**
4.58*
.230
Encountered
Skill/ability
3.06(.238)**
2.14(.037)*
Distance from Start
.677
6.12**
1.17
.990
Familiarity
1.41(.041)
†
Skill/ability
2.02(.089)
Group size
2.01(.090)†
Hours Spent
1.97
1.40
.84
2.22
Familiarity
Skill/ability
Motivation for
exercise
Motivation for skill
Group size
Visits of 12 months
Number of years
visiting
Note: † represents marginally non-significant difference at p< .06 * represents significant differences at the p<.05. ** represents significant
differences at the p < .01.

Table 4.5.
Correlations Between Dependent Variables
Total distance
traveled
Total distance
traveled
Number of zones
.736
encountered
Distance from start
.803
Hours spent during a
.214
typical visit
Note: Pearson correlations are reported.
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Number of zones
encountered

Euclidean
distance from
starting point

-

-

-

-

.680

-

.112

.253

Figure 4.1. Conceptual Model of Factors Influencing Spatial Distribution and Patterns.
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CHAPTER 5
SUMMARY AND SYNTHESIS
The series of articles in this dissertation were intended to explore the use of space
in planning for parks and outdoor recreation. Space is a natural element and finite
resource of protected area lands. The consideration of space in outdoor recreation
planning extends to the management of visitors and natural resources, its incorporation
into frameworks, statistical opportunities and limitations, techniques and technology, and
furthering the understanding and application of theoretical approaches. Specifically, the
findings in this dissertation suggest that the incorporation of space into outdoor recreation
planning helped clarify three primary relationships: first, how visitor use and distribution
impacts natural resources; the second, how natural resources impact visitor use and
distribution; and third, how visitors characteristics impact visitor use and distribution.
Additionally, of the four primary methods for incorporating social science data into
spatial models outlined by Beeco and Brown (2013), two were explored here. This
dissertation extended the understanding of the processes and utility of GPS tracking of
visitor use and recreation suitability analysis. These recently established techniques had
seen little use in conjunction with traditional, detailed statistical and analytical
approaches. Each of these methods were found to help outline the interaction between
visitor use, visitor distribution, natural resources, and space.
Article one of this dissertation demonstrates a need for spatial considerations
when social science data is spatially-related. Such data are often hierarchically structured
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and 'nested' within space. This article also demonstrates how not controlling for spatially
nested data can lead to erroneous conclusions. Specifically, by controlling for this
nesting, trail design and horseback riding routes are identified as the best predictors for
trail impacts. Article two explores the use of recreation terrain suitability modeling for
empirically-based use zoning. By spatially mapping visitors’ preferences with respect to
landscape characteristics, this article demonstrates how the distribution of natural
resources, natural and cultural features, and built infrastructure influence visitor
distribution. Article three examines how visitors’ knowledge of a destination, personal
characteristics, motivations, and activity type affects their travel patterns. The results
suggest that each of these factors are influential to some extent, with some dependency
on the type of activity. Additionally, this article also explores how visitor
distribution/travel patterns can be operationalized and measured. The outcome suggests
that measuring conceptually distinct, but statistically related patterns of ‘how far,’ ‘which
parts,’ and ‘how deep’ adequately addresses this measurement need.
The purpose of this dissertation was to explore the use of space in planning for
parks and outdoor recreation. The results from these studies suggest that visitor
distribution in parks and protected areas is a spatially-conditioned process. Visitor travel
patterns are spatially diffuse, segmented, interactive, and impactful to nature resources.
They are diffuse because they are concentrated in certain areas and dispersed in other
areas. They are segmented by areas from which visitors travel or do not travel. They are
interactive because use in some areas influences use in other areas. They are impactful to
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experiential or natural resources because degradation distribution often follows use
distribution.
This dissertation outlines this spatially-conditioned process by examining how
visitor use impacts natural resources, how natural resources impact visitor use, and how
visitor characteristics impact visitor use. By examining these relationships it is clear that
spatial considerations are an important part of planning for parks and outdoor recreation
management. Additionally, this dissertation clarifies existing gaps within the literature
such as how activity type influences travel patterns, distribution, and natural resource
impacts.
Future park and protected area planning frameworks at the landscape scale should
attempt to integrate social, ecological, infrastructural, and economic factors that show
explicit or implicit spatial relationships. Site-specific planning efforts should also include
the spatial dimensions of social, biophysical, and managerial factors to inform decisions.
But for this to happen at either a landscape or site scale, quality social spatial data are
needed. Foundationally, researchers should seek to identify ways to incorporate spatial
concerns into current management frameworks such as LAC and VERP. There are three
research needs for incorporating spatially-related social science data into the human
dimensions of parks and outdoor recreation.
First, additional piloting and evaluation of spatial methods and decision-support
tools are needed for parks and protected areas. A valuable first step would be to expand
use of existing spatial models, tools, and statistics. Of the current types of spatiallyrelated social science data collected in PPAs, few have been explored beyond the most
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basic GIS tools. This dissertation has started down this path. It demonstrates how spatial
social science data may be valuable to planning and management decision support
systems. Additionally, it explores the applicability of geostatistics to further the field of
park and protected areas in ways currently unexpected.
Second, research is needed that helps to foster a better understanding of how
humans spatially interface with the landscape. Understanding what influences visitor
flows (e.g., travel patterns) and resource flows (e.g., timber harvesting area) is key to
understanding how humans engage, utilize, and impact resources within a protected area.
This dissertation has started down this path. These studies explore how visitor
characteristics influence spatial travel patterns. Other approaches, such as typologies
(spatial and non-spatial), simulations, suitability mapping, landscape values, and spacetime budgets, also further this effort. Additionally, when considering resource flow,
spatial approaches assist in managing multiple use forests where protection of specific
habitat, timber harvesting regimes, and fish stocking must all be balanced with recreation.
Spatial models could be used to effectively identify the relationships between visitor use
and other management goals.
Third, research is needed that uses space to better understand the relationship
between use and impacts to the biophysical resource. Impacts to the resource will
inevitably occur as visitors interface with the landscape. Spatial analysis could engender
a better understanding of the effects of concentrated versus dispersed recreation impacts
or how activity type affects trail conditions throughout a system. This dissertation has
started down this path. It demonstrates how activity type and recreation distribution

121

spatially affects impacts across a trail system. Spatial modeling may also provide the
ability to predict impacts with commonly used data such as digital elevation models
(DEMs). This would allow managers to identify areas of potentially high impacts with
limited use of resources.
While the incorporation of spatial parameters in the current application of
recreational carrying capacity frameworks could substantially advance the field of
recreation management, it must be acknowledged that future research will likely be
constrained by agency budgets that are limited for human dimensions research. Future
research featuring spatial information must not only show decision-support value, but it
must be cost effective. The use of the internet and mobile device technology, public
participation GIS (PPGIS) methods, and volunteered geographic information systems
(VGIS) may assist agencies in collecting spatial information from PPA visitors that is
cost-effective. The fact that some recreation management agencies are now
experimenting with these tools is encouraging.
Space may very well be the new frontier for both practical, methodological, and
theoretical human dimensions research in parks and outdoor recreation. It is my hope that
the articles within this dissertation inform and guide the future research and management
decisions related to park and protected areas. The practical, methodological, and
theoretical contributes this dissertation makes suggests that spatial dimensions will not
only help this cause, but are critical to a better understanding of how visitors interface
and impact the landscape.
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