Abstract-Univariate Marginal Distribution Algorithms (UMDAs) are a kind of Estimation of Distribution Algorithms (EDAs) which do not consider the dependencies among the variables. In this paper, on the basis of our proposed approach in [1], we present a rigorous proof for the result that the UMDA with margins (in [1] we merely showed the effectiveness of margins) cannot find the global optimum of the TRAPLEADINGONES problem [2] within polynomial number of generations with a probability that is super-polynomially close to 1. Such a theoretical result is significant in sheding light on the fundamental issues of what problem characteristics make an EDA hard/easy and when an EDA is expected to perform well/poorly for a given problem.
I. INTRODUCTION
Estimation of Distribution Algorithms (EDAs) [10] maintain probabilistic models to generate new solutions and consistently update the probabilistic models during the optimization process. Recently, various kinds of EDAs have been proposed, however, the fundamental theoretical time complexity investigations of EDAs are still few.
Droste [4] presented the first rigorous time complexity analysis of EDA. He analyzed rigorously the first hitting time of the compact Genetic Algorithm (cGA) [6] with population size 2 on linear functions. Later, using the analytical Markov chain framework [8] , González analyzed the general worstcase first hitting time of different EDAs on the pseudoboolean injective functions in her doctoral dissertation [5] . She proved that the worst-case mean first hitting time is exponential in the problem size for four commonly used EDAs. However, in addition to the above general result, she has not analyzed any specific problem.
In [2] , we provided a preliminary investigation of Univariate Marginal Distribution Algorithms (UMDAs) [12] . First we showed that the UMDA with truncation selection will spend linear (in the problem size) number of generations to find the optimum of the well-known LEADINGONES problem [7] , [13] . After that, we constructed the TRAPLEADIN-GONES problem based on LEADINGONES, and we proved that the UMDA with 2-tournament selection should spend at least exponential number of generations to find the global optimum of the problem. However, our proofs in [2] are actually based on the "no-random-error assumption", i.e., the stochastic operators of the UMDA will not bring any random errors. This assumption cannot characterize the real optimization process of the stochastic algorithms, since the algorithm will always bring random errors. Hence, our preliminary investigations in [2] are not rigorous.
Later, to cope with the random errors occurred in the optimization processes of EDAs, we developed a new approach to analyze the time complexity of EDAs rigorously, and UMDAs are again involved in case studies [1] . Our approach contains two steps: First, we build an easy-to-analyze deterministic system and we exploit the time complexity result of the corresponding EDA from this deterministic system. After that, we estimate the gap between the deterministic system and the real stochastic algorithm by some analytical tools, such as Chernoff bounds [11] . By this approach, we have proven rigorously that the UMDA can solve LEADINGONES efficiently. Furthermore, we have also proven rigorously a pair of interesting results, showing that the naive (original) UMDA will fail to optimize a unimodal problem called BVLEADINGONES while the UMDA with margins can avoid premature convergence and thus find the optimum of BVLEADINGONES easily. It is worth noting that there are still many open questions to answer in addition to the investigations in [1] , e.g., can we find some problems that are hard for the UMDA with margins? Can we find some problem that is hard for the (1 + 1) EA while it is easy for the UMDA without margins? This paper serves as an extended and complementary investigation of [1] , in which we aim at answering the first question above by rigorous theoretical analysis, confirming that the UMDA cannot find the optimum of TRAPLEADIN-GONES within a polynomial number (with respect to the problem size) of generations with an overwhelming probability, even if the UMDA is further improved by margins. Moreover, the result of this paper is an extra example of applying our approach to analyze rigorously the behaviors of EDAs in addition to the three theorems presented in [1] . Moreover, recently we have also provided an answer to the second open question mentioned above: In [3] , we prove that the so-called SUBSTRING problem is hard for the (1 + 1) EA while it is easy for the UMDA (without margins).
The rest of the paper is organized as follows: Section II introduces the preliminaries of the paper; Section III presents our main result and the corresponding proof; Section IV concludes the whole paper. 
II. PRELIMINARIES

A. Algorithm
A general procedure of UMDA for binary search space is presented in Table I , where x = (x 1 , x 2 , . . . , x n ) ∈ {0, 1} n represents an individual (solution), ξ t and ξ (s) t represent the populations before and after the selection at the t th generation (t ∈ N + ) respectively, p t,i (1) (p t,i (0)) is the estimated marginal probability of the i th bit of an individual to be 1 (0) at the t th generation, and the indicator δ(x i |1) is further defined as follows:
The marginal probabilities p t,i (1) and p t,i (0) are given by
is a vector of random variables. Then the probability of generating a specific individual x in the t th generation is
Besides, the UMDA studied in this paper adopts the truncation selection: At the t th generation the selection operator selects the best M individuals among the N individuals in ξ t , and then ξ (s) t is obtained for estimating the probability distribution of the t th generation. Furthermore, in this paper we will concern an improved version of the UMDA: the UMDA with margins. The idea of margins is implemented as follows:
The The reason that we employ the above improved UMDA in our analysis is that the original UMDA cannot avoid premature convergence at all, and has already been proven to be inefficiently on even a unimodal problem (e.g., BVLEADIN-GONES problem [1] ). To exploit the ability of the UMDA to the full extent, we allow the UMDA to be improved slightly while the basic framework of the algorithm does not change.
B. Problem
The maximization problem we consider in this paper is called TRAPLEADINGONES [2] :
where
i j=1 x j , and ∀k ∈ {1, . . . , n} : x k ∈ {0, 1}. The global optimum of TRAPLEADINGONES function is x * = (0, . . . , 0, 1). TRAPLEADINGONES has similar structure to LEADIN-GONES. However, the leading 1-bits will eventually lead to the local optimum (1, . . . , 1, 0) instead of leading to the global optimum (0, . . . , 0, 1). In other words, TRAPLEADIN-GONES is a deceptive multimodal problem.
C. Analytical Approach and Concrete Tools
In this paper, we will utilize the approach introduced in [1] to analyze the algorithm. The approach can be summarized as the following two major steps according to [1] 
whereP t (x) = p t,1 (x 1 ), . . . ,p t,n (x n ) is the marginal probability vector of the deterministic system at the t th generation. The deterministic system is relatively easy to analyze: the time complexity of the system (e.g., the time for the derandomized marginal probabilities to reach some specific values) totally depends on γ and {P t (x * ); t = 0, 1, . . . }.
What we need to do is to study quantitatively the deviation (difference) between the deterministic system and the real optimization process of the algorithm. Lemma 1 (Chernoff bounds [11] ): Let X 1 , X 2 , . . . , X k ∈ {0, 1} be k independent random boolean variables with a same distribution:
where i, j ∈ {1, . . . , k}. Let X be the sum of those random
Lemma 2 ([1]
, [3] , [9] , [14] ): Consider sampling without replacement from a finite population
M be a sample of size M drawn randomly without replacement from the whole population, X (M ) and X (N ) be the sums of the random variables in the sample and population respectively, i.e.,
2 , where δ ∈ [0, 1] is some constant (For details of the lemma, one can refer to Corollary 1.1 and Eq. 3.3 of [14] ).
III. TIME COMPLEXITY ANALYSIS OF UMDA WITH MARGINS
Before our theoretical analysis, we introduce the following concept:
Definition 1 (b-promising individual [1] ): In the population that contains N individuals, the b-promising individuals are those individuals with fitness no smaller than a threshold b. Given that the UMDA adopts the truncation selection, we have the following lemma:
For the UMDA with truncation selection, the proportion of the b-promising individuals after selection at the t th generation satisfies:
where Q t,b ≤ 1 is the proportion of the b-promising individuals before the truncation selection.
The main result of the paper is presented as follows: Theorem 1: Given the polynomial population sizes N = ω(n 2+α log n), M = ω(n 2+α log n) (where n is the problem size and α can be any positive constant) and M = βN
is some constant), the UMDA with truncation selection and margins cannot find the global optimum of the TRAPLEADINGONES problem within polynomial (in the problem size n) number of generations with a probability that is super-polynomially close to 1 (i.e., an overwhelming probability).
Proof:
is the global optimum of the TRAPLEADIN-GONES problem, we letx *
On the basis of the above notations and definitions, we are able to decompose the optimization process into n + 1 different stages: The 1 st stage begins when the optimization process begins, and ends at thet th stage begins after thet th n−1 generation. Next we will introduce the deterministic system used in the first n stages. Consider the 1 st stage, and we let generation t + 1 belong to the 1 st stage, then the marginal probabilities at the generation is obtained from the marginal probabilities at generation t and the mapping γ 1 .
where we aim at describing two different situations: 1) j = {1, . . . , n−1} : In the deterministic system above, we consider that the j th bits of individuals are not exposed to selection pressure, and use the factor R = (1+η)(1+η ) (η < 1 and η < 1 are positive functions of the problem size n) to demonstrate the impact of genetic drift on these marginal probabilities, and we
2) j = n : In the deterministic system above, the marginal probabilityp t,n (x * n ) = 1 −p t,n (x * n ) will increase, and we use the factor G = (1 − δ) ( 
If generation t+1 belongs to the i th stage (i ∈ {2, . . . , n}), then the marginal probabilities at the generation is obtained from the marginal probabilities at generation t and the mapping γ i .
where we aim at describing several different situations: 1) j ≤ i − 2 and j ∈ N + : In the deterministic system above, the j th bits of individuals have been exposed to selection pressure for enough time, andp .,j (x * j ) and p .,j (x * j ) remain to be 1/M and 1 − 1/M respectively.
2) j = i − 1 : In the deterministic system above, the marginal probabilityp t,j (x * j ) = 1 −p t,j (x * j ) will increase, and we use the factor G = (1−δ) ( 
In the deterministic system above, the j th bits of individuals are not exposed to selection pressure, and we use the factor R = (1 + η)(1 + η ) (η < 1 and η < 1 are positive functions of the problem size n) to demonstrate the impact of genetic drift on these marginal probabilities, and in the proof we let
In the deterministic system above, the n th bits of individuals have been exposed to selection pressure for enough time, andp .,n (x * n ) andp .,n (x * n ) remain to be the value of 1/M and 1 − 1/M respectively. Let us investigate the property of the deterministic system P t (x * ) at the 1 st stage first, where the time index t satisfies that 0 < t ≤t 0 ). At this stage, we concern the 0-promising individuals, since the n th bits of individuals are exposed to the selection pressure. As a consequence, we study the n th component ofP t (x * ), i.e., the deterministic marginal probabilityp t,n (x * n ). Given the initial value that p 0,n (x * n ) = 1 2 holds, the condition that ∀t <t 0 − 1 :
implies Eqs 6 and 7:
Hence we obtain that:
where (n) = M/n. Given the polynomial population sizes N = ω(n 2+α log n), M = ω(n 2+α log n) (where α can be any positive constant) and M = βN (β ∈ ( 1 4 , 1) is some constant), we know thatt 0 = Θ(1).
On the other hand, for the marginal probabilityp t,j (x * j ) (j ∈ {1, . . . , n − 1}) which characterizes the j th bits of individuals at the 1 st stage, the definition of the deterministic system also implies an common upper bound for them. Given 1 < t ≤t 0 = Θ(1), we have ∀j ∈ {1, . . . , n − 1} :
holds. By similar calculation as we have done in Eqs. 6, 7 and 9, we can obtain the following two results for the i th stage (i ∈ {2, . . . , n}):
and the condition of the theorem (M = βN and δ is a positive constant) implies
It is worth noting that in Eq. 10, the coefficient of the item
N is 4 while that in Eq. 8 is 2. The reason is that the initial value of the marginal probability which is under selection pressure at the i th stage (pt i−2,i−1 (x *
st stage with an overwhelming probability. We have to prove that the components of P t (x * ) are no larger than the corresponding components ofP t (x * ) respectively. At this stage we need to consider two kinds of bits: The first kind contains the n th bits of individuals, and they are exposed to the selection pressure at the 1 st stage if the global optimum has not been generated; The second kind contains the j th bits of individuals (j ∈ {1, . . . , n − 1}), and we assume that they have not been exposed to the selection pressure at the 1 st stage if the global optimum has not been generated, which is regarded as a best case analysis for p .,j (x * j ) (j ∈ {1, . . . , n − 1}). The induction begins with the first generation. As the first step, we need to prove that P 1 (x * ) ≤P 1 (x * ). Let us study the first kind of bits mentioned above. Concerning with the marginal probability p 1,n (x * n ) that characterizes the n th bits of individuals at the 1 st generation, we apply Chernoff bounds and obtain the inequalities in Table II , where δ ∈ (max{0, 1 −
is a positive constant. Since the population size N is polynomial and the initial valuep 0,k (x * k ) = 1/2 holds for any k ∈ {1, . . . , n}, we know that the probability estimated in Table II is an overwhelming one.
We now carry out best case analysis for the marginal probability p 1,j (x * j ) (j ∈ {1, . . . , n−1}) which characterizes the j th bits of individuals. Since we consider the 0-promising individuals, we do not need to concern the augment of other marginal probabilities p 1,j (x * j ). Instead, the genetic drift has to be taken into account, since given the condition that the global optimum has not been generated at the 1 st stage, in the best case there will be no selection pressure on the j th bits of individuals. Recall that in the deterministic system we have defined a factor R = (1 + η)(1 + η ) (η < 1 and η < 1 are positive functions of the problem size n) to demonstrate the impact of genetic drift on these marginal probabilities, where η = η = 1 n 1+ α 2 holds, next we will show that with an overwhelming probability p 1,j (x * j ) is bounded byp 1,j (x * j ) at the first generation.
For the marginal probability p 1,j (x * j ) (j ∈ {1, . . . , n−1}), we apply Chernoff bounds to study the deviations brought
by the random sampling procedures, we have:
where η is a parameter, and N 1,j (x * j ) is the number of individuals that take the value x * j in their j th bit in the population before selection at the 1 st generation. Some random deviation will also be brought by the truncation selection operator, since it has to deal with some individuals with the same fitness (genetic drift [15] ). Noting that in our best case analysis the j th bits of individuals are not exposed to the selection pressure, then for these bits the selection procedure can be regarded as Simple Random Sampling without replacement. Next we use Lemma 2 to estimate the probability that the number of individuals taking the value x * j on their j th bits after selection of the 1 st generation (let this number be N
where η is a parameter, and the definition of N
holds for any j ∈ {1, . . . , n − 1} (there are n − 1 marginal probabilities belonging to the above kind). Combining the above inequality with Eq. 12, we obtain the following inequality:
wherep 0,j (x * j ) = 1/2 is the initial value. The above inequality implies that P 1 (x * ) ≤P 1 (x * ) holds with an overwhelming probability. Now we assume that at the (t − 1) th generation (1 < t ≤ t 0 ), the following inequality holds:
The aim of induction is to prove the following inequality for the t th generation (1 < t ≤t 0 ):
Now we decompose the probability of
where we utilize the Markov property of the UMDA. Noting that Eq. 13 holds, to finish our induction we only need to prove the following inequality:
where 1 < t ≤t 0 holds, i.e., the t th generation belongs to the 1 st stage. Concerning with the marginal probability p t,n (x * n ) that characterizes the n th bits of individuals at the t th generation, we apply Chernoff bounds and obtain the inequalities in Table III , where δ ∈ (max{0, 1 −
is a positive constant. In addition to p t,n (x * n ), we now carry out best case analysis for the marginal probability p t,j (x * j ) (j ∈ {1, . . . , n − 1}) which characterizes the j th bits of individuals at the t th generation. By setting η =
in the deterministic system, we now show that with an overwhelming probability p t,j (x * j ) is bounded byp t,j (x * j ). We apply Chernoff bounds to study the deviations brought by the random sampling procedures, we have:
where N t,j (x * j ) is the number of individuals that take the value x * j in their j th bit in the population before selection at the t th generation, and we utilize the fact thatp t−1,j (x * j ) > p 0,j (x * j ) holds for 1 < t ≤t 0 (the consequence of R > 1). As we have done at the 1 st generation, we will also deal with the deviations brought by the truncation selection operator (since it has to deal with some individuals with the same fitness). Noting that in our best case analysis the j th bits of individuals are not exposed to the selection pressure at the whole 1 st stage, then for these bits the selection procedure can be regarded as Simple Random Sampling without replacement. By Lemma 2, we estimate the probability that the number of individuals taking the value x * j on their j th bits after selection of the t th generation (let
where the definition of N (s)
holds for any j ∈ {1, . . . , n − 1}. Combining the above inequality with Eq. 14, we obtain the following inequality:
where the initial value of the UMDAp 0,j (x * j ) = 1/2 holds. Hence, we have proven that, given that the t th generation belongs to the 1 st stage (1 < t ≤t 0 ), the following inequality always holds:
Since the initial valuep 0,n (x * n ) =p 0,j (x * j ) = 1/2 holds, the above inequality implies: 
On the other hand, for any t satisfies 1 < t ≤t 0 = Θ(1), ∀j ∈ {1, . . . , n − 1} :
holds. Hence, we know that 1 − n k=1p t ,k (x * k ) is superpolynomially close to 1. Noting that the population size N is polynomial, we know that the probability mentioned in Eq. 16 is an overwhelming one. So far we have proven that at the 1 st stage (0 < t ≤t 0 ), P t (x * ) ≤P t (x * ) holds with an overwhelming probability.
Next we must prove that at the i th stage (i ∈ {2, . . . , n}, t i−2 < t ≤t i−1 ), P t (x * ) ≤P t (x * ) still holds with an overwhelming probability. The above result for us to prove can be formally written as follows: for any t that satisfieŝ t i−2 < t ≤t i−1 , we have
The idea of proving the above result has been shown in the proof for the 1 st stage, however, the i − 1-promising individuals will be considered at the i th stage. However, to prove the above result, an additional result is required: at the i th stage, the marginal probability 
Combining with the fact that δ ∈ (max{0, 1 −
holds with an overwhelming probability 1−e
Thus, according to Lemma 3, after the selection the marginal probability p .,j (x * j ) (j ∈ {1, . . . , i − 2, n}) will still maintain a level of 1 − 1 M with an overwhelming probability. Due to the length of the paper, it would be hard to present the detailed proof for the i th stage. Fortunately, the proof for the i th stage is not very different from that for the 1 st stage, and by induction for every stage respectively (as we have done to the 1 st stage), it is not hard to achieve the following result: given any 0 < t ≤t n−1
which is an overwhelming probability. Sincet n−1 = O(n), then we know that the probability of the event ∀t ∈ (0,t n−1 ], t ∈ N + : P t (x * ) ≤P t (x * ) holds with an overwhelming probability. Noting that for 0 < t ≤t n−1 , Pt(x * ) < 3 4 , . . . , 3 4 holds, we know that the probability of finding the global optimum withint n−1 = O(n) is smaller than
where 1 − 1/SuperP oly(n) refers to the probability mentioned in Eq. 19, and 1/SuperP oly(n) refers to the difference between 1 and the probability mentioned in Eq. 19. We see that the probability of finding the global optimum before the end of the n th stage is super-polynomially close to 0. On the other hand, let us consider the case of t >t n−1 . In this case, all the marginal probabilities p t,j (x * j ) (j ∈ {1, . . . , n}) has already reached 1 − 1/M , and according to similar analysis as we have done in Eq. 18, we have
Due to the conditions that N = ω(n 2+α log n), M = ω(n 2+α log n) and the definition of the deterministic system, we know that the above probability is an overwhelming one for any polynomial t. Consequently, given any polynomially large generation index t >t n−1 , the probability of finding the global optimum before the t th is super-polynomially close to 0.
Finally, by combining the cases of 0 < t ≤t n−1 and t >t n−1 together, we have proven the theorem.
IV. CONCLUSION
In this paper, we provide a rigorous proof for the time complexity result of the UMDA with margins on TRAPLEADIN-GONES. Although only a single lower bound result is proven for the UMDA, it is sufficient to show that this deceptive problem is hard for the UMDA according to the problem hardness classification proposed in [1] . Let us recall that in [1] we have already shown that the UMDA without margins cannot solve a unimodal problem (BVLEADINGONES) efficiently; If the UMDA is further improved by margins, the unimodal problem will no longer be hard. Combining these facts with the result obtained in this paper, we know that margins can improve the performance of UMDA sometimes. However, it does not mean that we can deal with all situations by margins.
It can be shown by drift analysis [7] or Yu and Zhou's approach [16] that TRAPLEADINGONES (BVLEADINGONES) is hard (easy) for the basic (1+1) EA. As a result, a problem can be easy (hard) for both the EA and UMDA with margins.
It is interesting to identify problems that are easy (hard) for the EA but hard (easy) for the UMDA with margins. Such studies may lead to more insightful understanding of the behaviors of both EAs and EDAs, and will be considered in depth in our future work.
It is important to note that our ultimate goal is to understand theoretically the relationship between problem characteristics and algorithmic features, which is an enormous challenge. Such an ultimate goal can be achieved step by step through careful and vigorous analysis of different cases that have different complexity behaviors.
