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Capı´tulo 1
Introduccio´n
En este capı´tulo se introduce el tema de los sistemas paralelos y se presenta una
clasificacio´n donde podremos situar a los sistemas de intere´s en este estudio.
Seguidamente se describe lo que significa la planificacio´n de aplicaciones en siste-
mas paralelos. Posteriormente se describe brevemente el entorno de ejecucio´n CISNE
desarrollando en el Departamento de Arquitectura de Computadores y Sistemas Operati-
vos (DACSO). Para su descripcio´n en esta introduccio´n, han sido utilizadas algunas de
las figuras que aparecen en la tesis doctoral de Mauricio Hanzich:“Combinando Space y
Time-Sharing en una NOW no Dedicada” [7].
Una vez presentado el entorno CISNE, se introduce el problema de la prediccio´n del
tiempo de ejecucio´n y se contextualiza este trabajo dentro del estado del arte.
Finalmente se describen los objetivos marcados, la metodologı´a y la organizacio´n de
esta memoria.
1.1. Sistemas Paralelos
A menudo la resolucio´n de problemas cientı´ficos de gran escala genera aplicaciones
que necesitan ma´s potencia de co´mputo de la que puede proporcionar un ordenador
convencional. Para conseguir ma´s potencia de co´mputo se puede incrementar la
potencia de los procesadores utilizados. Sin embargo existen limitaciones tecnolo´gicas
que imposibilitan sobrepasar ciertos lı´mites de rendimiento en los procesadores. Por
este motivo surgio´ la alternativa basada en el uso de mu´ltiples procesadores trabajando
en conjunto para alcanzar la potencia de co´mputo requerida. Los sistemas que resultan
de esta alternativa son llamados paralelos y permiten realizar el procesamiento paralelo,
es decir permiten resolver un co´mputo a partir de distintos elementos de ca´lculo que
cooperan con el objetivo de mejorar los tiempos o los costes.
Una nueva idea que modifico´ la forma de resolucio´n de problemas cientı´ficos
basa´ndose en el procesamiento paralelo es la computacio´n distribuida. Este es un
me´todo que consiste en que un conjunto de ordenadores conectados mediante una red
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Figura 1.1: Clasificacio´n de sistemas paralelos.
es utilizado para resolver un problema de gran envergadura. El bajo coste, comparado
con equipos individuales expresamente disen˜ados para el computo paralelo, y la
escalabilidad hacen de los sistemas distribuidos una opcio´n muy utilizada.
Existe una amplia clasificacio´n de los sistemas paralelos segu´n el tipo de hardware
y software empleados. Esta clasificacio´n se muestra en la Figura 1.1 donde se observa
el lugar que ocupan los sistemas de intere´s en este estudio, que son los entornos NOW1
no dedicados.
En dicha figura se pueden observar los elementos pertenecientes a una clasificacio´n
de sistemas paralelos muy difundida que es la clasificacio´n de Flynn [4, 5] , la cua´l
divide a los sistemas paralelos en funcio´n de la multiplicidad de instrucciones y datos:
SISD (Single Instruction - Single Data): esta organizacio´n representa a la mayorı´a
de los ordenadores secuenciales.
SIMD (Simple Instruction - Mu´ltiple Data): este esquema responde tal vez ma´s a
un modelo de software (SPMD), ya que bien puede ser implementado sobre una
ma´quina MIMD.
MISD (Multiple Instruction - Simple Data): este esquema no posee una aplicacio´n
real.
MIMD (Multiple Instruction - Mu´ltiple Data): la mayorı´a de los sistemas multi-
computador, construidos con procesadores que poseen cada uno su propio espacio
de direcciones de memoria y se comunican a partir de una red, o multiprocesador
donde los procesadores comparten el espacio de direcciones, se clasifican dentro
de este punto. Un ordenador MIMD puede ser resumido como sigue:
• Cada procesador ejecuta su propia secuencia de instrucciones.
• Cada procesador trabaja en una parte distinta del problema.
• Cada procesador comunica datos a otros procesadores.
1NOW, Network of Workstations.
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• Los procesadores necesitan esperar a otros procesadores para acceder a los
datos.
Siguiendo con la Figura 1.1, Johnson en [6] define dos criterios que determinan
cuatro posibles clasificaciones de los sistemas paralelos. Los criterios son: el me´todo de
comunicacio´n provisto por el sistema (paso de mensajes vs. variables compartida) y la
distribucio´n de la memoria (memoria compartida vs. memoria distribuida):
GMSV (Global Memory - Shared Variables):definen sistemas de alto acoplamiento
donde normalmente se comparten los recursos de I/O y memoria. En este caso la
red de interconexio´n de recursos debe ser de muy alta eficiencia. Los sistemas SMP
(Symmetric Multiprocessors) por su parte incorporan unos pocos procesadores (=
8), mientras que los MPP (Massively Parallel Processors) esta´n constituidos por
grandes cantidades (= 32).
GMMP (Global Memory - Message Passing): este esquema no tiene demasiado
sentido pra´ctico, aunque sistemas como la Cray T3E lo permiten ya que la memoria
compartida proporciona un medio ma´s eficiente de compartir informacio´n que el
paso de mensajes.
DMSV (Distributed Memory - Shared Variables): estos sistemas normalmente
utilizan una gran cantidad de hardware o software adicional para presentar
al usuario un esquema de memoria compartida a pesar de estar fı´sicamente
distribuida.
DMMP (Distributed Memory - Message Passing): en este caso se engloban los
sistemas paralelos generados por la interconexio´n de ordenadores, como es el caso
de los clusters en general y en particular los sistemas Beowulf (dedicados) y los
sistemas NOW (no dedicados).
Los sistemas NOW no dedicados son los entornos que interesan en este trabajo.
A partir de ahora siempre se hablara´ sobre este tipo de sistemas. Estos entornos
se caracterizan por utilizar equipos cuyos recursos no son exclusivos del sistema
distribuido. Pueden estar constituidos por equipos ubicados en salas de informa´tica
donde se realizan tareas docentes. Por lo tanto un equipo podra´ estar ejecutando
aplicaciones propias de las tareas docentes que en esa sala se este´n realizando y a la vez
estar ejecutando procesos de una aplicacio´n paralela del sistema distribuido. En estos
casos se respeta la capacidad de respuesta del ordenador correspondiente al usuario
local.
1.2. Planificacio´n de Aplicaciones Paralelas en Entornos
NOW
El problema de la planificacio´n ha sido clave en sistemas monoprocesador y en
entornos paralelos lo es ma´s aun. Si bien se pueden aplicar algunas soluciones de
los sistemas monoprocesador, hay que tener en cuenta otras consideraciones. Por
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ejemplo que´ tareas de una misma aplicacio´n se ejecutan en que´ nodos del conjunto
asignado, o la decisio´n de llevar una tarea de un procesador a otro ante determinadas
circunstancias de balanceo de carga. Haciendo un ejercicio de abstraccio´n, se podrı´a
decir que la planificacio´n ha de solucionar varios problemas relacionados con do´nde
(que´ nodos) y cua´ndo, lanzar las aplicaciones paralelas que se encuentran a la espera
de recursos.
Una forma de catalogar los sistemas de planificacio´n paralela es en funcio´n de la
dimensio´n en la que se realice el reparto de recursos, que puede ser: espacial o temporal.
En el primer caso, el espacio de procesadores(primer nivel de planificacio´n) se divide
entre las aplicaciones paralelas en funcio´n de una polı´tica determinada, esto es conocido
como Space-Sharing. Otra dimensio´n desde la que se puede plantear la planificacio´n
paralela es el tiempo. En este caso cada procesador divide su tiempo entre los procesos
de las distintas aplicaciones a las que debe atender. A estos sistemas se les conoce como
de Time-Sharing.
En el sistema donde se integra este trabajo el esquema seguido es un esquema de
dos niveles. Se dispone de un planificador de largo alcance encargado de la asignacio´n
del espacio de procesadores (Space-Sharing) a las aplicaciones paralelas que llegan al
sistema. En un segundo nivel, se tiene un sistema de planificacio´n local que coordina
los distintos procesos de una aplicacio´n paralela que proporciona un esquema de Time-
Sharing y coplanificacio´n.
1.2.1. Planificador de corto alcance: Coplanificacio´n
Una pra´ctica habitual en el reparto de tiempo de una ma´quina paralela es la
coplanificacio´n. La idea ba´sica es minimizar los tiempos de espera producidos por
eventos de comunicacio´n. Se centra en conseguir que un proceso emisor de un mensaje
encuentre al destinatario ejecuta´ndose en el momento que dicho mensaje llegue a su
destino.
Para realizar la coplanificacio´n de tareas existen distintas soluciones que se basan
en me´todos explı´citos, implı´citos o hı´bridos de sincronizacio´n.
Explı´citos
En este caso el entorno posee algu´n me´todo que le permite sincronizar explı´citamente
los nodos. De esta forma los cambios de contexto de las aplicaciones en cada nodo se
realizan al mismo tiempo, genera´ndose un cambio de contexto global en el sistema.
Ası´ es posible la coplanificacio´n de aplicaciones paralelas ejecutando las diversas tareas
de cada una dentro del mismo perı´odo de tiempo en todos los nodos. La ventaja de
este tipo de esquemas es que aseguran el progreso uniforme de las aplicaciones y
la coplanificacio´n, pero este me´todo dificulta la utilizacio´n de Quantums de tiempo
pequen˜os y puede perjudicar la escalabilidad del sistema.
Implı´citos
En estos me´todos, en lugar de sincronizar los nodos del sistema, se utiliza la propia
comunicacio´n entre las tareas de una aplicacio´n para lograr la coplanificacio´n. El tipo
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de coplanificacio´n que se aplica es entre tareas y no sobre la aplicacio´n completa.
Suelen ser ma´s escalables que los anteriores y realizan la coplanificacio´n so´lo cuando es
necesaria. Por esta razo´n el Quantum utilizado en cada nodo puede hasta ser diferente.
Hı´bridos
Con estos esquemas se intenta obtener las ventajas de los me´todos explı´citos e
implı´citos utilizando la sincronizacio´n explı´cita para ciertos casos y dejando para otros
la informacio´n obtenible de eventos de comunicacio´n entre algunas de las tareas de
la aplicacio´n. Finalmente, decir que este es el esquema utilizado por el sistema donde
integraremos nuestro trabajo, aunque basado en una coplanificacio´n de tipo predictiva-
implı´cita.
1.2.2. Planificador de largo alcance: Space-Sharing
El planificador de largo alcance centra sus esfuerzos en dos tareas principales. Por un
lado la divisio´n del espacio de procesadores, tambie´n conocida como Space-Slicing, y por
otro la asignacio´n a cada subconjunto de procesadores de las distintas aplicaciones de la
carga paralela que hay que ejecutar, tambie´n conocida como Planificacio´n de Trabajos.
Figura 1.2: Planificacio´n de trabajos
Space-Slicing
Trata de encontrar un conjunto de procesadores utilizables para lanzar aplicaciones
paralelas. Existen diferentes formas de particionar el espacio de procesadores:
Particionamiento Esta´tico: las particiones son asignadas esta´ticamente por el
administrador del sistema. Este me´todo presenta los problemas de fragmentacio´n
interna y externa.
Particionamiento Variable: las particiones se construyen teniendo en cuenta los
requerimientos (cantidad de nodos) de las aplicaciones. En este me´todo se podrı´a
mejorar el problema de la fragmentacio´n interna pero no el de la externa.
Particionamiento Adaptable: estos sistemas generan las particiones al momento de
ejecutar la aplicacio´n considerando los requerimientos de las tareas y la carga
actual. Sin embargo la asignacio´n inicial de procesadores no varı´a durante la
ejecucio´n de la aplicacio´n.
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Particionamiento Dina´mico: los esquemas de particionamiento presentados hasta
aquı´ imponen poca o ninguna restriccio´n sobre las aplicaciones que se ejecutan
sobre e´l, pero esto sin embargo genera ciertas ineficiencias al momento de
administrar el sistema, que surgen sobre todo de los problemas de fragmentacio´n y
de la utilizacio´n de recursos. Los sistemas de particionamiento dina´mico adaptan
las particiones dina´micamente a las aplicaciones. Este particionamiento se realiza
expropiando procesadores o migrando tareas entre ellos.
Independientemente de la flexibilidad con la que se divida el conjunto de procesadores,
debe establecerse una polı´tica que determine co´mo deben seleccionarse los nodos a
asignar.
Planificacio´n de Trabajos
Tan importante como determinar co´mo dividir el espacio de procesadores, es el hecho
de establecer el tratamiento que ha de darse a las aplicaciones que los usuarios desean
ejecutar en el sistema. Este tratamiento consta de dos decisiones, la primera es co´mo
ordenamos los trabajos para su ejecucio´n; y la segunda es que trabajo seleccionamos
de entre los que esperan para su ejecucio´n. Estas dos cuestiones pueden resolverse de
distintas maneras segu´n los criterios que se empleen. A continuacio´n se describen estas
polı´ticas:
Polı´ticas de ordenamiento de trabajos: cuando un trabajo llega al sistema para
su ejecucio´n, debe ser colocado en alguna posicio´n relativa a los dema´s trabajos
que esperan para ser ejecutados. Para realizar este objetivo debe establecerse algu´n
criterio de ordenamiento. A continuacio´n se describen los criterios de ordenamiento
de algunas polı´ticas:
• FCFS (First Come First Served): en este caso los trabajos son tratados en el
orden en que llegan al sistema.
• SJF (Shortest Job First): los trabajos se ordenan, de menos a ma´s, en funcio´n
del tiempo de ejecucio´n (estimado).
• LJF (Largest Job First): los trabajos se ordenan, de ma´s a menos, en funcio´n
del tiempo de ejecucio´n (estimado).
• SCDF (Smallest Cumulative Demand First): los trabajos se ordenan, de menos
a ma´s, de acuerdo al producto de la cantidad de procesadores solicitados y el
tiempo de ejecucio´n estimado.
• SNPF Smallest Number of Processes First): los trabajos se ejecutan en orden
creciente segu´n la cantidad de procesadores que solicitan.
• XFactor: los trabajos se ordenan en funcio´n de una prioridad asignada por
el factor de expansio´n de un trabajo en la cola. El factor de expansio´n se
determina por el tiempo que un trabajo ha pasado en la cola.
Es posible alternar estas polı´ticas de ordenamiento dina´micamente de manera que,
en distintos momentos de tiempo, la polı´tica de ordenamiento que gobierna la cola
puede variar.
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Polı´ticas de seleccio´n de trabajos: con la cola de trabajos ordenada, podrı´amos
suponer que bastarı´a con escoger el trabajo que se encuentra en la primera
posicio´n para ejecutarse. Esta decisio´n serı´a va´lida pero podrı´a disminuir mucho el
rendimiento del sistema. Esta situacio´n se puede dar en el caso en que tengamos
un trabajo de gran taman˜o a la cabeza impidiendo la ejecucio´n de otros pequen˜os
que se encuentran esperando detra´s. Por lo tanto existen polı´ticas de seleccio´n de
trabajos que intentan mejorar la eficiencia del sistema. Estas polı´ticas se dividen
en dos grupos:
• Polı´ticas bidimensionales: Estas polı´ticas consideran so´lo el estado actual
del sistema y buscan un trabajo dentro de la cola en funcio´n de este estado
para satisfacer su criterio.
◦ FFit (First Fit): con este tipo de polı´ticas se recorre la cola de trabajos hasta
encontrar el primero que quepa en el espacio de procesadores.
◦ WFit (Worst Fit): se busca en la cola el trabajo ma´s pequen˜o y po lo tanto
aquel que dejara´ la mayor cantidad de procesadores libres.
◦ BFit (Best Fit): se busca en la cola el trabajo que se aproxime ma´s al espacio
de procesadores libres actualmente.
• Polı´ticas tridimensionales: en muchos casos el sistema de planificacio´n
exige conocer una estimacio´n del tiempo de ejecucio´n de las aplicaciones
que se envı´an al sistema. Haciendo uso de esta estimacio´n es posible, tomar
decisiones en funcio´n del estado actual del sistema y tomarlas considerando
una carga futura probable. Una de las te´cnicas que ma´s captan la atencio´n en
la literatura es el backfilling. Dicho esquema se basa en el siguiente criterio:
un trabajo puede ejecutarse, antes que otros que se encuentran en la cola
de espera por delante, siempre y cuando no retrase el tiempo de inicio de
dichos trabajos. Para implementar esta te´cnica normalmente cada trabajo
se representa como un recta´ngulo cuya altura esta´ dada por la cantidad de
procesadores solicitados y su ancho determinado por el tiempo de ejecucio´n
estimado. De esta forma podemos observar en la Figura 1.3 la diferencia
de planificacio´n que se produce entre dos polı´ticas donde una no incluye
backfilling (Figura 1.3 a) y la otra si (Figura 1.3 b).
Figura 1.3: Te´cnica de Backfilling
En la pra´ctica dos variantes del esquema ba´sico son las que normalmente se
aplican:
◦ Backfilling EASY : bajo esta polı´tica un trabajo siempre puede adelantarse
en la cola si esto no retrasa al trabajo que se encuentra en la cabeza.
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◦ Backfilling Conservativo: con este criterio un trabajo so´lo puede adelantar-
se en la cola si no retrasa a ninguno de los trabajos que se encuentran por
delante.
1.3. Descripcio´n del Entorno de Ejecucio´n CISNE
En la siguiente seccio´n se describe los aspectos importantes, para el trabajo que
aquı´ se presenta, del entorno de ejecucio´n CISNE (Cooperative & Integral Scheduling
for Non-dedicated Environments). Este entorno se encuentra en el Departamento de
Arquitectura de Computadores y Sistemas Operativos (DACSO), y es el sistema para el
que se realiza este trabajo.
Dicho entorno se construye a partir de dos subsistemas. El sistema de ma´s alto nivel
es un sistema de Space-Sharing (LoRaS) que permite acomodar la carga paralela en el
cluster maximizando la utilizacio´n de recursos. El sistema de bajo nivel implementa un
entorno de Time-Sharing (CSC) para lograr la coplanificacio´n y balanceo de recursos
asignados a las tareas pertenecientes a un mismo trabajo. Tambie´n es responsable
de preservar el rendimiento del usuario local. En la Figura 1.4 podemos apreciar la
arquitectura del entorno CISNE2.
Figura 1.4: Arquitectura del sistema CISNE.
El entorno CSC tiene tres objetivos fundamentales dentro del entorno CISNE:
2Figura extraı´da del trabajo, Combinando Space y Time-Sahring en una NOW no Dedicada.
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Minimizar el efecto de las aplicaciones paralelas en la percepcio´n del usuario local
de la capacidad de respuesta de su ordenador.
La coplanificacio´n de las tareas pertenecientes a una misma aplicacio´n paralela
que se comunican.
La asignacio´n uniforme de recursos de CPU y memoria a cada tarea paralela
perteneciente a un mismo trabajo a lo largo del cluster.
El sistema de LoRaS es el responsable de proporcionar un entorno de Space-Sharing
en el sistema CISNE. Los objetivos de dicho sistema son:
Lanzar aplicaciones paralelas en un cluster de ordenadores. Los trabajos a ejecutar
se seleccionan desde una cola de trabajos a ejecutar. En cada caso se seleccionan
un conjunto de nodos donde ejecutar una aplicacio´n determinada.
Ser un sistema flexible y portable. De esta forma se podra´ adaptar el sistema a
nuevos entornos que pueden surgir, por ejemplo, de la renovacio´n de los nodos
utilizados.
Soportar la utilizacio´n de recursos no homoge´neos. El entorno sobre el que se aplica
el sistema puede incluir elementos heteroge´neos.
Predecibilidad. Para que el sistema sea u´til para el usuario de aplicaciones
paralelas, es importante que pueda determinar con algu´n grado de garantı´a el
tiempo de espera y ejecucio´n de una aplicacio´n.
Una de las principales razones por las que el sistema LoRaS ha sido desarrollado es
la de evaluar una serie de te´cnicas existentes de Space-Sharing en el entorno CSC. Por
esta razo´n esta´ implementado de forma que se pueden alterar algunos para´metros o la
polı´tica completa de manera sencilla, ası´ como an˜adir polı´ticas nuevas. Por este motivo
y porque esta´ directamente relacionado con este trabajo, a continuacio´n se describe el
funcionamiento del gestor de colas.
1.3.1. El gestor de colas
El bloque ma´s importante de todo el sistema es, sin lugar a dudas, el gestor de colas.
Esto es ası´ debido a que e´ste es el mo´dulo responsable de administrar la o las colas de
trabajos, tomar las decisiones de planificacio´n, entre otras cosas.
Este mo´dulo se encuentra disen˜ado de manera tal que su objetivo fundamental es el
de proporcionar un marco que facilite la toma de decisiones por parte del submo´dulo
de polı´ticas. De este modo es factible alterar el mo´dulo de polı´ticas de forma sencilla
pudiendo e´stas aprovechar las capacidades provistas por el mo´dulo gestor de colas.
Entre estas capacidades se encuentran: el proceso de recepcio´n de un trabajo, el
mantenimiento en su estado de las estructuras de colas, ası´ como un esquema que
almacena informacio´n sobre los trabajos en ejecucio´n adema´s de un esquema que
provee los eventos de scheduling co´mo eventos de tiempo o la finalizacio´n de un trabajo.
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De esta manera las polı´ticas implementadas simplemente respetan una interfaz
definida para las mismas, y utilizando las capacidades del marco provisto por el mo´dulo
gestor de colas, so´lo deben responsabilizarse de las cuestiones relacionadas con: el
orden de los trabajos en las colas, el proceso de seleccio´n de un trabajo de la cola para
ejecutarlo y la seleccio´n del conjunto de nodos ma´s ido´neos para hacer esto.
1.4. Prediccio´n del Tiempo de Ejecucio´n
Hasta ahora se ha descrito el entorno para el cual se realiza este trabajo. Si se
desea ma´s informacio´n sobre el sistema CISNE se puede obtener en [7]. Una de las
metas propuestas a la finalizacio´n de este trabajo es la de encontrar una solucio´n
a la prediccio´n del tiempo de ejecucio´n para aplicaciones paralelas. Repasando lo
escrito anteriormente encontramos diversas citas y referencias al tiempo de ejecucio´n.
Seguidamente se listan algunos de los motivos que hacen imprescindible que el
sistema LoRaS, y por consecuencia el sistema CISNE, disponga de una herramienta
de prediccio´n del tiempo de ejecucio´n. Los motivos son los siguientes:
En las Polı´ticas de Ordenamiento de Trabajos. Para poder implementar las polı´ticas
SJF (Shortest Job First) ,LJF (Largest Job First) y SCDF (Smallest Cumulative
Demand First) es necesario disponer del tiempo de ejecucio´n estimado, de las
aplicaciones que esperan en la cola, para poder establecer un orden.
Lo mismo ocurre con la polı´tica de Seleccio´n de Trabajos. La te´cnica de
Backfilling necesita conocer el tiempo de ejecucio´n estimado para poder ser
eficiente.
Para que el sistema sea u´til para el usuario de aplicaciones paralelas, es
importante que pueda determinar con algu´n grado de garantı´a el tiempo de espera
y ejecucio´n de una aplicacio´n. Usualmente, a la suma del tiempo de espera y
ejecucio´n se le llama turnaround.
Si se desea emplear un sistema de este tipo con fines econo´micos, es muy u´til
conocer anticipadamente el tiempo que el sistema tardara´ en dar al cliente los
resultados de su aplicacio´n.
Por lo tanto se puede decir que predecir con cierta exactitud el tiempo de ejecucio´n
es de vital importancia para el Gestor de Colas del entorno CISNE y por lo tanto para el
propio sistema. Ahora bien, esta prediccio´n no es una tarea fa´cil ya que existen multitud
de factores que determinan este tiempo. Algunos de estos factores son por ejemplo:
Que´ polı´tica gestiona la cola de espera.
En que´ nodos se lanza la aplicacio´n.
El grado de multiprogramacio´n de cada uno de los nodos.
Que tipo de aplicaciones se ejecutan en cada nodo.
CPU utilizada en cada nodo.
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Memoria utilizada en cada nodo.
La carga del usuario local.
En definitiva, un me´todo de prediccio´n que intentara tener en cuenta la totalidad
de los factores que afectan al tiempo de ejecucio´n se hace intratable. Esto es debido
al gran nu´mero de factores que entran en juego y al desconocimiento de algunos de
ellos. Estarı´amos hablando de un problema np-completo, que por otra parte, para ser
u´til, necesita ser resuelto en un tiempo reducido. De poco servirı´a que se tardara ma´s
tiempo en predecir que en ejecutar el trabajo.
Por lo tanto se trata de buscar un me´todo que nos proporcione una solucio´n
aproximada manteniendo un compromiso aceptable con para´metros como el error
cometido y la velocidad de ca´lculo en la prediccio´n. A continuacio´n se introduce la linea
en la que se esta´ trabajando, y se presentan algunos trabajos realizados al respecto.
1.5. Estado del Arte
Existen diferentes maneras de predecir el tiempo de turnaround que intentan dar
una aproximacio´n reduciendo considerablemente la complejidad de ca´lculo. Algunos de
estos me´todos se describen a continuacio´n, analizando las ventajas y los inconvenientes
de cada uno de ellos.
1.5.1. Me´todos basados en histo´ricos
Estos me´todos son los ma´s utilizados en la literatura consultada sobre prediccio´n
del tiempo de ejecucio´n en sistemas paralelos. En trabajos como [10, 11, 8, 9] pueden
estudiarse varias aproximaciones hacia la prediccio´n del tiempo de ejecucio´n mediante
histo´ricos.
Los me´todos de prediccio´n basados en histo´ricos intentan imitar a la experiencia
humana. Si sabemos el tiempo que tardo´ en ejecutarse una aplicacio´n similar a la que
queremos ejecutar en el presente, y si sabemos que las condiciones del entorno de
ejecucio´n eran similares a las actuales, se puede esperar que los tiempos de ejecucio´n
entre ambas aplicaciones sean parecidos.
Estos me´todos presentan dos dificultades para su realizacio´n. Por un lado, requieren
almacenar cada una de las ejecuciones que se realicen en el sistema. Por otro lado hace
falta un algoritmo capaz de encontrar una aplicacio´n y un estado del cluster parecidos
en el histo´rico para poder ofrecer un tiempo de ejecucio´n estimado.
En cuanto al primer obsta´culo, es necesario guardar toda la informacio´n de la
aplicacio´n y toda la informacio´n relevante sobre el estado del cluster para, en un
futuro, tener datos objetivos con los que comparar. Estamos hablando de una cantidad
importante de informacio´n, ya que son mu´ltiples los datos que hay que guardar para
cada ejecucio´n: de la aplicacio´n, sobre cada nodo del cluster que interviene en su
ejecucio´n, las colas de ejecucio´n, la carga externa, etc.
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Diferentes alternativas son propuestas en los trabajos consultados. Desde la
utilizacio´n de ficheros manejados a modo de base de datos, hasta la utilizacio´n de
motores de base de datos. En el caso de decantarse por la segunda opcio´n existe la
posibilidad de que sea un nodo especı´fico, perteneciente al cluster, el que albergue el
servidor de base de datos, o por el contrario dedicar una ma´quina extra para servir las
consultas del histo´rico.
En cuanto al algoritmo capaz de buscar estados y aplicaciones parecidas dentro
del histo´rico se han utilizado en los trabajos consultados diversas alternativas.
Algunas de estas son: a´rboles de decisio´n, algoritmos gene´ticos y me´todos basados en
caracterı´sticas.
Aunque a continuacio´n se describen otros me´todos, una de las opciones que
contempla el sistema CISNE en su disen˜ado es la prediccio´n mediante un histo´rico.
Existe el esqueleto de una interface creada para la comunicacio´n entre el sistema de
planificacio´n y el histo´rico de datos. En la Figura 1.5 se puede ver co´mo se integra el
histo´rico dentro del esquema de Space-Sharing (LoRaS)3.
Figura 1.5: Arquitectura del esquema LoRaS.
1.5.2. Modelos y simuladores
Se puede decir, que un modelo analı´tico es un conjunto de relaciones matema´ticas
entre las variables del sistema, tal que, relaciona la carga con las prestaciones en base
a un modelo funcional.
El modelado se basa en un conocimiento profundo del sistema, que nos permite
representarlo mediante ecuaciones. En la mayorı´a de casos estas ecuaciones son
diferenciales no lineales y algebraicas que no tienen solucio´n analı´tica. No obstante, en
estos casos, existen me´todos que linealizan el sistema y permiten una solucio´n analı´tica.
El primer paso en el estudio de un sistema es la obtencio´n de una representacio´n
3Figura extraı´da del trabajo, Combinando Space y Time-Sahring en una NOW no Dedicada.
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adecuada del mismo, es decir, un modelo adecuado. Un buen modelo debe tener dos
propiedades:
Debe reflejar adecuadamente aquellas caracterı´sticas del sistema que son de
nuestro intere´s. En nuestro caso el tiempo de ejecucio´n.
Debe ser suficientemente sencillo para resultar manejable. Recordemos que nos
interesa obtener la prediccio´n lo antes posible
En la construccio´n de modelos hay que tener presente que:
Un modelo se basa siempre en hipo´tesis y aproximaciones.
Se construye con un fin especı´fico y debe formularse para que sea u´til para tal fin.
Es un compromiso entre la sencillez y la necesidad de recoger todos los aspectos
relevantes del comportamiento del sistema.
Los modelos suelen realizarse para su acoplamiento en simuladores. Podemos decir
que son los ”motores”de los simuladores en el sentido que proporcionan los datos que
el simulador necesita para progresar.
En la literatura consultada, ver [12] se coincide en la afirmacio´n que estos me´todos
son apropiados para la prediccio´n del tiempo de espera.
1.5.3. Hı´bridos
Desde el punto de vista de usuario, no so´lo interesa conocer el tiempo de ejecucio´n
de la aplicacio´n paralela, sino tambie´n el tiempo de turnaround, diferentes trabajos
enumerados en la bibliografı´a co´mo en el caso del trabajo de Smith y Wong [8] nos dejan
claro con su experimentacio´n que los modelos basados en histo´ricos son adecuados en
el ca´lculo del tiempo de ejecucio´n pero no en el ca´lculo del tiempo de espera en cola.
Esto se debe a que la informacio´n que el histo´rico puede tener referente al tiempo que
un trabajo estuvo en cola, co´mo: posicio´n de entrada, que´ trabajos tenı´a por delante,
que´ polı´tica gobernaba la cola, etc... no guarda relacio´n con co´mo va a evolucionar la
planificacio´n de las tareas. Por ese motivo, cuanto ma´s grande sea la cola ma´s error se
acumula en estos casos. Por ejemplo, no sabemos cuantos trabajos sera´n ejecutados
antes que el nuestro y estaban en una posicio´n ma´s retrasada en la cola.
Por otro lado un simulador, sı´ puede reproducir estos eventos que al histo´rico se le
escapan, ya que se va a comportar como el sistema real.
Por estos motivos los me´todos hı´bridos utilizan simulacio´n en el ca´lculo del tiempo de
espera en cola y los histo´ricos en el ca´lculo del tiempo de ejecucio´n.
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1.6. Objetivos
El objetivo de este trabajo es analizar, disen˜ar e implementar una herramienta para
predecir el tiempo de ejecucio´n de las aplicaciones paralelas que se ejecutan en el
sistema CISNE. Para ello se creara´ un histo´rico donde almacenar la informacio´n de cada
ejecucio´n realizada en el sistema. Tambie´n se creara´ una herramienta que, utilizando
los datos del histo´rico, sea capaz de predecir el tiempo de ejecucio´n.
Se espera que este trabajo ayude a la implementacio´n de ciertas polı´ticas que
necesitan utilizar una estimacio´n del tiempo de ejecucio´n de los trabajos existentes
en la cola del sistema. Estas polı´ticas son: SJF (Shortest Job First) ,LJF (Largest Job
First) y SCDF (Smallest Cumulative Demand First) para el ordenamiento de trabajos; y la
implementacio´n del backfilling para la seleccio´n de trabajos.
Ası´ mismo, se espera que la estimacio´n del tiempo de ejecucio´n ayude a predecir el
tiempo de turnaround, necesario como medida de prestaciones orientada al usuario de
aplicaciones paralelas.
1.7. Metodologı´a
Una vez existe un objetivo que cumplir, se definir en esta seccio´n una metodologı´a a
seguir para alcanzarlo. Tambie´n se introduce una primera distribucio´n de las tareas y
su planificacio´n temporal. En el capı´tulo 2, una vez conocida la propuesta de solucio´n,
se presenta con ma´s detalle el estudio de viabilidad y la planificacio´n temporal de la
solucio´n propuesta.
Para abordar este trabajo se ha optado por la metodologı´a en espiral. En la primera
vuelta de la espiral, se definen los objetivos, el ana´lisis, la implementacio´n del soporte
de almacenamiento y un primer prototipo de herramienta de prediccio´n. Por u´ltimo
se analizan los resultados. Llegados a este punto se pueden introducir propuestas
de mejora que dara´n lugar a una nueva vuelta de la espiral. La intencio´n, en este
trabajo, es que en cada vuelta de la espiral se mejoren los resultados de prediccio´n
hasta obtener unos resultados satisfactorios. En la figura 1.6 se intenta mostrar una
imagen esquema´tica de esta metodologı´a.
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Figura 1.6: Aproximacio´n en espiral para el desarrollo de software.
1.7.1. Distribucio´n de tareas
Antes de conocer la solucio´n propuesta, las tareas a realizar se pueden dividir en los
siguientes bloques de trabajo:
1. Ana´lisis: se debe analizar la informacio´n disponible. A partir de esta informacio´n
se debe crear el histo´rico. Es necesario analizar la manera co´mo esta informacio´n
se va a almacenar en el histo´rico, considerando diferentes posibilidades. De igual
forma, para terminar con el ana´lisis, se deben considerar posibles maneras de
predecir el tiempo de ejecucio´n.
2. Solucio´n propuesta: una vez analizados todos los aspectos anteriores, se
configurara´ la solucio´n propuesta.
3. Disen˜o: con la propuesta de solucio´n, se valorara´n diferentes posibilidades y se
tendra´n en cuenta los aspectos necesarios para conseguir minimizar el error de
prediccio´n.
4. Implementacio´n: Teniendo en cuenta todos los aspectos del ana´lisis y el disen˜o se
implementara´ histo´rico y la herramienta de prediccio´n.
5. Experimentacio´n: Se realizara´n diferentes pruebas y se estudiaran los resultados
obtenidos.
6. Redaccio´n de la memoria.
1.7.2. Planificacio´n temporal de las tareas
A continuacio´n se describe mediante un diagrama de Gantt la planificacio´n temporal
de las tareas generales. Esta planificacio´n se vera´ detallada en el capı´tulo 2.
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Figura 1.7: Diagrama de Gantt de las tareas generales.
1.8. Organizacio´n de la memoria
La memoria esta´ organizada en cinco capı´tulos, ma´s la bibliografı´a, donde se intenta
plasmar el trabajo realizado. El contenido de cada capı´tulo es el siguiente:
Capı´tulo 1: Introduccio´n. Para empezar se intenta situar al lector en el entorno
para el que se realiza este trabajo. Empezando por una clasificacio´n de los
sistemas paralelos y terminando en el gestor de colas de dicho sistema. Una
vez presentado el entorno se plantea el problema de la prediccio´n del tiempo de
ejecucio´n, repasando en que puntos del entorno es necesaria esta estimacio´n.
Seguidamente se describe el estado del arte en esta te´cnica y los objetivos marcados
para este trabajo. Tambie´n se describe, de manera general, la metodologı´a a seguir
para conseguir los objetivos.
Capı´tulo 2: Ana´lisis. En este capı´tulo se analizan las necesidades del proyecto, los
datos disponibles y las posibles opciones que nos podrı´an servir para solucionar el
almacenamiento y la prediccio´n. A partir de aquı´ se propone una solucio´n. En base
a esta solucio´n propuesta se presenta el estudio de viabilidad y una planificacio´n
temporal del trabajo.
Capı´tulo 3: Disen˜o e Implementacio´n de la Solucio´n Propuesta. En este capı´tulo se
explica co´mo hemos disen˜ado e implementado tanto la base de datos que almacena
toda la informacio´n referente a los trabajos en el histo´rico, como la herramienta de
prediccio´n para el tiempo de ejecucio´n.
Capı´tulo 4: Experimentacio´n Realizada y Resultados. Aquı´ se describe el entorno de
Experimentacio´n, los ı´ndices de prestaciones utilizados para medir los resultados,
la metodologı´a empleada y los resultados obtenidos.
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Capı´tulo 5: Conclusiones. En este capı´tulo se compara la planificacio´n inicial con la
real y los resultados obtenidos con los objetivos marcados. Tambie´n se introducen
posibles ampliaciones del trabajo y se valora el trabajo desde un punto de vista
personal.
Ape´ndices. En los ape´ndices se describe co´mo preparar la base de datos, co´mo utilizar
la herramienta de prediccio´n y co´mo sintonizarla.
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Capı´tulo 2
Ana´lisis
En este capı´tulo se analizan los datos disponibles sobre ejecuciones en el sistema
CISNE. Se abordan los problemas del almacenamiento de los datos, el de la prediccio´n del
tiempo de ejecucio´n de aplicaciones paralelas, y se llega a una propuesta de solucio´n.
Una vez analizada la propuesta se presenta el estudio de viabilidad y la planificacio´n
temporal del trabajo.
2.1. Ana´lisis de los Datos Disponibles
Dado que el entorno CISNE ha estado en desarrollo durante la realizacio´n de este
trabajo se ha procedido de manera independiente y paralela al sistema. Esto se ha
podido hacer gracias a la existencia de informacio´n sobre ejecuciones probadas en el
sistema. Esta informacio´n (trazas) esta´ guardada dentro de unos ficheros que contienen
todos los sucesos relativos a la ejecucio´n de una determinada lista de trabajos. A
continuacio´n se describen con detalle.
2.1.1. Trazas
Lo primero que se puede decir sobre las trazas es que esta´n fı´sicamente en ficheros
y que nos sirven para interpretar lo que ha pasado en el sistema durante la ejecucio´n
unos determinados trabajos. Las trazas esta´n compuestas por bloques de datos que
corresponden a eventos que suceden en el sistema real. Es decir, se puede determinar
cua´ndo van llegando los trabajos, cua´ndo empiezan a ejecutarse y cua´ndo terminan. De
esta forma se puede obtener la informacio´n necesaria para este estudio sin necesidad
de interactuar con el sistema real. Ası´, se ha podido trabajar de manera paralela a la
evolucio´n del sistema CISNE.
En la figura 2.1 se puede ver un ejemplo de estas trazas. Se trata de un fragmento de
un fichero que contiene diferentes eventos sucedidos durante un flujo de ejecucio´n de
87 trabajos. Concretamente se trata de la llegada al sistema del trabajo con identificador
(jid) nu´mero 7.
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Figura 2.1: Traza correspondiente a la llegada del trabajo no7.
Con el fin de presentar los datos contenidos en la traza, se han numerado todas las
porciones de informacio´n para comentarlas seguidamente:
Figura 2.2: Traza correspondiente a la llegada del trabajo no7.
1. Este campo nos indica el tipo de evento, asociado a un trabajo, que se ha
producido. En este caso observamos que se trata de la llegada del trabajo nu´mero
7 (ver el cuadro 2 de la figura 2.2). Una vez que un trabajo llega, se envı´a a la
cola directamente (ver el cuadro 15 de la figura 2.2). Adema´s del evento ARRIVE,
existen otros 3 tipos diferentes de eventos: SCHEDULE,FINISH y ERROR.
ARRIVE: indica la llegada de un trabajo.
SCHEDULE: indica el momento en que empieza la ejecucio´n de un trabajo.
FINISH: este evento se produce al terminar la ejecucio´n de un trabajo.
ERROR: si se produce este evento quiere decir que ha habido un error y la
ejecucio´n se ha abortado.
2. JID: es el identificador del trabajo sobre el que se muestra toda la informacio´n de
la traza.
3. EXEC: contiene el nombre de la aplicacio´n, en este caso pvmmgx.gen. Para ma´s
informacio´n sobre el tipo de trabajos posibles ve´ase el capı´tulo 2.1.2.
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4. mem: es la memoria, en MB, que necesita la aplicacio´n.
5. procs: es el nu´mero de procesadores que la aplicacio´n necesita. En este caso
necesita 4 procesadores.
6. launch: indica el nodo donde se lanzado la ejecucio´n. Este campo so´lo tiene sentido
en los eventos del tipo schedule.
7. estim.Start: este campo,aunque aparece en las trazas, siempre vale 0. No aporta
ninguna informacio´n.
8. time: indica el tiempo del sistema en segundos.
9. Node: hace referencia al nombre de uno de los nodos que forman el cluster. En
este caso aoclp6.
10. usedMem: indica la memoria usada por el nodo aoclp6.
11. MPL: es el grado de multiprogramacio´n (nu´mero de tareas que se esta´n ejecutando)
que tiene ese nodo. En este caso el grado es 2 porque hay dos programas
ejecuta´ndose en ese nodo (ver 12).
12. JIDs: lista de trabajos que se esta´n ejecutando en ese nodo. En este caso hay dos
trabajos ejecuta´ndose,concretamente el trabajo con identificador 1 y el trabajo con
identificador 5.
13. Queue: nombre de la cola de espera. En este caso queue1.
14. jobCount: nu´mero de trabajos que hay en la cola. En este caso 3.
15. JIDs: identificadores de los trabajos que esta´n en la cola. Obse´rvese que el trabajo
nu´mero 7 ya aparece en la u´ltima posicio´n de la cola.
Toda esta informacio´n que ha sido numerada hasta ahora, se puede dividir en 2
grupos. Un grupo de informacio´n de la aplicacio´n: puntos del 1 al 8; y otro grupo de
informacio´n sobre el estado del sistema: puntos del 9 al 15.
Cabe destacar que la informacio´n que estas trazas tienen sobre el estado del sistema,
muestra el estado de los nodos del cluster y la cola en los momentos en los que se
producen los eventos relacionados con un trabajo. Es decir la cantidad de informacio´n
que existe sobre el estado del sistema durante la ejecucio´n de un trabajo depende
de la cantidad de eventos que se generen entre el inicio y el fin de dicho trabajo.
Ası´ pues si durante la ejecucio´n de un trabajo ningu´n otro trabajo entro´ en el la cola,
ni comenzo´ a ejecutarse, ni termino´ de ejecutarse, so´lo existira´ informacio´n sobre el
estado del cluster en los momentos de llegada, ejecucio´n y fin de dicho trabajo. Por
el contrario si durante la ejecucio´n de ese trabajo entran y terminan de ejecutarse n
trabajos diferentes, entonces habra´ informacio´n sobre el estado del cluster en (n+1)*3
puntos entre la llegada del trabajo y el final de su ejecucio´n.
Un aspecto clave, en referencia a la informacio´n que nos prestan las trazas, es
que forman ra´fagas de ejecucio´n (cargas). Esto quiere decir que muestran todos los
eventos sucedidos desde que el primer trabajo de la ra´faga entra en el sistema, hasta
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que termina su ejecucio´n. De esta forma, gracias al campo time podemos obtener el
tiempo de ejecucio´n haciendo la resta del tiempo del evento finish y del evento schedule
El conjunto de trazas disponible para nuestro trabajo esta´ formado por varios
ficheros. Cada uno de estos ficheros contiene las trazas de ejecucio´n de un determinado
tipo de trabajos y bajo una determinada polı´tica de planificacio´n. A continuacio´n se
describen los diferentes tipos de trabajos y los diferentes tipos de polı´ticas relacionados
con las trazas disponibles.
2.1.2. Tipos de trabajos, aplicaciones y diferentes polı´ticas
El conjunto de trazas disponibles para este estudio esta´ clasificado segu´n el
tipo aplicacio´n que ejecuten los trabajos: PVM o MPI y segu´n la polı´tica empleada
durante las ejecuciones. A continuacio´n se describen los dos tipos de trabajos citados
anteriormente:
PVM: es un conjunto de herramientas y librerı´as que emulan un entorno de propo´sito
general compuesto de nodos conectados de distintas arquitecturas. El objetivo
es conseguir que ese conjunto de nodos pueda ser usado de forma colaborativa
para el procesamiento paralelo. Decir que en el sistema CISNE se utiliza una
versio´n modificada de PVM en su versio´n 3.4. Las modificaciones en este caso
implementan el mo´dulo del esquema cooperativo, permitiendo que el demonio
de PVM se comunique con el kernel mediante sen˜ales y llamadas al sistema
implementadas al efecto.
El modelo en el que se basa PVM es dividir las aplicaciones en distintas tareas
(igual que ocurre con openMosix). Son los procesos los que se dividen por las
ma´quinas para aprovechar todos los recursos. Cada tarea es responsable de una
parte de la carga que conlleva esa aplicacio´n. PVM soporta tanto paralelismo de
datos, como funcional o una mezcla de ambos.
MPI: es una especificacio´n esta´ndar para una librerı´a de funciones de paso de
mensajes. MPI fue desarrollado por el MPI Forum, un consorcio de vendedores de
ordenadores paralelos, escritores de librerı´as y especialistas en aplicaciones.
Consigue portabilidad proveyendo una librerı´a de paso de mensajes esta´ndar
independiente de la plataforma y de dominio pu´blico. La especificacio´n de esta
librerı´a esta´ en una forma independiente del lenguaje y proporciona funciones
para ser usadas con C y Fortran. Abstrae los sistemas operativos y el hardware.
Hay implementaciones MPI en casi todas las ma´quinas y sistemas operativos. Esto
significa que un programa paralelo escrito en C o Fortran usando MPI para el paso
de mensajes, puede funcionar sin cambios en una gran variedad de hardware y
sistemas operativos. Por estas razones MPI ha ganado gran aceptacio´n dentro el
mundillo de la computacio´n paralela.
MPI tiene que ser implementado sobre un entorno que se preocupe de el manejo
de los procesos y la E/S por ejemplo, puesto que MPI so´lo se ocupa de la capa
de comunicacio´n por paso de mensajes. Necesita un ambiente de programacio´n
paralelo nativo.
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Cualquier trabajo utilizado dentro del sistema CISNE, contiene una aplicacio´n que
es lo que realmente se ejecuta en el sistema paralelo. El conjunto de las aplicaciones
que se utilizan en el sistema esta´ obtenido a partir de los benchmarks del NAS: IS y MG
en sus clases T,A y B. En [7] se puede observar que a estas clases se les ha an˜adido una
nueva clase: AB, creada para ofrecer mayor cantidad de opciones. En la Figura 2.3 se
pueden ver las aplicaciones posibles junto con su caracterizacio´n.
Figura 2.3: Caracterizacio´n de las aplicaciones utilizadas
Hay que decir que el mismo benchmark configurado para 2,4 u 8 nodos proporciona
3 aplicaciones diferentes. Por lo tanto de esta tabla podrı´an surgir 20 aplicaciones
diferentes. Pero si se hacen variaciones con la memoria necesaria se puede obtener
un conjunto mucho ma´s amplio. En el trabajo de Mauricio Hanzich [7] se puede ver
que, utilizando este proceso, los ficheros de trazas disponibles se han obtenido a partir
de cargas paralelas que utilizan en total hasta 30 aplicaciones diferentes. Estas 30
aplicaciones han sido determinadas a partir de una relacio´n de compromiso entre el
tiempo necesario para cada experimento y la representatividad del mismo.
La manera de nombrar las aplicaciones que aparecen en las trazas es diversa. En
ocasiones para saber si se trata de una aplicacio´n bajo PVM o MPI estas siglas esta´n
incluidas en el nombre. En otras ocasiones hay que deducirlo por la ubicacio´n del
fichero que contiene las trazas. Por otro lado, en el nombre, siempre aparecen las siglas
MG o IS con lo que esta caracterı´stica es ma´s fa´cil de reconocer. En definitiva, una
aplicacio´n queda determinada por la tripleta compuesta por el nombre, el nu´mero de
procesadores que necesita y la memoria que necesita.
Polı´ticas
Las polı´ticas que se han utilizado durante las pruebas que han originado los ficheros
de trazas son 4. Sus nombres son los siguientes: NORMAL, JSTONE, 3DBF.UNIFORM,
3DBF.UNIPLS. Estas polı´ticas tienen diferentes criterios a la hora de elegir los nodos
donde se va a ejecutar el trabajo (Space-Slicing), y elegir el trabajo a ejecutar. Estos
criterios o polı´ticas son los siguientes:
nodeselect: es la polı´tica de eleccio´n de los nodos del cluster que participara´n en la
ejecucio´n del trabajo. Esta polı´tica esta formada por un criterio de ordenacio´n de
los nodos y un lı´mite de aceptacio´n:
nodeorder: criterio o criterios por los cuales se ordenan los nodos candidatos.
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Suele ser el MPL(Multiprogramming Level) de los nodos candidatos. En
ocasiones se requiere un criterio extra, que puede ser la cantidad de memoria
disponible.
nodelimit: este criterio es el lı´mite de aceptacio´n para una caracterı´stica
determinada como podrı´a ser el MPL o la memoria ocupada.
jobselect: es la polı´tica de seleccio´n del trabajo.
En la siguiente tabla se pueden ver las distintas opciones que implementan las 4
polı´ticas citadas anteriormente:
Polı´tica nodeselect nodeorder nodeorder nodelimit nodelimit jobselect
NORMAL NORMAL MPL 1 MEM 15 MPL 4 MEM 90 JFIRST
JSTONE NORMAL MPL 1 MEM 15 MPL 1 MEM 90 JSTONE
3DBF.UNIFORM UNIFRM UNI 1 MPL 4 MEM 90 BF3D
3DBF.UNIPLS UNIFRM UNI 1 JBT 1 MEM 90 BF3D
Finalmente decir que las trazas disponibles nos ofrecen informacio´n sobre 2400
trabajos lanzados en el sistema. En la Figura 2.4 se puede ver el nu´mero de trabajos,
de los que se dispone de trazas, segu´n su tipo y la polı´tica bajo la que se ejecutaron.
Figura 2.4: Nu´mero de trabajos por tipo y polı´tica
2.2. Almacenamiento de los Datos
La creacio´n del histo´rico supone almacenar una gran cantidad de informacio´n sobre
las ejecuciones que se realicen en el cluster. La informacio´n para almacenar es toda
la informacio´n contenida en las trazas. Aunque probablemente no se utilice toda esta
informacio´n para la prediccio´n, si que puede ser u´til para crear una herramienta de
monitorizacio´n que pueda ayudar a entender mejor el comportamiento del sistema.
Teniendo en cuenta que cuando se crea un cluster se intenta tenerlo ocupado
la mayor parte del tiempo posible, es de esperar que con el tiempo la cantidad de
informacio´n a almacenar sera´ considerable. Este hecho, junto con la necesidad de
mantener la coherencia de los datos o permitir conexiones mu´ltiples a los datos, hacen
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que tome fuerza la utilizacio´n de un motor de base de datos. En resumen, estas podrı´an
ser las ventajas:
- Usar un motor ahorra una enorme cantidad de trabajo.
- Escalabilidad: es posible manipular bases de datos enormes, del orden de miles de
tablas y millones de registros, con hasta 32 ı´ndices por tabla.
- Conectividad: permite conexiones entre diferentes ma´quinas con diferentes sistemas
operativos.
- Seguridad: en forma de permisos y privilegios.
- Velocidad: para bu´squedas complejas tendremos los datos antes que si tenemos que
hacer bu´squedas secuenciales en ficheros con un gran nu´mero de accesos a disco.
Pero no todo son ventajas, tambie´n existen inconvenientes:
- Usar un motor supone tener instalado un servidor con la carga que eso supone en el
sistema.
- Segu´n la distribucio´n del los nodos respecto al servidor puede incrementar el trafico
de red.
Esta´ claro que para este trabajo, los inconvenientes no tienen importancia, ya que
se trabaja de forma aislada y fuera del cluster real. Por otro lado, la insercio´n del motor
dentro del cluster si que supone una carga extra. Ahora bien, el hecho de ser un cluster
no dedicado hace que esta carga sea asumible ya que puede ser semejante a la carga
que puede aportar un usuario local. De todas formas existe la opcio´n instalar el servidor
de bases de datos en una ma´quina aparte del cluster.
Si hace un balance de ventajas e inconvenientes, la balanza se inclina del lado
de utilizar un motor de bases de datos. En la siguiente seccio´n se busca entre las
diferentes posibilidades de motores para intentar encontrar uno que satisfaga nuestra
necesidades: respuesta ra´pida para acelerar los ca´lculos que necesiten datos del
histo´rico, multiples conexiones, integridad de los datos, y mı´nimo coste.
2.2.1. Eleccio´n del sistema gestor de bases de datos
Hoy dı´a existen diferentes motores de bases de datos. A la hora de elegir uno de
ellos hay que tener en cuenta sobre todo que corra bajo Linux y que sea un motor de
software libre, es decir gratuito. Esto reduce sensiblemente el grupo donde elegir, pero es
una caracterı´stica imprescindible para este trabajo, por motivos de economı´a y filosofı´a.
Sin embargo es necesario que, el motor elegido, sea robusto y eficiente al mismo tiempo.
Existen varios motores que se pueden ajustar a estas necesidades. Entre ellos
los ma´s adecuados pueden ser MySQL, PostgreSQL y FireBird (versio´n liberada de
InterBase). Cuando se empezo´ a escribir esta seccio´n se pensaba incluir tablas
detalladas con las caracterı´sticas de cada motor, pero la mayorı´a de esas caracterı´sticas
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MySQL 3.23 PostgreSQL 7.1 Interbase 6.2 SAP DB
Insercio´n 100.000 tuplas 10seg 12min 38seg 42seg 2min 38seg
100.000 variados 17seg 6min 30seg 1min 07seg 8min
1000 selects complejos 55seg 1min 26seg 2min 23seg 1min 14seg
Figura 2.5: Pruebas de acceso a datos.
no nos interesan para nuestro objetivo. Ası´ que, a modo de resumen, se comenta que
MySQL, PostgreSQL y InterBase son motores de BD relacionales y orientados a objetos
que cuentan con todas las caracterı´sticas de un motor de BD comercial: transacciones
ato´micas, triggers, constrains, replicacio´n y llaves fora´neas entre otras. Adema´s de que
son ra´pidos, multi-threaded, multiusuario y robustos.
Con estas caracterı´sticas garantizadas hay que centrar la atencio´n en dos aspectos:
la velocidad de las consultas y la carga que el motor supone para el sistema. Recordemos
que el objetivo de este trabajo sera´ predecir el tiempo que tardara´ en ejecutarse un
trabajo en el cluster. Para calcular este tiempo habra´ que buscar los datos de los
trabajos anteriores para ver que trabajo se parece y cual no se parece al nuevo, y una
vez se tengan estos trabajos parecidos habra´ que utilizar sus caracterı´sticas para hacer
la estimacio´n. La velocidad con la que el sistema ofrezca los datos necesarios para los
ca´lculos es crucial para conseguir una prediccio´n ra´pida.
En la Figura 2.5 podemos observar el comportamiento, en cuanto a velocidad, de
diferentes motores de bases de datos, para la insercio´n o seleccio´n masiva desde la
linea de comando.
Si nos fijamos en la velocidad de los selects podemos ver que MySQL destaca por
encima de los dema´s, siendo casi dos veces ma´s ra´pido que PostgreSQL y casi tres veces
ma´s ra´pido que Interbase. A favor de Interbase hay que decir que se comporta mejor
que el resto de sus competidores sirviendo peticiones concurrentes que impliquen gran
cantidad de registros y gran cantidad de clientes. En la Figura 2.6 se pueden observar
las peticiones resueltas por segundo que cada motor es capaz de ofrecer. Este test
consistı´a en servir pa´ginas web cada una de las cuales atacaba sobre una base de
datos de empleados. Las pa´ginas hacı´an lo siguiente:
1. Generar un nu´mero aleatorio entre 1 y 100.
2. Obtener y mostrar el departamento que corresponde a ese nu´mero.
3. Obtener y mostrar todos los empleados (1000) que correspondan a ese departa-
mento, y los del departamento 10 (otros 1000).
MySQL 3.23 PostgreSQL 7.1 Interbase 6.2 SAP DB
10 clientes 3.17 1.32 4.39 3.24
20 clientes 1.17 1.21 3.77 1.8
30 clientes 0.86 0.61 2.62 1.3
Figura 2.6: Peticiones servidas por segundo.
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Teniendo en cuenta que en el sistema CISNE habra´ poca concurrencia, se observa
que MySQL no pierde demasiado terreno respecto Interbase para un nu´mero de clientes
menor que 10. Sin embargo en la Figura 2.5 se puede ver que para un tipo de trabajo
parecido al requerido en el sistema CISNE, MySQL es hasta 3 veces ma´s ra´pido que
Interbase.
Por otra parte tambie´n hay que pensar en la carga que supone para el sistema tener
instalado un motor. Aquı´ hay que decir, que si se opta por poner un nodo nuevo que se
ocupe de hospedar la base de datos histo´rico, no hay problema. Pero sı´ es importante
si se opta por la solucio´n de que la base de datos este´ instalada en uno de los nodos
que participan en la ejecucio´n de trabajos, ya que consumira´ recursos de ese nodo. En
este aspecto el motor menos pesado para el sistema es MySQL por su bajo consumo de
recursos.
En principio, tanto PostgreSQL, InterBase y MySQL se adaptan a las necesidades de
este trabajo. Sin embargo MySQL destaca por ser ra´pido con un peso bajo, y cuenta
con muchas herramientas y documentacio´n que van a facilitar mucho el trabajo. En su
contra, decir que no tiene en cuenta la integridad referencial, por lo tanto queda bajo
nuestra responsabilidad a la hora de programar la herramienta. Es precisamente esta
particularidad la que hace que la eleccio´n sea utilizar MySQL, ya que el hecho de no
tener que hacer comprobaciones de integridad hace que sea ma´s ra´pido que el resto
de motores. Algunas de las razones por las que se ha decidido implementar la base de
datos con MySQL son:
1. El principal objetivo de MySQL es la velocidad y la robustez.
2. Su bajo consumo lo hacen apto para ser ejecutado en una ma´quina con escasos
recursos sin ningu´n problema.
3. Clientes C, C++, JAVA, Perl, TCL, PHP.
4. Puede trabajar en distintas plataformas y S.O. distintos.
5. Sistema de contrasen˜as y privilegios muy flexible y segura.
6. Todas las contrasen˜as viajan cifradas en la red.
7. Los clientes usan TCP o UNIX Socket para conectarse al servidor.
8. Las utilidades de administracio´n de este gestor son envidiables para muchos de
los motores comerciales existentes.
2.3. Predecir a partir de los datos almacenados
Ante la llegada de un trabajo al sistema, se tendra´n que realizar una serie de acciones
con el objetivo de ofrecer un tiempo de ejecucio´n estimado:
1. Obtener la aplicacio´n que este trabajo contiene.
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2. Buscar que trabajos hay en el histo´rico que ejecutaron esa misma aplicacio´n o una
parecida.
3. Obtener el estado del sistema en el inicio de ejecucio´n de cada uno de esos trabajos.
4. Clasificar estos trabajos en funcio´n del parecido del estado obtenido con el estado
actual.
5. Una vez tengamos la lista ordenada se dara´ como resultado el tiempo del trabajo
que se ha considerado ma´s parecido al actual.
En el caso de este trabajo la bu´squeda de un trabajo parecido sera´ obvia ya que
estamos hablando de un total de 30 aplicaciones posibles. Ası´ que no tendremos que
buscar trabajos que ejecutaron aplicaciones similares, si no que tendremos que buscar
trabajos que ejecutaron la misma aplicacio´n.
La tarea fundamental es la nu´mero 4 a la hora de obtener el tiempo de ejecucio´n
estimado. Tendremos que comparar estados del sistema para encontrar el ma´s parecido
al actual. Sera´ esta bu´squeda del estado ma´s parecido la que determinara´ la eficacia de
este trabajo.
A continuacio´n se muestran algunas te´cnicas dentro del campo de la inteligencia
artificial que se podrı´an emplear para este tipo de bu´squedas.
2.3.1. A´rboles de decisio´n
En la documentacio´n consultada [3], se describe que un a´rbol de decisio´n permite
procesar una entidad que ha sido descrita por un conjunto de propiedades y tomar una
decisio´n binaria (Si/No). Este tipo de representacio´n es especialmente u´til para procesar
sentencias lo´gicas y funcionan perfectamente para representar funciones booleanas. En
la figura 2.7 podemos ver un ejemplo de a´rbol de decisio´n para el concepto “buen dı´a
para jugar a tenis”
Figura 2.7: Ejemplo de a´rbol de decisio´n para jugar a tenis.
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El a´rbol de decisio´n de la figura 2.7, asigna una clasificacio´n binaria, en este caso Si o
No a cada dı´a que se analice. Un a´rbol de decisio´n puede ser extendido fa´cilmente, para
representar funciones objetivo con ma´s de dos valores posibles. Una extensio´n menos
simple y menos comu´n consiste en considerar funciones objetivo de valores discretos.
De cara a este trabajo se tendrı´an que considerar funciones objetivos de intervalos
de tiempo. En funcio´n de co´mo se elijan esos intervalos habrı´a dos escenarios posibles.
Si se eligen intervalos grandes de tiempo el error medio de prediccio´n serı´a demasiado
grande. Por otro lado, si se eligen intervalos pequen˜os de tiempo el a´rbol resultante serı´a
muy complejo de crear.
Podemos concluir que este tipo de representacio´n no se ajusta a nuestro escenario, ya
que la respuesta que nosotros necesitamos es un tiempo y por lo tanto no tiene nada que
ver con una respuesta binaria del tipo si/no. Aun ası´ se ha considerado la posibilidad
de crear un conjunto discreto de tiempos, siendo esta posibilidad desestimada por la
perdida de precisio´n que representa.
2.3.2. Algoritmos gene´ticos
Los algoritmos gene´ticos se basan en la idea de la seleccio´n natural introducida en
1859 por Charles Darwin dentro de su libro “El Origen de las Especies”. Esta idea se
utiliza para construir me´todos de bu´squeda en problemas de optimizacio´n combinatoria
y me´todos de aprendizaje que tienen en cuenta ideas co´mo las siguientes:
Cada individuo tiende a pasar sus caracterı´sticas a su descendencia.
Au´n ası´, la naturaleza produce individuos con caracterı´sticas diferentes.
Los individuos ma´s adaptados tienden a tener ma´s descendencia, y a la larga, la
poblacio´n tiende a ser “mejor”.
A grandes periodos, la acumulacio´n de cambios puede producir especies totalmen-
te nuevas, adaptadas a su entorno.
Adema´s, la naturaleza dispone de una serie de mecanismos reguladores externos
a este proceso pero igualmente interesante: el mecanismo de diversidad, los
para´sitos, las organizaciones sociales, etc.
Los mecanismos biolo´gicos que hacen posible la evolucio´n son conocidos hoy en dı´a,
y son los que estos algoritmos utilizan:
Genoma.
Cromosomas.
Cruces y mutaciones.
Funciones de adaptacio´n.
Mecanismos correctores o moduladores: diversidad,parasitismo, etc.
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Los algoritmos gene´ticos son un modelo de aprendizaje automa´tico basado en
la creacio´n y manipulacio´n de un conjunto de individuos (soluciones posibles),
representados mediante cromosomas que entran dentro de un proceso evolutivo.
Este proceso evolutivo asegura que todos los “nuevos” individuos generados tambie´n
formara´n parte del conjunto de soluciones hipote´ticas del problema. La calidad del
individuo dentro de ese entorno determinara´ su posibilidad de supervivencia, y por
tanto la probabilidad de pasar sus “genes” a las generaciones futuras.
Dentro de todos los elementos que forman parte del me´todo, el que contiene el
objetivo del problema es la funcio´n de adaptacio´n. Hay que remarcar que e´ste no es un
proceso dirigido a solucionar un problema sino u´nicamente un modelo de competicio´n
entre individuos.
2.3.3. Me´todos basados en caracterı´sticas
Estos me´todos son conocidos como me´todos de reconocimiento de patrones. En este
caso, un patro´n serı´a la descripcio´n de un objeto. Para describir el objeto se utilizan las
caracterı´sticas. Una caracterı´stica es una propiedad importante que permite distinguir
total o parcialmente un objeto de otro. El conjunto de caracterı´sticas utilizadas
para describir el objeto se llama espacio de caracterı´sticas. La composicio´n de varias
caracterı´sticas en un vector se llama vector de caracterı´sticas tal y como nos muestras
la Figura 2.8.
Figura 2.8: Vector de caracterı´sticas.
Cada objeto esta´ descrito por un vector de n-caracterı´sticas. En la Figura 2.9 se
puede ver como, con respecto a las caracterı´sticas de peso y altura, los nin˜os menores
de 10 an˜os forman un grupo de puntos cercanos entre sı´, mientras que los nin˜os que
juegan a baloncesto forman otro.
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Figura 2.9: Ejemplo: Espacio de caracterı´sticas de 2 dimensiones.
En este ejemplo, las caracterı´sticas peso y altura son suficientes para caracterizar los
dos grupos de nin˜os posibles. Cuando son necesarias ma´s caracterı´sticas, o los grupos
no esta´n tan bien delimitados, el proceso se complica. En los estudios consultados
sobre prediccio´n, como son: [8, 9, 10, 11, 12], se puede ver que la prediccio´n a partir de
histo´ricos basada en bu´squeda por caracterı´sticas obtiene unos resultados notables en
cuanto al tiempo de ejecucio´n.
2.4. Solucio´n Propuesta
A partir del ana´lisis realizado hasta ahora, junto con los requerimientos del sistema
CISNE, se propone la solucio´n que a continuacio´n se describe teniendo en cuenta que
todo el trabajo se hara´ en un equipo independiente:
Preparacio´n del equipo
Se utilizara´ un PC dome´stico donde se instalara´ una distribucio´n Linux, un servidor
MySQL y las librerı´as necesarias para la utilizacio´n de MySQL en C. En este ordenador
se llevaran a cabo todas las implementaciones y pruebas.
Histo´rico
La solucio´n propuesta para crear el histo´rico de datos esta´ compuesta de las
siguientes acciones:
1. Disen˜o e implementacio´n de la base de datos histo´rico teniendo en cuenta la
informacio´n contenida en las trazas y posibles utilizaciones.
2. Carga de la base de datos con parte de las trazas disponibles. La otra parte se
utilizara´ como conjunto de test para obtener los resultados. En este punto se
propone la implementacio´n de una herramienta, a modo de esca´ner, que recorra
los ficheros de trazas e inserte automa´ticamente la informacio´n en la base de datos.
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Herramienta de prediccio´n
Se propone crear una herramienta en lenguaje C que dado un trabajo de un fichero
de trazas haga las siguientes acciones:
1. Extraer la aplicacio´n contenida en ese trabajo y con esa informacio´n se buscara´n
en el histo´rico todos los trabajos que ejecutaron esa aplicacio´n.
2. Una vez que se tenga la lista de trabajos, se ordenara´n segu´n el grado de similitud
del estado del cluster en el momento que esos trabajos empezaron su ejecucio´n y
el estado actual.
3. Esa ordenacio´n se efectuara´ mediante un me´todo basado en las caracterı´sticas de
los estados. Mediante una funcio´n se asignara´ un valor a cada trabajo. Ese valor
sera´ un ı´ndice que reflejara´ la diferencia (o similitud) del estado actual del cluster,
con el estado que habı´a cuando se ejecuto´ cada uno de los trabajos obtenidos del
histo´rico.
4. De la lista de trabajos, elegiremos el trabajo que haya obtenido una distancia
mı´nima y daremos como resultado el tiempo que ese trabajo tardo´ en ejecutarse.
2.5. Estudio de Viabilidad
Se pretende crear un sistema independiente al sistema CISNE para el estudio y
experimentacio´n. De esta forma no se interfiere en su desarrollo y se puede trabajar
de forma independiente. Una vez finalizado el trabajo, el sistema sera´ susceptible de ser
integrado en CISNE en funcio´n de los resultados. La integracio´n en CISNE no forma
parte de los objetivos de este proyecto.
Este trabajo se puede dividir en varios bloques. Por un lado hay que disponer
de informacio´n sobre ejecuciones de trabajos en el sistema para extraer toda la
informacio´n posible. Toda esta informacio´n hay que almacenarla en un histo´rico para
que este´ disponible y bien organizada. Por u´ltimo habra´ que crear una herramienta
que, dado un trabajo, sea capaz de predecir el tiempo de ejecucio´n. A continuacio´n se
expone la viabilidad por bloques planteando si se dispone de los recursos necesarios o
describiendo co´mo solucionar cada punto:
Informacio´n sobre ejecuciones en el sistema.
En el apartado Ana´lisis de los Datos Disponibles. se ha descrito con detalle toda la
informacio´n de la que se dispone para este trabajo. A modo de recordatorio decir que
existen unos ficheros con informacio´n sobre ejecuciones de trabajos en el sistema real.
Se dispone de ficheros de este tipo para cada una de las posibles polı´ticas que pueden
gestionar la cola de espera. Estos ficheros sirven para interpretar que ha pasado en el
sistema durante la ejecucio´n de una serie de trabajos segu´n la polı´tica de la cola. En
ellos se pueden observar bloques de datos que representan eventos que suceden en el
sistema real. Un ejemplo de uno de estos eventos se puede ver a continuacio´n, se trata
del evento de llegada del trabajo con identificador nu´mero 7. Este evento pertenece a un
flujo de ejecucio´n de 87 trabajos.
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Figura 2.10: Evento de llegada del trabajo nu´mero 7.
En la figura 2.10 se puede observar, en azul la informacio´n disponible sobre el trabajo
que ha llegado, en rojo la informacio´n sobre el estado de los nodos del sistema (estado
del cluster), y en verde la informacio´n sobre la cola de espera. Para cada trabajo que
entre en el sistema tendremos eventos de llegada, inicio de ejecucio´n, fin de ejecucio´n y
en ocasiones de error. Esta es la informacio´n disponible y la que almacenaremos para
cada trabajo en el histo´rico.
Por lo tanto respecto a este punto, se considera viable ya que se dispone de
informacio´n sobre 2400 trabajos ejecutados en el sistema.
Histo´rico de datos.
Se debera´ disen˜ar una base de datos para el almacenamiento de la informacio´n de
cada trabajo. En la implementacio´n de la base de datos se tendra´n que tener en cuenta
una serie de requisitos. Por un lado necesitamos que el motor de base de datos elegido
sea ra´pido y capaz de crecer en cuanto a volumen de datos y por otro lado necesitamos
que la carga que este motor introduzca en el sistema sea lo ma´s pequen˜a posible y,
adema´s, sin coste econo´mico. Todos estos para´metros son crı´ticos para la consecucio´n
del objetivo final y por ese han sido estudiados en la eleccio´n del motor de base de
datos. En el capı´tulo Eleccio´n del sistema gestor de bases de datos se han estudiado las
diferentes posibilidades siendo MySQL el motor elegido.
Dado lo ampliamente extendido de este gestor gratuito de bases de datos y la gran
cantidad de informacio´n existente: manuales, herramientas, foros, etc. Se considera
viable la implementacio´n de una base de datos histo´rico mediante MySQL.
Carga de la base de datos.
Una vez creada la base de datos se debera´ inicializar con los datos disponibles.
Existen varios ficheros de trazas para cada una de las polı´ticas de gestio´n de cola,
por tanto se cargara´ la base de datos con algunos de esos ficheros y se reservara´n otros
como conjunto de test para poder llevar a cabo la experimentacio´n.
La carga de la base de datos se podra´ llevar a cabo mediante la construccio´n de
un programa que, a modo de esca´ner, recorra los ficheros de trazas extrayendo la
informacio´n y la inserte en el lugar que le corresponda dentro de la base de datos. Para
implementar esta tarea se dispone del compilador y librerı´as necesarias en lenguaje de
programacio´n C.
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Crear herramienta de prediccio´n.
Una vez cargada la base de datos se creara´ una herramienta que para un trabajo del
conjunto de test, busque en el histo´rico los trabajos parecidos (en cuanto a la aplicacio´n
ejecutada y estado del sistema) y nos devuelva el tiempo de ejecucio´n predicho para
ese trabajo. Tanto para este programa como para el de la carga de la base de datos
se utilizara´ el leguaje de programacio´n C con SQL empotrado compilado con gcc y
utilizando las librerı´as de MySQL.
Detalle de viabilidad.
En la siguiente figura se muestra el detalle de las tareas a seguir con su viabilidad y
coste asociado.
Figura 2.11: Detalle de la viabilidad de las tareas
Como se puede ver en la figura 2.11 todas las tareas se consideran viables y con
coste econo´mico 0, por lo tanto el conjunto del trabajo se considera viable.
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2.6. Planificacio´n Temporal de la Solucio´n Propuesta
Una vez conocida la solucio´n propuesta y su viabilidad se debe planificar respecto al
tiempo su implementacio´n. En la figura 2.12 se describe en que meses esta´ previsto que
se realicen las diferentes tareas que componen la solucio´n propuesta.
Figura 2.12: Planificacio´n temporal del trabajo
En el capı´tulo 1 se presentaba un diagrama de Gantt de las tareas a realizar sin
entrar en detalle. Ahora se muestra un diagrama ma´s detallado que se puede ven en la
figura 2.13. El reparto temporal de las tareas se realiza de forma estimada. Este reparto
puede diferir respecto al tiempo real empleado para cada tarea. Una vez finalizado el
trabajo se comparara´ este diagrama de la planificacio´n temporal con el coste real en
tiempo de cada tarea.
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Figura 2.13: Diagrama de Gantt. Planificacio´n de la solucio´n propuesta.
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Capı´tulo 3
Disen˜o e Implementacio´n de la
Solucio´n Propuesta
En esta seccio´n se describe la base de datos con todas las tablas y atributos que la
forman. Se muestran diagramas que ayudara´n a entender mejor la relacio´n entre las
tablas. Tambie´n se habla sobre cada uno de los atributos de las diferentes tablas y se
comenta su utilidad en la prediccio´n. A continuacio´n se muestra co´mo se ha inicializado
la base de datos con toda la informacio´n contenida en el conjunto de trazas.
Finalmente se presenta el disen˜o y la evolucio´n de la herramienta de prediccio´n
remarcando que aspectos se han contemplado en su implementacio´n.
3.1. Base de Datos: Histo´rico
Antes de abordar los detalles de la base de datos convendrı´a ver que´ factores
intervienen en la ejecucio´n de una aplicacio´n en el sistema CISNE. Conforme se avance
en la explicacio´n, surgira´n entidades y acciones que dara´n lugar a las tablas y relaciones
de la base de datos. En las siguientes secciones se describira´n las tablas y los atributos
con ma´s grado de detalle.
Lo primero que ocurrira´ cuando se lance una aplicacio´n en el sistema es que
se generara´ un trabajo. Ası´ pues, cada vez que se lance esa misma aplicacio´n, se
generara´ un trabajo diferente con unas caracterı´sticas diferentes. Esto es ası´ porque
el cluster no tendra´, salvo coincidencia, nada que ver en una u otra ejecucio´n en cuanto
a recursos libres se refiere. Probablemente en lo u´nico que se parecera´n estos trabajos
sera´ en la aplicacio´n que ejecutan. Por lo tanto, de esta abstraccio´n se pueden obtener
dos entidades que dara´n lugar a dos tablas en la base de datos. Estas entidades son:
aplicaciones y trabajos.
En la tabla aplicaciones se guardara´ toda la informacio´n de la aplicacio´n de la
que disponemos: tipo(pvm,mpi), nombre, nu´mero de para´metros, memoria necesaria
y nu´mero de procesadores que necesaria para su ejecucio´n.
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En la tabla trabajos se guardara´n: la aplicacio´n a la que hace referencia, el instante
en el que el trabajo llego´ al sistema, el instante en el que se termino´ de ejecutar el
trabajo, el tiempo que tardo´ en ejecutarse, y si se produjo algu´n error durante su
ejecucio´n.
Volviendo a co´mo transcurren los acontecimientos en el sistema, despue´s de la
aparicio´n de un trabajo que tendra´ una aplicacio´n asociada, este trabajo entrara´ en
la cola de espera. En esta cola sera´ ordenado segu´n una polı´tica de gestio´n. Ası´ que cola
sera´ otra tabla de la base de datos donde se podra´ percibir el progreso de cada trabajo
durante su espera.
Posteriormente el trabajo empezara´ su ejecucio´n y dependiendo del planificador
seleccionado del sistema asignado a diferentes nodos donde se ejecutara´ en paralelo.
Durante su ejecucio´n coincidira´ con otros trabajos que compartira´n los recursos de
cada nodo. Este hecho interesa que quede reflejado tambie´n en la base de datos, por lo
tanto se necesitara´n generar dos tablas ma´s: ejecucio´n y nodos.
El sistema CISNE esta´ pensado de forma que el cluster podrı´a estar instalado en
cualquier aula de informa´tica con el fin de aprovechar los ordenadores desocupados o
con poca carga y, tambie´n, las horas durante las que las aulas esta´n cerradas. Este
hecho hace que durante la ejecucio´n de un trabajo en paralelo pudiera haber presencia
de carga local inducida por un usuario del aula. Para reflejar la presencia o no de esta
carga se implementa una tabla donde podrı´a caracterizarse esta carga si fuera necesario.
La tabla se llamara´ carga local prevista.
Una vez finalizada la ejecucio´n debe calcularse y guardar el tiempo trascurrido entre
el inicio y el final de la ejecucio´n, ya que esta informacio´n sera´ necesaria para la
prediccio´n. Tambie´n se guardara´ el tiempo desde que el trabajo entro´ en el sistema
hasta que comenzo´ a ejecutarse, de esta forma se sabra´ el tiempo de espera en cola.
En la Figura 3.1 se observa el disen˜o general de la base de datos con las tablas y
relaciones que se han nombrado anteriormente. Tambie´n se pueden ver los atributos
que las forman y que se describen a continuacio´n.
3.1.1. Tabla: trabajos
La tabla trabajos es la tabla principal de la base de datos. Cuando una aplicacio´n
llega al cluster se genera un trabajo que la contiene. Si ma´s tarde se vuelve a ejecutar
la misma aplicacio´n existira´n dos trabajos que habra´n ejecutado la misma aplicacio´n
pero sera´n trabajos diferentes. Esto es ası´ porque en cada una de las ejecuciones
la aplicacio´n habra´ entrado en la cola en una posicio´n diferente, habra´ coincidido
con aplicaciones diferentes en nodos diferentes y, y porque su tiempo de ejecucio´n
seguramente habra´ sido diferente. En la Figura 3.2 se observan los atributos de la
tabla trabajos. Estos atributos son descritos a continuacio´n:
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Figura 3.1: Diagrama E-R.
Figura 3.2: Tabla trabajos.
- jid: el identificador de trabajo. Cada trabajo que se ejecute tendra´ un jid diferente.
Este atributo sera´ utilizado en las dema´s tablas para referenciar a este trabajo.
- aid: aquı´ se guarda el identificador de la aplicacio´n contenida en este trabajo. Ası´ es
posible acceder a toda la informacio´n de la aplicacio´n que esta´ almacenada en la
tabla aplicaciones.
- polı´tica: en este campo se guarda la polı´tica que regı´a la cola de espera en el momento
en que el trabajo entro´ en ella.
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- tmp en cola: es el tiempo que el trabajo estuvo en la cola de espera, desde que entro´ en
ella hasta que comenzo´ la ejecucio´n.
- tmp inicial: aquı´ guardaremos el tiempo en el que el trabajo empezo´ a ejecutarse.
- tmp final: el tiempo en el que el trabajo termino´ su ejecucio´n.
- error: este campo indica si la ejecucio´n del trabajo ha sido abortada.
- fecha inicial: aquı´ quedara´ almacenada la fecha del comienzo de la ejecucio´n. Esto
sera´ u´til porque, en principio, puede haber trabajos que duren ma´s de un dı´a.
- fecha final: contendra´ la fecha de finalizacio´n del trabajo.
- tmp ejecucio´n: una vez terminada la ejecucio´n de un trabajo, se almacena el tiempo
de ejecucio´n real.
- launch: en este campo se guarda el nodo padre donde es lanzado el trabajo.
3.1.2. Tabla: aplicaciones
La tabla aplicaciones contiene la informacio´n de la aplicacio´n, como su nombre, su
identificador y otros para´metros que se muestran a continuacio´n.
Figura 3.3: Tabla aplicaciones.
- aid: el identificador de aplicacio´n. Cada aplicacio´n tendra´ un aid diferente. Este
atributo sera´ utilizado en las dema´s tablas para referenciar a esta aplicacio´n.
- tipo: en este campo se guarda si la aplicacio´n es pvm, mpi otro tipo de aplicacio´n.
- nombre: el nombre de la aplicacio´n sera´ especialmente u´til cuando llegue una nueva
aplicacio´n y busquemos si se ha ejecutado ya en el sistema.
- num parametros: aquı´ se guarda el nu´mero de para´metros que tiene la aplicacio´n.
- parametros: aquı´ se guarda el valor de los para´metros.
- num cpus: en este campo se almacena el nu´mero de cpus que necesita la aplicacio´n
para ejecutarse.
- memo necesaria: la memoria que necesita la aplicacio´n.
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A la hora de utilizar esta informacio´n para predecir el tiempo de ejecucio´n, estos
datos sera´n de gran ayuda. Ante la ejecucio´n de una nueva aplicacio´n, se buscara´n
trabajos, ya ejecutados, en el histo´rico con la misma aplicacio´n. Si se encuentra
la misma aplicacio´n, se estara´ buscando el tiempo de ejecucio´n entre aplicaciones
ide´nticas, por lo que so´lo habra´ que preocuparse de buscar el estado del cluster ma´s
parecido de entre esas ejecuciones. Si por el contrario no se encuentra la misma
aplicacio´n en el histo´rico, se debera´ buscar entre las aplicaciones que sean del mismo
tipo, que tengan el mismo nu´mero de para´metros, que necesiten el mismo nu´mero de
procesadores y que consuman una cantidad de memoria semejante a la de la aplicacio´n
con la que se van a comparar.
3.1.3. Tabla: cola
En la tabla cola quedara´ registrado el avance de los trabajos en la cola del sistema
durante su espera para ser ejecutados. De esta manera se podra´ saber, para cualquier
trabajo que haya sido ejecutado con anterioridad, junto a que trabajos coincidio´ en
la cola. Tambie´n podremos saber cuanto tiempo estuvo en cola. Ya que el sistema
contempla la posibilidad de gestionar varias colas, esta tabla tendra´ que guardar el
nombre de la cola.
El funcionamiento serı´a el siguiente, cada vez que llega un trabajo y es enviado a la
cola de espera se almacenara´n los siguientes datos: cola en la que ha entrado, posicio´n
que ocupa, el instante de tiempo. Una vez que el trabajo empieza su ejecucio´n se
guardara´ el instante de tiempo en que termino´ su espera y se comparara´ este tiempo con
el tiempo inicial para obtener el tiempo de espera en cola. Este tiempo se almacenara´ en
la tabla trabajos.
No so´lo se almacena la informacio´n del instante en que un trabajo llega a la cola y
la del instante en que la deja. Cada vez que sucede uno de estos eventos a cualquier
trabajo: arrive, schedule, finish o error se almacena el estado de la cola. De esa forma se
tiene almacenado el progreso de los trabajos en la cola de espera.
Estos son los atributos que constituyen la tabla cola.
Figura 3.4: Tabla cola.
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- cid: atributo que se utiliza para guardar el identificador de la cola. En la actualidad
so´lo existe una cola en el sistema pero en un futuro es posible que existan varias.
- nombre: nombre descriptivo de la cola.
- jid: identificador del trabajo del que se esta´ guardando la informacio´n.
- posicion en cola: posicio´n que esta´ ocupando en la cola.
- tmp inicial: tiempo inicial para esta posicio´n.
- tmp final: tiempo final para esta posicio´n.
- fecha inicial: fecha inicial para esta posicio´n.
- fecha final: fecha final para esta posicio´n.
- error: en este atributo se guarda si hubo o no un error durante su estancia en esta
posicio´n.
3.1.4. Tabla: ejecucio´n
En la Figura 3.5 se observan los atributos que forman esta tabla. Esta tabla
contendra´, como mı´nimo, una fila por cada nodo que participe en la ejecucio´n de un
trabajo . En ese registro estara´ guardado el tiempo inicial y el final en el que ese
nodo participo´ en la ejecucio´n del trabajo, ası´ como la memoria utilizada por el nodo.
Tambie´n estara´ disponible el grado de multiprogramacio´n del nodo. Es decir, el nu´mero
de trabajos que se estaban ejecutando en ese nodo en el momento en que se inicio´ la
ejecucio´n del nuevo trabajo.
Figura 3.5: Tabla ejecuciones.
- eid: identificador de ejecucio´n.
- jid: identificador del trabajo que se esta´ ejecutando.
- nid: identificador del nodo que participa en la ejecucio´n del trabajo.
- aid: identificador de la aplicacio´n relacionada con el trabajo.
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- tmp inicial: tiempo de inicio de la ejecucio´n para este nodo.
- tmp final: tiempo en el que finaliza la ejecucio´n para este nodo.
- fecha inicial: fecha en la que se inicia la ejecucio´n.
- fecha final: fecha en la que finaliza la ejecucio´n.
- memo: memoria usada por el nodo.
- mpl: grado de multiprogramacio´n del nodo.
3.1.5. Tabla: nodos
Esta tabla contiene la informacio´n sobre los nodos que forman el cluster. Los datos
son: el nombre de los nodos, pero en un futuro puede ser interesante guardar su
ubicacio´n y una breve descripcio´n del equipo para tareas de mantenimiento.
Figura 3.6: Tabla nodos.
- nid: identificador del nodo.
- nombre: nombre del nodo.
- ubicacion: ubicacio´n del nodo.
- descripcion: pequen˜a descripcio´n del equipo.
Durante la realizacio´n de este proyecto, el cluster constaba de 8 nodos: ao-
clp1,aoclp2,...,aoclp8.
3.1.6. Tabla: carga local prevista
En esta tabla se puede almacenar la informacio´n referente a la carga que los
nodos pueden tener no proveniente del sistema CISNE. Dependiendo de la utilizacio´n
del cluster, los procesadores estara´n parcialmente ocupados por las aplicaciones de
los usuarios. En esos casos, ese uso consumirı´a recursos de los nodos e influirı´a
negativamente en el tiempo de ejecucio´n de las aplicaciones paralelas. Es u´til saber
si existio´ esta carga en la ejecucio´n de un determinado trabajo.
Se da el hecho de que en las clases de pra´cticas de una determinada asignatura
se podrı´a caracterizar, aproximadamente, la carga de las aplicaciones que se utilizan.
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Normalmente se utilizan las mismas aplicaciones y bastarı´a con monitorizar una sesio´n
para ver el consumo de recursos en cuanto a memoria y cpu. La descripcio´n de la tabla
serı´a la siguiente:
Figura 3.7: Tabla carga local prevista.
- nid: identificador del nodo al que hacemos referencia.
- fecha inicial: dı´a y hora a la que asociamos una carga.
- fecha final: dı´a y hora a la que finaliza la carga.
- memo: memoria ocupada durante el periodo que dura la carga.
- cpu: CPU ocupada durante el periodo que dura la carga.
3.2. Carga de la Base de Datos
Como se describe en el capı´tulo de ana´lisis, se dispone de informacio´n sobre 2400
trabajos. Ahora bien, no todos estos trabajos se han introducido en la base de datos. La
informacio´n de 1560 trabajos se han introducido en el histo´rico mientras que la de 840
se han reservado para que hagan de conjunto de test. Con ese conjunto se medira´ el
resultado del me´todo de prediccio´n.
En la Figura 3.8 se puede ver la cantidad de trabajos de cada grupo que se han
destinado a formar parte del histo´rico o a formar parte del grupo de test.
Figura 3.8: Nu´mero de trabajos para el histo´rico y para experimentacio´n
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Las trazas de estos trabajos esta´n en unos ficheros llamados “output” que
se encuentran en un a´rbol de directorios que podrı´a ser perfectamente el a´rbol
representado en la Figura 3.8. Ası´ pues se ha creado un programa, implementado en
C, que escanea los ficheros que contienen las trazas e inserta todos los datos en el
histo´rico. Se lee traza por traza y se insertan los datos pertinentes en las distintas
tablas del histo´rico. La manera de utilizar este esca´ner desde la linea de comando serı´a
la siguiente:
ruta al fichero: especifica la ruta absoluta hasta el fichero de trazas.
tipo: especifica si las trazas pertenecen a trabajos de tipo MPI o PVM.
polı´tica: especifica una de las cuatro polı´ticas: NORMAL, JSTONE, 3DBF.UNIFRM,
3DBF.UNIPLS.
nu´m. secuencia trabajo especifica el nu´mero de trabajo que se asigna al primer trabajo
de la traza. Todos los ficheros de trazas comienzan con el trabajo nu´mero 1 pero
son trabajos diferentes por lo tanto tendra´n nu´meros identificativos diferentes en
la base de datos. En la Figura 3.9 se puede observar como cada vez que se escanea
un fichero de trazas se incrementa el nu´mero de secuencia.
Una ejecucio´n de este comando para un fichero de trazas cargarı´a toda la informacio´n
de las trazas en la base de datos. Como las trazas se encuentran en diferentes ficheros,
se ha creado un script para cargar todos los ficheros. El script se llama cargardb y carga
uno por uno todos los ficheros de trazas que se le indiquen. El contenido de ese script
para cargar las trazas en el histo´rico es el siguiente:
Figura 3.9: Script para cargar el Histo´rico
Toda esta informacio´n sobre los trabajos cargada en la base de datos forma la base
de experiencias sobre la que trabajar. Ahora se puede crear un me´todo de prediccio´n
para estimar el tiempo que un trabajo nuevo tardara´ en ejecutarse.
Antes de describir el me´todo de prediccio´n, es importante notar que el histo´rico
tambie´n puede ser utilizado para tener informacio´n sobre lo que ha pasado durante
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las ejecuciones de los trabajos. Una buena idea seria poder navegar por esta base
de datos con un sistema de visualizacio´n agradable. Una pa´gina web o un programa
cliente implementado con cualquier lenguaje compatible con MySQL que mostrara la
informacio´n de manera adecuada serı´a de gran utilidad para los administradores del
sistema CISNE.
A continuacio´n se presentan algunos ejemplos de la informacio´n que se puede
obtener mediante consultas en SQL. En la Figura 3.10 se observa un trabajo que
ejecuto´ la aplicacio´n llamada “is.A.4”, que se identifica por su aid=12. En la Figura
3.11 se pueden ver otros trabajos que ejecutaron esta aplicacio´n mientras la polı´tica
de gestio´n de cola era la “3dbf.uniform”. Obse´rvese en esta figura, en relacio´n a
lo comentado sobre la dificultad de predecir el tiempo de ejecucio´n, que la misma
aplicacio´n ejecutada cuando gobernaba la misma polı´tica de gestio´n tardo´ entre 30 y
150 unidades de tiempo.
Figura 3.10: Informacio´n sobre la aplicacio´n is.A.4
Figura 3.11: Otros trabajos que ejecutaron la aplicacio´n is.A.4
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Otro tipo de informacio´n que da una idea de hasta do´nde se puede llegar a trave´s de
la base de datos histo´rico es, la posicio´n en la que entro´ un trabajo en la cola, y cuanto
tiempo estuvo en cada posicio´n hasta que empezo´ su ejecucio´n. Esta informacio´n se
muestra en la Figura 3.12 referente al trabajo 315. Otro tipo de informacio´n se presenta
en la Figura 3.13, por medio del campompl(multiprogram level, que muestra con cuantos
trabajos coincidio´ en los diferentes nodos del cluster.
Figura 3.12: Posicio´n de entrada en la cola del trabajo 315
Figura 3.13: Informacio´n de los nodos donde se ejecuto´ el trabajo 315
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A partir de la informacio´n de esta consulta se podrı´a llegar a saber, que´ trabajos se
estaban ejecutando en esos nodos en los instantes considerados.
Aunque no se disponga de una herramienta de visualizacio´n de los datos a alto nivel,
mediante consultas como las que se han mostrado en esta seccio´n es posible obtener
toda la informacio´n de una forma clara y concisa. Es importante notar que si se quisiera
obtener esta informacio´n directamente de las trazas serı´a una tarea desalentadora. Por
ese motivo, se puede decir que, con el histo´rico se ha an˜adido una mejora a nivel
de poder consultar, de manera ra´pida y eficaz, informacio´n sobre las ejecuciones del
sistema.
3.3. Herramienta de Prediccio´n
El me´todo de prediccio´n implementado se basa en comparar trabajos utilizando la
te´cnica de las diferencias entre caracterı´sticas para hacer la prediccio´n. El punto de
partida sera´ encontrar las caracterı´sticas que definan los aspectos relevantes, para la
prediccio´n, de un trabajo. Esos aspectos sera´n los que hacen referencia a la aplicacio´n a
ejecutar y al estado del cluster. Con ese conjunto de caracterı´sticas se podra´ comparar
un nuevo trabajo con la base de experiencias. Para ello se utilizara´ la idea de distancia
entre caracterı´sticas. La suma de las distancias de cada caracterı´stica nos dara´ como
resultado la distancia total. Esta distancia total sera´ la referencia para saber el grado
de similitud de un nuevo trabajo con cualquier otro ejecutado en el pasado.
En la Figura 3.14 se pueden ver las tareas que realizara´ la herramienta de prediccio´n
ante la llegada de un nuevo trabajo al sistema:
1. Obtener la informacio´n de la aplicacio´n que forma el trabajo y la del estado del
cluster en la actualidad.
2. Insertar la informacio´n en el histo´rico
3. Consultar la base de datos histo´rico para obtener la lista de todos los trabajos
anteriores que ejecutaron esa aplicacio´n. En caso de no existir ejecuciones de la
misma aplicacio´n, se buscan ejecuciones de aplicaciones similares.
4. Comparar el nuevo trabajo con los de la lista del histo´rico. Se compara el estado del
cluster a la llegada del nuevo trabajo con el estado del cluster que habı´a cuando
llego´ el trabajo guardado en el histo´rico.
5. Elegir el trabajo ma´s parecido utilizando una funcio´n de distancia.
6. Dar como resultado el tiempo que tardo´ en ejecutarse el trabajo con ma´s grado de
similitud.
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Figura 3.14: Sistema inicial de prediccio´n.
3.3.1. Conjunto de caracterı´sticas
En la base de datos existe gran cantidad de informacio´n sobre los trabajos
ejecutados, por lo tanto es necesario seleccionar las caracterı´sticas que participara´n
en la prediccio´n. En principio, las caracterı´sticas posibles son las siguientes (divididas
en tres grupos):
1. Caracterı´sticas de la aplicacio´n:
Nombre aplicacio´n. Nombre que describe a la aplicacio´n.
Tipo aplicacio´n. El tipo de aplicacio´n: PVM, MPI.
Nu´mero de procesadores necesarios. Cantidad de procesadores que la aplica-
cio´n necesita para su ejecucio´n.
Memoria Necesaria. Cantidad de memoria que la aplicacio´n necesita para su
ejecucio´n.
2. Caracterı´sticas del estado de la cola:
Nombre de la cola. Identifica diferentes colas.
Polı´tica. El tipo de polı´tica de gestio´n de colas.
a) A la llegada del trabajo:
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Posicio´n de entrada. Informa de la cantidad de trabajos que hay por delante.
Trabajos. Identificadores de los trabajos que hay en la cola.
b) Al inicio de la ejecucio´n del trabajo:
Trabajos. Identificadores de los trabajos que quedan en la cola.
3. Caracterı´sticas del estado de los nodos:
Nodos. Nodos donde se ejecuto´ la aplicacio´n.
Nodo padre. Nodo donde se lanza la aplicacio´n.
MPL. Grado de multiprogramacio´n que hay en cada nodo.
Trabajos. Identificadores de los trabajos que se esta´n ejecutando en cada nodo.
Memoria. Memoria utilizada en cada nodo.
El nu´mero de caracterı´sticas es elevado, teniendo en cuenta que algunas carac-
terı´sticas, como el grado de multiprogramacio´n de cada nodo, la memoria utilizada o
los identificadores de los trabajos que coinciden ejecuta´ndose en un mismo nodo, van
multiplicadas por el nu´mero de nodos que participan en la ejecucio´n. En el peor de los
casos estarı´amos hablando de unas 35 caracterı´sticas, y en el mejor de 17. Un nu´me-
ro elevado de caracterı´sticas conlleva inconvenientes, entre los que se encuentran los
siguientes:
Riesgo de utilizar caracterı´sticas inadecuadas.
Alta correlacio´n entre caracterı´sticas. La aportacio´n que algunas caracterı´sticas
ofrecen para agrupar trabajos se compensa con la de otras caracterı´sticas y el
resultado final no sirve para diferenciar grupos.
Fronteras de decisio´n no lineales. Se hace extremadamente difı´cil decidir a partir
de que valor hay que decantarse por un trabajo o por otro.
Por otra parte, algunas de estas caracterı´sticas son de difı´cil comparacio´n. Por
ejemplo, a la hora de comparar dos listas de distintos trabajos y de distintos taman˜os
es difı´cil tomar un criterio adecuado para dar un ı´ndice de similitud o diferencia.
Por estos motivos es conveniente realizar un preprocesado de los datos. El
preprocesado suele contemplar:
Codificacio´n de los datos. Se normalizan las caracterı´sticas dentro de un rango
establecido.
Datos aislados. Los datos aislados provocan un error en la prediccio´n. Ignorar estos
datos mejora el resultado pero podemos estar eliminando un dato que mejore el
resultado.
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Figura 3.15: Eliminacio´n de los datos aislados.
Tratamiento de los datos incompletos o incorrectos. Se intenta modificar los datos
incorrectos o incompletos de la base de datos o incluso se eliminan.
Transformacio´n de las caracterı´sticas en otras ma´s eficientes. A este proceso se le
llama extraccio´n de caracterı´sticas porque suele conllevar una reduccio´n en la
dimensionalidad del espacio de caracterı´sticas.
Este preprocesado de los datos ayuda a manejar la informacio´n que se utilizara´ para
las comparaciones. Entre los puntos implementados se destaca la extraccio´n de ca-
racterı´sticas. El hecho de transformar la informacio´n contenida en varias caracterı´sti-
cas, agrupa´ndola en una sola caracterı´stica reduce considerablemente el total de carac-
terı´sticas a valorar. A continuacio´n se profundiza ma´s en este aspecto.
3.3.2. Extraccio´n de Caracterı´sticas
La obtencio´n de una nueva informacio´n (caracterı´stica) sobre las aplicaciones, ha
permitido mejorar tanto el error como la velocidad del me´todo implementado. Se trata
del termino jiffy (jiffies) que intentamos describir a continuacio´n.
Jiffies. Unidades (de tiempo) necesarias para la ejecucio´n de una tarea. No es una
medida absoluta. El tiempo asociado a un jiffy esta´ relacionado con la frecuencia
de reloj del sistema operativo.
Otra definicio´n del termino Jiffies puede ser: lapso de tiempo utilizado como
mı´nima unidad de asignacio´n en algunos sistemas Linux.
A partir de ahora se utilizara´n los jiffies como otra caracterı´stica de las aplicaciones.
En realidad es una medida equivalente, si sabemos el factor de equivalencia, al tiempo
de CPU pero independiente del procesador del sistema. Esta informacio´n ha sido
obtenida de los estudios de estabilidad realizados en el sistema, donde se han obtenido
los consumos medios en jiffies para cada una de las aplicaciones. Adema´s el consumo
en jiffies de cada aplicacio´n, es diferente segu´n la polı´tica del sistema.
Para poder utilizar esta informacio´n se an˜ade una nueva tabla a la base de datos que
estara´ relacionada con la tabla aplicaciones. Esta´ tabla se llama superficie (por la idea
de superficie computacional que ofrecen los jiffies).
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Figura 3.16: Nueva tabla con los jiffies y tiempo de cpu.
Gracias a los jiffies se pueden cambiar dos de las caracterı´sticas analizadas en el
apartado anterior. Tanto en las caracterı´sticas del estado de la cola como en las del
estado del cluster, existı´a una caracterı´stica que hacı´a referencia a que´ trabajos habı´a
en la cola o que trabajos habı´a en los nodos. Ahora se sustituye la lista de trabajos
por la suma de los jiffies de los mismos. Con este cambio se simplifica la comparacio´n,
ya que comparar una lista de 30 o 40 trabajos resulta costoso en tiempo y dificulta la
prediccio´n. Gracias a esta modificacio´n so´lo se necesita comparar un nu´mero. Algunas
de las ventajas de esta representacio´n son:
Es mucho ma´s fa´cil comparar dos nu´meros que una lista de n trabajos con las
consultas anidadas que eso significa.
Es independiente del nu´mero de trabajos. Cobra ma´s importancia el taman˜o total
de los trabajos que el nu´mero, ya que un trabajo grande puede equivaler en tiempo
a n trabajos pequen˜os.
Siguiendo con el propo´sito de reducir la dimensionalidad del conjunto de caracterı´sti-
cas hay que tener en cuenta un aspecto en cuanto a la bu´squeda de trabajos en la
base de datos. Ante la bu´squeda de todos los trabajos que ejecutaron una determinada
aplicacio´n, esta bu´squeda es ra´pida en el caso de que la aplicacio´n se haya ejecutado
anteriormente. En el caso de que la aplicacio´n no se haya ejecutado anteriormente el
sistema busca la aplicacio´n ma´s parecida segu´n tres caracterı´sticas:
Tipo. El tipo de aplicacio´n: PVM,MPI.
Nu´mero de CPUs. Nu´mero de CPUs que necesita para ejecutarse.
Memoria. Memoria que necesita para ejecutarse.
En cualquiera de los dos casos, e independientemente de que exista alguna
aplicacio´n similar en el histo´rico o no, se utiliza el nombre de la caracterı´stica(si aplica)
y la polı´tica en la propia consulta SQL. Esta manera de filtrar los trabajos por nombre
de la aplicacio´n y polı´tica de gestio´n reduce el nu´mero de comparaciones a realizar
y produce un error menor. Ası´ pues, estas 2 caracterı´sticas de la aplicacio´n no se
utilizan en el ca´lculo de las distancias porque ya se han utilizado en la pre-seleccio´n
de trabajos. Esto significa que el nu´mero de caracterı´sticas a utilizar se reduce en 2.
Hay que hacer notar que a partir de ahora, en todos los conjuntos de caracterı´sticas
que se describan, existira´n dos caracterı´sticas implı´citas. Estas caracterı´sticas sera´n el
nombre de la aplicacio´n y la polı´tica del sistema.
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Respecto a la informacio´n sobre el estado de la cola, aunque no forma parte de
este trabajo predecir el tiempo de espera en cola, si que interesa conocer co´mo estaba
la cola cuando el trabajo empezo´ a ejecutarse. Es importante porque este estado
puede dar una idea de lo saturado que estaba el sistema durante la ejecucio´n del
trabajo. Es decir, si una cola con 50 trabajos puede significar que un trabajo, que se
esta´ ejecutando, compartira´ recursos durante toda su ejecucio´n. Por el contrario una
cola vacı´a significara´, que el trabajo que se esta´ ejecutando, dispondra´ de todos los
recursos durante la mayor parte de su ejecucio´n. Este hecho influye de manera muy
importante en el tiempo que el trabajo tardara´ en ejecutarse. Teniendo en cuenta lo
citado hasta el momento, las caracterı´sticas que interesan principalmente son:
Polı´tica. Polı´tica de gestio´n del sistema.
TrabjosCola. Nu´mero de trabajos que habı´a en la cola en el momento del inicio de la
ejecucio´n.
JiffiesCola. Suma de los Jiffies de los trabajos que habı´a en la cola en el momento que
el trabajo empezo´ la ejecucio´n.
A destacar que con estos cambios, ahora la atencio´n sobre el estado de la cola se
centra en co´mo estaba la cola en el inicio de la ejecucio´n de un trabajo, mientras que
antes se centraba en co´mo estaba la cola cuando llego´ el trabajo.
En relacio´n a las caracterı´sticas del estado del cluster, un cambio realizado ha sido
eliminar la caracterı´stica que almacena los nodos donde se ejecuto´ el trabajo. Otro
caracterı´stica que se ha eliminado ha sido la que contenı´a la memoria consumida en
cada nodo participante en la ejecucio´n de un trabajo. Esa caracterı´stica se ha sustituido
por la suma de memoria utilizada de todos los nodos que participan en la ejecucio´n del
trabajo. El grado de multiprogramacio´n de cada nodo, se ha sustituido por la suma de
los grados de multiprogramacio´n de todos los nodos participantes en la ejecucio´n.
Por lo tanto, despue´s de todas las modificaciones que se han introducido, el conjunto
de caracterı´sticas resultante es:
TrabjosCola. Nu´mero de trabajos que habı´a en la cola en el momento del inicio de la
ejecucio´n.
JiffiesCola. Suma de los Jiffies de los trabajos que habı´a en la cola en el momento que
el trabajo empezo´ la ejecucio´n.
Nodo Padre. Es el nodo principal de los nodos que participan en la ejecucio´n del
trabajo. Es el nodo donde se lanza el trabajo.
MPL. Suma de los grados de multiprogramacio´n de todos los nodos.
JiffiesNodos. Suma de los jiffies de todos los trabajos que habı´a en los nodos.
Memoria. Suma de la memoria ocupada de todos los nodos.
Estas sera´n las caracterı´stica que se utilizara´n para calcular las distancias entre los
trabajos. Se realizara´n combinaciones para comprobar que caracterı´sticas minimizan el
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error. El resultado de estas combinaciones se podra´ ver en el capı´tulo de resultados.
Algunas de las ventajas que aporta esta reduccio´n de caracterı´sticas son:
1. Cuanto menor es la dimensio´n del espacio de entrada menor es el nu´mero de
para´metros a determinar.
2. Mayor velocidad de ca´lculo y de aprendizaje.
3. Ambos para´metros tienen un dependencia cuadra´tica de la dimensio´n por lo tanto
su reduccio´n es relevante.
Pero tambie´n implica un gran inconveniente:
Se puede perder mucha informacio´n.
Se ha intentado que la pe´rdida de informacio´n en el proceso de reduccio´n de
caracterı´sticas haya sido la mı´nima posible. En todo caso se ha perdido informacio´n
de detalle que ha sido englobada en nuevas caracterı´sticas. Ya que esta encapsulacio´n
se ha realizado teniendo en cuenta el objetivo de este trabajo, lo que se ha logrado
es mantener la informacio´n relevante de una manera ma´s a´gil de manejar para las
comparaciones.
Una vez creado el conjunto de caracterı´sticas apropiado el siguiente paso sera´ cal-
cular la distancia del conjunto de caracterı´sticas del trabajos al que haya que estimar
el tiempo de ejecucio´n y de los trabajos del histo´rico. El trabajo que obtenga la distan-
cia mı´nima sera´ el trabajo que se considerara´ ma´s parecido. Ese proceso se describe a
continuacio´n.
3.3.3. Eleccio´n del trabajo ma´s parecido
Existen diferentes maneras para calcular la distancia. Entre ellas esta´ la distancia
Euclı´dea y la distancia de Manhattan, cuyas fo´rmulas se expresan a continuacio´n:
DEuclidea(Tn, Th) =
√√√√ n∑
i=1
(CiTn− CiTh)2
DManhattan(Tn, Th) =
n∑
i=1
|CiTn− CiTh|
Donde Tn es el trabajo nuevo del que queremos predecir el tiempo de ejecucio´n, Th
es un trabajo del histo´rico con el que se esta´ comparando. CiTn es la caracterı´stica i del
trabajo nuevo, y CiTh es la caracterı´stica i del trabajo del histo´rico.
En la Figura 3.17 se puede ver la representacio´n gra´fica de estas dos maneras
diferentes de calcular la distancia.
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Figura 3.17: Distancia Euclı´dea y de Manhattan.
La primera intencio´n fue utilizar la distancia de Manhattan ya que las operaciones
que realiza son sumas y su ca´lculo es ra´pido. Pero las diferentes pruebas realizadas
han decantado la balanza por la distancia Euclı´dea, por obtener un error menor. Por lo
tanto, la funcio´n implementada para calcular la distancia de la suma de caracterı´sticas
es la distancia Euclı´dea.
3.3.4. Sintonizacio´n
Con este proceso se intenta mejorar la funcio´n de la distancia. Se ha descrito
anteriormente que la funcio´n utilizada para calcular la distancia entre trabajos es la
suma de las distancias entre caracterı´sticas:
DEuclidea(Tn, Th) =
√√√√ n∑
i=1
(CiTn− CiTh)2 (3.1)
Ahora bien, una de las mejoras que se pueden introducir consiste en asociar
peso a cada una de las caracterı´sticas. De esta forma, habra´ caracterı´sticas que
sera´n ma´s importantes que otras en el ca´lculo de la distancia total. Esa importancia
estara´ representada por un coeficiente que multiplicara´ la caracterı´stica. Modificando
ese coeficiente se puede dar ma´s o menos importancia a la caracterı´stica. Por lo tanto,
existe una segunda versio´n de la fo´rmula para calcular la distancia:
DEuclidea(Tn, Th) =
√√√√ n∑
i=1
Wi(CiTn− CiTh)2 (3.2)
El efecto que esto producirı´a en un espacio de 2 caracterı´sticas se muestra a
continuacio´n:
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Wi es el peso asociado a la caracterı´stica Ci. Elegir el peso adecuado para cada
caracterı´stica no es tarea fa´cil, no siempre lo intuitivo se refleja en los resultados, sobre
todo en sistemas tan complejos. Para una cantidad pequen˜a de caracterı´sticas se puede
hacer una bu´squeda, ma´s o menos, exhaustiva de los pesos sin demasiado coste en
tiempo. Los pesos, en este trabajo, varı´an entre 0 y 100 en incrementos o decrementos
de 5 unidades, con lo que buscar las posibles combinaciones de 2 o 3 caracterı´sticas es
viable. La bu´squeda de los pesos que hacen que el error sea mı´nimo es lo que se llama
sintonizacio´n.
En un marco con una cantidad de caracterı´sticas grande, la bu´squeda de los pesos
de forma exhaustiva supondrı´a dı´as o semanas de computo. Una manera alternativa
que requiere emplear tiempo en la implementacio´n, serı´a los algoritmos gene´ticos de los
que se hablaba en el inicio de este trabajo. Habrı´a que encontrar un individuo (conjunto
de pesos definidos por cromosomas) que minimize el error de la prediccio´n. La idea
ba´sica es que se empezara con un conjunto de individuos (vectores de pesos) que irı´an
evolucionando en cada iteracio´n en base a una funcio´n de adaptacio´n. Esta funcio´n de
adaptacio´n tendrı´a en cuenta el resultado obtenido en la prediccio´n y cuanto menor
sea el error medio obtenido por el individuo, mayor sera´ su posibilidad de existir en
la siguiente iteracio´n. De esta manera se conseguirı´a una sintonizacio´n que aunque
no tendrı´a por que ser la mejor si serı´a una solucio´n aceptable. Sin embargo, en este
trabajo se ha optado por la reduccio´n al mı´nimo de caracterı´sticas y no se cree oportuno
implementar la sintonizacio´n con algoritmos gene´ticos dado el gasto de tiempo que
supondrı´a.
3.3.5. Aceleracio´n del proceso de ca´lculo
Otro aspecto que se ha tenido presente en el disen˜o del me´todo de prediccio´n ha sido
minimizar el tiempo que la herramienta necesita parar dar un resultado. En este sentido
se han realizado diferentes esfuerzos.
La obtencio´n de las caracterı´sticas necesarias para la comparacio´n puede ser ma´s
o menos costosa en cuanto a tiempo. Se deben obtener las caracterı´sticas del trabajo
nuevo y las caracterı´sticas de los trabajos del histo´rico que se hayan seleccionado. Las
caracterı´sticas del trabajo nuevo son accesibles en el sistema real a trave´s de las clase
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job con lo que el coste en tiempo es mı´nimo. Ahora bien, en este trabajo los datos se
obtienen de la traza utilizada para el test. Esto significa que hay que acceder a disco con
la consecuente perdida de tiempo. Independientemente de esto, donde se emplea ma´s
tiempo es en la obtencio´n de los datos de todos los trabajos del histo´rico que van a ser
comparados, y en el ca´lculo de las diferencias. Recordemos las 6 caracterı´sticas:
TrabjosCola. Nu´mero de trabajos que habı´a en la cola en el momento del inicio de la
ejecucio´n.
JiffiesCola. Suma de los Jiffies de los trabajos que habı´a en la cola en el momento que
el trabajo empezo´ la ejecucio´n.
Nodo Padre. Es el nodo principal de los nodos que participan en la ejecucio´n del
trabajo. Es el nodo donde se lanza el trabajo.
MPL. Suma de los grados de multiprogramacio´n de todos los nodos.
JiffiesNodos. Suma de los jiffies de todos los trabajos que habı´a en los nodos.
Memoria. Suma de la memoria ocupada de todos los nodos.
La obtencio´n de las caracterı´sticas TrabajosCola y MPL supone u´nicamente la
consulta a un campo de la base de datos. La caracterı´stica MPL se consigue accediendo
a cada nodo donde se ejecuto´ el trabajo. Este dato, tambie´n se puede conseguir con una
consulta que sume el dato de cada nodo. Sin embargo, con el disen˜o inicial de la base de
datos, obtener las caracterı´sticas JiffiesCola y JiffiesNodos supone un importante gasto
de tiempo. Hay que obtener la lista de los trabajos, buscar la aplicacio´n que ejecuto´ cada
trabajo, obtener los jiffies de cada aplicacio´n de otra tabla, y finalmente hacer la suma
de todos los jiffies. En los nodos el nu´mero de trabajos en ejecucio´n no sera´ muy elevado,
pero en la cola el nu´mero de trabajos puede ser del orden de 50 o 100.
Una manera de solucionar este problema, es hacer los ca´lculos en el momento que un
trabajo inicia la ejecucio´n. En el sistema real se disponen de todos los datos necesarios.
Se calcuları´a una sola vez y se guardarı´a en unas nuevas tablas. De esta manera cuando
en el futuro se quiera obtener los jiffies que habı´a en la cola, so´lo habra´ que hacer una
consulta a una tabla que contendra´ el trabajo y la suma de los jiffies que habı´a en ese
momento. Evitamos ası´ las consultas mu´ltiples y las operaciones posteriores.
Para poder hacerlo, se han introducido dos tablas nuevas en nuestra base de datos
histo´rico.
La tabla estado inicial nodos permite obtener de manera directa tanto los jiffies de
los trabajos que se estaban ejecutando como la suma de los MPLs de los nodos.
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Por otro lado la tabla estado schedule cola permite obtener de forma directa el
nu´mero de trabajos que habı´a en la cola y la suma de sus jiffies.
Con la introduccio´n de estas tablas se obtienen los datos de manera directa con lo
que la ganancia en tiempo es notable.
Otro aspecto interesante donde ganar tiempo es evitando las operaciones con
decimales. Si, por ejemplo, la normalizacio´n de las distancias entre caracterı´sticas se
habı´a hecho entre (0,1) se cambia a (0,100) para evitar operaciones con decimales.
Con todos estos cambios de disen˜o e implementacio´n se consigue un sistema ma´s
eficiente en la prediccio´n.
57
Capı´tulo 4
Experimentacio´n Realizada y
Resultados
4.1. Entorno de Experimentacio´n
Toda la experimentacio´n se ha llevado a cabo en un equipo independiente al sistema
LoRaS con el fin de trabajar de manera paralela y sin interferir en su desarrollo. Se
ha utilizado un ordenador personal donde se han instalado el sistema operativo y
recursos necesarios para la implementacio´n del histo´rico y herramienta de prediccio´n.
A continuacio´n se describen las caracterı´sticas del equipo de pruebas:
Observando las caracterı´sticas del equipo se puede notar que estamos hablando de
un ordenador de bajas prestaciones. Uno de los ı´ndices de prestaciones que utilizaremos
para medir el resultado de la herramienta de prediccio´n es el tiempo promedio que se
tarda en dar el resultado. En este sentido se puede decir que, con toda probabilidad, el
equipo donde se instale finalmente la herramienta sera´ superior en prestaciones. Hoy
dı´a un ordenador personal de gama baja dobla la capacidad en MegaFLOPS del equipo
de pruebas.
En la figura 4.1 se esquematiza su funcionamiento que ha sido descrito con ma´s
detalle en el capı´tulo de Disen˜o e Implementacio´n.
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Figura 4.1: Esquema(argumentos/resultado) de la herramienta.
A la herramienta de prediccio´n se le pasan como argumentos el fichero de trazas de
una determinada polı´tica y el nu´mero de trabajo al que queremos predecir el tiempo de
ejecucio´n. La herramienta se encarga de extraer los datos necesarios sobre el trabajo y
el estado del cluster del fichero de trazas. Estos datos son, principalmente, la aplicacio´n
contenida en el trabajo, el estado del cluster y el estado de la cola. Co´mo resultado
esta herramienta nos ofrece el tiempo estimado de ejecucio´n, el tiempo real que tardo´ el
trabajo en ejecutarse y el error en la estimacio´n.
Para obtener el dato promedio se predice la totalidad de trabajos contenidos en todos
los ficheros de trazas. De esa manera se obtiene el error promedio para todas las trazas
disponibles sea cual sea su polı´tica. Tambie´n se puede medir el tiempo en realizar la
totalidad de las predicciones y dividirlo por el nu´mero de trabajos que hay en el fichero
de trazas. De esta forma se obtiene el tiempo promedio consumido en realizar una
prediccio´n.
4.2. I´ndices de Prestaciones
Para poder medir y comparar los resultados obtenidos es conveniente establecer los
ı´ndices de prestaciones. En este caso los ı´ndices son dos:
1. Error medio: error promedio cometido al predecir el tiempo de ejecucio´n los
trabajos contenidos en un fichero de trazas.
2. Tiempo promedio: el promedio del tiempo gastado en la prediccio´n de un conjunto
de trabajos contenidos en un fichero de trazas.
Con estas dos medidas se dispone de dos ı´ndices que permiten evaluar los
resultados. De esta forma se puede saber de manera objetiva si las modificaciones,
realizadas en la herramienta de prediccio´n, mejoran el sistema.
Cuanto menor sea el error medio y menor el tiempo promedio de prediccio´n, mejor
sera´ la herramienta que se ha desarrollado en este trabajo.
59
4.3. Metodologı´a empleada
Antes de continuar se hace preciso notar que previo a la aplicacio´n de la metodologı´a
para obtener los resultados finales, se han realizado multitud de pruebas. Estas pruebas
se han realizado con el objetivo de implementar y probar las mejoras descritas en el
apartado de Disen˜o e Implementacio´n.
Una vez que el sistema contempla las mejoras, es necesario proceder segu´n una
metodologı´a que ayude a concretar posibilidades y a llegar a conseguir un buen
resultado.
Llegados a este punto se tienen 6 caracterı´sticas sobre los trabajos y el estado del
cluster. Se trata de buscar las combinaciones entre estas caracterı´sticas que minimicen
el error medio cometido. Hay varias metodologı´as para intentar buscar la combinacio´n
de caracterı´sticas que mejor resultado ofrezca. Algunas de estas metodologı´as son:
Me´todos exhaustivos Consiste en probar todas las posibles combinaciones entre las
caracterı´sticas.
Seleccio´n por pasos Consiste en seleccionar la caracterı´stica con la que se comete
el menor error e ir an˜adiendo la siguiente que mejor combine con ella,
ası´ sucesivamente hasta que no haya ninguna mejorı´a.
De las dos metodologı´as enumeradas se ha utilizado la segunda. Se estudiara´n las
caracterı´sticas de una en una y se obtendra´ cual minimizan el error de prediccio´n. A
partir de esa caracterı´stica se ira´n an˜adiendo otras y se volvera´ a estudiar el resultado.
Por lo tanto se va ha utilizar una metodologı´a de seleccio´n por pasos. En una primera
iteracio´n no se usara´n pesos para ponderar las caracterı´sticas. En la segunda iteracio´n
se utilizara´n pesos que multiplicara´n cada una de las caracterı´sticas combinadas con el
fin de ver si esta modificacio´n mejora los resultados obtenidos.
4.4. Resultados obtenidos
En el apartado anterior se ha descrito la metodologı´a a emplear. Aplicando esta
metodologı´a, en la figura 4.2 se puede ver el resultado para cada una de las 6
caracterı´sticas que forman el conjunto.
Figura 4.2: Error medio de prediccio´n con 1 caracterı´stica
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Se observa que la mejor de estas caracterı´sticas es la caracterı´stica JiffiesNodos. Y
que, con so´lo esta caracterı´stica se consigue un error del 41% en un tiempo de 0,18
segundos. En este punto se puede observar el beneficio de las mejoras introducidas en
el sistema. Se ha pasado de un error medio del 69% a un error medio del 41%.
Siguiendo con la metodologı´a, a continuacio´n se muestran las combinaciones de esta
caracterı´stica con las dema´s:
Figura 4.3: Error medio de prediccio´n con 2 caracterı´stica
Ninguna de las combinaciones mejora el resultado obtenido utilizando so´lo la
caracterı´stica JiffiesNodos. Seguidamente mostramos los mejores resultados de todas
las combinaciones realizadas para 3,4,5 y 6 caracterı´sticas.
Figura 4.4: Error medio de prediccio´n con 3 caracterı´stica
Figura 4.5: Error medio de prediccio´n con 4 caracterı´stica
Figura 4.6: Error medio de prediccio´n con 5 caracterı´stica
Figura 4.7: Error medio de prediccio´n con 6 caracterı´stica
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Los datos de estas tablas muestran que el aumento en el nu´mero de caracterı´sticas
empeora los resultados. La figura 4.8 muestra una gra´fica donde se puede ver esta
relacio´n.
Figura 4.8: Error medio segu´n nu´mero de caracterı´sticas
Estos resultados son un poco sorprendentes, ya que se podı´a esperar que, cuantas
ma´s caracterı´sticas se tuvieran en cuenta, menos error se cometerı´a. Pero co´mo ya se
ha ido introduciendo en otras secciones, esto no es ası´. En este caso el aumento en
nu´mero de caracterı´sticas introduce incertidumbre.
Hasta ahora el mejor resultado es de un error medio del 41% en la prediccio´n
del tiempo de ejecucio´n. Siguiendo con la metodologı´a, seguidamente se muestran los
resultados teniendo en cuenta los pesos.
Si se vuelve a mirar la tabla de la figura 4.9 se puede observar que hay caracterı´sticas
que funcionan mejor para unas polı´ticas que para otras. Esto depende de la naturaleza
de cada polı´tica. Por este motivo, se utilizara´n combinaciones diferentes de pesos segu´n
el la polı´tica que gobierne el sistema.
Figura 4.9: Error medio con 1 caracterı´stica
El hecho de tener las trazas de test separadas por tipo de trabajo y por polı´tica
facilita esta tarea. Tiene sentido realizar sintonizaciones de los pesos diferentes para
cada conjunto de test, dependiendo del tipo de trabajo y de la polı´tica utilizada. Ası´ se
obtienen sintonizaciones ma´s ajustadas para cada tipo de trabajo y de polı´tica. Esta
distincio´n permitira´, ante la llegada de un trabajo nuevo, seleccionar la sintonizacio´n
dependiendo de su tipo y de que polı´tica se este´ llevando a cabo en el sistema.
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En la figura 4.10 se pueden ver los resultados del predictor sintonizado para 2
caracterı´sticas:
Figura 4.10: Error medio con 2 caracterı´sticas sintonizadas
La mejor de las combinaciones entre caracterı´sticas obtiene un resultado por debajo
del 32% de error medio. Se trata de la combinacio´n de la caracterı´stica JiffiesNodos y
la caracterı´stica JiffiesCola. En la figura 4.11 se pueden ver los pesos, segu´n el tipo de
trabajo y polı´tica, que hacen posible este resultado. El peso W1 es el que multiplica a la
caracterı´stica JiffiesNodos y el peso W2 a la caracterı´stica JiffiesCola. Esto supone un
salto de calidad importante en lo que se refiere a la capacidad de prediccio´n del sistema.
En cuanto al tiempo promedio que se tarda en hacer la prediccio´n, so´lo se emplea una
cente´sima de segundo ma´s.
Figura 4.11: Pesos asociados a JiffiesNodos y JiffiesCola
En la figura 4.10 se observa que la segunda combinacio´n con mejor resultado
es la combinacio´n con la caracterı´stica TrabajosCola. A continuacio´n se muestra las
combinaciones de las dos mejores caracterı´sticas con la caracterı´stica TrabajosCola o
con la caracterı´stica (4) MPL:
Figura 4.12: Resultados de tres caracterı´sticas sintonizado
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En esta ocasio´n se reduce el error. Se obtiene un error medio del 30%, lo que supone
una pequen˜a mejora respecto al resultado anterior. Siguiendo con la metodologı´a,
veamos que ocurre si combinamos las cuatro caracterı´sticas:
Figura 4.13: Resultados de cuatro caracterı´sticas sintonizado
Se observa que no hay mejora en el error medio. A partir de aquı´, en las diferentes
combinaciones que se han probado, no se ha encontrado ninguna combinacio´n de 4,5
o 6 caracterı´sticas que mejore el error de prediccio´n. En la siguiente tabla puede verse
un resumen de los mejores resultados obtenidos:
Figura 4.14: Mejores Resultados.
Las opciones 3 y 4 son las que menos error medio cometen. A continuacio´n se
muestran los errores segu´n la polı´tica:
Figura 4.15: Mejores combinaciones
Se puede ver que existe una diferencia entre los resultados de las dos opciones para
los trabajos de tipo MPI con polı´tica normal. Mientras que en la opcio´n con menor error
total se comete un 62.3% de error en este apartado, en la otra opcio´n se comete un
56.1% de error. A pesar de un error medio global un 0.53% mayor, la 4 opcio´n es
preferible a la 3 ya que reduce en un 6.2% el error para los trabajos de tipoMPI y polı´tica
normal. De esta forma el error para este tipo de trabajos bajarı´a del 60%. Pensamos que
es mejor bajar este error un 6.2% y subir un 0.53% el error global.
La eleccio´n como mejor resultado es la opcio´n 4. Las tres caracterı´sticas que se han
utilizado para el ca´lculo de las distancias, y por tanto para encontrar los trabajos ma´s
parecidos son las siguientes:
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JiffiesNodos: Suma de los jiffies de los trabajos que se estaban ejecutando en los nodos
en el momento del inicio de la ejecucio´n del trabajo.
JiffiesCola: Suma de los jiffies de los trabajos que estaban esperando en la cola justo
cuando el trabajo empezo´ a ejecutarse.
MPL: Suma de los grados de multiprogramacio´n que habı´a en los nodos en el momento
del inicio de la ejecucio´n del trabajo.
La fo´rmula de la distancia que se ha utilizado para buscar el trabajo ma´s parecido es la
siguiente:
Distancia(Tn, Th) =
√
W1 ∗ d(JiffiesNodos)2 +W2 ∗ d(JiffiesCola)2 +W3 ∗ d(MPL)2
Para conseguirlo se ha sintonizado el me´todo para cada tipo de trabajo y polı´tica. Los
pesos asociados a estas caracterı´sticas que consiguen este error son:
Para concluir con este capı´tulo, resumir que se ha conseguido un me´todo que
utilizando tres caracterı´sticas comete un error medio del 30.1%. Para ello el me´todo
consume menos de 0.2 segundos de tiempo promedio por prediccio´n.
4.5. Ana´lisis de los Resultados
Durante todas las pruebas se ha observado que los resultados de algunas polı´ticas
has sido siempre peores que los resultados de otras. Si observamos la figura 4.16 los
resultados en funcio´n del binomio tipo de trabajo polı´tica.
Figura 4.16: Comparacio´n de resultados por polı´ticas
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Mientras que para la polı´tica Jstone se obtienen unos excelentes resultados, para
otras polı´ticas el resultado supera incluso el 50% de error medio.
Mientras que hay resultados que son lo´gicos, otros requieren un estudio ma´s
detallado para su comprensio´n. Respecto a los primeros, es lo´gico que los mejores
resultados sean para la polı´tica Jstone ya que esta polı´tica se caracteriza por ejecutar
un u´nico trabajo en todo el cluster. Hasta que el trabajo no termina no entra el siguiente
a ejecutarse. En estas condiciones los tiempos de ejecucio´n siempre son ma´s parecidos
que si la carga del cluster fuera variable.
Por otro lado, la polı´tica Normal para los tipos de trabajo MPI es la que presenta
los peores resultados. Si se estudia el resultado del test para esta polı´tica se
observan algunas particularidades. Se han predicho 72 trabajos que han ejecutado 16
aplicaciones diferentes. De esos 72 trabajos, 22 han sufrido un error de prediccio´n
mayor al 100% del tiempo predicho. Lo particular de este caso es que esos 22 han
ejecutado so´lo 3 aplicaciones. Es decir, el me´todo funciona mal para la prediccio´n de
3 de las 16 aplicaciones. Si no tuvie´ramos en cuenta esas 3 aplicaciones, el resultado
pasarı´a de un error del 56.1% al 31.1%. En la figura 4.17 se pueden observar las 16
aplicaciones con el nu´mero de trabajos que las han ejecutado en el test y el error medio
cometido.
Figura 4.17: Error medio por aplicacio´n ejecutada.
Se observa que la aplicacio´n is.A.2 es la aplicacio´n que ma´s veces se ha ejecutado
y precisamente es la que peor funciona para la prediccio´n. Tanto es ası´ que si no
conta´ramos con esta aplicacio´n, el error medio quedarı´a en un 43.6%.
Hay una explicacio´n para estos casos. Este alto porcentaje de error en la prediccio´n
del tiempo de ejecucio´n de algunas aplicaciones se debe al estado del cluster. Un estado
del cluster que viene definido para esta polı´tica segu´n las 3 caracterı´sticas utilizadas
para definirlo y sus pesos. Segu´n esta configuracio´n, la herramienta de prediccio´n
no encuentra en el histo´rico ejecuciones parecidas. En 14 de las 15 ocasiones so´lo
encuentra ejecuciones un 15% parecidas en el histo´rico. El error cometido en estos
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casos es muy grande. Sin embargo, en una ocasio´n, encuentra en el histo´rico una
ejecucio´n ide´ntica en cuanto a la similitud de las 3 caracterı´sticas. En esa ocasio´n
el error cometido es del 0%.
Una apreciacio´n que hay que tener en cuenta es que durante los test no se actualiza
el histo´rico. Esto se hace para no perder el conjunto de test, ya que si se guardaran los
datos en el histo´rico no quedarı´an trazas ine´ditas para probar. Este funcionamiento es
diferente de como funcionarı´a el sistema real. En el sistema real, con cada ejecucio´n
se actualizarı´a el histo´rico. De esta forma, el error se irı´a reduciendo a medida que el
histo´rico se fuera actualizando ya que las u´ltimas ejecuciones de una aplicacio´n suelen
ser las ma´s parecidas a la siguiente.
Por lo tanto cabe esperar que en el sistema real, el error en estos casos aislados se
suavice contribuyendo a una disminucio´n del error medio total.
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Capı´tulo 5
Conclusiones
5.1. Objetivos Alcanzados y no alcanzados
A continuacio´n se enumeran los objetivos iniciales del proyecto valorando si se han
alcanzado:
Creacio´n del histo´rico: se ha creado una base de datos que contiene ma´s informacio´n
de la necesaria para la prediccio´n. De esta forma se puede utilizar el histo´rico para
otras tareas como el estudio del sistema y su administracio´n. Por estas razones se
considera alcanzado este objetivo.
Herramienta de prediccio´n se ha creado una herramienta off-line de prediccio´n que
consigue predecir el tiempo de ejecucio´n en menos de 0.2 segundos y con un error
medio del 30%. Cuando se marco´ este objetivo se tomo´ como referencia el trabajo
de [8] que conseguı´a un error medio del 37%. Por lo tanto se considera este objetivo
cumplido.
Soporte para polı´ticas de ordenacio´n de cola: se considera que la herramienta de
prediccio´n puede utilizarse para la implementacio´n de las polı´ticas: Shortest Job
First,Largest Job First, y otras que necesitan hacer estimaciones del tiempo de
ejecucio´n de los trabajos.
Soporte para polı´ticas de seleccio´n de trabajos: se considera cumplido el objetivo de
dar soporte para la implementacio´n de la te´cnica del backfilling que, tambie´n,
necesita estimaciones del tiempo de ejecucio´n.
Soporte para el turnaround: se considera cumplido el objetivo de dar soporte para
el ca´lculo del turn-around ya que la herramienta de prediccio´n puede ayudar al
simulador del sistema CISNE a obtener el tiempo de espera en cola. De esta forma
sumando los dos tiempos se obtendrı´a el turn-around.
Aunque los objetivos han sido conseguidos, la utilidad de este trabajo depende del
grado de integracio´n y utilizacio´n que esta herramienta alcance en el sistema CISNE.
Esto depende de que CISNE siga desarrolla´ndose y de la utilizacio´n que se haga de esta
herramienta de prediccio´n.
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5.2. Posibles Ampliaciones
Durante la realizacio´n de este trabajo han surgido algunas ideas que podrı´an
dar lugar a interesantes aplicaciones. Estas ampliaciones pueden dotar de ma´s
funcionalidad a la herramienta de prediccio´n y el histo´rico o simplemente mejorar sus
prestaciones. Se citan a continuacio´n:
1. Buscar una alternativa de prediccio´n para los casos con mayor porcentaje de error.
Ciertas aplicaciones con determinadas polı´ticas aumentan el error de prediccio´n
debido. Esto se sucede porque los estados del cluster guardados en el histo´rico
son muy diferentes del que hay en momento en el que hay que hacer la prediccio´n.
Para este tipo de casos se puede utilizar la capacidad que tiene la herramienta de
conocer la coincidencia entre los estados del cluster. De esta manera si se detecta
que la coincidencia es muy baja, se podrı´a optar por buscar la aplicacio´n ma´s
parecida de entre las que tuviesen el estado del cluster ma´s parecido.Esta es una
posibilidad que no ha dado tiempo de probar y que puede ser interesante.
2. La integracio´n en el sistema CISNE implementado las polı´ticas de ordenacio´n de
cola y seleccio´n de nodos.
3. Una buena herramienta para la administracio´n y el estudio del sistema CISNE
serı´a una GUI (Graphic User Interface) para hacer consultas a la base de datos
histo´rico. Por ejemplo una pa´gina web, de manera que mediante conexio´n con la
base de datos se pudiera navegar de forma amigable por los datos del histo´rico.
5.3. Seguimiento de la Planificacio´n
En los capı´tulos 1 y 2 se presento´ la planificacio´n temporal de las tareas a realizar
en este trabajo. En algunas de las tareas se han producido desviaciones respecto a esa
planificacio´n. En la figura 5.1 se observa la planificacio´n temporal de las tareas y el
tiempo real que cada tarea ha necesitado.
En la figura 5.1 se han marcado, en rojo, puntos donde existen diferencias respecto
a la planificacio´n inicial. A continuacio´n se enumeran estos puntos marcados en rojo
justificando el porque´ de estas diferencias respecto a lo planificado:
1. El ana´lisis y documentacio´n se ha extendido considerablemente en el tiempo
ya que esta tarea no so´lo ha sido analizar el estado del arte y llegar a
una solucio´n propuesta. Se han an˜adido tareas de manera que el proceso de
documentacio´n se ha realizado paralelamente con otras tareas, llegando hasta la
etapa implementacio´n de la herramienta de prediccio´n. Las principales tareas del
ana´lisis y documentacio´n han sido:
Estudio del trabajo donde se enmarca este proyecto, para su comprensio´n y
situacio´n dentro del marco adecuado.
Estudio de diferentes trabajos ([8, 9, 10, 11, 12, 15, 14]) sobre prediccio´n del
tiempo de ejecucio´n para contemplar el estado del arte.
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Figura 5.1: Comparativa entre la planificacio´n y el tiempo real de las tareas.
Configuracio´n de una solucio´n para abordar el problema.
Documentacio´n de MySQL.
Documentacio´n sobre co´mo mejorar la prediccio´n en cuanto a resultados y
velocidad.
2. Las tareas de preparacio´n del equipo se han realizado antes de lo planificado. Nada
ma´s tomar la decisio´n de que se utilizarı´a un equipo off-line con MySQL, como
motor de base de datos, se instalo´ el software necesario de manera conjunta y de
manera paralela a otras tareas.
3. Respecto al disen˜o,creacio´n y carga de la base de datos, el trabajo tambie´n se
realizo´ en menos tiempo del esperado. Sin embargo las mejoras introducidas en la
herramienta de prediccio´n para reducir el tiempo de respuesta y el error cometido
provocaron que se tuviera que modificar la base de datos y ser nuevamente cargada
con datos adicionales.
4. La herramienta de prediccio´n ha sido lo que ma´s tiempo ha necesitado y donde
ma´s diferencias ha habido respecto a la planificacio´n. La explicacio´n para esta
diferencia es que conforme se han ido obteniendo resultados y analizando se
han ido buscando e introduciendo funcionalidades para mejorar. Esta manera de
proceder segu´n la metodologı´a en espiral ha permitido la introduccio´n de muchas
mejoras, pero tambie´n a provocado que esta parte del trabajo consumiera ma´s
tiempo del previsto inicialmente. En la siguiente figura se pueden los pasos a seguir
en cada una de las vueltas de la espiral:
70
71
Referencias
[1] E. Martı´, “Apunts de l‘Assignatura Bases de Dades I.” Universitat
Auto`noma de Barcelona.
[2] Marı´a Vanrell, “Apunts de l‘Assignatura Intel.lige`ncia artificial I.”
Universitat Auto`noma de Barcelona.
[3] Jordi Vitria`, “Apunts de l‘Assignatura Intel.lige`ncia artificial II.”
Universitat Auto`noma de Barcelona.
[4] M. J. FLynn, ”Very High Speed Computing Systems” En Proceedings of the
IEEE, Volume 54(12), pp. 1901-1909, Diciembre 1966
[5] M. J. FLynn, ”Some Computer Organizations and Their Effectiveness” n
IEEE Transactions on Computing, Vol. C-21, No. 9, pp. 948-960 - Septiembre
1972.
[6] E. E. Johnson, C¸ompleting an MIMD multiprocessor taxonomy” En
Computer Architecture News, Volume 16(3), pp. 44-47 - Junio 1988.
[7] Referencias Mauricio Hanzich, “Combinando Space y Time-Sharing en
una NOW no Dedicada” Tesis Doctoral. Universitat Auto`noma de Barcelona.
[8] Referencias W. Smith and P. Wong, “Resource Selection Using Execution
and Queue Wait Time.” NAS Technical report Number: NAS-02-003, 2002.
[9] P. Dinda, “Inline Prediction of the Running Time of Tasks.” In
Proceedings of the The 10th IEEE International Symposium on High
Performance Distributed Computing, 2001.
[10] W. Smith, Ian Foster and V. Taylor, “Predicting application Run Times
Using Historical Information.” Argonne National Laboratory and northwes-
tern University,1998.
[11] Richard Gibbons, “A Historical Application Profiler for Use by Parallel
Schedulers.” University of British Columbia, 1997.
[12] A. Downey, “Predicting Queue Times on Space-Sharing Parallel Compu-
ters.” In Proceedings of the 11th international Parallel Processing Sympo-
sium, 1997.
[13] C. McCann y J. Zahorjan, “Scheduling Memory Constrained Jobs on
Distributed Memory Parallel Computers.” In Proceedings of the 1995 ACM
72
SIGMETRICS joint international conference on Measurement and modeling
of computer systems,1995.
[14] M. Hanzich, F. Gine´, P. Herna´ndez, F. Solsona y E. Luque, “Effects and
Limits of the Multiprogramming Level on a non-dedicated Cluster.” In
Proceedings of VecPar 2004, Volume 3, 2004.
[15] K. Aida, “Effect of Job Size Characteristics on Job Scheduling Perfor-
mance.” In 6th Workshop on Job Scheduling Strategies for Parallel Proces-
sing, 2000.
[16] Y. Zhang, H. Franke, J. E. Moreira y A. Sivasubramaniam, “A Comparative
Analysis of Space- and Time-Sharing Techniques for Parallel Job
Scheduling in Large Scale Parallel Systems.” In IEEE Transactions on
Parallel and Distributed Systems, 2002.
73
Ape´ndice A
Preparacio´n de la BD Histo´rico
En este ape´ndice se detallan los pasos a seguir para la creacio´n de la base de datos
histo´rico en MySQL. Tambie´n se describe co´mo inicializarla con las trazas disponibles.
El primer paso que hay que dar es instalar el servidor de MySQL. Dependiendo de
sistema operativo que se utilice esta operacio´n puede variar. En este caso, al tratarse del
sistema operativo Mandriva Linux, la instalacio´n se realiza mediante el administrador de
paquetes URPMI o su interfaz gra´fica RPMDRAKE. La versio´n instalada ha sido MySQL-
Max-4.1.11, pero se pueden instalar las nuevas versiones sin problema. Si se dispone
de conexio´n a Internet y los repositorios esta´n actualizados, simplemente con ejecutar
como root el comando urpmi mysql-max el sistema nos ofrece la posibilidad de elegir los
paquetes necesarios.
Una vez que el servidor de MySQL esta´ instalado, se puede crear la base de datos. El
co´digo que crea la base de datos esta´ contenido en el fichero crear db.sql. Este fichero
crea las tablas y relaciones descritas en esta memoria. Adema´s inserta en la tabla nodos
sus nombres, y en la tabla superficie los jiffies de cada aplicacio´n segu´n el tipo de
polı´tica.
Para que la herramienta de prediccio´n acceda a la base de datos es necesario crear
un usuario para la conexio´n. A este usuario se le ha llamado “loras”. Los comandos
necesarios para crear este usuario esta´n guardados en el fichero crear usuario loras.sql.
El contenido de este fichero se muestra a continuacio´n:
El siguiente paso a realizar es cargar la base de datos con la informacio´n de los
ficheros de trazas. Para ello se ha creado una utilidad en lenguaje C que escanea los
ficheros de trazas para introducir los datos en el histo´rico. El fichero con el co´digo fuente
se llama rellenar.c y para compilarlo hay que ejecutar el siguiente comando:
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Una vez compilada se puede ejecutar la herramienta. Al compilarla se le ha llamado
escaner. La sintaxis es la siguiente:
ruta al fichero: especifica el directorio donde se encuentra el fichero.
tipo: especifica si el fichero contiene trazas de trabajos de tipo MPI o PVM.
polı´tica: especifica la polı´tica del fichero de trazas: NORMAL, JSTONE, 3DBF.UNIFRM,
3DBF.UNIPLS.
nu´m. secuencia trabajo especifica el nu´mero de trabajo que se asignara´ al primer
trabajo del fichero. Todos los ficheros de trazas comienzan con el trabajo nu´mero 1
pero son trabajos diferentes por lo tanto tendra´n nu´meros identificativos diferentes
en la base de datos.
Con el fin de automatizar el escaneo de los fichero de trazas, se ha crado un script
para cargar la informacio´n de todos los ficheros. El script se llama cargardb y escanea
uno por uno todos los ficheros de trazas que se le indiquen. Para el caso particular en
el que las trazas se encuentre ubicadas en un a´rbol de directorios como el de la Figura
A.1, el contenido del script para escanear todos los ficheros de trazas serı´a el mostrado
en la Figura A.2.
Figura A.1: Ubicacio´n de las trazas.
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Figura A.2: Contenido del script cargardb.
Con esta carga, el histo´rico queda inicializado y preparado para servir consultas
relacionadas con los trabajos almacenados.
En resumen, la base de datos se crea insertando estas tres instrucciones en la
consola del sistema:
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Ape´ndice B
Utilizacio´n de la Herramienta de
Prediccio´n
El co´digo fuente de la herramienta de prediccio´n se encuentra en un fichero llamado
predictor.c. La forma de compilar el fichero se muestra a continuacio´n:
Al programa ejecutable se le ha llamado test. La sintaxis del ejecutable es la siguiente:
Por ejemplo si se quiere predecir el tiempo de ejecucio´n del trabajo nu´mero 7 del
fichero de trazas output que contiene las trazas de ejecuciones de trabajos de tipo mpi
bajo polı´tica 3dbf.uniform, se deberı´a escribir:
La herramienta nos muestra como resultados: la aplicacio´n que forma parte del
trabajo, el tiempo real que tardo´ en ejecutarse, el tiempo predicho, el porcentaje de error
cometido y el porcentaje de error estimado por la propia herramienta de prediccio´n. Para
el ejemplo anterior, el resultado serı´a el siguiente:
Con el objetivo de realizar este test para todas las trazas disponibles se han creado
una serie de scripts. Con la ayuda de estos scripts y las herramientas que se describen
a continuacio´n, se han podido calcular los resultados cada vez que se ha modificado la
herramienta de prediccio´n. En la tabla de la Figura B.1 se muestran los nombres y una
breve descripcio´n de cada uno de ellos.
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Figura B.1: Listado de scripts
Figura B.2: Fragmento de uno de los ficheros de resultados.
El la Figura B.1, se muestran todos los scripts disponibles, pero basta con llamar al
script test total para predecir los tiempos de ejecucio´n de todas las trazas disponibles.
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Este script se encarga de ejecutar todos los dema´s. El resultado son 8 ficheros que
contienen la prediccio´n completa de cada uno de los ficheros de test. En la Figura B.2
se puede observar un fragmento de uno de estos ficheros de resultados.
Una vez se tienen estos 8 ficheros de resultados se puede calcular el error medio de
prediccio´n cometido para cada uno. Para ello existe una utilidad llamada calcular error.
Este programa lee un fichero resultado y muestra por pantalla el error medio.
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Ape´ndice C
Sintonizacio´n
En este trabajo se ha explicado que cada una de las tres caracterı´sticas utilizadas
para calcular la similitud entre trabajos, esta´ multiplicada por un factor a los que se les
ha llamado pesos. Para encontrar los pesos que minimizan el error de prediccio´n se ha
utilizado, tambie´n, una herramienta creada en C. El co´digo fuente de esta herramienta
se encuentra en el fichero pesos.c.
Si ejecutamos este programa pasa´ndole como argumentos el tipo de trabajo y la
polı´tica de un fichero de trazas de test, este programa se encarga de probar distintas
combinaciones de pesos y calcular el error para cada una de ellas. De esta manera se
pueden obtener los pesos que minimizan el error para cada una de las polı´ticas de las
que disponemos de trazas.
En la figura C.1 se puede ver co´mo ejecutarı´amos el programa para obtener los pesos
que minimizan el error para cada una de las polı´ticas. Un buena pra´ctica es guardar
estos resultados en ficheros de texto. En la Figura C.2 se puede ver el contenido del
fichero mpi uniform.txt que contiene la sintonizacio´n para los trabajos de tipo mpi y
polı´tica 3dbf.uniform.
Figura C.1: Ejecucio´n para buscar los pesos
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Figura C.2: Sintonizacio´n para los trabajos mpi y polı´tica 3dbf.uniform
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Resumen
Catala`
CISNE e´s un sistema de co`mput en paral·lel del Departament d‘Arquitectura
de Computadors i Sistemes Operatius (DACSO). Per poder implementar polı´tiques
d‘ordenacio´ de cues i seleccio´ de treballs, aquest sistema necessita predir el temps
d‘execucio´ de les aplicacions. Amb aquest treball es prete´n proveir al sistema CISNE
d‘un me`tode per predir el temps d‘execucio´ basat en un histo`ric on s‘emmagatzemaran
totes les dades sobre les execucions.
Castellano
CISNE es un sistema de co´mputo en paralelo del Departamento de Arquitectura de
Computadores y Sistemas Operativos (DACSO). Para poder implementar polı´ticas de
ordenacio´n de colas y seleccio´n de trabajos, este sistema necesita predecir el tiempo
de ejecucio´n de las aplicaciones. Con este trabajo se pretende proveer al sistema CISNE
de un me´todo para predecir el tiempo de ejecucio´n basado en un histo´rico donde se
almacenara´n todos los datos sobre las ejecuciones.
English
CISNE is a parallel computing system of the Department of Architecture of Computers
and Operating Systems (DACSO). For being able to implement politics of queues ordering
and job selection, this system needs to predict the execution time of the applications.
With this work, it is intended to supply to the system CISNE of a method to predict
the execution time based on one historical where all the data about executions will be
stored.
