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ABSTRACT 
 
The Engineering Pilot plant at Murdoch University is one of the unique process facilities that 
currently exists in any universities in Australia. It provides an opportunity for Instrumentation 
and Control engineering students studying at Murdoch University to explore various control 
methods and strategies to extend their range of knowledge in this area with the aid of physical 
instruments and software provided in the pilot plant.  
The purpose of this thesis project is to devise a strategy to improve the process measurements 
in the pilot plant through investigation of theory and implementation of Steady State Data 
Reconciliation and Online Dynamic Data reconciliation and to observe and testify if data 
reconciliation can improve process control performance with a more accurate set of 
measurements 
This project has been divided into three different stages with the first stage being, the 
understanding of data reconciliation, understanding of DR using existing case studies, 
followed by the investigation of the physical implementation and foundation work of data 
reconciliation in the pilot plant, and finally the testing and conclusion as to whether or not 
data reconciliation can improve the process measurements and consequently the control 
results. 
Results of the implementation of data reconciliation indicated the improvement of process 
measurements. Non-Linear Tank and Needle Tank have shown considerable measurement 
improvement with the implementation of data reconciliation on the measuring variables of 
both tanks. Flow rate in, flow rate out, and levels of both tanks were monitored and measured 
except the flow going into Non-linear Tank were estimated as there were no measuring 
device available for that particular variable. 
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Ball Mill Tank and Cyclone Underflow Tank were also investigated with a recycle stream, 
steady state data reconciliation have also been implemented at this process system and helps 
to improve a better understanding of data reconciliation applications. 
Dynamic data reconciliation were also implemented at the Needle Tank in the pilot plant for 
case study investigation, the results obtained is of what was expected and proved that DDR 
can provide significant contribution in terms of improving process control performance of the 
process system in the future.  
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1 INTRODUCTION 
 
This chapter presents an introduction to the objective of this project and the background and 
theory behind data reconciliation and how it can improve process measurements. 
 
1.1 OVERVIEW AND SCOPE 
Process data is very important in today’s modern chemical mineral plants, petrochemical 
processes or refineries in which hundreds and thousands of variables such as flow rates, 
temperatures, levels, pressures, and compositions are routinely measured and recorded for the 
purpose of process control, optimization and economic cost evaluation. 
Nowadays with the use of advanced computing systems, the acquisition of process data can 
often be achieved with a simple frequency of the order of minutes or even seconds. However, 
raw measurements from most process plants are generally not accurate enough due to random 
and systematic errors. These errors are caused due to problems such as sensor drift, 
calibration errors, instrument malfunctions and leaks. When this happens, the measurements 
generally cannot satisfy the material and energy balances or any other model constraints 
therefore the objective of data reconciliation is to reconcile the differences or contradictions 
between the measurements of the process and their constraints to estimate the true values of 
measured variables to detect gross errors and finally to solve for some of the unmeasured 
variables in the process system. [1] 
Data reconciliation is quite a broad area of studies and this report contains all the theories and 
proposed methods to be used for DR implementation in the pilot plant. The area of studies in 
this report includes steady state DR for both measured and unmeasured variables, 
observability and redundancy analysis, bilinear system DR, dynamic system DR, and data 
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evaluation with a global test. MATLAB program was also used extensively in this report to 
aid in DR algorithms calculations. 
 
 
1.2 DOCUMENT OVERVIEW 
This report contained a total of eleven chapters with each of the topic briefly described 
below: 
Chapter 1: Introduction  
This chapter presents an introduction to the objective of this project and the background and 
theory behind data reconciliation and how it can improve process measurements. 
 
Chapter 2: Overview of the Pilot Plant 
This section describes the specifications and design of the pilot plant at Murdoch University; 
a flow diagram has been included to demonstrate the structure of the pilot plant. 
 
Chapter 3: Microsoft Excel and Honeywell Experion 
This chapter contains the information regarding the use of Microsoft Excel and the 
Honeywell Experion 3000 server in the pilot plant. 
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Chapter 4: Process Monitoring, Process Measurements and Errors 
This chapter explain the importance of process measurements and monitoring, classification 
of measurement errors and its causes. 
 
Chapter 5: Data Reconciliation and Applications 
This chapter contains the overview, definitions, history and background of data reconciliation 
and its applications. 
 
Chapter 6: Data Reconciliation (Linear Steady State) 
This chapter contains the methods and steps required to perform steady state data 
reconciliation. 
 
Chapter 7: Data Reconciliation (Steady State Bilinear System) 
This chapter contains the information regarding the implementation of DR for Bilinear 
Systems and solutions. 
 
Chapter 8: Data Reconciliation (Dynamic System) 
This chapter contains the information regarding data reconciliation implementation for 
dynamic system.  
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Chapter 9: Results Evaluation (Global Error Test) 
This chapter contains the methods and steps to evaluate the reconcile data and determine its 
authenticity and accuracy. 
 
Chapter 10 and Chapter 11: Conclusion and Future Work. 
This chapter provides an overall summary for the whole project and what researches can still 
be conducted and improved in the future for data reconciliation. 
The next chapter will be discussing the overview of the pilot plant at Murdoch University. 
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2. OVERVIEW OF THE PILOT PLANT 
 
This section describes the specifications and design of the pilot plant at Murdoch University; 
a flow diagram has been included to demonstrate the structure of the pilot plant. 
 
2.1 THE FACILITY 
The Murdoch University pilot plant simulates an aluminium refinery process called the Bayer 
Process. But for educational purposes for tertiary students, only water is being used 
throughout the system for steady state operating conditions investigations, different control 
strategies investigation, manual and automatic control operation, and many more different 
advanced control strategies such as Cascade Control, Feed-forward and Feedback Control, 
Static Decouplers Control and Dynamic Matrix Control. However these control strategies are 
not in the scope of this project. Figure 2.1 shows the schematic diagram of the pilot plant. 
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The supply tanks are the major source for providing water to the whole plant. Alternate tanks 
are generally utilised for tank level controlling and the tanks can also be used to provide a 
source of disturbances for control performance testing and evaluation. The feed stream is 
combined with the recycled streams from the Cyclone Underflow Tank and is then pumped 
through the Ball Mill and into the Ball Mill Tank. The mixture then travels through the Ball 
Mill Tank towards the Ball Mill Pump (BMP-241) and is then pumped through the Hydro-
Cyclone. Some of the materials in the mixture are separated in the Hydro Cyclone and the 
underflow is passed to the Cyclone Underflow Tank and the rest travels toward the Lamella 
Tank. The overflow of the Lamella Tank is then passed into the Needle Tank and the 
Figure 2.1 
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underflow of the Lamella Tank is recycled back into the Supply tank. The second supply of 
water to the Needle Tank comes from the Non-Linear tank which can act as a disturbance for 
the level of the Needle Tank, the outlet of the Needle Tank is then pumped through the 
CSTRs (Continuous Stirred Tank Reactor) system. 
The CSTRs system consists of three CSTR Tanks. Temperatures of these three tanks are 
controlled by the manipulation of the steam valves; there are three steam valves and one for 
each tank respectively. The water is then heated up while travelling through all the three 
CSTR tanks by adjusting the three steam valves according to the desired temperature of the 
water before it is discharged as a product at CSTR 3. 
Figure 2.2 displays the second half of the pilot plant that this investigation is focused on for 
data reconciliation implementation. (A detailed diagram is attached in Appendix I). 
Figure 2.2: Second Half of the Pilot Plant 
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In the second half of the pilot plant, the feed stream of water is supplied from the main input 
valve (FCV_541) (raw water) into the Non-Linear tank. The flow rate of water from this 
supply is adjusted by the valve either manually or in auto-mode which involves an 
implemented controller that creates a control loop around the level of the Non-Linear tank 
and the main input valve. Water is pumped from the Non-Linear tank into the Needle Tank, 
and from the Needle Tank into the CSTRs system. As was stated earlier, three steam valves 
are used to manipulate the temperature of the water in the three CSTR tanks to the desired 
temperature. 
Table 2.1: List of sensor displays in their respective point id and their availability for data 
reconciliation purposes.  
Sensors Parameters Description 
LT 542 PV Non Linear Tank Level Transmitter 
LT 501 PV Needle Tank Level Transmitter 
LT 667 PV CSTR 3 Tank Level Transmitter 
FT 523 PV Needle Tank Inlet Flow Transmitter 
FT 569 PV Needle Tank Outlet Flow Transmitter 
FT 687 PV CSTR 3 Tank Outlet Flow Transmitter 
TT 568 PV CSTR 1 Inlet Flow Temperature Transmitter 
TT 623 PV CSTR 1 Temperature Transmitter 
TT 643 PV CSTR 2 Temperature Transmitter 
TT 663 PV CSTR 3 Temperature Transmitter 
FDP 521 PV,SP,OP Non Linear Tank Outlet Flow Pump 
NUFP 561 PV,SP,OP Needle Tank Outlet Flow Pump 
PP 681 PV,SP,OP CSTR 3 Tank Outlet Flow Pump 
FCV 541 PV,SP,OP Non Linear Tank Feed Water Valve 
FCV 622 PV,SP,OP CSTR 1 Steam Valve 
FCV 642 PV,SP,OP CSTR 2 Steam Valve 
FCV 662 PV,SP,OP CSTR 3 Steam Valve 
 
Instrumentation and Control students at Murdoch University has the ability to read the values 
of process variables from the server onto Microsoft Excel and using the information to apply 
conventional and advanced control strategies by programming to write over operating data 
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points from Microsoft Excel back to the server to possess the control of pumps speeds and 
valve positions in the plant. The methods and background of these applications will be 
discussed in the next chapter. 
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3 MICROSOFT EXCEL AND HONEYWELL EXPERION 3000 
 
This chapter discusses the use of Microsoft Excel and the Honeywell Experion 3000 server in 
the pilot plant. An add-in named Microsoft Data Exchange (MSEDE) was used with 
Microsoft Excel to extract data measurements of process variables in the pilot plant from the 
Honeywell Experion 3000 server. This server monitors all the transmitters and sensors in the 
pilot plant and Microsoft Excel was able retrieve the plant information from the server to 
perform process control and data reconciliation calculation.  
 
3.1 HONEYWELL EXPERION 3000 AND C300 
Honeywell Experion 3000 is a built in control server for the pilot plant. This server monitors 
all the process variables in the pilot plant by receiving data from the transmitters in the plant. 
The pilot plant initially consisted of a Supervisory Control and Data Acquisition (SCADA) 
arrangement and a Honeywell SCAN3000 server acting as the supervisory computing system. 
This server was upgraded to Honeywell C300 in year 2009. The server allowed read/write 
communication to various software programs which in this case, Microsoft Excel was used 
for the duration of this project. The default control of the pilot plant was operated through the 
Honeywell’s Station software which provided users with pre-configured display screens that 
graphically displayed the operating conditions of the process system and plant wide selection 
of control loops. Each control loop consisted of a PID algorithm with parameter selection 
however this default control loop was not used in this project as PID algorithms was created 
separately on Microsoft Excel spreadsheets which will be discussed next. 
Note: Default Honeywell Station pre-configured display screens are located in the Appendix 
at the end of this report for further references. 
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3.2 MICROSOFT EXCEL AND MICROSOFT DATA EXCHANGE 
Microsoft Excel is one of the software that was used to implement data reconciliation in the 
pilot plant. It uses a Microsoft Excel add-on function call Microsoft Excel Data Exchange 
(MSEDE) to read process variables and write operating data points values that were sent to 
and from the Honeywell Experion C300 server. The MSEDE allows users to capture real-
time point value and history information from Experion and display the data in an Excel 
spreadsheet. MSEDE has been configured to retrieve data by using either the MSEDE 
Wizard, or through cell formulas. 
The captured data can be static or dynamically updating at a maximum refresh rate of 1 
second, the data may consists of either point parameters or historical data from the PPServer1 
database. The complete step by step explanations of Microsoft Data Exchange are available 
from a document called “Pilot Plant C300/ Experion Upgrade Thesis 2010” by E. Hopkinson 
which can be seen in the reference list at the end of this report. [2]  
Figure 3.1 presents the main control page that was created to control and monitor the pilot 
plant by turning on and off pumps, adjusting valve positions, monitoring the levels, flow 
rates, and the temperatures of the three CSTR systems. A bigger abstract is available in 
Appendix I as Figure 8. 
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Figure 3.1: Pilot plant main control page 
By adjusting or changing the values of some of the cells on the main control page, the values 
in the pilot plant can changed and hence it is possible to adjust the amount of water going into 
each tank by changing the input flow valve position or decrease/increase the output pump 
speed. This idea provides a way to implement data reconciliation because in order to 
reconcile raw measured variable, a set of data is needed for the process variable when it is 
presumably operating at steady state conditions and data reconciliation allows an analysis to 
be done on the noise of the data and adjust the data to produce a value that is closer to the 
true value of the variable. Data reconciliation and its applications will be discussed in the 
Chapter 4-Chapter 6.   
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4 PROCESS MONITORING, PROCESS MEASUREMENTS & 
ERRORS  
 
This chapter explain the importance of process measurements and monitoring, classification 
of measurement errors and its causes, the difference between gross errors and random errors 
and how it is related to data reconciliation (DR). 
 
4.1 IMPORTANCE OF PROCESS MEASUREMENTS AND MONITORING 
Reliable process data are always the key to operational efficiency in any chemical plants. In 
today’s industry, industrial process are becoming more complex and difficult to control as 
they process large quantities of variable products and therefore the chemical plant should be 
designed to run efficiently to save money and avoid wasting any valuable resources. 
Chemical plants always possess high risk and danger due to the potential possibility of 
chemical explosion, fire and release of toxic components into the plant environment from 
various reasons such as instruments failure which causes leaks, extreme operating conditions 
which can endanger plant operators lives and thus strict process monitoring are essential and 
very important when it comes to industrial plant operations to avoid any unsafe operating 
conditions. The necessity of removing measurement errors is very important as it was stated 
by the ISA-95 (International standard for the integration of enterprise and control system) 
that: 
“Data reconciliation is a serious issue for enterprise-control integration. The data have to be 
valid to be useful for the enterprise system. The data must often be determined from physical 
measurements that have associated error factors. This must usually be converted into exact 
values for the enterprise system. This conversion may require manual or intelligent 
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reconciliation of the converted values [...]. Systems must be set up to ensure that accurate 
data are sent to production and from production. Inadvertent operator or clerical errors may 
result in too much production, too little production, the wrong production, incorrect 
inventory, or missing inventory.” 
An efficient and safe plant operation can only be achieved when the plant operators are able 
to monitor all plant-wide process variables and measurements. Process variables such as flow 
rates, temperatures, pressure, compositions are measured by process instruments and the 
measurement of theses process variables allow the operators to have a good understanding of 
the plant operations if the measurements are accurate. Without accurate measurements, the 
plant operator cannot operate the plant safely and similarly to driving a car, the driver has to 
see the road and locate the car with respect to the location of the obstacle on the road and 
knowing the speed of the car using speedometer. Likewise when the visibility is poor, the 
safe decision would be to slow down the car by reducing the speed. The point presented here 
is that when measurements do not allow assessment, the plant operator is not able to operate 
the plant safely and efficiently. 
Most of the performance parameters are not directly measured in the process industry and 
direct measurements do not always provide the right information for relevant process 
monitoring thus most of the process variables estimations of some performance indicators 
and this estimation is evaluated by a calculation based on one or several measured values 
from the system. 
4.2 ERROR TYPES AND PROCESS MEASUREMENTS. 
In any process industry, process data could be corrupted by experimental errors. No 
measuring sensors can be designed or built to measure accurately.  
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4.2.1 Random Errors and Gross Error 
Measured process data inevitably contain some inaccurate information and it is assumed that 
any observation is composed of a true value plus some error value. This indicates that a 
measurement can be modelled as: 
             (4.1) 
In equation (4.1),   is the observed value of the raw measurement,   is the true value of the 
process variable, and   is the measurement error. [3] 
Errors are classified into two different categories: permanent bias or systematic errors and 
random errors (Systematic error are commonly known as gross error). The overall error is the 
sum of these two errors and equation 4.1 becomes: 
                   (4.2) 
The overall error   in equation (4.1) is divided into two subcomponents of random error and 
gross error which was shown in equation (4.2) as   and    respectively. [3] 
Random errors are insignificant and small, it is normally due to normal process fluctuations 
and the magnitude and sign of these errors cannot be predicted. Some of the causes for 
random errors include the power supply fluctuations, network transmission and signal 
conversion noise, analog input filtering and changes in ambient conditions. It also follows a 
Gaussian distribution. 
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Figure 4.1: Typical measurement errors as Gaussian noise. [3] 
The Gaussian noise is normally distributed with a mean value of zero and known variance. 
The probability density function (PDF) of a measurement with Gaussian noise is presented by 
the formula: 
 ( )  
 
    
    ( 
(   ) 
  
)             (4.3) 
In equation (4.3),   is the mean value of the measurements and   is the standard deviation. 
One of the most important properties regarding random error is that it does not affect the 
average performance of the group but it does adds variability to the data. 
 
Gross errors are occurred through instrument malfunctions, sensor drift, mis-calibration, bias, 
and process leaks. No matter how carefully the variables are being measured, the error will 
still remain undetected even if the measurement is repeated. The only way to compare the 
measurement is by using a new set of sensor with an independent analysis of the 
measurements. Such method allows the proper calibration of the defective sensors. Unlike 
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random errors, gross errors tend to be consistently either positive or negative from the true 
value as shown in figure 4.2. [3] 
 
Figure 4.2: Gross error in measurements [3] 
In Figure 4.2, it can be clearly seen that the instrument systematic measurements us higher 
than the true value of the process variable, this bias is probably caused due to an instrument 
miscalibration. Most of the time measurements with gross errors will lead to severely 
incorrect information about the process, much more so when compare to those with random 
errors. Gross error detection is one of the main aspects in process data validation and will be 
discussed further in Chapter 10 as results evaluation. 
Errors in measured data can lead to significant in any industrial plant operations. Small 
random and gross errors deteriorate the performance of the control system whereas larger 
gross errors can completely nullify the process optimization. It is important to estimate the 
true conditions of the process states with the information provided by the raw measurements, 
in order to achieve optimal process monitoring, control, and optimization. [3] 
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4.2.2 Process Measurements 
 
Figure 4.3: Conceptual relationship between precision and accuracy [4] 
Figure 4.3 demonstrates the differences between precision and accuracy using a simple 
shooting analogy. The upper left target shows good precision, but poor accuracy. The upper 
right target shows poor precision but an averaged result that indicates good accuracy. The 
lower left target reveals good precision and accuracy, and the lower right target displays poor 
precision and accuracy. 
By comparing the process measurements to shooting a target, accuracy can be represented as 
the errors in relation to the true value which is normally unknown, a good precision but poor 
accuracy data could be change by manipulating the sight, and inaccuracy sometimes occurred 
when the instrument is bias and mis-calibrated. 
Precision of any process data can be seen as the spread of the dots on the target in Figure4.3 . 
Those data that have low precision are mostly subjected to imperfect instrumentation and 
variation in operating conditions. 
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Process variables are measured repeatedly to assess the spread of the distribution of the data; 
i.e. standard deviations and variances around the average value of the data calculated are 
assuming that the measuring variables are at steady state conditions. In this case, it is 
expected that measurement redundancy can be the way to improve the quality and reliability 
of the measurement results. The next chapter will discussed the classification of process 
variable and an in depth discussion regarding data reconciliation. 
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5 DATA RECONCILIATION AND APPLICATIONS 
 
This chapter contains the overview, definitions, history and background of data reconciliation 
and its applications. This chapter also contains the definition of observabilty and redundancy 
and the importance of its relationships in relate to data reconciliation.  
 
5.1 DATA RECONCILIATION 
Data reconciliation is the estimation of a set of variables consistent with a set of constraints 
such as material mass balances and energy, given a set of measurements. If the constraints are 
correct, and measurements fit about their noise, the resulting estimates will be better than 
those obtained from just raw measurements [1]. The resulting estimates from the 
reconciliation can be used by companies for multiple purposes such as monitoring, 
optimization, simulation, Instrument maintenance, management, modelling, control, and 
equipment analysis. This is especially true with the implementation of a Distributed Control 
System (DCS) as show in Figure 5.1. 
 
Figure 5.1: Interconnections between data reconciliation, process simulation, and 
optimization 
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When the field of data reconciliation was first presented with a paper by Kuehn and Davidson 
in 1961 formulating and analytically solving the case of data reconciliation with linear 
constraints, the initial focus of data reconciliation was in using algebraic equations and later 
on Dynamic Data Reconciliation was also addressed with system changing over time. The 
earliest published installations was at Amoco (American Oil Company, now part of British 
Petroleum) and Exxon was one of the first company known to create a formal software 
package for its own internal usage and apply it widely throughout its projects [1]. 
The interest in applying data reconciliation started in the 1980’s when industrial plant 
management realized the benefits of having access to more reliable estimates of process data. 
Data reconciliation can be very beneficial as it provides a better monitoring of performance 
and higher accuracy of process measurements in plants. It also aids in detecting faulty 
instrumentation and prioritization of instrument maintenance. Data reconciliation also creates 
a more accurate operating data for technical analysis and process improvement.  
Nowadays, data reconciliation techniques are widely applied to various process industries 
such as: Refinery, Metal/Mineral, Pulp/Paper, Petrochemical, and Chemical [3].  For the past 
30 years, research and development of data reconciliation have led to two major types of 
applications for DR: 
-Mass balance reconciliation. In this project, the simplest example can be the off-line 
reconciling of flow rates around the process units. The reconciled flow rates satisfy the 
overall mass balance of the units (Non Linear Tank, Needle Tank in the pilot plant was used 
for this type of reconciliation). 
 
[PILOT PLANT DATA RECONCILIATION IMPLEMENTATION] March 4, 2014 
 
29 | P a g e  
 
-Model parameter estimation. Accurate and precise estimates of model parameters are 
required in order to obtain reliable model predictions for process simulations, design and 
optimization. One approach to the parameter estimation is to solve the estimation problem 
simultaneously with the data reconciliation problem. The reconciled model parameters are 
expected to be more accurate and can be used with greater confidence [3]. 
Data reconciliation is normally accomplished by adapting a constrained least-squares or 
maximum likelihood objective function to minimize the measurement errors of the process 
variable with process model constraints. 
While working under the assumption of normally distributed measurements, a least square 
objective function is formulated for the data reconciliation problem. When the process system 
is at steady state, the reconciled data are obtained by [3]: 
            ( ̂  ̂)  (   ̂)    (   ̂)    (5.1) 
            ( ̂  ̂)    
 ( ̂  ̂)    
In equation (5.1): 
  is an M×1 vector of raw measurements for M process variables, 
 ̂ is an M×1 vector of estimates (reconciled values) for the M process variables, 
 ̂ is an N×1 vector of estimates for unmeasured process variables, z, 
  is an M×M covariance matrix of the measurements, 
  is a C×1 vector describing the functional form of the model equality constraints, 
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  is a D×1 vector describing the functional form of the model inequality constraints which 
includes simple upper and lower bounds. 
The models that are employed in data reconciliation can be seen as the variable relationships 
of the physical system of the process. Reconciled values retrieved information from both the 
process measurements and the process models. When reconciling steady-state process 
measurements, all the process model constraints are presented in algebraic equations. 
Alternatively when dealing with Dynamic Data Reconciliation (DDR), dynamic models that 
are presented in terms of differential equations have to be used [3], [5].  
Data reconciliation can be divided into multiple sub-components as shown in Figure 5.2 
based on the different type of model constraints.  
 
Figure 5.2: Sub-problems in data reconciliation [3]. 
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As was shown in Figure 5.2, the sub-problems in data reconciliation starts with a process 
model and process measurements. Data reconciliation is implemented depends on the 
operating state of the process which can be dynamic or steady state as it classifies into 
different methods and areas of data reconciliation. If the system is operating under steady-
state conditions, it can be either linear steady state DR or Nonlinear Steady State DR. 
Likewise if the system is operating under dynamic state, DR can be classifies into linear 
dynamic DR or nonlinear dynamic DR. Algebraic equations are used to implement DR for 
steady state system and differential equations are used to implement DR for dynamic system. 
The algorithm of the data reconciliation formulated by equation (5.1) indicates that the data 
reconciliation techniques not only reconcile the raw measurements, but it can also be used to 
estimate unmeasured process variables and model parameters.  
5.2 CLASSIFICATION OF PROCESS VARIABLES 
Redundancy plays a major role in data reconciliation as it can exploit measurements 
redundancy to improve the assessment of the process variables and because of these reasons, 
it is important to clarify some of the concepts in DR techniques as a measured process 
variable can be classified as redundant and non-redundant, whereas unmeasured variables can 
be classified as observable and non-observable. The classification is shown in Figure 5.3. 
 
Figure 5.3: Classification of process variables [3] 
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The concept of observability and redundancy is closely linked with estimability of measured 
process variables. In an industrial process plants, there are hundreds of process variables to be 
measured and for technical and cost reasons, it is impossible to measure all these process 
variables therefore it is important to know which of the unmeasured variables can be 
estimated in any given process system. [6] 
 A redundant variable is defined as a measured variable that can be estimated by other 
measured variables via process models while a non-redundant variable is a measured variable 
that cannot be estimated other than by possessing its own measurement.  
An observable variable is defined as an unmeasured variable that can be estimated from 
measured variables through physical process models while a non-observable variable is just a 
variable for which no information is available. [3] 
 
Figure 5.4: Non Linear tank flow diagram in the pilot plant. 
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In Figure 5.4 is a flow diagram of the Non-Linear tank in the pilot plant, this figure is just to 
show a simple example of a single input and single output process system and how it is 
classified as a non-observable variable. The output flow rate is monitored by a flow 
transmitter, the level of the Non-Linear tank is monitored by a level transmitter but the input 
flow rate is not measured by any instruments. In this case, flow rate in can be classified as a 
non-observable variable because it can’t be estimated using any other process variables of 
that process system. 
 
Figure 5.5: A cooling-water circulation network [3] 
In Figure 5.5 is a cooling-water circulation network that provides water for four plants. All 
the input and output flow rates are monitored and measured in this network. To demonstrate 
the concept of process variable classification, taking an example in Figure 5.5, all six flow 
rates are measured and all of them can be estimated using mass balances by using other 
measured flows therefore all 6 measurements are classified as redundant variables. 
If the measurements are removed at flow 2, flow 4, and flow 6 as shown in Figure 5.6, in this 
case flow rate 1 becomes a measured non-redundant variable, and flow rate 3 and 5 are 
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redundant. Flow rate 2, 4, and 6 in this case are classified as observable variables because 
their values can still be estimated using mass balance by using the available measured flow 
rates. [3] 
 
Figure 5.6: Flow 2, 4 and 6 being removed [3] 
A measurement can classified as spatially redundant if there are sufficient amount of data to 
define the process at any instant in time. In Figure 5.5, all the measurements are spatially 
redundant. For example, if there is no measurement available for flow rate 1, the process can 
still be defined because flow rate 1 can be calculated by other measurements via mass 
balances. [6] 
A measurement can also be classified as temporally redundant if its past values can be used 
to estimate the current state of the variable. One of the typical cases for a temporally 
redundant measurement is that at the current sampling time that denoted as  , the true value 
of the process variable can be predicted by dynamic models with the addition of raw 
measurements. [3] [6] 
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To summarise this chapter, it was understood that: 
 A measurement in any process system may contain random error and gross error.  
The effects of a systematic measurement bias on the estimation of a process can be 
eliminated provided that the error is detected and it also significantly affects the estimated 
data compared to that of random error. 
Data Reconciliation uses information from process models, process measurements and 
redundancy in measurements and if a process variable is measured, it can be classify as 
redundant and or non-redundant depends if the variable can be estimated. 
The next chapter discussed the implementation of data reconciliation. 
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6 DATA RECONCILIATION (LINEAR STEADY STATE)  
 
This chapter contains the methods and steps required to perform steady state data 
reconciliation. This chapter are categorised into three different sections of cases for DR. 
Examples and solutions are presented to demonstrate the understanding of data reconciliation 
implementation. The three sections are: 
 Linear steady state data reconciliation with all variables measured. 
 Linear steady state data reconciliation with both measured and unmeasured variables. 
 Observabilty and Redundancy Analysis. 
The chapter is summarized with key concepts and steps in DR implementation. The theory 
present in this chapter is used to implement linear steady state DR in the pilot plant and will 
be discussed in section 6.4 in this chapter. 
 
6.1 LINEAR STEADY STATE DR WITH ALL VARIABLES MEASURED. 
Steady state data reconciliation can be classified into two categories and the first one to be 
discussed is Linear Steady State DR with all variables being measured. One of the simplest 
data reconciliation problems occurs in reconciling process flow rates in plants. Figure 5.5 
demonstrate an example of all the flow rates being measured by a flow transmitter and by 
applying the general data reconciliation equation which was shown earlier on in equation 
(5.1), the vector matrix of the raw flow measurements can be presented in the form of: 
  
[
 
 
 
 
 
  
  
  
  
  
  ]
 
 
 
 
 
 
[
 
 
 
 
 
     
    
    
    
    
     ]
 
 
 
 
 
      (6.1) 
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The raw measurements of the flow rates and standard deviations were retrieved from one of 
the examples in a case study that was investigated for this project and the table of information 
can be found in the appendix of this project as Table 1. Since an assumption can be made that 
all six measurement variables in this case have no relationship with one and another, the 
variance matrix, , can be presented in its diagonal form of: 
  
[
 
 
 
 
 
      
 
 
 
 
 
  
 
      
 
 
 
 
  
 
 
      
 
 
 
  
 
 
 
      
 
 
  
 
 
 
 
      
 
  
 
 
 
 
 
    ]
 
 
 
 
 
   (6.2) 
In this case, the process model constraints are the mass balances around each of the plant in 
Figure 5.5. The reconciled values should satisfy the constraints given by the mass balances at 
each nodal point (plant) and these balances are:  
Plant 1 -      ̂   ̂   ̂           (6.3) 
Plant 2-    ̂   ̂            (6.4) 
Plant 3-    ̂   ̂            (6.5) 
Plant 4-    ̂   ̂   ̂           (6.6) 
These equations can be written in a matrix form of   ̂ where the mass balances equation 
becomes: 
  [
 
 
 
 
  
  
 
 
 
  
  
 
 
 
  
 
  
 
 
  
 
 
  
 
  
 
 
 
  
]         (6.7) 
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[
 
 
 
 
 
 
 ̂ 
 ̂ 
 ̂ 
 ̂ 
 ̂ 
 ̂ ]
 
 
 
 
 
 
     (6.8) 
Matrix   is defined as the incidence matrix*, the row of the matrix represents each node or 
plant in Figure 5.5, and each column represents each flow streams of the process network. 
Each of the element in matrix   can be either 1,-1, or 0 depending on whether the flow is 
classified as an input flow stream, output stream or the stream are not associated with that 
particular node are marked as 0. [3] 
By using equation (5.1), the data reconciliation problem in Figure 5.5 becomes: 
            ( ̂)  (   ̂)    (   ̂)    (6.9) 
  ̂    
Equation (6.9) can be solved using Lagrange multipliers* [7]and the reconciled flow rates are 
obtained by: 
            ( ̂)  (   ̂)    (   ̂)       ̂   (6.10) 
Where     [        ] 
To obtain the minimum of equation (6.10), the following conditions are to be met: 
  
  ̂
       (   ̂)            (6.11) 
  
  
   ̂    
Equation (6.11) is then multiplied by the covariance matrix   in from equation (6.2) which 
yields: 
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   ̂              (6.12) 
Equation (6.12) is then multiplied by the incidence matrix  , in equation (6.7) and applying 
  ̂    produce: 
                (6.13) 
Rearranging equation (6.13) in terms of   gives: 
   (      )          (6.14) 
Substituting equation (6.14) into equation (6.12) produce the basic solution for a linear steady 
state data reconciliation problem which is: 
 ̂       (    )             (6.15) 
The solution for the linear steady state data reconciliation problem that was presented earlier 
from Figure 5.5 can be computed using MATLAB (Appendix) by solving equation (6.15) [7] 
[3]. 
It is very important that the newly reconciled values are unbiased. This can be determined as 
when the expected value of the reconciled data, ̂ should be equal to the true values of the 
process variables,  . 
Recalling the process measurement equation (4.1) from earlier on: 
             (4.1) 
Substituting equation (4.1) into equation (6.15) will yield: 
 ̂  (   )     (    )    (   )       (6.16) 
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By taking the expected values of equation 6.16 it gives: 
 ( ̂)   (   )   [   (    )    (   )]       (6.17) 
Expanding equation (6.17) will give: 
 ( ̂)   ( )   ( )   [   (    )     ]   ( )             (6.18) 
Since  ( )     and   is a deterministic variable  ( )   . Since      (the true values of 
the flows satisfy mass balances),    (    )        therefore the following equation 
(6.19) yield proves that the reconciled values are unbiased estimates for the linear steady state 
reconciliation problem [3] [6].  
 ( ̂)       (    )                   (6.19) 
 ( ̂)    
The covariance matrix of the reconciled data can also be determined. This will be able to 
show the difference in standard deviation of the raw measurements and the newly estimated 
reconciled values. 
Equation (6.15) is rewritten as: 
 ̂  [     (    )    ]         (6.20) 
  is defined as an identity matrix in equation (6.20) and replacing [     (    )    ] as 
W and equation (6.20) becomes: 
 ̂             (6.21) 
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Using equation (6.21), the covariance matrix of the reconciled data can be determined by the 
following equation: 
   ( ̂)      ( )               (6.22) 
 
6.2 LINEAR STEADY STATE DR WITH BOTH MEASURED AND UNMEASURED 
VARIABLES 
In reality, not all process variables are measured in a plant due to physical or Economical 
reasons therefore some of them must be estimated. In the previous section, linear data 
reconciliation involving only measured variables were discussed and it leads to a reduced 
least square minimization problem. The following section will provide a general solution for 
the linear data reconciliation problem when some of the process variables are not measured. 
Therefore in this case, a data reconciliation technique has to be developed to reconcile the 
measurements and to also estimate unmeasured process variables. [7] 
The cooling water example from the previous section is reused but for this time, only flow 
rates 1, 3, and 5 are measured. Flows 2, 4, and 6 are unmeasured as shown previously in 
figure 12. 
Data reconciliation with both measured and unmeasured flows can be solved by using the 
method of Projection Matrix.  
Initially, the cooling water network with unmeasured flows can be partitioned into an 
incidence matrix of the mass balances in terms of measured and unmeasured flows: 
   ̂     ̂          (6.23) 
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In equation (6.23),    represents the measured flow rate, and    represents the unmeasured 
flow rate.  ̂ is the vector of reconciled values for measured flows and  ̂  is the vector of 
estimated values for unmeasured flows. With reference to the example in figure 12, the 
following can be determined: 
   [
 
 
 
 
   
  
 
 
 
  
 
 
  
 
]   ̂  [
 ̂ 
 ̂ 
 ̂ 
]     (6.24) 
   [
  
 
 
 
   
 
  
 
 
  
 
 
 
  
]   ̂  [
 ̂ 
 ̂ 
 ̂ 
]      (6.25) 
Now the measured and unmeasured variables data reconciliation problem can be presented in 
the minimization problem as: 
            ( ̂  ̂)  (   ̂)    (   ̂)   (6.26) 
               ̂     ̂    
The solution for this data reconciliation in equation (6.26) can be solved by eliminating the 
unmeasured variables  ̂ first and by multiply the constraint equation with a project matrix,  , 
such that      . The data reconciliation problem becomes [3]: 
            ( ̂  ̂)  (   ̂)    (   ̂)   (6.27) 
                ̂    
Retrieving equation (6.15) from previous section, the solution for equation (6.27) can 
become: 
 ̂     (   )
 [(   ) (   )
 ]
  
(   )    (6.28) 
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The projection matrix can be created using Q-R factorization of matrix   . The statement of 
Q-R Theorem stated that: 
“If matrix     (m×n, m represents the rows and n represents the columns), where m≥n, has 
columns that are linearly independent (rank (   )=n), then there is an (n×m) matrix Q with 
orthonormal column vectors such that     QR where  
    , and   [
  
 
].” [8] [3] 
    in this case is an upper triangular and non-singular matrix with dimension (n×n). 0 is a 
zero matrix with the dimension of (m-n×n).    is an identity matrix. 
After the QR factorization of matrix   , the matrix   can be divided into two different parts 
as: 
    [    ] [
  
 
]      (6.29) 
The dimension of    is (m×n), and    is (m×m-n) and multiplying both sides of equation 
(6.29) by   
 
would produce: 
  
     
 [    ] [
  
 
]        (6.30) 
  is orthonormal and therefore the matrix    has the property: 
  
 [    ] [
  
 
]  [  ] [
  
 
]                               (6.31) 
Thus  
    . In this case, matrix   
   is the desired projection matrix. 
    
 
      (6.32) 
Q-R factorization of the unmeasured variable matrix     can be found using MATLAB as 
shown in the Appendix. 
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The results retrieved from MATLAB for matrices Q and R from the Q-R factorization of     
are: 
  [
      
     
 
 
 
      
      
 
     
 
     
     
 
     
  
 
 
 
 
]    [
     
 
 
 
 
      
     
 
 
 
 
      
      
 
]   (6.33) 
The matrices Q and R are decomposed as   ,   and    and 0 matrices as shown below: 
   [
      
     
 
 
 
      
      
 
     
 
     
     
 
     
 ]     [
 
 
 
 
]    [
            
            
        
]  
  [   ] 
With the factorization of   and  , the project matrix for this case is: 
    
  [    ]     (6.34) 
And now the projection matrix can be used to find    : 
    [    ] [
 
 
 
 
   
  
 
 
 
  
 
 
  
 
]  [    ]    (6.35) 
From the results of     in equation (6.35), it was noticed that the first element of the matrix 
is zero. This concluded that measurement    is non-redundant and it can only be evaluated by 
its measurement.    is not needed in the mass balance of the constraint equations in equation 
(6.27) as it possesses no value. Now the problem have just reduced down to solving and 
reconciling the two redundant measurements    and   . The existing problem now becomes: 
            ( ̂  ̂)  (   ̂)    (   ̂)   (6.36) 
              ̂    
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Where previous raw measurements shown that: 
   [
  
   
]  [
    
    
]    [
       
       
]    [   ]. Using equation (6.15) with the 
aid of MATLAB (Appendix), the reconciled values for    and     are: 
 ̂  [
 ̂ 
 ̂ 
]  [
     
     
] 
Since   is non-redundant, raw measurements is used to estimate the rest of the unmeasured 
variables along with  ̂ and  ̂  as this two measured variables satisfy the mass balance 
constraints around plant three in figure 12. The estimated values for the three measured flows 
using data reconciliation are: 
 ̂  [
 ̂ 
 ̂ 
 ̂ 
]  [
     
     
     
] 
The reconciled values of the measured variables can now be used to estimate the unmeasured 
flows,  ̂ . Back in equation (6.26), the unmeasured flows can be rearranged to give: 
   ̂      ̂      (6.37) 
On the right hand side of equation (6.37), the values are known and it can be used to solve the 
linear equations on the left hand side. Normally the number of equations is greater than the 
number of unmeasured flows and hence least-squares technique can be applied to produce a 
solution of the observable unmeasured flows [3]. The problem for the unmeasured flows can 
be presented as: 
 ̂   (  
   )
  
  
 (   ̂)     (6.38) 
Applying the estimated values into equation (6.38) on MATLAB (Appendix) produce: 
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 ̂  [
 ̂ 
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 ̂ 
]  [
     
     
     
] 
Table 6.1 shows the estimates for measured and unmeasured flows for the water cooling 
network data reconciliation problem and the estimates of the flows demonstrated in the table 
seems to be satisfying the mass balances constraint around each of the plant in the network 
[3] [6] [7]. 
Table 6.1: Reconciled values for measured and unmeasured flows variable in cooling water 
network shown in Figure 5.6 [3]. 
Stream No. Raw Measurement (Kt/h) Estimated Flow 
1 110.5 110.5 
2 Unmeasured 73.66 
3 35.0 36.84 
4 Unmeasured 73.66 
5 38.6 36.84 
6 Unmeasured 110.5 
 
6.3 OBSERVABILTY AND REDUNDANCY ANALYSIS 
As was previously discussed in Chapter 5, measured variables are classified as either 
redundant or non-redundant and unmeasured variables are classified as either observable or 
non-observable. The previous example in Figure 5.6 showed that the measured variables    
and    are redundant and their measurements can be adjusted. In Figure 5.6,    is classified 
as non-redundant and its measurement cannot be adjusted and since all the unmeasured flows 
are observable, most of their values can be estimated using DR algorithm [3]. 
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The analysis of observability and redundancy of flow variables can be done by analysing the 
process system matrix, A, which was defined as the incidence matrix from section 6.1. Matrix 
A contains all the topological information for the network and it is very useful to perform  
observabilty and redundancy for flow variables on any process network. 
To ensure a consistent understanding of DR, the cooling water network is used again for this 
discussion. In Figure 6.1, suppose that only   and   are measured: 
 
Figure 6.1: F1 and F6 are measured in this case [3]. 
Since there are measured and unmeasured variables in this case, the data reconciliation 
problem can be defined using equation (6.26) from before: 
            ( ̂  ̂)  (   ̂)    (   ̂)   (6.26) 
               ̂     ̂    
In this case   [
  
  
] and   [
  
  
  
  
]and the two divided system matrices are: 
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],    [
  
 
 
 
 
  
 
 
 
 
 
  
 
 
 
 
 
  
 
] 
   is a (4×2) matrix and    is a (4×4) matrix. 
In this case, the size of matrix    shows that n ≥ m and Q-R factorization is not feasible in 
this case as the matrix does not satisfy the condition. 
If    is 4×4 (m×n) matrix then using the previous Q-R Theorem rules, Q is 4×4 (m×n),    is 
4×4 (m×n), and   is 4×0 (m×m-n), which is impossible [3].  
To eliminate this problem, it was remembered that in equation (6.32),   
     and the 
only possible way to follow that constraint is to give    the same number of columns as 
there are zero rows in the R matrix. [3] 
Referring back to the Q-R theorem, it can be seen that the rank of    is  (  )    but there 
are 4 unknowns. This show that at least one variable in  ̂ is not able to be detected. In other 
words, there is at least one flow of the unmeasured flows that is not observable. [3] 
Q-R factorization was then performed in MATLAB (program is shown in appendix) to 
retrieve the Q matrix for    and the results are: 
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] 
The matrices   and   in this case are decomposed as: 
     [    ] [
  
 
 
  
 
] 
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] 
In this calculation,    is the upper triangular matrix having the same rank as matrix    and 
the projection matrix P, is: 
    
  [            ]      
    ̂  [            ] [
 
 
 
 
   
 
 
 
  
] [
 ̂ 
 ̂ 
]   ̂    ̂    
This two measurements are redundant since DR becomes reconciling the flows    and    
which are constrained by a global mass balance around the entire process network. 
It was known that at least one unmeasured variable is non-observable in the example of 
cooling water network (observability of unmeasured flows) by analysing the rank of    
The vector of the unmeasured variables can be divided as: 
  [
  
    
] 
In this case,   is the rank of    and N is the total number of unmeasured flows. From the rank 
of   , we know that there are at least     flows unobservable and the next step is to check 
the observability of   . [3] [6] 
In this analysis, we can rearrange the mass balance equations in the form of: 
[    ] [
 ̂
 ̂
]               (6.39) 
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Multiplying the equation on both sides of (6.39) produce: 
[     
   ] [
 ̂
 ̂
]                    (6.40) 
 
Since    [    ]
  [
  
   
  
   
] , the term      in equation (6.40) can be rewritten as: 
     [
  
   
  
   
]              (6.41) 
Then the term      in (6.40) can be written as: 
     [
  
 
  
 ] [    ] [
      
  
]  [
  
     
   
  
     
   
] [
      
  
] 
Q in this case is an orthonormal matrix,  
  
        
        
           
      . Therefore: 
     [
  
  
] [
      
  
]  [
      
  
] 
And now equation  (6.40) becomes: 
[
  
   
  
   
      
  
] [
 ̂
 ̂ 
 ̂   
]      (6.42) 
Equation (6.42) produces two equations below: 
  
    ̂      ̂      ̂           (6.43) 
  
    ̂        (6.44) 
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Equation (6.44) is the reduced form of  the mass balances by using the projection  matrix 
  
 
. 
Equation (6.43) can be written in terms of  ̂  : 
 ̂     
    
    ̂    
      ̂            (6.45) 
In equation (6.45), the values of  ̂  can be calculated if the row of matrix   
      are both 
zeroes even though  ̂    is non-observable. The conclusion that can be drawn from equation 
(6.45) can be explained as: 
“The unmeasured variables,   , in   are observable if the corresponding element in the  
   
row of the matrix   
      are all zeroes” [3] 
In the example of the cooling water system in figure 13, the unmeasured flows are 
decomposed  as the following: 
  [
  
    
]  [
  
  
  
  
] 
         are all    and    is      and since    is non-observable.   
      is calculated as: 
  
      [
                   
             
        
] [
 
       
      
]  [
 
  
 
] 
In this example,   
      shows that there is no zero-row and          are also non-
observable and in Figure 13, it was clear that these three variables are non-observable and 
these steps seems unnecessary but for a more complicated process network, the above 
analysis will be very useful.  
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When it comes to observabilty and redundancy analysis, the Q-R factorization method 
introduced is also valid if    is of the dimension (m×n), only where m<n.  
The problem of linear steady state DR with both measured and unmeasured variables can be 
solved using the projection matrix method. These techniques are summarized in the following 
steps [3]: 
1. Decompose the system matrix, A, in terms of    and  , which correspond to 
measured and unmeasured variables. 
2. Check the rank of     
3. If R (  )   , where   is the number of unmeasured variables, then all unmeasured 
variables are observable. Conduct the data reconciliation formulated by equation 
(6.27) and estimate the unmeasured variables using (6.38). Otherwise move on to step 
4.  
4. If R (  )   , then at least (N-r) variables can’t be estimated from the available 
information. Find the permutation matrix Π, such that     is factorized as the 
following: 
    [    ] [
      
  
] 
5. Get the projection matrix,    
 
. Proceed with the data reconciliation using 
equation (6.27). Only redundant measured variables participate in the data 
reconciliation. The non-redundant measurements are identified by the matrix  
   . 
Obtain the estimates for the measured variables. 
6. Calculate the unmeasured variables using equation (6.38). Only the unmeasured 
variables in  ̂  corresponding to zero-rows in the matrix   
      can be calculated. 
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6.4 PHYSICAL CASE STUDY 1 (STEADY STATE DR PILOT PLANT) 
This section of this chapter demonstrate how steady state data reconciliation were 
implemented for measured process variables and unmeasured process variables in the pilot 
plant at Murdoch University by following the theories and step that were discussed 
previously in this chapter. 
 
6.4.1 All Measured Process Variables Data Reconciliation 
The pilot plant at Murdoch University is considered as a tool to explore and implement data 
reconciliation. Figure 5.4 below that were shown in chapter 5 shows that the input flow rate 
of this tank is not measured and only the level of the tank and the output flow rate are 
measured. 
 
Figure 5.4: Non Linear tank flow diagram in the pilot plant. 
[PILOT PLANT DATA RECONCILIATION IMPLEMENTATION] March 4, 2014 
 
54 | P a g e  
 
In Figure 10, the flow transmitter measured the output flow rate of water travelling out of 
pump (FDP_521). Since the indicated flow unit from the sensor is unknown, the output flow 
rates have been modelled and convert into L/min for mass balance during SSDR 
implementation (Steady State Data Reconciliation). Process models and instrument 
calibrations are available for reference in Appendix 3 at the end of this thesis.  
This process is a single input single output system in which the input flow rate is not 
measured while the output flow rate is measured. This case is therefore classified as data 
reconciliation with unmeasured variable.  
By following the steps to implement SSDR as previously discussed in the last section, as 
stated before, measured variables are redundant or non-redundant, and unmeasured variables 
are observable or non-observable. In this case, input flow rate is non-observable because it is 
a process variable for which no information is available. 
 
Figure 6.2: Ball Mill Tank and CUFT Tank in Pilot Plant 
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Figure 6.2 demonstrate the process system in the pilot plant for the case which all of the 
process variables are measured. This system consists of a Ball Mill Tank and a CUFT Tank 
with one of the output stream of CUFT being recycled back to the Ball Mill Tank. By 
following the SSDR implementation instructions in section 6.1 of this chapter, the mass 
balance around the process system is defined as: 
               (6.4.1)  
               (6.4.2) 
In this case                 each represents their respective stream and each stream is 
monitored by a flow transmitter. In the case that was shown in Figure 6.2, the measured data 
for the process variables when operating under steady state conditions are: 
  [
  
  
  
  
]  [
      
      
      
     
] 
  [
       
 
 
 
 
 
      
 
 
 
 
 
      
 
 
 
 
 
      
] 
In this case,   represents the process measurements from Figure 6.2 and   are the variances 
for each respective measurement. By following the steps used in section 6.1, the process 
model constraints are the mass balances around each of the plant in Figure 6.2. The 
reconciled values should satisfy the mass balances constraints around the ball mill tank and 
the CUFT tank.  
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The mass balances equations can then be written in a matrix form of   ̂ where it becomes: 
  [
    
    
    
 
  
]    (6.4.4) 
 ̂  
[
 
 
 
 
 ̂ 
 ̂ 
 ̂ 
 ̂ ]
 
 
 
 
     (6.4.5) 
  represents the incidence matrix of the process system and  ̂ are the new estimates of the 
measuring variables. By using the basic algorithm for a linear steady state data reconciliation 
problem which was previously discussed as equation (6.15): 
 ̂       (    )      
The newly estimate data can be solved by using MATLAB: 
 ̂  [
      
       
      
       
] 
The measured data and the state of the system can be found in Appendix (MATLAB Scripts 
and Data). When there are newly estimated measurements, the covariance of the newly 
estimated measurements can also be calculated for comparison against the raw 
measurements. In theory, the reconciled values have a smaller variance than the raw 
measurement. The newly calculated co-variances for the reconciled measurements are: 
   ̂  [
      
 
 
 
 
 
      
 
 
 
 
 
      
 
 
 
 
 
      
] 
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The comparison of the raw measurements and the reconciled measurements can be seen in 
Table 6.2. Since there are no specific unit indicators, it was assume that the flow rates are 
measured in terms of mL/sec. 
Table 6.2: Raw Measurements Vs Reconciled Measurements in Ball Mill Tank System 
As it can be concluded that the reconciled measurements in Table 6.2 satisfy the mass 
balance constraints and the variances of the newly reconciled data is smaller than the raw 
measurements. 
 
 
 
 
 
 
 
 
 
 
Measuring 
Variables 
Raw 
Measurements Variances 
Reconciled 
Measurements 
Reconciled 
Variances 
F1 6.8012 mL/sec 0.00135 2.8781 mL/sec 0.0005 
F2 17.664 mL/sec 0.4273 21.2281 mL/sec 0.0029 
F3 0.2702 mL/sec 0.0009 2.8781 mL/sec 0.0005 
F4 18.37 mL/sec 0.0024 18.35 mL/sec 0.0024 
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6.4.2 Simple Linear Steady State Online Dynamic Data Reconciliation. 
This section will be discussing the case study regarding Needle Tank linear (SS) steady state 
dynamic reconciliation in the pilot plant. More advanced DDR will be discussed in Chapter 9 
as it involves PID controllers. Figure 6.3 shows the schematic diagram of the Needle Tank in 
the pilot plant. 
Figure 6.3: Needle Tank Schematic Diagram 
In this case studies, the input flow rate and the output flow rate is monitored by two flow 
transmitters and the flow rate is control by two pumps respectively. The aim of the case 
studies was to testify if the flow transmitters are accurately measuring the flow rate of the 
input and output flow. 
[PILOT PLANT DATA RECONCILIATION IMPLEMENTATION] March 4, 2014 
 
59 | P a g e  
 
Before any implementation was made, mass balance constraints for this steady state system 
were justified as: 
     
  
  
           (6.4.6) 
In equation (6.4.6),     represents the measured flow rate input,      represents the 
measured flow rate output, and  
  
  
 is the change in tank level with respect to sampled time. 
By using the raw measurements of the flow sensor in the pilot plant, the pumps were used to 
manipulate the flow rates on both end of the tank so that the flow transmitter meet the 
constraints of            and assuming that  
  
  
 is equal to zero because the process is SS. 
In theory, if the flow rate in is equal to the flow rate out, the tank level should remained at 
steady state since there is no change in flow rate, in Figure 6.4 is the graph for this testing.
                         Figure 6.4: Needle Tank Flow Transmitter constraints testing. 
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In Figure 6.4, the blue line indicates the level of the tank, the purple line indicates the pump 
speed, and the green line represents the input flow rate of the needle tank. In this case, where 
there is no data reconciliation involved, the Needle Tank appears to be decreasing even by 
theory, it should be steady state; the problem presented here was that the flow transmitters are 
not accurately measuring the flow rates of the Needle Tank. 
Therefore linear steady state dynamic data reconciliation were implemented for this case, by 
using equation (6.15) that was proposed earlier on in the chapter, the estimated variables for 
this system was obtained as: 
 ̂       (    )             (6.15) 
By following the mass balance equation below: 
     
  
  
           (6.4.6) 
With the incidence matrix and variance matrix as: 
   [     ]      
  [
    
    
    
] 
  ,    and    are the variances for the three measured variables and the newly estimated 
measurements were produced for each individual measuring variable as: 
 ̂   
[
 
 
 
     
  [        ]
        
    
  [        ]
        
    
  [        ]
        ]
 
 
 
 
           (6.4.7) 
In equation (6.4.7),   ,   , and    each represents the flow rate in, change in level of the 
tank, and flow rate out respectively.  
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In Figure 6.5 is the result of the Needle Tank with the implementation of data reconciliation. 
Figure 6.5: Data Reconciliation with Needle Tank Output Flow and Input Flow. 
In Figure 6.5, it can be seen that data reconciliation provides a more accurate set of 
measurements as the level of the tank gradually approach steady state when the disturbance 
was introduced (Output pump was stepped up by 10%) unlike the case that was shown in 
Figure 6.4. By comparison of both cases, it can be concluded that data reconciliation can 
improve process measurements and provides a better and more accurate set of measurements 
for process control purposes, Dynamic Data Reconciliation will be discussed in Chapter 8. 
 
Note: All Calibrations, Excel Programs and Measurement Data can be found in the Appendix 
II at the end of this project report. 
 
[PILOT PLANT DATA RECONCILIATION IMPLEMENTATION] March 4, 2014 
 
62 | P a g e  
 
To summarize this chapter, it was understood that: 
The incidence matrix of a flow sheet is unique in terms of the process network; it also 
contains the measurement information and all of the topological information of the flow sheet 
[8]. 
If    has a full rank, then the unmeasured variables are all observable, measured variables are 
redundant in this case. [5] 
If the rank of    is r < N, then at least (N-r) variables are non-observable. [5] 
The reconciled data in linear steady state DR are more accurate and consistent than raw 
measurements. 
The reconciled data in linear steady state DR are unbiased and have a smaller variance than 
the raw measurements. 
The next chapter discusses the theory and background of Bilinear Data Reconciliation and its 
applications. 
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7 DATA RECONCILIATION (STEADY STATE BILINEAR 
SYSTEM) 
 
This chapter contains the information regarding the implementation of DR for Bilinear 
Systems and solutions. This chapter is categorized into two different sections with one 
section explaining the background of bilinear system and the other section contains the 
solution of data reconciliation for bilinear system.  
 
7.1 BILINEAR SYSTEMS 
In majority of the industrial plants, process streams often contain several components and 
species. Generally in this system, not only are the stream flow rates measured, the 
compositions of some of the steams are also being measured. The objective here is to 
simultaneously reconcile flow rates and compositions measurements.  
Component mass balances have to be included as constraints in the DR problem. The term 
bilinear data reconciliation will be used quite often since the constraints contains the product 
of flow rates and composition variables. [3] 
Another bilinear DR problem comes from reconciling the flow rates and temperatures, in this 
case which the enthalpy of the stream is only a function of the temperature. Energy balances 
are the constraints in the optimization. This particular case will be discussed in chapter 9 to 
show how the implementation for this particular case is implemented in the pilot plant. 
In figure 7.1 is a schematic diagram of a binary distillation column. [3] 
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Figure 7.1: Schematic Diagram  of a binary distillation column. 
This distillation column is a simple example of reconciling flows and compositions of binary 
distillation columns.  The measurements of the feed, distillate, and bottom flows along with 
their compositions in this example are listed in the Appendix as Table 2. In table 2, the flow 
measurements are measured in kg/h and the composition is shown in terms of mass fraction. 
When the system is at steady state, the bilinear data reconciliation for the distillation column 
can be formulated as the following: 
         ( ̂ [
 ̂ 
 ̂ 
])  (   ̂)
 
  
  ((   ̂)  ([
  
  
]  [
  
  
])   
  ([
  
  
]  [
 ̂ 
 ̂ 
])   (7.1) 
             ̂      
  ̂      
 ̂   ̂    
In equation (7.1)   is the vector of the measured flow rates,   [        ]
  ,    and    are 
the variance matrix corresponding to the measurements of the flow rates and the 
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compositions, respectively. Lastly    and   are the compositions vectors corresponding to 
components 1 and components 2, the compositions are defined as the following: 
[    ]  [
    
    
    
 
    
    
    
] 
The columns of this matrix represent the number of components and in this case it has two 
columns which equals to two components and the row of this matrix demonstrate that it has 
three streams. 
 ̂    and  ̂    are the vectors of the component flow rates which are defined as the following: 
 ̂    [
 ̂ 
   
 ̂ 
   
 ̂ 
   
]  [
 ̂  ̂   
 ̂  ̂   
 ̂  ̂   
]   ̂    [
 ̂ 
   
 ̂ 
   
 ̂ 
   
]  [
 ̂  ̂   
 ̂  ̂   
 ̂  ̂   
] 
In this case if   is the incidence matrix,   [    ] then   ̂      and   ̂      are 
the component mass balances of components 1 and components 2.  
 ̂   ̂    are the normalization equation represents each compositions in each flow and 1 
denotes the vector   [   ]  [5] 
The above data reconciliation problem can be reformulated in terms of flow rates and 
composition variables. Therefore the normalization equation becomes: 
 ̂   ̂     ̂      
In this case, the constraints above are linear in terms of flow variables. The problem with this 
constraint is that it contains compositions variables and to overcome this problem, the 
objective function can be modified as the following with the minimization of the sum of 
squares of the adjustments made to the process variables: 
[PILOT PLANT DATA RECONCILIATION IMPLEMENTATION] March 4, 2014 
 
66 | P a g e  
 
            ([
 ̂
 ̂   
 ̂   
])  [[
 
    
    
]  [
 ̂
 ̂   
 ̂   
]]
 
   [[
 
    
    
]  [
 ̂
 ̂   
 ̂   
]]
 
  (7.2) 
             ̂   ̂     ̂      
  ̂      
  ̂      
Now   is the variance matrix of the measurements as the following: 
  [
   
    
]            (7.3) 
In this case     can’t be directly obtained from the raw measurements since it is a component 
flows. An estimation of the component flows can be obtained by linearizing the term,        , 
using a first order Taylor’s series: (note the superscript, *, represents the measured value) 
         
     
      
 (     
 )    
 (         
 ) 
   (      )  (    
 )
 
   (  )  (  )
    (    )   (7.4) 
Equation 7.2 is the objective function that is subject to the linear constraints in the flow 
variables that results in a linear data reconciliation problem. 
The new estimates can be obtained from equation (6.15) that was discussed in chapter 6.  
 ̂       (    )             (6.15) 
The values of the compositions in this example can also be obtained from the following: 
[
 ̂   
 ̂   
 ̂   
]  [
 ̂ 
   
   
 ̂ 
   
   
 ̂ 
   
   
]          [
 ̂   
 ̂   
 ̂   
]  [
 ̂ 
   
   
 ̂ 
   
   
 ̂ 
   
   
]          (7.5) 
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In the example, the measured steady state vector of the stream flows is given by: 
  [
       
      
      
] 
The components flows from the example can be calculated and it is shown as the following: 
 
     [
      
      
      
]  [
      
      
    
]           [
      
      
      
]  [
      
     
      
] 
 
The next step is to calculate the variances using equation (7.4) and the following （9×9） 
matrix is obtained: 
   
[
 
 
 
 
 
 
 
 
      
 
 
 
 
 
 
 
 
 
 
     
 
 
 
 
 
 
 
 
 
 
     
 
 
 
 
 
 
 
 
 
 
     
 
 
 
 
 
 
 
 
 
 
   
 
 
 
 
   
 
 
 
 
 
     
 
 
 
 
 
 
 
 
 
 
     
 
 
 
 
 
 
 
 
 
 
     
 
 
 
 
 
 
 
 
 
 
     ]
 
 
 
 
 
 
 
 
 
The linear constraints equation for this DR problem from equation (7.2) is presented in 
matrix form: 
[
 
 
 
 
 
 
 
 
 
    
 
 
 
 
 
    
 
 
 
 
 
  
  
 
 
 
 
 
 
  
 
  
 
 
 
 
 
  
 
 
  
 
 
 
 
 
 
  
 
 
  
 
 
 
 
 
 ]
 
 
 
 
[
 
    
    
]    
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This is solved by using equation (6.15) on MATLAB and the results are: 
[
 
 
 
 
 
 
 
 
 
 
 ̂ 
 ̂ 
 ̂ 
 ̂  ̂   
 ̂  ̂   
 ̂  ̂   
 ̂  ̂   
 ̂  ̂   
 ̂  ̂   ]
 
 
 
 
 
 
 
 
 
 
 
[
 
 
 
 
 
 
 
 
      
     
     
     
     
    
     
    
     ]
 
 
 
 
 
 
 
 
 
The MATLAB calculations and scripts for this bilinear steady state example are shown in the 
Appendix (MATLAB). From the observation made from the newly estimated results, it can 
be concluded that the reconciled flows satisfy the overall mass balances around the 
distillation columns. Hence the calculated compositions from equation (7.5) are: 
 
[
 ̂   
 ̂   
 ̂   
]  [
      
      
      
]          [
 ̂   
 ̂   
 ̂   
]  [
      
      
      
] 
 
The table of results is shown in the Appendix I (Tables and Figures) for this bilinear example. 
In conclusion for this chapter, the constraints of a bilinear data reconciliation problem contain 
products of two process variables and it can either be flow and composition or flow and 
temperature. 
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The following is the steps to approach bilinear data reconciliation: 
Step 1: Unmeasured composition variables are eliminated through Q-R factorization. 
Step 2: Reconcile the flow and composition measurements and estimate unmeasured total 
flow rates. 
Step 3: Estimate unmeasured compositions. 
The next chapter will be the discussing the theory and background of Dynamic Data 
Reconciliation and its applications. 
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8 DATA RECONCILIATION (DYNAMIC PROCESS SYSTEM) 
 
This chapter will be discussing the theory and techniques used regarding data reconciliation 
implementation for dynamic process system.  This chapter will be categorised into four 
different sections which includes the formulation of dynamic data reconciliation, linear 
dynamic data reconciliation, and dynamic data reconciliation with a Kalman Filter, and 
nonlinear dynamic data reconciliation. These techniques and theories will be explored in this 
chapter for the implementation of DDR (Dynamic Data Reconciliation) in the pilot plant. 
 
8.1 THE FORMULATION OF DYNAMIC DATA RECONCILIATION 
In all of previous examples, data reconciliation problem was all discussed for processes under 
steady state conditions but in real life situations, a lot of chemical processes are basically 
dynamic and disturbances often occur in processes. Respectfully, it is desirable to develop 
dynamic data reconciliation (DDR) for dynamic processes so that at every sampling instant, a 
more accurate and reliable process data is available for real time control and optimization. [3] 
[5] 
Previously in steady state data reconciliation, it was discussed that only one set of data was 
used at the current sampling time. Steady state data reconciliation uses the spatial redundancy 
of the measurements and no information was drawn from the process before to estimate the 
current state of that process. Given that steady-state operation is almost never fulfilled, it is 
better to think of applying DDR even for “steady state” processes [6]. 
In order to perform DDR, when a process is continuously sampled at discrete points in time, 
temporal redundancy can be obtained and this type of temporal redundancy is used for 
filtering, prediction and smoothing. 
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Filtering happens when the process measurements are prior to time   , including the process 
variables measured at time  , are used to estimate the current state of the process system. 
Prediction is when the process measurements prior to time   are used to predict and estimate 
the process variables at time that is           . Smoothing is when the measurements are 
prior to time   and after time  , are used to estimate the process variables at time  . [3] 
In the case of these three methods, filtering and prediction can be applied online; however 
smoothing can only be used off-line. [6] 
To formulate an objective function for DDR, it was known that DDR uses both spatial and 
temporal redundancy to estimate the state of a process, therefore at every sampling instant; 
more accurate and reliable process data are available. In this case, for discrete sampled data, 
DDR are generally formulated as the following: 
            ( ̂   ̂ )  ∑ [(    ̂ )
    (    ̂ )]
  
       (8.1) 
                  [
  ̂( )
  
  ̂( )  ̂( )]    
 
 [ ̂( )  ̂( )]    
 
 [
  ̂( )
  
  ̂( )  ̂( )]    
In equation (8.1),     is defined as an M×1 vector of observed values for measured process 
variables at (            )   ̂  is the vector of reconciled values for the measured process 
variables at  ,  ̂  is an N×1 vector of estimates for unmeasured process variables and it can 
also be model parameters at time t,   is an M×M covariance matrix for the measurements,   
is a C×1 vector of differential model equality constraints,    is an S×1 vector of algebraic 
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model equality constraints, and   is an E×1 vector of inequality model constraints that 
includes a simple upper and lower bounds. 
The problem that was presented in terms of equation (8.1) for DDR allows the reconciled 
data to satisfy the exact models. 
 
Figure 8.1: Discrete moving window for Dynamic Data Reconciliation [3] 
In Figure 8.1 is a diagram that shows how dynamic data reconciliation that was formulated in 
equation (8.1) allows the reconciled data measurements to be satisfied by the exact model, the 
technique that was applied was using a moving window where    represents the window 
width. In this case only the measurements that was measured in the between the window 
width is being reconciled and only the reconciled values for the current time measurements 
are used of process control and on-line monitoring. Then the moving window moves forward 
to the next discrete time step. [3] 
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Differential equations can often be used to define process dynamics, this application is quite 
convenient to be used in the pilot plant in terms of process control because of how Microsoft 
Excel read and write data measurements back to the DCS (Distributed Control System) in 
terms of discrete time in the pilot plant.  
For a discrete measured process system, the dynamics of a linear time invariant (LTI) 
process can be formulated as: 
                    (8.2) 
   is an M×1 vector that holds the true values of the process variables at time  ,      is a P×1 
vector of manipulated variables and disturbances to the process at    , and   is a M×1 
vector of random variables that represents model errors which generally are unknown 
disturbances that is corrupting the process system. The important condition here is that the 
coefficient of matrices A and B are known at all times. [3] 
In the case of DDR, the reconciled measurements of the process variables can be obtained by 
formulating an optimization problem that simultaneously minimizes the weight sum of square 
measurements and model errors. The optimization problem is: 
            ( ̂ )  (    ̂ )
    (    ̂ )  (      ̂ )
 
   (      ̂ ) (8.3) 
                  ̂          
     ̂     
In equation (8.3),      is a M×1 vector of model predicted values. The manipulated variables 
in this equation have to be known and lastly Ω is an M×M variance-covariance matrix of the 
model predictions. 
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The next step is to take partial derivatives of the objective function with respect to  ̂  and 
allows the equation to equal zero and this result in: 
  
  ̂ 
      (    ̂ )    
  (      ̂ )    
Which yield the general equation for DDR that is shown below: 
 ̂  ( 
      )  (       
      )   (8.4) 
In equation (8.4) the variables V can be obtained from the raw measurements by calculating 
the variances and covariance from the data of the moving window but it is difficult to 
calculate the variance and covariance of the model predictions in Ω. This is because there are 
multiple types of unknown disturbances affecting the process. Therefore it is possible to 
appoint the ratio of the variance of the model as tuning parameter in the DDR equations. 
When the ratio of the variance is used as a tuning parameter for DDR, two types of situations 
can occur: [3] 
1) 
  
 
  
   which corresponds to an exact model, this means that the reconciled values 
are equal to the model predicted value. 
2) 
  
 
  
   indicates that the model predictions are poorly estimated and the reconciled 
values are approaching the measured values. 
 
In terms of process control, measurement noise will always affect the control performance of 
the system. Therefore the strategy here is to implement a “filter’ inside the control loop with 
a conventional controller. The idea here is to reduce the noise before the process 
measurement reaches the controllers. 
In Figure 8.2 is a diagram that presents online DDR problem inside a conventional PID 
(Proportional Integral Derivative) control loop. 
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Figure 8.2: Online DDR inside a conventional PID control loop. [3] 
In Figure 8.2, the raw measurements of the process are reconciled by the DDR algorithm and 
then it was sent to the control valve to predict the next manipulated variable. 
Figure 8.3 demonstrate an example of DDR with a tank, this example were used in this 
project to aid in understanding and implementation of DDR in the pilot plant. 
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Figure 8.3: Storage Tank Schematic Process. 
As was shown in Figure 8.3 [3], a conventional PID controller is used to control the level of 
the storage tank by adjusting the output flow of the tank. In this case, the sampling interval is 
one minute. The standard deviations of the measurements are           and the tank level 
is 0.012 m. The PI controller at the outlet has controller parameters of          
    and 
           . 
In Figure 8.4 is the example retrieved from one of the case studies that was investigated.to 
improves the understanding of DDR in this project. The dynamics process of a storage tank 
shown in Figure 8.3 when a 20% step change was introduced in the feed flow is shown in 
Figure 8.4. The measurements of the level of the tank have significant amount of noise hence 
it also affects the control outputs of the PI controllers. 
To compensate for the effects of the measurement noise, a DDR algorithm can be employed 
into the control loop just as it was shown in Figure 8.2 to reconcile the level of the storage 
tank before the measurement information was sent to the control valves to predict the next 
manipulated movements.  
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Figure 8.4: PI controller to control the storage tank from Figure 8.2(Without DR). [3] 
The reconciled tank level of this example of each sampling time can be obtained by the 
following minimizing equations: 
            ( ̂ )  
 
   
(        ̂     )
 
 
 
   
(    ̂ )
 
 
 
   
(      ̂ )
 
 (8.5) 
                             ̂    
  
 
(  ̂            ) 
     ̂       
In equation (8.5), the model constraints is the mass balance around the process system,    is 
the discrete sample time each interval and   is the cross-sectional area of the storage tank. 
Figure 8.5 demonstrate the dynamics of the process with the implementation of DDR.  
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Figure 8.5: PI controller of dynamic process implemented with DR (Example Case Study) [3] 
From Figure 8.5, it can be concluded that the level of the storage tank contain less noise that 
the one that was shown in Figure 8.4. The control valve appears to have smaller variations 
when the reconciled measurements were used to predict control actions from the PI 
controllers.  
By comparing both scenario in Figure 8.4 and Figure 8.5, it can be concluded that DDR can 
be used to improve process control performance and efficiently removed measurement 
noises. 
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8.2 DYNAMIC DATA RECONCILIATION IN THE PILOT PLANT 
This section discusses how data reconciliation was implemented in the pilot plant by using 
the methods and theory proposed in the previous section. 
As was shown previously in Figure 6.3 in Chapter 6, the figure demonstrated the process 
system of the needle tank in the pilot plant which there are two flow pumps that control the 
inlet flow rate and the outlet flow rate. In this case, an attempt was made to control the level 
of the tank and compare its control performance against results obtained from DDR.  
The process system in Figure 6.3 is very similar to the example case study that was 
investigated in Figure 8.3. This case study is an attempt to put theory to test and observe if 
the DDR techniques and theory that was investigated can improve the process control 
performance in the pilot plant at Murdoch University. In this case, a conventional PID level 
controller was implemented at the outlet pump and the inlet pump was used to act as a 
disturbance and input change with no controller implemented. In Figure 8.6 is the process 
system that was used in this case study. 
Figure 8.6: Level Controller Implemented at a Needle Tank 
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Before DR was implemented for this system, the level of the tank was controlled and was set 
at a certain setpoint and the results were used to observe the control performance of this 
controller without DR. 
Figure 8.7: Level Controller Performance Graph 
In Figure 8.7, the red line indicates the outlet flow rates, the blue line indicates the level of 
the non-linear tank, and the green line is the disturbance introduced in the system. The 
setpoint level of the tank was set at 50%, and the disturbance was introduced at the inlet 
pump to have a step change of 20% increase in pump speed from the initial 40% to observe 
the controllers action. The outlet flow appears to be quite noisy and the next step is to observe 
if DDR can reduce the noise of the system.  
Equation (8.5) that was shown earlier was used to reconcile the level of the Needle Tank in 
the pilot plant, the reconciling of the feed flow is neglected in this case and by solving the 
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optimization problem in equation (8.5), the explicit equation for tank level at discrete time   
is: 
 ̂       
  
 
       
(       )    (8.6) 
      ̂    
  
 
(             )    (8.7) 
  
 
       
 is used as a tuning parameter for DDR just as previously discussed on page 73. 
Equation (8.5) is the reconciling algorithm for the level of the Needle Tank in this case study. 
 
Figure 8.8: DDR Needle Tank with PI Controller. 
Figure 8.8 is the level control for the Needle Tank when DDR is in place, as it can be seen 
that by comparing Figure 8.8 and Figure 8.9, the variances and noise of the level is 
significantly smaller in Figure 8.8 than it is in Figure 8.9 where there is no DDR in place. 
The Microsoft Excel program can be found in Appendix II for this application. 
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Figure 8.9: Needle Tank PI Controller with no DDR (Zoom). 
The next chapter will be discussing how gross error can be detected for the overall system 
using Global Error Test (GET). 
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9 RESULTS EVALUATION (GLOBAL ERROR TEST) 
 
This chapter explains the methods and technique used to validate newly estimated data 
measurements and how multiple error tests include global error test can be implemented in 
these applications.  
 
9.1 GLOBAL TEST 
Real process data often can include different types of errors due to instrument malfunction 
and process leaks. These gross errors are non-random and it can completely invalidate the 
statistical of data reconciliation techniques. That is why it is critical to verify a set of data for 
gross errors and if it exists, it must be removed prior to data reconciliation. 
The reconciled measurement can be obtained as: 
 ̂               (9.1) 
Where   in this case are redundant raw measurements and   is the vector for random errors. It 
is also assume that: 
   = 0 
                             
The global test is based on statistical hypothesis testing and it can be used to test against a set 
of data measurements with the null hypothesis,   where no gross error is present.  
The global test function is formulated as [6]: 
                 (9.2) 
[PILOT PLANT DATA RECONCILIATION IMPLEMENTATION] March 4, 2014 
 
84 | P a g e  
 
 (       ( ))       (9.3) 
         (9.4) 
   (   )              (9.5) 
           (9.6) 
In equation (9.2),   has a chi-squared distribution with   number of degrees of freedom 
(total number of equations). For a specific  , a critical value for   can be calculated. The 
theory stated that if   for a set of data is larger than the critical value of  ,     then the data set 
has a (1-   ) chance of containing gross errors.(   is usually 0.05 and 0.1 if specified) 
G in equation (9.4) is     
    and y corresponds to redundant measured variables. 
  is the covariance matrix of the data set being tested. 
Consider the following redundant measurements for a process system: 
  [
      
      
      
      
] 
  [
        
 
 
 
 
 
      
 
 
 
 
 
        
 
 
 
 
 
    
] 
  [
          
          
          
     
    
   
    
] 
Calculating the covariance matrix of the residuum, and using the measured data in the 3 mass 
balance equations to find the residual, the results obtained would provides an indication 
whether the data set contains gross errors in its measurements.  
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  [
       
       
       
]    [
                  
                  
                  
] 
This produces: 
                
So if: 
    
 
      ( )                    (9.7) 
     
             
Then there is a 95% chance that the data set contains gross errors depends on the degree of 
freedoms and the degree of freedom here is 3. Therefore    = 7.815. Distribution table is 
attached in the appendix for chi-squared distribution. [6] Gross errors were demonstrated to 
be very useful when it comes to detecting errors for the overall system. 
The next chapter will consider the ideas and work that can be done in the future of the aspects 
of this thesis project. 
 
 
 
 
 
  
[PILOT PLANT DATA RECONCILIATION IMPLEMENTATION] March 4, 2014 
 
86 | P a g e  
 
10 FUTURE WORK 
 
Since data reconciliation is such a wide and broad topic to investigate and to study, what was 
shown for the duration of this project was only a portion of what could have been in terms of 
data reconciliation. Below are a series of future work considerations of data reconciliation in 
the pilot plant of Murdoch University. 
 Flow Transmitter sensor replacements. 
The flow sensors exists at the moment in the pilot plant have no data sheets and 
instrument information, the flow transmitters can be replaced in the future for better 
monitoring  which will improve the quality of data measurements in the pilot plant, 
hence DR can be implemented with the new transmitters for optimization purposes. 
 
 Bilinear Data Reconciliation 
Bilinear DR in this project was investigated with a case study that presents its 
background and theory in distillation columns and due to time constraints, bilinear 
DR was not implemented on physical equipment at Murdoch University. Bilinear DR 
can also be done in terms of heat exchangers and the initial idea for this topic is to 
retrieve data measurements of the HE (Heat Exchanger) from the Instrumentation and 
Control Laboratory operated by LABVIEW. It was believed that this idea can also 
provide a better understanding regarding bilinear data reconciliation. 
 
 Gross Error Detection 
Gross error detection was only used to test the overall results of the newly estimated 
data to observe if there are any process discrepancies. Extensive investigation 
regarding gross error can be run in the future in conjunction with data reconciliation 
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to determine detailed process discrepancies instead of just performing the overall 
Global Error Test. 
 
 Dynamic Data Reconciliation at the Ball Mill Recycle System 
DDR were implemented for a single input/ single output system at the Needle Tank. 
DDR can be investigated to be implemented at the Ball Mill Tank recycle system for 
a more complex process system observation and to investigate if DDR can also 
improve overall process control performance in the pilot plant for this system.  
 
Overall, the above ideas can be implemented to provide a better understanding of DR and its 
applications. If it is used for the right applications, it has the ability to save huge amount of 
resources and provides a stable output productions in chemical plants in the industries. The 
next chapter provides a conclusion and thoughts for this thesis project.  
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11 CONCLUSIONS 
 
It is known that reliable process data are the keys to efficient operations of industrial 
chemical plants and without the accurate monitoring of process variables, it is impossible for 
operators to run the plant safely and efficiently. 
The aim of this thesis project was to investigate if data reconciliation under steady state 
operating conditions could improve the process measurements. The observability and 
redundancy were also investigated for the classification of measurement variables. The Ball 
Mill Tank system was also investigated with a recycle flow, DDR (Dynamic Data 
Reconciliation) were also investigated at the Needle Tank. Process models, mathematical 
minimization, and mass balance constraints equations were also developed for the purpose of 
process system calibration and implementation of data reconciliation. 
During the investigation of DR, the physical case studies results obtained from the plant 
correlates to what was investigated in the example cases such as the cooling water network. 
The theory and background studied contributes tremendously towards the success of 
implementation of DR in the pilot plant. Data reconciliation implemented at the Ball Mill 
tank also helped to improve process measurements and it provides a better set of data for 
measuring variables. DDR for the Needle Tank also shown some positive results in terms of 
improving process control efficiency. 
In conclusion, data reconciliation is a viable solution to improve process measurements and 
also to improve conventional feedback control performance. It also provides quality and 
better set of measurements and ensures that process system is operating safely and efficiently. 
[PILOT PLANT DATA RECONCILIATION IMPLEMENTATION] March 4, 2014 
 
89 | P a g e  
 
DEFINITIONS 
 
Lagrange Multipliers 
Lagrange Multiplier is a technique used to find the local maxima and minima of a function 
subject to equality constraints. 
 
Incidence Matrix 
Incidence Matrix is a matrix that demonstrates the relationships between multiple classes of 
objects in rows and columns. 
 
Deterministic Variable 
Deterministic defines as not random. A deterministic variable is defined as the function or 
variable is often not random. 
 
Identity Matrix 
In algebra, identity matrix is N×N matrix with ones on the main diagonal and zeros 
everywhere else. 
 
Projection Matrix 
A projection matrix P is an N×N matrix that gives a vector space projection. A projection 
matrix can also be defined as a linear transformation P from a vector space to itself such 
that     . 
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Q-R Factorization 
In linear Algebra, a QR decomposition of a matrix is a decomposition of a matrix A into 
product orthogonal matrix Q and an upper triangular matrix R. 
 
Least Square Technique 
This is a technique that is a standard approach to the approximate solution of over determined 
systems. 
 
Orthonormal 
In linear algebra, two vectors in an inner product space are orthonormal if they are orthogonal 
and unit vectors. 
 
Linear time Invariant  
Linear time-invariant (LTI) systems are a constant-gain system, with the combinations of 
various time-shifts as the input signal. 
 
Chi Squared Distribution 
One of the most commonly used probability distribution techniques. 
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NOTATIONS 
 
  ̂   Reconciled variables 
   
  Flow Rate Variances  
        Discrete Flow Measurements 
   
  Tank Level Measurement Variance 
     Tank Level Measurements  
   
  Model Predicted Measurement Variances 
      Predicted Tank Level 
  ̂    Past Measured Discrete Measurements 
        Past Measured Flow Rate Measurement 
      Tank Level Maximum 
   
  Model Predicted Variances 
     Variances 
    Infinity Numbers 
  ̂   Reconciled Estimated Measurements 
     Variances Inverse 
     Model Predicted Variances Inverse 
     Raw Measurement at Discrete Time 
      Model Predicted Measurement 
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APPENDIX I: FIGURES AND TABLES 
Figure 1: Flow Diagrams of the Second Half of the Pilot Plant 
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Figure 2: Default Honeywell preconfigured display screens of Pilot Plant. 
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Figure 3: Default Honeywell preconfigured display screens of Pilot Plant  
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Figure 4: Default Honeywell preconfigured display screens of Pilot Plant 
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Figure 5: Default Honeywell preconfigured display screens of Pilot Plant 
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Figure 6: Default Honeywell preconfigured display screens of Pilot Plant 
 
[PILOT PLANT DATA RECONCILIATION IMPLEMENTATION] March 4, 2014 
 
99 | P a g e  
 
Figure 7: Default Honeywell preconfigured display screens of Pilot Plant 
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Figure 8: Pilot plant main control page that includes tank level control and stream flow rate monitoring system. 
 
 
 
 
Microsoft Data 
Exchange Read Cells 
This is one of the Microsoft 
Data Exchange Write Cells that 
change the operating points and 
values that determine either 
pumps speed and control valve 
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Table 1   
 
Table 1: Raw measurements and Standard Deviations for Eq.6.1 and Eq.6.2 
Table 2 
 
Table 2: Measurements of a binary distillation column (Chapter 7) 
Chi – Squared Distribution Table   
P 
DF 0.995 0.975 0.20 0.10 0.05 0.025 0.02 0.01 0.005 0.002 0.001 
1 0.0000393 0.000982 1.642 2.706 3.841 5.024 5.412 6.635 7.879 9.550 10.828 
2 0.0100 0.0506 3.219 4.605 5.991 7.378 7.824 9.210 10.597 12.429 13.816 
3 0.0717 0.216 4.642 6.251 7.815 9.348 9.837 11.345 12.838 14.796 16.266 
4 0.207 0.484 5.989 7.779 9.488 11.143 11.668 13.277 14.860 16.924 18.467 
5 0.412 0.831 7.289 9.236 11.070 12.833 13.388 15.086 16.750 18.907 20.515 
6 0.676 1.237 8.558 10.645 12.592 14.449 15.033 16.812 18.548 20.791 22.458 
7 0.989 1.690 9.803 12.017 14.067 16.013 16.622 18.475 20.278 22.601 24.322 
8 1.344 2.180 11.030 13.362 15.507 17.535 18.168 20.090 21.955 24.352 26.124 
9 1.735 2.700 12.242 14.684 16.919 19.023 19.679 21.666 23.589 26.056 27.877 
10 2.156 3.247 13.442 15.987 18.307 20.483 21.161 23.209 25.188 27.722 29.588 
11 2.603 3.816 14.631 17.275 19.675 21.920 22.618 24.725 26.757 29.354 31.264 
12 3.074 4.404 15.812 18.549 21.026 23.337 24.054 26.217 28.300 30.957 32.909 
13 3.565 5.009 16.985 19.812 22.362 24.736 25.472 27.688 29.819 32.535 34.528 
14 4.075 5.629 18.151 21.064 23.685 26.119 26.873 29.141 31.319 34.091 36.123 
15 4.601 6.262 19.311 22.307 24.996 27.488 28.259 30.578 32.801 35.628 37.697 
 
. 
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APPENDIX II: MATLAB PROGRAMS SCRIPT AND EXCEL 
DATA 
Cooling Water Example MATLAB Scripts 
 
 
 
 
 
 
 
 
Cooling Water Example MATLAB Results 
 
 
 
 
 
 
 
 
 
 
 
%Cooling Water Example in Figure 5.5 
%y is the raw measurements 
%V is the measured variances 
%A is the incidence matrix 
%I is the identity matrix 
%Cov is the co-variances of the newly estimated measurements 
y=[110.5;60.8;35.0;68.9;38.6;101.4]; 
V=[0.6724 0 0 0 0 0;0 0.2809 0 0 0 0;0 0 0.2116 0 0 0;0 0 0 0.5041 0 0; 
    0 0 0 0 0.2025 0;0 0 0 0 0 1.44]; 
A=[1 -1 -1 0 0 0;0 1 0 -1 0 0;0 0 1 0 -1 0;0 0 0 1 1 -1]; 
I=[1 0 0 0 0 0;0 1 0 0 0 0;0 0 1 0 0 0;0 0 0 1 0 0; 
    0 0 0 0 1 0;0 0 0 0 0 1]; 
  
%W=I-[V*A'*((A*V*A')^-1)*A]; 
  
yhat=y-V*A'*((A*V*A')^-1)*A*y 
  
%Cov=W*V*W' 
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Ball Mill and CUFT Tank Process System Offline DR MATLAB 
 
 
 
 
 
 
 
  
Ball Mill and CUFT Tank DR MATLAB Results 
  
 
 
 
 
 
 
 
 
 
 
 
 
%Cooling Water Example in Figure 5.5 
%y is the raw measurements 
%V is the measured variances 
%A is the incidence matrix 
%I is the identity matrix 
%Cov is the co-variances of the newly estimated measurements 
y=[110.5;60.8;35.0;68.9;38.6;101.4]; 
V=[0.6724 0 0 0 0 0;0 0.2809 0 0 0 0;0 0 0.2116 0 0 0;0 0 0 0.5041 0 0; 
    0 0 0 0 0.2025 0;0 0 0 0 0 1.44]; 
A=[1 -1 -1 0 0 0;0 1 0 -1 0 0;0 0 1 0 -1 0;0 0 0 1 1 -1]; 
I=[1 0 0 0 0 0;0 1 0 0 0 0;0 0 1 0 0 0;0 0 0 1 0 0; 
    0 0 0 0 1 0;0 0 0 0 0 1]; 
  
%W=I-[V*A'*((A*V*A')^-1)*A]; 
  
yhat=y-V*A'*((A*V*A')^-1)*A*y 
  
%Cov=W*V*W' 
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Figure 9: Needle Tank Steady State Simple Dynamics Implementation 
 
 
Raw Measurements - Green Column 
Reconciled Measurements - Yellow Column 
DR Algorithm 
Calculations on 
Microsoft Excel 
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Microsoft Excel Data Measurements (Ball Mill Tank) 
Average 
   FT_148 FT_247 FT_401 FT_347 
6.801233333 17.66447 0.270167 18.37037 
Standard deviation 
  0.036742058 0.653684 0.030574 0.049434 
Variance 
   0.001349979 0.427303 0.000935 0.002444 
    FT_148 FT_247 FT_401 FT_347 
6.772433333 18.30933 0.264833 18.37057 
standard deviation 
  0.03805135 0.251561 0.030933 0.046033 
Variance 
   0.001447905 0.063283 0.000957 0.002119 
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MICROSOFT EXCEL ALGORITHM FORMULATION FOR DYNAMIC DATA 
RECONCILIATION AT THE NEEDLE TANK 
(Snapshot of Microsoft Excel when the plant was operational) 
Process parameters 
Newly Estimated 
Tank Level. 
Model predictor calculations 
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APPENDIX III: INSTRUMENT CALIBRATION AND 
MEASURED DATA (PILOT PLANT) 
A3.1 PROCESS MODELS  
This section of the appendix contains the foundation work that has to be done first prior to the 
implementation of data reconciliation. Firstly the steady state coefficients of the pumps and 
control valves have to be determined, assuming the pumps and valves are linear 
characteristics before more measurements and testing are made. This constant coefficient will 
also be used in the estimation equation to estimates and reconcile a new set of measurements 
for one of the process variables in the pilot plant. 
 
It is known that if the system is at steady state, input flow will be equal to output flow and by 
knowing the input valve is feeding water at 9.3L/min (measured physically and human errors 
are neglected at this moment for consistency), it should deliver 9.3L/min on the output when 
the system is operating at steady state conditions.  
 
By operating the first pump, the pump coefficient    can be determined using equation (A.1) 
below. This equation can also be used for valve opening percentage and pumps speed 
percentage to determine a relationship between the valve opening and pump speed 
percentage. 
   
          
     
          (A.1) 
 
The second pump which is the pump that controls the level of the Needle Tank is pumping at 
22.5% hence the pump coefficient   is calculated as: 
   
          
     
           (A.2) 
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The third pump which is the product pump that control the level of the third Heated Tank is 
also pumping at 22.5% hence the pump coefficient    is calculated as: 
 
   
          
   
            (A.3) 
 
A valve coefficient was also determined at the input with the valve opening percentage at 
100% hence the valve coefficient    is calculated as: 
 
   
          
   
         (A.4) 
 
The K coefficient is used in data reconciliation. 
 
 
A3.2 MATHEMATICAL MODEL 
This section provides the mathematical models of the tanks in the second half of the pilot 
plant. These models were obtained for mass balance and calibration purposes, since data 
reconciliation has to work under mass balance units; a calibration has been done in most of 
the measurement instruments to convert the measurement variables into the standard SI units 
of L/min.
 109 | P a g e  
 
A3.2.1 NON-LINEAR TANK MATHEMATICAL MODEL 
 
 
 
 
 
 
 
 
 
 
   is the level of the tank at any time instant,    is the volume of the tank with respect to   . 
A3.2.2 NEEDLE TANK MATHEMATICAL MODEL 
 
 
 
 
 
 
 
 
 
 
   is the level of water in the needle tank at any time instant,    is the volume of the tank 
with respect to   
        
                    
                    
   
       
 
 
      
      
 
 
         
             
  
  ( )  (               )     
  ( )             
 
Diameter =30 cm  
Radius =15cm 
Height of Cylinder = 60 cm 
Bottom cone  
Height of bottom cone = 20 cm 
Diameter=10 cm (0.1m) 
Radius=5cm (0.05m) 
Height=1.3m 
      
          
             
              
  
  ( )           
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A3.2.3 CSTR 3 MATHEMATICAL MODEL 
 
 
 
 
 
 
 
 
 
 
   is the level of water in the needle tank at any time instant,    is the volume of the tank 
with respect to   . 
 
The Calibration of the flow transmitter and flow disturbance pumps will be shown in the next 
part of this appendix
Diameter =40 cm (0.2m) 
Radius =20 cm (0.1m) 
Height of Cylinder = 0.45m 
      
         
            
            
  
  ( )            
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A3.3 CALIBRATION OF MEASUREMENT INSTRUMENTS 
Calibration has to be done for the output pumps of the Non-Linear Tank, the output flow 
sensor of the Non-Linear tank, the output pump of the Needle tank and the output flow sensor 
of the Needle Tank in order to convert the pump speeds to flow rate in L/min. Assuming that 
all this measurements devices are linear as shown in the table below, the output flow rate of 
each pump has been recorded for pump speeds of 10%, 20%, 30%, 40% and 50%. 
Table A3.1: Calibration Chart for second half of the pilot plant 
 
. 
 
 
 
 
 
 
 
Calibration Chart FT_523 
Needle Tank Output Pump Speed Tank Capacity Percentile Height of Tank Volume(L) Flow Rate(measured sensor)
10 20.95 0.2095 0.27235 2.1390369 14.89
20 28.22 0.2822 0.36686 2.88131844 20.07
30 39.75 0.3975 0.51675 4.0585545 25.57
40 47.54 0.4754 0.61802 4.85392908 31.53
50 60.19 0.6019 0.78247 6.14551938 38.36
Calibration Chart FT_569
Non Linear Tank Output Pump Speed per 10 secs Volume Flow Rate (L) Flow Rate (Measured Sensor)
10 0.42 2.52 14.95
20 0.625 3.75 22.75
30 0.775 4.65 29.36
40 0.95 5.70 36.17
50 1.05 6.30 41.42
The pump speed of the Non-Linear Tank output pump 
and Needle Tank output pump have been manipulated at 
a consistent interval to record the flow rates coming out 
of the pumps in L/min 
These are the sensor measurements 
recorded for each pump speed and 
convert to L/min. 
These are the volumes of water physically 
measured and used in the process models of the 
Needle Tank to measure the water coming out of 
the Non-Linear Tank. 
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Table A3.2: Linear Approximation for Pumps and Sensors 
 
Linear Approximation (Flow meter FT523)
a 0.171057075
b -0.446183513
Y_new error squared
2.100856 0.001457755
2.986932 0.011154221
3.927746 0.01711089
4.947246 0.00870806
6.115566 0.000897212
0.039328138
Linear Approximation (Pump speed FDP 521)
a 0.099855724
b 1.019999054
Y_new error squared
2.018556 0.014515576
3.017114 0.018440309
4.015671 0.001839013
5.014228 0.025695752
6.012785 0.017618344
0.078108994
Linear Approximation Flow meter (FT_569)
a 0.143700895
b 0.426715896
Y_new error squared
2.575044 0.003029872
3.695911 0.002925592
4.645774 1.78576E-05
5.624377 0.005718798
6.378807 0.006210537
0.017902658
Linear Approximation Pump Speed (NTP_561)
a 0.095099705
b 1.730999991
Y_new error squared
2.681997 0.026243041
3.632994 0.013690383
4.583991 0.00435717
5.534988 0.027228898
6.485985 0.034590508
0.10611
 ( )          (                    )
          
This is the linear approximation equation for flow 
sensor FT_523: 
 ( )        (                    )          
This is the linear approximation equation for flow 
sensor FT_569: 
 ( )          (                  )          
This is the linear approximation equation for 
pump FDP_521: 
 ( )         (                  )        
This is the linear approximation equation for 
pump NTP_561: 
[PILOT PLANT DATA RECONCILIATION IMPLEMENTATION] March 4, 2014 
 
113 | P a g e  
 
These equations obtained will help users to convert the measurements from the pilot plant 
into variables required for Data Reconciliation to succeed and the four figures below 
represent how closely the fits are. All calibrations only exhibit under 2% of errors which are 
relatively accurate set of equations to be used. 
 
Figure A3.1: Needle Tank Output pump calibration chart with linear approximation. 
 
Figure A3.2: Non Linear Tank output pump calibration chart with linear approximation. 
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Figure A3.3: Non-Linear tank output flow sensor calibration chart with linear approximation 
 
Figure A3.4: Needle Tank output flow sensor calibration chart with linear approximation. 
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