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Using coherent states in optical quantum process tomography is a practically-relevant approach. Here, we
develop a framework for complete characterization of quantum-optical processes in terms of normally-ordered
moments by using coherent states as probes. We derive the associated superoperator tensors for several optical
processes. We also show that our technique can be used to determine nonclassicality features of quantum-optical
states and processes. Furthermore, we investigate identification of multi-mode Gaussian processes and show that
the number of necessary probe coherent states scales linearly with the number of modes.
PACS numbers: 42.30.Wb, 03.65.Wj, 42.50.Gy
I. INTRODUCTION
Quantum process tomography (QPT) is used to characterize
an unknown quantum process/operation [1–3]. Several meth-
ods have been proposed for QPT, e.g., standard QPT [1–3],
ancilla-assisted process tomography [4–7], and direct charac-
terization of quantum dynamics [8] (for a review see Ref. [9],).
Quantum-optical operations are of special interest because,
for example, quantum optics provides a promising platform
for performing various physical tasks, testing quantum com-
putation, and performing secure quantum communications
[10–14]. However, realization of such systems may be dif-
ficult due to necessity of generating probe states that are
highly nonclassical. Some recently proposed QPT methods
alleviate parts of this obstacle by using coherent states as
probes [15–20]. In other words, a process can be experi-
mentally characterized by analyzing its effect on a set of co-
herent states. Coherent-state quantum process tomography
(csQPT) offers favorable features such as experimental feasi-
bility within current technology—e.g., optical homodyne de-
tection allows straightforward identification of output states
[21, 22].
In quantum-optical computation and communication, it is
important to analyze various features of output states out of an
unknown quantum process, such as their nonclassicality, or to
determine how specific nonclassical effects, such as squeezing
or antibunching [23], are generated or affected by quantum
processes. Despite much progress [15, 16, 24], however, these
tasks are still formidable.
It has been known that by comparing normally-order mo-
ments of input and output states allows one to obtain nonclas-
sical features of a quantum-optical process [25, 26]. More-
over, there are quantum states, such as Gaussian states, which
can be uniquely represented by a finite number of moments
[27, 28] (despite that their density matrices in the Fock basis
are infinite dimensional). Thus, for Gaussian processes [29],
it seems more reliable to perform csQPT in terms of normally-
ordered moments rather than the Fock basis. Interestingly as
∗ ghalaiim@gmail.com
well, normally-ordered moments can be experimentally char-
acterized by using homodyne correlation measurements com-
prised of beam splitters and photon detectors [26]. And in
the case of multi-mode Gaussian processes, some recent ex-
perimental measurement techniques have also been proposed
[30, 31] .
In this paper, we propose a method for csQPT which is
based on normally-ordered moments. We demonstrate ana-
lytically a scheme by which an unknown quantum process can
be completely identified based on measuring output moments.
The paper is structured as follows. In Sec. II, we explain the
formalism and work out the relation between output and in-
put moments. A general relation is obtained for rank-4 su-
peroperator elements for both single- and multi-mode optical
processes. In Sec. III, the method is illustrated by studying
some processes of interest in quantum optics and quantum in-
formation. The evolution of nonclassicality is also discussed
through several examples. In particular in Sec. IV, we charac-
terize multi-mode Gaussian processes. The paper is summa-
rized in Sec. V.
II. FORMALISM: SUPEROPERATOR IN THE
NORMALLY-ORDERED MOMENT BASIS
In this section, we show that by applying a quantum process
E to a set of input coherent states and measuring the output
states, one can characterize the process—Fig. 1. Any quantum
state %̂ can be expressed as a mixture of coherent states in the
following form:
%̂ =
∫
C
d2αP%̂(α)|α〉〈α|, (1)
where P%̂(α) is the Glauber-Sudarshan P function of the state,
|α〉 is a coherent state, and the integration is over the whole
complex plane [32, 33]. By using Eq. (1), we find a relation
between the P functions of the input state %̂ and the output
state E [%̂],
PE [%̂](β) =
∫
C
d2αP%̂(α)PE [|α〉〈α|](β|α), (2)
where PE [|α〉〈α|](β|α) is the P function of the output state
for an input coherent state |α〉, and P%̂(α) and PE [%̂](β) are,
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FIG. 1. Schematic presentation of coherent-state quantum process
tomography. HereM denotes moment measurements.
respectively, P functions of the input and output states. We
remind the definition of normally-ordered moments,
Mjk(%̂) = Tr[%̂ â
†kâj ], (3)
for the quantum state %̂ [32, 34]. Multiplying both sides of
Eq. (2) by β∗kβj and integrating over the entire complex
plane yields
Mjk(E [%̂]) =
∫
C
d2αPin(α)Mjk(E [|α〉〈α|]), (4)
where
Mjk(E [%̂]) = Tr
[
E [%̂] â†kâj
]
, (5)
Mjk(E [|α〉〈α|]) = Tr
[
E [|α〉〈α|] â†kâj] (6)
are the normally-ordered moments of the output state for the
input states %̂ and the input coherent state |α〉, respectively.
Next substituting the power series expansion
Mjk(E [|α〉〈α|]) =
∑
mn
∂mα ∂
n
α∗Mjk(E [|α〉〈α|])
∣∣∣
α=0
× α
mα∗n
m!n!
(7)
(which is convergent for all αs—Appendix A) in Eq. (4) gives
the following relation between output and input normally-
ordered moments:
Mjk(E [%̂]) =
∑
mn
Emnjk Mmn(%̂), (8)
where the rank-4 superoperator tensor Emnjk is given by
Emnjk :=
1
m!n!
∂mα ∂
n
α∗Mjk(E [|α〉〈α|])
∣∣∣
α=0
. (9)
Thus, in principle, by using different coherent states |α〉 as
probes of the process and measuring normally-ordered mo-
ments of the output states, Mjk(E [|α〉〈α|]), one can evalu-
ate the process tensor elements Emnjk by taking partial deriva-
tives of the output moments Mjk(E [|α〉〈α|]) with respect to
α and α∗, which are estimated from experimental measure-
ment and computed at α = 0. This moment measurement
can be achieved by the experimental setups proposed in Refs.
[26, 30, 31].
Additionally, we can find the tensor elementsEmnjk in terms
of the elements of the representation of the quantum process
in the Fock basis (Emnjk ) as
Emnjk =
∞∑
`,s=0
(−1)s
`!
√
(`+ j)!(`+ k)!
(m− s)!(n− s)! E
m−s,n−s
j+`,k+` , (10)
and conversely—see Appendix A.
Alternatively, by employing the normally-ordered charac-
teristic function of the state %̂,
Λ%̂(ξ) = Tr[%̂ e
ξâ†e−ξ
∗â], (11)
Eq. (9) can be written as
Emnjk =
(−1)j
m!n!
∂mα ∂
n
α∗∂
k
ξ∂
j
ξ∗ΛE [|α〉〈α|](ξ|α)
∣∣∣
α,ξ=0
, (12)
where ΛE [|α〉〈α|](ξ|α) is the characteristic function of the P
function of the output state for the input coherent state |α〉.
Hence, when the characteristic function is available, one can
calculate the tensor elements by using Eq. (12). As an exam-
ple, later in Sec. III H, we identify the process of decoherence
for a squeezed vacuum state by using its time-variant charac-
teristic function.
Multi-mode generalization of the above characterization
method is straightforward. In the m -mode case, consider
n = (n1, . . . , nm ), m = (m1, . . . ,mm ), and assume the
multi-mode coherent states |α〉 = |α1, . . . ,αm 〉 as the probes.
The superoperator is then given by
Emnjk =
m∏
s=1
1
ms!ns!
∂msαs ∂
ns
α∗s
Mjk(E [|α〉〈α|])
∣∣∣∣
αs=0
, (13)
where Mjk(E [|α〉〈α|]), assuming j = (j1, . . . , jm ) and k =
(k1, . . . , km ), is a “super matrix,” which includes all output
moments of different modes. As an example of this type, later
in Sec. III E, we derive the exact and closed-form expression
of the superoperator tensor of a beam splitter process.
Before we end this section, two brief remarks regarding
measurements and comparing some methods are in order. (i)
In the Fock-basis process tomography [16], the coefficients of
the output states (for input coherent state) should be measured
in the Fock basis. Such measurements are usually based on
homodyne detection (see Ref. [22] for an extensive review).
As the number of Fock states is in principle infinite, in prac-
tice one needs to truncate the associated Hilbert space to a
cutoff Fock number. In this method two detectors are used to
perform the homodyne measurement. (ii) The moment mea-
surement technique proposed in Ref. [26] is a step-by-step
method; in order to measure higher order moments one needs
to have the information of the previous (lower) moments. For
example, estimating M21 requires using the information by
which we evaluate lower ordered moments such as M10 and
M11. In contrast with the Fock-basis tomography, here one
requires more detectors to do the homodyne correlation mea-
surements. For example, to measure moments Mjk up to
j, k = n, the number of detectors needed at the last step is
n. Hence, in practice similarly to the Fock-basis method, im-
posing a cutoff will be unavoidable. However, if we are given
that the process is Gaussian (or more generally, the number of
moments of the output states is finite), in principle no cutoff
would be required (and hence no error is incurred); whereas
even for these special cases in the Fock-basis method one still
needs to do the complete tomography of the output state (and
hence should inevitably accept some extent of error).
3III. EXAMPLES
In this section, based on Eqs. (9) and (13), we demonstrate
our tomography method by applying it to several important
quantum-optical processes, for which we analytically derive
the corresponding superoperator tensor elements Emnjk . See
Table I for a summary of the results.
A. Identity
For the identity process, Eid[|α〉〈α|] = |α〉〈α|, the
normally-ordered moments of the output states are
Mjk(Eid[|α〉〈α|]) = αjα∗k. (14)
By inserting this elements into Eq. (9), we find Emnjk =
δmjδnk, as one would expect.
B. Attenuation (lossy channel)
The effect of the process of attenuation on the coherent state
|α〉 is given by Eatt[|α〉〈α|] = |ηα〉〈ηα|, where 0 < η < 1.
The normally-ordered moments of the output states are
Mjk(Eatt[|α〉〈α|]) = ηj+kαjα∗k, (15)
whence Emnjk = ηj+kδmjδnk.
C. Displacement
The displacement operator is defined as D̂(â,β) =
eβâ
†−β∗â [35] and its action on a coherent state is given by
D̂(â,β) |α〉 = e 12 (βα∗−β∗α) |α + β〉 . (16)
Thus, from Eqs. (5) and (9) we have
Mjk(Edisp[|α〉〈α|]) = (α + β)j(α∗ + β∗)k. (17)
This yields
Emnjk =
j!k!
m!n!(j −m)!(k − n)!β
j−mβ∗k−n. (18)
As expected, the tensor elements depend on the amount of
displacement β.
D. Photon subtraction and addition
The two processes that enable us to remove or add a sin-
gle photon in a beam light, are photon subtraction Esub and
photon addition Eadd processes, respectively. The effect of
these processes on input coherent states |α〉 are given by
Esub[|α〉〈α|] = â|α〉〈α|â† and Eadd[|α〉〈α|] = â†|α〉〈α|â,
where â and â† are the field annihilation and creation oper-
ators, respectively. From Eq. (5), the normally-ordered mo-
ments of the output states for an input coherent state |α〉 are
obtained as
Mjk(Esub[|α〉〈α|]) =αj+1α∗k+1, (19)
Mjk(Eadd[|α〉〈α|]) =kjαj−1α∗k−1 + αj+1α∗k+1
+ (k + j + 1)αjα∗k. (20)
The tensor elements obtained via Eq. (9) are
Emnjk = δm,j+1δn,k+1, (21)
for the photon subtraction process, and
Emnjk =kjδm,j−1δn,k−1 + δm,j+1δn,k+1
+ (k + j + 1)δmjδnk, (22)
for the photon addition process.
E. Beam splitter
Beam splitter is a two-mode optical process whose action
on two input coherent states |α1〉 and |α2〉 is as fallows [16]:
EBS[|α1,α2〉〈α1,α2|] = |Tα1 −Rα2, Rα1 + Tα2〉
〈Tα1 −Rα2, Rα1 + Tα2| , (23)
where T andR are, respectively, the transmissivity and reflec-
tivity of the beam splitter. By using Eq. (13) the superoperator
tensor elements are obtained as
Em1m2n1n2j1j2k1k2 =
∑
pr
(
j1
p
)(
k1
r
)(
j2
m1 − p
)(
k2
n1 − r
)
×T 2p+2r+j2+k2−m1−n1Rm1+n1+j1+k1−2p−2r
×(−1)j1+k1−p−rδm1+m2,j1+j2δn1+n2,k1+k2 , (24)
as an explicit function of T andR, see Appendix B for details.
F. Schro¨dinger cat-state generation
A Schro¨dinger cat-state, (|α〉 + i| − α〉)/√2 , is prepared
by sending a coherent state |α〉 through a Kerr cell, which is
the nonclassical [24] and non-Gaussian [16] unitary operation
Ûcat = e
−ipi(â†â)2/2. From Ref. [24], we have
Ecat[|α〉〈α|] = 1
2
( |α〉+ i |−α〉 )( 〈α| − i 〈−α| ). (25)
Hence, the normally-ordered moments for the output cat-state
can be calculated from Eq. (5) as
Mjk(Ecat[|α〉〈α|]) =1
2
(
1 + (−1)j+k + i[(−1)j − (−1)k])
× αjα∗k, (26)
whence Eq. (9) yields
Emnjk =
1
2
(
1 + (−1)j+k + i[(−1)j − (−1)k])δmjδnk. (27)
4G. Noiseless linear amplifier
Through an amplification process, one can enlarge the am-
plitude of the coherent state |α〉 to |gα〉, where g > 1 is the
amplification gain. It has been shown that deterministic noise-
less linear amplification (NLA) is not possible [36]. However,
NLA is feasible with some probability of success [37], that is,
Psucc = e
−(1−g2)|α|2/(g2 − 1)N assuming N  g|α|, where
N is the number of amplification units called quantum scis-
sors [37]. The action of the NLA on an input coherent state is
as follows:
ENLA[|α〉〈α|] = Psucc|gα〉〈gα|+ (1− Psucc)|0〉〈0|, (28)
where |0〉 is the vacuum state. Equation (5) then yields
Mjk(ENLA[|α〉〈α|]) = gj+kPsuccαjα∗k, (29)
from which by using Eq. (9) we obtain
Emnjk =
gj+k(g2 − 1)m−j−N
(m− j)! δm−j,n−k. (30)
For an arbitrary input state %̂, using Eq. (8), the output mo-
ments in terms of the input moments are determined
Mjk(ENLA[%̂]) = gj+kPsuccMjk(%̂). (31)
Through this relation, one can check nonclassicality of the
output states of the NLA. In order to examine quantum prop-
erties of a field, an appropriate measure is Mandel’s Q param-
eter, which is defined as follows for the quantum state %̂ [38]:
Q :=
〈n̂2〉 − 〈n̂〉2
〈n̂〉 − 1, (32)
where n̂ = â†â is the photon number operator and 〈◦〉 :=
Tr[%̂◦]¿ For Q NLA < 0 the output field is said to be sub-
Poissonian, and therefore nonclassical [38]. The Mandel pa-
rameter can also be written in the form of normally-order mo-
ments as
Q =
M22(%̂)−M211(%̂)
M11(%̂)
. (33)
Thus, for the outputs of the NLA setup, by using Eqs. (31) and
(33), we have
Q NLA|%̂ = g
2
M11(%̂)
[
M22(%̂)− PsuccM211(%̂)
]
. (34)
As an example, let us check the nonclassicality for the coher-
ent state |α〉 as the input of the NLA. Using Eq. (34), we have
Q NLA||α〉 = g2|α|2(1− Psucc). (35)
This implies that, according to the Q parameter, the output
state is a classical state. This is, indeed, expected since the
output is an amplified coherent state.
TABLE I. Superoperator elements for some quantum-optical pro-
cesses.
E Mjk(E [|α〉 〈α|]) Emnjk
Eid αjα∗k δmjδnk
Eatt ηj+kαjα∗k ηj+kδmjδnk
Edisp (α+ β)j(α∗ + β∗)k j!k!β
j−mβ∗k−n
m!n!(j−m)!(k−n)!
Eadd αj+1α∗k+1 δm,j+1δn,k+1
+(k + j + 1)αjα∗k +(k + j + 1)δmjδnk
+kjαj−1α∗k−1 +kjδm,j−1δn,k−1
Esub αj+1α∗k+1 δm,j+1δn,k+1
Ecat 12{1 + (−1)j+k+ 12{1 + (−1)j+k+
i[(−1)j − (−1)k]}αjα∗k i[(−1)j − (−1)k]}δmjδnk
Edec – j!k!m!n! N
j−m
(j−m)! [1− ν2(t)]j−m
×νm+n(t)δj−m,k−n
EBS (Tα1 − Rα2)j1 (Rα1 + Tα2)j2
∑
pr(−1)j1+k1−p−r
×(Tα∗1 − Rα∗2)k1 (Rα∗1 + Tα∗2)k2 ×
(j1
p
)(k1
r
)( j2
m1−p
)( k2
n1−r
)
×T 2p+2r+j2+k2−m1−n1
×Rm1+n1+j1+k1−2p−2r
×δm1+m2,j1+j2×δn1+n2,k1+k2
ENLA g
j+ke−(1−g2)|α|2
(g2−1)N α
jα∗k g
j+k(g2−1)m−j−N
(m−j)!
×δn−k,m−j
H. Decoherence
Decoherence of an optical state, caused by a thermal bath
with the mean photon number N , can be studied through the
simple model of Ref. [39]. According to this model, the char-
acteristic function of the optical state %̂ at time τ is given by
Λ%̂(ξ, τ) = e
−b(τ)|ξ|2Λ%̂(ξν(τ)), (36)
where Λ%̂(ξ) = Tr[%̂ eξâ
†
e−ξ
∗â] is the characteristic func-
tion of the state %̂, b(τ) = N [1 − ν2(τ)], and ν(τ) = e−γτ
with γ being the damping rate [34]. Employing Eqs. (12) and
(36), the time-dependent superoperator tensor of this process
is obtained as
Emnjk (τ) =
j!k!
m!n!
N j−m
(j −m)!ν
m+n(τ)[1− ν2(τ)]j−m
× δj−m,k−n. (37)
Inserting Eq. (37) into Eq. (8), we obtain the elements of the
normally-ordered moments at time τ ,
Mjk(τ) =j!k!
∑
m=0
N j−m
(j −m)!ν
2m−j+k(τ)
× [1− ν2(τ)]j−mMm,m−j+k(0), (38)
where Mjk(0) is the jkth moment of the state at time τ = 0.
Of particular interest is the decoherence of a squeezed vac-
uum state in a thermal bath. In order to study deformation of
this state, a simple way is to check the variance of one of the
5field quadratures, say x̂, as a function of time,
∆x(τ) = 〈x̂2(τ)〉 − 〈x̂(τ)〉2. (39)
The above quantity can also be expressed in terms of the
normally-ordered moments as follows:
∆x(τ) =
1
4
[
1 + 2M11(τ) +M20(τ) +M
∗
20(τ)
]
, (40)
where we have used the relation between the field quadratures
and annihilation/creation operators—x̂ = (â + â†)/2.
Now by using Eq. (38), we obtain the variance of the
quadrature x̂ at time τ as
∆x(τ) =
1
4
+
N
2
(1− e−2γτ ). (41)
It is evident that in the limit of τ → 0 the variance converges
to 1/4 + N/2, which depends explicitly on N . This implies
that at sufficiently large times the squeezed vacuum state be-
comes a thermal state withN/2 of added noise. Stronger ther-
mal baths, i.e., larger amounts of N , results in adding more
noise to the state.
IV. GAUSSIAN PROCESSES
In quantum optics, a Gaussian process/channel is defined
as a process that maps any Gaussian state to another Gaus-
sian state [27, 28]. This class of channels includes attenua-
tion, amplification, thermalization, displacement, and squeez-
ing, to name a few. Such channels are of wide interest, e.g., in
implementation of continuous-variable quantum information
protocols including quantum key distribution and teleporta-
tion [28, 29].
Similarly multi-mode Gaussian processes (MMGPs), such
as beam splitters and multimode squeezers, map m -mode
Gaussian state to m -mode Gaussian state. An m -mode op-
tical state %̂G is called Gaussian if its Wigner function on the
quantum phase space has a Gaussian form [27],
WG(R) =
1√
(2pi)2m det[V ]
e−
1
2 (R−R)TV −1(R−R), (42)
where R = (x1 p1 . . . xm pm )T and R =
(x1 p1 . . . xm pm )
T are, respectively, the vector of the
quadratures and the average value of the quadratures. The as-
sociated quadrature operators are defined as x̂j = (âj +â
†
j)/2
and p̂j = (âj−â†j)/(2i). Here V is a 2m×2m real symmetric
matrix, called the covariance matrix,
Vjk =
1
2
〈R̂jR̂k + R̂kR̂j〉G − 〈R̂j〉G〈R̂k〉G, (43)
where 〈◦〉G := Tr[%̂G ◦].
In order to characterize an MMGP E by the method de-
scribed in Sec. II, one first needs to send multi-mode coherent
states |α〉 = |α1,α2, . . . ,αm 〉 as inputs to the process. Next
one should measure the output moments Mjk(E [|α〉〈α|]).
We remind that m -mode normally-ordered moments for a
quantum state %̂ are given by (cf. Eq. (3))
Mj1k1,...,jmkm (%̂) = Tr[%̂ â
†k1
1 â
j1
1 . . . â
†km
m â
jm
m ]. (44)
After obtaining the moments, one should evaluate the super-
operator elements through Eq. (13).
Our objective here is to show how we can obtain the rank-
4 tensor of a Gaussian process, in addition, we estimate the
required resource (the number of input multi-mode coherent
state) for this task. To this end, we first need to remind two
pertinent points. (i) For any Gaussian state, all normally-
ordered moments can be written in terms of the mean-value
vector and the covariance matrix of the state; that is only two
moments would suffice. For example, for a two-mode Gaus-
sian state one can restate the moment M10,01 ≡ 〈â b̂†〉G as
M10,01 = (V13+V24−iV14+iV23)+(x1x2+p1p2−ix1p2+
ip1x2). (ii) The action of any trace-preserving MMGP can be
described by the following transformations [29]:
R(E [%̂G]) = SR(%̂G) +D, (45)
V (E [%̂G]) = SV (%̂G)ST + E, (46)
where S and E = ET are 2m × 2m real matrices, and
D ∈ R2m . The triplet (S,E,D) completely specifies an
MMGP, which implies that in general the number of unknown
parameters of a Gaussian process is 3m × (2m + 1).
By probing each multi-mode coherent state, Eq. (45) yields
2m equations; thus, probing 2m + 1 different multi-mode co-
herent states provides 2m×(2m+1) equations, which is equal
to the number of unknown parameters of S and D. One then
can find E from Eq. (46). More specifically, by employing
Eq. (45) one can find S and D through the following equa-
tion:
⇀
Sj = R
−1
R
out
j , j = 1, . . . , 2m + 1, (47)
where
⇀
Sj = (Sj Dj)T is built by merging the jth row of the
matrix S, Sj , and the jth element of the vector D, and
R =

R
(1)
1 R
(1)
2 . . . R
(1)
2m 1
R
(2)
1 R
(2)
2 . . . R
(2)
2m 1
...
R
(2m+1)
1 R
(2m+1)
2 . . . R
(2m+1)
2m 1

is the matrix of resources. Note that R is a real matrix
that includes the mean value of the quadratures of differ-
ent input coherent states, in which R
(k)
i is the ith quadra-
ture of the kth input coherent state. Besides, R
out
j =
(R
out (1)
j R
out (2)
j . . . R
out (2m+1)
j )
T represents the mean
values of the quadratures of the output states, which are to be
estimated from experiment. Evidently, for the purpose of de-
termining the unknowns, the matrix R needs to be invertible,
that is, the input coherent states should be chosen such that
they meet this condition.
6This result that 2m + 1 different input m -mode coherent
states suffice offers a relative improvement on the existing
methods for csQPT [15, 16], where precise identification of
a process has been argued to require infinite number of coher-
ent states. Note that our result agrees with the proposed QPT
method using the Husimi function [20].
As we argued, Gaussian process tomography is achieved by
evaluating the triplet (S,N,D). This can also be seen more
explicitly through expressing the tensor of a Gaussian process
in terms of the triplet elements, e.g., in the case of the single-
mode Gaussian process E , for which from Eq. (45) and by
assuming a coherent inout state |α〉 we have
x1(E [|α〉〈α|]) =S11
2
(α + α∗) +
S12
2i
(α− α∗) +D1, (48)
p1(E [|α〉〈α|]) =
S21
2
(α + α∗) +
S22
2i
(α− α∗) +D2. (49)
Hence
M10(E [|α〉〈α|]) =(1/2)(S11 + iS21)(α + α∗)
+ (1/2)(S22 − iS12)(α− α∗)
+ (D1 + iD2), (50)
M11(E [|α〉〈α|]) =
[
V11(E [|α〉〈α|]) + V22(E [|α〉〈α|])
− 1]+ |M10(E [|α〉〈α|])|2, (51)
M20(E [|α〉〈α|]) =
[
V11(E [|α〉〈α|])− V22(E [|α〉〈α|])
+ 2iV12(E [|α〉〈α|])
]
+M210(E [|α〉〈α|]), (52)
where V (E [|α〉〈α|]) is the covariance matrix of the out-
put state. Note that using Eq. (46), we can conclude that
Vjk(E [|α〉〈α|])s are α-independent, because V (|α〉〈α|]) =
1 /4, where 1 is the identity operator. Now the tensor ele-
ments Emnjk can be calculated from Eq. (9); e.g.,
E0010 = D1 + iD2, (53)
E1010 =
1
2
[S11 +−i(S12 − S21) + S22]. (54)
This completes obtaining the superoperator of the single-
mode Gaussian process. Extension to multi-mode Gaussian
processes is straightforward noting Eqs. (45) and (13).
As a final remark, we stress that in this section it has been
assumed that the quantum process under study is known to be
Gaussian. This prior partial information simplified the anal-
ysis of the process characterization by restricting only to two
moments. When this information is not given or when there
is some noise along with a Gaussian process, the simplified
method of this section would not work and we should resort
to the general method of Sec. II. In fact, in non-Gaussian or
noisy Gaussian processes, if we measure only the first and sec-
ond moments, we would lose a part of the information about
the process and thus the characterization will bear errors. It is
an interesting and relevant question—but beyond the goal of
this paper—to compute this error and analyze its behavior.
V. SUMMARY
We have laid out a method for coherent-state quantum pro-
cess tomography based on measurement of normally-ordered
moments in order to characterize an unknown quantum(-
optical) process. This method may be suitable in particular for
characterization of processes for which it is somehow known
that a finite number of moments suffices, whereas even in such
cases most existing methods may still require relatively more
resources or measurements for full characterization. We have
demonstrated utility of our method through complete charac-
terization of several quantum-optical processes and Gaussian
processes.
It should be noted that for characterization of general pro-
cesses or even Gaussian processes accompanied with noise or
imperfections, our method may not offer advantages because
in such cases one may need to measure a large number of mo-
ments to obtain a reasonable characterization of the process
with limited error. Given this point, it still remains (for a fur-
ther study) to do a comprehensive and comparative analysis of
errors and imperfection vs. resources for coherent-state pro-
cess tomography schemes including ours.
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Appendix A: Proof that the power series ofMjk(E [|α〉〈α|]) is convergent
Using the expansion of a coherent state |α〉 in the Fock basis and according to the definition of the output moments in Eq. (5),
we have
Mjk(E [|α〉〈α|]) =
∞∑
m,n=0
%mn(α)Tr
[
E [|m〉〈n|]â†kâj]
=
∞∑
m,n=0
%mn(α)
∞∑
`=0
〈`| âjE [|m〉〈n|]â†k |`〉
=
∞∑
m,n=0
%mn(α)
∞∑
`=0
√
(`+ j)!(`+ k)!
(`!)2
〈`+ j|E [|m〉〈n|]|`+ k〉, (A1)
where %mn(α) = e−|α|
2
αmα∗n/
√
m!n! and in the last part we have used the relation â†k |`〉 = √(`+ k)!/`! |`+ k〉. The
output moments are given by the elements of the superoperator in the Fock basis Emnjk := 〈j|E [|m〉〈n|]|k〉 [16], as
Mjk(E [|α〉〈α|]) =
∞∑
m,n=0
%mn(α)
∞∑
`=0
√
(j + `)!(k + `)!
(`!)2
Emnj+`,k+`, (A2)
which clearly is an entire function. Thus, Mjk(E [|α〉〈α|]) can be expressed as a power series that is convergent. Note that the
second part does not depend on α. In addition, using Eq. (A2), we can find a relation between the superoperator elements in the
moment basis and in the Fock basis as
Emnjk =
∞∑
`,s=0
(−1)s
s!`!
√
(j + `)!(k + `)!
(m− s)!(n− s)! E
m−s,n−s
j+`,k+` . (A3)
Since the coefficients of E on the right-hand side are nonzero, one can invert Eq. (A3) and find the tensor of the process in the
Fock basis in terms of the tensor elements in the moment basis.
8Appendix B: Process tensor for a beam splitter
In order to obtain the tensor elements of a beam splitter, we first calculate the normally-ordered moments of the output state
Mj1j2k1k2(EBS[|α1,α2〉 〈α1,α2|]) = Tr
[
EBS[|α1,α2〉 〈α1,α2|]â†k22 â†k11 âj22 âj11
]
= Tr
[ |Tα1 −Rα2, Rα1 + Tα2〉 〈Tα1 −Rα2, Rα1 + Tα2| â†k22 â†k11 âj22 âj11 ]
= (Tα1 −Rα2)j1(Rα1 + Tα2)j2(Tα∗1 −Rα∗2)k1(Rα∗1 + Tα∗2)k2 , (B1)
then, by applying Eq. (13), we obtain the following expression
Em1m2n1n2j1j2k1k2 =
1
m1!m2!n1!n2!
∂m1α1 ∂
n1
α∗1
∂m2α2 ∂
n2
α∗2
[
(Tα1 −Rα2)j1(Rα1 + Tα2)j2(Tα∗1 −Rα∗2)k1(Rα∗1 + Tα∗2)k2
] ∣∣∣
α1,α2=0
.
(B2)
Next, by using the binomial expansion, the tensor elements are obtained as
Em1m2n1n2j1j2k1k2 =
1
m1!m2!n1!n2!
∑
p,q,r,s
(
j1
p
)(
k1
r
)(
j2
q
)(
k2
s
)
(−1)j1+k1−p−rT j2+k2+p+r−q−s
×Rj1+k1+q+s−p−r∂m1α1 ∂n1α∗1∂
m2
α2
∂n2α∗2
[
αp+q1 α
j1+j2−p−q
2 α
∗r+s
1 α
∗k1+k2−r−s
2
] ∣∣∣
α1,α2=0
=
∑
p,r
(
j1
p
)(
k1
r
)(
j2
m1 − p
)(
k2
n1 − r
)
(−1)j1+k1−p−rT 2p+2r+j2+k2−m1−n1
×Rm1+n1+j1+k1−2p−2rδm1+m2,j1+j2δn1+n2,k1+k2 . (B3)
