Hadoop is a globally famous framework for big data processing. Data mining (DM) is the key technique for the discovery of the useful information from massive datasets. In our work, we take advantage of both platforms to design a real-time and intelligent mobile health-care system for chronic disease detection based on IoT device data, government-provided public data and user input data. The purpose of our work is the provision of a practical assistant system for self-based patient health care, as well as the design of a complementary system for patient disease diagnosis. This system was only applied to hypertensive disease during the first research stage. Nevertheless, a detailed design, an implementation, a clear overview of the whole system, and a significant guide for further work are provided; the entire step-by-step procedure is depicted. The experiment results show a relatively high accuracy.
Introduction
Hypertension is a condition in which a person's blood pressure is above normal or optimal limit of 120 mmHg for systolic pressure and 80 mmHg for diastolic pressure. Increased blood pressure in the long term can lead to conditions that could threaten the health of the sufferer. Several conditions can cause disturbances in hypertensive cardiovascular organs such as stroke and heart failure, so sometimes mentioned that hypertension is a silent killer, because sufferers sometimes do not realize that he was exposed to conditions of hypertension [1] . The classification of blood pressure in adult divided into 4 classes which have been shown in Table 1 .
Nevertheless, in our work, we treat prehypertension, HP stage 1, and HP stage 2 as hypertension with no difference.
Hadoop, which is based on MapReduce, has been one of the most important and popular techniques in the field of big data analysis during the last few years. Undoubtedly, it is the key technique for massive data analysis. Alternatively, Spark is a promising distributed framework that runs memory data on clusters at a speed that is considerably faster than that of Hadoop. Data mining (DM) is the key technique for the discovery of the useful information from well-processed data at the intersection of areas such as machine learning, statistics, and database systems. In the present work, the aim is the exploitation of the use of Hadoop, Spark, and DM techniques to provide a more powerful way of handling big data at high extents of speed, safety, and accuracy.
In recent years, the Hadoop framework has been widely used for the delivery of health care as a service [2] ; moreover, a wide variety of organizations and researchers have used Hadoop for health-care services and clinical-research projects [3] . Taylor provided a detailed introduction on the use of Hadoop in bioinformatics [4] , while Schatz developed an operations support system (OSS) package named CloudBurst that provides an algorithmic parallelization model for which Hadoop MapReduce is used [5] . Indeed, the Hadoop framework has been employed in numerous important works to provide major contributions to the health-care field. The other big data processing framework, Spark, leverages a synergistic combination of the smartphone and the smartwatch in the monitoring of multidimensional symptoms such as facial tremors, dysfunctional speech, limb dyskinesia, and gait abnormalities [6] .
Over many years, a large amount of health-care research work has been completed using DM techniques. In [7, 8] , the authors used classification and regression techniques to predict conditions like cardiovascular disease and heart disease. In [9, 10] , integrated DM techniques are provided for the detection of chronic and physical diseases. Further, a number of other research works, like [11, 12] , used the advantages of DM to develop new methodologies and frameworks for health-care purposes.
The major goal of health-informatics research is the improvement of the quality and the cost of care that are provided to users, or the health-care output [13] . The purpose of the present work is the exploitation of Hadoop, Spark, and DM techniques for the design of a comprehensive, real-time, and intelligent mobile health-care system for chronic disease detection and prediction. The system is designed to provide an assistant system for self-based user health care, as well as a complementary system for the daily diagnostic work of doctors.
A series of challenges arise in the development of a big data-based health-care system. Firstly, it is extremely difficult to obtain high-quality and relevant medical data. One reason for this is that hospitals or the patients themselves are not willing to offer personal data for public research due to privacy policies. Another reason is the need to engage with a variety of data sources, such as the collection of data from hospitals, health-care centers, governments, laboratories, and the patients' families, which can cause serious missingdata problems. For instance, only the hospital-treatment data of patient A are available while the lifestyle (smoking, drinking, etc.) data are missing, and only the lifestyle data of patient B are available while the patient's treatment data are missing. The work of [14] confirms this varied-source characterization of health-care data collection and the complexity of different data forms. Secondly, data analysis is a challenging work. Even though a great quantity of research work has been completed to process and analyse data, a high-quality framework with highly precise predictive and analytic results is still mostly elusive [1] . Thirdly, the difficulty regarding the creation of a tool that can break the borders between the patient, health-care providers, and public health-care organizations to connect these parties in a practically meaningful manner is another obstacle [15] .
The contributions of the present work are as follows: (1) exploration of the possibility of the utilization of Hadoop, Spark, and DM techniques in the work regarding healthcare big data. (2) Depiction of a detailed step-by-step design of the health-care system for disease detection and prediction. (3) Provision of an overview for the next research stage and a guide for other similar systems. (4) Minimization of the monetary cost through the use of the Google Cloud services FCM and GCSql, which also guarantee real-time data transactions. A preliminary version of the present work has been reported in [15] . This paper is organized as follows: a description of the related work is provided in Section 2; an overview of the proposed system is introduced in Section 3; the design details are described in Section 4; the experiment results are described in Section 5; and Section 6 concludes this work and introduces future work.
Selection Techniques and Algorithms
This section briefly describes the related platforms, algorithms, and some of the key techniques that were used in the undertaking of the present work.
2.1. Hadoop, Spark, and Data Mining. Hadoop consists of the HDFS (Hadoop Distributed File System), HBase, and Hadoop MapReduce, making it very suitable for big data analyses [16] . As a 100% open-source framework, it has been widely used in almost every field for big data processing. In the last few years, Apache Spark [17] received great attention in the big data and data science fields, mainly because of its easier, friendlier application program interface (API) and an enhanced memory management compared with MapReduce; therefore, developers could concentrate on the datacomputation logical operations rather than the background details of the computational execution.
It is difficult to find a coincident DM definition, but one of the widely accepted definitions states that DM is the process of discovering interesting patterns and knowledge from large amounts of data [18] . Its other close concept is called knowledge discovery in databases (KDD); DM is the analytical step of KDD. In this paper, a commonly used classification algorithm called C4.5 will be used for the disease-rule generation since it is simple, stable, and produces results of a relatively high accuracy.
2.2. C4.5. C4.5 is an algorithm that was developed by Ross Quinlan and is used to generate decision trees [18] . C4.5 is an extension of Quinlan's earlier ID3 algorithm. The decision trees that are generated by C4.5 can be used for the purpose of classification, and for this reason, C4.5 is often referred to as a statistical classifier.
In general, the steps of the C4.5 algorithm for the building of decision trees are as follows: choose the attribute for the root node; create the branch for each value of that attribute; split the case according to the branches; and repeat [19] has been used to select features and generate the classifier. For feature selection, this method is a backward sequential selection approach. One starts with all the features and removes one feature at a time until only r features are left. The operation of the SVM algorithm is based on finding the hyperplane that gives the largest minimum distance to the training examples. The basic concept is described using Figure 1 . The strategy ranks the features according to their influence on the decision hyperplane.
The optimal hyperplane is used to classify the data into different classes in two or more dimensionalities.
2.4. Hybrid Feature Selection Mechanism. Feature selection aims at finding the most relevant features of a problem domain. Primarily, there are two kinds of feature selection methods, filters and wrappers. The filters work fast but its result is not always satisfactory. While the wrappers guarantee good results, they are very slow when applied to wide feature sets which contain hundreds or even thousands of features. According to work [20] , a hybrid feature selection mechanism takes advantage of both filter and wrapper feature selection methods is used to improve the computation speed and accuracy.
Inspired by [20] , we developed our feature selection mechanism. The architecture is show in Figure 2 
Main Framework
An overview of the whole system is given in this section, and this is followed by a description of the implementation details in Section 4. The proposed system comprises four modules. The overview of the architecture of the entire system is depicted in Figure 3 [15] . The four modules in the figure are named as follows: (1) data collection module, (2) data storage module, (3) third-party-server (TPS) module, and (4) Cloud service module.
Module 1a is used to collect the streaming data and structured data by IoT devices such as Fitbit Charge 2, mobile phone sensors. 1b is used to import structured, semistructured, and unstructured data from various data sources like hospitals, governments, families, user inputs, and so on. Besides, we have developed a mobile app to collect user input data such as lifestyle and food intake data.
Module 2 is used to store the data in HBase collected by module 1. The data collected by the system is of three types: the structured, the semi-structured, and the unstructured data. Firstly, all these three kinds of data will be stored in HBase as it is quite suitable for mass data preprocessing and storage. Then this data should be converted into structured data for further processing.
Module 3 is used for the processing and analysis of the data based on the Hadoop/Spark cluster which is the key module of the whole system; all the data processing and analysis work will be done by this module. It is used for data statistical analysis, patient emergency detection, and disease prediction and detection. It also responses for message like data analysis results generation. These result will be sent to module 4.
Module 4 is used for the message dissemination. This model is implemented by using Google Cloud SQL (GCSql) and Google Firebase Cloud Messaging (GFCM) services. When receiving the requests from the TPS, Cloud model 3 Journal of Sensors responses immediately according to these requests, stores data, or sends data to the devices registered to it.
Further details have been given in a previous work of the authors of the present study [15] .
System Implementation Details
In this section, descriptions of the systemic data flow, the data storage and processing, and the disease detection and prediction based on large medical datasets are provided.
4.1. Data Collection, Preprocessing, and Storage. To obtain high-quality structured datasets, database processing, natural language processing (NLP), and image-processing techniques are combined with the DM data-preprocessing techniques that are used by the TPS to process the different kinds of data (structured, semistructured, and unstructured), and the data are then transformed into a structured data record. The result is then stored in the HBase.
(1) For the structured dataset (mostly imported from the other public Web services) that includes patient information, prescriptions, and disease histories, it is relatively easier to import the data from the rational DB to the HBase using Sqoop [21] .
(2) For the semistructured dataset, which includes HTML, XML, and Json documents, the TPS will design row keys like the d001 for the HBase table, including its document-information column value together with its family map that is called "column family" (it comprises the document timestamps of the HBase), as shown in Figure 4 . The semistructured data will be converted to the structured data in the HBase, as shown in Figure 5 .
(3) For the unstructured data, like clinic notes and the stream data from mobile sensors, they will be managed by the system in a particular way. The clinic notes contain a lot of the textual information, [22] providing an efficient way to convert this data into structured data through the use of NLP techniques, text-mining algorithms, and the MapReduce framework. The same strategy is used in the proposed system to deal with this problem, and the procedure is shown in Figure 6 .
The stream data are handled using Apache Spark [23] techniques; the basic procedure is shown in Figure 7 . Finally, the output will be stored in the HBase. After the preprocessing step, all kinds of data will be converted into structured data and stored in distributed HBase regional servers for further processing. 4.
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Figure 3: Systemic architecture: the four modules are marked 1 (1a and 1b), 2, 3, and 4.
u 1 e "column family" map Figure 6 : HBase example for unstructured data storage. Important information will be extracted from the raw data and stored in table format which is appropriate for further analysis. Figure 8 . The disease-count MapReduce procedure running in TPS is depicted in Figure 9 .
The disease-count algorithm running in distributed environment is shown in Algorithm 1. It consists of two main procedures which are Map and Reduce. Map function is used to assign constant value 1 in terms of each row for distinct disease and patient. Reduce function is used to add all 1s together for the same disease, the sum of 1s is the count of the specified disease.
Based on the output, it is straightforward to obtain the patient list for a specified disease, as well as all of the personal information according to the patient ID.
4.3. Risk Factor Selection. The risk factor (RF) selection procedure is a process for feature selection. Hybrid feature selection has been applied to the raw dataset. First, we apply t-test Figure 9 : MapReduce procedure for disease count. Disease name is key and row ids are value for Map function. Disease name is key and all the row ids for the same disease are value for Reduce function. The count of row ids is the count for specified disease.
Input:
HBase Journal of Sensors combined with chi-squared test as filters to prune unrelated features according to research [11] , chi-square and t-test are fast and can achieve relative high accuracy. The chisquared test formula is,
where the expected numbers m i were large enough known numbers in all cells assuming every x i may be taken as normally distributed, and reached the result that, in the limit as n becoming large, χ 2 followed the chi-squared distribution with (k-1) degrees of freedom.
The t-test can be used, for example, to determine if two sets of data are significantly different from each other. The t-test
where x is the sample mean from a sample X 1 , X 2 , … , X n , of size n, s is the ratio of sample standard deviation over population standard deviation, σ is the population standard deviation of the data, and μ is the population mean.
After the first step, we propose a wrapper method based on linear support vector machines (SVMs). Firstly, we train the linear SVM on a subset of training data and retain only
Hypertension disease data set Output:
Selected features and SVM classifier 1. load data set 2. Sample the data randomly into training (67%) and testing(33%) data set 3. set target variable 4. generate the classifier based on the training data set 5. train the classifier using linear kernel function (similarity function) 6. predict the testing data set using the trained classifier 7. evaluate the classifier 8. Recursively select the features correspond to their weights those features that correspond to highly weighted components (in absolute value sense) of the normal to the resulting hyperplane that separates positive and negative examples for the class. Secondly, recursively eliminate features whose weight value is close to zero. Finally, the features remained are selected as risk factor candidates. We created a representation result in experimental session, Chapter 5. The pseudocode is given in Algorithm 2 below. First, we divide the original dataset into training and testing dataset; the SVM classifier is generated based on this training dataset. After evaluating the classifier, the features will be recursively selected according to the weight until the stop criterion has been met. The result will be described in experimental session. Figure 11 : Screenshot of the IoT device we used in our system. 8 Journal of Sensors detection. Another concept that needs to be described is the k-factor rule, where k is the number of risk factors. The rule here is a three-factor rule. Based on the key RF, the procedure for the disease-rule generation is shown in Figure 10 .
Disease-Rule Generation.
Combined with the disease-domain knowledge that is provided by the domain experts, the TPS has the power to ignore a large amount of the attributes at the very beginning, thereby leaving only the high risk factor support (RFS) attributes [15] . Among these attributes, two attribute sets are region town_t  apt_t sex  age incm ho_incm  edu occp kstrata  cfam genertn  allownc  house live_t ainc_unit1  ainc marri_1  marri_2  fam_rela  tins npins M_1_yr  mt_nontrt BH9_11  BH9_13  BH1_1  BH1_2  BH1_3  BH1_8  BH1_6  BH2_61  BH2_62  BH2_63  BH2_66  BH2_67  BH2_64  LQ4_01  LQ4_02  LQ4_03  LQ4_04  LQ4_05  LQ4_06  LQ4_07  LQ4_08  LQ4_09  LQ4_10  LQ4_11  LQ4_12  LQ4_13  LQ4_14  LQ4_15  LQ4_16  LQ4_21  LQ4_22  LQ4_23  LQ4_17  LQ4_18  LQ4_19  LQ4_20  LQ1_sb  LQ2_ab  LQ2_mn  LQ_1EQL LQ_2EQL LQ_3EQL LQ_4EQL LQ_5EQL EQ5D BO1 BO1_3  BO2_1  BO3_01  BO3_02  BO3_03  BO3_14  BO3_05  BO3_04  BO3_12  BO3_07  BO3_09  BO3_10  BD2 BD1_11  BD2_1  BD2_31  BD2_32  BD7_4  BD7_6  BD7_5  dr_month BA2_12  BA2_13  BA1_3  BA1_5  BA2_2_1  BA2_2_2  BA2_2_5  BA2_2_6  BA2_22  sc_seatblt2 BP8 BP1 BP7 mh_stress BS1_1 BS3_1 BS3_3 BS6_2 BS6_2_1  BS6_2_2  BS6_3 BS6_4 BS6_4_1  BS6_4_2  BS5_2 BS5_21  BS5_22  BS5_24  BS5_26  BS5_28  BS5_32  BS5_25  BS5_27  BS5_29  BS5_30  BS8_2 BS9_1 BS9_2 BS13 BS12_1  BS12_2  BE3_71  BE3_73  BE3_74  BE3_81  BE3_82  BE3_83  BE3_84  BE3_91  BE3_92  BE3_93  BE3_94  BE3_75  BE3_76  BE3_77  BE3_78  BE3_85  BE3_86  BE3_87  BE3_88  BE8_1 BE8_2 Figure 12 : Features selected after filters methods: t-test and chi-squared test. This result is used as the input for wrapper method. If (marri_1=1, N_NA >= 3532.6, N_B1 < = 0.86) ->yes 0.60 9 Journal of Sensors formed for a comparison based on the correlation; that is, if they are very similar to each other, they are strongly correlated, and the TPS will remove the one with the low RFS. Then, a basic association rule-mining algorithm like Apriori and commonly used decision-tree algorithms like C4.5, CART, or Random Forest will be used to generate the k-RF rules. For the first stage of the research, however, only C4.5 is used for the testing data. The algorithmic pseudocode is given in Algorithm 3. First, we calculate the GainRatio for each risk factor r in L, then we choose the factor with the highest GainRatio and create a decision node based on this factor, split the dataset by this node. We repeat these steps until all nodes with appropriate satisfied GainRatio value have been used to generate the tree. The path from the root to leaf is the disease rule.
The reasons for the selection of C4.5 are its simplicity, the accuracy of its results, and the ability to use it on numerical and categorical attributes even with the presence of an overfitting problem.
During the next research stage, algorithms including CART, Random Forest, and KNN will be tested to find the one that fits the most datasets with a high accuracy. Finally, the generated rules will be stored in the HBase in preparation for the next few steps.
Disease Prediction and Detection.
According to the disease rules and the RFS, the highly related key RFS, such as heavy drinking for hypertension, are used to generate the prediction model. This work was completed in the authors' previous study [15] . The multi-RFS will be compared with the disease rule to confirm the patient health condition, and again, this work was completed in [15] .
4.6. Cloud-Service Module. The Cloud module plays the roles of data storage and transfer and consists of the public Cloud services GCSql and FCM. Considering the efficiency, connection, and security problems, only commonly used, important, and urgent information like an urgent message from the health-care provider is stored in the GCSql database. Alternatively, the FCM is salient for the communication between the TPS and any relevant device. Again, this work was completed in [15] .
Experiment
At this stage, the detailed design work of the whole system has been finished, while the implementation work is partially finished. Further, the mobile health-sensor network has been set up in the experimental environment. A large amount of simulated data and a small number of real data that were downloaded from the Korea National Health and Nutrient Examination Survey (KNHANES) [24] were combined with simulated dataset, and the testing data comprises approximately 60,900 patient records, including basic personal information, disease information, and clinical information. The entire cluster has been established, and it can interact with Android devices through the Cloud module. Several devices have been used for the purpose of testing. Meanwhile, an app has been developed for the data collection and a dataset statistical-analysis-result visualization.
A MapReduce-based algorithm called "Disease Count" has been implemented and the pseudocode is given in Algorithm 1. The result of the Disease Count algorithm is given in Table 2 . The hypertension data that contains 9383 records has been used as the test dataset, and its statistical-analysis results are given in Table 3 . The number of main attributes is 3, but not all of the results are listed in this table due to a space limitation.
The advanced IoT device Fitbit Charge 2 has been used for user sports, sleeping, pulse, and breath detection. The model we used is shown in Figure 11 .
Hybrid feature selection mechanism has been used to select highly related features. Among all these attributes, ttest and chi-squared test implemented by using R language have been applied to select the key RFS for hypertension. Finally, 217 features have been selected among all 526 features. The results are given in Figure 12 .
SVM-based wrapper feature selection method has been applied to the attributes selected from the previous step. Therefore, 81 features have been selected and the top 8 features are given in Table 4 .
For the disease rule generation procedure, the minimum support threshold was set to 0.1, and the minimum confidence threshold was set to 0.3. C4.5 was used to generate the hypertension-disease rules that are shown in Table 5 . DI1_dg = 0 means hypertension not diagnosed, while DI1_dg = 1 means hypertension diagnosed. The result is given in Table 5 . For the purpose of the comparison, SVM classification algorithm is also applied to predict the hypertension. We trained one model considered for the variable "HE_HP" for regressor following all the other 80 variables. The support vector machine results were implemented using the "e1071" package in R by performing a 10-folder cross validation using radial basis kernel function which the best parameters are: cost = 1000, gamma = 0.01. The result is given in Figure 13 .
We have compared the accuracy of the two methods in terms of sensitivity, specificity, and accuracy. The result is shown in Table 6 below, From the results, it is possible to draw several conclusions as follows: (1) age and alcohol intake play very important role for hypertension; there is great chance for the elder and heavy drinkers having this disease. (2) The effect of smoking for hypertension is inferior to alcohol. (3) The elders should have light food instead of salty food. (4) SVM performs better result C4.5 in our dataset.
Nevertheless, the accuracy of both algorithms is not satisfactory. This is due to the challenges of collecting big healthcare data, and this issue has been depicted in introduction session. For the next stage of research, we will focus on solving this problem.
The analysis results are directly and visually displayed in the user devices. The interpretations of the analysis results are shown in Figure 14 . The authors have published another paper [15] wherein a simple disease-rule visualization method is discussed, since it is also a challenging work. Figure 14 illustrates the disease-detection-result visualization interface of the designed app of this study. The x-axis of the coordinate lists rank the key RFS of a certain kind of disease, and it is also the basic line that is based on the training big data analysis result (e.g., a standard factor like nutritional intake will be visible for a healthy patient, but the concrete value will be hidden from the figure) . The y-axis is the percentage of the intake that exceeds or is inferior to the standard factor intake; the disease rules consist of these factors. For a certain disease, there is usually more than one rule (consisting of RFS) that is related to the disease. Compared with these rules, if the matching rate > β (expertdefined threshold, e.g., 80%), the system will treat this patient segment as the disease holder.
The figures below are GUI of our system, which is implemented based on Ionic using hybrid programming techniques. The characters are in Korean since it is mainly developed for Korean users so far. Selected user interfaces are given in Figure 15 .
Conclusion and Future Work
In the present work, Hadoop, Spark, and DM techniques are exploited to design a comprehensive, real-time, and intelligent mobile health-care system that can facilitate a step-bystep process for disease detection and prediction. The purpose of this work is the provision of a practical assistant system for self-based user health care, as well as the design of a complementary system for patient disease diagnosis. During the experiment section, firstly, disease data stored in distributed environment has been retrieved by MapReduce method and analysed by statistical method to give us an overview of the data. Then both statistical methods and DM methods are used to select the features related to hypertension disease. These attributes are the risk factors as well. Based on these factors, C4.5 and SVM methods are used to generate the classifier model for disease prediction. Finally, we displayed the analysis result on users' mobile devices.
An overview and a guide are described in detail for a future work as well. For the next stage of research, after the implementation of the whole system, in-depth simulations will be performed to validate the systemic performance in 11 Journal of Sensors terms of the application of the proposed system in a real environment. The TPS and algorithms like C5, Random Forest, and other algorithms will be run on the TPS cluster to compare the efficiency and the accuracy. The procedure for the disease detection and prediction will be optimized continuously and extended to other chronic diseases. Finally, it is hoped that this system will contribute to health-care academia as well as the industry.
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