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Abstract
The state-of-art speaker recognition system employs vocal tract information for modeling through different supervised and
unsupervised models. Whereas, the baseline of the paper uses LP-residual as the acoustic feature for the following studies. Fuzzy
C-Means (FCM) is used to model the information extracted from LP-residual to develop speaker models. FCM is a well-known
unsupervised fuzzy model used in speech recognition. Speakers are modeled in order to develop a text-dependent Automatic
Speaker Veriﬁcation (ASV) system. The performance of FCM model have been observed for different codebook sizes varying from
32 to 1024. Also studies are carried out for different fuzzy membership values varying from 1.39 to 4.For LP-residual features, the
performance of FCM remains unchanged even after changing the codebook sizes whereas with the change of fuzzy membership
the performance of the system is observed to vary.
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1. Introduction
Speech is the most common and natural way of human communication. Speech is produced when the air exhaled
from lung is modulated and shaped by the stress produced of the vocal tubes, glottal opening and closure frequency,
the changes in the shape and size of the vocal cords. The physical changes of the vocal cords depend on the expression,
style, gender, and health state of the speaker which produces the natural sound. When the air at ﬁrst exhaled from
the lung with the intention of speaking a word, it is just a random noise which is modulated by the opening and closure
of glottal cords where the frequency of opening and closing gives the pitch information of the spoken phoneme. The
modulated air obtained from the glottal cords are source signal which further excites the vocal cords including lips,
teeth and tongue to produce the required sound1. The resonance frequency of vocal cords for each phoneme is called
formant frequency which is another parameter of information extraction. Thus the uniqueness of a speaker is present
in both glottal cords and vocal cords properties of the speaker. The basic identity of the speaker, such as age, gender,
health state, style of speaking, accent and also sometime identity of the speaker is present in the pitch and spectrum
of the formant frequency. Speech can be used in unlimited areas and is a burning topic for researches for decades.
However, excitation source is still not be explored vastly and provides a vast area of research for the researches to
come up with new ideas and information.
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2. Literature Review
From the above discussions it is clear that speech residual which is the source signal to produce a speech can
be used to detect pitch information from the glottal closure and opening instants. Some previous study showed the
use of LP-residual to extract pitch information in adverse condition2. Another researcher showed the method of
epoch extraction from LP-residual3. Enhancement of reverberant speech and noisy speech is also been shown by
using LP-residual4,5. Some studies also showed the advantage of combining residual information with the vocal tract
information to further enhance the system performance6. The use of source signal is immense, however in order to
use the source information of the speech in various areas one has to know the behavior of the source when it is put
into machines environment. Machines are designed to represent the real time environment and process the naturally
occurring speech in order to extract the speaker speciﬁc parameters and perform the required experiments.
In this study we perform some initial experiments to study the behavior of LP-residual when modeled through
unsupervised FCM algorithms. In order to study the behavior of the system for the given signal and algorithm, we
tried to develop an Automatic Speaker Veriﬁcation (ASV) system.
The ﬂow of the paper is: Section 2 explains the AVS system designed in brief. Section 3 gives a brief idea about the
system framework and the database used for the study. Section 4 discusses the FCM algorithm used. Section 5, gives
a comparative analysis for the different codebook sizes and varying fuzzy membership value. Section 6 summarizes
the study and throws some light on further work analysis.
3. Automatic Speaker Veriﬁcation System
The basic concept of ASV system is to design a machine in such a way that it automatically veriﬁes a persons
identity as claimed by him. Veriﬁcation systems should strictly take binary decision of acceptance or rejection. The
machine tries to extract the different levels of information present in a speech and veriﬁes the claimant. For such
systems, the speech should retain signiﬁcant amount of speaker-speciﬁc information. The uniqueness of speech is due
to difference in the shape and size of vocal tract. The fundamental frequency which is the frequency of oscillation
depends on the length, pressure and mass of the vocal tract and acts unique for each speaker. This accounts for the
presence of speaker-speciﬁc information in the voiced excitation source. The block diagram in Fig. 1 shows the usual
process followed in ASV system.
The ASV system starts with the collection of speech, followed by feature extraction, pattern matching, and decision
on acceptance and rejection of the claimant. Mostly, LPCC is used to extract LP-residual throughLP-analysis. The state
of art ASV systems uses many supervised and unsupervised models like Auto-Associative Neural Network (AANN),
Vector Quantization (VQ), Dynamic Time Warping (DTW), the Hidden Markov Model (HMM), Gaussian Mixture
Model (GMM), etc.. Some of the previous studies used AANN to model the LP-residual information of a speaker6–8.
However the behavior of unsupervised algorithms are not much studied. One author tried to model the LP-residual
Fig. 1. Block diagram showing the overall ﬂow of the process followed in ASV system.
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features of the speakers using vector quantization algorithm and showed that good amount of information is present
in the residual speech in context of speech recognition9. The pattern matching models mostly uses template pattern,
statistical and sequential (temporal) information10.
This study focuses on the use of FCM model for modelling the speakers and design an ASV system. FCM is
an existing model which mostly uses vocal tract information for modelling a speaker as explored in some previous
work11–13. However, the behavior of FCM model on low correlated data like LP-residual is still in dark. In order to
unfold this, an initial study has been carried out to study the behavior of the FCM model when excitation source is
used to model the speakers. The study is carried out by varying the codebook size and also by varying the fuzzy
membership parameter, which is the main parameter for study in the experiment.
4. System Framework and the Database
4.1 System framework
As discussed above, the source signal excites the vocal tract which acts as the all pole ﬁlter and shapes the modulated
air from the glottal closure to produce a speech. Thus, in the machine environment, the source signal is the residual
features which has been extracted through LP-analysis of an all-pass ﬁlter of order 12 in this study. The analysis
has been done by segmenting the speech into frame sizes of 160 samples, with a frame shift of 80 samples. The
sampling has been done with a frequency of 8KHz with a 16 bit resolution per sample. The speech is de-convolved into
vocal tract information and excitation source in time domain. Inverse ﬁltering is used to extract the ﬁnal LP-residual.
The well-known linear prediction method is used to extract the LP-residual and is explained mathematically below
in brief14. The primary objective of LP analysis is to compute the LP coefﬁcients which minimized the prediction
error e(n). The popular method for computing the LP coefﬁcients is by least squares auto correlation method. LP
residual is the prediction error e(n) obtained as the difference between the predicted speech sample s(n) and the actual
samples (n).
e(n) = s(n) − sˆ(n) = s(n) +
p∑
k=1
ak · s(n − k) (1)
where, ak are the linear prediction coefﬁcients. Thus, after computing some of the required equations we can obtain
LP residual by inverse ﬁltering. Here, H (z) is the LP spectrum. Figure 2 shows the pictorial view for inverse ﬁltering
formulation. However, the extracted LP-residual is one dimensional and needs to be vectored into speciﬁc frame sizes
to process further. Thus the extracted LP-residuals are sub-segmented into 5ms frame sizes where are subsequent
frames are formed with a single sample shift and thus called non-parametric vector features. These 40 dimension
(5ms) vector features represents the residual features of a speaker in time domain and are modelled through FCM
algorithm in this study.
Through a previous study, it is seen that 5ms frame size of the residual features represents the information content
in 1 glottal cycle15. Moreover, with the increase of frame size of the input, one can study other features of the residual
information.
4.2 Database for the experiment
The speech produced by speakers of different age group and gender has different formant frequencies. However,
all the information are conveyed within the frequency range of 4KHz, which is the traditional telephonic range. The
information content in frequencies higher than 4KHz mostly conveys the quality of the speech and sensations. Thus in
Fig. 2. Inverse ﬁltering formulation for residual extraction.
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this study, database of 30 speakers are collected from both male and female over telephonic channels. The dataset was
collected in different sessions in laboratory environment. Telephone channels may introduce noise and distortion to the
spectral characteristics of the speech. Also the selection of prompt is important for ASV systems. The source signal
shows different behavior for both voiced and unvoiced alphabets. It is noticed that for voiced sounds the vocal cords
mostly oscillate in quasi-periodic manner and the most of the energy is bound in the lower frequencies of the speech.
Whereas in case of unvoiced speech, the opening and closing of the vocal tract does show any periodic pattern and
thus doesn’t provide much speaker speciﬁc information. Alphabets like e which sounds like iy are voiced alphabets,
whereas s and k are some unvoiced alphabets. In this study, we have used one English prompt which gets into the hole
of tunnel and mostly contained voiced alphabets. The prompt has been uttered 12 times by each of the 30 speakers.
Out of which 3 utterances were picked for training phase. The remaining 9 utterances were used for testing of the
genuine speakers. This gives a total of 930 = 270 genuine tests for the study. Whereas, for imposter testing, all the
other 29 speakers are considered as imposters speakers for a reference speaker. This makes the total imposter test
count as 29 ∗ 12 ∗ 30 = 10440. The average age of the speakers varies between 20–25 years. The decision making
parameters are important to obtain the end result and must be selected wisely based on the problem deﬁnition. The
decision making parameters used in this paper are: False Acceptance Ratio (FAR), False Rejection Ratio (FRR), Equal
Error Rate (EER), Total Success Rate (TSR) which are explained in16.
5. FCM Model Overview
FCM is an unsupervised clustering algorithm. Clustering algorithms follows methods where it divides the whole
vectors into a number of clusters such that each cluster consists of a centroid which is closest to all the vectors of
that cluster as compared to vectors of other clusters. Clustering algorithms can be further classiﬁed in hard and soft
clustering. In hard clusters, one data point only belongs to a distinct cluster. The disadvantage of hard clustering is
that it neglects the fact that a data point of a particular cluster can have good degree of membership in other clusters
as well. FCM algorithm comes under soft clustering and is discussed below in brief.
The main idea of codebook formation is to divide the whole dataset into a number of subsets, which hold data of
similar kind. The clusters are selected optimally by following some distance measure criteria. The optimal centroid
calculated differs with the use of different distortion measurements. One of the popular distortion measure method
is Euclidean distance which is also used by standard FCM algorithm. Euclidean distance mostly provides the real
visualization of the dissimilarities between two multi-dimensional vectors. In FCM each of the data point can have
a degree of membership in other clusters and thus it is also necessary to decide what weightage value is to be
provided to the membership of the data points of other clusters. The fuzziﬁer aka fuzzy membership value limits to
value 1, at which the partition becomes crisps and the membership degree becomes 0 or 1. Figure 3 Shows the ﬂow
of the process followed by FCM. From some of the previous experiments11, the initial value of fuzziﬁer is chosen as
1.39. Experiments are carried out for fuzziﬁer value between 1.39 to 4. The results and observations of the various
experiments are shown in the section below. The optimal cluster is achieved by minimizing the distortion function that
represents the distance between any given data point to the cluster center weighted by that data points membership
grade. The objective function is:
Jm =
N∑
i−1
C∑
j−1
umi j ‖xi − c j‖2 (2)
where m is any real number greater than 1, ui j is the degree of membership of xi in the cluster j , xi is the i th of
d-dimensionalmeasured data, c j is the d-dimension center of the cluster, and ‖∗‖ is any norm expressing the similarity
between any measured data and the center.
Fuzzy partitioning is carried out through an iterative optimization of the objective function shown above, with the
update of membership ui j and the cluster centers c j by:
ui j = 1∑C
k=1
( ‖xi−c j ‖
‖xi−ck‖
) 2
m−2
,C =
∑N
i=1 umi j · xi∑N
i=1 umi j
(3)
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Fig. 3. Flow diagram of FCM algorithm.
This iteration will stop when maxi j |u(k+1)i j − u(k)i j | < ε, where ε is a termination criterion between 0 and 1, whereas k
is the iteration steps. This procedure converges to a local minimum or a saddle point of Jm17,18.
6. Experiments and Results
In this research, LP-residual is collected over telephonic channels in order to extract speaker-speciﬁc information.
Codebook size of 32, 64, 128, 256, 512 and 1024 are formed. The input vector sizes vary from 10,000 to 12,000
approximately. In Table 1, the performance of the system has been shown for the varying codebook sizes ranging from
32 to 1024 for fuzziﬁer value 1.39.
It is observed that even after varying the codebook sizes, the performance of the model remains same. Thus the
fuzziﬁer value is varied and it is observed that for a particular fuzziﬁer value all the codebook sizes provides with
similar performance. However the performance is different for different fuzzier values. It should be noted that FCM
is a variant of K-means, which performs good with large input vector dimension. Whereas, the time complexity and
computational complexity of such algorithm are high. In our case the input vector dimensions are large enough and can
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Table 1. Performance obtained by FCM model for LP-residual for different codebook sizes.
FCM model performance for different codebook sizes
m = 1.39 32 64 128 256 512 1024
TSR 59.35 59.35 59.35 59.35 59.35 59.35
Table 2. Performance obtained by FCM model for different codebook sizes with different fuzziﬁer value.
Performance of system for different fuzziﬁer and varying, codebook sizes
Fuzziﬁer 1.39 1.5 2 2.5 3 4
TSR 59.35 57.82 56.045 57.07 59.56 56.07
Fig. 4. Comparison plot for different fuzziﬁer value for FCM model.
be considered for future use. Moreover, the data are less correlated which makes once skeptical about the performance
of FCM. Thus it is important to know which fuzziﬁer value can provide with best performance, so that one can avoid
unnecessary calculations in future. Table 2 shows the observed total success rate for each of the fuzziﬁer value ranging
from 1.39 to 4.
The LP-residual is extracted by removing the second order relation of speech samples and thus it is highly unlikely
that the data point of a particular cluster will have higher membership in any other cluster. Because of which, even
after the increasing the codebook sizes, the quantization error remaines unchanged and thus all the codebook size for
a particular fuzziﬁer value provides with the same performance. However the performance varies once the fuzziﬁer
value is varied and provides a motivation to ﬁnd out the optimal value of fuzziﬁer for such kind of datas. The value of
1.39 and 3 provided with almost same kind of performance which is better than other fuzziﬁer value.
The performance of different fuzziﬁers are more clearly shown in the Fig. 4. it can be seen that the overall
performance of FCM for LP-residual varies between 56% and 60% with some tolerance which depends on the
dimension of the input vectors and also the number of genuine and imposter test.
It is likely to obtain such level of performance because of the low correlation among the samples, however the
following observations help us to observe the behavior of FCM algorithm for low correlated datas. Moreover, from
the experiments in this paper we can also draw the amount of information LP-residual can provide for ASR systems.
Though this amount of information is not high enough to design any reliable system, yet this information can be
combined with other layers of information of speech and can be used to enhance the system further.
7. Conclusion
In this paper LP-residual features of speakers are modelled through FCM algorithm. The experiments are done on
telephonic database to provide a real-time representation of practical environment. Experiments are done on different
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codebook sizes and effectiveness of the system is observed by varying the fuzzy parameter value. The performance of
the system is observed for codebook size varying from 32 to 1024 and the fuzziﬁer value is varying from 1.39 to 4.
The experiments are computationally complex with high time complexity because of large dimension of input vector.
From the experiments it is observed that for a particular fuzziﬁer value the performance of different codebook sizes
remains unchanged. However the performance varies with the change in fuzziﬁer value. The optimal fuzziﬁer value
for LP-residual is observed to be 3 and 1.39, which provides similar performance. The highest performance achieved
among all the experiments is 59.56% with a fuzziﬁer value of 3. The performance of LP-residual can be combined
with vocal tract information to enhance the performance of the system.
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