Abstract. This paper deals with the following nonlinear perturbed fractional Laplacian equation
+ s) Γ(−s)
.
This operator is well defined in C 1,1
where
R N |u(y)| 1 + |y| N +2s dy < +∞ . For more details about the fractional Laplacian operator, we refer the readers to [8, 12] and the reference therein.
The fractional Laplacian operator appears in many areas including biological modeling, physics and mathematical finances, and can be regarded as the infinitesimal generator of a stable Levy process (see for example [1] ). From the view point of mathematics, an important feature of the fractional Laplacian operator is its nonlocal property, which makes it more challenge than the classical Laplacian operator. This nonlocal operator in R N can be expressed as a generalized Dirichiel-to-Neumann map for a certain elliptic boundary value problem with local differential operators defined on the upper half-space R N + = {(y, t) : y ∈ R N , t > 0}, we also learn from [7] : given a solution u = u(y) of (−∆) s u(y) = 0 in R N , one can equivalently consider the dimensionally extended problem forũ =ũ(y, t) which solves with constant β(N, s) such that R N P s (y, t)dx = 1. Moreover,ũ ∈ L 2 (t 1−2s , Q) for any
). Moreover,ũ satisfies (see [7] ) ∇ũ L 2 (t 1−2s ,R N+1 + ) = N s u Ḣs (R N ) .
(1.5)
In recent years, fractional problems have been extensively investigated, see for example [2, 3, 4, 6, 7, 13, 17, 18, 22, 25, 26, 37] and the reference therein.
It is well-known that when K(y) ≡ 1, the following functions When s = 1, in [30] , Wang and Wei constructed a single bubble solution to (1.1) provided that K(y) has a non-degenerate critical point and |K(y)| ≤ C(1 + |y| m ), m < 2. In [21] , assuming that there exist positive constant r 0 > 0, θ and ι such that [27] and [20] , we intend in this paper to construct large number of bubbles to (1.1) whose energy is very large if ǫ > 0 is small enough under more general assumptions on K(y). Here we consider the case K(y) = K(|y ′ |, y ′′ ) = K(r, y ′′ ), where y = (y ′ , y ′′ ) ∈ R 2 × R N −2 . We assume that K(y) ≥ 0 is bounded and satisfies the following two conditions which are the same as that of [27] : < s < 1, which is needed in (2.31) in Lemma 2.5. Both of them are technical assumptions and they can be satisfied automatically when s = 1, but here we do not know how to get rid of them. Remark 1.3. We conjecture that when N = 3 = 2 + 2s, a similar result can also be obtained. Since in this case the number of bubbles in construction behaves as a logarithm of the bubbles' height, one have to make some corresponding modifications. For the details, the readers can refer to [29] . Now we outline the main idea in the proof of Theorem 1.1 and discuss the main difficulties in the proof of such a result.
Throughout the remainder of this paper, we shall prove Theorem 1.1 in detail for the case 2 * s − 1 + ǫ since the case 2 * s − 1 − ǫ can be obtained by slightly modifying the arguments. We use a Lyapunov-Schmidt reduction argument to prove Theorem 1.5. More precisely, we follow the method in [27] to construct bubble solutions of problem (1.1), where the existence of infinitely many solutions for the prescribed scalar curvature problem is proved. In [27] , there is no parameter appearing in their problem. Peng, Wang and Wei used m, the number of the bubbles of the solution, as the parameter to construct infinitely many positive bubble solutions. This idea was first introduced by Wei and Yan in [33] , which was applied to study other problems, such as [9, 11, 14, 19, 31, 32, 33, 34, 35, 36] . Unlike [27] , in our proof, we use ǫ as the parameter in the construction of bubble solutions, but the number of bubbles depends on the parameter ǫ. This is motivated by [20] , where they constructed multiple spikes to a singular perturbed problem and the number of spike depends on the small parameter. Such problems are considered in [21, 30] . Since (r 0 , y ′′ 0 ) may be a saddle point of K(r, y ′′ ), we can not determine the location of the bubbles by using minimization or maximization procedure. Here we will use the Pohozaev identities to find algebraic equations which determine the location of the bubbles. We will discuss this in more details later. This idea was first introduced by Peng, Wang and Yan [28] , which was used to deal with other problems such as [15, 16] . Moreover, the application of some local Pohozaev identities can simplify many complicated and tedious computations which were involved in estimating directly the partial derivatives of the reduced functional such as [23, 24] . Define
whereȳ ′′ is a vector in R N −2 . We will use U x j ,λ as an approximate solution. Let δ > 0 be a small constant, such that
By the weak symmetry of K(y), we observe that K(x j ) = K(r,ȳ ′′ ), j = 1, · · · , m. In this paper, we always assume that m = [ǫ 9) where ι > 0 is a small constant. In order to prove Theorem 1.1, we will show the following result.
Theorem 1.5. Under the assumptions of Theorem 1.1, there exists ǫ 0 > 0, such that for any ǫ ∈ (0, ǫ 0 ), problem (1.1) has a solution u ǫ of the form
Now we outline some of the main ideas in the proof of such a result. The functional corresponding to problem (1.1) is
Using the reduction argument, the problem of finding a critical point for I(u) with the form (1.11) can be reduced to that of finding a critical point of the following function
] for some constants L 1 > L 0 > 0 and (r,ȳ ′′ ) satisfies (1.9). Instead of estimating the derivatives of the reduced function F (r,ȳ ′′ , λ) with respect tor andȳ k , k = 3, · · · , N directly which involve very complicated calculations, we turn to prove that if (r,ȳ ′′ , λ) satisfies the following local Pohozaev identities:
and 13) where u ǫ = Zr ,ȳ ′′ ,λ +ϕ,ũ ǫ is the harmonic extension of u ǫ (see (1.3) ) and satisfies the following equation
(1.14)
Moreover, 15) where ρ is a small positive constant. Due to the non-localness of the fractional Laplacian operator, we can not built some local Pohozaev identities for problem (1.1). So we need to study the corresponding harmonic extension problem (1.14). Hence, we have to estimate this kind of integrals which do not appear in the local problem. Here we use some similar arguments as [16] .
The rest of this paper is organized as follows. In section 2, we will carry out the reduction procedure. Then, we will study the reduced finite dimensional problem and prove Theorem 1.5 in section 3. We put all the technical estimates in Appendices A, B, C and D.
Finite-dimensional reduction
In this section, we perform a finite dimensional reduction by using Zr ,ȳ ′′ ,λ (y) as the approximation solution and considering the linearization of the problem (1.1) around the approximation solution. First, we introduce the following norms:
and
2)
. Denote
We consider the following problem:
for some real numbers c l .
Lemma 2.1. Suppose that ϕ ǫ solves (2.
3) for h = h ǫ . If h ǫ * * goes to zero as ǫ goes to zero, so does ϕ ǫ * .
Proof. We follow the idea in [34] and proceed the proof by contradiction. Suppose that there exist ǫ → 0,r ǫ → r 0 ,ȳ
′′ ǫ with h ǫ * * → 0 and ϕ ǫ * ≥ c > 0. Without loss of generality, we may assume that ϕ ǫ * = 1.
We have
where C defines some positive constant. For the first term I 1 , using Lemma B.6, we can prove
For the second term I 2 , applying Lemma B.2, we have
Also, by Lemma B.2 we have
Next, we will estimate c l , l = 1, · · · , N. Multiplying both sides of (2.3) by Z 1,k (k = 1, · · · , N) and integrating, we get
First of all, there exists a constantc > 0 such that
From Lemma B.1, we obtain that
On the other hand, direct calculation gives
whose proof we put in Appendix C. Combining (2.10), (2.11) and (2.12), we have
Then by (2.8) and ϕ ǫ * = 1, that there is R > 0 such that
and u is perpendicular to the kernel of (2.15). So u = 0. This is a contradiction to (2.14).
From Lemma 2.1, applying the same argument as in the proof of Proposition 4.1 in [10] , we can prove the following result: Lemma 2.2. There exist ǫ 0 > 0 and a constant C > 0 independent of ǫ, such that for
In the rest of this section, we devote ourselves to prove the following proposition by using the contraction mapping theorem.
Proposition 2.3. There exist ǫ 0 > 0 and a constant C > 0, independent of ǫ, such that 18) where ι > 0 is a small constant.
We first rewrite (2.17) as 19) where
r,ȳ ′′ ,λ ϕ , and
In order to apply the contraction mapping theorem to prove Proposition 2.3, we need to estimate N(ϕ) and l ǫ respectively.
First, we consider 2 * s < 3. By the discrete Hölder inequality, we get
and we have used Remark 1.4. Therefore,
Hence, we obtain ||N(ϕ)|| * * ≤ C ϕ
Next, we will give the estimate of l ǫ .
Proof. Recall that
By the mean value theorem and the discrete Hölder inequality, it follows from Remark 1.4 that
where 0 < κ < 1 and we have used the fact that N > 2s + 2 to implies ǫ ln
N−2s . In order to estimate J 12 , first we define
By symmetry, we can assume that y ∈ Ω 1 , then |y − x j | ≥ |y − x 1 |. Note that
Note that τ < 2s implies that
4s N −2s > 1. As in [34] , using Hölder inequality, we can derive , N − 2s}, we obtain that for any y ∈ Ω 1 and j > 1 1
Since τ < 2s, we can choose α >
Thus we have proved
Next, we will estimate the term J 3 . Using the Taylor expansion, in a neighborhood of y 0 we can rewrite K(y) in the following form
In the regionB := |(r,
, where σ > 0 is a fixed constant. Then we have
On the other hand, in the region σǫ
Then we have
≥ 0. Combining (2.29) and (2.31), we obtain that
As a result, from (2.28) to (2.32), we have
where L ǫ is defined in Lemma 2.2. We will prove that A is a contraction map from N to N . In fact, since
On the other hand, we have 
The case 2 * s ≥ 3 can be discussed in a similar way. Hence A is a contraction map. Now by the contraction mapping theorem, there exists a unique ϕ = ϕr ,ȳ ′′ ,λ ∈ N such that (2.33) holds. Moreover, by Lemma 2.2, Lemma 2.4 and Lemma 2.5, we deduce
Moreover, we get the estimate of c l from (2.16).
Proof of the main result
In this section, we will choose suitable (r,ȳ ′′ , λ) so that Zr ,ȳ ′′ ,λ + ϕr ,ȳ ′′ ,λ is a solution of problem (1.1). For this purpose, we need the following result.
Proposition 3.1. Suppose that (r,ȳ ′′ , λ) satisfies
where u ǫ = Zr ,ȳ ′′ ,λ + ϕr ,ȳ ′′ ,λ and B ρ (y 0 ) = (r, y
Proof. If (3.1) and (3.2) hold, then it follows from (A.2) and (A.6) that
By direct computations, we can check that
whose proofs we put in Appendix D.
Also if (3.3) holds, then by (2.17) we have
. By direct computations, it is easy to obtain that
for some constants a 1 = 0, a 2 = 0 and a 3 > 0.
Using (3.13), we can prove from (2.18) that
holds for v = y, ∇ϕr ,ȳ ′′ ,λ and v = ∂ϕr ,ȳ ′′ ,λ ∂y i
. Therefore, from (3.4), we obtain
holds for v = y, ∇Zr ,ȳ ′′ ,λ and v =
we find 16) and
(3.17)
Combining (3.15), (3.16) and (3.17), we are led to
and 19) which, together with (3.10) and (3.11), imply
Now we have
So c 1 = 0. We also have c l = 0.
Next, we will estimate (3.1), (3.2) and (3.3). Moreover, we will choose suitable (r,ȳ ′′ , λ) so that (3.1), (3.2) and (3.3) holds. First of all, the following lemma gives the estimate of (3.3).
Lemma 3.2. We have 22) where
Proof. We have
r,ȳ ′′ ,λ ϕ,
r,ȳ ′′ ,λ ϕ ∂Zr ,ȳ ′′ ,λ ∂λ dy
Using (2.12), we have
Note that
Suppose that 2 * s < 3. Then it follows from Remark 1.4 that
Similarly, for 2 * s ≥ 3, we have
So, we have proved
Using Lemma B.7 in Appendix B, we obtain the result.
Next, we will estimate (3.1) and (3.2). Let us point out that (3.1) is the local Pohozaev identity generating from scaling, while (3.2) is the local Pohozaev identities generating from translations.
Noting thatũ ǫ satisfies the following equation
Then, we can get that
Therefore, we get
Therefore (3.1) is equivalent to 
Proof. Here we only prove (3.33) since the proof of (3.34) is similar. First, we have
Noting that K(r, y ′′ ) is bounded, we have
Next, we will estimates the terms in (3.38) one by one. By Lemma B.3, we have
By Lemma B.4, we have
By (3.39) and (3.40), we have
(3.41) Similar to (3.41), we have
From (3.38) to (3.42), we have
Just by the same argument as that of (3.43), we can prove 
By Lemma B.5, we have
It follows from (3.40) and (3.46) that 
Similarly, we can prove that 
54)
where o(1) denotes a quantity that goes to zero when ǫ goes to zero.
Proof. Since u ǫ = Zr ,ȳ ′′ ,µ + ϕ, we have 
So from (3.55) and (3.57), we obtain the following estimate
As a result,
. Therefore, the equations to determine (r,ȳ ′′ ) are
Proof of Theorem 1.5. We have proved that (3.1), (3.2) and (3.3) are equivalent to
. Then, from (3.68), we get
So, (3.66), (3.67) and (3.69) have a solution
Appendix A. Pohozaev Identities
For the readers' convenient, we give the detailed proof of some local Pohozaev identities. Note that if u ǫ satisfies (2.17), which is equivalent toũ ǫ satisfies
First we have the following local Pohozaev identities by translations.
Lemma A.1. Ifũ ǫ satisfies (A.1), then there holds
Proof. Noting thatũ ǫ satisfies (A.1), then we have
Moreover we have
where we use the fact that on ∂ ′ B + ρ (y 0 ), ν i = 0, so the first term equals to 0. Combining all the equations above, we can get (A.2).
Next, we will obtain a local Pohozaev identity by scaling.
Lemma A.2. Ifũ ǫ satisfies (A.1), then there holds
Proof. Since
It is easy to derive that ν is odd about y, we have
Direct calculates will give that
(A.10)
Then it follows from all the equations above that
(A.11)
Appendix B. Basic Estimates
For each fixed k and j, k = j, we consider the following function
where α ≥ 1 and β ≥ 1 are two constants.
where C > 0 is a constant, depending on δ.
From the proof of Lemma A.6 in [16] , we have Lemma B.5. There exists a positive constant C such that
Let us recall that
Lemma B.6. There is a small constant σ > 0, such that
Proof. Here we prove it by some different arguments from Lemma B.3 of [34] and Lemma 2.2 of [17] . By direct computations and Remark 1.4, we have 
, where B j , j = 1, 2 are some positive constants.
Proof. Direct calculations show that
First, we have
for some constant B 2 > 0.
Noting that K(y 0 ) = 1, it is easy to check that
where we have used (1.9) and (1.8).
Finally similar to (2.23) , since N > 2s + 2, we have So, we obtain
Appendix C. Proof of (2.12)
In this section, we mainly prove (2.12).
Proof. Note that
First, we can rewrite M 1 as following
Next, we will estimates M 1 in the following two cases. If 2 * s > 3, then 4s N −2s > 1 and
In the above, we have used the fact that N > 2 + 2s. Noting that N > 2 + 2s, 4s N −2s > 1 and τ < 2s, by Lemma B.1 and the discrete Hölder inequality we have
whereσ is a small positive constant. Similar to (C.3), we can prove
From (C.2) to (C.4), when 2 * s > 3, we have
When 2 * s ≤ 3, we can estimate M 1 similarly. First of all, we have
Noting that τ > 2s and |y − x 1 | ≥ |y − x i |, y ∈ Ω c 1 , ∀i = 1, we also have
From (C.6) and (C.7), when 2 * s ≤ 3, we have
Similar to (2.29) and (2.31), by the discrete Hölder inequality we have
whereB is the same as that of Lemma 2.5. Similar to (2.23), by direct computations we have
where 0 < κ < 1. Finally, similar to (C.3) we estimate M 4 as follows
It follows from (C.1) to (C.11) that (2.12) holds.
Appendix D. Proofs of (3.6) and (3.7)
Now first we prove (3.6).
Proof. Observe that
Next we estimate H 1 and H 2 respectively. First, we will give the estimates of H 1 .
, by direct computations, we have
Using Lemma B.1, it is easy to obtain that
and In the following, we will estimate the terms one by one. For H 21 , we have It follows from all the estimates above that (3.6) holds.
Then we prove (3.7). By all the estimates above, we know that (3.7) holds.
