Abstract. We explore a number of functional properties of the q-gamma function and a class of its quotients; including the q-beta function. We obtain formulas for all higher logarithmic derivatives of these quotients and give precise conditions on their sign. We prove how these and other functional properties, such as the multiplication formula or the asymptotic expansion, together with the fundamental functional equation of the q-gamma function uniquely define those functions. We also study reciprocal "relatives" of the fundamental q-gamma functional equation, and prove uniqueness of solution results for them. In addition, we also use a reflection formula of Askey to derive expressions relating the classical sine function and the number π to the q-gamma function. Throughout we highlight the similarities and differences between the cases 0 < q < 1 and q > 1.
Introduction and Preliminaries
Let q be a positive number, 0 < q < 1. For n ∈ N = {0, 1, . . .}, and a ∈ C, the q-shifted factorial is defined by (a; q) 0 := 1, (a; q) n := n−1 k=0
(1 − aq k ).
(1.1)
The limit, lim n→∞ (a; q) n , is denoted by (a; q) ∞ .
Jackson [4, 8] (See [2] for these and other facts about the gamma and q-gamma functions.) Properties (1.5), and (1.6) show that the q-gamma function is indeed an analogue of the gamma function, but it is not apriori clear that it is the most natural analogue. This is in fact similar to the situation with the gamma function itself, where one easily sees that it interpolates the defining properties of the factorial to the complex plane, but the fact that it is the "most natural" extension follows from realizing that it is the unique function satisfying certain additional properties. For instance the Bohr-Mollerup Theorem asserts that the gamma function is the unique interpolation of the factorial whose logarithm is a convex function. Askey [3] proved the following q-analogue of the Bohr-Mollerup theorem. The function Γ q (x), 0 < q < 1, is the unique logarithmically convex function that satisfies the functional equation, f (x + 1) = [x] q f (x), f (1) = 1, x > 0.
Moak [13] proved slightly different results for the case q > 1. It is worth noting that the logarithmic convexity of the q-gamma function is proved by Askey [3] for 0 < q < 1 and by Moak [13] for q > 1. Furthermore, Kairies and Muldoon [10] also provide characterizations of the q-gamma function by means of Γ q (1) = 1 and (1.5) together with properties of monotonicity (or ultimate monotonicity or complete monotonicity). Those characterizations are also generalizations of similar properties of the classical gamma function.
One of our aims in this work is to extend some of the results in [3, 10, 13 ] to more general functional equations, where we show that, under certain conditions, their unique solutions are quotients of q-gamma functions. We also obtain q-analogues of characterizations of the classical gamma and beta functions of Anastassiadis [1] . In addition, we derive formulas relating π and sin(πx) to certain expressions in the q-gamma function. Since we are interested in investigating characterization propertied for the q-gamma and q-beta functions on the positive real line, from now on, unless otherwise stated, we assume that x is a positive real number.
The q-Digamma Function and Logarithmic Convexity
The q-digamma function ψ q , q > 0, is defined by Recall that a function f is called completely monotone on a set A if for all integers n ≥ 1 and all x ∈ A we have
It was proved proved in [7, Theorem 2.2] that − d dx log((1 − q) x Γ q (x)) is completely monotone, and in [6] this was extended to the logarithm of certain quotients of q-gamma functions under certain conditions; among which is for the number of q-gamma factors in the numerator and denominator to be the same. In the following series of results, we generalize the results from [7] and [6] by obtaining a full description of the sign of the second and all higher derivatives of logarithms of arbitrary quotients of q-gamma functions. Specifically for q > 0 and a 1 , . . . , a r , b 1 , . . . , b s ≥ 0 we set
We also consider
Note that g = f for r = s. In addition, we associate to the parameters a i and b j the quantity
We start by deriving a condition for the eventual monotonicity of these functions for q ∈ (0, 1).
Proposition 2.1. Let f (x) and g(x) be as in (2.6) and (2.7), respectively, and assume 0 < q < 1.
Then there exists M ≥ 0 such that f (x; q) and g(x; q) are monotone for all x > M . More specifically, we have the following cases.
(1) If r > s then f is increasing for x > M ≥ 0.
(2) If r < s then f is decreasing for x > M ≥ 0.
is increasing (resp. decreasing) for x > M .
Proof. Since f (x) is always positive, we see that f ′ (x) > 0 if and only if d dx log f (x) > 0, and the same is true for g(x). We have
Since for any y > 0 and l ≥ 0 we have
and from (2.9) we get
Since lim x→∞ q x = 0 we that if (s − r) log(1 − q) = 0, we can choose M large enough so that
and it follows that, for such x, f ′ (x) must have the same sign as (s − r) log(1 − q); this proves parts (1) and (2) of the theorem.
To prove part (3) we use that for x, y > 0 and l ≥ 0 we have
from which we get
where h 1 (q x ) and h 2 (q x ) are polynomials with no constant term. Since the limit of such a polynomial as x → ∞ is 0, we can choose M large enough so that max(|h 1 (q
′ (x) has the same sign as Υ log q, and part (3) follows, completing the proof of the theorem.
Next we turn our attention to the sign of higher derivatives of f (x; q). We start by obtaining a relatively simple expression for higher derivatives of the q-digamma function.
Lemma 2.2. Let P n (x) be the sequence of Eulerian polynomials given by the recursion P 0 (x) = 1,
(2.14)
Hence for 0 < q < 1 and a ≥ 0 we have
Proof. For n ≥ 0, let P n (x) be the sequence of functions P n satisfying (2.15). Since
we get P 0 (x) = 1. Differentiating (2.15) shows that P n+1 must indeed satisfy (2.14). Formula (2.16) now follows easily from (2.2) and (2.17).
Remark 2.3. The first few Eulerian polynomials are given by P 1 (x) = 1,
They were studied (without being explicitly named) in [14] in connection with the q-analogue of Stirling's formula. It is easy to see from (2.14) that P n (0) = 1 for all n. In [14] it was proved that all the coefficients are positive and that P n (1) = n!. It follows that for 0 < q < 1 we have
where c n := n! − 1.
To simplify some of our statements we will set
Proposition 2.4. Let f (x) and F n (x) be as in (2.6) and (2.19), respectively and assume 0 < q < 1. For each n ≥ 2 there exists M n ≥ 0 such that F n (x) is monotone for x > M n . More specifically, if Υ is as in (2.8) then F n (x) has the same sign as Υ log n q.
Proof. Using (2.16) we see that
(2.20)
Since 0 < q < 1, we see that for all m ≥ 0 and a > 0 we have, using (2.18)
Summing over m ≥ 0 and using (2.16) we get
for all x > M n . It follows that for such x, all three terms in (2.22) must have the same sign as Υ, and the result follows.
Remark 2.5. It follows from Proposition 2.4 that for n ≥ 1 and 0 < q < 1, either F n (x; q) or −F n (x; q) is completely monotone for sufficiently large x.
Using (1.4) we can extend Propositions 2.1 and 2.4 to the case q > 1 as follows. Proposition 2.6. Assume q > 1, and let f (x; q) and F n (x; q) be as in (2.6) and (2.19), respectively. Then f (x; q) and F n (x; q) are monotone for sufficiently large x. More specifically we have (1) both f and F 1 are increasing (resp. decreasing) if r > s (resp. r < s), (2) if we set
then, for n ≥ 3, F n (x; q) has the same sign as Υ * (log q) n . Furthermore, if r = s then the same is true for F 1 and F 2 .
Proof. From (1.4) we see that
It easily follows that
Assume 0 < p < 1. From (2.9) we see that,
and it follows from (2.23) that for sufficiently large x, F 1 (x; q) has the same sign as (r − s). from (2.22) we see that lim x→∞ F 2 (x; p) = 0, and it follows from (2.24) that F 2 (x; q) also has the same sign as (r − s). This proves part (1) of the proposition. Part (2) follows easily from (2.25) and the corresponding statements in Propositions 2.4 and 2.1.
Remark 2.7. In [6, Corollary 3.5] it was proved that for α, β, λ > 0, and 0 < q < 1 the function
is completely monotone. As an illustration of our results above, we note that this would follow from Propositions 2.1 and 2.4 as it corresponds to r = s = 4 and
and hence indeed d n dx n G(x) will have the same sign as log n q. If one considers functions as in (2.6) corresponding to Υ of the form
then we can obtain many generalizations of that Corollary. It is even possible to consider more general factors than (1 − q α k ) and obtain even more general results.
Next, we also derive an integral representation formula for ψ q using the following formula of Plana, see [2] . Theorem 2.8 (Plana) . If m and n are positive integers, m ≤ n, and φ(z) is a function which is analytic and bounded for all values of z such that m ≤ ℜφ(z) ≤ n, then
Theorem 2.9. For fixed q ∈ (0, 1) we have for x > 0
Clearly lim n→∞ φ x (n) = 0 and lim n→∞ φ x (n+iy) = 0 uniformly for y > 0. Hence applying Theorem 2.8 gives
Using that
= e it log q + e −it log q = 2 cos(t log q),
= e it log q − e −it log q = 2i sin(t log q),
we obtain (2.29) and completes the proof. † AND ZEINAB MANSOUR ‡ Corollary 2.10. For fixed q > 1 we have for x > 0
(2.30) Remark 2.11. From (2.29) and (2.30) we conclude that
as x → ∞, when 0 < q < 1, and
its generalizations
Throughout this section let k ∈ R, q, w > 0, and a 1 , . . . , a r , b 1 , . . . , b s ≥ 0. We consider the functional equation and initial condition
f (w) = 1.
It is straightforward to check that the function F given by
is a solution of (3.1). We are interested in stating and proving a number of additional conditions on (3.1) that will ensure that F is its unique solution.
We start with a lemma which shows that the problem could always be reduced to the case w = 1.
Lemma 3.1. Let f be any function defined for x > 0, and consider
Then f satisfies the functional equation (3.1) if and only if g satisfies
Proof. We clearly have g(1) = f (w). If f satisfies (3.1) then we have
proving necessity. Sufficiency follows in the same fashion using the fact that
We also establish a connection between the cases q > 1 and 0 < q < 1.
Lemma 3.2. Let f be a function defined for x > 0. For w, q > 0 and a ≥ 0 consider the transformation
Then f satisfies the functional equation
if and only if h satisfies
Furthermore, we have h(w) = f (w).
Proof. We have
Multiplying (3.7) by q
where the last equality follows since
Thus we have proved necessity. Sufficiency follows at once since
Lemma 3.2 could be extended as follows. 
Proof. The proof is similar to Lemma 3.2 and is omitted for brevity.
(3.9) † AND ZEINAB MANSOUR ‡ Proof. By (i) we see that f is completely defined by its values on (0, 1], so it suffices to prove the theorem on that interval. Let n be a positive integer greater than M and let 0 < x ≤ 1. Then
and from the condition (ii) of the theorem, we obtain either
Using the conditions (i) and (iii), we see that (3.10) becomes
Calculating the limit as n → ∞ in (3.12) yields the theorem in the decreasing case. The proof for the increasing case (corresponding to (3.11)) is identical.
Corollary 3.5. Let f (x) be a positive function defined on (0, ∞) that satisfies (3.1) for some q ∈ (0, 1).
is monotone for x > M ≥ 0, then f must be given by (3.2).
Proof. Let g(x) := [w]
k(r−s)(1−x) q f (wx), then by Lemma 3.1 we see that g satisfies (3.4), and the result follows after a straightforward computation from Theorem 3.4.
Corollary 3.6. Let f (x) be a positive function defined on (0, ∞) that satisfies (3.1) for some q ∈ (0, 1). Let h, A, and B as in Corollary 3.3, and assume that
Proof. The proof follows from a straightforward application of Corollaries 3.3 and 3.5, and we leave the details to the reader.
Theorem 3.7. Let f be a positive function defined on (0, ∞) that satisfies (3.1) and is logarithmically convex or logarithmically concave for all x > M ≥ 0. Then f must be given by (3.2).
Proof. By iterating (3.1) n times we get
Moreover, since f (w) = 1 we get
For 0 < x ≤ w and n ≥ 1 we have (n − 1)w < nw < nw + x ≤ (n + 1)w.
Let n be large enough so that (n − 1)w > M . If f is logarithmically convex we get
whereas if it is logarithmically concave
By (3.13) and (3.14) we see that
It follows from (3.15) and (3.16) that
By (3.17) this translates into
which indeed is equivalent to (3.2), completing the proof.
Corollary 3.8. Let f be a positive function defined on (0, ∞) that satisfies (3.1) for some q > 1.
f is a logarithmically convex or logarithmically concave for all x > M ≥ 0, then f must be given by (3.2).
Proof. Let A, B, and h be as in Corollary 3.3, then by that Corollary we have that h satisfies
Furthermore, by the condition above, we see that g(x) := q
is either logarithmically concave or logarithmically convex for large enough x. The same must be true for h(x) as log g and log h differ only by a linear function of x, which doesn't change the concavity behavior. From Theorem 3.7 we get that
and the result follows from (3.22) and (3.8).
Remark 3.9. Corollary 3.8 generalizes Theorem 2 in [13] , not only in having a more general functional equation, but also because we don't assume the differentiability of f . Specifically if we set w = 1, k = 1, s = 0, r = 1, a 1 = 0 and assume that f is twice differentiable, then condition (i) of Corollary 3.8 translates into d
which is equivalent to the condition (2.15) on p. 282 of [13] .
The following result, proved by John in [9] , will enable us to give a vast generalization of Theorem 1 in [13] . then any two monotone non-decreasing solutions of
differ at most by a constant.
We have the following generalizations of Lemma 3.10. † AND ZEINAB MANSOUR ‡ Lemma 3.11. Let g(x) be defined for x > 0, and for fixed w > 0 consider solutions of the difference equation
then any two solutions of (3.25) that are non-decreasing for x > M differ at most by a constant.
then any two solutions of (3.25) that are non-increasing for x > M differ at most by a constant.
Proof. The proof is essentially similar to the proof of Lemma 3.10 in [9, p. 176], however we present it to highlight that the weaker condition (3.26) can replace (3.23) without weakening the result. To prove (1), let f 1 (x), f 2 (x) be two solutions of (3.25) for x > 0 that are non-decreasing for x > M and set
. From (3.25), we see that for all x > 0, F (x + w) = F (x). Let N be a positive integer such that N w > L. Since f 1 and f 2 are non-decreasing, we see that for N w ≤ x ≤ (N + 1)w we have
Thus F (x) is bounded on the interval [N w, (N + 1)w], and hence, by the periodicity, bounded for all x > 0. Set
Adding (3.28) and (3.29) we get the contradiction
This proves that F (x) must be a constant, completing the proof of (1). Statement (2) follows from (1) by noticing that if h a non-increasing solution of (3.25), then −h is a non-decreasing solution of
and that inf(−g) = − sup(g).
Corollary 3.12. Let g(x) be a function defined for x > 0 such that lim x→∞ g(x) = 0. Then any two solutions of (3.25) that are monotone for large enough x differ at most by a constant.
Theorem 3.13. Let f be a positive solution of (3.1), and assume that for some n ≥ 1,
Proof. Consider the functional equation
We easily see that d n dx n log f is an eventually monotone solution of (3.30). Using (2.15) we see that lim x→∞ g(x) = 0, and thus by Corollary 3.12 we get that log f and log F differ at most by a polynomial in x. However, since the initial condition and the functional equation imply that f and F agree on all multiples of w, we see that that polynomial has infinitely many roots and hence must be identically zero and hence f = F . Mayer [11] proved that the function
is logarithmically convex and decreasing on (0, ∞) and satisfies the functional equation
He also proved that we need only f to be convex, decreasing, and positive on (0, ∞) to prove the uniqueness of the solution of the functional equation (4.2).
In this section, we study the existence and uniqueness of solutions of
and some generalizations of it. Let k > 0 be a real number and consider the functional equation 
it suffices to study the case q ∈ (0, 1]. The classical case q = 1 was covered by several authors (see [11] and [16] for instance), so we focus here on q ∈ (0, 1).
Lemma 4.1. The function G q (x), 0 < q < 1, is strictly decreasing and logarithmically convex for x ∈ (0, ∞). † AND ZEINAB MANSOUR ‡ Proof. Using the notation of Propositions 2.1 and 2.4, we see that
and the result follows from the third case of Proposition 2.1 (r = s = 1) and from the case n = 2 of Proposition 2.4.
It follows that for all k > 0, G k q (x) is also strictly decreasing and logarithmically convex. Since the logarithmic convexity implies convexity, we conclude that G k q (x) is a convex function for any positive k.
Next, we give estimates for the function G q (x). Since the function G q (x) is decreasing, we have
Multiplying the previous equation by G q (x+ 1) and using that G q (x) is a solution of (4.4), we obtain
Proof. Assume that f (x) is another solution of (4.4) and set
where n is a positive integer. We must get Q(x) = 1 for all x > 0. Note that (4.4) implies that f (x), and hence Q(x) is never zero. If Q(x) > 0 for some particular value of x, then according to (4.6) and (4.7) we obtain
We can choose n large enough such that x + 2n > M . Hence applying the convexity of the function f , we obtain
Therefore,
Replacing x by x + 1 in the previous inequality and using (4.7) gives
Then calculating the limit as n → ∞ gives Q 2 (x) = 1. If we assume that there exists an x for which Q(x) < 0, an argument similar to the preceding one shows again that Q 2 (x) = 1. That is G k q (x) = |f (x)|, for all x > 0. Next we determine the sign of f (x). If we assume that there exists x 0 > 0 such that f (x 0 ) = −G k q (x 0 ), then from the convexity of the function f , we have
for any h > h 0 , where h 0 is chosen so that x 0 + h 0 > K. Because G k q (x) is decreasing, the right hand side of the previous inequality is negative. Hence f (x) < 0 for all x > x 0 + h 0 . That is,
This yields that f is a smooth function and 
for all integer n ≥ 1. Also from (4.12)
where we choose here n large enough such that x + 2n − 1 > M . This gives that n−2
.
(4.15) Hence
. (4.16)
Then taking the limit as n → ∞ in (4.16) gives
, for all x > 0, and hence |f (x)| = G k q (x), for all x > 0. We now prove that f has no negative values. Suppose on the contrary that there exists x 0 > 0 such that f (x 0 ) = −G , which is obviously not eventually decreasing.
Let a 1 , . . . , a u , b 1 , . . . , b v ≥ 0, w > 0, k ∈ R. We now consider the more general functional equation
It is straightforward to verify that
is a solution of (4.17). In the next lemma we establish some of the functional properties of F .
Lemma 4.5. Let F be as in (4.18), and set
Then F is increasing (resp. decreasing) if and only if kΥ w > 0 (resp. kΥ w < 0). Furthermore, for
n dx n log F (x) has the same sign as −kΥ w log n q for all sufficiently large x.
Proof. First we assume k = 1. Using the notation of Proposition 2.1 and the definition of G q in (4.5), a straightforward computation shows that Υ corresponding to F is given by
and the result follows from the third case of Proposition 2.1 (r = s = u + v) and from Proposition 2.4. The case for general k follows from the simple observation that log F k = k log F , and that, since F is positive, F ′ has the same sign as d dx log F .
Theorem 4.6. Let f be a function defined for x > 0. Assume that f satisfies (4.17), and that either
Proof. We shall prove the theorem assuming (4.19), the proof in the case of (4.20) is almost identical. Write
and for n ≥ 0 set P n := P (x + nw). It follows that if f is a solution of (4.17), then it must satisfy
Assume (2n − 1)w > M and x > 0. By (4.19) we have f (x + (2n + 1)w) < f (x + 2nw) < f (x + (2n − 1)w).
Since lim
and f (x) = 0 for all x > 0, it follows that
Now, we prove that f (x) can never be negative. Suppose on the contrary that f (x 0 ) < 0 for some x 0 > 0. Then, f (x 0 + nw) is negative for all n such that x 0 + nw > M . Thus, for all n ≥
On the other hand, since both F and f satisfy (4.17) we must have
since the right hand side of (4.25) is less than 1, we see that the right hand side of (4.24) is negative, leading to a contradiction. This contradiction shows that f (x) can never be negative, and the result follows.
In [16] , Thielman proved that the only function which is convex for x ≥ K > 0 and satisfies the functional equation
Clearly, Mayer's result is the particular case a = w = 1. A q-analogue of Thielman's result follows as a special case of the next theorem. Proof. The proof is similar to the proof of Theorem 4.6, where we utilize the convexity (or concavity) in place of (4.19) as in the proof of Theorem 4.2. Details are omitted for brevity.
The Multiplication Formula as a Defining Property
Recall that the gamma function satisfies the Legendre duplication formula
which is a special case of the Gauss multiplication formula for integer m ≥ 2,
For q ∈ [0, 1], a q-analogue of (5.2) is the following functional equation (see [2] for instance) then φ itself must be constant on R.
We now state and prove a generalized q-analogue of the above theorem, which we then use to show that (5.3) characterizes the q-gamma function. Continuing in this process yields that 13) and for all n ∈ N. Consequently g(x; q) is identically zero in [0, ∞). This implies that φ(x; q) = e αx+β , for some constants α and β (that may depend on q and m). Since φ is periodic function of period one, then α = 0. Hence φ is a constant function and the theorem follows. 
(ii) f (1; q) = 1, (iii) the partial derivatives up to order 2 with respect to the variable x exist and continuous on for x ∈ (0, ∞) and q ∈ [0, 1]. If, for some integer m ≥ 2 and some positive constant (in x) α m (q), f satisfies
then f (x; q) = Γ q (x), and hence satisfies (5.14) for all m with
Proof. Let n ∈ N be arbitrary. From (5.14), we obtain
From (i), we have
Substituting from (5.16) in (5.15) yields
17) which simplifies to (1 − q m )
(q m ; q m ) m ∞ and calculating the limit as n tends to infinity give 
The partial derivatives up to order 2 with respect to the variable x exist and are continuous for x ∈ (0, ∞) (iv) For 0 < x, y ≤ 1, the limit
is a well-defined twice continuously differentiable function.
Assume that for some integer m ≥ 2 there exists a positive constant α m (p) such that
, and hence satisfies (5.22) for all m with
Proof. For y > 0, write
Let x > 0 be such that lim
h p (y) exists, and denote that limit by h(x). Then, using (i) we see that lim
It follows from (5.23) and (iv) that for all x > 0
is a well-defined twice continuously differentiable function that is periodic with period 1. Next, for x > 0 and q ∈ [0, 1], we set
, if q = 0.
It follows from (iii) and ( Remark 5.5. In [10] , the authors show that the q-gamma function satisfies
where
which is different from (5.3). They also introduced a uniqueness theorem for the solution of the functional equation
by using a technique different from the one we used above.
Functional Properties of the q-beta function
The q-analogue of the beta function is defined for q > 0 by
See [4, p. 22 ]. Hence we have the symmetry relation
Using (1.4) we can prove that
Lemma 6.1. For each fixed y > 0 and q > 0, B q (x, y) is a decreasing function for x > 0.
Proof. For q = 1 this is a well-known classical fact. For 0 < q < 1, the result follows by applying Proposition 2.1, with r = s = 1, and a 1 = 0, b 1 = y. For q > 1, note that q 1−xy is decreasing in x, and thus the result follows from the case q ∈ (0, 1) we just proved and (6.2).
Lemma 6.2. For each fixed y > 0, B q (x, y), q > 0, is logarithmically convex for x > 0.
Proof. For q = 1 this is a well-known classical fact. For 0 < q < 1, the result follows by applying Proposition 2.4, with r = s = 1, n = 2, and a 1 = 0, b 1 = y. This also proves the case q > 1 since, by(6.2) we have d
It is easy to see that
The following two theorems show that (6.3), together with either logarithmic convexity or being decreasing (in one of the variables) and an initial value, uniquely determine the q-beta function.
is a positive function for x > 0 and for some y > 0 and some positive q = 1 we have
Proof. The result follows by applying Theorem 3.7 and Corollary 3.8 to
Proof. As in the preceding proof, the proof follows from Theorem 3.4 and Corollary 3.6.
We also have the following result which is stronger than Theorem 6.4 when q > 1.
Corollary 6.5. If f (x) is a positive function for x > 0 and for some y > 0 and some positive q = 1 we have
Proof. Take h(x) = q xy−1 f (x). It follows from (6.2) that h satisfies the conditions of Theorem 6.4 where the q in the theorem is replaced by q −1 . Hence, h(x) = B q −1 (x, y) and
In all of the previous theorems of this section we considered the variable y as a fixed positive number. We now state a defining property of q-Beta in both variables. First, note that by (6.1) we have
Also, applying Lemma 6.1 twice we see that if x > u and y > v then
Theorem 6.6. Assume that for some 0 < q < 1, f (x, y) (x, y > 0) satisfies
f (x, y),
Proof. The proof follows by verifying that the function h(x, y) := q xy f (x, y) satisfies the condition of Theorem 6.6 with q is replaced by q −1 . Hence
which is equivalent to f (x, y) = B q (x, y).
7. An approximate q-analogue of Euler's reflection formula
Recall the following famous formula of Euler
One proof of (7.1) relies on Theorem 5.1. Thus it is natural to try to get a q-reflection formula using Theorem 5.2. With this in mind, we define a function φ(x; q) by
Note that φ(x; q) is continuous for (x, q) ∈ R × [0, 1]. Furthermore, for q ∈ (0, 1] arbitrary but fixed, φ(x; q) is a positive, periodic, twice continuously differentiable function (of x) with period 1. Now using the q-analogue of the Legendre duplication formula, namely .
Thus the conditions of Theorem 5.2 are "almost" satisfied; they are satisfied for q ∈ (0, 1] rather than q ∈ [0, 1]. This of course makes a big difference and the conclusion of this theorem is in fact not true. However we could hope that a weaker version holds and that φ(x; q) is "approximately constant" (in x). If that's the case, and taking that "approximate constant" to be
Indeed, in [3] Askey proves the following formula (using Jacobi's triple product identity and the Poisson summation formula) 2) where the auxiliary variable r is defined by r = r(q) := e π 2 2 log q (or equivalently log r log q = Replacing
It is easy to see that
3)
It follows that
, it is straightforward to see that 5) and (7.4) remains true when q is replaced by p. Thus all the results in this section have their straightforward counterparts with p in place of q. for brevity we shall only state the results for 0 < q < 1.
As a consequence of (7.4) we get the following surprising approximation for π.
Theorem 7.2. For all 0 < q < 1 we have
Proof. Note that r ∈ (0, 1) for q ∈ (0, 1). Furthermore, h c (r, x) and h s (r, x) are continuous functions of x for all |r| < 1 and h s (r, 0) = 0. Thus, taking the limit in (7.4) as x → 0 gives
and (7.6) follows immediately. Next, note that
It follows that 9) and hence 1+hc(r,0) 1+h(r,0) = 1 + O(r 2 ) as r → 0. Equation (7.7) follows since r 2 = e π 2 log q .
Using a similar analysis, we obtain the following two q-approximations of sin(πx).
Theorem 7.3. For 4 × 10 −13 < q < 1 and all x ∈ R we have the following approximate formulas as q → 1
log q ).
(7.10)
(ii) sin(πx) = πq
= πq
Proof. It is obvious that, for all x ∈ R, each of h(r, x), h c (r, x) and h s (r, x) cos(πx) is bounded below by −h(r, 0) and bounded above by h(r, 0). It then follows from (7.8) that
(7.12)
Note that the series on the right hand side converges if and only if r < 1 √ 2
. Using the relation r(q) := e π 2 2 log q , we see that this will be satsified whenever 4 × 10 −13 < q < 1. It follows that for such q we have
In a similar way we get
Part (i) now follows from (7.4), (7.13), and (7.14). Part (ii) follows from part (i) and (7.7).
Remark 7.4. We are grateful to Professor Mourad Ismail and the anonymous referee for pointing out that, in [5] , Gosper introduced a q-analogue sin q of the sine function, defined for 0 < q < 1 by
For this function, it is easy to obtain the following q-reflection formula
16) † AND ZEINAB MANSOUR ‡ which has the advantage of being exact, whereas (7.10) has the advantage of relating q-gamma to the classical sine. Furthermore, the referee informed us that Mező in [12] recently gave a rigorous proof that the q-sine functions satisfies the following duplication formula, which was discovered computationally by Gosper in [5] sin q (2z) = q
This strengthens the analogy between q-gamma and q-sine and their classical counterparts.
We can also view (7.11) as a two parameter approximation of π which generalizes Theorem 7.2.
Corollary 7.5. For 4 × 10 −13 < q < 1 and all x ∈ R we have
log q ) as q → 1 − .
(7.17)
Remark 7.6. The lower bound on q in Theorem 7.3 and Corollary 7.5 could be made smaller if we use sharper bounds on h(r, x), h c (r, x), and h s (r, x). This could be attained by simply using more terms in the series for the approximation of h(r, 0) in (7.8) and substituting accordingly in (7.9), (7.13), and (7.14).
Remark 7.7. We note that r is a rapidly decreasing function of q. . So in practice the above formulas give rather accurate approximations of sin(πx) and π, especially for q not close 0. On the other hand, it should be noted that as q gets too close to 1 − , the convergence of the infinite products defining Γ q (x) becomes slower.
Remark 7.8. It would be interesting to see whether the heuristics in the beginning of this section could be made quantitative and formal. In other words, is it possible to modify Theorem 5.2 to give an alternative proof of Askey's reflection formula (7.2)?
The Asymptotic expansion as a defining property
It is well known that the classical gamma function has the following asymptotic expansion (also known as Stirling's formula)
The function µ(x) := log Γ(x) − (x − 1/2) log x + x − log √ 2π, which was introduced by Plana [15] , can be seen to be a decreasing function. If we set
then µ(x) satisfies the functional equation
It is easy to see that for x > 0 the series
is convergent. In [1] it is shown that if for x > 0, ν(x) is a decreasing function satisfying
then up to an additive constant k (which is determined by ν(1) for instance) we will have
g(x + n).
It follows that if f (x) is a function satisfying (i) f (x + 1) = xf (x), (ii) µ f (x) := log f (x) − (x − 1/2) log x + x − log( √ 2π) is decreasing for x > 0, (iii) f (1) = 1, then we must have f (x) = Γ(x). (Since, by condition (i), µ f satisfies the same functional equation as (8.2) and has the same value at 1 as µ, thus by the result of Anastassiadis, µ and µ f are equal, and hence f and Γ must be equal.) In other words, the main term of the asymptotic expansion for Γ together with its factorial property completely define it.
In [14] , Moak derived the following q-analogue of Stirling's formula.
log Γ q (x) ∼ (x − 1/2) log 1 − q One case of the Euler-Maclaurin summation formula (see [2] for more details) states that if f is a differentiable function with fast enough decay at ∞ then we have We shall show that each integral in the last sum is negative. Consider the change of variable z = 2n + 1 − y, which transforms the interval [n, n + g q (x + k) = µ q (x) − µ q (x + n), and lim x→∞ µ q (x) = 0, we see that the infinite series ∞ k=0 g q (x + k) converges. Next, we give the following functional characterization of µ q (and hence of the q-Stirling formula).
Theorem 8.2. Let ν(x; q) be a function defined for x > 0 and 0 < q < 1 satisfying the following properties (i) For fixed q, ν(x; q) is decreasing in x.
(ii) ν(x; q) − ν(x + 1; q) = g q (x). (iii) ν(1; q) = ∞ n=0 g q (1 + n). Then for all x and q, ν(x; q) = ∞ n=0 g q (x + n). Proof. Note that ν(x; q) − ν(x + 1; q) = g q (x) implies that ν(x + n; q) = ν(x; q) − But lim n→∞ g q (n) = 0 since ∞ k=0 g q (1 + k) is convergent, and the result follows by taking the limit of (8.10) and using property (iii). Proof. Conditions (i)-(iii) immediately give that ν(φ; q; x) satisfies the first two conditions of Theorem 8.2, while the fourth condition guarantees µ q (1) = ν(φ; q; 1). It follows that for x > 0 µ q (x) = ν(φ; q; x) and consequently φ(q; x) = Γ q (x). f (x; q −1 ) satisfies the conditions of Corollary 8.3, then we must have f (x; q) = Γ q (x). It follows that (1.5) and (8.3) (resp. (8.11)) uniquely define Γ q (x) for q ∈ (0, 1) (resp. q > 1).
