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Operations and poly-operations in Algebraic Cobordism
Alexander Vishik
Abstract
We describe all operations from a theory A∗ obtained from Algebraic Cobordism Ω∗ of M.Levine-
F.Morel by change of coefficients to any oriented cohomology theory B∗. We prove that such an
operation can be reconstructed out of it’s action on the products of projective spaces. This reduces
the construction of operations to algebra and extends the additive case done in [16], as well as the
topological one obtained by T.Kashiwabara - see [4]. The key new ingredients which permit us to
treat the non-additive operations are: the use of poly-operations and the ”Discrete Taylor expansion”.
As an application we construct the only missing, the 0-th (non-additive) Symmetric operation, for
arbitrary p - see [17], which permits to sharpen results on the structure of Algebraic Cobordism - see
[18]. We also prove the general Riemann-Roch theorem for arbitrary (non-additive) operations.
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1 Introduction
In Topology, the notion of a generalized cohomology theory was introduced and applied with great
success to provide invariants for topological spaces. This permitted to answer various old questions and
to enhance the topological world with a lot of structure.
In algebraic geometry the respective development was lagging behind. Although such algebro-
geometric cohomology theory, as algebraic K-theory, preceded it’s topological counterpart, for a long
time, it was one of the few theories available in the algebraic context. Another notable exception was
the Chow groups.
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The situation changed dramatically with the works of V.Voevodsky in the 1990’s who brought effective
topological methods into algebraic geometry and introduced the motivic category - [19] which provides
the natural environment for motivic cohomology - an algebro-geometric version of singular cohomology
(earlier constructed by S.Bloch in the form of higher Chow groups - [1]), and together with F.Morel defined
the A1-homotopic category - [7] which permitted to treat algebraic variety with the same flexibility as
topological spaces. This provided the necessary tools for the construction of the generalized cohomology
theories, and such theories, as well as cohomological operations on them, played a crucial role in the
proof of Milnor’s and Bloch-Kato conjectures by V.Voevodsky and M.Rost-V.Voevodsky.
The algebro-geometric homotopic world is more complex than the topological one. This is manifested
by the presence of two natural independent ”suspensions” (1) and [1] which makes algebro-geometric
homology groups numbered by two numbers. The groups related to the direction (1)[2] behave generally
better and have substantially simpler geometric interpretation. This is the, so-called, pure part of the
theory. In the case of motivic cohomology H∗,∗
′
M , these are classical Chow groups CH
∗. At the same
time, such a ”pure part” is sufficient for many purposes, so it would be useful to have tools which would
permit to work with the ”pure part” alone. One of the main quests here was to find an ”elementary”
construction of the pure part of the universal theory - the MGL∗,∗
′
of V.Voevodsky (an algebro-geometric
analogue of the complex-oriented cobordism MU∗ in topology). This problem was solved by M.Levine
and F.Morel who constructed Ω∗ - the algebraic cobordism of Levine-Morel [6] (see also [5] and [3]) .
The theory Ω∗ is very rich, and the classical theories of Chow groups and K0 can be both obtained
from it by simple change of coefficients, and so are small ”faces” of this theory. Thus, we get a much
”larger” invariant of algebraic varieties. But to work with such an invariant one needs some structure
on it. The structure is provided by cohomological operations. The most important among them - the
stable operations of Landweber-Novikov were constructed in [6] (using [9], see also [8],[13]). But it was
observed (see [14]) that to treat the torsion effects one needs more subtle unstable operations. No general
methods of constructing such operations in algebro-geometric context were available up to recently. The
solution was found in [16], where the notion of a theory of rational type was introduced. For such a
theory, A∗(X) permits a description inductive on the dimension of X, and these appear to be exactly
the theories obtained from algebraic cobordism of Levine-Morel Ω∗ by change of coefficients. In [16] the
additive cohomological operations from a theory of rational type elsewhere were classified. It was shown
that such an operation is completely determined and can be reconstructed from it’s action on products of
projective spaces. This provides an effective tool in constructing operations, since everything is reduced
to defining a set of power series satisfying certain conditions (that is, to ”algebra”). At the same time,
the methods of [16] permitted to treat the additive case only, as the proof used many formulas involving
sums.
In the current paper we extend the methods of [16] to the case of arbitrary (non-additive) operations.
The new ingredients which permitted this are: the Discrete Taylor Expansion - the method of describing
non-additive maps between additive objects, and the use of poly-operations. As in the additive case of
[16] we prove that operations from a theory of rational type elsewhere are in 1-to-1 correspondence with
transformations on the category Proj whose objects are (P∞)×l, for all l, and morphisms are generated
by: the action of the symmetric group Sl, the partial projections, the partial diagonals, the partial point
embeddings, and the partial Segre embeddings (the only natural maps you can write) - see Theorem
5.1. The topological variant of this result was obtained by T.Kashiwabara in [4, Theorem 4.2]. We
actually prove a more general poly-operational case of this statement (Theorem 5.2). The use of poly-
operations is really essential, as we extend our operation from Proj to (Smk)6d × Proj by induction
on the dimension d of varieties, and the induction step goes only for all poly-operations (of arbitrary
foldness!) simultaneously.
The main result gives the classification of arbitrary (non-additive) operations from a free theory in
the sense of Levine-Morel elsewhere in terms of purely algebraic data - see Theorem 5.20. In particular,
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we get such a classification in the case of operations on Algebraic Cobordism. In the case of K0, it follows
from our Theorem 5.1 that the ring of all operations from K0 (vector bundles of virtual dimension zero)
to an oriented cohomology theory A∗ is the power series ring A[[cA1 , c
A
2 , ...]] over the coefficient ring of
A∗ with generators - the Chern classes (which are non-additive operations K0 → A
∗) - see [10, Theorem
2.1]. In particular, this shows that ”orientability” of a theory can be expressed as the existence of
a nice ”coordinate system” on the set of all such operations. It also shows that our classical notion
of ”orientability” (that is, the existence of a push-forward structure for proper morphisms) is actually
”orientability with respect to K0”, and raises the question, if there are orientabilities with respect to
other theories? The first non-trivial example here was constructed by P.Sechin, who in [10] showed
using our Theorem 5.1 that Chow groups are ”orientable” with respect to any higher Morava K-theory
K(n). In other words, that there are ”Morava Chern classes” which generate the ring of the respective
(non-additive) operations K(n)→ CH∗. And, moreover, there are similar classes K(n)→ K(n), that is,
K(n) is ”orientable” with respect to itself - [12]. These classes were then used to construct the Morava-
γ-filtration and to approach Chow group elements which are inaccessible for classical Chern classes. The
Theorem 5.1 and the methods of the current article is the main driving force behind these results and
ideas.
Theorem 5.1 also permits us to construct the 0-th non-additive Symmetric operation for arbitrary p
(for p = 2 such an operation was constructed in [15] by an explicit geometric construction) - see [17].
This completes the construction of a Total Symmetric operation and permits to sharpen some results on
the structure of algebraic cobordism. Namely, we show - see [18] that Ω∗(X) as a module over the Lazard
ring L has relations in positive codimension. This extends the result of M.Levine and F.Morel claiming
that this module has generators in non-negative codimension - see [6], and also computes the algebraic
cobordism ring of a curve. This line of results was extended further by P.Sechin, who in [11] proved the
Syzygies conjecture of the author claiming that the Algebraic Cobordism of Levine-Morel of a smooth
variety X has a free L-resolution whose j-th term has generators in codimensions > j. He also proved
other strong structural results on Ω∗ and computed the algebraic cobordism ring of a surface. The main
tool there as in [18] are Symmetric operations of [17] (including the non-additive one), and so, the results
of the current article are again instrumental.
We also prove the general Riemann-Roch Theorem for arbitrary non-additive operations - see Theorem
5.19. Such result was classically known only for multiplicative operations - see [9], and was extended to
additive ones in [16].
The text is organized as follows. In Section 2 we recall the general definitions related to oriented
cohomology theories and introduce the theories of rational type admitting a description inductive on the
dimension of a variety which, in the end, permits to describe operations from such theories. In Section
3 we introduce our main ”non-additive” tool - the Discrete Taylor Expansion. This elementary ”discrete
calculus” permits to work efficiently with non-additive maps between abelian groups. In Section 4 we
discuss operations between theories, as well as (internal) and (external) poly-operations between them.
When all the above preparations are done, in Section 5 we state and prove the Main Theorem 5.1. Finally,
in Section 6 we mention some of the applications of the main result.
2 Theories of rational type
Everywhere below k will be a field of characteristic zero. We will follow the notations of [16] (which
mostly agree with that of [6]). In particular, Smk will denote the category of smooth quasi-projective
varieties over k.
Definition 2.1 Under the term ”oriented cohomology theory” we will understand any ”small theory”,
i.e. any theory on Smk satisfying the axioms of [16, Definition 2.1] which are the standard axioms of [6,
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Definition 1.1.2] plus the localization axiom:
(LOC) For a smooth quasi-projective variety X with closed subscheme Z
i
→ X and open complement
U
j
→ X, one has an exact sequence:
A∗(Z)
i∗−→ A∗(X)
j∗
−→ A∗(U)→ 0,
where A∗(Z) := limV→Z A∗(V ) - the limit taken over all projective maps from smooth varieties to
Z, and for a d-dimensional variety T , A∗(T ) := A
d−∗(T ).
We will be mostly interested in, so-called, ”constant” theories. (cf. [6, Definition 4.4.1]):
(CONST ) The theory is called ”constant” if the natural map A∗(k) → A∗(L) is an isomorphism, for each
finitely generated field extension L/k,
where, following M.Levine and F.Morel ([6, Subsection 4.4.1]), we define A∗(L) as colimU⊂XA
∗(U) where
U runs over all open subsets of some smooth model X with k(X) = L (recall, that we are in characteristic
zero, so all field extensions are separable).
For a constant theory we have a natural splitting:
A∗ = A⊕A
∗
into a constant part and elements supported in positive codimension.
2.1 The short bi-complex c.
It appears that any theory A∗ = Ω∗⊗LA obtained from Algebraic Cobordism of Levine-Morel by change
of coefficients satisfies some additional strong condition. This is what we call a ”theory of rational type”
- see [16, Definition 4.1, Proposition 4.7].
Let X be a smooth quasi-projective variety. Consider the following resolution category RC(X) of X.
Objects of RC(X) are diagrams Z
z
→ X
ρ
← X˜ , where z is an embedding of a closed subscheme (which
may be singular), and ρ is a projective birational morphism of smooth varieties, which is an isomorphism
outside Z and such that V = ρ−1(Z) is a divisor with strict normal crossings.
Morphisms are commutative diagrams:
Z2
z2 //
i 
X X˜2
ρ2oo
π
Z1 z1
// X X˜1.ρ1
oo
(1)
Among these we will distinguish ones of especially simple kind:
type I: i = id, π is a single blow-up over V1 permitted w.r.to V1;
type II: π = id.
We will denote respective morphisms as MorI andMorII , respectively. Note, that for morphisms of type
I, π−1(V1) = V2.
Consider also the category RC1(X) of diagrams Z
z
→ X × P1
ρ
← X˜ × P1, where z is an embedding
of a closed subscheme, and ρ is projective birational map, isomorphic outside Z, where W = ρ−1(Z)
is a divisor with strict normal crossings having no components over 0 and 1, such that the preimages
X˜0 = ρ
−1(X × 0) and X˜1 = ρ
−1(X × 1) are smooth divisors on X˜ × P1, and such that W ∩ X˜0 →֒ X˜0
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and W ∩ X˜1 →֒ X˜1 are divisors with strict normal crossings. Morphisms can be defined in the same way
as for RC(X), but we will not need them.
We have maps ∂0, ∂1 : Ob(RC
1(X))→ Ob(RC(X)) defined by:
∂l(Z
z
→ X × P1
ρ
← X˜ × P1) = (Zl
zl→ X
ρ
← X˜l),
where Zl = (X × {l}) ∩ Z.
On free theories we have a structure of refined pull-backs - see [6, Subsection 6.6]. That is, given a
cartesian square
W −−−−→ Yy yf
Z −−−−→ X
where f is an l.c.i. morphism of relative codimension d, we have a morphism f ! : A∗(Z) → A∗−d(W )
satisfying a number of properties (see [6, Theorem 6.6.6]).
Consider the short bi-complex c = c(A∗):
c1,0
d1,0
−−−−→ c0,0xd0,1
c0,1
where
· c0,0 :=
⊕
V∈Ob(RC(X))
Image(ρ! : A∗(Z)→ A∗(V ));
· cI1,0 :=
⊕
V2→V1∈MorI
Image(ρ! : A∗(Z1)→ A∗(V1)) - see (1);
· cII1,0 :=
⊕
V2→V1∈MorII
Image(ρ! : A∗(Z2)→ A∗(V2)), c1,0 = c
I
1,0 ⊕ c
II
1,0;
· c0,1 :=
⊕
W∈Ob(RC1(X))
Image(A∗+1(Z)→ A∗+1(W )).
and the differentials are defined as follows:
· dI1,0((id, π) : V2 → V1, x) = (V1, x)− (V2, π
!(x)) where π! : A∗(V1)→ A∗(V2) is the refined pull-back
relative to π : X˜2 → X˜1.
· dII1,0((i, id) : V2 → V1, y) = (V1, (iV )∗(y))− (V2, y) where iV : V2 → V1 is the obvious inclusion.
· d0,1(W,
∑
S(hS)∗(yS)) = (∂0W,
∑
S(hS,0)∗i
⋆
S,0(yS)) − (∂1W,
∑
S(hS,1)∗i
⋆
S,1(yS)) where hS : S → W
are the inclusions of the irreducible components ofW , yS ∈ A∗+1(S), and iS,0 and iS,1 are inclusions
of the divisors S0 and S1 in S. (The maps i
⋆
S,0 and i
⋆
S,1 are as in Definition 2.4.)
Let us denote by H(c) the 0-th homology of the total complex Tot(c) of c.
For elements of c0,0 we will also use the notation (V
v
→ X˜
ρ
→ X, γ) instead of (Z
z
→ X
ρ
← X˜, γ) as it
contains the needed maps. We have:
Theorem 2.2 ([16, Theorem 4.23]) Let A∗ = Ω∗ ⊗L A. Then there is a natural identification:
H(c) = A
∗
defined by: (V
v
→ X˜
ρ
→ X, γ) 7→ ρ∗v∗(γ)ρ∗(1) .
This permits to describe such a theory inductively on the dimension of X.
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2.2 Divisor classes and refined pull-backs
In any oriented cohomology theory A∗ one can introduce the notion of Chern classes cAi of vector bundles,
and to any such theory one can associate a formal group law - see [16, Subsection 2.3], which expresses
the first Chern class of a tensor product of two line bundles in terms of the first Chern classes of the
factors. In the case of a theory of rational type, this group law determines the theory completely. We will
denote as x+A y, respectively [n] ·A x, the formal sum of x and y, respectively, the formal multiple of x,
in the sense of the formal group law of the theory A∗.
Recall that a strict normal crossing divisor D =
∑
I0∈L
lI0 ·DI0 has a divisor class [D] ∈ A
0(D) such
that d∗([D]) = c
A
1 (O(D)) ∈ A
1(X). Having λI0 = c
A
1 (O(DI0)), the idea is to write the ”formal sum”∑A
I0∈L
[lI0 ] ·A λI0 as
∑
I1⊂L
(
∏
I0∈I1
λI0) ·F
lI0 ;I0∈L
I1
(~λ), where F
lI0 ;I0∈L
J1
=
(
F
lI0 ;I0∈L
J1
)A
is some power series
with A-coefficients, and then define:
Definition 2.3 ([6, Definition 3.1.5])
[D] :=
∑
I1⊂L
(dˆI1)∗(1) · F
lI0 ;I0∈L
I1
(~λ),
where dˆI1 : DI1 = ∩I0∈I1DI0 → |D| is the closed embedding.
The result does not depend on how you subdivide the above formal sum into pieces, but there is some
standard way. The convention is (see [6, Subsection 3.1]) to define F
lI0 ;I0∈L
I1
as the sum of those monomials
which are made exactly of λI0 , I0 ∈ I1 divided by the (
∏
I0∈I1
λI0) =: λ
I1 .
Due to the results of M.Levine-F.Morel from [6] we have a structure of refined pull-backs for l.c.i.
morphisms for Algebraic Cobordism theory Ω∗, and so, for any theory obtained from it by change of
coefficients. In the case of strict normal crossing divisors such maps can be described in an explicit
combinatorial way.
Definition 2.4 Having a divisor D =
∑
I0∈L
lI0 ·DI0 with strict normal crossings on X, we can define
the pull-back:
d⋆ : A∗(X)→ A∗−1(D)
by the formula
d⋆(x) =
∑
I1⊂L
(dˆI1)∗d
∗
I1(x) · F
lI0 ;I0∈L
I1
(~λ),
where dI1 : DI1 → X is the regular embedding of the I1-st face of D.
Notice, that such a pull-back clearly depends on the multiplicity of the components. Also, since for
I ′1 ⊂ I1, for dI1/I′1 : DI1 → DI′1 , we have: (dI1/I′1)∗(1) =
∏
I0∈I1\I′1
λI0 , the projection formula shows that
it does not matter, how one chooses the F
lI0 ;I0∈L
I1
(in particular, one can choose these to be zero for
|I1| > 1).
Let
E
e //
⋄
f 
Y
f
D
d
// X.
(2)
be a Cartesian square, where X and Y are smooth and D
d
−→ X and E
e
−→ Y are divisors with strict
normal crossings (closed codimension 1 subschemes given by principal ideals whose div is a strict normal
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crossing divisor). Then we can define:
⋄
f ⋆ : A∗(D)→ A∗(E)
as follows. Suppose, D =
∑
I0∈L
lI0 · DI0 , E =
∑
J0∈M
mJ0 · EJ0 , where DI0 and EJ0 are irreducible
components; λI0 = c
A
1 (O(DI0)), µJ0 = c
A
1 (O(EJ0)), and f
∗(DI0) =
∑
J0∈M
pI0,J0 · EJ0 . Notice, that
if pI0,J0 6= 0, for some I0 and J0, then we have the natural map fJ0,I0 : EJ0 → DI0 , and so the map
fJ1,I0 : EJ1 → DI0 , for any J1 ∋ J0. Assume that F
pI0,J0 ;J0∈M
J1
= 0, if pI0,J0 = 0, for at least one J0 ∈ J1
(notice, that there are no monomials divisible by µJ1 in the
∑A
J0∈M
[pI0,J0 ] ·A µJ0 , so any ”reasonable”
choice will do).
Definition 2.5 Let x =
∑
I0
(dˆI0)∗(xI0), for some xI0 ∈ A
∗(DI0). Define:
⋄
f ⋆(x) :=
∑
I0∈L
∑
J1⊂M
(eˆJ1)∗f
∗
J1,I0(xI0) · F
pI0,J0 ;J0∈M
J1
(~µ) ∈ A∗(E),
where we ignore the terms with the zero F
pI0,J0 ;J0∈M
J1
.
Again, , since for J ′1 ⊂ J1, for eJ1/J ′1 : EJ1 → EJ ′1 , we have: (eJ1/J ′1)∗(1) =
∏
J0∈J1\J ′1
µJ0 , the projection
formula shows that it does not matter, how we choose the F
pI0,J0 ;J0∈M
J1
.
It follows from [16, Lemmas 7.20, 7.22] that the above maps are just ”refined pull-backs” d! and f !
of M.Levine-F.Morel (see [6, Section 6]).
The above combinatorial pull-backs satisfy some sort of ”excess intersection formula” - see [16, Propo-
sition 7.21], which (in the generality we use here) is just a particular case of [6, Theorem 6.6.6(2)(a)].
Proposition 2.6 (Multiple points excess intersection formula)
Let A∗ be a theory satisfying (CONST ). Then, in the above situation, we have:
(1)
e∗ ◦
⋄
f ⋆ = f∗ ◦ d∗.
(2) Suppose, f is projective. Then
⋄
f∗ ◦ e
⋆ = d⋆ ◦ f∗.
We also have the usual Excess Intersection Formula - see [15, Theorem 5.19] and [6, Theorem 6.6.9].
Consider cartesian square
W
f ′
−−−−→ Z
g′
y yg
Y −−−−→
f
X
with f, f ′ - regular embeddings, and (g′)∗(NY⊂X)/NW⊂Z =:M the vector bundle of dimension d.
Proposition 2.7 Let A∗ be any theory in the sense of Definition 2.1. In the above situation,
g∗f∗(v) = f
′
∗(c
A
d (M) · (g
′)∗(v));
If g is projective, then also:
f∗g∗(u) = g
′
∗(c
A
d (M) · (f
′)∗(u)).
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We will also need some formulas related to the regular blow-up morphism. By a permitted blow up
we will mean a consecutive blow-up morphism with smooth centers which have normal crossings with
the respective exceptional divisor (of previous blow-ups) - see [16, Definition 8.1].
Proposition 2.8 ([16, Proposition 7.6]) Let A∗ be any generalized oriented cohomology theory in the
sense of Definition 2.1, and ρ : X˜ → X be a permitted blow up of a smooth variety with smooth centers
Ri and the respective components of the exceptional divisor Ei
εi→ Ri. Then one has exact sequences:
(1) 0← A∗(X)
ρ∗
←− A∗(X˜)←− ⊕iKer(A∗(Ei)
(εi)∗
→ A∗(Ri)).
(2) 0→ A∗(X)
ρ∗
−→ A∗(X˜) −→ ⊕iCoker(A
∗(Ri)
(εi)∗
→ A∗(Ei))
Finally, we will require some generalization of the notion of a morphism of theories.
Definition 2.9 Let (B′)∗, (B′′)∗ be any theories in the sense of Definition 2.1. A pre-morphism of
theories is an additive morphism of functors F : (B′)∗ → (B′′)∗ on Smk which, in addition, respects
push-forwards and maps of multiplications by the 1-st Chern classes of line bundles. That is,
(1) For a map f : X → Y in Smk, and u ∈ (B
′)∗(Y ), we have: F (f∗(u)) = f∗(F (u));
(2) For a projective map g : X → Y in Smk, and v ∈ (B
′)∗(X), we have: F (g∗(v)) = g∗(F (v));
(3) For X ∈ Ob(Smk), a line bundle L on X and v ∈ (B
′)∗(X), we have: F (cB
′
1 (L) ·v) = c
B′′
1 (L) ·F (v).
In other words, we don’t require F to be a ring homomorphism, but we still keep a rather firm grip on
the multiplicative structure with the help of (3) and (1). Clearly, the composition of pre-morphisms is a
pre-morphism and so is the usual morphism of theories. Considering P∞ and denoting zC = cC1 (O(1)),
we get that for any power series α(t) ∈ B′[[t]] = (B′)∗(P∞), we have: F (α(zB
′
)) = F (α)(zB
′′
). Using the
fact that F commutes with the pull-backs for the Segre embedding P∞ × P∞ → P∞, we obtain:
F (α(xB
′
+B′ y
B′)) = F (α)(xB
′′
+B′′ y
B′′), (3)
where x and y are 1-st Chern classes of O(1) from two P∞-factors.
Here is a typical situation where pre-morphisms appear.
Example 2.10 Let B∗ be some theory in the sense of Definition 2.1 and X ′,X ′′ ∈ OB(Smk). Then we
can consider theories (B′)∗(Y ) := B∗(Y × X ′) and (B′′)∗(Y ) := B∗(Y × X ′′). Note, that although the
theories B′ and B′′ will almost never be constant, these will still satisfy the conditions of the Definition
2.1. In this situation, we can produce two types of pre-morphisms:
• Let p : X ′ → X ′′ be a projective morphism. Then the map (id × p)∗ induces a pre-morphism of
theories F : (B′)∗ → (B′′)∗. Note, that in this case, the formal group laws of (B′)∗ and (B′′)∗ are
the images of that of B∗ (under the natural morphisms from B∗ to these theories).
• Let x′ ∈ B∗(X ′), then multiplication by x′ defines a pre-endomorphism of the theory (B′)∗.
3 Discrete Taylor expansion
How to work with non-additive maps between additive objects? We need some sort of ”calculus”.
Definition 3.1 Let A
f
→ B be a map between abelian groups. Define ∂f : A×A→ B by the formula:
∂f(a1, a2) := f(a1 + a2)− f(a1)− f(a2).
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This derivative is trivial if and only if the map is additive.
Define ∂qf inductively as a partial derivative ∂i of ∂
q−1f with respect to one of the coordinates
(where, from symmetry, it does not matter to which coordinate we apply ∂). We get a symmetric
function ∂qf : A×(q+1) → B. We also set ∂−1f : A×0 → B to be the zero element of B. Since the
function ∂qf is symmetric, we can apply it to AJ , for any set J of cardinality q + 1.
Let M0 be a finite set. Define the collection of sets Mi inductively by the formula: Mi := 2
Mi−1 . We
have a map Supp :Mi →Mi−1, for i > 2, defined by: Supp(Ji) = ∪Ji−1∈JiJi−1. Denote also Mi\∅ as M˘i
(for i > 1). Suppose, xJ0 , J0 ∈M0 are elements of A, then we have:
Proposition 3.2 (Discrete Taylor Expansion)
f
 ∑
J0∈M0
xJ0
 = ∑
J1∈M1
(∂|J1|−1f)(xJ0 |J0∈J1).
The behavior of Taylor expansions under the composition of maps is described by the Chain Rule.
Let
A
f
−→ B
g
−→ C
be two composable maps of sets between abelian groups. Then
(g ◦ f)
 ∑
J0∈M0
xJ0
 = g
 ∑
J1∈M1
(∂|J1|−1f)(xJ0 |J0∈J1)
 =
∑
J2∈M2
(∂|J2|−1g)
(
(∂|J1|−1f)(xJ0 |J0∈J1)|J1∈J2
)
.
On the other hand,
(g ◦ f)
 ∑
J0∈M0
xJ0
 = ∑
J1∈M1
(∂|J1|−1(g ◦ f))(xJ0 |J0∈J1).
Taking into account that this is some universal identity (valid for all A,B,C, f, g), we obtain:
Proposition 3.3 (Discrete Chain Rule)
(∂|J1|−1(g ◦ f))(xJ0 |J0∈J1) =
∑
J2∈M2
Supp(J2)=J1
(∂|J2|−1g)
(
(∂|J
′
1|−1f)(xJ0 |J0∈J ′1)|J ′1∈J2
)
.
4 Operations and poly-operations
Definition 4.1 Let A∗ and B∗ be cohomology theories in the sense of Definition 2.1. Under an operation
A∗
G
→ B∗ we will understand a morphism of (contravariant) functors Smk → Sets pointed by zero, that
is, a transformation commuting with all pull-back maps and mapping 0 to 0.
Consider the functor Sm×rk
∏r
→ Smk mapping an r-tuple of varieties to their product over k. We
denote as ⊠ri=1A
∗
i the external product of theories A
∗
i ; i ∈ r = {1, . . . , r} viewed as a functor on Sm
×r
k .
Definition 4.2 Let A∗i ; i ∈ r and B
∗ be cohomology theories in the sense of Definition 2.1.
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• Under an r-nary (internal) poly-operation we will understand an operation ×ri=1A
∗
i
Hˆ
→ B∗ on Smk
whose value is zero if one of the coordinates is zero.
• Under an r-nary (external) poly-operation we will understand the morphism of (contravariant)
functors (⊠ri=1A
∗
i )
H
→ B∗ ◦ (
∏r) from Sm×rk to Sets which is ”poly-pointed” in the sense that it
vanishes if one of the coordinates is zero. In other words, for all r-tuples of smooth quasi-projective
varieties Xi; i ∈ r we have a map: ×
r
i=1A
∗
i (Xi)
H
→ B∗(×ri=1Xi) commuting with the pull-backs for
×ri=1Xi
×ri=1fi−→ ×ri=1Yi and vanishing as above.
The following diagram of functors (and morphisms of functors) permits to identify the sets of (exter-
nal) and (internal) poly-operations.
Smk

B∗
++
×A∗i
33 Sets
Smk ∆
//
id
55 FF
Sm×rk
∏r
OO
	
88
⊠A∗i
HH
N
"
❂
❂
❂ ×π∗i[c❄
❄
Hˆ
KS
Namely, restricting the (external) poly-operation H along the ”diagonal” functor ∆ (sending X to
the ”constant” r-tuple (X; i ∈ r)) and composing it (on the left) with the morphism of functors N (given
by the diagonal maps X
N
→ X×r) we obtain an (internal) poly-operation Hˆ:
(×ri=1A
∗
i )(X)
∆∗(H)
−→ B∗(X×r)
N∗
−→ B∗(X).
Conversely, restricting the (internal) poly-operation Hˆ along the functor
∏r and composing it (on the
left) with the morphism of functors ×ri=1π
∗
i (where πi is the natural morphism of functors
∏r ⇒ pri :
Sm×rk → Smk given by the projection to the i-th factor) we get an (external) poly-operation H:
×ri=1A
∗
i (Xi)
×π∗i−→ (×ri=1A
∗
i )(
r∏
i=1
Xi)
Hˆ
−→ B∗(
r∏
i=1
Xi).
This provides a 1-to-1 correspondence between (internal) and (external) poly-operations.
Notice, that although the notions of (external) and (internal) poly-operations are equivalent on the
whole category Smk, this will not be so if we restrict the dimension d of our varieties. Below we prove
our main result by the induction on the dimension, and the proper tool in this situation will be provided
by the (external) poly-operations.
We will use the following two constructions with poly-operations:
• ”Internalization” of an (external) poly-operation is a particular case of the following more general
construction. Let ϕ : J → I be a surjective map of finite sets, and H : ⊠j∈JA
∗
j → B
∗ ◦ (
∏J) be an
(external) |J |-ary poly-operation. Then we can define an (external) |I|-ary poly-operationHϕ : ⊠i∈IC
∗
i →
B∗ ◦ (
∏I), where C∗i = ×ϕ(j)=iA∗j , as the composition:
⊠i∈I(×ϕ(j)=iA
∗
j )(Xi; i ∈ I)
∆∗ϕ(H)
−→ B∗(×j∈JXϕ(j))
N∗ϕ
−→ B∗(×i∈IXi),
where ∆ϕ : (Smk)
×I → (Smk)
×J is an obvious poly-diagonal functor, and Nϕ : id →
∏
ϕ ◦∆ϕ is a
morphism of functors (Smk)
×I → (Smk)
×I given by the poly-diagonal maps ×i∈IXi → ×j∈JXϕ(j).
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The (internal) version Hˆ is nothing else, but Hπ, where π : J → ∗ is the projection to a set of cardinal-
ity one. Also, it is easy to see that if J
ϕ
→ I
ψ
→ K are composable surjective maps, then (Hϕ)ψ = H(ψ◦ϕ).
In particular, ˆ(Hϕ) = Hˆ.
• Let χ : I → J be an injective map of finite sets, H : ⊠j∈JA
∗
j → B
∗◦(
∏J) be an (external) |J |-ary poly-
operation and, for j 6∈ I we fix some smooth quasi-projective varieties Xj and some elements xj ∈ A
∗
j (Xj),
with ~x = {xj , j ∈ J\I}. Then, restricting H to this choice of j-coordinates, for j 6∈ I, we get an |I|-ary
(external) poly-operation Hχ,~x : ⊠i∈IA
∗
i → (Bχ, ~X)
∗ ◦ (
∏I), where (Bχ, ~X)∗(Y ) := B∗(Y × (×j 6∈IXj)).
Note, that although the theory (Bχ, ~X)
∗ is (almost always) not ”constant” (not to say ”of rational type”),
it still satisfies the Definition 2.1. Taken together for for all choices of ~x such restrictions form a col-
lection Hχ. These are just ”slices” ofH along I-coordinates, which carry the same information as H itself.
The most well-known example of a poly-operation is given by the multiplication bi-operation:
A∗ ×A∗
·
−→ A∗.
Poly-operations naturally appear as ”discrete derivatives” of operations: given an operation A∗
G
→ B∗,
we can produce the (external) bi-operation
A∗(X1)×A
∗(X2)
ðG
→ B∗(X1 ×X2)
by the rule: ðG(x, y) = G(π∗1(x)+π
∗
2(y))−G(π
∗
1(x))−G(π
∗
2(y)). Analogously, one obtains the (external)
poly-operation: ðqG : (A∗)⊠(q+1) → B∗ ◦ (
∏q+1), and the respective (internal) poly-operation
∂qG : (A∗)×(q+1) → B∗.
We have analogues of Propositions 3.2 and 3.3 in this situation.
5 Main result
The main purpose of this article is to prove the following statement.
Theorem 5.1 Let A∗ be a theory of rational type, and B∗ be any theory in the sense of Definition 2.1.
Then operations A∗
G
→ B∗ on Smk are in 1-to-1 correspondence with the families of pointed maps
A∗((P∞)×l)
G
→ B∗((P∞)×l), for l ∈ Z>0
commuting with the pull-backs for:
(i) the action of Sl;
(ii) the partial diagonals;
(iii) the partial Segre embeddings;
(iv) the partial point embeddings;
(v) the partial projections.
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The topological analogue of this result was obtained by T.Kashiwabara in [4, Theorem 4.2]. The
additive algebro-geometric case was done in [16, Theorem 5.1].
Denote as Proj the category with objects: (P∞)×l, for l ∈ Z>0, and morphisms generated by: the
action of the symmetric group, partial diagonals, partial projections, partial point embeddings, and partial
Segre embeddings. Then the Theorem claims that operations on Smk are in one-to-one correspondence
with those on Proj.
We will prove a poly-operational version (which, in reality, is equivalent).
Theorem 5.2 Let r be a natural number, A∗i ; i ∈ r be theories of rational type, and B
∗ be any theory in
the sense of Definition 2.1. Then r-nary (external) poly-operations ⊠ri=1(A
∗
i )
H
→ B∗ ◦ (
∏r) on Sm×rk are
in 1-to-1 correspondence with the r-nary (external) poly-pointed poly-transformations
×ri=1A
∗
i ((P
∞)×li)
H
→ B∗(×ri=1(P
∞)×li), for li ∈ Z>0
commuting with the pull-backs for:
(i) the action of ×ri=1Sli ;
(ii) the partial diagonals (for each i);
(iii) the partial Segre embeddings (for each i);
(iv) the partial point embeddings (for each i);
(v) the partial projections (for each i).
Similar results hold for ”non-pointed” operations and poly-operations (follows from a ”pointed” ver-
sion by an obvious induction on r).
5.1 Transformations on products of projective spaces
Let
A((P∞)×l)
G
→ B((P∞)×l), for l ∈ Z>0
be any family of maps satisfying (i) − (v) from Theorem 5.1. Denote: A[[zA{l}]] := A[[z
A
1 , . . . , z
A
l ]], and
B[[zB{l}]] := B[[z
B
1 , . . . , z
B
l ]]. Identifying C((P
∞)×l) with C[[zC{l}]], we get a map
G{l} : A[[z
A
{l}]]→ B[[z
B
{l}]].
Our conditions can be interpreted as follows: for any α(zA{l}) ∈ A[[z
A
{l}]],
(i) G{l} is symmetric w.r.to Sl (with the diagonal action on two sets of variables);
(ii) G{l}(α(z
A
{l}))(z
B
{l−1}, z
B
l−1) = G{l−1}(α(z
A
{l−1}, z
A
l−1))(z
B
{l−1});
(iii) G{l}(α(z
A
{l}))(z
B
{l−1}, z
B
l +B z
B
l+1) = G{l+1}(α(z
A
{l−1}, z
A
l +A z
A
l+1))(z
B
{l+1});
(iv) G{l}(α(z
A
{l}))(z
B
{l−1}, 0) = G{l−1}(α(z
A
{l−1}, 0))(z
B
{l−1});
(v) G{l}(α(z
A
{l}))(z
B
{l}) = G{l+1}(α(z
A
{l}))(z
B
{l+1}).
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Using the last property, we can combine all G{l}’s together. Consider A[[z
A]] = ∪lA[[z
A
{l}]] and B[[z
B]] =
∪lB[[z
B
{l}]]. On these rings we have an action of S∞ = ∪lSl, where the group Sl acts on the first l vari-
ables. Denote as zA+r the variables z
A
r+1, z
A
r+2, . . . (and similar for B). Denote as HomF ilt(A[[z
A]], B[[zB ]])
the set of maps respecting the above filtration. Then G{l}’s give rise to the
G ∈ HomF ilt(A[[z
A]], B[[zB]])
satisfying the following: For any α(zA) ∈ A[[zA]],
(ai) G is symmetric w. r. to S∞;
(aii) G(α(z
A))(0, zB+1) = G(α(0, z
A
+1))(z
B);
(aiii) G(α(z
A
+1))(z
B
1 +B z
B
2 , z
B
3 , . . .) = G(α(z
A
1 +A z
A
2 , z
A
3 , . . .))(z
B);
(aiv) G(α(z
A))(zB2 , z
B
+1) = G(α(z
A
2 , z
A
+1))(z
B
+1).
Thus, we have identified the set of transformations on Proj with the set of G’s as above.
From symmetry it follows that it does not really matter how we call particular variables, so sometimes
we will use different letters to denote some of them. The important thing though is to keep parity between
A and B-coordinates, like: xA - xB , yA - yB.
Our map G appears to be continuous, in some sense. It follows from (aii), (ai), and (aiv) that, for
any monomial ideal 〈(zA)
~d〉, we have:
G(〈(zA)
~d〉) ⊂ 〈(zB)
~d〉. (4)
In a similar fashion, an r-nary (external) poly-transformation H on Proj×r is given by
H ∈ HomF ilt(×
r
i=1Ai[[z(i)
Ai ]], B[[z(i)B |i∈r]])
satisfying the following: For any αi(z(i)
Ai) ∈ Ai[[z(i)
Ai ]]; i ∈ r,
(ai) H is symmetric w. r. to ×
r
i=1S∞;
and, for each i,
(aii)
H
(
αi(z(i)
Ai), αj(z(j)
Aj )|j 6=i
) (
0, z(i)B+1, z(j)
B |j 6=i
)
=
H
(
αi(0, z(i)
Ai
+1), αj(z(j)
Aj )|j 6=i
) (
z(i)B , z(j)B |j 6=i
)
;
(aiii)
H
(
αi(z(i)
Ai
+1), αj(z(j)
Aj )|j 6=i
) (
z(i)B1 +B z(i)
B
2 , z(i)
B
3 , . . . , z(j)
B |j 6=i
)
=
H
(
αi
(
z(i)Ai1 +Ai z(i)
Ai
2 , z(i)
Ai
3 , . . .
)
, αj(z(j)
Aj )|j 6=i
) (
z(i)B , z(j)B |j 6=i
)
;
(aiv)
H
(
αi(z(i)
Ai), αj(z(j)
Aj )|j 6=i
) (
z(i)B2 , z(i)
B
+1, z(j)
B |j 6=i
)
=
H
(
αi(z(i)
Ai
2 , z(i)
Ai
+1), αj(z(j)
Aj )|j 6=i
) (
z(i)B+1, z(j)
B |j 6=i
)
.
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In particular, it again follows from (ai), (aii), and (aiv) that since H
(
0, αj(z(j)
Aj )|j 6=i
)
= 0, for all i,
then, for any choice of monomials (z(i)Ai)
~d(i); i ∈ r,
H(〈(z(i)Ai)
~d(i)〉|i∈r) ⊂ 〈
r∏
i=1
(z(i)B)
~d(i)〉. (5)
And, for the respective (internal) poly-operation Hˆ, one has:
Hˆ(〈(zA)
~d(i)〉|i∈r) ⊂ 〈(z
B)
∑r
i=1
~d(i)〉. (6)
Let A∗
G
→ B∗ be a transformation on Proj such that G(0) = 0. Then ðG : A∗ ⊠ A∗ → B∗ ◦ (
∏r) is
an (external) bi-transformation on Proj2 such that ðG(0, ∗) = ðG(∗, 0) = 0. Hence, if y ∈ 〈(zA)
~d〉, then
∂G(x, y) ∈ 〈(zB)
~d〉. Since G(x+ y) = G(x) +G(y) + ∂G(x, y), we get:
Proposition 5.3 For any transformation A∗
G
→ B∗ on Proj such that G(0) = 0,
{x ≡ x′ (mod 〈(zA)
~d〉)} ⇒ {G(x) ≡ G(x′) (mod 〈(zB)
~d〉)}.
In other words, G is continuous in the topology given by the monomial ideals, and we can approximate
G(x) by approximating x. Similar result is valid for poly-operations.
For α(zA) =
∑
~d∈M
α~d · (z
A)
~d, as in Proposition 3.2, we have:
G(α(zA)) =
∑
I⊂M
(∂|I|−1G)
(
α~d · (z
A)
~d|~d∈I
)
, (7)
where the sum is taken over all finite subsets of the set of all monomials M . Despite the fact that M is
infinite now, it follows from (6) that the sum converges.
In the same way, we can expand an (external) poly-operation along each variable.
Below we will need also the difference variant of (aiii):
(aiii′) G(α(z
A
+1))(z
B
1 −B z
B
2 , z
B
3 , . . .) = G(α(z
A
1 −A z
A
2 , z
A
3 , . . .))(z
B).
This clearly follows from (aiii) and the identity for the formal inverse:
G(α(−Az
A
1 , z
A
+1))(z
B) = G(α(zA))(−Bz
B
1 , z
B
+1). (8)
Let us prove that the latter property follows from (ai−iv). It is an analogue of the fact that any group
homomorphism respects the inverse map. We just translate the classical proof of it to the language of
Hopf algebras. First, we observe that if γ(zA) is some power series and β(xA, yA, zA+1) := γ(x
A+Ay
A, zA+1),
then by (aiii) and (aii),
G(β(xA, yA, zA+1))(x
B = tB, yB = −Bt
B , zB+1) = G(γ(x
A +A y
A, zA+1))(x
B = tB, yB = −Bt
B, zB+1) =
G(γ(zA))(zB1 = t
B −B t
B , zB+1) = G(γ(z
A))(0, zB+1) = G(γ(0, z
A
+1))(z
B) = G(β(tA,−At
A, zA+1))(t
B , zB+1),
(9)
where the last expression does not really depend on tB (from the last identity). Consider now the
expression:
G(α(−Au
A +A v
A +A w
A, zA+1))(u
B = sB , vB = sB , wB = −Bs
B, zB+1).
Then, due to (aiv) applied to u, v variables, it is equal to:
G(α(−As
A +A s
A +A w
A, zA+1))(s
B , wB = −Bs
B , zB+1) = G(α(w
A, zA+1))(w
B = −Bs
B, zB+1).
On the other hand, by (9) applied to v,w variables (with γ(zA1 , u
A, zA+1) := α(−Au
A +A z
A
1 , z
A
+1)), it is
equal to: G(α(−Au
A+A s
A−A s
A, zA+1))(u
B = sB, sB , zB+1) = G(α(−Au
A, zA+1))(u
B = sB, zB+1). Thus, we
have proven (8) and (aiii′).
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5.2 Inductive assumption
Definition 5.4 Suppose, X is a smooth quasi-projective variety. Let us say that GX is defined if we are
given GX ∈ HomF ilt(A
∗(X)[[zA]], B∗(X)[[zB ]]) satisfying (ai), (aii), (aiii), (aiv). And similar for poly-
operations.
Denote as (Smk)6d the full subcategory of Smk consisting of varieties of dimension 6 d. For different
varieties, the GX-structures should interact. To start with, altogether they should provide an operation
on (Smk)6d × Proj. But, it appears, that one needs to carry along some Riemann-Roch type condition
as well.
Definition 5.5 Let d be a non-negative integer. Let us say that a compatible family G〈d〉 of dimension
6 d is defined, if for all X of dimension 6 d, GX is defined and it satisfies:
(bi) For any X
f
→ Y (with dim(X),dim(Y ) 6 d),
GX(f
∗α(zA)) = f∗GY (α(z
A));
(bii) For any regular embedding X
g
→ Y (with dim(X),dim(Y ) 6 d), with the B-Chern roots µB1 , . . . , µ
B
n
of the normal bundle Ng,
GY (g∗α(z
A))(zB) = g∗Res
t=0
GX(
∏n
i=1 x
A
i α(z
A))(xBi = t+B µ
B
i |i∈n, z
B) · ωBt∏n
i=1(t+B µ
B
i ) · t
The condition H〈d〉 for an r-nary external poly-operation is an obvious extension of the above definition
(with separate conditions (bi), (bii) for each variable).
(Here ωBt is the 1-form invariant w.r.to the formal group law of B
∗; due to (4) it may be replaced by dt.)
Conditions (ai−iv) and (bi) mean exactly that G〈d〉, respectively H〈d〉, defines a morphism of functors
on (Smk)6d × Proj, respectively ((Smk)6d × Proj)
r.
We will consider 4 types of manipulations with the H〈d〉-data:
(1) For an r-ary poly-collection H〈d〉 : ⊠i∈rA
∗
i → B
∗ ◦ (
∏r) and morphisms Φi : C∗i → A∗i of theories
of rational type with Φ = ⊠i∈rΦi, and a pre-morphism Ψ : B
∗ → (B′)∗ of theories (Definition 2.9),
we have the composition:
Ψ ◦ (H〈d〉) ◦Φ : ⊠i∈rC
∗
i → (B
′)∗ ◦ (
∏r
).
(2) For a |J |-ary poly-collection H〈d〉 and a surjective morphism ϕ : J → I of finite sets, we have the
partial internalization (H〈d〉)ϕ which is an |I|-ary poly-collection.
(3) For a |J |-ary poly-collection H〈d〉, natural m and i ∈ J , we have the partial derivative ∂m−1i (H〈d〉).
(4) For a |J |-ary poly-collection H〈d〉 : ⊠j∈JA
∗
j → B
∗ ◦ (
∏J), a subset J ′ χ→ J and a choice of (smooth
quasi-projective) varieties Xi of dimension 6 d and elements xi ∈ A
∗
i (Xi), for i ∈ J\J
′, we have
the restriction (H〈d〉)χ,~x, which is a |J
′|-ary poly-collection.
Proposition 5.6 The above transformations map compatible family to a compatible family.
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Proof: (1) Clearly, Ψ ◦ (H〈d〉) ◦ Φ will satisfy (ai−iv), where for (aiii) we use the fact that Φi being
morphisms of theories, respect formal group laws, and the same holds for Ψ by (3). Since Φi and Ψ
commute with push-forwards and pull-backs and respect formal group law, it will also satisfy (bi−ii).
(4) This is obvious as conditions for different coordinates are independent.
(2) Since (Hϕ)ψ = Hψ◦ϕ, it is sufficient to consider the case, where ϕ ”collapses” some subset I
χ
→ J
to a point, leaving everything else intact. Considering the ”restriction” Hχ of H to this subset and using
(4), we reduce to the case of a ”complete internalization” Hˆ.
So, let H〈d〉 : ⊠j∈rA
∗
j → B
∗◦(
∏r) be an r-ary (external) poly-collection, and ˆ(H〈d〉) be the respective
(internal) poly-collection, which is just an operation from a theory A∗ := ×j∈rA
∗
j to B
∗ given by:
HˆX(αj(z
A)|j∈r)(z
B) = ∆∗XHX;j∈r(αj(z(j)
Aj )|j∈r)(z(j)
B = zB |j∈r), where ∆X : X → X
r is the diagonal
map.
Clearly, if H〈d〉 satisfies the conditions (ai−iv), then ˆ(H〈d〉) does it too. The same holds for (bi) and
(bii). Indeed, for any morphism g : X → Y of smooth quasi-projective varieties of dimension 6 d we
have a cartesian square
Xr
gr // Y r
X
∆X
OO
g // Y
∆Y
OO .
Thus, the condition (bi) for H〈d〉 (in each variable) implies the one for ˆ(H〈d〉) (just by commutativ-
ity of the above square). If g is a regular embedding as in (bii), then ∆
∗
X(Ngr)/Ng = (Ng)
r−1, and
by the Excess Intersection Formula (Proposition 2.7), ∆∗Y g
r
∗(u) = g∗((
∏
i∈n µi)
r−1 · ∆∗X(u)), and so,
HˆY (g∗(αj(z
A))|j∈r)(z
B) is equal to:
∆∗Y g
r
∗ Res
t=0
HX;j∈r(
∏n
i=1 x(j)
Aj
i αj(z(j)
Aj )|j∈r)(x(j)
B
i = t+B µ(j)
B
i |i∈n, z(j)
B = zB |j∈r) · ω
B
t∏r
j=1(
∏n
i=1(t+B µ(j)
B
i )) · t
=
g∗Res
t=0
HˆX(
∏n
i=1 x
A
i αj(z
A)|j∈r)(x
B
i = t+B µ
B
i |i∈n, z
B) · ωBt∏n
i=1(t+B µ
B
i ) · t
,
which gives (bii).
(3) The fact that ∂m−1i (H〈d〉) satisfies (ai−iv) is obvious. As for (bi−ii), we need to check it for all
j ∈ J . Recall that ∂m−1i H(αi(l)|l∈m, γj |j 6=i) =
∑
I⊂m(−1)
m−|I|H(
∑
l∈I αi(l), γj |j 6=i) is a |J |-ary operation
(⊠j 6=iA
∗
j )⊠ (A
∗
i )
×m → B∗ ◦ (
∏J). So, clearly, if H〈d〉 satisfies (bi) and (bii), for j 6= i, then ∂m−1i (H〈d〉)
will satisfy it as well. Finally, for the i-coordinate, we get (bi) and (bii) simply because the pull-backs f
∗
and push-forwards g∗ respect addition. 
We will extend all the poly-operations of arbitrary fold-ness from (• × Proj)r to ((Smk)6d × Proj)
r
simultaneously by induction on d. Moreover, we want this extension to be ”coherent” in some sense.
Definition 5.7 We say that a coherent compatible family of dimension 6 d is defined, if for every natural
r and every r-ary poly-operation H on (• × Proj)r we assign a compatible family H〈d〉 on ((Smk)6d ×
Proj)r such that the assignment H 7→ H〈d〉 is additive and satisfies:
(ci) For an r-ary poly-operation H : ⊠i∈rA
∗
i → B
∗ ◦ (
∏r) and morphisms Φi : C∗i → A∗i of theories of
rational type with Φ = ⊠i∈rΦi and a pre-morphism Ψ : B
∗ → (B′)∗ of theories (Definition 2.9), we
have:
Ψ ◦ (H〈d〉) ◦Φ = (Ψ ◦H ◦ Φ)〈d〉.
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(cii) For a |J |-ary poly-operation H and a surjective map ϕ : J → I of finite sets, we have:
(H〈d〉)ϕ = (Hϕ)〈d〉.
(ciii) For a |J |-ary poly-operation H, i ∈ J and a natural m, we have:
∂m−1i (H〈d〉) = (∂
m−1
i H)〈d〉.
(civ) For a |J |-ary poly-operation H : ⊠j∈JA
∗
j → B
∗ ◦ (
∏J), a subset J ′ χ→ J and a choice of (smooth
quasi-projective) varieties Xi of dimension 6 d and elements xi ∈ A
∗
i (Xi), for i ∈ J\J
′, we have:
(H〈d〉)χ,~x = (Hχ,~x)〈d〉.
To start the induction process we need to define a coherent compatible family of dimension 6 0.
Let H be an |L|-ary poly-operation ⊠i∈LA
∗
i → B
∗ ◦ (
∏L) on (• × Proj)×L. We would like to extend
it to ((Smk)60 × Proj)
×L. Let us denote Aˇ∗i = A
∗
i [[z
Ai ]]. Let X(i) be some smooth variety of dimension
0. Then X(i) =
∐
j∈K(i)X(i)j , where K(i) = K(X(i)) is some finite set and X(i)j is a field spectrum.
We have closed embeddings and projections X(i)
h(i)j
←− X(i)j
π(i)j
−→ •. Since A∗i is constant, Aˇ
∗
i (X(i)) =
⊕j∈K(i)Aˇi, where any α(i) ∈ Aˇ
∗
i (X(i)) can be uniquely written as
∑
j∈K(i)(h(i)j)∗(π(i)j)
∗α(i)j , for some
α(i)j ∈ Aˇi. For any choice of varieties X(i) of dimension 0 and elements α(i) ∈ Aˇ
∗
i (X(i)), for i ∈ L, let
us define:
HX(i);i∈L(α(i)|i∈L) :=
∑
j(i)∈K(i);i∈L
(h~j)∗(π~j)
∗H(α(i)j(i)|i∈L),
where h~j = ×i∈Lh(i)j(i) and π~j = ×i∈Lπ(i)j(i). So, different connected components don’t interact. This
way, we get a family H〈0〉. It is easy to see that it satisfies (ai−iv), (bi−ii) and (ci−iv).
Indeed, for (ai−iv) it is obvious, since it is so for H, and pull-backs and push-forwards in our formula
are B-linear. For (bii), the regular embedding g : X(i) → Y (i), in our situation (dim = 0), is just an
inclusion of some part of the connected components, so g∗ commutes with our poly-operation, by the very
definition. For (bi), a map f : X(i)→ Y (i) defines a map of sets K(X(i)) → K(Y (i)) which completely
determines f∗, and commutativity of it with H〈0〉 is again clear from our formula.
For (ci−iii), it is sufficient to check the conditions over connected components, where identities hold,
since these hold over the •. Finally, for (civ), it is enough to consider the case where L\L
′ = {i} is a
one-point set. Then it follows from our formula that
(H〈0〉)χ,α(i) =
∑
j∈K(i)
(h(i)j × id)∗(π(i)j × id)
∗(Hχ,α(i)j )〈0〉 = (Hχ,α(i))〈0〉.
Thus, we obtain a coherent compatible family of dimension 6 0.
5.3 Induction step
Everywhere below we will assume that a coherent compatible family of dimension 6 (d − 1) is defined.
And GX will always mean a map from this coherent compatible family (and similar for poly-operations).
We would like to extend it to a similar family of dimension 6 d.
Proposition 5.8 Suppose, G is some mono-transformation, X has dimension 6 (d−1), and L is a line
bundle on X with A and B-Chern roots λA and λB. Then
GX(α(λ
A, zA))(zB) = GX(α(x
A, zA))(xB = λB , zB).
Similar result holds for any given coordinate of a poly-operation.
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Proof: If H is a |J |-ary poly-operation, then considering the restriction Hχ, where {i}
χ
→ J is an
embedding of a one-pointed subset, and using (civ) we reduce to the case of a mono-operation.
We start with the case of a very ample bundle L. Here we claim (cf. [16, Lemma 5.5]) that, for any
power series β,
GX(λ
A · β(zA))(zB) = GX(x
A · β(zA))(xB = λB , zB).
Indeed, in our case, λA = j∗(1), for a smooth divisor Y
j
→ X. Then using (bii), (bi), and (4), we get:
GX(λ
A · β(zA))(zB) = GX(j∗j
∗β(zA))(zB) = j∗Res
t=0
GY (x
A · j∗β(zA))(xB = t+B λ
B, zB) · ωBt
(t+B λB) · t
=
j∗j
∗Res
t=0
GX(x
A · β(zA))(xB = t+B λ
B , zB) · ωBt
(t+B λB) · t
= Res
t=0
(t+B λ
B) ·GX(x
A · β(zA))(xB = t+B λ
B , zB) · ωBt
(t+B λB) · t
=
GX(x
A · β(zA))(xB = λB , zB).
as claimed. Then, by the above and (aiv), for a very ample L, one obtains:
GX((λ
A)r · β(zA))(zB) = GX(
∏
i∈r
xAi · β(z
A))(xBi = λ
B |i∈r, z
B) = GX((y
A)r · β(zA))(yB = λB, zB).
In the same way, we get the (external) poly-operational case:
HX,Xj |j 6=i
(
(λAi)r · βi(z
Ai(i)), αj(z
Aj(j))|j 6=i
) (
zB(i), zB(j)|j 6=i
)
=
HX,Xj |j 6=i
(
(xAi(i))r · βi(z
Ai(i)), αj(z
Aj (j))|j 6=i
) (
xB(i) = λB, zB(i), zB(j)|j 6=i
)
.
Applying it to each term of the Taylor expansion (7) (corresponding to xA-monomials), we get:
GX(α(λ
A, zA))(zB) = GX(α(x
A, zA))(xB = λB , zB),
for any very ample L.
An arbitrary line bundle can be presented as L⊗M−1, for some very ample line bundles L and M .
Then, using (aiii′) and the very ample case, we get:
GX(α(λ
A −A µ
A, zA))(zB) = GX(α(x
A −A y
A, zA))(xB = λB , yB = µB, zA) =
GX(α(w
A, zA))(wB = λB −B µ
B , zB),
which is equivalent to what we need. 
We would like to extend our poly-operation to varieties of dimension d. We start with elements having
positive co-dimension of support and, moreover, supported on some divisor with strict normal crossings.
Let G〈d− 1〉 be a compatible family of dimension 6 (d− 1) for a mono-operation.
Let X
pX→ Spec(k) be a smooth quasi-projective variety of dimension 6 d. Let D
d
→ X be a divisor
with strict normal crossings with components DJ0
dˆJ0→ D of multiplicity mJ0 , J0 ∈ M0, dJ0 = d ◦ dˆJ0 ,
and λBJ0 = c
B
1 (O(DJ0)). Let γ(z
A) =
∑
J0∈M0
(dˆJ0)∗(γJ0(z
A)) ∈ A∗(D)[[zA]]. We would like to define
GX(d∗γ(z
A))(zB). We do it using the Taylor expansion 3.2 and (bii). Define
⌢
G(γ(zA) †D)(zB) :=
∑
J1∈M˘1
(dJ1)∗Res
t=0
(∂|J1|−1G)DJ1 (y
A
J0
γJ0(z
A)|J0∈J1)(y
B
J0
= t+B λ
B
J0
|J0∈J1 , z
B) · ωBt∏
J0∈J1
(t+B λBJ0) · t
,
(10)
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where M1 = 2
M0 as in Section 3, and γJ0 is restricted from DJ0 to DJ1 . Notice, that this expression
makes sense since the dimensions of all DJ1 ’s are 6 (d− 1). In particular, if dim(X) 6 (d− 1), then
(∂|J1|−1G)DJ1 (y
A
J0γJ0(z
A)|J0∈J1) = ∆
∗
J1(ð
|J1|−1G)DJ0 |J0∈J1 (y
A
J0γJ0(z
A)|J0∈J1),
which we have by (bi) applied to the embeddings DJ1 → DJ0 ; J0 ∈ J1 and (cii) (giving that the
”internalization” of the external derivative is the internal one). Then using the transversal cartesian
square:
×
J0∈J1
DJ0
×dJ0 // ×
J0∈J1
X
DJ1
∆J1
OO
dJ1 // X
∆X,J1
OO
, (11)
the condition (bii) for (ð
|J1|−1G) (applied to dJ0 ; J0 ∈ J1), (cii−iii), and the Taylor expansion, we obtain:
⌢
G(γ(zA) †D)(zB) =
∑
J1∈M˘1
(∂|J1|−1G)X
(
(dJ0)∗γJ0(z
A)|J0∈J1
)
(zB) = GX(d∗γ(z
A))(zB), (12)
so the ”new” definition of GX coincides with the ”old” one.
Analogously, suppose that H〈d− 1〉 is a compatible family of dimension 6 (d−1) for a poly-operation
(⊠i∈rA
∗
i )→ B
∗ ◦ (
∏r). Let X(i), i ∈ r be smooth quasi-projective varieties of dimension 6 d, X(i) d(i)←−
D(i) =
∑
J(i)0∈M(i)0
m(i)J(i)0 ·D(i)J(i)0 be divisors with strict normal crossings, with dˆ(i)J(i)0 , d(i)J(i)0
and λ(i)BJ(i)0 defined as above. Denote λ˜(i)
B
J(i)0
:= t+B λ(i)
B
J(i)0
, (λ˜(i)B)J(i)1 =
∏
J(i)0∈J(i)1
λ˜(i)BJ(i)0 . Let
γ(i)
(
z(i)Ai
)
=
∑
J(i)0∈M(i)0
(dˆ(i)J(i)0)∗(γ(i)J(i)0(z(i)
Ai)) ∈ A∗i (D(i))[[z(i)
Ai ]]. Define
⌢
H
(
γ(i)(z(i)Ai) †D(i)|i∈r
)
(z(i)B |i∈r) :=
∑
J(i)1∈M˘(i)1;i∈r
(×ri=1d(i)J(i)1)∗Rest=0
(∂|J(i)1|−1;i∈rH)
(
yAiJ(i)0 · γJ(i)0(z(i)
Ai)|J(i)0∈J(i)1; i∈r
)(
yBJ(i)0 = λ˜(i)
B
J(i)0
|J(i)0∈J(i)1 , z(i)
B |i∈r
)
· ωBt∏
i∈r(λ˜(i)
B)J(i)1 · t
,
where γJ(i)0 is restricted from D(i)J(i)0 to D(i)J(i)1 . As above, one can see that, for varieties X(i) of
dimension 6 (d− 1),
⌢
H
(
γ(i)(z(i)Ai) †D(i)|i∈r
)
= H
(
d(i)∗γ(i)(z(i)
Ai)|i∈r
)
. (13)
If (in the notations of Section 3) our γ is given in the form γ(zA) =
∑
J1∈M˘1
(dˆJ1)∗(γJ1(z
A)), then we
can define:
⌢
G(γ(zA) †D)(zB) =
∑
∅6∈J2∈M˘2
(dSupp(J2))∗Rest=0
(∂|J2|−1G)DSupp(J2)
(∏
J0∈J1
yAJ0 · γJ1(z
A))|J1∈J2
)
(yBJ0 = λ˜
B
J0
|J0∈Supp(J2), z
B)ωBt
(λ˜B)Supp(J2) · t
,
(14)
where λBJ0 = c
B
1 (O(DJ0)), λ˜
B
J0
= t+B λ
B
J0
and (λ˜B)J1 =
∏
J0∈J1
λ˜BJ0 . And similarly for poly-operations.
Note, that if γ is concentrated on the components of the divisor (i.e., γ(zA) =
∑
J0∈M0
(dˆJ0)∗(γJ0(z
A))),
then (14) coincides with (10), as all the poly-operations involved (the derivatives) vanish if one of the
19
coordinates is zero (by (ciii) these ”extensions” are the usual derivatives of G), and so, the non-trivial
summands will correspond to J2’s consisting only of one-element subsets J1 = {J0}.
Denote
∽∽∽∽∽
A∗(D) := ⊕J1∈M˘1A
∗(DJ1). Our transformations
⌢
G and
⌢
H are defined so far on
∽∽∽∽∽
A∗(D)[[zA]],
respectively ×i∈r
∽∽∽∽∽
A∗i (D(i))[[z(i)
Ai ]]. But we have:
Proposition 5.9 Let H : ⊠i∈LA
∗
i → B
∗ ◦ (
∏L) be an |L|-ary (external) poly-operation. Then
(0)
⌢
H satisfies conditions (ai−iv).
(1) For any morphisms of free theories Φi : C
∗
i → A
∗
i , i ∈ L with Φ = ⊠i∈LΦi and a pre-morphism of
theories B∗ → (B′)∗, we have:
⌢
(Ψ ◦H ◦ Φ) = Ψ ◦ (
⌢
H) ◦ Φ.
(2) For any surjective map ϕ : L→ K of finite sets,
⌢
(Hϕ) = (
⌢
H)
ϕ
. In particular,
⌢
Hˆ =
⌢ˆ
H.
(3)
⌢(
∂k(i);i∈LH
)
=
(
∂k(i);i∈L
⌢
H
)
as maps ×i∈L(
∽∽∽∽∽
A∗i (D(i))[[z(i)
Ai ]])×(k(i)+1) −→ B∗(
∏
i∈LX(i))[[z(i)
B |i∈L]].
(4) For any subset χ : L′ → L and any choice of varieties X(i) of dimension 6 d with normal crossing
divisors D(i) on them and elements x(i) ∈
∽∽∽∽∽
A∗i (D(i))[[z(i)
Ai ]], for i ∈ L\L′, with ~x = {x(i)|i ∈
L\L′}, we have: (
⌢
H)χ,~x = (Hχ,~x
⌢
).
Proof: (0) This follows from the fact that in the formula (14) the map (∂|J2|−1G)DSupp(J2) satisfies (ai−iv)
(by inductive assumption, since dim(DSupp(J2)) < d), while the push-forwards in this formula are B-linear
(and similar for poly-operations).
(1) The fact that our extension is respected by morphisms of theories is obvious from (ci), since such
a morphism is additive and respects Chern classes, pull-backs and push-forwards. The same is true for
Ψ by Definition 2.9 and (3).
(4) Clearly, it is enough to consider the case when L\L′ is a one-point set {i}. Then Hχ,x(i) is an
operation ⊠j∈L′A
∗
j → (Bχ,X(i))
∗ ◦ (
∏L′), where (Bχ,X(i))∗(Y ) = B∗(Y × X(i))[[z(i)B ]]. And we have
(using the poly-version of (14) and Proposition 5.8):
(
⌢
H)χ,x(i)(γ(j) †D(j)|j∈L′) =
⌢
H(γ(j) †D(j)|j∈L′ ;x(i) †D(i)) =∑
∅6∈J2∈M˘(i)2
(id× d(i)Supp(J2))∗Rest=0
(
⌢
(FJ2)χ,u(J2))(γ(j) †D(j)|j∈L′)ω
B
t
(λ˜(i)B)Supp(J2) · t
,
where FJ2 = ∂
|J2|−1
i (H) is an |L|-ary poly-operation (⊠j∈L′A
∗
j ) ⊠ (A
∗
i )
×J2 → B∗ ◦ (
∏L) and u(J2) ∈
(A∗i )
×J2(D(i)Supp(J2))[[z
A, tA]], where, for J1 ∈ J2, u(J2)J1 = (λ˜(i)
A)J1 · x(i)J1 restricted to D(i)Supp(J2)
(recall, that x(i) =
∑
J1∈M˘(i)1
(dˆJ1)∗x(i)J1), where we treat t as an extra (P
∞)-coordinate, so λ˜(i)AJ0 =
λ(i)AJ0 +A t
A and we denote the ”outside” coordinate tB simply as t.
Since dim(D(i)Supp(J2)) 6 (d− 1), by (civ) of the inductive assumption and (1), we can rewrite it as:
∑
∅6∈J2∈M˘(i)2
(id× d(i)Supp(J2))∗Rest=0
((FJ2)χ,u(J2))
⌢
(γ(j) †D(j)|j∈L′)ω
B
t
(λ˜(i)B)Supp(J2) · t
= (Hχ,x(i))
⌢
(γ(j) †D(j)|j∈L′),
where (id × d(i)Supp(J2))∗ is a pre-morphism of theories (Bχ,DSupp(J2))
∗ → (Bχ,X)
∗, while the division by
(λ˜(i)B)Supp(J2) is a pre-endomorphism of (Bχ,DSupp(J2))
∗ (with t inverted) - see Example 2.10.
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(2) Since (Hϕ)ψ = H(ψ◦ϕ), we can reduce to the case where ϕ collapses some subset I
χ
→ L to a
point, leaving everything else intact. Considering restrictions Hχ and using (4), we reduce to the case of
a complete internalization Hˆ.
Let X be a smooth quasi-projective variety of dimension 6 d with divisor D with strict normal
crossings on it (with notations as in (14)), and α(i)(zA) ∈
∽∽∽∽∽
A∗i (D)[[z
A]], for i ∈ L. Taken together, these
give α(zA) ∈
∽∽∽∽∽
A∗(D)[[zA]]. Let ∅ 6∈ J(i)2 ∈ M˘2, for i ∈ L. To shorten notations, let us denote Supp(I2)
as S(I2). We have a cartesian square
×
i∈L
DS(J(i)2)
×i∈LdS(J(i)2) // XL
DS(∪i∈LJ(i)2)
δ
OO
dS(∪i∈LJ(i)2) // X
∆X
OO ,
for which the Excess Intersection Formula (Proposition 2.7) in B∗-theory has the form:
∆∗X(×i∈rdS(J(i)2))∗(w) = (dS(∪i∈LJ(i)2))∗(
∏
i 6=j
(λB)S(J(i)2)∩S(J(j)2) · δ∗(w)).
Using this, and denoting
...
α(i)J(i)1:=
∏
J(i)0∈J(i)1
y(i)AiJ(i)0·α(i)J(i)1(z(i)
Ai) and
...
α(i)|J(i)2:=
...
α(i)J(i)1 |J(i)1∈J(i)2 ,
and similarly for α, and applying a poly-version of (14) and (bi) (for the maps DS(J2)→DS(J(i)2)), we get:
⌢ˆ
H(α(zA) †D)(zB) = ∆∗X
∑
∅6∈J(i)2∈M˘2; i∈L
(×i∈LdS(J(i)2))∗Rest=0
(∂|J(i)2|−1;i∈LH)(DS(J(i)2)|i∈L)
(
...
α(i)J(i)1 |J(i)1∈J(i)2 |i∈L)(y(i)
B
J(i)0
= λ˜(i)
B
J(i)0
|J(i)0∈S(J(i)2), z(i)
B = zB|i∈L)ω
B
t∏
i∈L(λ˜(i)
B
)S(J(i)2) · t
=
∑
∅6∈J2∈M˘2
(dS(J2))∗Rest=0
∑
∪i∈LJ(i)2=J2
ˆ(∂|J(i)2|−1;i∈LH)DS(J2)
(
...
α(i)|J(i)2 |i∈L)(y
B
J0
= λ˜BJ0 |J0∈S(J2), z
B)ωBt
(λ˜B)S(J2) · t
,
where in the last line all J(i)2’s are non-empty. Here, by (cii) and (ciii), the expression
ˆ(∂|J(i)2|−1;i∈LH)DS(J2)
is the partial derivative ∂|J(i)2|−1;i∈L(HˆDS(J2)) of the internal poly-operation.
Observe, that for any map of sets F : C = ×i∈LCi → D between abelian groups, and any collection
of elements uk ∈ C, where k ∈ I - some finite set, with ”coordinates” u(i)k ∈ Ci, we have:
(∂|I|−1F )(uk|k∈I) =
∑
∪i∈LI(i)=I
I(i)6=∅;i∈L
(∂|I(i)|−1;i∈LF )(u(i)k(i)|k(i)∈I(i)|i∈L),
(15)
where on the left we differentiate F as a simple mono-function on C, and on the right we consider partial
derivatives of it as of poly-function on Ci’s.
Now, using (ciii), we can rewrite our expression as
∑
∅6∈J2∈M˘2
(dS(J2))∗Rest=0
(∂|J2|−1Hˆ)DS(J2)(
...
α|J2)(y
B
J0
= λ˜BJ0 |J0∈S(J2), z
B)ωBt
(λ˜B)S(J2) · t
=
⌢
Hˆ(α(zA) †D)(zB).
(3) It is sufficient to consider the case of a partial derivative ∂m−1(i) , where everything is reduced to
mono-transformations with the help of (4). Let G : A∗ → B∗ be such a mono-operation, X be a smooth
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quasi-projective variety of dimension 6 d with divisor D with strict normal crossings on it (with notations
as in (14)). Then we need to compare
⌢
(∂m−1G) and ∂m−1(
⌢
G) as maps
(
∽∽∽∽∽
A∗(D)[[(z)A]])×m → B∗(X)[[(z)B ]].
This follows from the definition (14) and the identity: ∂|J2|−1(∂m−1G) = ∂m−1(∂|J2|−1G), where the
outer differentiations are non-partial, but ”global” (so, we get a map (A∗)×m|J2| → B∗). Indeed, for
α(i) ∈
∽∽∽∽∽
A∗(D)[[zA]], i ∈ m, denoting:
...
α(i)J1 :=
∏
J0∈J1
yAJ0 · α(i)(z
A) and
...
α(i)|J2 :=
...
α(i)J1 |J1∈J2 , for
i ∈ m, by (ciii) we have:
∂m−1(
⌢
G)(α(i)(zA)|i∈m †D) =
∑
∅6∈J2∈M˘2
(dS(J2))∗Rest=0
∂m−1(∂|J2|−1G)(
...
α(i)|J2 |i∈m)(y
B
J0
= λ˜BJ0 |J0∈S(J2), z
B)ωBt
(λ˜B)S(J2) · t
=
∑
∅6∈J2∈M˘2
(dS(J2))∗Rest=0
∂|J2|−1(∂m−1G)(
...
α(i)|J2 |i∈m)(y
B
J0
= λ˜BJ0 |J0∈S(J2), z
B)ωBt
(λ˜B)S(J2) · t
=
⌢
(∂m−1G)(α(i)(zA)|i∈m †D).

Proposition 5.10
⌢
G(γ(zA) † D)(zB) is well-defined on A∗(D)[[zA]]. In particular, we may use the
definition (10). And similar for poly-operations.
Proof: For a smooth quasi-projective X (of dimension 6 d) with divisor D with strict normal crossings on
it, it follows from Proposition 5.9 and Taylor expansion:
⌢
G(γ+δ †D) =
⌢
G(γ †D)+
⌢
G(δ †D)+∂
⌢
G(γ, δ †D)
that
⌢
G(γ(zA) † D)(zB) depends not on a particular presentation γ =
∑
J1∈M˘1
(dˆJ1)∗(γJ1), but on γ ∈
A∗(D)[[zA]] only, as long as we know that any poly-operation
⌢
H vanishes when one of the coordinates
has the form δ = (dˆJ ′1)∗(dJ1/J ′1)∗v − (dˆJ1)∗v. Here dJ1/J ′1 : DJ1 → DJ ′1 is the natural map between
faces of our divisor. This is equivalent to the fact that any poly-operation does not change value when
we substitute β = (dˆJ ′1)∗(dJ1/J ′1)∗v in one of the coordinates by α = (dˆJ1)∗v (follows from the identities:
f(x+α) = f(x)+f(α)+∂f(x, α), f(x+β) = f(x)+f(β)+∂f(x, β)). The latter fact is clear. Indeed, since
everything is happening in one coordinate only, it is sufficient to consider a mono-operational case (by
restricting to mono-operations Hχ). Let this operation be G as above. Observing that dJ1 = dJ ′1 ◦dJ1/J ′1 ,
and using (bii) for the map dJ1/J ′1 (note, that dimensions of our varieties here are 6 (d− 1)), we have:
⌢
G(β †D) = (dJ ′1)∗Rest=0
GDJ′1
((yA)J
′
1 · (dJ1/J ′1)∗v(z
A))(yBJ0 = λ˜
B
J0
|J0∈J ′1 ; z
B)ωBt
(λ˜B)J
′
1 · t
=
(dJ1)∗Res
t=0
GDJ1 ((y
A)J1 · v(zA))(yBJ0 = λ˜
B
J0
|J0∈J1 ; z
B)ωBt
(λ˜B)J1 · t
=
⌢
G(α †D).
Thus,
⌢
G(γ(zA) †D)(zB) is well-defined on A∗(D)[[zA]]. The same applies to poly-operations. 
It follows from the very definition (10) that if D′
g
→ D is a subdivisor with strict normal crossings
and γ ∈ A∗[[zA]], then
⌢
G(γ †D′) =
⌢
G(g∗γ †D), (16)
and similar for poly-operations.
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Here comes the key step of the proof. We will show that the construction
⌢
G(γ(zA)†D)(zB) commutes
with the pull-back maps (where on the divisor side it is the ”combinatorial pull-back” of Definition 2.5).
Let
E
e //
⋄
f 
Y
f
D
d
// X.
(17)
be a Cartesian square, where X and Y are smooth quasi-projective and D
d
−→ X and E
e
−→ Y are
divisors with strict normal crossings.
Proposition 5.11 For any cartesian diagram (17) with X and Y of dimension 6 d and γ ∈ A∗(D)[[zA]],
one has:
f∗
⌢
G
(
γ(zA) †D
)
(zB) =
⌢
G
(
⋄
f⋆(γ(zA)) †E
)
(zB).
More generally, for an r-nary (external) poly-transformation, for dim(X(i)),dim(Y (i)) 6 d, we have:(
×i∈rf(i)
)∗ ⌢
H
(
γ(i)(z(i)A) †D(i)|i∈r
)
(z(i)B |i∈r) =
⌢
H
(
⋄
f(i)⋆γ(i)(z(i)A) † E(i)|i∈r
)
(z(i)B |i∈r).
Proof: Let us treat the case of a smooth D first. Suppose, D is smooth, E =
∑
J0∈M0
mJ0 · EJ0 ,
λB = cB1 (OX(D)), λ˜
B = t +B λ
B and µBJ0 = c
B
1 (OY (EJ0)), µ˜
B
J0
= t +B µ
B
J0
(and similar for A). Denote
(µ˜B)J1 =
∏
J0∈J1
µ˜BJ0 , µ˜
B
J1
=
∑B
J0∈J1
mJ0 ·B µ˜
B
J0
, and C˜BJ1 =
∑
I1⊂J1
(−1)|J1|−|I1|µ˜BI1
(µ˜B)J1
, CBJ1 = C˜
B
J1
(t = 0) (and
similar for A). Note, that CBJ1 =
(
F
mJ0 ;J0∈M0
J1
)B
(~µ) of Subsection 2.2 - see [16, (14) of Sect. 7.2].
Proposition 5.12 In the above situation, if dim(Y ) 6 d (while dim(X) can be arbitrary), then
⌢
G
(
⋄
f⋆(γ(zA)) † E
)
(zB) =
∑
J1∈M˘1
(eJ1)∗Res
t=0
CBJ1 ·GEJ1
(
yA ·
⋄
f∗J1(γ(z
A))
)
(yB = f∗J1λ˜
B , zB) · ωt
f∗J1λ˜
B · t
,
where
⋄
fJ1 : EJ1 → D is an obvious map, and fJ1 = d ◦
⋄
fJ1.
More generally, if D(i)
d(i)
−→ X(i) are smooth divisors and dim(Y (i)) 6 d, then
⌢
H
(
⋄
f(i)⋆γ(i)(z(i)A) † E(i)|i∈r
)
(z(i)B |i∈r) =
∑
J(i)1∈M˘(i)1;i∈r
(×i∈re(i)J(i)1)∗Rest=0
∏
i∈r C(i)
B
J(i)1
·H
(
y(i)A ·
⋄
f(i)∗J(i)1γ(i)(z(i)
A)|i∈r
)(
y(i)B = f(i)∗J(i)1 λ˜(i)
B
, z(i)B |i∈r
)
· ωt∏
i∈r f(i)
∗
J(i)1
λ˜(i)
B
· t
.
Proof: Using (14) and the Definition 2.5 (as well as the notations of Section 3), we obtain:
⌢
G(
⋄
f⋆(γ(zA)) †E)(zB) =
⌢
G
 ∑
J1∈M˘1
(eˆJ1)∗
⋄
f∗J1(γ(z
A)) · CAJ1 † E
 (zB) = ∑
∅6∈J2∈M˘2
(eSupp(J2))∗Rest=0
(∂|J2|−1G)ESupp(J2)
(∏
J0∈J ′1
yAJ0 ·
⋄
f∗Supp(J2)(γ(z
A)) · CAJ ′1
|J ′1∈J2
)
(yBJ0 = µ˜
B
J0
|J0∈Supp(J2), z
B)ωt
(µ˜B)Supp(J2) · t
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By Proposition 5.3 and (6) we can swap CAJ ′1
by C˜AJ ′1
, since the difference of the respective numerators is
divisible by (µ˜B)Supp(J2) · t (here we treat t as an extra (P∞)-coordinate, so it is actually, tA inside and
tB outside). Thus, our expression is equal to∑
J1∈M˘1
(eJ1)∗Res
t=0
∑
∅6∈J2∈M2
Supp(J2)=J1
RJ2 · ωt,
where
RJ2 =
(∂|J2|−1G)EJ1
(∏
J0∈J ′1
yAJ0 ·
⋄
f∗J1(γ(z
A)) · C˜AJ ′1
|J ′1∈J2
)
(yBJ0 = µ˜
B
J0
|J0∈J1 , z
B)
(µ˜B)J1 · t
=
(∂|J2|−1G)EJ1
(
⋄
f∗J1(γ(z
A)) ·
(∑
I′1⊂J
′
1
(−1)|J
′
1|−|I
′
1|µ˜AI′1
)
|J ′1∈J2
)
(zB)
(µ˜B)J1 · t
,
by the poly-operational version of Proposition 5.8 and the definition of C˜AJ ′1
.
Consider the pair of composable maps (of sets) between abelian groups:
Z[J1]
F
−→ A∗(EJ1)[[t, z
A]]
G
−→ B∗(EJ1)[[t, z
B ]],
where Z[J1] = ⊕J0∈J1Z ·xJ0 , and
∑
J0∈J1
uJ0 ·xJ0
F
7→
(∑A
J0∈J1
(uJ0 ·mJ0) ·A µ˜
A
J0
)
·
⋄
f∗J1(γ(z
A)). Note, that:
(∂|J
′
1|−1F )(xJ0 |J0∈J ′1) =
⋄
f∗J1(γ(z
A)) ·
∑
I′1⊂J
′
1
(−1)|J
′
1|−|I
′
1|µ˜AI′1
 .
Then, by the Chain Rule (Proposition 3.3), (ciii) and Proposition 5.8,
∑
∅6∈J2∈M2
Supp(J2)=J1
(∂|J2|−1G)EJ1
 ⋄f∗J1(γ(zA)) ·
∑
I′1⊂J
′
1
(−1)|J
′
1|−|I
′
1|µ˜AI′1
 |J ′1∈J2
 (zB) =
(∂|J1|−1(G ◦ F ))(xJ0 |J0∈J1) =
∑
I1⊂J1
(−1)|J1|−|I1|GEJ1 (y
A ·
⋄
f∗J1(γ(z
A)))(yB = µ˜BI1 , z
B).
Thus,
⌢
G
(
⋄
f⋆(γ(zA)) † E
)
(zB) = Res
t=0
∑
J1∈M˘1
(eJ1)∗
∑
I1⊂J1
(−1)|J1|−|I1|GEJ1 (y
A ·
⋄
f∗J1(γ(z
A)))(yB = µ˜BI1 , z
B) · ωt
(µ˜B)J1 · t
.
Using (4), we can introduce the power series ΨJ1(y
B , zB) :=
GEJ1
(yA·
⋄
f∗J1
(γ(zA)))(yB ,zB)
yB
∈ B∗(EJ1)[[y
B , zB ]].
Then
⌢
G
(
⋄
f⋆(γ(zA)) †E
)
(zB) = Res
t=0
∑
J1∈M˘1
(eJ1)∗
∑
I1⊂J1
(−1)|J1|−|I1|µ˜BI1
ΨJ1(y
B = µ˜BI1 , z
B) · ωt
(µ˜B)J1 · t
.
The rest of the proof is identical to that of [16, Lemma 5.8], as no additive properties of G are used from
this point and it is just some statement about the power series ΨJ1(y
B , zB) which uses only the fact that,
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for L1 ⊂ J1, (eJ1/L1)
∗ΨL1 = ΨJ1 , which we have by (bi). We still provide the details for the convenience
of the reader. From the definition of C˜BL1 we have the identity µ˜
B
I1
=
∑
L1⊂I1
C˜BL1 · (µ˜
B)L1 (where the
summand for L1 = ∅ is zero) which permits to rewrite our expression as
Res
t=0
∑
J1∈M˘1
(eJ1)∗
∑
∅6=L1⊂J1
C˜BL1
t · (µ˜B)J1\L1
(eJ1/L1)
∗
 ∑
L1⊂I1⊂J1
(−1)|J1|−|I1|ΨL1(y
B = µ˜BI1 , z
B)
 · ωBt ,
where the sum ΦJ1/L1 :=
(∑
L1⊂I1⊂J1
(−1)|J1|−|I1|ΨL1(y
B = µ˜BI1 , z
B)
)
is divisible by (µ˜B)J1\L1 (this is
true for any power series Ψ - see the proof of [16, Lemma 5.8]). Observe that, for a fixed L1,
Res
t=0
∑
L1⊂J1
(eJ1/L1)∗
C˜BL1(eJ1/L1)
∗ΦJ1/L1
t · (µ˜B)J1\L1
ωBt = Res
t=0
∑
L1⊂J1
C˜BL1(µ
B)J1\L1
t · (µ˜B)J1\L1
ΦJ1/L1ω
B
t = Res
t=0
∑
L1⊂J1
C˜BL1ΦJ1/L1ω
B
t
t
due to mentioned divisibility. Then our expression is equal to
∑
L1∈M˘1
(eL1)∗Rest=0 SL1ω
B
t , where
SL1 =
C˜BL1
t
∑
L1⊂J1
ΦJ1/L1 =
C˜BL1
t
∑
L1⊂J1
∑
L1⊂I1⊂J1
(−1)|J1|−|I1|ΨL1(y
B = µ˜BI1 , z
B) =
C˜BL1
t
ΨL1(y
B = µ˜BM0 , z
B).
So, Rest=0 SL1ω
B
t = C
B
L1
·ΨL1(y
B = f∗L1λ
B, zB) and we obtain:
⌢
G
(
⋄
f⋆(γ(zA)) † E
)
(zB) =
∑
L1∈M˘1
(eL1)∗Res
t=0
CBL1 ·GEL1 (y
A ·
⋄
f∗L1(γ(z
A)))(yB = f∗L1λ˜
B , zB) · ωt
f∗L1λ˜
B · t
.
In exactly the same way, if D(i) is a smooth divisor on X(i), for an r-nary (external) poly-transformation,
we get (using Proposition 5.9(4)):
⌢
H
(
⋄
f(i)⋆γ(i)(z(i)A) † E(i), γ(j)(z(j)A) † E(j)|j 6=i
)
(z(j)B |j∈r) =
∑
J(i)1∈M˘(i)1
(e(i)J(i)1 × id)∗ Rest=0
C(i)BJ(i)1 ·
⌢
H
(
yA ·
⋄
f(i)∗J(i)1(γ(i)(z(i)
A)), γ(j)(z(j)A) † E(j)|j 6=i
)(
yB = f(i)∗J(i)1 λ˜(i)
B
, z(j)B |j∈r
)
· ωt
f(i)∗J(i)1 λ˜(i)
B
· t
,
since the restriction to the i-th coordinate is an extension of a mono-operation. 
It follows from Proposition 5.12, (bi) (applied to the maps
⋄
f(i)J(i)1) and the Multiple Points Excess
Intersection Formula (Proposition 2.6) that for an r-nary (external) poly-transformation H, smooth divi-
sorsD(i)
d(i)
−→ X(i), maps Y (i)
f(i)
−→ X(i) fitting cartesian squares as above with dim(X(i)),dim(Y (i)) 6 d,
and γ(i)(z(i)A) ∈ A∗(D(i))[[z(i)A]], one has:
⌢
H
(
⋄
f(i)⋆γ(i)(z(i)A) † E(i)|i∈r
)
(z(i)B |i∈r) = (×i∈rf(i))
∗
⌢
H
(
γ(i)(z(i)A) †D(i)|i∈r
)
(z(i)B |i∈r).
Suppose now, D =
∑
I0∈L0
DI0 is arbitrary, and γ(z
A) =
∑
I0∈L0
(dˆI0)∗γI0(z
A). Then from the above
we know the case of a smooth divisor DI0 , and γI0(z
A) on it. But
⋄
f⋆ is additive and so is f∗. Hence,
⌢
G
(
⋄
f⋆γ(zA) †E
)
(zB) =
∑
I1∈L1
(
∂|I1|−1
⌢
G
)( ⋄
f⋆(dˆI0)∗γI0(z
A)|I0∈I1 †E
)
(zB) =
∑
I1∈L1
⌢ˆ(
ð|I1|−1G
)( ⋄
f⋆(dˆI0)∗γI0(z
A) †E|I0∈I1
)
(zB) =
∑
I1∈L1
⌢ˆ(
ð|I1|−1G
)( ⋄
f⋆I0γI0(z
A) † EI0 |I0∈I1
)
(zB),
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where EI0 = f
−1(DI0), by the Taylor expansion, Proposition 5.9(2),(3) and (16). By the case of a smooth
D, and again (16), Proposition 5.9(2),(3) and Taylor expansion, this can be rewritten as
∑
I1∈L1
f∗
⌢ˆ(
ð|I1|−1G
)(
γI0(z
A) †DI0 |I0∈I1
)
(zB) =
∑
I1∈L1
f∗
⌢ˆ(
ð|I1|−1G
)(
(dˆI0)∗γI0(z
A) †D|I0∈I1
)
(zB) =
∑
I1∈L1
f∗
(
∂|I1|−1
⌢
G
)(
(dˆI0)∗γI0(z
A)|I0∈I1 †D
)
(zB) = f∗
⌢
G
(
γ(zA) †D
)
(zB).
The case of a poly-transformation follows formally from a mono-operational one, since the restriction of
⌢
H to a given coordinate is (an extension of) a mono-operation by Proposition 5.9(4). 
Let X be a smooth quasi-projective variety of dimension 6 d. We would like to define GX . Let us
start with the A
∗
-part. By Theorem 2.2, we know that A
∗
= Coker(c1,0 ⊕ c0,1
d1,0⊕d0,1
−−−−−−→ c0,0).
Proposition 5.13 Suppose (V (i)
v(i)
→ X˜(i)
ρ(i)
→ X(i), γ(i)(zA)); i ∈ r be some elements as in c0,0, and H
be some r-nary (external) poly-transformation. Then
⌢
H(γ(i)(zA) † V (i)|i∈r) ∈ im(×i∈rρ(i)
∗).
Proof: From evident transversal cartesian squares, it is sufficient to prove that
⌢
H(γ(i)(zA) † V (i)|i∈r) ∈
im((ρ(i)× id)∗), for each i (just apply the composition ◦i∈r(ρ(i)× id)
∗(ρ(i)× id)∗ to our element). Hence,
it is sufficient to consider the case of a mono-operation (since the restriction to the i-th coordinate is an
extension of a mono-operation by Proposition 5.9(4)). Here we follow the proof of [16, Proposition 5.9].
Start with the case where X˜
ρ
→ X is a permitted blow up with smooth centers Rj, and the respective
components Ej of the exceptional divisor of ρ with maps: Rj
εj
← Ej
ej
→ X˜. Since ρ is an isomorphism
outside V , the components Ej of the special divisor of ρ are components of V (and so, numbered by
a subset of M0). In particular, these are transversal to all distinct components of V . Let γ(z
A) =∑
I0∈M0
(vˆI0)∗γI0(z
A), where γI0 ∈ A
∗(VI0)[[z
A]]. By Proposition 2.8, to prove that
⌢
G(γ(zA)†V ) ∈ im(ρ∗)
one needs to show that e∗J0(
⌢
G(γ(zA) †V )) ∈ im(ε∗J0), for every component EJ0 of the exceptional divisor.
If VI0 6= EJ0 , then we have a transversal cartesian square
QI0,J0
uI0,J0 //
qI0,J0

EJ0
eJ0

VI0 vI0
// X˜.
By Proposition 5.11 and (12), and since dim(QI0,J0),dim(VI0),dim(EJ0) 6 (d− 1), we get:
e∗J0
⌢
G(γI0(z
A) † VI0) =
⌢
G(q∗I0,J0γI0(z
A) †QI0,J0) = G((uI0,J0)∗q
∗
I0,J0γI0(z
A)) = G(e∗J0(vI0)∗γI0(z
A)).
And, for the EJ0-component, by the very definition (10), (4) and Proposition 5.8,
e∗J0
⌢
G(γJ0(z
A) † EJ0)(z
B) = λBJ0 ·Rest=0
G(yA · γJ0(z
A))(yB = λ˜BJ0 , z
B) · ωt
λ˜BJ0 · t
=
G(λAJ0 · γJ0(z
A))(zB) = G(e∗J0(eJ0)∗γJ0(z
A))(zB).
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Thus, e∗J0
⌢
G(γI0(z
A) †VI0) = G(e
∗
J0
(vI0)∗γI0(z
A)), for all components VI0 of V . And similar equality holds
for any r-nary (external) poly-transformation H by Proposition 5.9(4). Then, from the diagram
V
v //
ρV

X˜
ρ

EJ0
eJ0oo
εJ0

Z z
// X RJ0rJ0
oo
with the left square cartesian, using Taylor expansion with Proposition 5.9(2),(3), (16), the above fact,
(cii) and (ciii), again Taylor expansion, the fact that γ ∈ im(ρ
!), and (bi) (recalling that dim(EJ0),dim(RJ0) 6
(d− 1)), we obtain:
e∗J0
⌢
G(γ†V)=e∗J0
∑
I1∈M1
∆∗
X˜,I1
⌢
(ð|I1|−1G)
(
(vI0)∗γI0 †V |I0∈I1
)
=e∗J0
∑
I1∈M1
∆∗
X˜,I1
⌢
(ð|I1|−1G)
(
γI0 †VI0 |I0∈I1
)
=
∑
I1∈M1
∆∗EJ0 ,I1
(ð|I1|−1G)
(
e∗J0(vI0)∗γI0 |I0∈I1
)
=
∑
I1∈M1
(∂|I1|−1G)
(
e∗J0(vI0)∗γI0 |I0∈I1
)
= G(e∗J0v∗γ) =
G(e∗J0v∗ρ
!β) = G(e∗J0ρ
∗z∗β) = G(ε
∗
J0r
∗
J0z∗β) = ε
∗
J0G(r
∗
J0z∗β).
This proves the case of a permitted blow up ρ.
If ρ is an arbitrary projective bi-rational map, then (by the results of Hironaka [2]) there exists a
permitted blow up ρ′ = ρ◦π with centers over Z, such that V ′ = π∗(V ) is also a divisor with strict normal
crossings. By Proposition 5.11, π∗
⌢
G(γ(zA) † V ) =
⌢
G(π⋆V γ(z
A) † V ′), and the latter is in the im(π∗ρ∗) by
the already proven case (recall that π⋆V = π
! and so, π⋆V γ ∈ im((ρ
′)!)). Because π∗ is injective, we get:
⌢
G(γ(zA) † V ) ∈ im(ρ∗). 
Having defined an extension
⌢
G of an operation G for elements supported on some divisor with strict
normal crossings (in a variety of dimension 6 d), we can now extend it to the group c0,0 of Subsection 2.1.
Let X be a variety of dimension 6 d and γ(zA) =
∑
j∈K
(
V {j}
v{j}
→ X˜{j}
ρ{j}
→ X, γ{j}(zA)
)
∈ c0,0 = c
Aˇ
0,0,
where Aˇ∗ = A∗[[zA]].
Let us define:
⌣
GX(γ(z
A))(zB) :=
∑
J⊂K
∆∗X,J
(
×j∈Jρ{j}
)
∗
(
⌢
ð|J |−1G)
(
γ{j}(zA) † V {j}|j∈J
)
(zB)∏
j∈J(ρ{j})∗(1)
, (18)
where ∆X,J : X → X
J is the diagonal embedding. In exactly the same way one can define an r-nary
(external) poly-transformation
⌣
H on ×i∈r(c
Aˇi
0,0(X(i))).
Proposition 5.14 Let H : ⊠i∈LA
∗
i → B
∗ ◦ (
∏L) be an |L|-ary (external) poly-operation. Then
(0)
⌣
H satisfies (ai−iv).
(1) For any morphisms of free theories Φi : C
∗
i → A
∗
i , i ∈ L with Φ = ⊠i∈LΦi and a pre-morphism of
theories Ψ : B∗ → (B′)∗ (Definition 2.9), we have:
⌣
(Ψ ◦H ◦Φ) = Ψ ◦ (
⌣
H) ◦ Φ.
(2) For any surjective map ϕ : L→ I of finite sets,
⌣
(Hϕ) = (
⌣
H)
ϕ
. In particular,
⌣
Hˆ =
⌣ˆ
H.
(3)
⌣(
∂k(i);i∈LH
)
=
(
∂k(i);i∈L
⌣
H
)
as maps ×i∈L(c
Aˇi
0,0(X(i)))
×(k(i)+1) −→ B∗(
∏
i∈LX(i))[[z(i)
B |i∈r]].
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(4) For any subset χ : L′ → L and any choice of varieties X(i) of dimension 6 d with elements
x(i) ∈ cAˇi0,0(X(i)), for i ∈ L\L
′, with ~x = {x(i)|i ∈ L\L′}, we have: (
⌣
H)χ,~x = (Hχ,~x
⌣
).
Proof: (0) This follows from the fact that in the formula (18), the map
⌢
(ð|J |−1G) satisfies (ai−iv) (by
Proposition 5.9(0)), while the push-forwards, pull-backs and the division by the denominator in this
formula are B-linear maps (and similar for poly-operations).
(1) Follows immediately from the fact that a pre-morphism of theories commutes with pull-backs and
push-forwards, using Proposition 5.9(1).
(4) It is clearly sufficient to consider the case where L\L′ = {i} is a one-point set. Let x(i) =∑
j∈K
(
V {j}
v{j}
→ X˜{j}
ρ{j}
→ X,x(i){j}(zA)
)
. Then
(
⌣
H)χ,x(i)(γ(l)|l∈L′) =
∑
J⊂K
(idL′ ×∆X,J)
∗
(
idL′ × ρ{J}
)
∗
(
⌣
ð
|J |−1
i H)χJ , ~x(i)J
(γ(l)|l∈L′)∏
j∈J(ρ{j})∗(1)
,
where ð
|J |−1
i H is a poly-operation with the set of coordinates LJ , with natural surjective map θJ : LJ → L,
such that θ−1J (i) = J and the complement L
′ χJ−→ LJ , where x(i)j =
(
V {j}
v{j}
→ X˜{j}
id
→ X˜{j}, x(i){j}
)
,
for j ∈ J , and ρ{J} = ×j∈Jρ{j}. Thus, we can reduce to the case, where the fixed elements are ”simple”:
|K| = 1 (though, the number of elements we fix may now be more than one). The fact that for such
elements we can swap
⌣
and restriction follows directly from the (poly-operational version of the) definition
(18) and Proposition 5.9(4). Using also part (1), we can now rewrite our expression as
∑
J⊂K
(idL′ ×∆X,J)
∗
(
idL′ × ρ{J}
)
∗
((ð
|J |−1
i H)χJ , ~x(i)J
)
⌣
(γ(l)|l∈L′ )∏
j∈J(ρ{j})∗(1)
= (Hχ,x(i))
⌣
(γ(l)|l∈L′ ),
where (idL′ × ∆X,J)
∗
(
idL′ × ρ{J}
)
∗
is a pre-morphism of theories (BχJ ,X˜J )
∗ → (Bχ,X)
∗, where X˜J =
×j∈JX˜{j}, while the division by
∏
j∈J(ρ{j})∗(1) is a pre-endomorphism of the target theory.
(2) Using the fact that (Hϕ)ψ = H(ψ◦ϕ), we can reduce to the case where ϕ collapses some subset
L′
χ
→ L to a point, leaving everything else intact. Considering restrictions Hχ and using (4), we reduce
to the case of a complete internalization Hˆ : A∗ = ×i∈LA
∗
i → B
∗.
Let J be some finite (non-empty) set. Consider two poly-operations (A∗)⊠J → B∗ ◦ (
∏J).
P ′ := (ð|J |−1Hˆ) and P ′′ :=
∑
∪i∈LJ(i)=J
J(i)6=∅;i∈L
(ð|J(i)|−1;i∈LH)
ϕ~J ◦ pr ~J ,
where pr ~J : (A
∗)⊠J → ⊠j∈J(×i:J(i)∋jA
∗
i ) is the projection and ϕ~J :
∐
i∈L J(i) → J is the natural
surjective map. It follows from (15) that our poly-operations agree on (• × Proj)×J (note, that the
external derivatives here are just the usual derivatives). From (ci) and (cii) (and additivity) of the
inductive assumption, they must also agree on ((Smk)6d−1 × Proj)
×J , that is, P ′〈d− 1〉 = P ′′〈d− 1〉.
Let γ(zA) =
∑
j∈K
(
V {j}
v{j}
→ X˜{j}
ρ{j}
→ X, γ{j}(zA)
)
∈ cAˇ0,0 and γ(i){j} be the A
∗
i -coordinates of
γ{j}. Let ∅ 6= J ⊂ K and ∪i∈LJ(i) = J with all J(i)’s non-empty. Consider the commutative diagram
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with bi-rational vertical maps and poly-diagonal horizontal ones:
×j∈JX˜{j}
∆
X˜, ~J/J //
ρ{J}

×i∈L ×j∈J(i) X˜{j}
ρ{ ~J}

×j∈JX
∆
X,~J/J
// ×i∈L ×j∈J(i) X.
We have the following easy result:
Lemma 5.15 ([16, Lemma 5.11]) Let
T˜
j˜ //
q

S˜
p

T
j
// S
be commutative diagram of smooth varieties with p and q - projective bi-rational. Let x ∈ im(p∗). Then:
q∗(j˜
∗(x))
q∗(1)
= j∗
(
p∗(x)
p∗(1)
)
.
It follows from Proposition 5.13 and Lemma 5.15 that, denoting
H ~J(γ) :=
⌢(
ð|J(i)|−1;i∈LH
)
(γ(i){j} † V {j}|j∈J(i)|i∈L),
we have:
(∆X,J)
∗(∆X, ~J/J)
∗ρ{ ~J}∗H ~J(γ)∏
i∈L
∏
j∈J(i)(ρ{j})∗(1)
=
(∆X,J)
∗ρ{J}∗(∆X˜, ~J/J)
∗H ~J(γ)∏
j∈J(ρ{j})∗(1)
.
Then using Proposition 5.9(2),(1) (in the 3-rd equality) we can rewrite
⌣ˆ
H(γ) as
∆∗X,L
∑
J(i)⊂K;i∈L
(×i∈L∆X,J(i))
∗ρ{ ~J}∗H ~J(γ)∏
i∈L
∏
j∈J(i)(ρ{j})∗(1)
=
∑
J(i)⊂K;i∈L
∆∗X,J
(∆X, ~J/J)
∗ρ{ ~J}∗H ~J(γ)∏
i∈L
∏
j∈J(i)(ρ{j})∗(1)
=
∑
J(i)⊂K;i∈L
∆∗X,J
ρ{J}∗(∆X˜, ~J/J)
∗H ~J(i)(γ)∏
j∈J(ρ{j})∗(1)
=
∑
J⊂K
∆∗X,J
ρ{J}∗
⌢
P ′′(γ{j} † V {j}|j∈J )∏
j∈J(ρ{j})∗(1)
=
∑
J⊂K
∆∗X,J
ρ{J}∗
⌢
P ′(γ{j} † V {j}|j∈J )∏
j∈J(ρ{j})∗(1)
=
⌣
Hˆ(γ),
where J = ∪i∈LJ(i), all J(i)’s are non-empty, and ∆X,L : X → ×l∈LX is a diagonal embedding.
(3) It is sufficient to consider the case of a simple partial derivative ∂m−1i , where everything is re-
duced to the case of a mono-operation G : A∗ → B∗ using (4). Let J be some finite set. Then we
have the identity: ð|J |−1(∂m−1G) = ∂m−1Tot (ð
|J |−1G) between poly-operations ⊠j∈J(A
∗)×m → B∗ ◦ (
∏J)
on ((Smk)6d−1 × Proj)
×J , where ∂Tot of an r-nary poly-operation H is given by: ∂TotH(ui, vi|i∈r) =
H(ui + vi|i∈r) − H(ui|i∈r) − H(vi|i∈r) (using (15), it may be expressed in terms of partial derivatives
and projections (A∗)×2 → A∗). Indeed, this identity holds on (• × Proj)×J where the external deriva-
tives are just the usual derivatives, and so on ((Smk)6d−1 × Proj)
×J by (ci), (ciii) and additivity of
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our coherent compatible family, since ∂m−1Tot is expressible in terms of partial derivatives and projec-
tions. By the same reason, Proposition 5.9(3),(1) and additivity of the assignment H 7→
⌢
H we have:
⌢
(ð|J |−1(∂m−1G)) = ∂m−1Tot
⌢
(ð|J |−1G).
Let γ(i)(zA) =
∑
j∈K
(
V {j}
v{j}
→ X˜{j}
ρ{j}
→ X, γ(i){j}(zA)
)
∈ cAˇ0,0, for i ∈ m, where we can assume
the set K the same. Then, denoting ρ{J} = ×j∈Jρ{j}, we have:
⌣
(∂m−1G)(γ(i)|i∈m) =
∑
J⊂K
∆∗X,J(ρ{J})∗
⌢
(ð|J |−1(∂m−1G))(γ(i){j}|i∈m † V {j}|j∈J )
(ρ{J})∗(1)
=
∑
J⊂K
∆∗X,J(ρ{J})∗∂
m−1
Tot
⌢
(ð|J |−1G)(γ(i){j}|i∈m † V {j}|j∈J )
(ρ{J})∗(1)
= ∂m−1(
⌣
G)(γ(i)|i∈m).

To see that we indeed get the extension of the original operation from (Smk)6(d−1), observe that due
to Taylor expansion and Proposition 5.14(2),(3) it is sufficient to show that for any r-ary poly-operation
H, any smooth quasi-projective varieties X(i), i ∈ r of dimension 6 (d − 1), and ”simple” elements
(V (i)
v(i)
→ X˜(i)
ρ(i)
→ X(i), γ(i)) ∈ cAˇi0,0(X(i)), operation H takes the same value as
⌣
H. Recall, that under
an isomorphism of Theorem 2.2 element (V
v
→ X˜
ρ
→ X, γ) ∈ cAˇ0,0(X) corresponds to β =
ρ∗v∗(γ)
ρ∗(1)
∈ Aˇ∗(X)
which has the property that ρ∗(β) = v∗(γ). Then, using (13) and (bi), we get:
⌣
HX(i);i∈r(β(i)|i∈r) =
(×i∈rρ(i))∗
⌢
H(γ(i) † V (i))
(×i∈rρ(i))∗(1)
=
(×i∈rρ(i))∗HX˜(i);i∈r(v(i)∗γ(i))
(×i∈rρ(i))∗(1)
=
(×i∈rρ(i))∗HX˜(i);i∈r(ρ(i)
∗β(i))
(×i∈rρ(i))∗(1)
= HX(i);i∈r(β(i)|i∈r).
(19)
Thus, on (Smk)6(d−1) the ”new” definition coincides with the ”old” one.
Let now X be a smooth quasi-projective variety of dimension 6 d. To show that
⌣
H is well-defined
on A
∗
(X)[[zA]], by Taylor expansion, one needs to show that this map, as well as all of its partial
derivatives, vanish on im(dc1,0 ⊕ d
c
0,1) (in the respective coordinate, and anything in the remaining ones).
Thus, by Proposition 5.14 and restrictions Hχ to one coordinate, it is sufficient to prove that any mono-
transformation
⌣
G vanishes on such an image. Using Taylor expansion and Proposition 5.14 again, we
see that it is sufficient to check this for each additive generator of the image. Here we mostly follow the
proof of [16, Theorem 5.1].
• The 1-st part of (dc1,0): Suppose,
V ′
v′ //
πV

X˜ ′
π

V v
// X˜
be the cartesian square, with V and V ′ divisors with strict normal crossings, with π the blow up over
V permitted w.r.to V , and V = ρ−1(Z) for some closed subscheme Z
z
→ X. By the Taylor expansion
(combined with arguments of Proposition 5.10) and Proposition 5.14, it is enough to check that the pairs:
((V
v
→ X˜
ρ
→ X), γ(zA)) and ((V ′
v′
→ X˜ ′
ρ◦π
→ X), π⋆V (γ)(z
A))
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produce the same result. This follows from Propositions 5.11 and 5.13:
ρ∗π∗
⌢
G(π⋆V γ(z
A) † V ′)(zB)
ρ∗π∗(1)
=
ρ∗π∗π
∗
⌢
G(γ(zA) † V )(zB)
ρ∗π∗π∗(1)
=
ρ∗
⌢
G(γ(zA) † V )(zB)
ρ∗(1)
.
• The 2-nd part of (dc1,0): It follows from (16) that if γ is supported on some subdivisor V2
f
→ V1, then
⌢
G(γ(zA) †V2) =
⌢
G(f∗γ(z
A) †V1). By the Taylor expansion (together with arguments of Proposition 5.10)
and Proposition 5.14, this is all what we need.
• The (dc0,1): Let X˜ × P
1 ρ→ X × P1 be a projective birational map, isomorphic outside the strict normal
crossing divisor W , where W = ρ−1(Z) for some closed subscheme Z
z
→ X × P1, W has no components
over 0 and 1, such that the preimages X0 = ρ
−1(X×{0}), and X1 = ρ
−1(X×{1}) are smooth divisors on
X˜ × P1, and W0 =W ∩X0 →֒ X0 and W1 =W ∩X1 →֒ X1 are divisors with strict normal crossings. In
particular, for each component S
hS→W of W with gS : S → X˜ × P1, S0 = g
−1
S (X0) and S1 = g
−1
S (X1) are
divisors with strict normal crossings on S with closed embeddings S0
hS,0
→ W0, S1
hS,1
→ W1 of subdivisors
with strict normal crossings on X0 and X1. We have a diagram with cartesian squares:
S0
gS,0

iS,0 // S
gS

S1
gS,1

iS,1oo
X0
i˜0
// X˜ × P1 X1.
i˜1
oo
(20)
Let δ(zA) =
∑
S(hS)∗δS ∈ im(ρ
! : A∗(Z)→ A∗(W ))[[zA]]. We need to prove that any poly-operation
⌣
H is trivial when one of the coordinates belongs to the image of (dc0,1). By Taylor expansion combined
with Proposition 5.14 and arguments of Proposition 5.10, it is enough to show that any mono-operation
⌣
G takes the same values on the pairs
((W0 → X0
ρ0
→ X),
∑
S
(hS,0)∗i
⋆
S,0δS(z
A)) and ((W1 → X1
ρ1
→ X),
∑
S
(hS,1)∗i
⋆
S,1δS(z
A)).
Or, in other words, that
(ρ0)∗
⌢
G(
∑
S(hS,0)∗i
⋆
S,0δS(z
A) †W0)
(ρ0)∗(1)
=
(ρ1)∗
⌢
G(
∑
S(hS,1)∗i
⋆
S,1δS(z
A) †W1)
(ρ1)∗(1)
.
Let S be the set off all components of W . Using Taylor expansion (together with Proposition 5.9), (16)
and the fact that S0 is a subdivisor of W0 (and similar for S1 and W1), it is enough to show that, for any
subset T of S, and |T |-ary (external) poly-operation H, we have an identity:
(ρ0)∗
⌢ˆ
H(i⋆S,0δS(z
A) † S0|S∈T )
(ρ0)∗(1)
=
(ρ1)∗
⌢ˆ
H(i⋆S,1δS(z
A) † S1|S∈T )
(ρ1)∗(1)
.
Since our theory A∗ is constant, any element δS as above can be written as π
∗
Sα + β, for some αS ∈
A∗(Spec(k))[[zA]] and βS ∈ A
∗
(S)[[zA]], where πS : S → Spec(k) is the projection. Hence, again using
Taylor expansion and Proposition 5.9, it is sufficient to show that, for two (possibly intersecting) subsets
Tα,Tβ ⊂ S with T = Tα
∐
Tβ, elements αS ∈ A
∗(Spec(k))[[zA]], for S ∈ Tα and βS ∈ A
∗
(S)[[zA]], for
S ∈ Tβ, and any |T |-ary (external) poly-operation H, we have:
(ρ0)∗
⌢ˆ
H(i⋆S,0π
∗
SαS † S0|S∈Tα ; i
⋆
S,0βS † S0|S∈Tβ)
(ρ0)∗(1)
=
(ρ1)∗
⌢ˆ
H(i⋆S,1π
∗
SαS † S1|S∈Tα ; i
⋆
S,1βS † S1|S∈Tβ )
(ρ1)∗(1)
.
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Moreover, due to the continuity of H (Proposition 5.3), we can assume that βS ∈ A
∗
(S)[zA] (due to the
Taylor expansion and Proposition 5.9 we can even assume that it is a monomial in zA). We have the
following simple result:
Lemma 5.16 ([16, Lemma 5.13]) Let S be quasi-projective variety, and R ⊂ S be a divisor. Then any
element of A
∗
(S) can be represented as (θS)∗(u), where u ∈ A
∗(YS) and YS
θS→ S is a closed subscheme
containing no components of R.
Thus, we can assume that our βS(z
A) ∈ A
∗
(S)[[zA]] is equal to (pS)∗(qS)∗xS , where the maps pS , qS
fit into the cartesian square
QS
qS //
pQS

S˜
pS

YS
θS // S,
where pS is a permitted blow-up, isomorphism outside YS , where YS contains no components of S0 and
S1, QS = p
−1
S YS is a divisor with strict normal crossings on S˜ and xS ∈ A
∗(QS)[[z
A]] (note, that the map
(pQS)∗ is surjective). Let γS(z
A) = p!S(pQS)∗(xS) ∈ A
∗(QS)[[z
A]]. In particular, (qS)∗(γS) = (pS)
∗(βS).
Let λBS = c
B
1 (OX˜×P1
(S)) and λ˜BS = t +B λ
B
S . Let (λ˜
B)T =
∏
S∈T λ˜
B
S , (S)
Tα = ×
S∈Tα
S and similar
for S˜ and for Tβ and T . Let πTα = ×
S∈Tα
(πS) : (S)
Tα → Spec(k), pTβ = ×
S∈Tβ
(pS) : (S˜)
Tβ → (S)Tβ and
gT = ×
S∈T
(gS) : (S)
T → (X˜ × P1)T . Let us define:
⌢
⌢
H(π∗SαS(z
A) † S|S∈Tα ;βS(z
A) † S|S∈Tβ)(z
B) :=
∆∗T (gT )∗Res
t=0
((πTα)
∗ × (pTβ)∗)
⌢
H(yAS · αS(z
A)|S∈Tα ; y
A
S · γS(z
A) †QS |S∈Tβ)(y
B
S = λ˜
B
S |S∈T , z
B) · ωBt
(idTα × pTβ)∗(1) · (λ˜
B)T · t
,
where ∆T : X˜ × P1 → X˜ × P1
T
is the diagonal embedding, and we consider the extension
⌢
H of H along
Tβ-coordinates, plugging particular values over Spec(k) into Tα ones (so, we can treat it as a |Tβ|-ary
poly-operation). Note, that dim(QS) 6 d− 1.
Lemma 5.17
i˜∗0
⌢
⌢
H(π∗SαS(z
A) † S|S∈Tα ;βS(z
A) † S|S∈Tβ) =
⌢ˆ
H(i⋆S,0π
∗
SαS † S0|S∈Tα ; i
⋆
S,0βS † S0|S∈Tβ),
and similar for the fiber over 1.
Proof: From symmetry, it is sufficient to treat S0. Let S0 =
∑
k∈K(S)mS,kS0,k, where S0,k are smooth
divisors on X0 with normal crossings with each other. Let coefficients C
B
J(S), for J(S) ⊂ K(S), be as in
Proposition 5.12 (that is,
(
F
mS,k ;k∈K(S)
J(S)
)B
( ~µBS ), where µ
B
S,k = c
B
1 (OX0(S0,k)) - see Subsection 2.2) and
S
fJ(S)
←− S0,J(S)
gJ(S)
−→ X0 be natural maps from faces of the divisor S0.
By Proposition 2.6 (applied to the left square of (20)) we have:
i˜∗0∆
∗
T (gT )∗(u) = ∆
∗
T ,0(˜i
×T
0 )
∗(gT )∗(u) = ∆
∗
T ,0
∑
∅6=J(S)⊂K(S);S∈T
( ×
S∈T
gJ(S))∗
(∏
S∈T
CBJ(S) · ( ×
S∈T
fJ(S))
∗(u)
)
,
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where ∆T ,0 : X0 → X
T
0 is the diagonal embedding. Hence,
i˜∗0
⌢
⌢
H(π∗SαS(z
A) † S|S∈Tα ;βS(z
A) † S|S∈Tβ )(z
B) = ∆∗T ,0
∑
∅6=J(S)⊂K(S);S∈T
( ×
S∈T
gJ(S))∗
( ∏
S∈T
CBJ(S)·
( ×
S∈T
fJ(S))
∗Res
t=0
((πTα)
∗ × (pTβ)∗)
⌢
H(yAS · αS(z
A)|S∈Tα ; y
A
S · γS(z
A) †QS |S∈Tβ)(y
B
S = λ˜
B
S |S∈T , z
B) · ωBt
(idTα × pTβ)∗(1) · (λ˜
B)T · t
)
If S ∈ Tα and G - some mono-operation, then by Proposition 5.12 and (bi) (applied to (πS ◦fJ(S)) - note,
that dim(S0,J(S)) 6 d− 1), we get:
∑
∅6=J(S)⊂K(S)
(gJ(S))∗
(
CBJ(S) · f
∗
J(S)Rest=0
π∗SG
(
yAS · αS(z
A)
)
(yBS = λ˜
B
S , z
B) · ωt
λ˜BS · t
)
=
⌢
G
(
i⋆S,0π
∗
SαS(z
A) † S0
)
(zB).
If S ∈ Tβ and G - some mono-operation, then consider one of the components S0,k. By the results of
Hironaka (see [2]), we can find a permitted blow up S˜0,k
pS,k
−→ S0,k, which fits into the diagram:
QS,k
qS,k //
jS,k

S˜0,k
pS,k //
f˜S,k

S0,k
gS,k //
fS,k

X0
i˜0
QS qS
// S˜ pS
// S gS
// X˜ × P1,
where the left square is cartesian, and QS,k is a divisor with strict normal crossings on S˜0,k.
By Proposition 5.13,
⌢
G
(
yAS · γS(z
A) †QS
)
(yBS = p
∗
S λ˜
B
S , z
B) ∈ im(p∗S). Using Lemma 5.15, Proposition
5.11 (together with (12)), and (bi) (applied to pS,k), we get:
f∗S,kRes
t=0
(pS)∗
⌢
G
(
yAS γS †QS
)
(yBS = λ˜
B
S ) · ωt
(pS)∗(1) · λ˜BS · t
= Res
t=0
(pS,k)∗f˜
∗
S,k
⌢
G
(
yAS γS †QS
)
(yBS = λ˜
B
S ) · ωt
(pS,k)∗(1) · λ˜BS · t
=
Res
t=0
(pS,k)∗
⌢
G
(
yAS · j
⋆
S,kγS †QS,k
)
(yBS = λ˜
B
S ) · ωt
(pS,k)∗(1) · λ˜BS · t
= Res
t=0
(pS,k)∗G
(
yAS · f˜
∗
S,k(qS)∗γS
)
(yBS = λ˜
B
S ) · ωt
(pS,k)∗(1) · λ˜BS · t
=
Res
t=0
(pS,k)∗G
(
yAS · p
∗
S,kf
∗
S,kβS
)
(yBS = λ˜
B
S ) · ωt
(pS,k)∗(1) · λ˜BS · t
= Res
t=0
G
(
yAS · f
∗
S,kβS
)
(yBS = λ˜
B
S ) · ωt
λ˜BS · t
,
since (qS,k)∗j
⋆
S,k = f˜
∗
S,k(qS)∗ (by Proposition 2.6) and (qS)∗γS = (pS)
∗βS .
This clearly implies (using (bi)) that, for arbitrary ∅ 6= J(S) ⊂ K(S), we have:
f∗J(S)Rest=0
(pS)∗
⌢
G
(
yAS · γS(z
A) †QS
)
(yBS = λ˜
B
S , z
B) · ωt
(pS)∗(1) · λ˜BS · t
= Res
t=0
G
(
yAS · f
∗
J(S)βS(z
A)
)
(yBS = λ˜
B
S , z
B) · ωt
λ˜BS · t
,
simply because fJ(S) factors through some fS,k. Then, from Proposition 2.6 and Proposition 5.12, we
obtain:
∑
∅6=J(S)⊂K(S)
(gJ(S))∗
(
CBJ(S) · f
∗
J(S)Rest=0
(pS)∗
⌢
G
(
yAS · γS(z
A) †QS
)
(yBS = λ˜
B
S , z
B) · ωt
(pS)∗(1) · λ˜BS · t
)
=
⌢
G
(
i⋆S,0βS(z
A) † S0
)
(zB).
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When we fix all but one coordinate in
⌢
H we get an extension
⌢
G of some mono-operation G by
Proposition 5.9(4). Applying the above considerations to these mono-operations for every S ∈ Tα and
S ∈ Tβ, we obtain:
i˜∗0
⌢
⌢
H(π∗SαS(z
A) † S|S∈Tα ;βS(z
A) † S|S∈Tβ)(z
B) = ∆∗T ,0
⌢
H
(
i⋆S,0π
∗
SαS(z
A) † S0|S∈Tα ; i
⋆
S,0βS(z
A) † S0|S∈Tβ
)
(zB) =
⌢ˆ
H
(
i⋆S,0π
∗
SαS(z
A) † S0|S∈Tα ; i
⋆
S,0βS(z
A) † S0|S∈Tβ
)
(zB).

Since the special divisor of ρ has no components over 0 and 1, the following cartesian diagram is
transversal:
X0
i˜0 //
ρ0

X˜ × P1
ρ

X1
i˜1oo
ρ1

X × {0}
i0
// X × P1 X × {1}.
i1
oo
From Lemma 5.17, we obtain:
(ρ0)∗
⌢ˆ
H(i⋆S,0π
∗
SαS † S0|S∈Tα ; i
⋆
S,0βS † S0|S∈Tβ )
(ρ0)∗(1)
= i∗0
ρ∗ ⌢⌢H(π∗SαS(zA) † S|S∈Tα ;βS(zA) † S|S∈Tβ)(zB)
ρ∗(1)
 =
i∗1
ρ∗ ⌢⌢H(π∗SαS(zA) † S|S∈Tα ;βS(zA) † S|S∈Tβ )(zB)
ρ∗(1)
 = (ρ1)∗ ⌢ˆH(i⋆S,1π∗SαS † S1|S∈Tα ; i⋆S,1βS † S1|S∈Tβ)
(ρ1)∗(1)
.
Hence,
⌣
G is trivial on the im(dc0,1), and so is well-defined on A
∗
(X), and the same applies to any poly-
operation.
For the constant part, we define:
⌣
G
(
π∗Xα(z
A)
)
(zB) := π∗XG
(
α(zA)
)
(zB). (21)
Similarly, for any poly-operation H, we can define an extension
⌣
H, where each coordinate is either
”constant”, or has support in positive co-dimension.
Then, for an arbitrary γ(zA) = π∗Xα(z
A) + β(zA), where α ∈ A[[zA]], β ∈ A
∗
(X)[[zA]], we define:
G(γ(zA)) :=
⌣
G(π∗Xα(z
A)) +
⌣
G(β(zA)) + ∆∗X
⌣
(ðG)(π∗Xα(z
A), β(zA)). (22)
We get a well-defined element GX of HomF ilt(A
∗(X)[[zA]], B∗(X)[[zB ]]). And similar for poly-operations.
Now we can, finally, complete the induction step. We closely follow [16, Proposition 5.16].
Proposition 5.18 Suppose, a coherent compatible family of dimension 6 (d − 1) is defined. Then it
extends uniquely to a coherent compatible family of dimension 6 d.
Proof: The uniqueness follows from the fact that the formulas (10) and (18) above are forced by the
conditions (bi−ii) and (cii−iii) (which, for (10), was proven in (12), and for (18) - in (19)), while the
formulas (21) and (22) are clearly forced by (bi), Taylor expansion and (cii), (ciii).
We already know that, for arbitrary X of dimension 6 d, and arbitrary operation G we can define GX ,
and similar for poly-operations. It remains to check that the whole collection H〈d〉, for all poly-operations
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H satisfies the conditions (ai−iv), (bi−ii), as well as (ci−iv). For (ai−iv) this follows immediately from the
(poly-operational version of the) formulas (21) and (22) using Proposition 5.14(0).
For (bi−ii), considering restrictions, it is clearly sufficient to treat the case of a mono-operation G. We
start with (bi). Let X
f
→ Y be a map, with dim(X),dim(Y ) 6 d. Using the definition of GX , GY , the
fact that f∗ preserves the A∗ = A⊕A
∗
decomposition, using Taylor expansion and again reducing to the
case of a mono-operation we see that it is sufficient to treat the cases of γ = β(zA) ∈ A
∗
(X)[[zA]] and of
γ = π∗Xα(z
A), for some α(zA) ∈ A[[zA]]. The constant case follows straight from the definition. And for
the β-case, by the continuity (Proposition 5.3), it is enough to treat the case of β(zA) ∈ A
∗
(X)[zA]. Using
the definition (18) of
⌣
G, and passing from poly to mono-operations, we can assume that β is represented
by one element (VY
vY→ Y˜
ρY→ Y, γ(zA)), where ρY is a projective bi-rational map, isomorphism outside the
strict normal crossing divisor VY , where γ ∈ im(ρ
!
Y : A
∗(ZY ) → A
∗(VY ))[[z
A]]. Then β = (ρY )∗(vY )∗(γ)(ρY )∗(1) .
Using the result of Hironaka [2], we can produce a commutative diagram:
VX
vX //
fV

X˜
ρX //
f˜

X
f

VY vY
// Y˜ ρY
// Y,
where ρX is projective bi-rational, the left square is cartesian, and VX
vX→ X˜ is a divisor with strict normal
crossings. Using Proposition 5.13, Lemma 5.15, Proposition 5.11, and Proposition 2.6, we obtain:
f∗GY
(
(ρY )∗(vY )∗(γ)
(ρY )∗(1)
)
:= f∗
(
(ρY )∗
⌢
G(γ † VY )
(ρY )∗(1)
)
=
(ρX)∗f˜
∗
⌢
G(γ † VY )
(ρX)∗(1)
=
(ρX)∗
⌢
G(f⋆V (γ) † VX)
(ρX)∗(1)
=:
GX
(
(ρX)∗(vX)∗f
⋆
V (γ)
(ρX)∗(1)
)
= GX
(
(ρX)∗f˜
∗(vY )∗(γ)
(ρX)∗(1)
)
= GX
(
f∗
(
(ρY )∗(vY )∗(γ)
(ρY )∗(1)
))
,
since (vY )∗(γ) ∈ im(ρ
∗
Y ). And (bi) is proven.
Pass to (bii). Let X
j
→ Y be a regular embedding of codimension s, with normal bundle Nj and
dim(Y ) 6 d. We can clearly assume that s > 0. Consider the cartesian blow-up diagram:
E
e //
ε

Y˜
π

X
j
// Y,
where E = PX(Nj), and Nj˜ = O(−1). Let M = ε
∗Nj/O(−1), ν
A,B
1 , . . . , ν
A,B
s−1 - be roots of M , and ζ
A,B -
be root of O(−1). By the already proven (bi), Proposition 2.7, the definition of GY˜ and Proposition 5.8,
π∗GY
(
j∗γ(z
A)
)
(zB) = G
Y˜
(
π∗j∗γ(z
A)
)
(zB) = G
Y˜
(
e∗(c
A
s−1(M) · ε
∗γ(zA))
)
(zB) =
e∗Res
t=0
GE
(
yA · cAs−1(M) · ε
∗γ(zA)
)(
yB = ζ˜B , zB
)
· ωt
ζ˜B · t
=
e∗Res
t=0
GE
(
yA ·
∏s−1
i=1 u
A
i · ε
∗γ(zA)
)(
yB = ζ˜B , uBi = ν˜
B
i |i∈s−1, z
B
)
· ωt
ζ˜B · t
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Using (4), again (bi) and Proposition 2.7, we can rewrite it as
e∗
s−1∏
i=1
νBi ·Res
t=0
GE
(
yA ·
∏s−1
i=1 u
A
i · ε
∗γ(zA)
)(
yB = ζ˜B , uBi = ν˜
B
i |i∈s−1, z
B
)
· ωt
ζ˜B
∏s−1
i=1 ν˜
B
i · t
 =
e∗
cBs−1(M) · ε∗Res
t=0
GX
(∏s
i=1 v
A
i · γ(z
A)
)(
vBi = µ˜
B
i |i∈s, z
B
)
· ωt∏s
i=1 µ˜
B
i · t
 =
π∗j∗Res
t=0
GX
(∏s
i=1 v
A
i · γ(z
A)
)(
vBi = µ˜
B
i |i∈s, z
B
)
· ωt∏s
i=1 µ˜
B
i · t
,
where we use that, by (ai), the expression GX
(∏s
i=1 v
A
i ·γ(z
A)
)(
vBi = µ˜
B
i |i∈s, z
B
)
is a symmetric function
in {µ˜Bi ; i ∈ s} divisible by
∏s
i=1 µ˜
B
i and symmetric functions for {µ
B
i ; i ∈ s} and {ζ
B, νBi ; i ∈ s− 1}
coincide. Now (bii) follows from the injectivity of π
∗.
Turn now to (ci−iv). The additivity of our assignment H 7→ H〈d〉 is clear. It remains to check that
results of Proposition 5.14 can be extended from elements supported in positive codimension A
∗
(X) to
the whole theory A∗(X). For part (1), this follows from Proposition 5.14(1) and the fact that morphisms
and pre-morphisms of theories commute with pull-backs, and we get (ci).
For part (4), it is clearly enough to consider the case where L\L′ = {i} is a one-point set. Let
H : ⊠j∈LA
∗
j → B
∗ ◦ (
∏L) be an |L|-nary poly-operation, and i ∈ L. Let Xj πj−→ Spec(k) be smooth
quasi-projective varieties, and γj = π
∗
jαj + βj ∈ Aˇ
∗
j , for j ∈ L, be some elements. Then, by definition,
H(γj |j∈L) =
∑
Jα∪Jβ=L
∆∗~X, ~J(πJα × id)
∗
⌣
(ðJH)(αj |j∈Jα , βj |j∈Jβ),
where J = Jα ∩ Jβ, ∆ ~X, ~J : ×j∈LXj → ×j∈L(~J)Xj with L(
~J) = Jα
∐
Jβ is the poly-diagonal map,
πJα = ×j∈Jαπj is the projection, and ðJH = ð
1;j∈JH. Let χ : L′ → L be the embedding. Then, denoting
J ′α = Jα\i, J
′
β = Jβ\i, by Proposition 5.14(4) we have:
(H)χ,π∗i αi+βi(γj|j∈L′) =
∑
Jα∪Jβ=L
∆∗~X, ~J(πJα × id)
∗
⌣
(ðJH)χJ ,~xJ (αj |j∈J ′α , βj |j∈J ′β) =∑
Jα∪Jβ=L
∆∗~X, ~J(πJα × id)
∗((ðJH)χJ ,~xJ )
⌣
(αj |j∈J ′α , βj |j∈J ′β),
where χJ : J
′
α
∐
J ′β → Jα
∐
Jβ is the embedding and ~xJ = {αi|if i∈Jα , βi|if i∈Jβ}. From the definition,
(Hχ,π∗i αi+βi)(γj |j∈L′) =(πi × id)
∗(Hχ,αi)(γj |j∈L′) + (Hχ,βi)(γj |j∈L′)+
(∆Xi × id)
∗(πi × id× id)
∗((ðiH)χi,(αi,βi)(γj |j∈L′),
where ∆Xi : Xi → X
×2
i is the diagonal map, L(i) is L with i duplicated and χi : L
′ → L(i) is the
complement to this double i. Note, that here (πi×id)
∗ is a morphism of theories (Bχ,•)
∗ = B∗ → (Bχ,Xi)
∗
and (∆Xi × id)
∗(πi × id× id)
∗ = id. Then, using Proposition 5.14(1) we can rewrite our expression as∑
J ′α∪J
′
β=L
′
∆∗~X, ~J ′(πJ ′α × id)
∗(ðJ ′(Hχ,π∗i αi+βi)
⌣
)(αj |j∈J ′α, βj |j∈J ′β) = (Hχ,π
∗
i αi+βi
)(γj |j∈L′).
So, we get (civ).
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For part (2), by the standard arguments using restriction and part (4), it is sufficient to consider the
case of a complete internalization Hˆ of a bi-operation H : A∗1 ⊠ A
∗
2 → B
∗ ◦ (
∏2). Let γi = π∗αi + βi ∈
Aˇ∗i (X), for i = 1, 2, where X
π
→ Spec(k) has dimension 6 d and βi has a positive co-dimension of support.
Let A∗ = A∗1 × A
∗
2. From the proof of Proposition 5.14(2) we have an equality of two bi-operations
(A∗)⊠2 → B∗ ◦ (
∏2) on (• × Proj)×2:
(ðHˆ) =
∑
J(1)∪J(2)=2
J(1)6=∅6=J(2)
(ð|J(i)|−1;i∈2H)
ϕ~J ◦ pr ~J ,
where pr ~J : (A
∗)⊠2 → ⊠j∈2(×i:J(i)∋jA
∗
i ) is the projection and ϕ~J :
∐
i∈2 J(i)→ 2 is the natural surjective
map. Now, let us fix α1, α2. Then (ðHˆ)((α1, α2), (β1, β2)) is a mono-operation A
∗ → B∗ in β-variable
which by the above must coincide with
∑
J(1)∪J(2)=2
J(1)6=∅6=J(2)
(ð|J(i)|−1;i∈2H)
ϕ~J ◦ pr ~J((α1, α2), (β1, β2)). Hence,
extensions
⌣
of these operations along β-variables coincide as well. By Proposition 5.14(1),(2), we have:
Hˆ〈d〉(γ1, γ2) :=π
∗Hˆ•(α1, α2) +
⌣
HˆX(β1, β2) +
⌣
(ðˆ)H •,X((α1, α2), (β1, β2)) = π
∗Hˆ•(α1, α2) +
⌣ˆ
HX(β1, β2)+∑
J(1)∪J(2)=2
J(1)6=∅6=J(2)
(
⌣
(ð|J(i)|−1;i∈2H)
ϕ~J
)•,X ◦ pr ~J((α1, α2), (β1, β2)) =:
ˆ(H〈d〉)(γ1, γ2),
and we obtain (cii).
For (ciii), by considering the restrictions Hχ to a single coordinate and using part (4), we can reduce
to the case of a mono-operation G : A∗ → B∗. As in the proof of Proposition 5.14(3), we have an
identity ð(∂m−1G) = ∂m−1Tot (ðG) between poly-operations ((A
∗)×m)⊠2 → B∗ ◦ (
∏2) on (• × Proj)×2.
Let X
π
→ Spec(k) has dimension 6 d and γi = π
∗αi + βi ∈ Aˇ
∗(X) for i ∈ m (where βi has positive
co-dimension of support). When we plug the fixed (αi|i∈m) into our poly-operations, we get a mono-
operation ð(∂m−1G)((αi|i∈m), (βi|i∈m)) in β-variable. Then the extensions
⌣
of our operations along
β-variable coincide as well. Since ∂Tot is expressible in terms of partial derivatives, by Proposition
5.14(3), we have that ∂m−1Tot
⌣
(ðG) =
⌣
(ð(∂m−1G)). Then, by (22) and Proposition 5.14(3),
(∂m−1G)〈d〉(γi|i∈m) = π
∗(∂m−1G)•(αi|i∈m) +
⌣
(∂m−1G)X(βi|i∈m) +
⌣
(ð(∂m−1G))•,X((αi|i∈m), (βi|i∈m)) =
∂m−1π∗(G)•(αi|i∈m) + ∂
m−1(
⌣
G)X (βi|i∈m) + (∂
m−1
Tot
⌣
(ðG))•,X((αi|i∈m), (βi|i∈m)) = ∂
m−1(G〈d〉)(γi|i∈m),
and we get (ciii). So, we obtain a coherent compatible family of dimension 6 d. 
Thus, we extend any r-ary poly-operation H from (• × Proj)×r to (Smk × Proj)
×r, and the result
satisfies in addition (bii). The fact that the restriction of it to (Proj × •)
×r coincides with the one to
(•×Proj)×r can be reduced by induction on r to the case of a mono-operation G : A∗ → B∗, and further
with the help of continuity (Proposition 5.3) and Discrete Taylor expansion to the case where respective
power series are monomials (here as well as in the Riemann-Roch Theorem below we abuse the notations
somewhat, as objects of Proj are only direct limits of objects of Smk). This latter case follows from (bii)
and (bi). Indeed, (considering partial diagonal embeddings) we can clearly assume that γ =
∏
i∈n y
A
i · α,
where yAi = c
A
1 (O(1)) on the i-th copy of P
∞ and α ∈ A. Consider the co-dimension n regular embedding
j : (P∞−1)n → (P∞)n and projections π : (P∞)n → • and ε = π ◦ j. Then γ = j∗(α), and denoting
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yA = yAi |i∈n, and using (bii) and (bi) we have:
G(P∞)×n(γ(y
A))(yB) = j∗Res
t=0
G(P∞−1)×n(
∏
i∈n x
A
i · α)(x
B
i = y˜
B
i |i∈n)ω
B
t∏
i∈n y˜
B
i · t
=
j∗Res
t=0
ε∗G•(
∏
i∈n x
A
i · α)(x
B
i = y˜
B
i |i∈n)ω
B
t∏
i∈n y˜
B
i · t
= π∗G•(
∏
i∈n
xAi · α)(x
B
i = y
B
i |i∈n).
So, our operation indeed extends the original transformation.
5.4 The uniqueness
Since the restriction of a poly-operation to a single variable is a mono-operation, it is clearly enough to
prove the uniqueness in the case of a mono-operation. Moreover, it is sufficient to show that the zero
mono-operation extends uniquely. Let G : A∗ → B∗ be such a mono-operation on Smk × Proj, whose
restriction to • × Proj is zero. Suppose, G is not zero, and X
π
→ Spec(k) is a smooth quasi-projective
variety of the smallest dimension d for which GX is not zero. Since A
∗ is constant, we can assume that
d > 0. Let γ ∈ A∗(X)[[zA]] be such that G(γ) 6= 0. Let α = γ|k(X) ∈ Aˇ
∗(k(X)) = Aˇ, and β = γ − π∗α.
Then GX(γ) = π
∗G•(α)+GX (β)+(ðG)•,X (α, β). Here we may treat (ðG)•,−(α,−) as a mono-operation
in β which is also trivial for varieties of dimension < d, since G is. Since G• = 0, we get that one
of the other two summands is non-zero. Thus, we may reduce to the case of an element supported
in positive co-dimension (we still keep the name G for our operation). Let β be supported on some
closed subscheme Z → X. Then, by the results of Hironaka [2], there exists a permitted blow-up map
ρ : X˜ → X, isomorphic outside Z and such that ρ−1(Z) is a divisor D with strict normal crossings on X˜.
Then ρ∗(β) is supported on D. Since the map ρ∗ (in B∗-theory) is injective, it is enough to consider the
case, where β is supported on a divisor with strict normal crossings. In this case, what we need follows
from the Riemann-Roch Theorem below, which gives (bii).
Indeed, let D
d
→ X be a divisor with strict normal crossings with components DJ0
dˆJ0→ D of multiplicity
mJ0 , J0 ∈ M0, dJ0 = d ◦ dˆJ0 , and λ
B
J0
= cB1 (O(DJ0)). Let β = d∗(δ), where δ =
∑
J0∈M0
(dˆJ0)∗(δJ0) ∈
Aˇ∗(D). Then, by the Taylor expansion 3.2, (bi), (bii) and transversal cartesian square (11), we have:
G(d∗δ(z
A))(zB) :=
∑
J1∈M˘1
(∂|J1|−1G)((dJ0)∗δJ0 |J0∈J1)(z
B) =
∑
J1∈M˘1
∆∗X,J1(ð
|J1|−1G)((dJ0)∗δJ0 |J0∈J1)(z
B) =
∑
J1∈M˘1
(dJ1)∗Res
t=0
(∂|J1|−1G)DJ1 (y
A
J0
δJ0(z
A)|J0∈J1)(y
B
J0
= t+B λ
B
J0
|J0∈J1 , z
B) · ωBt∏
J0∈J1
(t+B λ
B
J0
) · t
,
where δJ0 is restricted from DJ0 to DJ1 . But (∂
|J1|−1G)DJ1 = 0, since dim(DJ1) < d. So, G(β) = 0 - a
contradiction. Thus, operations extend uniquely from Proj to Smk.
Finally, the General Riemann-Roch theorem for non-additive operations. Here I formulate only the
mono-operational case, the general one is an obvious extension:
Theorem 5.19 Let A∗
G
→ B∗ be some operation on Smk. Then the composition
Smk × Proj
∏
// Smk
A∗
++
B∗
33 SetsG
satisfies (bii).
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Proof: Since an arbitrary line bundle L on Z is the restriction of the bundle O(1)1 ⊗ O(−1)2 via some
map of Z to (P∞)×2, we obtain that, for λAi := c
A
1 (Li) and x ∈ A
∗(Z), one has:
G(x ·
∏
i∈n
λAi ) = G(x ·
∏
i∈n
zAi )(z
B
i = λ
B
i |i∈n).
Indeed, from functoriality, we have an equality
G(γ(λ
A
)) = G(γ(zA))(zB = λ
B
),
for any γ ∈ A∗(Z)[[zA]] and very ample Li’s. And since G satisfies (aiii′) (as it satisfies (ai−iv)), the same
is true for arbitrary line bundles - cf. the proof of Proposition 5.8. Applying it to the regular embedding
X
g
→ Z = PX(N ⊕O), with the normal bundle N whose Chern roots are λi|i∈n with projection Z
ε
→ X,
and denoting
˜˜
λ
C
= ζC +C λ
C where ζC = cC1 (O(1)), by functoriality, we get:
G(g∗(u)) = G
(
ε∗(u) ·
∏
i∈n
˜˜
λ
A
i
)
= G
(
ε∗(u) ·
∏
i∈n
zAi
)(
zBi =
˜˜
λ
B
i |i∈n
)
=(∏
i∈n
˜˜
λ
B
i
)
· ε∗ Res
t=ζB
G
(
u ·
∏
i∈n z
A
i
)(
zBi = λ˜
B
i |i∈n
)
ωt∏
i∈n λ˜
B
i · (t− ζ
B)
=
(∏
i∈n
˜˜
λ
B
i
)
· ε∗Res
t=0
G
(
u ·
∏
i∈n z
A
i
)(
zBi = λ˜
B
i |i∈n
)
ωt∏
i∈n λ˜
B
i · t
=
g∗Res
t=0
G
(
u ·
∏
i∈n z
A
i
)(
zBi = λ˜
B
i |i∈n
)
ωt∏
i∈n λ˜
B
i · t
(let us denote it g∗(v) for later use),
since
(∏
i∈n
˜˜
λ
B
i
)
· ζB = 0 (note also, that ζB is nilpotent). So we obtain the statement for this case.
For an arbitrary regular embedding X
f
→ Y we use the deformation to the normal cone construction.
We have varieties W˜ = BlX×{0}⊂Y×A1 , X˜ = X × A
1, W0 = PX(Nf ⊕ O), W1 = Y × {1} with natural
projections: X˜
p
→ X and W˜
π
→ Y . These fit into the diagram:
W0
i0 // W˜ W1
i1oo
X
j0
//
g
OO
X˜
h
OO
X
j1
oo
f
OO
with both squares transversal cartesian. Then G(g∗(u)) = g∗(v), where v is given by the above formula.
Since B∗ satisfies (LOC) axiom, we have that G(h∗p
∗(u)) = h∗(x), for some x ∈ B
∗(X˜). On the other
hand,
G(g∗(u)) = G(g∗j
∗
0p
∗(u)) = G(i∗0h∗p
∗(u)) = i∗0G(h∗p
∗(u)).
Thus, g∗(v) = i
∗
0h∗(x) = g∗j
∗
0(x), and since g∗ is injective and j
∗
0 is an isomorphism, we obtain that
x = p∗(v). Hence,
G(f∗(u)) = G(f∗j
∗
1p
∗(u)) = G(i∗1h∗p
∗(u)) = i∗1G(h∗p
∗(u)) = i∗1h∗p
∗(v) = f∗(v),
and we are done. 
This finishes the proof of Theorems 5.1 and 5.2.
Theorem 5.1 together with the considerations of Subsection 5.1 provide the following algebraic de-
scription of operations from a theory of rational type.
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Theorem 5.20 Let A∗ be a theory of rational type and B∗ - any theory in the sense of Definition 2.1.
Then operations A∗ → B∗ are in one-to-one correspondence with the maps
G ∈ HomF ilt(A[[z
A]], B[[zB]])
satisfying (ai), (aii), (aiii) and (aiv) of Subsection 5.1.
6 Non-additive Symmetric operations
The current article was motivated by the desire to construct the last remaining, the 0-th Symmetric
operation, for all prime numbers. In contrast to all other Symmetric operations this one is non-additive.
The idea that such an operation should exist comes from the p = 2 case where it was produced (together
with all others) by an explicit geometric construction - see [15] long before the case of an add p could be
approached.
Symmetric operations are related to Steenrod operations of Quillen’s type in Ω∗. The Total Steenrod
operation (modp)
Ω∗
St(i)
−→ Ω∗[i−1][[t]][t−1]
is a multiplicative operation, whose inverse Todd genus is given by the formula:
γSt(i)(x) = x
p−1∏
i=1
(x+Ω [ij ] ·Ω t),
where {ij |j=1,...,p−1} is some choice of representatives of non-zero cosets (modp), and i is their product.
Let p denote the operation of the p-th power (a non-additive operation). Then it appears that the
part of (p − St(i)) corresponding to the non-positive powers of t is divisible by the formal [p] = p·Ωtt .
Using our main result Theorem 5.1 we prove in [17, Theorem 7.1] that one can divide canonically and
get the Total Symmetric operation for a given p:
Theorem 6.1 There is unique operation Φ(i) : Ω∗ → Ω∗[i−1][t−1], for which:
(p − St(i)− [p] · Φ(i)) : Ω∗ → Ω∗[i−1][[t]]t.
Symmetric operations encode all p-primary divisibilities of characteristic numbers, and in a sense,
plug the gap left by the Hurewitz map L →֒ Z[b1, b2, . . .]. This permits to apply them to various questions
related to torsion effects. In [14] they were applied to the problem of field of definition of the Chow
group elements. In [18] we apply Theorem 6.1 to determine the structure of Algebraic Cobordism as
a module over the Lazard ring. We prove in [18, Theorem 4.3] that Ω∗(X) has relations in positive
codimensions. This extends the result of M.Levine-F.Morel claiming that the generators of this module
are in non-negative codimensions. As an application we compute the Algebraic Cobordism ring of a
curve. In all these statements the use of non-additive 0-th Symmetric operation Φt
0
is essential as it
permits to sharpen the results.
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