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Abstract
We prove that the metric characterization of real normed spaces obtained by T. Oikhberg and H. Rosenthal can be obtained
without a continuity assumption provided that the space is at least two-dimensional. In order to get this improvement we first need
to understand the exceptional one-dimensional case.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction and statement of the main result
Let X be a vector space over the field of real numbers R. A metric d : X × X → [0,∞) is called translation
invariant if
d(x + z, y + z) = d(x, y)
for all x, y, z ∈ X. Every norm ‖ · ‖ on X induces a (translation invariant) metric on X defined by d(x, y) = ‖x − y‖,
x, y ∈ X. Oikhberg and Rosenthal [4] gave a geometric description of metrics on vector spaces which are induced
by norms. Their main result states that if d is a translation invariant metric on X such that the multiplication by real
scalars is continuous and every one-dimensional subspace of X is isometric to R (here, R is equipped with the usual
metric), then d is induced by some norm on X. They also gave an example showing that the continuity assumption is
indispensable.
The example given in [4] is one-dimensional. Our first goal is to clarify the one-dimensional case by proving the
following theorem. Recall that a function f : R → R is called additive if f (t + s) = f (t) + f (s) for every pair
t, s ∈ R.
Theorem 1.1. Let d be a translation invariant metric on R such that (R, d) is isometric to (R, | · |). Then there exists
a bijective additive function f : R → R such that
d(t, s) = ∣∣f (t) − f (s)∣∣, t, s ∈ R. (1)
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defined by (1) is translation invariant and f is an isometry of the metric space (R, d) onto the one-dimensional normed
space (R, | · |).
Now, easy standard arguments show that for every additive function f : R → R we have f (rt) = rf (t) for every
real t and every rational number r . In particular, f (r) = cr , r ∈ Q, where c = f (1). Thus, the metric d appearing
in the above theorem is induced by a norm (the absolute value multiplied by a nonzero constant) if and only if f is
continuous with respect to the usual metric on R. It is well known that there exist non-continuous bijective additive
maps on R. Just recall that the Zorn lemma implies the existence of a Hamel basis of the linear space R over Q, that is,
a maximal Q-linearly independent set {eα: α ∈ J } ⊂ R. Then every t ∈ R has a unique representation t =∑α∈J tαeα ,
where tα ∈ Q, α ∈ J , and only finitely many of tα’s are nonzero. If {bα: α ∈ J } is any other Hamel basis of the rational
vector space R, then the function f : R → R defined by ∑α∈J tαeα →∑α∈J tαbα is bijective and additive. Such an
f is continuous if and only if there exists a nonzero c ∈ R such that f (t) = ct , t ∈ R, which is equivalent to the fact
that there exists a nonzero c ∈ R such that bαe−1α = c for every α ∈ J .
Our main result shows that the continuity condition is superfluous when considering vector spaces of dimension at
least two.
Theorem 1.2. Let X be a real vector space, dimX  2, equipped with a metric d . Assume:
(1) d is translation invariant;
(2) every one-dimensional subspace of X is isometric to R.
Then there exists a norm ‖ · ‖ on X such that d(x, y) = ‖x − y‖, x, y ∈ X.
Obviously, the norm ‖ · ‖ in the conclusion is defined by ‖x‖ = d(x,0), x ∈ X. If every one-dimensional subspace
of X is isometric to R and the metric d is translation invariant, then actually every one-dimensional affine subspace
of X is isometric to R.
In [4] the authors treated also the complex case under the additional condition that the metric d satisfies
d(ix, iy) = d(x, y), x, y ∈ X. However, in the complex case the continuity assumption is indispensable even in the
higher-dimensional cases. To see this recall that there exist non-continuous automorphisms f of the complex field [2].
Such an automorphism is unbounded on every neighbourhood of 0. Define a metric d on C2 by
d
(
(λ,μ), (τ, ξ)
)= ∣∣f (λ − τ)∣∣+ ∣∣f (μ − ξ)∣∣, λ,μ, τ, ξ ∈ C.
Then a straightforward arguments show that d is a translation invariant metric on C2 satisfying d(ix, iy) = d(x, y),
x, y ∈ X, and every one-dimensional subspace of (C2, d) is isometric to C. However, the map x → d(x,0), x ∈ C2,
does not satisfy d(λx,0) = |λ|d(x,0), x ∈ C2, λ ∈ C.
2. Proofs
Let us start with a known and rather trivial result concerning translation invariant metrics. If d is a translation
invariant metric on a real vector space X, then for the map ‖ · ‖ : X → R defined by ‖x‖ = d(x,0), x ∈ X, and for
every pair x, y ∈ X we have: ‖x‖ = ‖−x‖, ‖x‖ = 0 ⇔ x = 0, and ‖x + y‖  ‖x‖ + ‖y‖. The converse is obvious:
if ‖ · ‖ : X → [0,∞) is a map having the above three properties, then the map d : X × X → R defined by d(x, y) =
‖x − y‖, x, y ∈ X, is a translation invariant metric on X.
Let us now turn to the one-dimensional case.
Proof of Theorem 1.1. Let f : (R, d) → (R, | · |) be an isometry. As every translation t → t −p, t ∈ R, is an isometry
of R (equipped with the natural metric), we may, and will assume that f (0) = 0. For every pair t, s ∈ R we have∣∣f (t) − f (s)∣∣= d(t, s) = d(t − s,0) = ∣∣f (t − s)∣∣. (2)
From |f (t)| = d(t,0), |f (−t)| = d(−t,0) = d(0, t), and bijectivity of f we conclude that f (−t) = −f (t) for every
real t . Replacing s by −s in (2) we get∣∣f (t) + f (s)∣∣= ∣∣f (t + s)∣∣, t, s ∈ R.
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(
t + s
2
)
− f (t)
∣∣∣∣=
∣∣∣∣f
(
s − t
2
)∣∣∣∣= 12
∣∣f (s) − f (t)∣∣
and ∣∣∣∣f
(
t + s
2
)
− f (s)
∣∣∣∣=
∣∣∣∣f
(
t − s
2
)∣∣∣∣= 12
∣∣f (s) − f (t)∣∣
for an arbitrary pair t, s ∈ R. It follows that f ( t+s2 ) is a midpoint of f (t) and f (s), that is,
f
(
t + s
2
)
= f (t) + f (s)
2
, t, s ∈ R.
Put s = 0 to conclude that f ((1/2)t) = (1/2)f (t). Hence f is additive, as desired. 
In the sequel we will need the following lemma.
Lemma 2.1. Let X be an arbitrary real vector space and h : R2 → X an injective additive map. Assume that h maps
every one-dimensional subspace of R2 onto some one-dimensional subspace of X. Then h is linear.
Proof. Let {e1, e2} be the standard basis of R2. By our assumptions f (Re1) is a one-dimensional subspace of X
spanned by some nonzero vector u. Similarly, there is a nonzero v ∈ X such that f (Re2) = [v]. Here, [v] denotes the
one-dimensional subspace of X spanned by v. The injectivity assumption yields that u and v are linearly independent.
An arbitrary x ∈ R2 can be written as x = te1 + se2 for some s, t ∈ R. It follows that h(x) = h(te1)+ h(se2) ∈ [u,v].
Hence, h maps R2 into the linear span of u and v. Composing h with a suitable linear map we may, and will assume
that X = R2 and h(t,0) = (a(t),0), t ∈ R, and h(0, s) = (0, b(s)), s ∈ R, for some additive functions a, b : R → R.
Consequently,
h(t, s) = h(t,0) + h(0, s) = (a(t),0)+ (0, b(s))= (a(t), b(s)), t, s ∈ R.
All vectors h(t, t) = (a(t), b(t)), t ∈ R, belong to the same one-dimensional subspace of R2. It follows that there
exists a nonzero constant k such that b(t) = ka(t), t ∈ R. After composing h with yet another linear map we may, and
will assume that k = 1.
Let now s be any real number. The set of vectors {(a(t), a(st)): t ∈ R} is contained in some one-dimensional
subspace of R2. Thus, the value
a(st)
a(t)
is independent of t 	= 0. Denote this value by c(s). Then the functions a, c : R → R satisfy the functional equation
a(ts) = c(s)a(t), t, s ∈ R.
In particular, c(s) = ma(s), s ∈ R, where m = a(1)−1. It follows that a(t2) = m(a(t))2 is either nonnegative for every
real t , or nonpositive for every real t . Let us consider just the first case. Then we have a(t)  0 for every t  0. It
follows that a(s + t) a(s) whenever t  0. In other words, a is an increasing function. As a(r) = ra(1), r ∈ Q, we
have a(t) = ta(1), t ∈ R. Thus, h is linear. 
We continue with a trivial statement.
Lemma 2.2. Let X and Y be real normed spaces and h : X → Y an additive isometry. Then h is linear.
Proof. By additivity we have h(rx) = rh(x) for every x ∈ X and every rational number r . As h is an isometry, it is
continuous, and therefore h(tx) = th(x) for every x ∈ X and every real number t . 
Let Γ be a nonempty set. We denote by l∞(Γ ) the set of all families {uα: α ∈ Γ }, where uα ∈ R for all α ∈ Γ ,
such that supα∈Γ |uα| < ∞. We define the addition and multiplication in the usual manner and introduce the norm
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that k : Rn → R is a function such that
k(x + y) k(x) + k(y), x, y ∈ Rn,
k(−x) = k(x), x ∈ Rn,
k(nx) = nk(x), x ∈ Rn, n ∈ N.
Then there exist a set Γ and an additive map g :Rn → l∞(Γ ) such that k(x) = ‖g(x)‖∞, x ∈ Rn. To make this
short note as self-contained as possible we give here a brief idea of the proof of this result. Obviously, we have
k(rx) = rk(x), x ∈ Rn, r ∈ Q ∩ [0,∞). It is not difficult to see that k(x)  0 for all x ∈ Rn. For every x0 ∈ Rn we
observe that the additive function a : Qx0 → R defined by a(rx0) = rk(x0) satisfies a(x)  k(x), x ∈ Qx0. Using
a similar technique as in the proof of the Hahn–Banach theorem we extend a to an additive function a : Rn → R
satisfying a(x)  k(x), x ∈ Rn, and a(x0) = k(x0). We define Γ to be the set of all additive functions b : Rn → R
with the property that b(x) k(x), x ∈ Rn. It is then rather easy to see that the function g : Rn → l∞(Γ ) defined by
g(x) = {b(x): b ∈ Γ }
has all the desired properties.
Proof of Theorem 1.2. We define ‖ · ‖ : X → R by ‖x‖ = d(x,0), x ∈ X. All we have to do is to prove the homo-
geneity of ‖ · ‖, that is, ‖tx‖ = |t |‖x‖, t ∈ R, x ∈ X. Hence, we can restrict our attention to any two-dimensional
subspace of X containing the vector x. Thus, there is no loss of generality in assuming that X is two-dimensional. In
other words, we may, and will assume that X = R2.
By Theorem 1.1 we know that ‖nx‖ = n‖x‖ for all x ∈ R2 and n ∈ N. So, by the above result there exist a real
normed space Y and an additive function g : R2 → Y such that
‖x‖ = ∥∥g(x)∥∥
Y
, x ∈ R2.
It follows from ‖x‖ = 0 ⇔ x = 0 that g is injective.
Let u ∈ R2 be any nonzero vector. Then we can identify [u] = {tu: t ∈ R} with R in the natural way. By the
second condition in our statement [u] is isometric to R and by Theorem 1.1 there exists a bijective additive function
f : [u] → R such that d(pu,qu) = |f (pu) − f (qu)|, p,q ∈ R. Hence, the additive map g ◦ f −1 : R → Y satisfies∥∥g(f −1(t))− g(f −1(s))∥∥
Y
= |t − s|, t, s ∈ R.
By Lemma 2.2, g ◦ f −1 is linear. In particular, g ◦ f −1 maps R onto a one-dimensional subspace of Y . From here we
conclude that g maps [u] onto some one-dimensional subspace of Y . As u ∈ R2 was an arbitrary nonzero vector we can
apply Lemma 2.1 to conclude that g is linear. But then ‖tx‖ = ‖g(tx)‖Y = |t |‖g(x)‖Y = |t |‖x‖, x ∈ R2, t ∈ R. 
3. A final remark
In this short note we are dealing with characterizations of real normed spaces among all real linear metric spaces.
What are properties of a metric d that yield the existence of a norm which induces the given metric? It is natural to
start with the property of being invariant under translations. But as we know this is not enough to ensure the existence
of such a norm.
Oikhberg and Rosenthal [4] suggested to add the assumption that every one-dimensional subspace is isometric
to R. As we have proved, this additional assumption alone is enough to get the desired characterization as long as we
restrict our attention to vector spaces of dimension at least two.
This is not the case with another geometric property that comes naturally to one’s mind when thinking of charac-
terizations of normed spaces among all metric vector spaces. Let X be a real vector space equipped with a metric d .
For an arbitrary pair of vectors x, y ∈ X we call the point
x + y
2
the algebraic midpoint of x and y. A point z is called a metric midpoint of x and y if
d(x, y) = 2d(z, x) = 2d(z, y).
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infinitely many metric midpoints). So, the natural question here is whether the fact that d is a translation invariant
metric with the property that for every pair x, y ∈ X the algebraic midpoint is a metric midpoint implies that d is
induced by some norm. It is clear that the answer is negative. If we define as usual ‖x‖ = d(x,0), x ∈ X, then it is
easy to see that ‖nx‖ = n‖x‖, x ∈ X, n ∈ N. So, one can apply Berz’s result to conclude that there exist a normed
space Y and an additive map g : X → Y such that ‖x‖ = ‖g(x)‖Y , x ∈ X. It follows that ‖rx‖ = |r|‖x‖, r ∈ Q, x ∈ X.
Thus, ‖ · ‖ is a norm if and only if the multiplication by real scalars is continuous. Clearly, if Y is any real normed
space and g : X → Y any injective additive map, then the metric d on X defined by
d(x, y) = ∥∥g(x) − g(y)∥∥
Y
, x, y ∈ X,
is translation invariant and has the property that each algebraic midpoint is a metric midpoint.
To conclude, the additional assumption that every one-dimensional subspace is isometric to R is enough to get a
characterization of normed spaces without imposing any continuity condition, while the additional condition involving
algebraic and metric midpoints gives rise to such a characterization only if we add a suitable continuity assumption
(or some other appropriate regularity condition like boundedness at 0, boundedness in each direction, . . . ).
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