The problem considered in this paper consists of a cascade of reactions with discrete as well as distributed delays, which arose in the context of Hes1 gene expression. For the abstract general model sufficient conditions for global stability are presented. Then the abstract result is applied to the Hes1 model.
Introduction
The paper is motivated by the problem of global stability of a positive steady state in the system of delay differential equations that describes gene expression of Hes1 protein. A scheme of biochemical reactions connected with this process is shown in the left-hand side panel of Fig. 1 . The mathematical model proposed by Monk [17] consists of two ordinary differential equations with time delays that reflect protein production time and mRNA transcription. Local stability of the positive steady state of the model was extensively studied in literature (eg. [1, 2, 7, 18] and references therein). It is known, that if degradation rates of Hes1 protein and its mRNA are sufficiently large, the positive steady state is locally asymptotically stable and stability does not depend on time delay (see [1, 2] ). On the other hand, for other values of degradation rates of Hes1 protein and its mRNA, the stability depends on the sum of delays in transcription of mRNA and protein's production and if the delay exceeds some critical value, Hopf bifurcation occurs (see [1, 2] ). In [2] a direction of the bifurcation was studied, and conditions guaranteeing existence of the supercritical bifurcation was found. However, we are not aware of any results that address the question of global stability of the steady state of this system. In this paper we study global stability of the positive steady state in the Hes1 gene expression model and we generalise the result for similar systems as those shown in the right-hand side of Fig. 1 . This kind of systems can be also considered as a simple signalling pathway. Gene expression models as well as signalling pathways are involved in many more complicated biological phenomena, including carcinogenesis (see eg. [3, 4, 10, 12, 16] and references therian). We hope the results as well as the methods presented in the paper could be used to various, even more complicated models, and also to tumour growth models.
Standard tool used in proving global stability is the method of Liapunov functionals. However, although the method is well known, the construction of suitable functional is usually a "bottle neck". Recently, Liz and Ruiz-Herrera [13] proposed the method for proving global stability of the steady state of delay differential equations by investigating the asymptotic behaviour of some corresponding discrete dynamical system. The method was developed for Hopfield's model of neural networks. Here, we adapt this method to other type of delay differential equations that arises from the model of Hes1 gene expression. The main idea of the Liz-Ruiz-Herrera method is to determine global stability of the trivial steady state of the equatioṅ x j (t) = −x j (t) + F j x 1 (t − τ j1 ), x 2 (t − τ 2 j ), . . . , x k (t − τ jk ) , j = 1, 2, . . . , k, (1.1) where
, by assuming suitable asymptotic properties for the discrete system
In fact, if we rewrite Eq. (1.1) as
and let ε → 0 we arrive at (1.2). Clearly, after time rescaling, which is equivalent to set new delays τ jℓ = τ jℓ /ε → +∞ (see [15] for extensive study of one singularly perturbed differential equation), we may say the Liz-Ruiz-Herrera method investigates the behaviour of (1.1) for very large delays. The main weak point of the method is a strong assumption made on the discrete system, which require the steady state to be a strong attractor. We precise this notion in the next section in Definition 2.4. The second issue is the term "−x j (t)". However, it can be easily overcome. If the term −g j (x j (t)) appears instead and g j is a homeomorphism, it is enough to consider g −1 j F j (y) in the right-hand side of the corresponding discrete system (see Remark 2.2 in [14] ). The method works also for particular systems with distributed delays.
Here we adapt the method proposed in [14] for the system that arises in the context of gene expression models. We consider a cascade of reactions with feedback as shown in the right-hand side panel of Fig. 1 . We formulate a general theorem that shows, under suitable assumptions, global stability of the steady state of the system. The condition is independent of the magnitude of delay, and therefore is limited to the region in the parameter space, where the steady state is locally stable independently of the delay. Although the Liapunov functionals method can give stronger condition, this method is easier to apply. As an example, application of the theoretical result to the Hes1 gene expression model is given.
The paper is organised as follows. In Section 2 we formulate an abstract framework and prove the general theorem. In Section 3 we use the results proved in Section 3 to the Hes1 gene expression model. We conclude the paper with a short discussion.
Abstract theory

Notation and model description
Let τ ≥ 0 be an arbitrary real number. For an arbitrary set Ω ⊂ k , by C(Ω) we denote the set of continuous functions defined on [−τ, 0] with values in Ω with standard supremum norm.
We consider the following system of equations:
where the functions f j : × → are continuous fulfilling f j (t, 0) = 0 for all j = 1, 2, . . . , k, t ∈ and θ j , j = 1, 2, . . . , k, are probabilistic measures, that is θ j (s) ≥ 0 and 0 −τ θ j (s)ds = 1. To close the system we consider continuous initial condition Proof : Local existence follows from the standard existence theorem for delay differential equations (DDEs); [9] .
Define a set of indexes I g ⊂ {1, 2, . . . , k} such that for any j ∈ I g the function f j is globally Lipschitz.
If I g = {1, 2, . . . , k}, then global existence follows from the standard theory of DDEs; [9] . Assume now, that I s = {1, 2, . . . , k} \ I g ∅. There exists τ min > 0 such that supports of θ j are included in [−τ, −τ min ] for all j ∈ I s , that is for all j ∈ I s , t ∈ and ϕ ∈ C( ) we have To prove Theorem 2.3 we use Theorem 2.5 from the paper by Liz and Rus-Herrera; [14] .
Definition 2.4 (Definition 2.1 in [14]) Let H : D → D be a continuous map defined on D
= (a 1 , b 1 )× (a 2 , b 2 ) × · · · × (a k , b k ). An equilibrium y * ∈ D of the system y(n + 1) = H y(n) , n = 1, 2, 3, . . . ,
is a strong attractor in D if for every compact set K ⊂ D there exists a family of sets
where I m is the product of k nonempty compact intervals, satisfying
y * ∈ Int(I m ) for all m ∈ , and
First, we prove the following.
Theorem 2.5 Let h j : → , j = 1, 2, . . . , k, be arbitrary continuous functions, such that |h 1 (x)| < β 1 |x| for x 0, and
Let K ⊂ k be an arbitrary compact set. First, we prove the assertion of Theorem 2.3 under the assumption β 1 β 2 · · · β k < 1. Next, we explain how to adapt the arguments to the case β 1 β 2 · · · β k = 1. Although arguments are very similar in both cases, in the case β 1 β 2 · · · β k < 1 we can omit some technicalities and we belive it is easier to follow the main idea of the proof.
Assume β 1 β 2 · · · β k < 1. We chose a positive numbers q j , j = 1, 2, . . . , k − 1, in a recursive manner. Let q k = 1 and let q j , j = 1, 2, . . . , k − 1 be any numbers satisfying
Indeed, such numbers exists. We prove it by induction. As
It is easy to check, that (2.5) holds for q j = β 1 β 2 · · · β j + ε j . Hence, by mathematical induction there exists q j , j = 1, 2, . . . , k − 1, such that inequalities (2.5) hold. Set a so large that
.
and
Due to (2.5), (2.6) and (2.7) we have
and therefore H(I 1 ) ⊂ I 2 ⊂ Int(I 1 ). For any m = 2, 3, . . . , and j = 1, 2, . . . , k, j mod k, the following implication is true
Thus, if I m ⊂ I m−1 , then I m+1 ⊂ I m and the claim that I m+1 ⊂ Int(I m ) for all m ∈ is proved by mathematical induction. Moreover, the assumption |h j (x)| ≤ β j |x| implies H(I m ) ⊂ I m+1 for all m ∈ , and hence the family of sets {I m } fulfil conditions (B1) and (B2) of Definition 2.4.
It remains to prove that condition (B3) of Definition 2.4 holds. It is clear that 0 ∈ I m for all m ∈ . Note, because β 1 β 2 · · · β k < 1,
condition (B3) of Definition 2.4 holds, and the assertion of Theorem 2.5 is proved for
It remains to prove the assertion if β 1 β 2 · · · β k = 1. Leth be an arbitrary continuous increasing function such that for all x > 0 inequalities
hold. Such function exist due to the assumption |h 1 (x)| < β 1 |x| and that the function x → β 1 |x| is increasing. Set an arbitraryã > 0 such that
Take a =ã/r. Let us choose numbers q j such that inequalities (2.5) hold but with β 1 replaced bỹ h 1 (a)/a, and define a 1 ( j), j = 1, 2, . . . , k as in (2.6). Now, we define a j (m) for j = 2, 3, . . . , k, and m = 2, 3, 4, . . . as in (2.7), and take a 1 (m) =h 1 (a k (m − 1)). Note, that under such choice of a j (m), j = 1, 2, . . . , k and m = 2, 3, 4, . . . , the implication (2.8) also holds. Indeed, the argument for j = 2, 3, . . . , k is the same as above, and for j = 1 we have
due to (2.9) and the fact thath is increasing. Thus, the arguments as in the case β 1 β 2 · · · β k < 1 and the first inequality of (2.9) yield
To show the intersection of the family {I m } is the point {0} we need a little finner argument than above, but the idea remains similar. Indeed, for any j = 1, 2, . . . , k the sequence {a 1 (kℓ + j)} ∞ l=1 is given by the following equality
Because, due to (2.9), for any
for any fixed j = 1, 2, . . . , k the sequence {a 1 (kℓ + j)} ∞ l=1 is monotone and bounded, yielding the existence of limit. It is easy to see that this limit is equal to 0. The argument as in the case β 1 β 2 · · · β k < 1 completes the proof. Proof of Theorem 2.3: It is easy to see that the functions h j (x) = 1 µ j f j (x) fulfil assumptions of Theorem 2.5. Thus, the assertion of Theorem 2.3 follows from Remark 2.2 and Theorems 2.5 and 2.6 from [14] .
In Theorem 2.3 we assumed that the functions f j , j = 1, 2, . . . , k, are defined on the whole real line and the point 0 ∈ k is a steady state. Of course, with a simple change of variables we can always move a steady state to 0 ∈ k . Now, we present an obvious corollary that extends our result for the system where the functions f j are defined only on some interval. ( 
Proof : Stability assertion from points (i) and (ii) follows from Theorem 2.3 directly. The characteristic matrix for the trivial steady state of (2.1) reads
The characteristic function reads
In the case without delay (that is if all θ j are concentrated at 0), we immediately deduce that W has a positive real root and the trivial steady state is unstable. For the case with delay we use the Mikhailov Criterion (see [8] ). To get stability we require that the change of argument of the vector W(iω) while ω changes from 0 to +∞ is equal to kπ/2, which is impossible because W(0) < 0 and argument of W(iω) tends to kπ/2 as ω → +∞. Now, we consider the case γ 1 γ 2 · · · γ k < 0 and
If each of the measures θ j , j = 1, 2, . . . , k, is concentrated at the single point τ j , then η j (λ) = e −λτ i and
Note, if stability change occurs, there exists a purely imaginary root iω 0 of W(λ), with ω 0 ≥ 0. This is equivalent to existence of a positive root of the function
The function F is a polynomial of the degree 2k. It is easy to see that it has exactly one positive root [6] ensures that if F ′ (ω 0 ) > 0, eigenvalues cross imaginary axis from left to right. Thus, if the steady state is unstable for τ = 0, it remains unstable for all τ > 0 and if it is stable for τ = 0, it loses its stability at some point τ cr > 0 and remains unstable. Proposition 1 from [6] implies also that in this case the Hopf bifurcation occurs.
Applications
In this section we consider two particular examples of models to which the theory developed in the previous section can be applied. First, we consider a signalling pathway with feedback. We assume that a sequence of reactions is such that each one triggers the next one and the last one suppresses (or inhibits) an external production of the first chemical (see left-hand side panel of Fig. 1 for the scheme of reactions). The second example would be the model of Hes1 gene expression proposed by Monk [17] .
Signalling pathway model
Let α j , j = 2, 3 . . . , k, be positive constants and f : [0, +∞) → + be Lipschitz continuous and bounded. Consider the model of k reactions such that the chemical X j induces production of the chemical X j+1 , j = 1, 2, . . . , k − 1, while the chemical X k affects production of the chemical X 1 according to the function f (increasing function f models activation, while decreasing one models inhibition). We assume each reaction is affected by distributed time delay described by the distribution θ j , j = 1, 2, . . . , k. Denoting by x j , j = 1, 2, . . . , k, concentrations of the chemicals X j , we arrive at the following model
where µ j are degradation rates for the chemicals X j , and α j > 0 denote production rates. We do not lose generality by assuming µ 1 = 1, since we can always rescale time in an appropriate manner. We close the system by imposing initial condition
Proposition 3.1 For any positive bounded and globally Lipschitz continuous function f there exists a unique solution to (3.1) with initial data (3.2), which is non-negative and defined for all t ≥ 0.
Proof : Theorem 2.1 implies existence and uniqueness. It remains to prove non-negativity. However, due to positivity of f and θ j we can estimateẋ j ≥ −µ j x j which yields desired assertion. An easy observation is the following.
Proposition 3.2 Let
If X = (x 1 ,x 2 , . . . ,x k ) is a positive steady state of the system (3.1), thenx j , j = 1, 2, . . . , k, fulfil
As we can always rescale the k-th variable byx k , without loss of generality we may assume that x k = 1. Then the steady state is of the form 
and α 1 ≤ δ 1 , then the steady state X is globally asymptotically stable in C [0, +∞) k .
Proof : Note, that the set [0, +∞) k is invariant with respect to the evolution of system (3.1). As the inequality α 1 ≤ δ 1 is equivalent to α 1 α 2 · · · α k ≤ µ 2 µ 3 · · · µ k , the assertion of Proposition 3.3 is a direct consequence of Corollary 2.6.
Proposition 3.4 Assume that the function f fulfils the following conditions (A1) f is a C
2 -class decreasing function, f (x) > 0 for all x ∈ [0, +∞);
(A2) there exists x c ≥ 0 such that f is convex for x > x c and it is concave for 0 < x < x c ;
. (ii) The value of x 0 is uniquely defined.
Let x
(iii) If one of the following statements holds
then the steady state X is globally asymptotically stable in C [0, +∞) k Proof : Note, the right hand-side of Eq. (3.4) is an increasing function of x, which is 0 at x = 0, and tends to +∞ as x → +∞, while f is a decreasing function of x. Obviously f (0) > 0, which implies assertion of the point (i). The first derivative of g reads
If x c = 0, then f is convex for all x > 0 and therefore g is decreasing on (0, 1) and increasing on (1, +∞), so g(0) > 0 and g has no positive zeros different from x = 1. Similarly, if x c = 1 g also has no positive zeros different from x = 1. Assume now, x c > 0 and x c 0. Due to the assumptions of the proposition, g ′ (x) has exactly two positive roots: x = 1, and x = x c , and The function g is decreasing on (x c , 1), increasing on (0, x c ) ∪ (1, +∞) , and g(1) = 0. Therefore, there is no root of g on (x c , 1) ∪ (1, +∞) . Thus, if g(0) ≤ 0, then there exists exactly one root of g different from 1, x 0 ∈ [0, x c ). For x c > 1, similar argument yields that there exists exactly one root of g, x 0 > x c . This completes the proof of part (ii). Figure 2 : Sketch of the graph of the function f (solid line) and a cone y < | f ′ (x 0 )||x − 1| (grey area). Cases: 0 < x c < 1 (left) and 1 < x c (right). Now, we prove part (iii). We find the slope α 1 of the cone consisting the graph of the function f and we apply Proposition 3.3.
If x 0 > 0 (point (iii.a)), as g(x 0 ) = 0, the straight line passing through (1, f (1)) and with the slope f ′ (x 0 ) is tangent to the graph of the function f at the point (x 0 , f (x 0 )). Due to convexity assumptions on f , this line is above the graph of f for x < 1 and below it for x > 1 (see Fig. 2 ). Proposition 3.3 with any α 1 > | f ′ (x 0 )|, yields global stability of the steady state. If x c = 1 (point (iii.b)), then f is concave for x < 1 and convex for x > 1. This, together with the fact that f is decreasing, implies .c) ), then the function f is convex for all x > 0. The line passing through the points (0, f (0)) and (1, f (1)) has the slope α 1 = f (0) − f (1). Moreover, because of convexity of f , the graph of f is below it for x ∈ (0, 1) and above for x > 1. Hence, Proposition 3.3 yields global stability of the steady state and this completes the proof.
Hes1 gene expression model
The model of Hes1 gene expression proposed in 2003 by Monk [17] readṡ
where p and r are concentrations of Hes1 and its mRNA, respectively, andf is a non-increasing, non-negative C 1 ([0, +∞), ) class function, that describes negative feedback loop. Parameters 1/k r and 1/k p are characteristic times for degradation of mRNA and Hes1 protein, respectively -they can be also considered as mean life times of these molecules. Parameter β is the protein production rate.
For an arbitrary functionf , after a proper rescaling, the model (3.6) is a particular version of (3.1), and as f is non-increasing, Proposition 3.4 can be used with k = 2. Here, using this proposition, we derive global stability conditions for the particular type of function used in the literature in this context (see [11] ), that is Hill function.
Note, thatf is non-increasing and this implies that the equatioñ
has a unique positive solution. Let denote it byp. Now, we introduce the following change of variables 8) wherep is a unique positive solution to (3.7) . With the change of variables (3.8), and allowing time delay to be distributed one, the system (3.6) readṡ
where θ is a probabilistic measure. We can directly apply Proposition 3.3 to the system (3.9). Note, that introducing distributed delay, due to the assumption that 0 −τ θ(s) ds = 1, we do not influence existence and the value of the steady state. Now, we study the particular case off considered in [11] , namely,
Using definitions (3.10) and (3.8) and the identityp =
Calculating the first and the second derivative we obtain
, then the point ξ = 1 is an inflection point of f .
Proposition 3.5 Let h > 1 and k k p k r
The positive steady state of (3.9), with f defined by (3.10) Proof : Due to (3.11),p given by (3.12) is the unique solution to (3.7). Therefore,
and the point ξ = 1 is an inflection point of f . Hence, we may use Proposition (3.4) getting the condition
Since h > 1, an easy calculation shows inequality h ≤ b h + 1 is equivalent to h ≤ 3.
Proposition 3.6 Letb be a unique positive solution to
where ξ 0 (b) is a positive solution to
such that ξ() = 1 only if (3.14) has a triple root at ξ = 1. In other cases as ξ(b) we choose a root of (3.14) different from 1. Then, ifb 
Proof :
The proof is an easy application of Proposition 3.4. For h > 1 the function f has exactly one inflection point for ξ > 0 and fulfils assumptions of Proposition 3.4. Tedious calculations lead to the conclusion that equality g(ξ) = 0 is equivalent to (3.14) . In order to show that Eq. (3.13) has exactly one positive solution we make the following change of variables:
Then Eq. (3.13) reads ahz 16) where z and a are related by the equality that ∂G(z(a), a)/∂z > 0 (see Fig. 3 ). The Implicit Function Theorem implies that the sign of z ′ (a) is reverse to the sign of ∂G(z, a)/∂a at z = z(a). An easy calculation leads to the following formula
As h > 1 we have
∂G(z,a) ∂a < 0 for z sufficiently large and
This implies that ∂G(z, a)/∂a is an increasing function of z for 0 < z < 1 and is a decreasing function of z for z > 1. This proves ∂G(z, a)/∂a < 0 and therefore, we conclude z ′ (a) > 0 for all a such that z(a) 1. Thus, the function z(a) is increasing and there exists an inverse function a(z). Now, we calculate a as a function of z. From (3.17) we have
Plugging this a into (3.16) we obtain that the numerator of (3.16) is
while the denominator reads It is easy to see that this expression is an increasing function of ξ and thus of z (the function can be in a continuous way extended for z = ξ = 1). Moreover, (3.20) has limit 1 at z = 0 and +∞ as z → +∞. Therefore, for any a > 1 there exists a unique solution to (3.16) . This yields that there exists a unique solutionb to (3.13) and that left-hand side of (3.13) is a decreasing function of b. Due to Proposition 3.4, the steady state of Eq. (3.9) is globally stable for b <b. Because b = k/p, we deduce if b ≤b, then k/b <p, and (3.15) follows from the fact that the left-hand side of (3.7) is a decreasing function of ξ.
From the proof of Proposition 3.4 we deduce that the left-hand side of (3.14) has double root at ξ = 1. Therefore, for h = 2 we can easily calculate ξ 0 and give an explicit formula for (3.15). Proof : For h = 2, Eq. (3.14) reduces to , which is equivalent to (3.21). For h 2 it is difficult do obtain similar result as for h = 2. In Fig. 4 we illustrated global stability region of the positive steady state of Eq. (3.6) withf given by (3.10) 
