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Abstract
We study Banach C˜-algebras, i.e., complete ultra-pseudo-normed algebras
over the ring C˜ of Colombeau generalized complex numbers. We develop a
spectral theory in such algebras. We show by explicit examples that important
parts of classical Banach algebra theory do not hold for general Banach C˜-
algebras and indicate a particular class of Banach C˜-algebras that overcomes
these limitations to a large extent. We also investigate C∗-algebras over C˜.
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1 Introduction
Over the past thirty years, nonlinear theories of generalized functions have been devel-
oped by many authors [1, 11, 17] mainly inspired by the work of J. F. Colombeau [5, 6].
They have proved to be a valuable tool for treating partial differential equations with
singular data or coefficients [9, 12, 13, 18]. In recent research on the subject, a variety
of algebras of generalized functions have been introduced in addition to the original
construction by Colombeau, culminating in the definition of the Colombeau space GE
constructed on an arbitrary locally convex topological vector space E (see [7] and the
references therein). These spaces carry a natural structure as modules or algebras over
the ring C˜ of generalized complex numbers. In particular, if E is a Banach algebra,
then GE turns out to be a Banach C˜-algebra, i.e., a complete ultra-pseudo-normed C˜-
algebra. Thus several classes of generalized functions and generalized linear operators
carry the structure of a Banach C˜-algebra.
This paper is devoted to the study of Banach C˜-algebras and Colombeau C∗-algebras
(i.e., the analogues of C∗-algebras over C˜) and their spectral theory. In order to ensure
some of the most basic properties of the spectrum of an element of such an algebra,
such as the facts that spectrum is bounded and that the spectrum of 0 is {0}, the
spectrum is not defined as the complement of the resolvent set, but by means of a
slightly more restrictive property (definition 4.1, theorem 4.12). This also allows for
analogues of the classical interpretations of the spectrum in the algebra of continuous
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functions on a compact set and in matrix algebras (propositions 4.4 and 4.9).
Although restrictive versions of the Gelfand-Mazur theorem (§4.2) and the spectral
mapping theorem (§4.3) hold for general Banach C˜-algebras, the strength of the clas-
sical results is not reached, and we give explicit counterexamples, showing, e.g., that
the spectrum of an element can be empty (example 7.1). Since most of the algebras
of generalized functions and operators arise as subalgebras of GB, where B is an alge-
bra over C, we restrict our attention to such algebras. Still, e.g., the spectrum of a
self-adjoint element in a Colombeau C∗-subalgebra of GB (with B a C∗-algebra) can
contain nonreal generalized numbers (example 7.2).
This leads us to consider a particular class of Banach C˜-algebras and Colombeau C∗-
algebras, called strictly internal algebras (and more generally, algebras obtained by
set-theoretic constructions on strictly internal algebras), in which a large part of the
classical Banach algebra theory holds true. E.g., we obtain a stronger version of the
spectral mapping theorem (theorem 9.12), a spectral radius formula (theorem 9.18,
using the theory of generalized holomorphic functions), conditions under which the
spectrum of an element does not depend on the algebra to which the element belongs
(proposition 9.23 and theorem 10.8) and an analogue of the Gelfand-Neumark theorem
(proposition 10.21). By means of the example G#C(X) of sharply continuous generalized
functions on a compact metric space X (§8), we indicate that this class of Banach
C˜-algebras contains algebras that arise naturally in the study of nonlinear generalized
functions.
2 Preliminaries
In a topological space X , K ⊂⊂ X means that K is a compact subset of X . The
topological closure of A ⊂ X is denoted by A, the topological interior by A◦. We
denote by C(X) the ring of continuous C-valued functions on X . We denote R+ :=
{x ∈ R : x > 0}.
2.1 Algebras
In this paper, a C˜-algebra will always be an associative algebra over C˜ with 1. Com-
mutativity is not assumed, unless explicitly stated.
Let A be a C˜-algebra. By an ideal, we mean a two-sided ideal; otherwise, the adjective
‘one-sided’ (or ‘left’, resp. ‘right’) will be added. We write I ⊳A iff I is a proper ideal
of A (i.e., an ideal different from A itself). A not necessarily proper ideal is denoted
by I E A. By an inverse of u ∈ A, we mean a two-sided inverse, i.e., v ∈ A such
that uv = vu = 1; in that case, u is called invertible and we denote v = u−1 (which is
uniquely determined).
A is called faithful iff for each λ ∈ C˜ \ {0}, λ1 6= 0 in A. More generally, a C˜-module
G is faithful iff for each λ ∈ C˜ \ {0}, there exists u ∈ G such that λu 6= 0.
In a faithful C˜-algebra, we identify the subring {λ1 : λ ∈ C˜} with C˜.
We denote by Hom(A, C˜) the set of all C˜-algebra morphisms A → C˜ preserving 1, i.e.,
the set of all surjective multiplicative C˜-linear functionals on A.
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2.2 Generalized function algebras, generalized numbers
Let E be a normed vector space over C. Then the Colombeau space GE := ME/NE
[7], where
ME = {(uε)ε ∈ E(0,1) : (∃N ∈ N)(‖uε‖ ≤ ε−N , for small ε)}
NE = {(uε)ε ∈ E(0,1) : (∀m ∈ N)(‖uε‖ ≤ εm, for small ε)}.
Elements of ME are called moderate, elements of NE negligible. The element of GE
with (uε)ε as a representative is denoted by [(uε)ε]. R˜ := GR and C˜ := GC are the
so-called Colombeau generalized numbers. With the componentwise operations, GE is
a C˜-module. If E is a normed C-algebra, GE is a C˜-algebra with the componentwise
multiplication.
Let S ⊆ (0, 1). Then eS := [(χS(ε))ε] ∈ R˜, where χS is the characteristic function on
S. An element e ∈ C˜ is idempotent (i.e., e2 = e holds in C˜) iff there exists S ⊆ (0, 1)
such that e = eS [2]. The complement of S ⊆ (0, 1) is denoted by Sc. By α ∈ R˜ we
denote the element with (ε)ε as a representative.
For (zε)ε ∈ C(0,1), the valuation v(zε) := sup{b ∈ R : |zε| ≤ εb, for small ε} and the
so-called sharp norm |zε|e := e−v(zε). For z˜ = [(zε)ε] ∈ C˜, v(z˜) := v(zε) ∈ (−∞,∞]
and |z˜|e := |zε|e ∈ [0,+∞) are defined independent of the representative of z˜. For
a, b ∈ R˜, we write a≫ b (eq., b≪ a) if a− b ≥ αm, for some m ∈ N (i.e., if a ≥ b and
a− b is invertible in R˜).
An ultra-pseudo-seminorm on a C˜-module G is a map P: G → [0,+∞) ⊂ R satisfying
[7, 10] P(u + v) ≤ max(P(u),P(v)) and P(λu) ≤ |λ|eP(u), for each u, v ∈ G and
λ ∈ C˜. It follows that P(αru) = |αr|eP(u) = e−rP(u), ∀u ∈ G, ∀r ∈ R. An ultra-
pseudo-norm P on a C˜-module G is an ultra-pseudo-seminorm that satisfies P(u) 6= 0,
∀u ∈ G \{0}. A Banach C˜-module [7] is a complete pseudonormed C˜-module. Typical
examples of Banach C˜-modules are GE (E a normed C-vector space) with P: GE → C˜:
P(u) = ∣∣ ‖uε‖ ∣∣e [7, Prop. 3.4]. For u = [(uε)ε] ∈ GE , we will denote ‖u‖ := [(‖uε‖)ε] ∈
R˜. Similarly, for z˜ = [(zε)ε] ∈ C˜, we will denote |z˜| := [(|zε|)ε] ∈ R˜.
If (G,P) is an ultra-pseudo-normed C˜-module, then it is in particular an ultrametric
space with the translation invariant distance d(u, v) = P(u − v). Hence G has a
completion Ĝ [16, §4]. It is easy to check that also Ĝ is a C˜-module and that the distance
on Ĝ is translation invariant and induced by an ultra-pseudo-norm that extends P.
Hence Ĝ is a Banach C˜-module [7]. For ultra-pseudo-normed C˜-modules G1, G2, we
denote by L(G1,G2) the set of all continuous C˜-linear maps G1 → G2. Further, L(G1) :=
L(G1,G1).
Let Aε ⊆ E, ∀ε ∈ (0, 1). Then the set
[(Aε)ε] := {u ∈ GE : (∃ repres. (uε)ε of u)(uε ∈ Aε, for small ε)}
is called the internal subset of GE with representative (Aε)ε [19]. For A ⊆ E, we denote
A˜ := [(A)ε]. The interleaved closure [19] of a subset A of GE is the set
interl(A) :=
{ m∑
j=1
eSjaj : m ∈ N, {S1, . . . , Sm} a partition of (0, 1), aj ∈ A
}
.
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A ⊆ GE is called closed under interleaving if A = interl(A), i.e., if ∀λ, µ ∈ A and
T ⊆ (0, 1), also eTλ+ eT cµ ∈ A. Internal sets are closed under interleaving.
A subset A of GE is called sharply bounded if supu∈A P(u) < +∞. An internal set A
is sharply bounded iff A has a sharply bounded representative, i.e., a representative
[(Aε)ε] for which there exists M ∈ N such that supu∈Aε ‖u‖ ≤ ε−M , for small ε [19,
Lemma 2.4].
2.3 Invertibility w.r.t. S ⊆ (0, 1)
The following concept was introduced in [24]:
Definition 2.1. Let A be a C˜-algebra. Let u ∈ A and S ⊆ (0, 1) with eS1 6= 0 (in A).
Then u is called invertible w.r.t. S iff
(∃v ∈ A)(uv = vu = eS1).
Such v is called an inverse of u w.r.t. S. Similarly, l is a left inverse of u w.r.t. S iff
lu = eS1 and r is a right inverse of u w.r.t. S iff ur = eS1.
Lemma 2.2. Let A be a C˜-algebra. Let S ⊆ (0, 1) with eS1 6= 0.
1. Let u ∈ A have a left and a right inverse w.r.t. S. Then for every left inverse
l of u w.r.t. S and every right inverse r of u w.r.t. S, eSl = eSr is a two-sided
inverse of u w.r.t. S.
2. u ∈ A is invertible w.r.t. S iff eSu+ eSc1 is invertible.
In particular, u is invertible w.r.t. S iff eSu is invertible w.r.t. S.
3. Let u1, u2 ∈ A. Then u1u2 and u2u1 are both invertible w.r.t. S iff u1 and u2 are
both invertible w.r.t. S.
4. Let A be faithful and c = [(cε)ε] ∈ C˜. Then c is invertible w.r.t. S in C˜ iff c
is invertible w.r.t. S in A iff there exists m ∈ N such that |cε| ≥ εm, for small
ε ∈ S.
Proof. (1) If lu = ur = eS1, then eSl = l(ur) = (lu)r = eSr. Hence also (eSl)u =
eS1 = u(eSr), so eSl = eSr is an inverse of u w.r.t. S.
(2) If uv = eS1, for some v ∈ A, then (eSu+ eSc1)(eSv + eSc1) = eSuv + eSc1 = 1.
Conversely, if (eSu + eSc1)v = 1, for some v ∈ A, then multiplying by eS shows that
u(eSv) = eS1, and similarly for left inverses.
(3) If (u1u2)v1 = v2(u2u1) = eS1, then u1 has a left and right inverse w.r.t. S.
Conversely, if u1v1 = eS1 and u2v2 = eS1, then u1u2v2v1 = eSu1v1 = eS1.
(4) Clearly, if d ∈ C˜ and cd = eS holds in C˜, then it also holds in A. Conversely, if c
is not invertible w.r.t. S in C˜, then there exists T ⊆ S with eT 6= 0 such that ceT = 0
[23, Lemma 4.1]. So if u ∈ A and cu = eS holds in A, then eT = eT eS = ceTu = 0
(in A, hence also in C˜, by faithfulness of A), a contradiction. The second equivalence
follows by [23, Lemma 4.1].
We also recall that for c ∈ C˜, c = 0 iff c is not invertible w.r.t. S, for each S ⊆ (0, 1)
with eS 6= 0 [23, Lemma 4.1].
4
3 Banach C˜-algebras
Definition 3.1. An ultra-pseudo-seminorm P on a C˜-algebra A is called submulti-
plicative if P(uv) ≤ P(u)P(v), ∀u, v ∈ A.
An ultra-pseudo-normed C˜-algebra A is a C˜-algebra that is provided with a submulti-
plicative ultra-pseudo-norm P satisfying P(1) = 1. We denote by the pair (A,P) the
algebra A provided with the ultra-pseudo-norm P.
A Banach C˜-algebra A is a complete ultra-pseudo-normed C˜-algebra (in particular, A
is a Banach C˜-module [7]).
Typical examples of faithful Banach C˜-algebras are A = GB, where B is a Banach
C-algebra.
We recall that two ultra-pseudo-seminorms P and P ′ on a C˜-module G are equivalent
if there exists C ∈ R such that P(u) ≤ CP ′(u) and P ′(u) ≤ CP(u), ∀u ∈ G [8,
Def. 4.7].
Lemma 3.2. Let P 6= 0 be an ultra-pseudo-seminorm on a C˜-algebra A for which
there exists a constant C ∈ R such that P(uv) ≤ CP(u)P(v), ∀u, v ∈ A. Then there
exists an equivalent submultiplicative ultra-pseudo-seminorm P ′ on A with P ′(1) = 1.
Proof. We let P ′(u) = supP(v)=1 P(uv). If v ∈ A and P(v) 6= 0, then there exists
r ∈ R such that P(αrv) = 1. Thus (as classically) P(uv) ≤ P ′(u)P(v), ∀u, v ∈
A. Further, P(uvw) ≤ P ′(u)P ′(v)P(w), ∀u, v, w ∈ A, hence P ′(uv) ≤ P ′(u)P ′(v),
∀u, v ∈ A. Clearly, P ′(1) = 1. The equivalence of the ultra-pseudo-seminorms follows
since P(u) ≤ P(1)P ′(u), ∀u ∈ A and P ′(u) ≤ CP(u), ∀u ∈ A.
Proposition 3.3. Let A be a C˜-algebra provided with an ultra-pseudo-norm P for
which the ring multiplication is ·: A × A → A is continuous. Then there exists an
equivalent ultra-pseudo-norm P ′ on A such that (A,P ′) is an ultra-pseudo-normed
C˜-algebra.
Proof. As the ring multiplication is a C˜-bilinear map, the continuity implies that there
exists C ∈ R such that P(uv) ≤ CP(u)P(v), ∀u, v ∈ A. The result follows then by
lemma 3.2.
Proposition 3.4. Let A be an ultra-pseudo-normed C˜-algebra. Then the completion
Â is a Banach C˜-algebra. If A is faithful, then also Â is faithful.
Proof. As explained in section 2, Â is a Banach C˜-module. The submultiplicativity of
the pseudonorm P ensures that the ring multiplication can be extended to Â. In this
way, Â becomes a C˜-algebra. By continuity, also the extended P is submultiplicative.
Definition 3.5. Let (G,P) be a Banach C˜-module. Let (uλ)λ∈Λ be a family of elements
of G. We say that (uλ)λ∈Λ is summable if there exists v ∈ G such that for each r ∈ R+
there exists a finite F0 ⊆ Λ such that P(v −
∑
λ∈F uλ) ≤ r, for each finite F ⊆ Λ with
F0 ⊆ F . Since v is unique with this property,
∑
λ∈Λ uλ := v.
Lemma 3.6. Let (G,P) be a Banach C˜-module.
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1. A family (uλ)λ∈Λ of elements of G is summable iff for each r ∈ R+, there exists
a finite F ⊆ Λ such that for each λ ∈ Λ \ F , P(uλ) < r. In that case:
(a) there is a countable subset Λ0 such that uλ = 0 for each λ ∈ Λ \ Λ0.
(b)
∑
λ∈Λ uλ =
∑
n∈N uλn for any enumeration (λn)n∈N of Λ0.
(c) P(∑λ∈Λ uλ) ≤ maxλ∈Λ P(uλ).
2. Let un ∈ G, for each n ∈ N. Then
∑
n∈N un converges iff (un)n∈N is summable iff
un → 0. If
∑
n∈N un converges, then
∑
n∈N uσ(n) =
∑
n∈N un, for each bijection
σ: N→ N, and P(∑n∈N un) ≤ maxn∈NP(un).
3. Let un,m ∈ G, for each n,m ∈ N and let the family (un,m)n,m∈N be summable
(we denote the sum of the family by
∑
n,m∈N un,m). Then
∑
m∈N
∑
n∈N un,m =∑
n∈N
∑
m∈N un,m =
∑
n,m∈N un,m.
4. Let G be a Banach C˜-algebra. Let un, vn ∈ G, for each n ∈ N and let un, vn → 0.
Then
(∑
n∈N un
)(∑
n∈N vn
)
=
∑
n,m∈N unvm.
Proof. (1) As for Banach spaces over ultrametric fields [21, Ex. 3.K].
(2) By the ultrametric property of P,∑n∈N un converges iff (un)n∈N is summable. The
other assertions follow by part 1.
(3) By parts 1 and 2, all series involved are convergent. Further, the three expressions
converge to limN→∞
∑
n,m≤N un,m.
(4) By parts 1 and 2, all series involved are convergent. As the product in G is
continuous, both expressions are equal to limN→∞
∑
n,m≤N unvm.
Lemma 3.7. Let (A,P) be a Banach C˜-algebra. Let u ∈ A with P(u) < 1. Then
v =
∑∞
n=0 u
n exists in A and v = (1− u)−1.
Proof. As for Banach C-algebras (e.g. [15, Lemma 3.1.5]).
Proposition 3.8. Let (A,P) be a Banach C˜-algebra.
1. The set of invertible elements of A is open.
2. Denote by Q the set of invertible elements of A. The map .−1: Q → Q is
continuous.
3. Let S ⊆ (0, 1) with eS1 6= 0 and u ∈ A with P(eSu) < 1. Then 1−u is invertible
w.r.t. S.
4. Let S ⊆ (0, 1) with eS1 6= 0. Then {u ∈ A : u invertible w.r.t. S} is open.
Proof. (1), (2) As for Banach C-algebras (e.g. [15, Prop. 3.1.6]).
(3) By lemma 3.7, 1− eSu = eS(1− u) + eSc1 is invertible. So by lemma 2.2, 1− u is
invertible w.r.t. S.
(4) By lemma 2.2, {u ∈ A : u invertible w.r.t. S} = Φ−1(Q), where Q is the set of
invertible elements of A and Φ(u) = eSu+ eSc1. The result follows by part 1 and the
continuity of Φ.
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Lemma 3.9. Let (A,P) be a Banach C˜-algebra and let B ⊆ A be a closed sub-C˜-
algebra (with 1). Then (B,P) is a Banach C˜-algebra. If A is faithful, then also B is
faithful.
Proof. Elementary.
Lemma 3.10. Let A be a faithful C˜-algebra. Let I⊳A. The following are equivalent:
1. I ∩ C˜ = {0}
2. A/I is a faithful C˜-algebra
3. (∀S ⊆ (0, 1) with eS 6= 0)(eS /∈ I)
4. (∀S ⊆ (0, 1) with eS 6= 0)(I ∩ {u ∈ A : u is invertible w.r.t. S} = ∅).
Proof. (1) ⇒ (2): if λ ∈ C˜ and λ1 = 0 in A/I, then λ1 ∈ I ∩ C˜, hence λ1 = 0 in A.
As A is faithful, this implies that λ = 0.
(2) ⇒ (3): if there exists S ⊆ (0, 1) with eS 6= 0 such that eS ∈ I, then eS1 = 0 in
A/I, and A/I is not faithful (as A is faithful, eS 6= 0 in C˜ iff eS 6= 0 in A).
(3)⇒ (4): let u ∈ A be invertible w.r.t. S. Should u ∈ I, then also 0 6= eS ∈ I.
(4)⇒ (1): let λ ∈ C˜ \ {0}. Then there exists S ⊆ (0, 1) with eS 6= 0 (also in A, as A
is faithful) such that λ is invertible w.r.t. S, so λ /∈ I.
The following proposition is an extension of [7, 1.12].
Proposition 3.11. Let (A,P) be a Banach C˜-algebra and let I ⊳A be closed. Then
(A/I,P ′) is a Banach C˜-algebra with
P ′(u+ I) = inf
u−v∈I
P(v).
If A is faithful, then A/I is faithful iff I ∩ C˜ = 0.
Proof. As for Banach C-algebras (e.g., [15, Thm. 1.5.3, Prop. 3.1.8]). P ′(1 + I) = 1
by lemma 3.7, since I is a proper ideal. Faithfulness follows by lemma 3.10.
The following proposition is an easy extension of [7, Props. 3.17, 3.19]:
Proposition 3.12. Let (G1,P1), (G2,P2) be ultra-pseudo-normed C˜-modules. Then
L(G1,G2) is an ultra-pseudo-normed C˜-module with ultra-pseudo-norm P defined by
P(T ) = inf{C ∈ R, C ≥ 0 : (∀u ∈ G1)(P2(Tu) ≤ CP1(u))}
= sup
P1(u)≤1
P2(Tu) = sup
P1(u)=1
P2(Tu) = sup
u 6=0
P2(Tu)
P1(u) ,
and P2(Tu) ≤ P(T )P1(u), ∀u ∈ G1.
If (G2,P2) is complete, then also (L(G1,G2),P) is complete.
Proposition 3.13. Let (G,P) be a Banach C˜-module. Then (L(G),P) is Banach
C˜-algebra. If G is a faithful C˜-module, then L(G) is a faithful C˜-algebra.
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Proof. As for Banach C-algebras. If λ1 = 0 in L(G), then λu = 0, ∀u ∈ G, so λ = 0
in C˜ if G is faithful.
Proposition 3.14. Let B be a (classical) Banach space and L(B) the Banach C-
algebra of continuous C-linear operators on B. Then GL(B) is isomorphic with a Ba-
nach C˜-subalgebra of L(GB).
Proof. As L(B) is a Banach C-algebra, GL(B) is a Banach C˜-algebra with ultra-
pseudonorm P(T ) = ∣∣ ‖Tε‖ ∣∣e, for T = [(Tε)ε] ∈ GL(B). By [10, §1.1.2], (Tε)ε ∈ ML(B)
induces a well-defined (so-called basic) continuous C˜-linear map T : GB → GB by means
of T (u) = [(Tεuε)ε], for u = [(uε)ε] ∈ GB. Further, as in [7, Prop. 3.22], one sees that
(Tε)ε ∈ NL(B) iff (Tε)ε induces the 0-map on GB. Hence we can identify T ∈ GL(B)
with an element of L(GB). Clearly, the algebraic operations on GL(B) coincide with
those on L(GB). We show that P(T ) = PL(GB)(T ). For u ∈ GB, P(Tu) = |‖Tεuε‖B|e ≤
|‖Tε‖|e |‖uε‖B|e = P(T )P(u), so PL(GB)(T ) ≤ P(T ). Conversely, for each ε ∈ (0, 1),
there exists uε ∈ B with ‖uε‖ = 1 and ‖Tεuε‖ ≥ ‖Tε‖ − ε1/ε. Hence u := [(uε)ε] ∈ GB,
P(u) = 1 and P(T ) ≤ P(Tu) ≤ supP(u)=1 P(Tu) = PL(GB)(T ).
4 Spectral values
4.1 Definition and elementary properties
Definition 4.1. Let A be a faithful C˜-algebra. An element u ∈ A is called strictly
non-invertible if
(∀S ⊆ (0, 1) with eS 6= 0)(u is not invertible w.r.t. S).
An element λ ∈ C˜ is called a spectral value for u ∈ A if u−λ is strictly non-invertible.
The set of all spectral values of u ∈ A is called the spectrum of u and is denoted by
spA(u) (or by sp(u) if the algebra is clear from the context).
The set of all λ ∈ C˜ such that u− λ is invertible in A is called the resolvent set of u
and is denoted by ρA(u).
Remark. By definition, sp(u) ∩ ρ(u) = ∅. But interl(sp(u) ∪ ρ(u)) $ C˜ in general.
E.g., by lemma 2.2(4), sp(0) = {0} and ρ(0) = {λ ∈ C˜ : λ is invertible}. If λC˜ is not
generated by an idempotent (such λ exists by [2]), then λ /∈ interl(sp(0)∪ ρ(0)). Since
{|λ| ∈ R˜ : λ ∈ ρ(0)} does not reach a minimum, ρ(0) is also not an internal set of C˜
[19, Cor. 2.6].
We can motivate the definition of the spectrum by two classical examples of Banach
C˜-algebras.
Let X be a compact topological space. Since C(X) (with the sup-norm) is a commu-
tative Banach C-algebra, GC(X) is a faithful commutative Banach C˜-algebra.
Definition 4.2. For u = [(uε)ε] ∈ GC(X) and x = (xε)ε ∈ X(0,1), the point value u(x)
is defined as [(uε(xε))ε] ∈ C˜ (independent of the representative (uε)ε).
Classically, for u ∈ C(X), sp(u) = {u(x) : x ∈ X}.
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Proposition 4.3. Let X be a compact topological space, u = [(uε)ε] ∈ GC(X) and
S ⊆ (0, 1) with eS 6= 0. Then the following are equivalent:
1. u is invertible w.r.t. S in GC(X) (i.e., ∃v ∈ GC(X) such that uv = eS).
2. u(x) is invertible w.r.t. S in C˜, for each x ∈ X(0,1).
3. There exists m ∈ N such that infx∈X |uε(x)| ≥ εm, for small ε ∈ S.
4. [(infx∈X |uε(x)|)ε] is invertible w.r.t. S in C˜.
Proof. Let first S = (0, 1).
1⇒ 2: if uv = 1, then u(x)v(x) = 1, for each x ∈ X(0,1).
2⇒ 3: supposing that the conclusion is not true, we find a decreasing sequence (εn)n∈N
tending to 0 and xεn ∈ X with |uεn(xεn)| < εnn, for each n ∈ N. Choose xε ∈ X , if
ε /∈ {εn : n ∈ N}. Then x := (xε)ε ∈ X(0,1), but u(x) is not invertible in C˜ by lemma
2.2(4).
3 ⇒ 1: let vε ∈ C(X) with vε(x) = 1/uε(x), for small ε. Since supx∈X |vε(x)| ≤ ε−m,
v = [(vε)ε] ∈ GC(X) and uv = 1.
For arbitrary S, the equivalences then follow by lemma 2.2(2). Finally, (3) ⇔ (4) by
lemma 2.2(4).
Proposition 4.4. Let X be a compact topological space and u ∈ GC(X). Then
sp(u) = {u(x) : x ∈ X(0,1)}.
Proof. ⊆: let λ ∈ sp(u). Then for each S ⊆ (0, 1) with eS 6= 0, u− λ is not invertible
w.r.t. S. By proposition 4.3, [(infx∈X |uε(x)− λε|)ε] is not invertible w.r.t. S, for each
S ⊆ (0, 1). Hence [(infx∈X |uε(x)− λε|)ε] = 0 in C˜. Choosing xε ∈ X such that
(|uε(xε)− λε|)ε is negligible, we find x := (xε)ε ∈ X(0,1) with λ = u(x).
⊇: let S ⊆ (0, 1) with eS 6= 0 and x ∈ X(0,1). Then u− u(x) is not invertible w.r.t. S
by proposition 4.3, since its point value at x is not invertible w.r.t. S.
Classically, for A ∈ Cd×d, sp(A) is the set of eigenvalues of A.
Proposition 4.5.
1. C˜d×d is a Banach C˜-algebra for the usual matrix operations and the ultra-pseudo-
norm P((ai,j)i,j=1,...,d) := maxi,j=1,...,d |ai,j |e.
2. C˜d×d ∼= GCd×d ∼= L(C˜d) as Banach C˜-algebras.
Every C˜-linear map C˜d → C˜d is continuous.
Proof. Clearly, C˜d×d is a C˜-algebra. Let (Aε)ε ∈ (Cd×d)(0,1) with Aε = (ai,j,ε)i,j=1,...,d,
for each ε. Since all norms on Cd×d are equivalent, (Aε)ε ∈ MCd×d iff there exists
N ∈ N such that maxi,j=1,...,d |ai,j,ε| ≤ ε−N , for small ε iff (ai,j,ε)ε ∈ MC, for i, j =
1, . . . , d. Similarly, (Aε)ε ∈ NCd×d iff (ai,j,ε)ε ∈ NC, for i, j = 1, . . . , d. Thus the map
GCd×d → C˜d×d: [(Aε)ε] 7→ ([(ai,j,ε)ε])i,j=1,...,d is a well-defined algebraic isomorphism. It
also preserves the ultra-pseudo-norm, since
P([(Aε)ε]) =
∣∣ ‖Aε‖ ∣∣e = ∣∣ maxi,j=1,...,d |ai,j,ε|
∣∣
e
= max
i,j=1,...,d
|ai,j,ε|e = P(([(ai,j,ε)ε])i,j=1,...,d).
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(Notice that
∣∣ ‖Aε‖ ∣∣e does not depend on the chosen equivalent norm on Cd×d.) By the
isomorphism, C˜d×d is a Banach C˜-algebra and P((ai,j)i,j=1,...,d) is submultiplicative.
Let δ1 = (1, 0, . . . , 0), . . . , δd = (0, . . . , 0, 1). If f : C˜d → C˜d is C˜-linear, then
f(z˜1, . . . , z˜d) = (
∑d
j=1 aij z˜j)i=1,...,d, where (a1j , . . . , adj) := f(δj) by C˜-linearity. In par-
ticular, f(z˜) = [(Aεzε)ε], for each z˜ = [(zε)ε] ∈ C˜d, with Aεz =
∑d
j=1 ai,j,εzj. By the
isomorphism between C˜d×d and GCd×d , (Aε)ε ∈MCd×d, so (‖Aε‖)ε is moderate for the
operator norm on Cd×d. Hence f is a so-called basic C˜-linear map, and therefore contin-
uous [10, §1.1.2]. Conversely, for A ∈ C˜d×d, the map C˜d → C˜d: z˜ 7→ (∑dj=1 aij z˜j)i=1,...,d
is C˜-linear. This defines an algebraic isomorphism L(C˜d) → C˜d×d. By proposition
3.14, the L(C˜d)-ultra-pseudo-norm of f coincides with
∣∣ ‖Aε‖ ∣∣e, so the isomrophism
also preserves the ultra-pseudo-norm.
For A = (aij)i,j ∈ C˜d×d, detA := [(detAε)ε] =
∑
σ a1,σ(1) · · · ad,σ(d) ∈ C˜, where σ runs
over all permutations of {1, . . . , d}.
Proposition 4.6. Let A ∈ C˜d×d and S ⊆ (0, 1) with eS 6= 0. Then the following are
equivalent:
1. A is invertible w.r.t. S in C˜d×d
2. (∀z˜ ∈ C˜d) (eSAz˜ = 0⇒ eS z˜ = 0)
3. detA is invertible w.r.t. S in C˜.
Proof. (1) ⇒ (2): if eSAz˜ = 0, then by multiplying with an inverse of A w.r.t. S,
eS z˜ = 0.
(2)⇒ (3): let B := eSA + eSc . If Bz˜ = 0, then eSAz˜ = 0, so by assumption eS z˜ = 0,
and eSc z˜ = 0. Hence z˜ = 0. By [11, Lemma 1.2.41], detB = eS detA+eSc is invertible
in C˜. By lemma 2.2(2), detA is invertible w.r.t. S.
(3) ⇒ (1): let A = [(Aε)ε] and let b ∈ C˜ with b · detA = eS. Then detAε 6= 0
for small ε ∈ S by lemma 2.2(4). Hence AεCε = CεAε = detAε, for small ε ∈ S,
where Cε is the cofactor matrix of Aε. Now C := [(Cε)ε] ∈ C˜d×d is well-defined,
since the entries of C are obtained as determinants of matrices in C˜(d−1)×(d−1). Hence
eSAC = eSCA = eS detA, and beSC is an inverse of A w.r.t. S.
Lemma 4.7. Let a0, . . . , an−1 ∈ C˜. Then there exist λ1, . . . , λn ∈ C˜ such that
p(z) := zn + an−1zn−1 + · · ·+ a1z + a0 = (z − λ1) · · · (z − λn). The solution set in C˜
of the equation p(z) = 0 is the sharply bounded internal set (with λj = [(λj,ε)ε])
[({λ1,ε, . . . , λn,ε})ε] = interl({λ1, . . . , λn})
= {λ1eS1 + · · ·+ λneSn : {S1, . . . , Sn} is a partition of (0, 1)}.
Proof. Fix representatives (aj,ε)ε of aj . For each ε, let pε(z) = z
n + an−1,εzn−1 + · · ·+
a1,εz+a0,ε = (z−λ1,ε) · · · (z−λn,ε). If |λj,ε| ≥ 1, then |λj,ε|n ≤ |an−1,ε| |λj,ε|n−1+ · · ·+
|a0,ε| ≤ (|an−1,ε|+ · · ·+ |a0,ε|) |λj,ε|n−1. So always |λj,ε| ≤ |an−1,ε|+ · · ·+ |a0,ε|+1, and
(λj,ε) ∈MC. Let λj := [(λj,ε)ε] ∈ C˜. Then p(z) = (z − λ1) · · · (z − λn).
Now let z be any solution of the equation. By [23, lemma 2.3], there exists S1 ⊆ (0, 1)
such that (z − λ1)eS1 = 0 and (z − λ2) · · · (z − λn)eSc1 = 0. By the same lemma, we
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find T ⊆ (0, 1) and S2 := T \ S1 such that (z − λ2)eSc1eT = (z − λ2)eS2 = 0 and
(z − λ3) · · · (z − λn)eSc1eT c = (z − λ3) · · · (z − λn)e(S1∪S2)c = 0. Inductively, we find
a partition {S1, . . . , Sn} of (0, 1) such that zeSj = λjeSj , for j = 1, . . . , n. Hence
z = z(eS1 + · · · eSn) = λ1eS1 + · · ·+ λneSn .
Definition 4.8. Let A ∈ C˜d×d. Then z˜ ∈ C˜d is an eigenvector for A with eigenvalue
λ ∈ C˜ iff |z˜| ≫ 0 and Az˜ = λz˜.
Proposition 4.9. Let A ∈ C˜d×d. Then
sp(A) = {λ ∈ C˜ : det(A− λ) = 0} = {λ ∈ C˜ : λ is an eigenvalue for A}.
Proof. By proposition 4.6, λ ∈ sp(A) iff A − λ strictly not invertible in C˜d×d iff
det(A− λ) strictly not invertible in C˜ iff det(A− λ) = 0 in C˜.
If z˜ is an eigenvector for A with eigenvalue λ, then for each S ⊆ (0, 1) with eS 6= 0,
eS z˜ 6= 0 and eS(A− λ)z˜ = 0, hence A− λ is strictly not invertible by proposition 4.6.
Let A = [(Aε)ε]. If λ ∈ C˜ is a root of det(A − λ) = 0, then by lemma 4.7 (and
its proof), there exists a representative (λε)ε of λ such that det(Aε − λε) = 0, for
each ε. Thus there exist zε ∈ Cd with |zε| = 1 and Aεzε = λεzε, for each ε. Then
z˜ := [(zε)ε] ∈ C˜d is an eigenvector for A with eigenvalue λ.
For many C˜-algebras, sp(u) can alternatively be defined by means of ρ(u).
Lemma 4.10. Let K be R or C. Let A ⊆ K˜d. Then {x˜ ∈ K˜d : |x˜− a˜| ≫ 0, ∀a˜ ∈ A}
= {x˜ ∈ K˜d : (∀S ⊆ (0, 1) with eS 6= 0) (x˜eS /∈ AeS)}.
Proof. ⊆: if x˜eS = a˜eS, for some a˜ ∈ A and eS 6= 0, then |x˜− a˜| = |x˜− a˜| eSc  αm,
for any m ∈ N.
⊇: if x˜ = [(xε)ε] and there exists a˜ = [(aε)ε] ∈ A such that |x˜− a˜|  αn, for each n ∈ N,
then we can find a decreasing sequence (εn)n∈N tending to 0 with |xεn − aεn| ≤ εnn, for
each n ∈ N. Hence x˜eS = a˜eS for S := {εn : n ∈ N}.
Lemma 4.11. Let (A,P) be a faithful Banach C˜-algebra and u ∈ A. Let r ∈ R, r > 0
and λ ∈ C˜ with |λ| ≥ α− lnP(u)−r. Then λ ∈ ρ(u).
Proof. By lemma 2.2(4), λ is invertible in C˜. Since u − λ = −λ(1 − λ−1u), u − λ is
invertible by lemma 3.7 and the fact that P(λ−1u) ≤ |λ−1|eP(u) ≤
∣∣αlnP(u)+r∣∣
e
P(u) =
e−r < 1.
Theorem 4.12. Let A be a faithful C˜-algebra and u ∈ A. If ρ(u) 6= ∅ (e.g., by lemma
4.11, if A is a Banach C˜-algebra), then
sp(u) = {λ ∈ C˜ : |λ− µ| ≫ 0, ∀µ ∈ ρ(u)}
= {λ ∈ C˜ : (∀S ⊆ (0, 1) with eS 6= 0)(λeS /∈ ρ(u)eS)}.
Proof. This result follows by lemma 4.10, if we show that sp(u) = {λ ∈ C˜ : (∀S ⊆
(0, 1) with eS 6= 0)(λeS /∈ ρ(u)eS)}.
⊆: if λeS = µeS, for some µ ∈ ρ(u) and S ⊆ (0, 1) with eS 6= 0, then u−λ is invertible
w.r.t. S.
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⊇: let λ ∈ C˜ \ sp(u). There exists S ⊆ (0, 1) with eS 6= 0 and w ∈ A such that
(u−λ)w = w(u−λ) = eS. Let µ ∈ ρ(u) (by assumption, ρ(u) 6= ∅). Then (u− (λeS+
µeSc))(weS + (u− µ)−1eSc) = (u− λ)weS + (u− µ)(u− µ)−1eSc = 1, and similarly for
the left inverse. Thus λeS ∈ ρ(u)eS.
Lemma 4.13. Let A be a faithful C˜-algebra.
1. If B is a sub-C˜-algebra of A, then spA(u) ⊆ spB(u), ∀u ∈ B.
2. Let (Ai)i∈I be a chain (i.e., totally ordered for ⊆) of sub-C˜-algebras of A. Then
spS
i∈I Ai(u) =
⋂
i∈I
u∈Ai
spAi(u) and ρ
S
i∈I Ai(u) =
⋃
i∈I
u∈Ai
ρAi(u), ∀u ∈
⋃
iAi.
3. Let (Ai)i∈I be a family of C˜-algebras. Then ρTi∈I Ai(u) =
⋂
i∈I ρAi(u), ∀u ∈⋂
i∈I Ai.
4. If I EA and A, A/I are faithful, then spA/I(u+ I) ⊆ spA(u), ∀u ∈ A.
Proof. Elementary.
Lemma 4.14. Let A be a faithful C˜-algebra. Then
1. {u ∈ A : u is invertible} is closed under finite interleaving.
2. {u ∈ A : u is strictly non-invertible} is closed under finite interleaving.
3. Let u ∈ A. Then ρ(u) and sp(u) are closed under finite interleaving.
Proof. (1) Let u, v ∈ A be invertible and T ⊆ (0, 1). Then u−1eT + v−1eT c = (eTu +
eT cv)
−1.
(2) Let u, v ∈ A be strictly non-invertible and T ⊆ (0, 1). Suppose eTu + eT cv is
invertible w.r.t. S, for some S ⊆ (0, 1) with eS 6= 0. Then eSeT 6= 0 or eSeT c 6= 0. By
symmetry of (T, u) and (T c, v), we may suppose that eS∩T = eSeT 6= 0. As eTu+ eT cv
is invertible w.r.t S ∩ T , also eS∩Tu and thus u are invertible w.r.t. S ∩ T by lemma
2.2, a contradiction.
(3) By parts 1 and 2.
Lemma 4.15. Let A be a faithful Banach C˜-algebra and u ∈ A. Then ρ(u) is open
and sp(u) is closed (in C˜).
Proof. Let λ ∈ ρ(u), i.e., u − λ is invertible. By proposition 3.8(1), also u − λ′ is
invertible, hence λ′ ∈ ρ(u), as soon as |λ− λ′|e is sufficiently small. It follows that
also for S ⊆ (0, 1), {z˜ ∈ C˜ : z˜eS ∈ ρ(u)eS} is open. Hence sp(u) is closed by theorem
4.12.
Theorem 4.16. Let (A,P) be a faithful Banach C˜-algebra and u ∈ A. Then |λ|e ≤
P(u), ∀λ ∈ spA(u).
Proof. Let λ = [(λε)ε] ∈ C˜. Call r = |λ|e. Let r > P(u), then in particular, r > 0 and
v(λ) = − ln r. Let δ ∈ R, δ > 0 such that ln r − δ ≥ lnP(u) + δ. By the definition of
the valuation on C˜,
(∀η ∈ (0, 1))(∃ε ≤ η)(|λε| ≥ ε− ln r+δ).
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So we can construct a decreasing sequence (εn)n∈N tending to 0 with ε− ln r+δn ≤ |λεn|,
∀n ∈ N. Call T = {εn : n ∈ N}. Then eT 6= 0. Further, |λ| eT ≥ α− ln r+δeT ≥
α− lnP(u)−δeT . Hence there exists µ ∈ C˜ with µeT = λeT and µ ∈ ρ(u) by lemma 4.11.
Thus λeT ∈ ρ(u)eT . By theorem 4.12, λ /∈ sp(u).
Lemma 4.17. Let A be a C˜-algebra. Let u, v ∈ A and S ⊆ (0, 1) with eS1 6= 0. Then
1− uv is invertible w.r.t. S iff 1− vu is invertible w.r.t. S.
Proof. If 1− uv is invertible, then a calculation (cf. [15, Prop. 3.2.8]) shows that
(1− vu)−1 = v(1− uv)−1u+ 1.
Further, by lemma 2.2, 1 − uv is invertible w.r.t. S iff eS(1 − uv) + eSc1 = 1 − eSuv
is invertible iff (by the first part) 1 − eSvu is invertible iff 1 − vu is invertible w.r.t.
S.
Proposition 4.18. Let A be a faithful C˜-algebra. Let u, v ∈ A. Then
sp(uv) ∩ {λ ∈ C˜ : λ invertible} = sp(vu) ∩ {λ ∈ C˜ : λ invertibe}.
Proof. Let λ ∈ sp(uv), λ invertible. So for each S ⊆ (0, 1) with eS 6= 0, uv − λ, hence
also λ−1uv−1, is not invertible w.r.t. S. By lemma 4.17, λ−1vu−1, hence also vu−λ
is not invertible w.r.t. S. So λ ∈ sp(vu).
4.2 Hom(A, C˜) and the Gelfand-Mazur theorem
Definition 4.19. Let A be a faithful C˜-algebra.
We call the functional spectrum of u ∈ A
fsp(u) = {m(u) ∈ C˜ : m ∈ Hom(A, C˜)}.
Lemma 4.20. Let A be a faithful C˜-algebra. Then fsp(u) ⊆ sp(u), ∀u ∈ A.
Proof. Let u ∈ A and λ /∈ sp(u). So there exists S ⊆ (0, 1) with eS 6= 0 and v ∈ A
such that (u − λ)v = eS. Let m ∈ Hom(A, C˜). Then m(u − λ)m(v) = eS 6= 0, hence
also m(u)− λ = m(u− λ) 6= 0. So λ /∈ fsp(u).
Proposition 4.21. Let (A,P) be a faithful Banach C˜-algebra. Let m ∈ Hom(A, C˜).
Then |m(u)|e ≤ P(u), ∀u ∈ A. In particular, m is continuous.
Proof. Follows by theorem 4.16 and lemma 4.20.
Classically, the Gelfand-Mazur theorem says that a Banach C-algebra B that is also
a division algebra (i.e., 0 is the only element in B that is not invertible), is necessarily
isomorphic with C. Under the assumption that spectra of elements in A are not empty,
we have the following analogon:
Proposition 4.22 (Gelfand-Mazur). Let A be a faithful Banach C˜-algebra with sp(u) 6=
∅, ∀u ∈ A. If 0 is the only element in A that is strictly non-invertible, then A ∼= C˜.
Proof. As A is faithful, C˜ ⊆ A. Let u ∈ A. By assumption, there exists λ ∈ spA(u),
i.e., u− λ is strictly non-invertible in A, and thus u− λ = 0. Hence A ⊆ C˜.
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Definition 4.23. (cf. [24]) Let A be a C˜-algebra. Let I⊳A. Then I is maximal with
respect to I ∩ C˜1 = {0} if I ∩ C˜1 = {0} and
J ⊳A, I ⊆ J and J ∩ C˜1 = {0} imply that I = J.
The Gelfand-Mazur theorem classically implies a bijective correspondence between
maximal ideals of a commutative Banach algebra B and non-zero multiplicative linear
functionals on B. As motivated in [24], the maximal ideals have to be replaced in this
context by ideals I maximal w.r.t. I ∩ C˜1 = 0.
Lemma 4.24. Let A be a faithful Banach C˜-algebra. Let I ⊳ A with I ∩ C˜ = {0}.
Then I ⊳A with I ∩ C˜ = {0}.
Proof. By the continuity of the operations + and ·, it follows that I is an ideal.
Let S ⊆ (0, 1) with eS 6= 0. By lemma 3.10, {u ∈ A : u invertible w.r.t. S} ⊆ A \ I.
By proposition 3.8, {u ∈ A : u invertible w.r.t. S} is open, so {u ∈ A : u invertible
w.r.t. S} ⊆ (A \ I)◦ = A\ I. As S is arbitrary, again by lemma 3.10, I ∩ C˜ = {0}.
Corollary 4.25. Let A be a faithful Banach C˜-algebra. Let I ⊳ A maximal w.r.t.
I ∩ C˜ = {0}. Then I is closed.
The following theorem can be viewed as an analogue of the correspondence between
maximal ideals of a commutative C-algebra A and quotients of A that are fields.
Proposition 4.26. Let A be a faithful C˜-algebra. Let I EA. Consider the following
statements:
1. A/I is a faithful C˜-algebra and 0 is the only element in A/I that is strictly
non-invertible
2. I is maximal w.r.t. I ∩ C˜ = {0}.
Then (1)⇒ (2). If A is commutative, then (1)⇔ (2).
Proof. (1)⇒ (2): by lemma 3.10, I ∩ C˜ = {0}. Let J EA with I $ J . Let u ∈ J \ I.
As u + I 6= 0 in A/I, there exists S ⊆ (0, 1) with eS 6= 0 and v ∈ A such that
uv + I = eS + I. Hence eS ∈ J ∩ C˜ \ {0}.
(2)⇒ (1): let A be commutative. By lemma 3.10, A/I is faithful. Let u ∈ A \ I. By
the maximality of I, there exists λ ∈ C˜ \ {0} with λ ∈ I + uA. As λ 6= 0, there exists
S ⊆ (0, 1) with eS 6= 0 such that λ is invertible w.r.t. S. Hence eS ∈ I+uA, i.e., there
exists v ∈ A with uv + I = eS + I, hence u+ I is invertible w.r.t. S in A/I.
Corollary 4.27. Let A be a faithful C˜-algebra. Let m ∈ Hom(A, C˜). Then Kerm is
an ideal maximal w.r.t. Kerm ∩ C˜ = {0} and sp(u¯) 6= ∅, for each u¯ ∈ A/Kerm.
Proof. The first assertion follows by proposition 4.26 and the fact that A/Kerm ∼= C˜.
For the second assertion, let u¯ = u + Kerm ∈ A/Kerm, for some u ∈ A. Since
u = m(u)+(u−m(u)) ∈ m(u)+Kerm, u¯ = m(u) inA/Kerm. Thusm(u) ∈ sp(u¯).
The converse of the previous corollary is given by the following proposition:
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Proposition 4.28. Let A be a faithful commutative Banach C˜-algebra. Let I E A
be maximal w.r.t. I ∩ C˜ = {0}. If sp(u) 6= ∅, ∀u ∈ A/I, then I = Kerm, for some
m ∈ Hom(A, C˜).
Proof. By corollary 4.25, I is closed. By proposition 3.11, A/I is a Banach C˜-algebra.
By proposition 4.26, A/I satisfies the conditions of proposition 4.22, so A/I ∼= C˜.
Hence the canonical surjection A → A/I induces a surjective multiplicative C˜-linear
functional A → C˜ with I as its kernel.
Corollary 4.29. Let A be a faithful commutative Banach C˜-algebra. If each strictly
non-invertible v ∈ A is contained in an ideal I EA maximal w.r.t. I ∩ C˜ = {0} with
the property that sp(u) 6= ∅, ∀u ∈ A/I, then sp(v) = fsp(v), for each v ∈ A.
Proof. Let v ∈ A and λ ∈ sp(v). Then v − λ is strictly non-invertible, so there exists
I E A, maximal w.r.t. I ∩ C˜ = {0} with the property that sp(u) 6= ∅, ∀u ∈ A/I
containing v − λ. By proposition 4.28, I = Kerm, for some m ∈ Hom(A, C˜). Hence
m(v − λ) = 0, and λ = m(v) ∈ fsp(v). The converse inclusion follows by lemma
4.20.
4.3 The spectral mapping theorem
Theorem 4.30. Let A be a faithful C˜-algebra and u, v ∈ A.
1. Let p ∈ C˜[x] be a polynomial and let p(C) = {p(λ) : λ ∈ C}, for C ⊆ C˜.
Then p(sp(u)) ⊆ sp(p(u)) and p(fsp(u)) = fsp(p(u)). If p(λ) ∈ ρ(p(u)), then
λ ∈ ρ(u).
2. For C ⊆ {λ ∈ C˜ : λ is invertible}, let C−1 = {λ−1 : λ ∈ C}. If u is invertible,
then sp(u−1) = (sp(u))−1 and fsp(u−1) = (fsp(u))−1.
3. fsp(u+ v) ⊆ fsp(u) + fsp(v) and fsp(uv) ⊆ fsp(u) fsp(v).
Proof. (1) Let u ∈ A, λ ∈ C˜ and p(x) = anxn + · · ·+ a0, with aj ∈ C˜, ∀j. Then
p(u)− p(λ) = an(un − λn) + · · ·+ a1(u− λ),
uj − λj = (u− λ)(uj−1 + λuj−2 + · · ·+ λj−1)
= (uj−1 + λuj−2 + · · ·+ λj−1)(u− λ),
for j = 1, . . . , n, so there exists v ∈ A such that p(u)− p(λ) = (u − λ)v = v(u− λ).
So if p(λ) ∈ ρ(p(u)), i.e., p(u) − p(λ) is invertible, then also u − λ is invertible, i.e.,
λ ∈ ρ(u). Similarly, if p(λ) /∈ sp(p(u)), then there exists S ⊆ (0, 1) with eS 6= 0 such
that p(u)− p(λ) is invertible w.r.t. S. By lemma 2.2, also u− λ is invertible w.r.t. S,
and λ /∈ sp(u). By contraposition, p(sp(u)) ⊆ sp(p(u)).
(2) Let u ∈ A be invertible. We show that sp(u) contains only invertible elements.
Let λ ∈ sp(u). Suppose that λ ∈ C˜ is not invertible. Then there exists S ⊆ (0, 1)
with eS 6= 0 and λeS = 0 [23, Lemma 4.1]. As u − λ is not invertible w.r.t. S, also
u = u− λeS is not invertible w.r.t. S by lemma 2.2, a contradiction.
Let λ ∈ C˜ be invertible and let S ⊆ (0, 1) with eS 6= 0. Then by lemma 2.2, u−1−λ is
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invertible w.r.t S iff λ−1u(u−1−λ) = λ−1−u is invertible w.r.t. S. So for λ invertible,
λ ∈ sp(u−1) iff λ−1 ∈ sp(u). As sp(u) and sp(u−1) only contain invertible elements,
sp(u−1) = (sp(u))−1.
The assertions about the functional spectrum are elementary.
Lemma 4.31. Let A be a faithful C˜-algebra, a ∈ C˜, u ∈ A and λ ∈ sp(au). Then
λ ∈ aC˜ (here denotes the topological closure).
Proof. Let S ⊆ (0, 1) such that eSa = 0. Then eSλ ∈ sp(eSau) = sp(0) = {0}. The
result follows by [23, Prop. 4.3(1), Thm. 5.7(2)].
Proposition 4.32. Let A be a faithful C˜-algebra and u ∈ A with sp(u) 6= ∅. Let
a ∈ C˜.
1. Let aC˜ be closed (i.e., there exists S ⊆ (0, 1) such that aC˜ = eSC˜ [23, Thm.
5.7]). Then a sp(u) = sp(au).
2. a sp(u) ⊆ sp(au) ⊆ a sp(u).
3. If sp(u) is the intersection of a decreasing sequence of internal subsets of C˜, then
a sp(u) = sp(au).
Proof. By theorem 4.30, a sp(u) ⊆ sp(au), ∀a ∈ C˜.
(1) Let first a = eS. Let λ ∈ sp(eSu). Let µ ∈ sp(u) arbitrary. As eSu−eSλ, eScu−eScµ
are strictly non-invertible, also u − (eSλ + eScµ) is strictly non-invertible by lemma
4.14. Hence eSλ ∈ eS sp(u). As eScλ ∈ sp(eSceSu) = sp(0) = {0}, λ = eSλ ∈ eS sp(u).
Let now aC˜ = eSC˜. Then there exists b ∈ C˜ such that ab = eS. Let λ ∈ sp(au).
Then eSλ = abλ ∈ ab sp(au) ⊆ a sp(abu) = a sp(eSu) = aeS sp(u) = a sp(u). As
eScλ ∈ sp(eScau) = sp(0) = {0}, λ = eSλ ∈ a sp(u).
(2) Let λ ∈ sp(au). Let (Sn)n∈N be a sequence of level sets for a [23, §5]. Then
aeSnC˜ = eSnC˜, for each n. By part 1, eSnλ ∈ sp(aeSnu) = aeSn sp(u). Let µ ∈ sp(u)
arbitrary. Then eSnλ + aeScnµ ∈ a(eSn sp(u) + eScn sp(u) ⊆ a sp(u) by lemma 4.14. By
lemma 4.31 and [23, Thm. 5.7(4)], limn→∞(eSnλ+ aeScnµ) = λ. Hence λ ∈ a sp(u).
(3) By part 2, it is sufficient to show that a sp(u) is closed. Let sp(u) =
⋂
n∈N Cn, where
Cn = [(Cn,ε)ε] are internal and (Cn)n is decreasing. By theorem 4.16, there exists
N ∈ N such that |λ| ≤ α−N , for each λ ∈ sp(u). Hence sp(u) = ⋂n∈N[(Cn,ε∩B(0, (1+
1/n)ε−N))ε], and we may assume that Cn have sharply bounded representatives. By
[19, 2.9], we may also assume that Cn+1,ε ⊆ Cn,ε, for each n, ε. We show that then
a sp(u) =
⋂
n∈N[(aεCn,ε)ε], and thus a sp(u) is closed by [19, 2.3].
Let a = [(aε)ε]. If λ ∈ a sp(u), then λ ∈ aCn ⊆ [(aεCn,ε)ε], for each n. Conversely,
if for each n, λ = [(λε)ε] = [(aεcn,ε)ε], with cn,ε ∈ Cn,ε, then there exist εn (w.l.o.g.
decreasingly tending to 0) such that |λε − aεcn,ε| ≤ εn, if ε ≤ εn. Let cε := cn,ε, if
εn+1 < ε ≤ εn, for each n. As Cn,ε are sharply bounded, (cε)ε ∈ MC and λ = ac, with
c := [(cε)ε] ∈ C˜. As Cn+1,ε ⊆ Cn,ε, for each n, ε, we have c ∈
⋂
n∈NCn = sp(u).
Theorem 4.33. Let (A,P) be a faithful Banach C˜-algebra. Let f(z) = ∑∞n=0 anzn
with an ∈ C˜ and with 1/R := lim supn→∞ n
√|an|e < +∞. Then f(sp(u)) ⊆ sp(f(u))
and f(fsp(u)) = fsp(f(u)), ∀u ∈ A with P(u) < R.
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Proof. Let u ∈ A with P(u) < R. Let λ ∈ sp(u). By theorem 4.16, also |λ|e < R.
So
∑
nP(anun) ≤
∑
n |an|eP(u)n < +∞, and thus by lemma 3.6, f(u) =
∑
n anu
n
converges in A. Similarly, f(λ) = ∑n anλn converges in C˜. Then f(u) − f(λ) =∑∞
n=0 an(u
n − λn) = ∑∞n=0 an(u − λ)(un−1 + λun−2 + · · ·+ λn−1). As P(λn−j−1uj) ≤
|λ|n−j−1e P(u)j ≤ P(u)n−1, ∀j, also
∑
nP(an(un−1+λun−2+· · ·+λn−1)) ≤
∑
n |an|eP(u)n−1
< ∞. Hence there exists v ∈ A such that f(u) − f(λ) = (u − λ)v = v(u − λ). As
in theorem 4.30, the assumption that f(λ) /∈ sp(f(u)) then implies that λ /∈ sp(u), a
contradiction. So f(sp(u)) ⊆ sp(f(u)).
Let m ∈ Hom(A, C˜). By proposition 4.21, f(m(u)) =∑n anm(u)n converges in C˜ and
since m is continuous, f(m(u)) = m(f(u)).
Definition 4.34. Let A be a faithful C˜-algebra. The spectral radius of u ∈ A is
rA(u) = sup{|λ|e : λ ∈ sp(u)}.
If the algebra is clear from the context, we simply write r(u). So by definition, r(u) ∈
[0,∞] ∪ {−∞}. By theorem 4.16, if (A,P) is a Banach algebra, r(u) ≤ P(u).
Proposition 4.35. Let (A,P) be a faithful Banach C˜-algebra. Then r(u) ≤ limn→∞ n
√P(un).
Proof. Since P is submultiplicative, limn→∞ n
√P(un) exists (as in [20, Ch. VI, Problem
11]). If λ ∈ sp(u), then λn ∈ sp(u)n ⊆ sp(un) by theorem 4.30. By theorem 4.16,
|λ|ne = |λn|e ≤ P(un). So r(u) ≤ n
√P(un), ∀n ∈ N.
5 Colombeau ∗-algebras
Definition 5.1. A C˜-algebra A is called a Colombeau ∗-algebra if there exists a map
∗: A → A (called involution) satisfying
1. (∀u ∈ A) (u∗∗ = u)
2. (∀u, v ∈ A) ((u+ v)∗ = u∗ + v∗)
3. (∀u ∈ A) (∀λ ∈ C˜) ((λu)∗ = λu∗) (where .¯ denotes complex conjugation in C˜)
4. (∀u, v ∈ A) ((uv)∗ = v∗u∗).
As for C-algebras, it follows that 1∗ = 1 (e.g., [15, §4.1]). If A is faithful, then
sp(u∗) = {λ : λ ∈ sp(u)}, ∀u ∈ A.
u ∈ A is called self-adjoint if u∗ = u; unitary if uu∗ = u∗u = 1; normal if uu∗ = u∗u.
A ∗-algebra A is called symmetric if 1 + uu∗ is invertible for each u ∈ A (cf. [14,
2.24]).
Lemma 5.2. Let λ ∈ C˜ such that λ2 ∈ R˜ and λ2 ≥ 0. Then λ ∈ R˜.
Proof. As λ ∈ C˜, λ = a + bi, with a, b ∈ R˜, so λ2 = a2 − b2 + 2abi. By assumption,
ab = 0 and a2 ≥ b2. Hence 0 ≤ b4 ≤ a2b2 = 0, and b = 0 since 0 is the only nilpotent
element in R˜.
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Lemma 5.3. For a multiplicative C˜-linear functional m on a Colombeau ∗-algebra A,
the following are equivalent:
1. (∀u ∈ A) (m(u∗) = m(u))
2. (∀u ∈ A, u self-adjoint) (m(u) ∈ R˜)
3. (∀u ∈ A) (m(uu∗) ≥ 0).
Proof. (1)⇒ (3): m(uu∗) = |m(u)|2 ≥ 0.
(3)⇒ (2): if u = u∗, then m(u)2 = m(uu∗) ≥ 0, so m(u) ∈ R˜ by lemma 5.2.
(2) ⇒ (1): for u ∈ A, u = v + iw, where v = (u + u∗)/2 and w = i(u∗ − u)/2 are
self-adjoint. So m(v), m(w) ∈ R˜. Hence m(u∗) = m(v − iw) = m(v) − im(w) =
m(v) + im(w) = m(u).
Definition 5.4. If a multiplicative C˜-linear functionalm satisfies one of the conditions
of the previous lemma, then m is called hermitian.
Theorem 5.5. Let A be a faithful symmetric Colombeau ∗-algebra and let u ∈ A be
self-adjoint. Then sp(u) ⊆ R˜.
Proof. Let u ∈ A be self-adjoint and λ ∈ C˜. Write λ = a+ bi with a, b ∈ R˜. Suppose
that b 6= 0. Then there exists S ⊆ (0, 1) with eS 6= 0 such that b is invertible w.r.t. S,
i.e., there exists c ∈ R˜ such that bc = eS. Then
eSc
2(u− λ)(u− λ¯) = eSc2[(u− a)2 + b2] = eS[c2(u− a)2 + 1].
As u = u∗, also c(u− a) = (c(u− a))∗, so c2(u− a)2 + 1 is invertible. Since u− λ and
u− λ¯ commute, u− λ is invertible w.r.t. S by lemma 2.2. Hence λ /∈ sp(u).
Corollary 5.6. Let A be a faithful symmetric Colombeau ∗-algebra andm ∈ Hom(A, C˜).
Then m is hermitian.
Proof. Let u ∈ A be self-adjoint. By lemma 4.20 and theorem 5.5, fsp(u) ⊆ sp(u) ⊆ R˜.
By lemma 5.3, this means that each m ∈ Hom(A, C˜) is hermitian.
6 Colombeau C∗-algebras
Definition 6.1. A Colombeau C∗-algebra (A,P) is a Banach C˜-algebra that is also
a Colombeau ∗-algebra and for which
P(u∗u) = P(u)2, ∀u ∈ A.
As for classical C∗-algebras, this implies that P(u∗) = P(u), ∀u ∈ A; hence ∗: A → A
is continuous and the set of self-adjoint elements of A is closed.
Proposition 6.2. Let (A,P) be a Colombeau C∗-algebra.
1. If u ∈ A is normal, then P(un) = P(u)n, for each n ∈ N.
2. If u ∈ A is unitary, then P(u) = 1 and |λ|e = 1, ∀λ ∈ sp(u).
18
Proof. (1) Since P is submultiplicative, s(u) := limn→∞P(un)1/n exists (as in [20,
Ch. VI, Problem 11]) and s(u) ≤ P(u), for each u ∈ A. If u is self-adjoint, then
P(u2n) = P(u)2n , for each n ∈ N, hence s(u) = P(u). If u is normal, then
s(u∗u) = lim
n
P(u∗nun)1/n ≤ s(u∗)s(u) = s(u)2,
and P(u)2 = P(u∗u) = s(u∗u) ≤ s(u)2 ≤ P(u)2, hence s(u) = P(u). The result
follows, since s(u) ≤ P(un)1/n ≤ P(u), for each n ∈ N.
(2) Since 1 = P(1) = P(u∗u) = P(u)2, P(u) = P(u∗) = 1. Let λ ∈ sp(u). By theorem
4.16, |λ|e ≤ 1. As u−1 = u∗, λ−1 ∈ sp(u∗) by theorem 4.30, hence also |λ−1|e ≤ 1. So
1 = |λλ−1|e ≤ |λ|e |λ−1|e ≤ 1, hence |λ|e−1 = |λ−1|e ≤ 1, and |λ|e = 1.
Corollary 6.3. Let A be a Colombeau C∗-algebra. If u ∈ A is normal and un = 0,
for some n ∈ N, then u = 0.
We recall the Cauchy-Schwarz inequality for C˜-modules [10]:
Proposition 6.4. Let G be a C˜-module provided with a C˜-sesquilinear map 〈., .〉:
G × G → C˜ such that 〈u, v〉 = 〈v, u〉 and 〈u, u〉 ≥ 0 (in R˜), for each u, v ∈ G. Then
|〈u, v〉|2 ≤ 〈u, u〉 〈v, v〉, for each u, v ∈ G.
Proof. The proof of [10, Prop. 2.2] also holds if the scalar product 〈., .〉 does not
necessarily satisfy 〈u, u〉 = 0⇒ u = 0.
Recall that a Hilbert C˜-module H is a C˜-module provided with an inner product 〈., .〉
satisfying the properties of proposition 6.4 together with 〈u, u〉 = 0⇒ u = 0, ∀u ∈ H,
such that it is complete (and hence a Banach C˜-module) for the ultra-pseudo-norm
P(u) := |√〈u, u〉|e. We also denote ‖u‖ :=√〈u, u〉 ∈ R˜.
Definition 6.5. For a Hilbert C˜-module H, we denote B(H) := {T ∈ L(H) : T has
an adjoint}.
It is not known if B(H) = L(H) (cf. the conjecture in [10, §4]).
Proposition 6.6. Let H be a Hilbert C˜-module. Then B(H) is a Colombeau C∗-
algebra.
Proof. By proposition 3.13, L(H) is a Banach C˜-algebra. If T , S ∈ L(H) have an
adjoint, then also T+S, λT (λ ∈ C˜), TS, T ∗ have an adjoint and B(H) is a Colombeau
∗-algebra. As for classical Hilbert spaces, by proposition 6.4,
P(T )2 = sup
P(u)=1
P(Tu)2 = sup
P(u)=1
∣∣‖Tu‖2∣∣
e
= sup
P(u)=1
|〈u, T ∗Tu〉|e
≤ sup
P(u)=1
P(u)P(T ∗Tu) ≤ P(T ∗T ),
whence P(T ∗) = P(T ) and P(T ∗T ) = P(T )2. So if for each n ∈ N, Tn ∈ B(H) and
Tn → T ∈ L(H), then also limn→∞ T ∗n ∈ L(H) exists by completeness of L(H). By
continuity of 〈., .〉, T ∗ = limn→∞ T ∗n . Thus B(H) is a C∗-subalgebra of L(H).
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If B is a clasical C∗-algebra, then for u = [(uε)ε] ∈ GB, u∗ := [(u∗ε)ε] is well-defined and
turns GB into a Colombeau C∗-algebra with ‖u∗u‖ = ‖u‖2 and ‖u‖ = ‖u∗‖, ∀u ∈ A.
Proposition 6.7. If H is a (classical) Hilbert space and L(H) is the C∗-algebra of
continuous C-linear operators on H, then GL(H) is (up to isomorphism) a C∗-subalgebra
of L(GH).
Proof. As L(H) is a C∗-algebra, GL(H) is a Colombeau C∗-algebra with ultra-pseudonorm
P(T ) = ∣∣ ‖Tε‖ ∣∣e, for T = [(Tε)ε] ∈ GL(H). By proposition 3.14, GL(H) is isomorphic
with a Banach C˜-subalgebra of L(GH). The isomorphism of proposition 3.14 clearly
also preserves the involution ∗.
7 Counterexamples
The following example is in contrast with the situation in commutative Banach C-
algebras (e.g., [15, §3.2]):
Example 7.1. There exists M ⊳ GC([0,1]) maximal w.r.t. M ∩ C˜ = {0} and u ∈ A :=
GC([0,1])/M (which is a faithful commutative Banach C˜-algebra by proposition 3.11 and
corollary 4.25) such that ρA(u) = C˜. Consequently, we also have:
1. spA(u) = ∅.
2. M 6= Kerm, for each m ∈ Hom(GC([0,1]), C˜).
3. fspA(u) = ∅.
4. fspA(v) 6= spA(v), for some v ∈ A.
Proof. Let φ ∈ C∞(C) with compact support and with φ(0) = 1 and φ(z) ≥ 0,
for each z ∈ C. For each a = [(aε)ε] ∈ C˜, let ua :=
[(
φ(x−aε
ε
)
)
ε
] ∈ GC([0,1]). Let
I ⊳ GC([0,1]) be the ideal generated by {ua : a ∈ C˜}. Let u ∈ I. As u is a finite
GC([0,1])-linear combination of some of the ua, it has a representative (uε)ε for which
the Lebesgue measure of the support of uε is of order ε. On the other hand, let
u ∈ C˜ \ {0} ⊆ GC([0,1]). Then u is invertible w.r.t. S, for some S ⊆ (0, 1) with
eS 6= 0. For each representative (uε)ε ∈ MC([0,1]) of u, there exists m ∈ N such that
infx∈[0,1] |uε(x)| ≥ εm, for small ε ∈ S by lemma 2.2. Thus I ∩ C˜ = {0}. By Zorn’s
lemma, there exists M ⊳ GC([0,1]), maximal w.r.t. M ∩ C˜ = {0} with I ⊆ M . Let
u = id+M ∈ A where id = [(id[0,1])ε] ∈ GC([0,1]) and id[0,1] is the identity map on [0, 1].
Let λ = [(λε)ε] ∈ C˜. For x ∈ [0, 1],
∣∣∣φ(x− λε
ε
)
− φ(0)
∣∣∣ ≤ ε−1 |x− λε| sup
z∈C
|∇φ(z)| ,
so φ(x−λε
ε
) ≥ ε, as soon as |x− λε| ≤ ε2 and ε small enough. Hence
inf
x∈[0,1]
|x− λε|2 + φ
(x− λε
ε
)
≥ ε4,
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for small ε, and |id−λ|2 + uλ is invertible in GC([0,1]) by proposition 4.3. As uλ ∈ M ,
there exists v ∈ GC([0,1]) such that (id−λ)(id−λ)v = 1 modulo M . Hence u − λ is
invertible in A. Consequence 2 follows by corollary 4.27. Consequence 3 follows by
lemma 4.20. Hence Hom(A, C˜) = ∅, and consequence 4 follows since fspA(0) = ∅ 6=
{0} = spA(0).
For general Colombeau C∗-algebras, even if they are subalgebras of GB (with B a
C∗-algebra), almost nothing of the classical spectral theory (e.g., [15, §4.1]) remains
valid:
Example 7.2. There exists a commutative C∗-algebra B, a Colombeau C∗-subalgebra
A of GB and a self-adjoint u ∈ A such that
1. spA(u) 6= spGB(u).
2. spA(u) 6⊆ {λ ∈ C˜ : |λ| ≤ ‖u‖}.
3. spA(u) 6⊆ R˜.
4. A is not a symmetric Colombeau ∗-algebra.
Proof. Let B = C([0, 1]), u = [(id)ε] ∈ GB where id is the identity map on [0, 1],
and A = C˜[u]. For λ ∈ C \ [0, 1], id−λ is invertible in B, hence also (u − λ)−1 =
[((id−λ)−1)ε] in GB. Suppose that S ⊆ (0, 1) with eS 6= 0 and u−λ is invertible w.r.t.
S in A. Then (u − λ)−1eS ∈ A by lemma 2.2, and there exists w ∈ C˜[u] such that
‖w − (u− λ)−1eS‖ ≤ α. As w =
∑m
j=0 aju
j, for some m ∈ N and aj ∈ C˜, there exists a
sequence of polynomials pn ∈ C[x] of degree at most m such that ‖pn − (id−λ)−1‖ →
0. Since a finite-dimensional subspace of a Banach space is closed (e.g, [15, Cor. 1.5.4]),
(id−λ)−1 ∈ C[x], a contradiction. Hence C \ [0, 1] ⊆ spA(u) \ spGB(u). The last
assertion follows by theorem 5.5.
8 The C˜-algebra G#C(X)
In spite of the counterexamples in the previous section, for some Banach subalgebras
of GB (B a Banach C-algebra), the spectrum behaves to a large extent as in the
classical theory. In this section, we briefly investigate the structure of such an algebra,
which will provide an explanation why the spectrum in this algebra behaves well (see
propositions 8.6 and 9.3, corollary 10.9).
Let X be a compact metric space. Let X˜ := X(0,1)/∼, where (xε)ε ∼ (yε)ε iff
(d(xε, yε))ε ∈ NR (this definition coincides with the definition of the internal sub-
set K˜ = [(K)ε] ⊂ R˜d when K ⊂⊂ Rd). Then d: X˜ × X˜ → R˜: d([(xε)ε], [(yε)ε]) :=
[(d(xε, yε)ε)] is a well-defined map that extends the metric d on X and D: X˜×X˜ → R:
D(x˜, y˜) := |d(x˜, y˜)|e defines an ultrametric on X˜ . The corresponding topology on X˜
is called sharp topology. Also the (non-Hausdorff) topology on X(0,1) defined by the
corresponding pseudometric D: X(0,1) × X(0,1) → R: D((xε)ε, (yε)ε) := |d(xε, yε)|e is
called sharp topology.
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Let u ∈ GC(X). If u(x) = u(y) in C˜, for each x, y ∈ X(0,1) with x ∼ y, then u defines a
pointwise map X˜ → C˜ by means of u(x˜) := [(uε(xε))ε] (with u = [(uε)ε], x˜ = [(xε)ε],
definition independent of representatives).
Proposition 8.1. Let X be a compact metric space and u ∈ GC(X). Then the following
are equivalent:
1. u defines a map X˜ → C˜
2. (∀n ∈ N)(∃m ∈ N)(∃ηm > 0)(∀ε ≤ ηm)
(∀x, y ∈ X)(d(x, y) ≤ εm ⇒ |uε(x)− uε(y)| ≤ εn)
3. u: X(0,1) → C˜ is continuous (for the sharp topologies on X(0,1), resp. C˜)
4. u defines a continuous map X˜ → C˜ (for the sharp topologies on X˜, resp. C˜).
Proof. (1) ⇒ (2): if (2) doesn’t hold, then we can find n ∈ N, a decreasing se-
quence (εm)m∈N tending to 0 and xεm , yεm ∈ X such that d(xεm , yεm) ≤ εmm and
|uεm(xεm)− uεm(yεm)| > εnm, for each m ∈ N. Let xε = yε ∈ X arbitrary for
ε ∈ (0, 1) \ {εm : m ∈ N}. For x = (xε)ε, y = (yε)ε ∈ X(0,1), we then have x ∼ y, but
u(x) 6= u(y).
(2) ⇒ (3): let r ∈ R+. For n ≥ − ln r, we find m ∈ N such that for x = (xε)ε, y =
(yε)ε ∈ X(0,1), if |d(x, y)|e < e−m, hence d(xε, yε) ≤ εm, for sufficiently small ε, then
|uε(xε)− uε(yε)| ≤ εn, for sufficiently small ε, so |u(x)− u(y)|e ≤ e−n ≤ r.
(3) ⇒ (1): if x, y ∈ X(0,1) and x ∼ y, then |d(x, y)|e ≤ δ, ∀δ ∈ R+. By continuity,
|u(x)− u(y)|e ≤ r, ∀r ∈ R+; hence u(x) = u(y) in C˜.
(1)&(3)⇒ (4), (4)⇒ (1): clear.
Definition 8.2. Let X be a compact metric space. Then we denote by G#C(X) the set of
all elements of GC(X) that satisfy the equivalent properties of the previous proposition.
We call G#C(X) the algebra of sharply continuous generalized functions on X.
Proposition 8.3. Let X be a compact metric space. Then G#C(X) =
⋂
x,y∈X(0,1),x∼y{u ∈
GC(X) : u(x) = u(y)} is a Banach C˜-subalgebra of GC(X).
Proof. The equality holds by proposition 8.1. Hence G#C(X) is a closed (and thus com-
plete) subset of GC(X), and also a sub-C˜-algebra of GC(X).
Lemma 8.4. Let X be a compact metric space. For x = (xε)ε, y = (yε)ε ∈ X(0,1),
{u ∈ GC(X) : u(x) = u(y)} = [({u ∈ C(X) : u(xε) = u(yε)})ε].
Proof. Let u = [(uε)ε] ∈ GC(X) with u(x) = u(y), i.e., (uε(xε) − uε(yε))ε ∈ NC. Let
nε(x) := (uε(xε) − uε(yε))min
(
1, d(x,xε)
d(xε,yε)
)
, if xε 6= yε and nε := 0, otherwise. Then
(nε)ε ∈ NC(X), and u = [(uε+nε)ε] with (uε+nε)(xε) = (uε+nε)(yε), ∀ε. The converse
inclusion holds by definition.
This suggests the following definition:
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Definition 8.5. Let B be a Banach C-algebra. Then A ⊆ GB is a strictly internal
subalgebra of GB iff A = [(Aε)ε] where Aε are Banach subalgebras of B, for each ε.
Such a representative of A will be called a strict representative.
Remark. Since [(Aε)ε] = [(Aε)ε] for internal subsets of GB [19, Cor. 2.2], any A =
[(Aε)ε] where Aε are subalgebras (with 1) of B, is a strictly internal subalgebra. Since
every internal set of GB is closed [19, Prop. 2.3], any internal subalgebra A of GB is a
Banach C˜-algebra.
Proposition 8.6. Let X be a compact metric space. Then G#C(X) is an intersection of
strictly internal subalgebras of GC(X).
Proof. By proposition 8.3 and lemma 8.4.
9 Strictly internal Banach C˜-algebras
We now study the properties of strictly internal Banach C˜-algebras, as introduced in
the previous section.
Lemma 9.1. Let B be a Banach C-algebra and A a strictly internal subalgebra of
GB with strict representative (Aε)ε. Let u = [(uε)ε] ∈ A with uε ∈ Aε, for small ε.
Let S ⊆ (0, 1) with eS 6= 0. Then u is invertible w.r.t. S in A iff both the following
conditions hold:
1. uε is invertible in Aε, for small ε ∈ S;
2. there exists N ∈ N such that ‖u−1ε ‖ ≤ ε−N , for small ε ∈ S.
Proof. ⇒: let uv = vu = eS, with u = [(uε)ε], v = [(vε)ε] ∈ A. W.l.o.g., uε, vε ∈ Aε,
∀ε. Let nε := uεvε − 1 ∈ Aε, for ε ∈ S and nε = 0 otherwise. Then (nε)ε ∈ NB. In
particular, for small ε ∈ S, ‖nε‖ ≤ 1/2, whence (uεvε)−1 ∈ Aε exists, (since Aε are
Banach C-algebras) and
∥∥(uεvε)−1∥∥ ≤ 11−‖nε‖ ≤ 2. Then vε(uεvε)−1 ∈ Aε is a right
inverse for uε, for small ε ∈ S. Similarly, (vεuε)−1vε ∈ Aε is a left inverse for uε, for
small ε ∈ S. Hence uε is invertible in Aε, for small ε ∈ S.
⇐: let vε := u−1ε ∈ Aε, if ε ∈ S sufficiently small, and vε = 0 otherwise. Then
v := [(vε)ε] ∈ A and uv = vu = eS.
Corollary 9.2. Let B be a Banach C-algebra and A a strictly internal subalgebra of
GB with strict representative (Aε)ε. Let u = [(uε)ε] ∈ A with uε ∈ Aε, for small ε.
Then u is strictly non-invertible in A iff
(∀n ∈ N)(∃ηn ∈ (0, 1))(∀ε ≤ ηn)(uε is not invertible in Aε or ‖u−1ε ‖ ≥ ε−n).
Proof. ⇒: If the conclusion does not hold, we find N ∈ N and a decreasing sequence
(εn)n∈N tending to 0 such that uεn is invertible in Aεn and ‖u−1εn ‖ ≤ ε−Nn , for each
n ∈ N. By lemma 9.1, u is invertible w.r.t. T := {εn : n ∈ N}, contradicting the
hypotheses.
⇐: by lemma 9.1.
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Proposition 9.3. Let B be a Banach C-algebra and A be an intersection of strictly
internal subalgebras of GB. Let u ∈ A.
1. Let S ⊆ (0, 1) with eS 6= 0. If ‖u‖ eS ≪ 1 in R˜, then 1− u is invertible w.r.t. S
in A.
2. spA(u) ⊆ {λ ∈ C˜ : |λ| ≤ ‖u‖}.
Proof. (1) Let first A be strictly internal with strict representative (Aε)ε and u =
[(uε)ε] with uε ∈ Aε, ∀ε. There exists m ∈ N such that ‖uε‖ ≤ 1−εm, for small ε ∈ S.
Hence (1 − uε)−1 ∈ Aε exists and ‖(1− uε)−1‖ ≤ 11−‖uε‖ ≤ ε−m, for small ε ∈ S. By
lemma 9.1, 1− u is invertible w.r.t. S in A.
Now let A = ⋂i∈I Ai, with Ai strictly internal, for each i. Let u ∈ A. By the previous
case, there exists an inverse vi ∈ Ai w.r.t. S of 1 − u. By lemma 2.2, vieS does not
depend on i, and thus is an inverse w.r.t. S of 1− u in A.
(2) Let λ ∈ C˜ with |λ|  ‖u‖. Then there exists S ⊆ (0, 1) with eS 6= 0 and m ∈ N
such that |λ| eS ≥ ‖u‖ eS +αmeS. By lemma 2.2, λ is invertible w.r.t. S, say λµ = eS.
Hence ‖µu‖ eS ≤ (1 − |µ|αm)eS ≪ 1. By part 1, 1 − µu is invertible w.r.t. S in A.
Hence also λ− u is invertible w.r.t. S in A by lemma 2.2, and λ /∈ spA(u).
Proposition 9.4. Let B be a Banach C-algebra and A a strictly internal subalgebra
of GB. Let u ∈ A.
1. ρA(u) is the union of an increasing sequence of internal subsets of C˜.
2. spA(u) is the intersection of a decreasing sequence of internal subsets of C˜.
3. If C ⊆ ρGB(u) and C is internal, then C ∩ ρA(u) and C ∩ spA(u) are internal.
Proof. Let (Aε)ε be a strict repres. of A and u = [(uε)ε] with uε ∈ Aε, for small ε.
(1) For n ∈ N, let Cn,ε = {λ ∈ ρAε(uε) : ‖(uε − λ)−1‖ ≤ ε−n}. Then
⋃
n∈N[(Cn,ε)] =
ρA(u) by lemma 9.1.
(2) For n ∈ N, let Cn,ε = spAε(uε)
⋃{λ ∈ ρAε(uε) : ‖(uε − λ)−1‖ ≥ ε−n}. Then
spA(u) =
⋂
n∈N[(Cn,ε)ε] lemma 9.1 and by corollary 9.2.
(3) Let C = [(Cε)ε]. We show that C∩ρA(u) = [(Cε∩ρAε(uε))ε] and C∩spA(u) = [(Cε∩
spAε(uε))ε]. All four sets are contained in C ⊆ ρGB (u). By lemma 9.1, (uε−λε)−1 ∈ B
exist for small ε, and (‖(uε − λε)−1‖)ε is moderate, for each [(λε)ε] in any of the four
sets. Then the equalities follow by lemma 9.1 and corollary 9.2.
Definition 9.5. Let B be a Banach C-algebra. Let A be a strictly internal subalgebra
of GB. For u ∈ A, we define the interior spectrum of u as
intspA(u) =
⋃
(Aε)ε strict repr. of A
⋃
(uε)ε∈A(0,1)ε repr. of u
[(spAε(uε))ε].
If the algebra is clear from the context, we simply write intsp(u).
Proposition 9.6. Let B be a commutative Banach C-algebra and A a strictly internal
subalgebra of GB. Let u ∈ A. Then
intspA(u) =
⋃
(Aε)ε strict rep. of A
[(spAε(uε))ε],
where [(spAε(uε))ε] is independent of the representative (uε)ε of u with uε ∈ Aε, ∀ε.
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Proof. Let u = [(uε)ε] = [(vε)ε] with uε, vε ∈ Aε, ∀ε. Since spAε(uε) ⊆ spAε(uε − vε) +
spAε(vε) ⊆ B(0, ‖uε − vε‖) + spAε(vε) [15, 3.2.10], [(spAε(uε))ε] ⊆ [(spAε(vε))ε].
Theorem 9.7. Let B be a Banach C-algebra and A a strictly internal subalgebra of
GB. Then
1. intspA(u) ⊆ spA(u), ∀u ∈ A.
2. intspA(u) ⊆ fspA(u) ⊆ spA(u), ∀u ∈ A, if B is commutative.
3. intspA(u) 6= ∅, ∀u ∈ A.
Proof. (1) Let λ ∈ intspA(u). So λε ∈ spAε(uε), ∀ε, where (Aε)ε is a strict represen-
tative of A, λ = [(λε)ε] and u = [(uε)ε] with uε ∈ Aε, ∀ε. If λ /∈ spA(u), then there
exists S ⊆ (0, 1) with eS 6= 0 such that u − λ is invertible w.r.t. S. By lemma 9.1,
uε − λε is invertible in Aε, for small ε ∈ S, a contradiction.
(2) Let λ ∈ intspA(u). So λε ∈ spAε(uε), ∀ε, where (Aε)ε is a strict representa-
tive of A, λ = [(λε)ε] and u = [(uε)ε] with uε ∈ Aε, ∀ε. As Aε are commuta-
tive Banach C-algebras, there exist multiplicative C-linear functionals mε 6= 0 with
mε(uε) = λε, ∀ε (e.g., [15, 3.2.11]). As |mε(v)| ≤ ‖v‖, ∀v ∈ Aε, the map m: A → C˜:
m([(vε)ε]) = [(mε(vε))ε] is well-defined and is a multiplicative C˜-linear functional with
m(1) = 1. Hence m ∈ Hom(A, C˜) and m(u) = λ. So intspA(u) ⊆ fspA(u). The other
inclusion follows by lemma 4.20.
(3) Let u = [(uε)ε] ∈ A = [(Aε)ε] with Aε Banach C-algebras and uε ∈ Aε, ∀ε. Then
there exist λε ∈ spAε(uε) with |λε| ≤ ‖uε‖, ∀ε (e.g., [15, 3.2.3]). So (λε)ε ∈ MC, and
λ := [(λε)ε] ∈ intspA(u).
Remark. It is necessary to consider only strict representatives of A in the definition of
intspA(u) in order to have intspA(u) ⊆ spA(u). E.g., let B = C([0, 1]), u(x) = x + 1,
Aε = C[x], ∀ε. By Weierstrass’ approximation theorem, C[x] = C([0, 1]), so [(Aε)ε] =
GB. Hence 0 /∈ spGB(u). But 0 ∈ spAε(x+ 1), for each ε.
Corollary 9.8. Let B be a Banach C-algebra and A a sub-C˜-algebra (with 1) of GB.
Then spA(u) 6= ∅, ∀u ∈ A.
Proof. For u ∈ A, ∅ 6= intspGB(u) ⊆ spGB(u) ⊆ spA(u).
The following is a dual statement of theorem 4.12:
Proposition 9.9. Let B be a Banach C-algebra and A an intersection of strictly
internal subalgebras of GB. Let u ∈ A. Then
ρA(u) = {λ ∈ C˜ : (∀S ⊆ (0, 1) with eS 6= 0)(λeS /∈ spA(u)eS)}
= {λ ∈ C˜ : |λ− µ| ≫ 0, ∀µ ∈ spA(u)}.
Proof. The second equality follows from lemma 4.10. For the first equality:
⊆: if λeS = µeS, for some µ ∈ spA(u) and S ⊆ (0, 1) with eS 6= 0, then u − λ is not
invertible w.r.t. S in A by lemma 2.2.
⊇: first, let A be strictly internal with strict representative (Aε)ε. Let u = [(uε)ε]
with uε ∈ Aε, ∀ε. Let λ = [(λε)ε] ∈ C˜. If u− λ is not invertible in A, then by lemma
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9.1, we can find a decreasing sequence (εn)n∈N tending to 0 such that uεn − λεn is not
invertible in Aε or ‖(uεn − λεn)−1‖ ≥ ε−nn , ∀n ∈ N. Let S = {εn : n ∈ N}. Then
eS 6= 0. Let µ ∈ spA(u) (spA(u) 6= ∅ by corollary 9.8). By corollary 9.2, it follows that
λeS + µeSc ∈ spA(u). Hence λeS ∈ spA(u)eS.
Now let A = ⋂i∈I Ai with Ai strictly internal, for each i and let λ ∈ C˜ such that
for each S ⊆ (0, 1) with eS 6= 0, λeS /∈ spA(u)eS. As spAi(u) ⊆ spA(u), also λeS /∈
spAi(u)eS for each i. By the previous case and lemma 4.13, λ ∈
⋂
i∈I ρAi(u) = ρA(u).
Example 9.10. Let H be an infinite-dimensional separable Hilbert space and B =
L(H) the Banach C-algebra of continuous C-linear operators on H. Then there exists
u = [(uε)ε] = [(vε)ε] ∈ GB with [(sp(uε))ε] 6= [(sp(vε))ε], [(r(uε))ε] 6= [(r(vε))ε] and
|[(r(uε))ε]|e < rGB(u).
Proof. By [3, §3.4], there exist v, vk ∈ B (for each k ∈ N) with ‖vk − v‖ ≤ e−k,
sp(vk) = {0}, for each k ∈ N and there exists λ ∈ sp(v) with e−2 ≤ |λ| ≤ 1. Let
u := [(v)ε] ∈ GB. Then there exists λ ∈ [(sp(v))ε] ⊆ sp(u) (theorem 9.7) with e−2 ≤
|λ| ≤ 1. Let uε := vk, if 1/k ≤ ε < 1/(k − 1) (k ∈ N, k > 1). Then ‖uε − v‖ ≤ e−1/ε,
for each ε. Hence (‖uε − v‖)ε ∈ NR, and u = [(uε)ε]. Yet [(sp(uε))ε] = {0}.
9.1 The spectral mapping theorem
Lemma 9.11. Let B be a Banach C-algebra and A a strictly internal subalgebra of
GB. Let u1, . . . , um ∈ A (m ∈ N). If u1 · · ·um is strictly non-invertible in A, then
there exists v ∈ interl({u1, . . . , um}) that is strictly non-invertible in A.
Proof. Let A = [(Aε)ε] and uj = [(uj,ε)ε] with Aε closed subalgebras of B and uj,ε ∈
Aε, ∀ε, ∀j. Let n ∈ N. By corollary 9.2, u1,ε · · ·um,ε is not invertible in Aε or
‖(u1,ε · · ·um,ε)−1‖ ≥ ε−n, for ε ≤ ηn. Hence there exists j ∈ {1, . . . , m} such that
uj,ε is not invertible in Aε or ‖u−1j,ε‖ ≥ ε−n/m, for ε ≤ ηn. W.l.o.g., (ηn)n decreasingly
tends to 0. For ηn+1 < ε ≤ ηn, let ε ∈ Sj iff j is the smallest index with the latter
property. Then eS1u1 + · · ·+ eSmum ∈ interl({u1, . . . , um}) is strictly non-invertible in
A by corollary 9.2.
Theorem 9.12. Let B be a Banach C-algebra. Let A be the union of an increasing
sequence of strictly internal subalgebras of GB. Let u ∈ A. Let p(z) ∈ C˜[z] with 1 as
its leading coefficient. Then p(spA(u)) = spA(p(u)).
Proof. First, let A be strictly internal. Let λ ∈ spA(p(u)). By lemma 4.7, p(z)− λ =
(z − z1) · · · (z − zm), for some zj = [(zj,ε)ε] ∈ C˜. By lemma 9.11, there exists
v ∈ interl({u − z1, . . . , u − zm}) that is strictly non-invertible in A. Hence there
exists a partition {S1, . . . , Sm} of (0, 1) such that u− (eS1z1 + · · ·+ eSmzm) is strictly
non-invertible in A, i.e., eS1z1+· · ·+eSmzm ∈ spA(u). Since p(z1eS1+· · ·+zmeSm) = λ,
λ ∈ p(spA(u)).
Now let A = ⋃n∈NAn, with (An)n∈N an increasing sequence of strictly internal subal-
gebras of GB. Let m ∈ N such that u ∈ Am. Let λ ∈ spA(p(u)). By the previous case
and lemma 4.13, spA(p(u)) =
⋂
n≥m spAn(p(u)) ⊆
⋂
n≥m p(spAn(u)). By proposition
9.4, spAn(u) =
⋂
k∈NCn,k, where Cn,k ⊆ C˜ are internal, for each n ≥ m. By lemma
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4.7, {µ ∈ C˜ : p(µ) = λ} is internal and sharply bounded. Further, since spAn(u) are
totally ordered, the family of sets consisting of {µ ∈ C˜ : p(µ) = λ} and Cn,k (k ∈ N,
n ≥ m), has the finite intersection property. Hence by saturation [19, Thm. 2.12],
λ ∈ p(⋂n≥m spAn(u)) = p(spA(u)).
The converse inclusion follows by theorem 4.30.
Proposition 9.13. Let B be a Banach C-algebra and A a strictly internal subalgebra
of GB. Let u ∈ A and a ∈ C˜. Then spA(au) = a spA(u).
Proof. By proposition 4.32, proposition 9.4 and corollary 9.8.
9.2 The spectral radius formula
Definition 9.14. (cf. [22]) Let ∅ 6= A ⊆ R˜d. Then G˜(A) := EM(A)/N (A), where
EM(A) =
{
(uε)ε ∈ C∞(Rd)(0,1) : (∀α ∈ Nd)
(∀[(xε)ε] ∈ A)((∂αuε(xε))ε ∈ MC)},
N (A) ={(uε)ε ∈ C∞(Rd)(0,1) : (∀α ∈ Nd)(∀[(xε)ε] ∈ A)((∂αuε(xε))ε ∈ NC)}.
(Here ∀[(xε)ε] ∈ A means: for each representative (xε)ε of an element of A.)
The action of u = [(uε)ε] ∈ G˜(A) on a generalized point x˜ = [(xε)ε] ∈ A is defined as
u(x˜) := [(uε(xε))ε] ∈ C˜. If A is open, then u is completely determined by its action
on generalized points, and we thus identify elements of G˜(A) with particular pointwise
maps A→ C˜.
Let Ω be an open subset of C˜. Then G˜H(Ω) is the differential algebra consisting of
those u ∈ G˜(Ω) with ∂¯u := 1
2
(∂x + i∂y)u = 0. For u ∈ G˜H(Ω) and z˜ ∈ Ω, we write
u′(z˜) := ∂xu(z˜) = −i∂yu(z˜). Iterated derivatives are denoted by Dk (k ∈ N).
Properties of analytic generalized functions on generalized domains are studied in [22].
Lemma 9.15. Let B be a Banach C-algebra and u ∈ GB. Let s ∈ R, s < − ln(rGB(u)).
Then {z˜ ∈ C˜ : |z˜| ≥ αs} ⊆ ρGB(u).
Proof. Let s′ ∈ R with s < s′ < − ln(rGB(u)). Let µ ∈ spGB(u). Since |µ|e ≤ rGB(u),
|µ| ≤ αs′. So if λ ∈ C˜ and |λ| ≥ αs, then |λ− µ| ≥ |λ| − |µ| ≥ αs − αs′ ≫ 0. By
proposition 9.9, λ ∈ ρGB(u).
Proposition 9.16. Let B be a Banach C-algebra with topological dual B′ and u ∈ GB.
Let R: ρGB(u) → GB: R(λ) = (λ − u)−1. Let s ∈ R, s < − ln(rGB(u)). Then
f ◦R ∈ G˜H({z˜ ∈ C˜ : |z˜| ≫ αs}), for each f ∈ GB′ .
Proof. First, recall that f acts as a (so-called basic C˜-linear) pointwise map GB → C˜
[10, §1.1.2]. Let u = [(uε)ε] and f = [(fε)ε] with fε ∈ B′, for each ε. Then {z ∈
C : |z| > εs} ⊆ ρB(uε), for small ε, since supposing the contrary, we can construct
z˜ ∈ C˜ \ ρGB(u) with |z˜| ≥ αs using lemma 9.1 (moderateness can be ensured, since
|z| ≤ ‖uε‖, for each z ∈ spB(uε)), contradicting lemma 9.15. Hence Rε: {z ∈ C : |z| >
εs} → B: Rε(z) := (z−uε)−1 (for small ε) is well-defined and [(fε◦Rε(zε))ε] = f ◦R(z˜),
for each z˜ = [(zε)ε] ∈ C˜ with |zε| > εs, ∀ε. For each k ∈ N, there exists N ∈ N such
that supεs<|z|≤ε−k |fε ◦Rε(z)| ≤ ε−N , for small ε, since otherwise, we can construct
(zε)ε ∈ MC with |zε| > εs, ∀ε and (fε ◦ Rε(zε))ε /∈ MC. Since fε ◦ Rε are analytic
(e.g., [20, Thm. VI.5]), f ◦R ∈ G˜H({z˜ ∈ C˜ : |z˜| ≫ αs}) by [22, Lemma 4.2].
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Lemma 9.17. Let B be a Banach C-algebra, u ∈ GB and a ∈ R+. If lim supn→∞ n
√|f(un)|e ≤
a, for each f ∈ GB′ , then lim supn→∞ n
√P(un) ≤ a.
Proof. Let s ∈ R with s < − ln a. Then supn∈N |f(un)/αns|e < +∞. Applying
the Banach-Steinhaus theorem [7, Thm. 3.21] to the Banach C˜-module GB′ and the
continuous C˜-linear functionals Tn(f) = f(un)/αns: GB′ → C˜ (for fixed s), we find
Cs ∈ R+ such that for each n ∈ N and f ∈ GB′ , |Tn(f)|e ≤ CsP(f). Choosing fn ∈ GB′
with P(fn) = 1 and fn(un) = ‖un‖ [7, Prop. 3.23], we find P(un) ≤ Cse−ns, ∀n ∈ N.
Hence lim supn→∞
n
√P(un) ≤ e−s. Letting s→ − ln a, lim supn→∞ n√P(un) ≤ a.
Theorem 9.18. Let B be a Banach C-algebra and A a Banach sub-C˜-algebra of GB.
Let u ∈ A. Then rA(u) = limn→∞ n
√P(un).
Proof. Let first A = GB and u ∈ GB. Let f ∈ GB′ . By proposition 3.12, |f(un)|e ≤
P(f)P(un) ≤ P(f)P(u)n, for each n, so lim supn→∞ n
√|f(un)|e ≤ P(u), and by [22,
Lemma 4.16, Thm. 4.20],
V (z˜) :=
∞∑
n=0
f(un)z˜n ∈ G˜H({z˜ ∈ C˜ : |z˜|e < 1/P(u)}).
Further, if |z˜|e < 1/P(u), then P(z˜u) < 1, and V (z˜) = f
(∑∞
n=0 u
nz˜n
)
= f((1−uz˜)−1).
Hence V (z˜) coincides with U(z˜) := z˜−1f((z˜−1 − u)−1) as soon as z˜ is invertible and
|z˜|e < 1/P(u). By proposition 9.16 and [22, Lemma 4.4], U ∈ G˜H({z˜ ∈ C˜ : αm ≪ |z˜| ≪
α−s}), for each m ∈ N and s ∈ R with s < − ln(rGB(u)). Let m ∈ N, m− 1 > −s such
that V ∈ G˜H({z˜ ∈ C˜ : |z˜| ≪ αm−1}). Let (χε)ε ∈ EM(C) with χε(z) = 1, if |z| ≤ 2εm
and χε(z) = 0, if |z| ≥ εm−1/2, and let W := U +χ(V −U) where χ := [(χε)ε] ∈ G˜(C˜).
Then W ∈ G˜H({z˜ ∈ C˜ : |z˜| ≪ α−s}) ⊆ G˜H({z˜ ∈ C˜ : |z˜|e < es}), and W = V on a
sharp neighbourhood of 0. By [22, Thms. 4.20 and 4.24], lim supn→∞
n
√|DnW (0)|e =
lim supn→∞
n
√|f(un)|e ≤ e−s. By lemma 9.17, lim supn→∞ n√P(un) ≤ e−s. Letting
s→ − ln(rGB(u)), lim supn→∞ n
√P(un) ≤ rGB(u).
Now let A be any Banach sub-C˜-algebra of GB and u ∈ A. By proposition 4.35,
rA(u) ≤ limn→∞ n
√P(un) ≤ rGB(u) ≤ rA(u).
Consequently, for u ∈ GB, we can drop the index in rA(u).
Corollary 9.19. Let B be a Banach C-algebra. Let u, v ∈ GB with uv = vu. Then
r(u+ v) ≤ r(u) + r(v) and r(uv) ≤ r(u) r(v).
Proof. By theorem 9.18 and the properties of P (e.g., as in [3, Cor. 3.2.10]).
9.3 Stability of spectra in subalgebras
As the path-connected components of C˜ in the topological sense are trivial (they are
the singletons), we use an alternative way to define a nontrivial notion:
Definition 9.20. Let C ⊆ C˜. We call a, b ∈ C GC([0,1])-path-connected in C iff there
exists f ∈ GC([0,1]) with f(0) = a, f(1) = b and f(τ) ∈ C, for each τ ∈ [0, 1](0,1). We
call f a GC([0,1])-path connecting a and b.
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The relation a ∼ b iff a, b are GC([0,1])-path-connected in C is an equivalence relation.
Hence we can call the equivalence classes GC([0,1])-path-connected components in C.
Lemma 9.21. Let B be a Banach C-algebra and u = [(uε)ε] ∈ GB. Let ∅ 6= C ⊆ C˜ be
a sharply bounded internal set with sharply bounded representative [(Cε)ε].
1. If C ∩ spGB(u) = ∅, then there exist M ∈ N and S ⊆ (0, 1) with eS 6= 0 such that
uε − z is invertible in B and ‖(uε − z)−1‖ ≤ ε−M , ∀ε ∈ S, ∀z ∈ Cε.
2. If C ⊆ ρGB(u), then there exists M ∈ N and ε0 ∈ (0, 1) such that uε − z is
invertible in B and ‖(uε − z)−1‖ ≤ ε−M , ∀ε ≤ ε0, ∀z ∈ Cε.
Proof. (1) Suppose that (∀m ∈ N)(∃εm ∈ (0, 1)) (∀ε ≤ εm) (∃z ∈ Cε) (uε − z is not
invertible in B or ‖(uε − z)−1‖ ≥ ε−m). Then we can construct z˜ ∈ C such that u− z˜
is strictly not invertible in GB by lemma 9.1.
(2) Similar.
Proposition 9.22. Let B be a Banach C-algebra and A a strictly internal subalgebra
of GB. Let u ∈ A.
1. Let λ, µ be GC([0,1])-path-connected in C˜\ spGB(u). If λ ∈ ρA(u), then µ /∈ spA(u).
2. Let λ, µ be GC([0,1])-path-connected in ρGB(u). Then λ ∈ spA(u) iff µ ∈ spA(u).
Proof. (1) Let (Aε)ε be a strict representative of A and u = [(uε)ε] with uε ∈ Aε,
∀ε. Let f = [(fε)ε] ∈ GC([0,1]) be a GC([0,1])-path in C˜ \ spGB(u) connecting λ = f(0)
and µ = f(1). Applying lemma 9.21 to the internal set f([0, 1](0,1)) with sharply
bounded representative [(fε([0, 1]))ε], we find M ∈ N and S ⊆ (0, 1) with eS 6= 0 such
that ‖(uε − fε(t))−1‖ ≤ ε−M , ∀ε ∈ S and t ∈ [0, 1]. Let λ ∈ ρA(u). By lemma 9.1,
(uε − fε(0))−1 ∈ Aε, for small ε ∈ S. Suppose µ ∈ spA(u). By the same lemma,
(uε − fε(1))−1 /∈ Aε, for small ε ∈ S. Hence for small ε ∈ S, tε := sup{t ∈ [0, 1] :
(uε − fε(t))−1 ∈ Aε} exists. Let tε := 0, if ε /∈ S. Then τ := [(tε)ε] ∈ [0, 1](0,1). By
continuity of fε, we find t1,ε with |fε(t1,ε)− fε(tε)| ≤ ε1/ε and (uε − fε(t1,ε))−1 ∈ Aε
and t2,ε with |fε(t2,ε)− fε(tε)| ≤ ε1/ε and (uε − fε(t2,ε))−1 /∈ Aε, for small ε ∈ S.
Then f(τ) = [(fε(t1,ε))ε] = [(fε(t2,ε))ε] and u− f(τ) would be both invertible and not
invertible w.r.t. S by lemma 9.1.
(2) Similar.
Proposition 9.23. Let B be a Banach C-algebra and A an intersection of strictly
internal subalgebras of GB. Let u ∈ A such that spGB(u) ⊆ R˜. Then spA(u) = spGB(u)
and ρA(u) = ρGB(u).
Proof. First, let A be strictly internal. Let λ = [(λε)ε] ∈ C˜ \ spGB(u). Let M ∈ N
such that {z˜ ∈ C˜ : |z˜| ≥ α−M} ⊆ ρA(u). If the imaginary part of λε ≥ 0, let
fε(t) = λε+ ε
−Mti. Otherwise, let fε(t) = λε− ε−M ti. Then f := [(fε)ε] ∈ GC([0,1]) and
f([0, 1](0,1)) ⊆ {λ}∪ C˜ \ R˜ ⊆ C˜ \ spGB(u). Hence λ, f(1) are GC([0,1])-path-connected in
C˜\spGB(u) and f(1) ∈ ρA(u), since |f(1)| ≥ α−M . By proposition 9.22, λ ∈ C˜\spA(u).
By proposition 9.9, also ρA(u) = ρGB(u).
IfA = ⋂i∈I Ai, with Ai strictly internal subalgebras of GB, then ρA(u) = ⋂i∈I ρAi(u) =
ρGB(u) by lemma 4.13. By theorem 4.12, also spA(u) = spGB(u).
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10 Strictly internal C∗-algebras
Lemma 10.1. Let B be a ∗-algebra and A = [(Aε)ε] an internal subalgebra of GB such
that Aε are ∗-subalgebras of B, ∀ε.
1. Let u ∈ A be self-adjoint. Then there exists a representative (uε)ε of u with
uε ∈ Aε self-adjoint, ∀ε.
2. The set of all self-adjoint elements of A is internal.
Proof. (1) Let u = [(uε)ε] with uε ∈ Aε, ∀ε. Then u = [(uε+u∗ε2 )ε] with uε+u
∗
ε
2
∈ Aε
self-adjoint, ∀ε.
(2) By part (1), {u ∈ A : u = u∗} = [({u ∈ Aε : uε = u∗ε})ε].
There exists no analogue for normal elements of the previous lemma:
Example 10.2. Let L(H) be the C∗-algebra of continuous C-linear operators on a
separable Hilbert space H. Then there exist self-adjoint u, v ∈ GL(H) that commute,
but such that no representatives (uε)ε of u and (vε)ε of v satisfy uεvε = vεuε, ∀ε.
Proof. Let (ek)k≥1 be an orthonormal basis ofH . Consider the weighted shifts Sn(ek) :=
min(k/n, 1)ek+1. Then ‖Sn‖ ≤ 1 and ‖SnS∗n − S∗nSn‖ = 1/n2, for each n. Let
An = ReSn, Bn = ImSn. Let uε := A⌈ε−1/ε⌉ and vε := B⌈ε−1/ε⌉, for each ε ∈ (0, 1).
Then u := [(uε)ε], v := [(vε)ε] ∈ GL(H) are self-adjoint and u+ iv is normal. Hence u, v
commute. In [4], it is shown that there are no A′n, B
′
n ∈ L(H) which commute and such
that limn→∞ ‖An −A′n‖+‖Bn − B′n‖ = 0. It follows that for any (u′ε)ε, (v′ε)ε ∈ ML(H),
if u′εv
′
ε = v
′
εu
′
ε, ∀ε, then limε→0 ‖uε − u′ε‖+ ‖vε − v′ε‖ 6= 0. In particular, u 6= [(u′ε)ε] or
v 6= [(v′ε)ε].
Corollary 10.3. Let L(H) be the C∗-algebra of continuous C-linear operators on
a separable Hilbert space H. Then there exists a normal w ∈ GL(H) such that no
representative (wε)ε of w satisfies wεw
∗
ε = w
∗
εwε, ∀ε.
Proof. Let w = u+ iv with u, v as in the previous example.
Definition 10.4. Let B be a Banach C-algebra. Let A be a strictly internal subalgebra
of GB. Let u, v ∈ A. If there exist a strict representative (Aε)ε of A and representatives
(uε)ε of u and (vε)ε of v such that uε, vε ∈ Aε and uεvε = vεuε, ∀ε, then we say that u,
v commute strictly in A. We will refer to (uε)ε, (vε)ε as commuting representatives
of u, v.
Let B be a ∗-algebra. Let A be a strictly internal subalgebra of GB. If A has a
strict representative (Aε)ε and u ∈ A has a representative (uε)ε with uε ∈ Aε and
uεu
∗
ε = u
∗
εuε, ∀ε, then we call u strictly normal in A. We will refer to (uε)ε as a
normal representative of u.
Theorem 10.5. Let B be a C∗-algebra. Let A be a strictly internal subalgebra of
GB. Let u ∈ A be strictly normal in A. Then spA(u) = intspA(u) = [(spAε(uε))ε] for
each strict representative (Aε)ε of A and normal representative (uε)ε of u in A with
uε ∈ Aε, for each ε. In particular, spA(u) is internal.
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Proof. By theorem 9.7, it is sufficient to show that spA(u) ⊆ [(spAε(uε))ε]. So let
λ = [(λε)ε] ∈ C˜ \ [(spAε(uε))ε]. By [19, Prop. 2.1], (d(λε, spAε(uε)))ε /∈ NR. So
there exist m ∈ N and S ⊆ (0, 1) with eS 6= 0 such that d(λε, spAε(uε)) ≥ εm,
∀ε ∈ S. By [3, Thm. 3.3.5], d(λε, spAε(uε)) = 1/ r((uε − λε)−1) = 1/ ‖(uε − λε)−1‖,
since (uε − λε)−1 ∈ Aε is normal, ∀ε ∈ S. Hence ‖(uε − λε)−1‖ ≤ ε−m, ∀ε ∈ S. By
lemma 9.1, u− λ is invertible w.r.t. S in A, and λ ∈ C˜ \ spA(u).
Remark. In the previous theorem, u∗ ∈ GB need not belong to A. (In fact, if, instead
of uε normal, ∀ε,
( ‖(uε−λε)−1‖
r((uε−λε)−1)
)
ε
is moderate, then also spA(u) = [(spAε(uε))ε].)
By theorem 4.30, we obtain:
Corollary 10.6. Let B be a commutative C∗-algebra. Let A be a strictly internal
subalgebra of GB. Let u, v ∈ A. Then spA(u) = fspA(u), spA(u+ v) ⊆ spA(u)+spA(v)
and spA(uv) ⊆ spA(u) spA(v).
Proposition 10.7. Let B be a C∗-algebra and A a strictly internal subalgebra of GB.
1. If u ∈ GB is normal, then r(u) = P(u). If u ∈ A is strictly normal in GB, then
max{|λ| : λ ∈ spA(u)} = ‖u‖.
2. If u ∈ A is unitary, then ‖u‖ = 1 and |λ| = 1, ∀λ ∈ spA(u).
3. If u ∈ A is self-adjoint, then spA(u) ⊆ {λ ∈ R˜ : −‖u‖ ≤ λ ≤ ‖u‖} and there
exists S ⊆ (0, 1) such that (eS − eSc) ‖u‖ ∈ spA(u).
4. Every m ∈ Hom(A, C˜) is hermitian.
Proof. (1) The first assertion follows by proposition 6.2 and theorem 9.18, the second
assertion by proposition 9.3 and by the fact that [(spB(uε))ε] ⊆ spGB(u) ⊆ spA(u).
(2) Since ‖u‖2 = ‖uu∗‖ = 1 in R˜ and ‖u‖ ≥ 0, we find ‖u‖ = 1. Let λ ∈ spA(u).
By proposition 9.3, |λ| ≤ 1. By theorem 4.30, λ−1 ∈ sp(u−1) = sp(u∗), hence also
|λ−1| ≤ 1, i.e., |λ| ≥ 1.
(3) Let f(z) = eiz =
∑∞
n=0(iu)
n/n!. By theorem 4.33, f(u) exists, for u ∈ A with
P(u) < 1 and f(sp(u)) ⊆ sp(f(u)). Now f(u)∗ = ∑∞n=0(−iu)n/n! = e−iu if u is
self-adjoint. By multiplication of the power series, it follows that f(u) is unitary. Let
λ = [(λε)ε] = µ + iν ∈ sp(u). By the convergence of power series, since |λ|e < 1,∑∞
n=0(iλ)
n/n! = [(eiλε)ε] =: e
iλ. By part 2, 1 = |eiλ| = e−ν . Hence also eν = 1. Since
1 = e±ν ≥ 1 ± ν, ν = 0 and λ ∈ R˜. If P(u) ≥ 1, then P(uαm) < 1 for some m ∈ N.
Hence sp(u) = α−m sp(uαm) ⊆ R˜. The first assertion follows by proposition 9.3. By
lemma 10.1, there exists S ⊆ (0, 1) with (eS − eSc) ‖u‖ ∈ intspGB(u) ⊆ spA(u).
(4) If u ∈ A is self-adjoint, then fspA(u) ⊆ spA(u) ⊆ R˜ by part (3). The result follows
by lemma 5.3.
Theorem 10.8. Let B be a C∗-algebra and A an intersection of strictly internal
subalgebras of GB. Let u, u∗ ∈ A. Then spA(u) = spGB(u) and ρA(u) = ρGB(u).
Proof. By proposition 10.7, spGB(uu
∗) ⊆ R˜. By proposition 9.23, ρA(uu∗) = ρGB(uu∗).
First, let u be invertible in GB with inverse v ∈ GB. Then also (uu∗)−1 = v∗v ∈ GB, so
0 ∈ ρGB(uu∗) = ρA(uu∗). Hence uu∗ is invertible in A. By unicity of inverses, v∗v ∈ A.
31
Then also v = u∗v∗v ∈ A, and u is invertible in A.
Now let λ ∈ ρGB (u). Since u − λ, (u − λ)∗ ∈ A, the previous reasoning shows that
λ ∈ ρA(u). Hence ρA(u) = ρGB(u). By theorem 4.12, also spA(u) = spGB(u).
By proposition 4.4, proposition 8.6 and theorem 10.8, we obtain:
Corollary 10.9. Let X be a compact metric space. Let u ∈ G#C(X). Then sp(u) =
{u(x˜) : x˜ ∈ X˜}.
10.1 Order structure
Definition 10.10. Let A be a faithful Colombeau C∗-algebra and u ∈ A. Then u is
positive (notation: u ≥ 0) if u is self-adjoint and spA(u) ⊆ [0,∞)∼ = {λ ∈ R˜ : λ ≥ 0}.
We denote A+ := {u ∈ A : u ≥ 0}.
Example 7.2 shows that u∗u need not be positive, for an element u of a general
Colombeau C∗-subalgebra of GB (B a C∗-algebra).
LetB be a C∗-algebra. For an intersection of strictly internal Colombeau C∗-subalgebras
A of GB, A+ = G+B ∩ A by theorem 10.8.
Lemma 10.11. Let B be a C∗-algebra and let A = [(Aε)ε] be a strictly internal
subalgebra of GB with the property that Aε is a C∗-algebra, ∀ε. Let u ∈ A. Then
u ∈ A+ iff there exists a representative (uε)ε of u with uε ∈ A+ε , ∀ε.
Proof. ⇒: by lemma 10.1, there exists a representative (uε)ε with uε ∈ Aε and uε = u∗ε,
∀ε. By theorem 10.5, [(sp(uε))ε] = sp(u) ⊆ [0,∞)∼. Since sp(uε) ⊆ R, ∀ε, we can find
a negligible net of real constants (aε)ε such that sp(uε + aε) ⊆ [0,∞), ∀ε.
⇐: by theorem 10.5, sp(u) = [(sp(uε))ε] ⊆ [([0,∞))ε] = [0,∞)∼.
Proposition 10.12. Let B be a C∗-algebra and A = GB. Then
1. A+ = {v ∈ A : v = v∗ and ∥∥v − ‖v‖∥∥ ≤ ‖v‖}. In particular, A+ is closed.
2. If u ∈ A+ and λ ∈ R˜ with λ ≥ 0, then λu ∈ A+.
3. If u, v ∈ A+, then u+ v ∈ A+.
4. If u,−u ∈ A+, then u = 0.
5. If u ∈ A+ is invertible, then also u−1 ∈ A+.
Proof. As for classical C∗-algebras [15, 4.2.1–4.2.2], using proposition 10.7 for parts 1
and 4, proposition 9.13 for part 2 and theorem 4.30 for part 5.
Lemma 10.13. Let B be a C∗-algebra. Let u, v ∈ GB be self-adjoint. Then ‖uvu‖ ≤
‖vu2‖.
Proof. By lemma 10.1, there exist representatives (uε)ε of u and (vε)ε of v with uε, vε ∈
B self-adjoint, ∀ε. Then ‖uεvεuε‖ = rB(uεvεuε) = rB(vεu2ε) ≤ ‖vεu2ε‖, ∀ε (e.g., [15,
Prop. 3.2.8]).
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Proposition 10.14. Let B be a C∗-algebra and let A be an intersection of strictly
internal subalgebras Ai = [(Ai,ε)ε] (i ∈ I) of GB with Ai,ε a C∗-algebra, ∀i, ε. Then:
1. If u ∈ A+, then there exists a unique v ∈ A+ such that u = v2.
2. A+ = {u∗u : u ∈ A}.
3. If u ∈ A+, v ∈ A, then v∗uv ∈ A+.
Proof. First, let A = [(Aε)ε] ⊆ GB be strictly internal with Aε a C∗-algebra, ∀ε.
(1, existence): let u = [(uε)ε]. By lemma 10.11, w.l.o.g. uε ∈ A+ε , ∀ε. By the
classical theory, there exist vε ∈ A+ε with uε = v2ε and ‖vε‖ =
√‖uε‖, ∀ε. Hence
v := [(vε)ε] ∈ GB, u = v2 and by lemma 10.11, v ∈ A+.
(2, ⊆): by part 1 (existence).
(2, ⊇): let u = [(uε)ε] ∈ A with uε ∈ Aε, ∀ε. Then (u∗εuε)ε is a normal representative
of u∗u. Hence by theorem 10.5, sp(u∗u) = [(sp(u∗εuε))] ⊆ [([0,∞))ε] = [0,∞)∼.
(3) By part 1 (existence), there exists w ∈ A+ with u = w2. Then v∗uv = (wv)∗(wv) ∈
A+ by part 2.
(1, unicity): Let first u be invertible in A. Let v, w ∈ A+ with v2 = w2 = u. By part
1 (existence), there exists x ∈ A+ with w = x2. Then also v, w, x are invertible in A
and v−1, w−1, x−1 ∈ A+. Further, ‖vw−1‖2 = ‖(vw−1)∗vw−1‖ = ‖w−1v2w−1‖ = 1. By
lemma 10.13, ‖x−1vx−1‖ ≤ ‖v(x−1)2‖ = ‖vw−1‖ = 1. Hence 1 − x−1vx−1 ∈ A+. By
part 3, also x(1 − x−1vx−1)x = w − v ∈ A+. By symmetry, also v − w ∈ A+. Hence
v = w by proposition 10.12(5). We denote the unique v by
√
u.
Now let u ∈ A+ arbitrary. By multiplying with αa (for a suitable a ∈ R), we may
assume that ‖u‖ ≤ 1/2. Let v ∈ A+ with u = v2. Since spA(u + αn) = αn + spA(u),
0 ∈ ρA(u + αn) by proposition 9.9 for n ∈ N. Hence
√
u+ αn is uniquely deter-
mined by the previous case. Let v = [(vε)ε] with vε ∈ A+ε , ∀ε. Then
√
u+ αn =
[(
√
v2ε + ε
n)ε], for n ∈ N. For small ε, ‖vε‖ ≤ 1, so by the classical theory (e.g., [15,
Thm. 4.1.6]), ‖√v2ε + εn − vε‖ = r(√v2ε + εn − vε) = supt∈sp(vε)⊆[0,1] ∣∣√t2 + εn − t∣∣ ≤
max(supt2∈[0,εn]
√
t2 + εn, supt2∈[εn,1],s∈[0,εn] ε
n
∣∣ 1
2
√
t2+s
∣∣) = √2εn. Hence v = limn→∞√u+ αn,
and v is uniquely determined.
Now let A = ⋂i∈I Ai with Ai = [(Ai,ε)ε] and Ai,ε a C∗-algebra, ∀i, ε.
(1) Let
√
u denote the unique element in G+B such that u =
√
u
2
. By the previous case,√
u ∈ Ai, for each i. Hence
√
u ∈ A ∩ G+B = A+. Any element v ∈ A+ with u = v2
also belongs to G+B , so equals
√
u by unicity in GB.
(2, ⊇): let u ∈ A. By the previous case, u∗u ∈ A ∩ G+B = A+.
(2, ⊆) and (3) now follow as in the previous case.
Corollary 10.15. Let B be a C∗-algebra. If A is an intersection of strictly internal
Colombeau C∗-subalgebras of GB, then A is symmetric.
Proof. Let u ∈ A. By theorem 10.8 and proposition 10.14, u∗u ∈ A∩G+B = A+. Hence
−1 ∈ ρA(u∗u) by proposition 9.9.
10.2 Positive linear functionals
Definition 10.16. Let A be a faithful Colombeau C∗-algebra. Let f : A → C˜ be a
C˜-linear functional. Then f is called positive if f(u) ≥ 0 (in R˜), for each u ∈ A+. If
additionally f(1) = 1, then f is called a state.
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Clearly, if A+ = {u∗u : u ∈ A}, then f is positive iff f(u∗u) ≥ 0, for each u ∈ A.
Proposition 10.17. Let A be a faithful Colombeau C∗-algebra with A+ = {u∗u : u ∈
A}. Let f be a positive C˜-linear functional on A. Then
1. f(u∗) = f(u), for each u ∈ A.
2. |f(v∗u)|2 ≤ f(u∗u)f(v∗v), for each u, v ∈ A.
Proof. (1) Since f((u + 1)∗(u + 1)) ∈ R˜, it follows that f(u) + f(u∗) ∈ R˜, hence
Im f(u)+Im f(u∗) = 0. Since f((u+ i)∗(u+ i)) ∈ R˜, it follows that if(u)−if(u∗) ∈ R˜,
hence Re f(u)− Re f(u∗) = 0.
(2) By part 1, 〈u, v〉 := f(v∗u) defines a C˜-sesquilinear map on the C˜-module A
with 〈u, v〉 = 〈v, u〉 and 〈u, u〉 ≥ 0 (in R˜), for each u, v ∈ A. The result follows by
proposition 6.4.
We recall the following fact about R˜ [10, Lemma 2.19]:
Lemma 10.18. Let a, b, c ∈ R˜ with a, b, c ≥ 0. If b ≤ a and ab ≤ ac then b ≤ c.
Proposition 10.19. Let B be a C∗-algebra and let A = [(Aε)ε] be a strictly internal
subalgebra of GB with the property that Aε is a C∗-algebra, ∀ε. Let f be a C˜-linear
functional on A. Then f is positive iff f(1) ≥ 0 (in R˜) and |f(u)| ≤ f(1) ‖u‖, ∀u ∈ A
(in particular, f is continuous, cf. [10, Prop. 1.7]).
Proof. ⇒: by propositions 10.14 and 10.17(2), with v = 1, |f(u)|2 ≤ f(1)f(u∗u),
∀u ∈ A. Further, for u ∈ A, ‖u∗u‖ − u∗u is self-adjoint and sp(‖u∗u‖ − u∗u) =
‖u∗u‖ − sp(u∗u) ⊆ [0,∞)∼ by proposition 10.7. Hence f(‖u∗u‖ − u∗u) ≥ 0, and
f(u∗u) ≤ f(1) ‖u∗u‖. Thus |f(u)|2 ≤ f(1)2 ‖u‖2, and |f(u)| ≤ f(1) ‖u‖ (since √ . is
well-defined on {x˜ ∈ R˜ : x ≥ 0}).
⇐: let first u ∈ A be self-adjoint. We show that f(u) ∈ R˜. Let f(u) = α + iβ,
α, β ∈ R˜. Let v := t − iu, t ∈ R˜. Then ‖v‖2 = ‖v∗v‖ = ‖t2 + u2‖ ≤ t2 + ‖u‖2 and
|f(v)|2 = |tf(1)− if(u)|2 = t2f(1)2+2tf(1)β+α2+β2. Hence f(1)2 ‖v‖2 ≤ f(1)2t2+
f(1)2 ‖u‖2 ≤ |f(v)|2 − 2tf(1)β + f(1)2 ‖u‖2 ≤ f(1)2 ‖v‖2 − 2tf(1)β + f(1)2 ‖u‖2,
and 2tf(1)β ≤ f(1)2 ‖u‖2. Choosing t = α−n sgn(β) (n ∈ N), we find 2f(1) |β| ≤
f(1)2 ‖u‖2 αn. Since |β| ≤ |f(u)| ≤ f(1) ‖u‖ ≤ α−Nf(1), for some N ∈ N, we can
apply lemma 10.18 and obtain 2 |β| ≤ f(1) ‖u‖2 αn. As n is arbitrary, β = 0.
Now let u ∈ A+. Since f(‖u‖ − u) ∈ R˜, f(u) = f(1) ‖u‖ − f(‖u‖ − u) ≥ f(1) ‖u‖ −
f(1)
∥∥ ‖u‖ − u∥∥ ≥ 0 by proposition 10.12(1).
Proposition 10.20. Let B be a C∗-algebra. Let A be a Colombeau C∗-subalgebra of
GB. Let u ∈ A. Then there exists a state s on A with s(u∗u) = ‖u‖2.
Proof. Let u = [(uε)ε]. By the classical theory, there exist states sε on B with
sε(u
∗
εuε) = ‖uε‖2B, ∀ε. Since |sε(v)| ≤ ‖v‖B, for each v ∈ B, (sε)ε defines a basic
C˜-linear functional [10, §1.1.2] s on GB, with s(1) = 1, s(u∗u) = ‖u‖2 and |s(v)| ≤ ‖v‖,
∀v ∈ GB. By proposition 10.19, s is a state on GB, and the restriction of s to A is a
state on A.
34
We could now proceed to prove an analogue of the Gelfand-Neumark theorem (e.g., [15,
Thm. 4.5.6]) for Colombeau C∗-subalgebras of GB (B a classical C∗-algebra) along the
lines of the classical proof and show that such an algebra is isomorphic (as a Colombeau
C∗-algebra) with a Colombeau C∗-subalgebra of B(H), for some Hilbert C˜-module H.
It is easier to obtain this result using the classical Gelfand-Neumark theorem on the
representatives:
Proposition 10.21. Let B be a C∗-algebra and let A be a Colombeau C∗-subalgebra
of GB. Then A is isomorphic (as a Colombeau C∗-algebra) with a Colombeau C∗-
subalgebra of GL(H) (hence, in particular, of B(GH)), for some Hilbert space H.
Proof. By the classical Gelfand-Neumark theorem, there exists a Hilbert space H and
an isometric ∗-isomorphism T : B → L(H). By [10, 1.1.2], T defines a so-called basic
(hence continuous) C˜-linear map GB → GL(H) by means of T ([(uε)ε]) := [(T (uε))ε]. By
proposition 6.7, GL(H) is a Colombeau C∗-subalgebra of B(GH) and it is straightforward
to check that T is an isometric ∗-morphism. In particular, this also holds for the
restriction of T to A.
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