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ABSTRACT
Regional connectivity is important to the global climate salinity response, particularly because salinity
anomalies do not have a damping feedbackwith atmospheric freshwater fluxes andmay therefore be advected
over long distances by ocean circulation, resulting in nonlocal influences. Climate model intercomparison
experiments such as CMIP5 exhibit large uncertainty in some aspects of the salinity response, hypothesized
here to be a result of ocean dynamics. We use two types of Lagrangian particle tracking experiments
to investigate pathways of exchange for salinity anomalies. The first uses forward trajectories to estimate
average transport time scales between water cycle regimes. The second uses reverse trajectories and a
freshwater accumulation method to quantitatively identify remote influences in the salinity response.
Additionally, we compare velocity fields with both resolved and parameterized eddies to understand the
impact of eddy stirring on intergyre exchange. These experiments show that surface anomalies are readily
exchanged within the ocean gyres by the mean circulation, but intergyre exchange is slower and largely eddy
driven. These dynamics are used to analyze theNorthAtlantic salinity response to climate warming andwater
cycle intensification, where the system is broadly forced with fresh surface anomalies in the subpolar gyre
and salty surface anomalies in the subtropical gyres. Under these competing forcings, strong intergyre eddy
fluxes carry anomalously salty subtropical water into the subpolar gyre which balances out much of the local
freshwater input.
1. Introduction
The ocean salinity response to climate forcing is an
important contributor to ocean circulation change, as
salinity influences density gradients that drive the ther-
mohaline circulations (see Kuhlbrodt et al. 2007; Buckley
and Marshall 2016; Weijer et al. 2019). In greenhouse
gas forcing runs from phase 5 of the Coupled Model
Intercomparison Project (CMIP5), the atmospheric
water cycle demonstrates a coherent response (Levang
and Schmitt 2015) consistent with an amplified water
cycle (Held and Soden 2006), where generally wet
regions become wetter and dry regions become drier.
Despite similar freshwater forcing perturbations, there
is poor intermodel agreement for the salinity response
in certain regions, particularly the subpolar North
Atlantic (see Fig. 7).
Given the similarity in the large scale freshwater
forcing patterns in CMIP5, we hypothesize here that
uncertainty in the salinity response is partly due to dif-
ferences in ocean circulation dynamics between the
models. The importance of ocean salt transport is
clearly evident in the response patterns, where in
some locations the salinity change is in fact opposite
signed to the freshwater flux (FWF) change, which
must be carried by ocean currents between regions.
The influence of remote forcing on the salinity field
may be more pronounced than for temperature, be-
cause salinity anomalies do not have a direct damping
feedback with atmospheric freshwater fluxes un-
like temperature anomalies and heat fluxes, and are
therefore more likely to persist along circulation
pathways.
An interesting aspect of the surface salinity response
seen in CMIP5 is that freshwater flux trends of differ-
ent sign become relatively well mixed within the sub-
tropical gyres. Specifically, the subtropical latitudes
becomemore net evaporative and the tropical latitudes
more net precipitative, but the salinity change across
these regions is relatively uniform (see Figs. 1c,d).
Between the subtropical gyres (STG) and subpolar
gyres (SPG), most models show a strong contrast in
the salinity change particularly in the Atlantic (Fig. 1c;
Levang and Schmitt 2015). Freshened SPG waters doCorresponding author: Samuel J. Levang, slevang@whoi.edu
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not appear to mix effectively with saltier STG waters,
indicating a transport barrier. In the tropical lat-
itudes, strong surface Ekman flow can disperse
anomalous freshwater input in the ITCZ and return
salty water from the subtropics via the subsurface
return branch of the shallow subtropical cell, effec-
tively mixing these signals. In contrast, the subpolar
gyre is isolated from the subtropics by the intergyre
boundary.
However, a subset of CMIP5 models show a posi-
tive salinity change across much of the subpolar North
Atlantic surface, particularly on the eastern side, de-
spite increased local freshwater input (Figs. 1b,d). The
only plausible source for salty anomalies in the SPG is
subtropical water, pointing to a potential difference
in advective intergyre transport between the models.
A similar trend of Atlantic SPG salinification is seen
in the observational estimate of Durack et al. (2012).
These uncertainties motivate a need to better under-
stand the pathway history of surface water masses,
and to identify mechanisms and rates of intergyre
exchange, particularly in the North Atlantic where
salinity is important to the Atlantic meridional over-
turning circulation (AMOC).
Observational quantification of Lagrangian path-
ways over decadal and longer time scales is limited.
Surface drifters in the Atlantic show very weak ex-
change between the STG and SPG (Brambilla and
Talley 2006), because the true pathways of intergyre
exchange are three-dimensional (Burkholder and
Lozier 2011; Foukal and Lozier 2016), requiring ob-
servations of subsurface flows. Here we explore these
pathways using a series of particle tracking experiments
in ocean models.
2. Methods
While results from CMIP5 serve as motivation, it is
not possible to accurately quantify the salt transport
in individual CMIP5 models because their standard
outputs do not include the eddy-induced residual
circulation produced by mixing schemes such as the
Gent–McWilliams (GM; Gent and Mcwilliams 1990)
and Redi (Redi 1982) parameterizations. Rather than
directly analyzing the circulation differences within
CMIP5, we consider a simplified version of the problem,
which is to take the circulation as a constant using
present-day ocean reanalysis products. These velocity
fields are used to study how freshwater flux anomalies
propagate through the circulation, and to isolate key
aspects of the flow that alter the salinity response. This
approach provides useful information about the coupled
response so long as other climate factors such as winds
and temperature do not have O(1) changes on the cir-
culation, and so long as the accumulated salt anoma-
lies do not become large enough to significantly change
circulations themselves. These criteria are generally
reasonable for present-day centennial climate projec-
tions. The AMOC is one potential caveat to the validity
of these assumptions, where there is a possibility for
large change over the coming century (e.g., Caesar et al.
2018). In the RCP8.5 scenario of CMIP5, a majority of
models see a 30%–50% weakening of the AMOC by
the year 2100 (Levang and Schmitt 2020). With O(1)
FIG. 1. Comparison of two CMIP5 models, which have similar freshwater forcing trends in the Atlantic but differing surface
salinity responses. (a),(c) In GFDL-CM3, subpolar freshening and subtropical salinification remain isolated, while (b),(d) in GISS-E2-H,
saltier subtropical water is more dispersed throughout the basin. The trends were calculated by fitting a linear regression to the period
2006–2100 in the RCP8.5 scenario and calculating the total change from the slope.
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circulation changes expected, the analysis presented
here can be considered analogous to the coupled dy-
namics until nonlinear advective feedbacks become
significant. In the case of a large AMOC weakening,
subtropical to subpolar connectivity is lessened and the
results here become an upper bound for the influence
of subtropical waters on the SPG.
a. Data sources
For a representation of the present-day ocean circu-
lation, we take velocity fields from two modern data-
assimilated ocean models, namely, the Simple Ocean
Data Assimilation (SODA) version 3.4.1 (Carton et al.
2018) and Estimating the Circulation and Climate of the
Ocean (ECCO) version 4.3 (Forget et al. 2015). These
velocity fields are used to produce large ensembles of
trajectories used in the experiments here.
ECCO assimilates a wide range of in situ and satel-
lite measurements using the MITgcm over the period
1992–2016. It is run on an Arakawa C-grid in latitude–
longitude cap geometry with nominal 18 horizontal
resolution and 50 vertical levels. ECCO uses the GM
parameterization for mesoscale eddies, the Gaspar–
Grégoris–Lefevre (GGL; Gaspar et al. 1990) mixed
layer closure, and the Redi (1982) scheme for isopycnal
diffusion. ECCO is similar in resolution and parame-
terizations to most CMIP5 models. We use the recti-
linear 0.58 interpolated velocity fields for producing
trajectories.
SODA also assimilates many in situ and satellite
measurements, and the version 3.4.1 used here incor-
porates atmospheric forcing from the ERA-Interim re-
analysis for the period 1981–2015. It is run using the
GFDL MOM2.5 ocean model (Delworth et al. 2012),
which utilizes a tripolar Arakawa B-grid with 0.258
horizontal resolution at the equator, increasing to 0.18 at
the poles, and 50 vertical levels.We use the native B-grid
output for trajectories south of 658N, and interpolate the
tripolar fields to a rectangular grid north of this point.
SODA does not utilize any mesoscale eddy parame-
terization such as GM, but uses the submesoscale clo-
sure of Fox-Kemper et al. (2011) and the KPP (Large
et al. 1994) vertical mixing scheme. SODA also does not
apply any background lateral or vertical diffusion. SODA
can be considered eddy-permitting nearly everywhere.
The increased resolution at high latitude allows for grid
spacing near half the first baroclinic Rossby radius of
deformation, which is required to represent classical
mesoscale eddies. The underlying MOM2.5 ocean model
has realistic patterns of enhanced eddy kinetic energy in
the deep tropics, western boundary currents, and frontal
zones, but is somewhat less energetic everywhere when
compared to altimeter observations or higher resolution
configurations of MOM (Delworth et al. 2012). Addi-
tionally, we use a monthly climatology of the SODA
model as a field with no representation of eddies at all,
since transient features are filtered out by taking a tem-
poral mean of the velocity fields.
Trajectories are produced from 5-day averaged
SODA velocities. Averaging time scales up to 9 days
have been found to produce accurate trajectories within
a mesoscale flow (Qin et al. 2014). ECCO trajectories
are produced from 30-day averaged velocities, which
is sufficient because the coarse-resolution flow con-
tains much less transient variability on submonthly
time scales.
We also use output from the RCP8.5 scenario of the
CMIP5 ensemble over the period 2006–2100 to obtain a
multimodel mean anomalous freshwater flux trend to
apply to the trajectories as a passive salinity tracer, taken
from the CMIP5 variable water flux into ocean (wfo).
For the basin-integrated freshwater forcing tendencies
shown in Fig. 4, the CMIP5 variables evaporation
(evspbl) minus precipitation (pr) are shown for better
visualization of the flux changes over land which force
river runoff changes. The land areas have been as-
signed to each basin according to drainage basins de-
fined by continental topographic maxima, such that
the basin-integrated E 2 P including land areas is
nearly equivalent to E 2 P 2 R over the oceans. This
formulation also avoids errors to do regridding of
point-source river mouths. All CMIP5 values are
given as a multimodel mean of the models listed in
Table 1. For the basinwide forcing tendencies, the
error bars are given as the standard deviation between
models.
b. Particle advection scheme
Trajectories are generated with an offline advection
model utilizing the Runge–Kutta fourth-order (RK4)
time-stepping scheme. The local velocity for each par-
ticle is determined through a trilinear interpolation
of the three-dimensional velocity fields in space and a
linear interpolation between each time step of themodel
output. Particle positions are calculated at 1-h time steps
to satisfy the stability criteria for explicit integration
schemes, and stored every 5 days. The particle tracking
software used here was built from scratch to obtain
fast computation time for the 100-yr trajectories re-
quired in this analysis by making use of GPU paral-
lelization. The tracking algorithms were tested against
similar software packages such as PARCELS (Lange
and van Sebille 2017).
Several processes that are effectively subgrid scale or
otherwise parameterized in an Eulerian model must be
handled within the offline advection scheme in addition
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to the standardmodel velocity outputs in order to obtain
realistic particle behavior.
The first of these is vertical motion within the surface
mixed layer (SML). In the Eulerian frame, the energetic
stirring and vertical transport of tracers within the SML
is parameterized by KPP or other closure schemes. To
represent this transport in terms of Lagrangian particles,
we apply a simple displacement of the particle positions
at regular intervals whenever the particle is found to
be within the SML defined by a density criterion of
rz 2 r0 . 0.03 kgm
23, which generates a random walk
for particles within the SML. The interval for displace-
ments is chosen to be once per day, which limits vertical
motions even in deep SMLs to O(0.1) m s21 that have
been observed in convective plumes (Lavender et al.
2002), but allows for frequent motions within the SML
on the time scale of resolved mesoscale features. This
scheme does not provide any diapycnal transport of
particles across the SML base.
Another issue associated with subgrid motions is the
treatment of particles within the boundary cells of the
model. If particles cross the boundary cells, they become
stranded outside the domain. To avoid stranding,
we apply a no normal flow boundary condition when a
particle reaches the edge of the domain, such that par-
ticles will continue to move along the cell boundary if
there is a nonzero velocity component in the remaining
dimensions.
The ECCO model uses the GM scheme to parame-
terize the effects of mesoscale eddies as an advec-
tive residual-mean velocity. To capture this behavior in
trajectories, the additional GM velocity term is sim-
ply added to the Eulerian velocities during particle
advection, mimicking the transport of tracers in the
Eulerian model.
Other subgrid mixing parameterizations, such as the
isopycnal Redi (1982) scheme, do not have a direct ad-
vective analog that can be applied to trajectories. A
common procedure is to apply an additional stochastic
velocity to create particle spreading which mimics the
tracer diffusion of these terms. We use a first-order
Markov model (van Sebille et al. 2018), which applies a
random velocity at each time step as udiff5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kRedi/Dt
p
,
where kRedi is a diffusivity and Dt is the advective time
TABLE 1. List of CMIP5 models used for the variables of freshwater flux into the ocean (wfo), salinity (so), evaporation (evspsbl),
precipitation (pr), and isopycnal diffusion (kRedi). Further details for each model may be found in Flato et al. (2014).
Institute Model CMIP5 variable: wfo CMIP5 variables: so, evspsbl, pr, kredi
BCC BCC_CSM1.1 X
BNU BNU-ESM X X
CCCma CanESM2 X X
CMCC CMCC-CM X
CNRM-CERFACS CNRM-CM5 X X
ICHEC EC-EARTH X
INM INM-CM4 X
IPSL IPSL-CM5A-LR X
IPSL IPSL-CM5A-MR X X
IPSL IPSL-CM5B-LR X
CESS FGOALS-g2 X X
JAMSTEC MIROC-ESM X X
JAMSTEC MIROC-ESM-CHEM X X
JAMSTEC MIROC5 X X
MOHC HadGEM2-CC X X
MOHC HadGEM2-ES X X
MPI-M MPI-ESM-LR X
MPI-M MPI-ESM-MR X X
MRI MRI-CGCM3 X X
NASA GISS GISS-E2-H X X
NASA GISS GISS-E2-H-CC X X
NASA GISS GISS-E2-R X X
NASA GISS GISS-E2-R-CC X X
NCAR CCSM4 X X
NCC NorESM1-M X X
NCC NorESM1-ME X X
NOAA/GFDL GFDL CM3 X X
NOAA/GFDL GFDL-ESM2G X X
NOAA/GFDL GFDL-ESM2M X X
NSF, DOE, NCAR CESM1(BGC) X X
NSF, DOE, NCAR CESM1(CAM5) X X
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step. We vary the diffusivity to test the effects of iso-
pycnal stirring strength.
To sample the annual and interannual variability of
the flow fields used, particles are launched monthly
over a period of 5 years. Launch locations are randomly
generated within 18 grid cells. The number of particles
used in the global salinity accumulation experiments is
1.5 3 106.
Because the ECCO and SODA outputs used here
only extend for 25–35 years, longer trajectories must be
looped through the model output multiple times. This
is a common technique for particle tracking over long
time scales and other authors have found limited impact
on bulk results (van Sebille et al. 2018). For 100-yr tra-
jectories, the looping induces 2–3 discontinuities in the
velocity fields. These velocity jumps may induce erro-
neous spreading across the flow regimes of interest.
For example, a subtropical particle following a north-
ward Gulf Streammeander may suddenly appear on the
poleward side of the subtropical front as the velocity
field loops. To test the importance of this effect, we
compare the SODA run with 2 discontinuities to one in
which the model output years are randomly rearranged,
so that the velocity field has a jump every year (100 total).
Even for this large number of discontinuities, we find
that the subtropical to subpolar exchange time scale
decreases by only 10% and conclude that a small num-
ber of loops has a minimal effect on the analysis.
c. Transport time scales
To understand the exchange of freshwater signals
between different hydrologic regimes, we launch an
ensemble of 1.03 106 particles evenly distributed across
the global ocean surface layer at 5-m depth. We analyze
exchange by defining broad regions corresponding to
the sign of freshwater forcing change under water cycle
intensification, and measure the average transit prop-
erties of all particles launched in each region. For the
subtropical regions, we take the poleward edge to be
the intergyre boundary, defined as a surface of constant
mean dynamic topography within the model outputs
(as in Zou and Lozier 2016), for which streamlines im-
mediately equatorward (poleward) of the contour re-
circulate in the STG (SPG). We choose this definition
rather than the E 2 P 5 0 contour (which lies slightly
equatorward of the intergyre boundary) because many
subtropical particles will repeatedly cross the E2 P5 0
line but then recirculate into the STG. The tropical re-
gions which see increased net precipitation do not have
an obvious dividing contour based on circulation, so we
choose a simple latitude band of 58S–108N to represent
the waters freshened by increased ITCZ rainfall under
water cycle intensification.
A cumulative transport function is produced by identi-
fying the first instance when a particle crosses into a region
other than its origin and remains there for at least two
months. The residence time requirement eliminates false
crossings where particles continue to follow geostrophic
streamlines that recirculate at the intergyre boundary, but
temporarily cross the fixed boundary line due to transient
meanders. Once a particle has met this threshold, it does
not add to the transport if it crosses the boundary again.
d. Trajectory histories and accumulation of salinity
anomalies
To quantify the influence of regional connections on
salinity changes, we calculate an average forcing history
for a large ensemble of reverse trajectories. Because a
water parcel is directly affected by surface fluxes only
when it is within the SML, we define a metric al,t, which
produces a map of the relative geographic influence for
water parcels from a particular launch location l and for
trajectories of length t:
a
l,t
(x, y)5
ðt
0
H(z)
h
dt

, (1)
where H(z) is a Heaviside function which is nonzero only
when the particle depth z is within the SML, h is the SML
depth, the integral is over all available trajectories, and
the brackets indicate thatal,t is normalized so that the global
integral sums to one. The influence is inversely proportional
to h because a given surface flux has a weaker effect on
tracers when distributed through a deeper mixed layer.
To relate FWF anomalies to salinity change, we ac-
cumulate the salinity anomaly as a passive tracer along
trajectories. In our model, a water parcel is affected
by anomalous FWF any time it is within the SML, with
the anomaly evenly distributed across the thickness of
the layer. Parcels accumulate forcing along the length of
their trajectories with no decay, such that the net salinity
change for a particle launched at location l and for tra-
jectories of length t can be calculated as
DS
l,t
5
þ
S
0
DFWF(x, y, t)H(z)
h
dt, (2)
where S0 is a reference salinity of 35 psu, DFWF is an
expected freshwater flux anomaly for the particle loca-
tion (positive defined as out of the ocean), h and
H(z) are the same as above, and the integral is calcu-
lated along individual particle trajectories. This quantity
can then be binned over an ensemble of trajectories to
estimate a salinity change everywhere that represents
the many possible paths of constituent particles.
To compare the Lagrangian passive tracer method to
coupled model results from CMIP5, we take DFWF to
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be themultimodel mean change in the variable wfo from
RCP8.5 and apply this field along the trajectories. We
produce a monthly trend anomaly map by fitting a linear
regression to each of the 12 months for 28 models and
averaging the models together. We take the anomaly to
be zero in the year 2000 and fit a trend to the period
2006–2100. The actual time-dependent forcing change
across the models is well approximated by a linear
function. Using this methodology, the salinity anomalies
accumulated near the beginning of the 100-yr trajecto-
ries (where particles are generally far away from the
launch site) are weak, and the anomaly strength in-
creases toward the end of the trajectories (where parti-
cles are close to their launch site).
The passive tracer framework makes several as-
sumptions, namely, 1) that salinity anomalies do not
generally feedback on circulation or surface fluxes, so
that the trajectories may be decoupled from salinity
changes, and 2) that particles maintain their accumu-
lated salinity anomalies indefinitely. Previous studies
have tested passive tracer methods using a stable cir-
culation in Eulerianmodels to track temperature change
signals, which show good performance, for example, in
predicting the propagation of present-day anthropo-
genic temperature (Marshall et al. 2015), and in attrib-
uting ongoing cooling in the deep Pacific to surface heat
loss during the Little Ice Age (Gebbie and Huybers
2019). Because salinity does not directly feed back on
surface freshwater fluxes, it is likely a better passive
tracer than temperature, which does feed back on heat
fluxes. The assumed stationary of the circulation is a
limitation of this method, and the AMOC in particular
is likely to undergo largeO(1) changes over the twenty-
first century. Regarding the second assumption, our
Lagrangian model does allow for subduction and re-
emergence of anomalies, but does not account for dis-
sipation of those anomalies in the interior. Because of
the large scale coherence of the forcing pattern in space
and time, we expect the interior dissipation of anomalies
to be less important than for smaller scale anomalies,
such as those forced by interannual climate variability
(e.g., Dickson et al. 1988). But given that some of the
anomalies will mix with adjacent subsurface layers
which do not reemerge, the results can be considered an
upper bound on the importance of remote influences.
3. Results
a. Exchange time scales between tropical, subtropical,
and subpolar regions
An important measure of the intergyre circulation is
the time taken for a typical subtropical parcel to reach
the SPG. Figure 2 shows an experiment where particles are
FIG. 2. Particle tracking experiments in the (a) Atlantic and (d) Pacific, where 4 3 105 particles are evenly launched across the
subtropical gyre (red) and ITCZ (blue) regions (as defined in the text) and advected forward in time. We calculate the cumulative
transit function (as a percent of the total particles launched) for (b),(e) subtropical parcels to spread northward into the subpolar gyre and
for (c),(f) ITCZ parcels to spread into either northern or southern subtropical gyres, with trajectories calculated using different eddy
representations. The ITCZ spreading time is insensitive to eddy representations, while the STG spreading is highly dependent on
eddy stirring.
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launched evenly at the surface across the latitudes of the
IntertropicalConvergenceZone (ITCZ, 58S–108N)and the
northern STG (108N to the intergyre boundary) in both
the Atlantic and the Pacific. The center panels indicate the
cumulative transit time for northern STGparticles to reach
the SPG, and the right panels shows the time for ITCZ
particles to reach either northern or southern STGs.
We calculate the time t50 at which amajority (50%) of
particles have cumulatively transited from the origin to
the destination region. The transit times show that ITCZ
waters spread rapidly into the subtropics, with t50 , 1
year for all experiments in both Atlantic and Pacific.
This time scale is insensitive to eddy representations, as
the circulation is dominated by the Ekman-driven sub-
tropical cell.
The subtropical to subpolar exchange is much slower.
In the Pacific, t50 . 100 years for all experiments. The
exchange is negligible without eddy stirring, because
there is nearly nomeanmeridional circulation across the
intergyre boundary in the Pacific. For theAtlantic, using
the noneddying climatology version SODA, where
particles only cross the gyre boundary via steady circula-
tions, t50 5 83 years. For the ECCO model without any
eddy representations, the result is similar with t50 5 74
years. Including the ECCO GM velocities reduces the
time scale only slightly to t50 5 71 years. In the eddying
SODA model, t50 5 20 years, which indicates that eddy
stirring may greatly increase intergyre exchange.
To test this, we apply an additional stochastic velocity
term us to particles advected in ECCO. This velocity
approximates the effects of the Redi scheme in the
Lagrangian frame (van Sebille et al. 2018). We calculate
the exchange time scale for trajectories with both the
GM velocities and a weak diffusivity (kRedi5 500m
2 s21)
or a strong diffusivity (kRedi 5 2500m
2 s21), which gives
t50 5 44 years and t50 5 22 years, respectively. With a
large enough diffusivity, the simple random walk model
can approximate the intergyre spreading effect of re-
solved mesoscale eddies.
These results indicate that the speed of intergyre ex-
change is highly dependent on the isopycnal stirring effect
of eddies and only weakly affected by the residual mean
circulation represented by GM. The Eulerian mean cir-
culation of theAMOCsets a baseline exchange time scale
of O(100) years for STG waters to reach the SPG. The
isopycnal diffusion of eddies, which allows waters to cross
divergent streamlines of the large-scale circulation at the
intergyre boundary, can reduce this exchange time scale
to O(20) years.
b. Pathway history and freshwater accumulation
Figure 3 summarizes the freshwater flux and salinity
changes in CMIP5, and the results of accumulating the
CMIP5 freshwater flux anomalies along 100 years of re-
verse trajectories launched globally in SODA. The sum-
med salinity change is calculated along each trajectory
FIG. 3. (a) Present-day FWF (m yr21, positive defined as out of the ocean) for the years 1990–2000 based on an ensemble mean of
28 CMIP5 historical runs, (b) 100-yr change (from 2100 to 2000) in FWF for the RCP8.5 scenario, (c) 100-yr change in surface salinity
(psu) from the RCP8.5 scenario of the same 28 CMIP5 models, and (d) accumulated salinity changes along present-day circulation
pathways, by applying DFWF from CMIP5 to 1.5 3 106 reverse trajectories produced from SODA. The passive tracer technique closely
matches the coupled models everywhere except in the Atlantic subpolar gyre, as explained in the text.
JANUARY 2020 LEVANG AND SCHM ITT 261
of an ensemble of 1.0 3 106 particles released evenly
across the ocean surface, and then averaged by launch
location into 28 bins.
The results show a striking similarity to the surface
salinity changes in CMIP5. As in the coupled models,
large freshwater input across the Pacific ITCZ is well
distributed into the northern and southern Pacific STGs,
balancing the impact of local evaporation. Similarly,
in the Atlantic ITCZ region the weaker increase in
freshwater input there is overwhelmed by connectiv-
ity with the STGs which become much more evapo-
rative, and the Atlantic ITCZ region becomes saltier.
In the experiment shown here, which uses the eddy-
ing SODA velocities, the Atlantic SPG shows much
weaker freshening or increased salinities relative to
CMIP5.
c. Competing forcings in the North Atlantic
In the following sections, we focus on the accumula-
tion of salinity anomalies in the North Atlantic for sev-
eral reasons. One is that the North Atlantic is a region
of large-magnitude salinity changes in CMIP5, with
approximately 1-psu freshening for the SPG and 1-psu
salinification for the STG in the multimodel mean
of RCP8.5. This makes for strongly contrasting signals
across the intergyre boundary, whereas in the Pacific the
contrast is much weaker because a large increase in
ITCZ freshwater input dilutes the salinification signal
in the subtropics. Despite the large magnitude of the
changes, there is poor agreement betweenmodels on the
sign of the change in the SPG, particularly on the eastern
side of the gyre (see Fig. 7). The other motivation is the
role of mean salinity in the high density of subpolar sur-
face waters, which is thought to be an important reason
why deep overturning occurs in the North Atlantic but
not the North Pacific (Ferreira et al. 2018).
Across CMIP5 models, greenhouse gas forcing causes
an amplification of atmospheric moisture transports
from the Atlantic to the Pacific (Richter and Xie 2010;
Levang andSchmitt 2015), with an additional 0.336 0.08Sv
(1 Sv [ 106m3 s21) exported across the subtropical and
tropical latitudes (Levang and Schmitt 2015). In the
subpolar and Arctic regions, the Atlantic drainage basin
sees an additional 0.15 6 0.03 Sv import of freshwater
via the atmosphere (Fig. 4). The net freshwater loss
from the Atlantic (north of the Southern Ocean) is
0.18 6 0.08 Sv.
This atmospheric response sets up a competition be-
tween local freshwater input to the SPG and broadscale
freshwater loss from the Atlantic basin as a whole. The
influence of the latter depends on the propagation time
scale of subtropical waters to the SPG. In the Atlantic,
the mean northward upper-level flow of the AMOC
works to drive a steady transport from the STG to the
SPG. The intergyre boundary is also a region with high
mesoscale energy due to the meandering North Atlantic
Current (Zhurbas et al. 2014). Hence, transient eddy
flows also drive significant exchange across this interface
(Bower 1991), as seen in Fig. 2.
Although CMIP5 models do not contain active ice
sheet dynamics, several studies have used outputs from
CMIP5 in downscaled regional ice models, and estimated
FIG. 4. The 100-yr multimodel mean RCP8.5 change in evaporation minus precipitation (E 2 P) using the 29
models listed in Table 1, plotted in color (m yr21). Integrated values are also given in Sverdrups (1 Sv[ 106m3 s21)
for changes in each of the three ocean basins (large font) as delineated by drainage divides (thick black lines).
Further values are provided (small font) for subregions as delineated by the zero contours of change (thin
black lines).
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Greenlandmeltwater fluxes to be 0.01–0.05Sv for the end
of the twenty-first century (Vizcaíno et al. 2014; Lenaerts
et al. 2015; Yoshimori and Abe-Ouchi 2012). Hence, the
expected freshwater forcing from atmospheric fluxes and
river runoff exceeds that from glacial melt by at least a
factor of 3, although meltwater fluxes may be better lo-
calized to freshen deep convection sites. Since glacial
melt is not resolved in the CMIP5 experiment, we do not
include it here.
d. Salt transport in the subpolar North Atlantic
Figure 5 shows the reverse trajectory accumulation
experiment in the North Atlantic carried out for both
the eddying SODA model and the SODA climatology
with eddies removed. The accumulation of freshwater
anomalies is plotted at different time steps moving
backward from the year 2100 to show the role of remote
influences over time. The trajectory technique captures
the response of the STG and Arctic well when compared
to CMIP5, but underestimates the freshening of the SPG,
even without eddies. This is in part due to the lack of
coupling with circulation changes, as a weaker AMOC
reduces the northward flux of salt into the SPG in the
coupled models under warming. The trajectories may
also underestimate the spreading of runoff input from
coastlines, as it is difficult to precisely locate river sources
when interpolating the FWF fields from CMIP5 onto
other model grids.
FIG. 5. Maps of salinity change in the North Atlantic, produced by integrating the CMIP5 DFWF forcing backward along trajectories
from the year 2100. Maps are calculated for forcing absorbed over (a),(e) the final 2 years (2098–2100) of the trajectories, (b),(f) 20 years
(2080–2100), or (c),(g) for 100 years (2000–2100). The maps in (a)–(c) use the SODA climatology without eddies, and the maps in (e)–(g)
use the eddying SODAmodel. (d) Detailed plot of the salinity forcing absorbed by parcels traced back from a subpolar region near 558N,
408W(black box), including the cumulative integral of the forcing (red lines) and the instantaneous rate of change at each year (blue lines).
Vertical black lines denote the times at which themaps in (a)–(c) and (e)–(g) were produced. For recent history of surface parcels (2 years)
local freshening dominates in the subpolar gyre, but when eddy stirring is included, subpolar parcels begin to be influenced by subtropical
salinification within a decade. For 2000–2100, the salinity change in the SPG is 0.3 psu saltier with eddies than without.
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For recent history of surface parcels (2 years) local
freshening dominates the SPG, except for a small region
of higher salinities in the Nordic Seas which are due to
retreating sea ice margins and decreased sea ice melt.
When the trajectories are traced backward over decadal
and longer time scales, the integrated forcing of the
eddying and noneddying models diverges for the SPG
(see Fig. 5D). With eddy stirring included, many of the
parcels traced backward from the SPG have crossed
the intergyre boundary from the STG and accumulated
the higher evaporation there. This effect results in 0.3-psu
higher salinities in the SPG by the year 2100 between the
runs with and without eddies. The majority of the forc-
ing is absorbed over the last 50 years, both because the
forcing is treated as a linear trend which goes to zero at
the year 2000, and because particles are less likely to be
found in the SML as they are traced back in time.
We also use reverse trajectories to investigate in detail
the pathway history of surface waters in the deep water
formation (DWF) sites. Figure 6 shows the geographic
influence of surface forcing on particles launched in the
Labrador Sea and the Nordic Seas using the metric al,t
described in Eq. (1), traced backward for 100 years.
These locations were chosen as the maxima of March
SML depth in SODA, where the strongest deep convec-
tion occurs. 60000 particles were launched in 18 boxes
centered on 538W, 588N and 18W, 758N, the locations
of maximum winter SML depth in the SODA model.
The metric al,t(x, y) is calculated in 18 bins by summing
together all trajectories for each launch location and
normalizing.
It is clear from Fig. 6 that eddies greatly enhance the
connectivity between the deep convection sites and the
subtropical Atlantic. In the eddying flow 51% of particle
surface history occurs south of the SPG for the Labrador
Sea waters, while this is only 9% in the noneddying flow.
Themaps show that the Labrador Sea is generally better
connected to the subtropical Atlantic than the Nordic
Sea, which is fed more at the surface by Arctic waters.
e. The role of isopycnal mixing in the CMIP5 salinity
response
Particle tracking experiments show that strong iso-
pycnal mixing, either in the form of resolved eddies or a
FIG. 6.Maps of the 100-yr surface historya100 (see section 2) from 63 10
4 reverse trajectories
for two launches sites in the North Atlantic. The locations (pink markers) were chosen in the
(a),(c) Labrador Sea, and the (b),(d) Nordic Sea as local maxima of wintertime mixed layer
depth, where themajority of deep convection andDWFoccurs in SODA.Results are shown for
the (top) SODA climatology and (bottom) eddying SODAmodel. The black line represents a
continuous mean dynamic topography contour that divides the subtropical and subpolar gyres.
The summed total influence from north (south) of this line is printed above (below) it. Eddies
increase the relative influence of the subtropical Atlantic for the DWF sites.
264 JOURNAL OF PHYS ICAL OCEANOGRAPHY VOLUME 50
large Redi mixing term, works to carry salty subtropical
water into the SPG in the climate warming response. In
CMIP5, 17% of models analyzed here (5/28) show a
region of increased salinity within the SPG, particularly
on the eastern side of the basin where subtropical water
follows the North Atlantic Current.
While local freshwater forcing is also expected to
play a role, we hypothesize based on the results of prior
sections that the strength of isopycnal mixing in CMIP5
models likely impacts their salinity response. To investi-
gate this, Fig. 7 shows the surface salinity change aver-
aged over an eastern subpolar box plotted against both
the change in subpolar freshwater forcing and the indi-
vidual models’ isopycnal mixing coefficients. Mixing co-
efficients were extracted from the manuscripts describing
individual model configurations as referenced in Flato
et al. (2014). Mixing schemes with spatially varying co-
efficients are shown as a range, and where geographic
maps were provided, the values are estimated by eye for
the region of the North Atlantic intergyre boundary.
Both freshwater forcing and mixing are relatively well
correlatedwith surface salinity change but with significant
scatter. All models show increased freshwater input
(negative DFWF in the left panel of Fig. 7) but with
varying salinity responses. Of the five models with the
least freshening in this region, four of them have large
kRedi in the range of 1000–4000m
2 s21. All other models
have kRedi , 1200m
2 s21 and display more significant
freshening in the eastern subpolar region.
The comparison is challenging, as model resolution,
numerical integration schemes, and other issues also
affect total isopycnal diffusion. There are of course many
other factors influencing SPG salinity, such as the mean
AMOC transport and details of the atmospheric water
cycle response. However, stronger diffusion is signifi-
cantly correlated with less SPG freshening (r5 0.65), and
the general relationship agrees with particle tracking
results presented above, where a mixing coefficient of
kRedi ’ 2500m
2 s21 may be necessary to carry a signifi-
cant amount of anomalously salty subtropical water into
the SPG.
4. Implications for deep convection in the North
Atlantic
The salinity response in the Atlantic SPG is of par-
ticular interest because of its effect on surface density in
the DWF regions of the AMOC. Past literature suggests
that deep convection in the SPG may be influenced by
freshwater input to theDWF regions (e.g., Stouffer et al.
2006), which increases the buoyancy of surface waters
and inhibits vertical mixing.
Under the classical water cycle intensification pattern
imposed by climate warming, the SPG sees increased net
precipitation while the STG sees increased net evapo-
ration. In this scenario, we propose that eddy-driven
salt transport can act to mitigate the buoyancy increase
of SPG waters due to haline effects. By accelerating
the intergyre transport of anomalously salty subtropical
waters into the SPG, this lessens the effect of local
freshwater input. Given the range of mixing parameteri-
zations used in CMIP5 ocean models, this mechanism
FIG. 7. Scatterplots showing the RCP8.5 eastern subpolar surface salinity change (DSsp) plotted against (left) the changes in
subpolar freshwater flux (DFWF) and (right) the isopycnal mixing strength (kRedi) for 27 CMIP5 models. The kRedi value was
estimated as available from model papers cited in Flato et al. (2014) and given as a range for spatially varying mixing schemes.
Eastern subpolar freshening is correlated with both increased freshwater input to the SPG (r 5 0.59) and with lower model
diffusivity (r5 0.65), but with significant scatter in both relationships. Not all models are plotted for both relationships due to data
availability. The inset map shows the region over which the salinity and FWF changes were calculated (black box), and the salinity
change field in one model (NorESM1-M) is plotted to illustrate the typical spatial pattern seen in the models that show subpolar
salinification.
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likely produces some of the uncertainty between model
salinity responses.
5. Conclusions
Our results demonstrate that the advective transport
time scale between different regimes of the global water
cycle is key to understanding the climate salinity re-
sponse. When the time scale of forcing change is slow
relative to the exchange time scale, ocean circulation is
able to mix together different regional forcing. Across
the tropics and subtropics, the circulation is indeed very
fast relative to present-day climate change, and the local
salinity anomalies forced by water cycle intensification
become mixed across these regions.
Between the subtropical and subpolar regions, the
exchange time scale is much slower and largely driven by
eddy stirring (Fig. 8), especially in the Pacific where no
mean overturning circulation connects the gyres. In the
Atlantic, we find that an eddying circulation transports a
majority of subtropical surface waters to the SPGwithin
20 years, which may be considered fast relative to cen-
tennial climate change. In a noneddying flow, this time
scale is a factor of 4 larger, which is slow relative to climate
change. Therefore, we expect less mixing of the sub-
tropical and subpolar salinity signals when eddy stirring is
weak.Although the data are noisy due to other influences,
we find some support in the CMIP5 experiment that
models with stronger isopycnal mixing show less fresh-
ening in the Atlantic SPG due to this mechanism.
In the weak isopycnal mixing case where the intergyre
exchange time scale is O(100) years, nonlinear advec-
tion feedbacks of the AMOC may activate well before
any significant amount of salty subtropical water pene-
trates the SPG. In the strong mixing case, the intergyre
salt exchange may counteract freshening in the SPG and
help to support DWF.
We reiterate that the trajectory accumulation method
used here has limitations, as it ignores advection feed-
backs, interior mixing, and other nuances of the coupled
simulations. Hence, salinity responsemaps shown in this
study should not be taken as accurate projections for the
coupled climate system. Rather, we use the technique to
demonstrate that
d treating salt as a passive tracer captures the first-order
dynamics of the 100-yr coupled response for most
regions;
d intergyre exchange carries anomalously saltywater north-
ward into the SPG under water cycle intensification;
d this exchange is greatly enhanced by the isopycnal
diffusion of mesoscale eddies, which has widely varying
strength in the coarse CMIP5 models; and
d evaporation in the North Atlantic STG has the po-
tential to balance out a significant portion (0.3 psu in
the experiments here) of local freshening in the SPG
and AMOC deep convection sites under present-day
warming scenarios.
These results also have implications for numerical
ocean model development. Different eddy mixing rates
at the intergyre boundary can produce divergent cli-
mate responses in oceanic tracer fields when the
forcing signal differs between the gyres, as it does for
salinity. Here, the along-isopycnal Redi term is shown
to be particularly important in the North Atlantic.
Many CMIP5-generation models use a simple constant
FIG. 8. Amplification of the global water cycle under atmospheric warming increases net evaporation in the subtropics
and increases net precipitation in the tropics andhigh latitudes (wheremeltwater input also increases).Locally, these fluxes
induce a regular pattern of surface salinity anomalies which then propagate along ocean circulation pathways. The tropics
communicate rapidly with the subtropical gyre via the shallow Ekman driven cells, while exchange between the sub-
tropical and subpolar gyres is weaker. In a high-resolution model, this transport is predominantly eddy-driven, with a
majority of subtropical parcels transiting to the subpolar gyre on decadal time scales. This counters the impact of local
freshening, potentially reducing the weakening of deep convection.
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Redi mixing rate between 500 and 1000m2 s21. Obser-
vationally based estimates show that while these values
may be appropriate for more quiescent regions such as
the subtropical gyre centers, isopycnal mixing rates at
the energetic intergyre boundary may be several orders
of magnitude higher (Zhurbas et al. 2014; Abernathey
and Marshall 2013). Capturing this spatial variability of
mixing in model parameterizations is evidently impor-
tant to the ocean’s climate response.
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