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In this paper, the Cauchy problem of coupled Ginzburg–Landau (GL) equations describing
Bose–Einstein condensates and nonlinear optical waveguides and cavities is considered. The
long-time behavior of solution is investigated using a series of sharp a priori estimates in
phase space E1 and E2, respectively. The global strong attractor in E2 is proved by energy
equation method, and its bound of dimension is shown.
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1. Introduction
It is well known that the GL equation with linear gain and cubic loss gives rise to unstable exact solutions for solitary
pulse. The most straightforward way to modify the equation is to introduce the cubic-quintic GL equation with linear loss
and cubic gain, nonlinear stability was provided by a quintic loss term. In order to search for physically relevant model of
the GL type that gives rise to stable pulses, a model of two linearly coupled cubic GL equation was proposed by Hidetsugu
Sakaguchi and Boris A. Malomed, which describes the essential dynamical features of the dual-core optical ﬁber with one
active and one passive cores, and the stability of solitary pulse solutions was provided by a linear dispersive-loss term in the
active core [1–3]. But, a related problem is that, in the case of other physical systems, the diffusion term is not physically
possible at all. Later, they again proposed another new two-core system [4], which can be written as
iut + γ2u + iγ u +
(
σ1 + iσ2|u|2
)|u|2u + v = 0, (1.1)
ivt + γ2v + (iΓ − χ)v + u = 0. (1.2)
Its physical realizations include systems from nonlinear optics, and a double-cigar-shaped Bose–Einstein condensate with
a negative scattering length. In particular, in the case of the optical systems, u and v are amplitudes of electromagnetic
waves in two cores of the system, the evolutional variable t is either time or propagation distance in the dual-core optical
ﬁber, and x is the transverse coordinate in the cavity, or the reduced time in the application to the ﬁbers [4].
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physical media, while nonlinear loss is possible [4]. Therefore, this system plays a crucially important role in the application
to the mentioned systems above. A stability region for solitary pulses was found in the relevant parameter plane by means
of direct simulations. One border of the region can be predicted in an analytical form by the perturbation theory. Moving
pulses were studied too, with the conclusion that collisions between them are completely elastic, provided that the relative
velocity is not too small, and they withstand multiple tunneling through potential barriers without losing their coherence.
The existence of the robust quantum-ratchet regime of motion for the pulses was also demonstrated [4]. However, as we
know, the long-time behavior of the system has not been considered up to now. In the paper, we consider Eqs. (1.1)–(1.2)
with the initial conditions
u(x,0) = u0, v(x,0) = v0. (1.3)
The existence of global attractors for the weakly dissipative equations has been studied extensively in many mono-
graphs and papers, e.g. see [5–8], etc. It is essentially different from other weakly dissipative equations, the system contains
a quintic dissipative term iσ2|u|4u, and consists of a cubic-quintic Schrödinger equation linearly coupled to another linear
Schrödinger equation with non-symmetrical terms each other. Of course, that makes this problem diﬃcult.
Our aim is to prove the existence of the global attractor and estimate bound of dimension for the system, under the
assumptions that the parameters γ , γ2, σ1, σ2, Γ , χ are all positive. Since a straight application of the methods [5] does
not lead here to the compact attractor, we ﬁrstly apply the techniques and idea of Ghidaglia, etc. [8–14] and a series of very
sharp a priori estimates to obtain the existence of global weak attractor, and then show that the global weak attractor is
actually strong one by an energy equation [10,15]. At last, similar to the method in [9], we investigate the dimension for
this global attractor.
The system (1.1)–(1.3) will be supplemented with one of the following usual boundary conditions: the Dirichlet type
u(0, t) = u(L, t), v(0, t) = v(L, t), x ∈ (0, L), t  0; (1.4)
the periodic boundary conditions
u(x, t) = u(x+ L, t), v(x, t) = v(x+ L, t), x ∈ R, t  0; (1.5)
the Neumann type
∂u
∂x
(0, t) = ∂u
∂x
(L, t) = 0, ∂v
∂x
(0, t) = ∂v
∂x
(L, t) = 0, x ∈ (0, L), t  0. (1.6)
We will give a uniform treatment for above three cases in the following.
The rest of this paper is organized as follows. Section 2 is devoted to the derivation of some time estimates uniform with
respect to various norms, as well the proof of the existence and uniqueness of the solution and continuous dependence on
the initial data. In Section 3 we show that the long-time behavior is described by a strong attractor. Finally, the result on
bound of dimension of attractor is shown in Section 4.
In this paper, c denotes a positive constant which value may change in different positions of chains of inequalities.
2. The solution semigroup
Denoting by | · |Lp the norm in Lp(0, L), 1  p ∞, for simplicity, we denote by | · |0 and | · |∞ the norm in the case
p = 2 and p = ∞, respectively. Suppose that H = L2(0, L), Ei = Hi(0, L) × Hi(0, L) (i = 1,2), where Hi(0, L) is a Hilbert
space for the scalar product
((·,·))Hi = (·,·) +
i∑
j=1
(
D j ·, D j·), D = ∂
∂x
.
The norm of Ei is deﬁned by ‖(u, v)‖2Ei = ‖u‖2Hi + ‖v‖2Hi .
We now establish some time-uniform a priori estimates on (u, v) in E1 and E2, respectively.
Lemma 2.1. Assume that (u0, v0) ∈ E1 , then∥∥(u, v)∥∥2E1  c∥∥(u0, v0)∥∥2E1e−δ1t + c1. (2.1)
Thus there exists t1 = t1(R) > 0 such that∥∥(u, v)∥∥2E1  c2, t  t1, (2.2)
whenever ‖(u0, v0)‖E1  R.
Z. Dai et al. / J. Math. Anal. Appl. 362 (2010) 125–139 127Proof. Taking the imaginary part of the scalar product in H of (1.1) with u¯, and (1.2) with v¯ , respectively, we obtain that
1
2
d
dt
|u|20 + γ |u|20 + σ2|u|6L6 + Im(v, u¯) = 0, (2.3)
1
2
d
dt
|v|20 + Γ |v|20 + Im(u, v¯) = 0, (2.4)
which imply
1
2
d
dt
(|u|20 + |v|20)+ γ |u|20 + Γ |v|20  c. (2.5)
By the Gronwall inequality, we see that
|u|20 + |v|20 
(|u0|20 + |v0|20)e−2αt + cα
(
1− e−2αt), (2.6)
where α = min(γ ,Γ ). The real part of the scalar product of (1.1) with −u¯t reads
γ2
2
d
dt
|∇u|20 −
σ1
4
d
dt
|u|4L4 + γ Im(u, u¯t) + σ2 Im
(|u|4u,ut)− Re(v, u¯t) = 0. (2.7)
Dealing in a similar manner with (1.2), we get
γ2
2
d
dt
|∇v|20 + Γ Im(v, v¯t) + χ Re(v, v¯t) − Re(u, v¯t) = 0. (2.8)
From (2.7) and (2.8), we obtain
d
dt
[
γ2
2
(|∇u|20 + |∇v|20)− σ14 |u|4L4 − Re(u¯, v)
]
+ γ Im(u, u¯t) + σ2 Im
(|u|4u, u¯t)+ Γ Im(v, v¯t) + χ Re(v, v¯t) = 0.
(2.9)
We expand
γ Im(u, u¯t) = γ Im
(
u,−γ u¯ − iγ2u¯ − iσ1|u|2u¯ − σ2|u|4u¯ − i v¯
)= γ2γ |∇u|20 − γ σ1|u|4L4 − γ Re
L∫
0
uv¯ dx, (2.10)
σ2 Im
(|u|4u, u¯t)= 3σ2γ2
L∫
0
|u|4|∇u|2 dx+ 2σ2γ2 Re
L∫
0
|u|2u2(∇u¯)2 dx− σ1σ2|u|8L8 − σ2 Re
L∫
0
|u|4uv¯ dx (2.11)
and
Γ Im(v, v¯t) + χ Re(v, v¯t) = γ2Γ |∇v|20 − Γ Re
L∫
0
u¯v dx+ χ Im
L∫
0
u¯v dx. (2.12)
Substituting (2.10)–(2.12) into (2.9) gets
dϕ1
dt
+ ψ1 = 0, (2.13)
with
ϕ1(u, v) = γ2
2
(|∇u|20 + |∇v|20)− σ14 |u|4L4 − Re(u¯, v), (2.14)
ψ1(u, v) = γ2γ |∇u|20 + γ2Γ |∇v|20 − γ σ1|u|4L4 − (γ + Γ )Re
L∫
0
u¯v dx+ χ Im
L∫
0
u¯v dx
− σ2 Re
L∫
0
|u|4uv¯ dx− σ1σ2|u|8L8 + 3σ2γ2
L∫
0
|u|4|∇u|2 dx+ 2σ2γ2 Re
L∫
0
|u|2u2(∇u¯)2 dx. (2.15)
Now we can prove that there exist positive constants δ1, c such that
dϕ1 + δ1ϕ1 = H1, (2.16)
dt
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H1  c. (2.17)
In fact we write
H1 = δ1ϕ1 − ψ1 = −γ2
(
γ − δ1
2
)
|∇u|20 − γ2
(
Γ − δ1
2
)
|∇v|20 + σ1
(
γ − δ1
4
)
|u|4L4
+ (γ + Γ − δ1)Re
L∫
0
u¯v dx− χ Im
L∫
0
u¯v dx+ σ2 Re
L∫
0
|u|4uv¯ dx+ σ1σ2|u|8L8
− 3σ2γ2
L∫
0
|u|4|∇u|2 dx− 2σ2γ2 Re
L∫
0
|u|2u2(∇u¯)2 dx. (2.18)
Choosing δ1 = α and using the Young, Gagliardo–Nirenberg inequalities repeatedly, we estimate some terms in H1 as follows
σ1
(
γ − δ1
4
)
|u|4L4 
γ2
4
(
γ − δ1
2
)
|∇u|20 + c, (2.19)
(γ + Γ − δ1)Re
L∫
0
u¯v dx− χ Im
L∫
0
u¯v dx 1
2
(γ + Γ + χ − δ1)
(|u|20 + |v|20) c, (2.20)
σ2 Re
L∫
0
|u|4uv¯ dx σ1σ2|u|8L8 + c|v|
8
3
L
8
3
 σ1σ2|u|8L8 +
γ2
2
(
Γ − δ1
2
)
|∇v|20 + c, (2.21)
especially, noticing
σ1σ2|u|8L8 = σ1σ2
∣∣u3∣∣ 83
L
8
3
 c
∣∣3u2∇u∣∣ 1090 ∣∣u3∣∣ 149L1
= c
[( L∫
0
9|u|4|∇u|2 dx
) 1
2
] 10
9
|u|
14
3
L3
 σ2γ2
2
L∫
0
|u|4|∇u|2 dx+ c|u|
21
2
L3
 σ2γ2
2
L∫
0
|u|4|∇u|2 dx+ c|∇u|
7
4
0 |u|
35
4
0
 σ2γ2
2
L∫
0
|u|4|∇u|2 dx+ γ2
8
(
γ − δ1
2
)
|∇u|20 + c|u|700
 σ2γ2
2
L∫
0
|u|4|∇u|2 dx+ γ2
8
(
γ − δ1
2
)
|∇u|20 + c, (2.22)
and also
−3σ2γ2
L∫
0
|u|4|∇u|2 dx− 2σ2γ2 Re
L∫
0
|u|2u2(∇u¯)2 dx 0. (2.23)
From (2.19)–(2.23), the relation (2.18) leads to (2.17). Next we deduce from (2.16), (2.17) that
ϕ1(u, v) ϕ1(u0, v0)e−δ1t + c
(
1− e−δ1t). (2.24)δ1
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ϕ1 
γ2
4
(|∇u|20 + |∇v|20)− c (2.25)
and
ϕ1(u0, v0) c
(|u0|20 + |v0|20 + |∇u0|20 + |∇v0|20). (2.26)
Thus, (2.1) follows from (2.6) and (2.24)–(2.26), of course (2.2) holds. 
Lemma 2.2. Assume that (u0, v0) ∈ E2 , then∥∥(u, v)∥∥2E2  c∥∥(u0, v0)∥∥2E2e−δ2t + c3. (2.27)
Thus there exists t2 = t2(R) > 0 such that∥∥(u, v)∥∥2E2  c4, t  t2, (2.28)
whenever ‖(u0, v0)‖E2  R.
Proof. We take the real part of the scalar product in H of (1.1) with u¯t :
γ2
2
d
dt
|u|20 + σ1 Re
(|u|2u,u¯t)− γ Im(u,u¯t) − σ2 Im(|u|4u,u¯t)− Re(∇v,∇u¯t) = 0. (2.29)
Similarly, we have
γ2
2
d
dt
|v|20 − Γ Im(v,v¯t) − χ Re(v,v¯t) − Re(∇u,∇ v¯t) = 0. (2.30)
Then we infer from (2.29), (2.30) that
d
dt
[
γ2
2
(|u|20 + |v|20)− Re
L∫
0
∇u¯∇v dx
]
− γ Im(u,u¯t) + σ1 Re
(|u|2u,u¯t)
− σ2 Im
(|u|4u,u¯t)− Γ Im(v,v¯t) − χ Re(v,v¯t) = 0. (2.31)
We write
−γ Im(u,u¯t) = −γ Im
(
u,−γ u¯ − iγ2u¯ − iσ1|u|2u¯ − σ2|u|4u¯ − i v¯
)
= γ2γ |u|20 + σ1γ Re
L∫
0
|u|2u¯u dx− σ2γ Im
L∫
0
|u|4uu¯ dx− γ Re
L∫
0
∇u¯∇v dx, (2.32)
σ1 Re
(|u|2u,u¯t)= −σ1 Re(2|u|2∇u + u2∇u¯,∇u¯t)
= −σ1 d
dt
L∫
0
|u|2|∇u|2 dx− σ1
2
d
dt
Re
L∫
0
u2(∇u¯)2 dx+ 2σ1 Re
L∫
0
|∇u|2uu¯t dx
+ σ1 Re
L∫
0
u(∇u¯)2ut dx
= −σ1 d
dt
L∫
0
|u|2|∇u|2 dx− σ1
2
d
dt
Re
L∫
0
u2(∇u¯)2 dx− 2σ1γ
L∫
0
|u|2|∇u|2 dx
− σ1γ Re
L∫
0
u2(∇u¯)2 dx+ 2σ1γ2 Im
L∫
0
u|∇u|2u¯ dx− σ1γ2 Im
L∫
0
u(∇u¯)2u dx
− σ 21 Im
∫
u2|u|2(∇u¯)2 dx− 2σ1σ2
L∫
0
|u|6|∇u|2 dx− σ1σ2 Re
L∫
0
|u|4u2(∇u¯)2 dx
+ 2σ1 Im
L∫
uv¯|∇u|2 dx− σ1 Im
L∫
uv(∇u¯)2 dx, (2.33)0 0
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(|u|4u,u¯t)= σ2γ Im
L∫
0
|u|4uu¯ dx+ σ2 Re
L∫
0
|u|4uv¯ dx+ 6σ2γ2 Re
L∫
0
|u|2u¯(∇u)2u¯ dx
+ 12σ2γ2 Re
L∫
0
|u|2u|∇u|2u¯ dx+ 2σ2γ2 Re
L∫
0
u3(∇u¯)2u¯ dx
+ 3σ2γ2
L∫
0
|u|4|u|2 dx+ 2σ2γ2 Re
L∫
0
|u|2u2(u¯)2 dx
− 8σ1σ2
L∫
0
|u|6|∇u|2 dx− 7σ1σ2 Re
L∫
0
|u|4u2(∇u¯)2 dx (2.34)
and
−Γ Im(v,v¯t) − χ Re(v,v¯t) = γ2Γ |v|20 + χ Im
L∫
0
∇u¯∇v dx− Γ Re
L∫
0
∇u¯∇v dx. (2.35)
According to (2.32)–(2.35), (2.31) ﬁnally yields
d
dt
ϕ2 +
5∑
i=1
ψ2i = 0,
in which
ϕ2 = γ2
2
(|u|20 + |v|20)− σ1
L∫
0
|u|2|∇u|2 dx− σ1
2
Re
L∫
0
u2(∇u¯)2 dx− Re
L∫
0
∇u¯∇v dx, (2.36)
ψ21 = γ2γ |u|20 + γ2Γ |v|20 − 2σ1γ
L∫
0
|u|2|∇u|2 dx− σ1γ Re
L∫
0
u2(∇u¯)2 dx
+ χ Im
L∫
0
∇u¯∇v dx− (γ + Γ )Re
L∫
0
∇u¯∇v dx, (2.37)
ψ22 = σ1γ Re
L∫
0
|u|2u¯u dx+ σ2 Re
L∫
0
|u|4uv¯ dx, (2.38)
ψ23 = 2σ1γ2 Im
L∫
0
u|∇u|2u¯ dx− σ1γ2 Im
L∫
0
u(∇u¯)2u dx+ 6σ2γ2 Re
L∫
0
|u|2u¯(∇u)2u¯ dx
+ 12σ2γ2 Re
L∫
0
|u|2u|∇u|2u¯ dx+ 2σ2γ2 Re
L∫
0
u3(∇u¯)2u¯ dx, (2.39)
ψ24 = −σ 21 Im
∫
u2|u|2(∇u¯)2 dx− 10σ1σ2
L∫
0
|u|6|∇u|2 dx− 8σ1σ2 Re
L∫
0
|u|4u2(∇u¯)2 dx
+ 2σ1 Im
L∫
0
uv¯|∇u|2 dx− σ1 Im
L∫
0
uv(∇u¯)2 dx, (2.40)
ψ25 = 3σ2γ2
L∫
|u|4|u|2 dx+ 2σ2γ2 Re
L∫
|u|2u2(u¯)2 dx. (2.41)0 0
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dϕ2
dt
+ δ2ϕ2 = H2 (2.42)
and
H2  c. (2.43)
Actually,
H2 = −γ2
(
γ − δ2
2
)
|u|20 − γ2
(
Γ − δ2
2
)
|v|20 + σ1(2γ − δ2)
L∫
0
|u|2|∇u|2 dx+ σ1
(
γ − δ2
2
)
Re
L∫
0
u2(∇u¯)2 dx
− χ Im
L∫
0
∇u¯∇v dx+ (γ + Γ − δ2)Re
L∫
0
∇u¯∇v dx−
5∑
i=2
ψ2i . (2.44)
Choosing again δ2 = α, and using the Agmon inequality
|w|∞  c|w|
1
2
0 ‖w‖
1
2
H1
< ∞, ∀w ∈ H1,
along with the Young, Gagliardo–Nirenberg inequalities, we bound the terms in (2.44) as follows
σ1(2γ − δ2)
L∫
0
|u|2|∇u|2 dx+ σ1
(
γ − δ2
2
)
Re
L∫
0
u2(∇u¯)2 dx− χ Im
L∫
0
∇u¯∇v dx
+ (γ + Γ − δ2)Re
L∫
0
∇u¯∇v dx c(|∇u|20 + |∇v|20) c. (2.45)
−ψ22  σ1γ
L∫
0
|u|3|u|dx+ σ2
L∫
0
|u|5|v|dx
 γ2
4
(
γ − δ2
2
)
|u|20 +
γ2
2
(
Γ − δ2
2
)
|v|20 + c
(|u|6L6 + |u|10L10)
 γ2
4
(
γ − δ2
2
)
|u|20 +
γ2
2
(
Γ − δ2
2
)
|v|20 + c
(|∇u|20|u|40 + |∇u|40|u|60)
 γ2
4
(
γ − δ2
2
)
|u|20 +
γ2
2
(
Γ − δ2
2
)
|v|20 + c, (2.46)
−ψ23  c|∇u|2L4 |u|0  c|u|
3
2
0 |∇u|
3
2
0 
γ2
4
(
γ − δ2
2
)
|u|20 + c, −ψ24  c|∇u|20  c, (2.47)
and also
−ψ25 −3σ2γ2
L∫
0
|u|4|u|2 dx+ 2σ2γ2
L∫
0
|u|4|u|2 dx 0. (2.48)
From (2.45)–(2.48) we easily ﬁnd as claimed in (2.42) and (2.43). As a result, we infer from (2.42), (2.43) that
ϕ2(u, v) ϕ2(u0, v0)e−δ2t + c
δ2
(
1− e−δ2t), (2.49)
where, with the use of the integration by parts, we further see that
ϕ2(u0, v0) = γ2
2
(|u0|20 + |v0|20)− σ1
L∫
|u0|2|∇u0|2 dx− σ1
2
Re
L∫
u20(∇u¯0)2 dx− Re
L∫
∇u¯0∇v0 dx0 0 0
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2
(|u0|20 + |v0|20)− Re
L∫
0
∇u¯0∇v0 dx
= γ2
2
(|u0|20 + |v0|20)− 13 Re
L∫
0
∇u¯0∇v0 dx+ 1
3
Re
L∫
0
u¯0v0 dx+ 1
3
Re
L∫
0
u¯0v0 dx
 C
(|u0|20 + |∇u0|20 + |u0|20 + |v0|20 + |∇v0|20 + |v0|20). (2.50)
At the same time, there exists c > 0 such that
ϕ2 
γ2
2
(|u|20 + |v|20)− c. (2.51)
Taking (2.49)–(2.51) and Lemma 2.1 into account, we obtain the proof of Lemma 2.2. 
Theorem 2.1. Assume that all the parameters of (1.1)–(1.2) are positive. For (u0, v0) given in Ei (i = 1,2), there exists a unique
solution
(u, v) ∈ L∞(R+, Ei). (2.52)
And also
(u, v) ∈C (R+, E1), ∀(u0, v0) ∈ E1. (2.53)
Furthermore, the solution operator of the system is a continuous semigroup S(t) on E1 which possesses bounded absorbing sets Bi ⊂ Ei ,
for i = 1,2.
Proof. In the light of the techniques of J. Lions [11,16], we ﬁrst construct ﬁnite dimensional approximations (Galerkin ap-
proximations) of (1.1)–(1.3) based on the spaces spanned by the {(U j, V j)}mj=0, m = 0,1, . . . , which are eigenfunctions of −,
and denote by {(um(t), vm(t))}m∈N the approximate solutions. Thanks to (2.2) and (2.28), which holds for (um(t), vm(t)), it
follows that the functions (um(t), vm(t)) are not only deﬁned for t ∈ R+ , but their estimates are also independent of m,
which yields (um(t), vm(t)) ∈ L∞(R+, Ei), for i = 1,2. In limit we then ﬁnd that (u, v) is in L∞(R+, E1) and L∞(R+, E2),
respectively.
Next, Eqs. (1.1) and (1.2) are written as
ut = −γ u + iγ2u + iσ1|u|2u − σ2|u|4u + iv, (2.54)
vt = −(Γ + iχ)v + iγ2v + iu. (2.55)
Since  is an isomorphism from H into H−1, and the injections H1 ⊂ H ⊂ H−1 are continuous, we can infer from (2.54),
(2.55) that
(ut, vt) ∈ L∞
(
R+, E−11
)
,
provided (u, v) ∈ L∞(R+, E1). Hence, using the regularity results in the nonlinear case of [6], we obtain (2.53).
Finally, let ω = u1 − u2, e = v1 − v2, where (ui, vi) (i = 1,2) are two solutions of (1.1)–(1.3). Then (ω, e) satisﬁes
iωt + γ2ω = −iγω − f (u1,u2) − e, (2.56)
iet + γ2e = (χ − iΓ )e − ω, (2.57)
with
f (u1,u2) = σ1
(|u1|2u1 − |u2|2u2)+ iσ2(|u1|4u1 − |u2|4u2).
Obviously, (ui, vi) ∈ L∞(R+, E1) implies (iωt + γ2ω, iet + γ2e) ∈ L∞(R+, E1), then we deduce with the techniques of [5]
that
1
2
d
dt
(|ω|20 + |∇ω|20 + |e|20 + |∇e|20)= Im(iωt + γ2ω, ω¯ − ω¯) + Im(iet + γ2e, e¯ − e¯)
= Im(−iγω − f − e, ω¯ − ω¯) + Im((χ − iΓ )e − ω, e¯ − e¯)
= −γ (|ω|20 + |∇ω|20)− Γ (|e|20 + |∇e|20)− Im( f , ω¯) − Im(∇ f ,∇ω¯). (2.58)
Using the Hölder, Agmon and Young inequalities, together with the formula of mean value, we further obtain
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2
d
dt
∥∥(ω, e)∥∥2E1  γ (|ω|20 + |∇ω|20)+ Γ (|e|20 + |∇e|20)+ c|ω|∞|∇ω|0
 c
∥∥(ω, e)∥∥2E1 , (2.59)
this yields∥∥(ω, e)∥∥2E1  ∥∥(ω(x,0), e(x,0))∥∥2E1e2ct (2.60)
which shows that S(t) is continuous on E1 for every t ∈ R+ and (u, v) is unique when ω(x,0) = e(x,0) = 0. 
3. The global attractor
In this section we construct the global attractor for the dynamical system S(t) in E2, we observe that Lemmas 2.1 and 2.2
show that there exists constant k depending only on the data that the ball
B1 =
{
(u, v) ∈ E1, ‖u‖H1 + ‖v‖H1  k
}
(3.1)
and
B2 =
{
(u, v) ∈ E2, ‖u‖H2 + ‖v‖H2  k
}
(3.2)
are bounded absorbing sets for S(t) in E1 and E2, respectively. We ﬁrst establish
Proposition 3.1. The assumptions are those of Theorem 2.1. For every t ∈ R+ , the dynamical system S(t) : (u0, v0) → (u(t), v(t)) is
weakly continuous on E2 .
Proof. We must show that if a sequence ωn = {(u(n)0 , v(n)0 )} converges to ω0 = (u0, v0) weakly in E2, S(t)ωn converges to
S(t)ω0 in the same topology. By the compactness of the injection of E2 into E1, we know that ωn converges strongly to ω0
in E1 and since S(t) is continuous on E1, S(t)ωn converges strongly to S(t)ω0 in E1 and S(t)ω0 = S(t)(u0, v0) = (u(t), v(t)),
with the system (1.1) and (1.2). On the other hand ωn is bounded in E2, so that S(t)ωn is also bounded in E2, and we can
extract a sequence of S(t)ωn which weakly converges to some ω in E2. As before this subsequence converges to ω in the
strong topology of E1 and ω = S(t)ω0 = (u(t), v(t)). This shows that the whole sequence S(t)ωn weakly converges to S(t)ω0
in E2. 
Let
A =
⋂
s0
⋃
ts
S(t)B2, (3.3)
where the closure is taken with respect to the weak topology of E2. Similar to [6,9,17,18], by Proposition 3.1, we deduce
that:
Theorem 3.1. The setA is the global weak attractor of S(t) in E2 , that is:
(i) A is bounded and weakly closed in E2 ,
(ii) S(t)A =A , ∀t ∈ R+ ,
(iii) for every bounded set B in E2 , S(t)B →A weakly in E2 .
In order to prove the set A is the global strong attractor for S(t), we introduce
ϕ3(u, v) = γ2
2
(|u|20 + |v|20), (3.4)
F (u, v) = −σ1
L∫
0
|u|2|∇u|2 dx− σ1
2
Re
L∫
0
u2(∇u¯)2 dx− Re
L∫
0
∇u¯∇v dx. (3.5)
From (2.36)–(2.41), it follows that
d
dt
(
ϕ3(u, v) + F (u, v)
)+ δ2(ϕ3(u, v) + F (u, v))= H2(u, v). (3.6)
Notice that if (uk, vk) → (u, v) weakly in E2, then (uk, vk) is bounded in E2. By the compactness of embedding E2 ↪→ E1,
it is easy to check that F (u, v) and H2(u, v) are weakly continuous in E2. Now we have
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Proof. Since a point (u, v) belongs to the attractor A if and only if there exist two sequences {(u0k , v0k )}k∈N and {tk}k∈N
such that S(tk)(u0k , v
0
k ) converges to (u, v) weakly in E2, as tk → ∞, where {(u0k , v0k )} ∈ B2, the bounded absorbing set in E2,
we must show that for (u, v) ∈A , the sequence S(tk)(u0k , v0k ) converges to (u, v) strongly in E2.
Fixing T > 0, by Lemmas 2.1 and 2.2, we know that S(tk − T )(u0k , v0k ) is bounded in E2, hence there exist (u1, v1) ∈ E2
and a subsequence, still denoted by S(tk − T )(u0k , v0k ) such that
S(tk − T )
(
u0k , v
0
k
)→ (u1, v1), weakly in E2. (3.7)
Set (
uk(t), vk(t)
)= S(t)S(tk − T )(u0k , v0k)= S(t + tk − T )(u0k , v0k).
By (3.7) and Proposition 3.1, we see that(
uk(t), vk(t)
)→ S(t)(u1, v1), weakly in E2 (3.8)
and (u, v) = S(T )(u1, v1). Because any solution of (1.1)–(1.3) satisﬁes (3.6), we obtain
ϕ3
(
uk(t), vk(t)
)+ F (uk(t), vk(t))=
t∫
0
eδ2(τ−t)H2
(
S(tk + τ − T )
(
u0k , v
0
k
))
dτ
+ e−δ2t[ϕ3(S(tk − T ))(u0k , v0k)+ F (S(tk − T ))(u0k , v0k)]. (3.9)
Taking t = T in (3.9), by weak continuity of F and H2 in E2, it follows from Lebesgue dominated convergence theorem that
lim
k→∞
supϕ3
(
S(tk)
(
u0k , v
0
k
))+ F (S(T )(u1, v1)) e−δ2t(c + F (u1, v1))+
T∫
0
eδ2(τ−T )H2
(
S(τ )(u1, v1)
)
dτ .
Due to (u, v) = S(T )(u1, v1), similar to (3.9) we also have
ϕ3(u, v) + F (u, v) = ϕ3(u, v) + F
(
S(T )u1, v1
)
=
T∫
0
eδ2(τ−T )H2
(
S(τ )(u1, v1)
)
dτ + e−δ2t[ϕ3(u1, v1) + F (u1, v1)]. (3.10)
With (3.9), (3.10) we ﬁnd that
lim
k→∞
supϕ3
(
S(tk)
(
u0k , v
0
k
))
 ce−δ2t + (1− e−δ2t)ϕ3(u, v)
 ce−δ2t + ϕ3(u, v),
as T → ∞, we have
lim
k→∞
supϕ3
(
S(tk)
(
u0k , v
0
k
))
 ϕ3(u, v). (3.11)
On the other hand, by the weak convergence of S(tk)(u0k , v
0
k ) to (u, v), we obtain
lim
k→∞
infϕ3
(
S(tk)
(
u0k , v
0
k
))
 ϕ3(u, v). (3.12)
Thus it follows that
lim
k→∞
ϕ3
(
S(tk)
(
u0k , v
0
k
))= ϕ3(u, v), (3.13)
which shows that
S(tk)
(
u0k , v
0
k
)→ (u, v), strongly in E2. (3.14)
This implies the existence of the global strong attractor by Theorem I.1.1 in [6]. 
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First we show that S(t) is uniformly differentiable on bounded sets of E1. Then apply a general result of Constantin,
Foias and Temam [4] that leads to the result on the dimension of attractor.
Let η0 = (u0, v0) when (u0, v0) is given in E1, we denote by U (t) = (ω(t), θ(t)) the solution to the following ﬁrst
variation equations
iωt + γ2ω + iγω + 2σ1|u|2ω + 3iσ2|u|4ω + σ1u2ω¯ + 2iσ2|u|2u2ω¯ + θ = 0, (4.1)
iθt + γ2θ + (iΓ − χ)θ + ω = 0, (4.2)
ω(x,0) = ω0, θ(x,0) = θ0, (4.3)
where (u, v) = S(t)η0. Since we know that (u, v) ∈ C (R+, E1), it is a simple matter to check that (4.1)–(4.3) possesses
a unique solution with
(ω, θ) ∈C (R+, E1). (4.4)
Moreover, let η˜0 = (ω0, θ0), and the mapping DS(t)η0 is deﬁned by(
DS(t)η0
) · η˜0 = (ω(t), θ(t)). (4.5)
We have the following result that makes precise the fact that DS(t)η0 is the differential of S(t) at η0.
Proposition 4.1. Let R, R1 , and T be three positive numbers. There exists a constant c = c(R, R1, T ) such that for η0 , η˜0 , t with
‖η0‖E1  R1 , ‖η˜0‖E1  R, |t| T , we have∥∥S(t)(η0 + η˜0) − S(t)η0 − (DS(t)η0) · η˜0∥∥E1  c‖η˜0‖2E1 . (4.6)
Proof. Let (u∗, v∗) = S(t)(η0 + η˜0), and (ψ,ϕ) = S(t)(η0 + η˜0) − S(t)η0 − (DS(t)η0) · η˜0. Then (ψ,ϕ) is the solution of the
system
iψt + γ2ψ + iγψ + h + ϕ = 0, (4.7)
iϕt + γ2ϕ + (iΓ − χ)ϕ + ψ = 0, (4.8)
ψ(x,0) = 0, ϕ(x,0) = 0, (4.9)
here
h = f (u∗) − f (u) − f ′1(u)ω − f ′2(u)ω¯, f (u) = σ1|u|2u + iσ2|u|4u, f ′1(u) = f ′u(u), f ′2(u) = f ′¯u(u).
By the formula of mean value, we further obtain
h =
1∫
0
[− f ′s(ξ) − f ′1(u)(u∗ − u) − f ′2(u)(u¯∗ − u¯)]ds + f ′1(u)ψ + f ′2(u)ψ¯
=
1∫
0
{
f ′′11(ζ )(1− s)(u∗ − u)2 +
[
f ′′12(ζ ) + f ′′21(ζ )
]
(1− s)|u∗ − u|2 + f ′′22(ζ )(1− s)(u¯∗ − u¯)2
}
ds
+ f ′1(u)ψ + f ′2(u)ψ¯, (4.10)
where ξ = u∗ − s(u∗ − u), ζ = u+ c0(1− s)(u∗ − u), 0 < c0 < 1. Using the Hölder, Agmon and Young inequalities, we deduce
from (4.7), (4.8), (4.10) that
d
dt
(|ψ |20 + |∇ψ |20 + |ϕ|20 + |∇ϕ|20)= 2 Im(iψt + γ2ψ, ψ¯ − ψ¯) + 2 Im(iϕt + γ2ϕ, ϕ¯ − ϕ¯)
= −2γ (|ψ |20 + |∇ψ |20)− 2Γ (|ϕ|20 + |∇ϕ|20)− 2 Im(h, ψ¯) − 2 Im(∇h,∇ψ¯)
 c
(|ψ |20 + |∇ψ |20 + |ϕ|20 + |∇ϕ|20 + |u∗ − u|40 + |∇u∗ − ∇u|40
+ |u∗ − u|20|∇u∗ − ∇u|20
)
,
hence we have
d ∥∥(ψ,ϕ)∥∥2E  c(∥∥(ψ,ϕ)∥∥2E + ‖u∗ − u‖4H1). (4.11)dt 1 1
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‖u∗ − u‖2H1  eβt
∥∥(ω0, θ0)∥∥2E1 , β > 0. (4.12)
Thus, by the Gronwall inequality it follows from (4.11), (4.12) that∥∥(ψ,ϕ)∥∥2E1  kect∥∥(ω0, θ0)∥∥4E1 , k > 0. (4.13)
This yields (4.6). 
Next, we study how the operators DS(t)η0 transform the m-dimensional volumes in E1. For m ∈ N , we consider
η1, η2, . . . , ηm , m elements of E1, and the corresponding solution Uk = (DS(t)η0)ηk (k = 1,2, . . . ,m); η = S(t)η0 is a ﬁxed
orbit. According to [7], we set
(ω, θ) = e−δt(p,q)
where δ will be chosen later on. Of course (p,q) satisﬁes the following system
ipt + γ2p + i(γ − δ)p + 2σ1|u|2p + 3iσ2|u|4p + σ1u2 p¯ + 2iσ2|u|2u2 p¯ + q = 0, (4.14)
iqt + γ2q + (iγ − iδ − χ)q + p = 0, (4.15)
p(x,0) = ω0, q(x,0) = θ0. (4.16)
Taking the imaginary part of the scalar product of (4.14) with p¯ and (4.15) with q¯, respectively, we ﬁnd that
1
2
d
dt
|p|20 + (γ − δ)|p|20 + 3σ2
L∫
0
|u|4|p|2 dx+ σ1 Im
L∫
0
u2 p¯2 dx+ 2σ2 Re
L∫
0
|u|2u2 p¯2 dx+ Im(q, p¯) = 0, (4.17)
1
2
d
dt
|q|20 + (Γ − δ)|q|20 + Im(p, q¯) = 0, (4.18)
which give
1
2
d
dt
(|p|20 + |q|20)= −(γ − δ)|p|20 − (Γ − δ)|q|20 − 3σ2
L∫
0
|u|4|p|2 dx− σ1 Im
L∫
0
u2 p¯2 dx− 2σ2 Re
L∫
0
|u|2u2 p¯2 dx.
(4.19)
Again, the real part of the scalar product of (4.14) with −p¯t reads
d
dt
(
γ2
2
|∇p|20 − σ1
L∫
0
|u|2|p|2 dx− 1
2
σ1 Re
L∫
0
u2 p¯2 dx+ σ2 Im
L∫
0
|u|2u2 p¯2 dx
)
− Re(q, p¯t)
= −2σ1 Re
L∫
0
|p|2u¯ut dx− σ1 Re
L∫
0
p¯2uut dx+ 3σ2 Im
L∫
0
|u|2 p¯2uut dx+ σ2 Im
L∫
0
u3 p¯2u¯t dx
− (γ − δ) Im(p, p¯t) − 3σ2 Im
(|u|4p, p¯t). (4.20)
Similarly, we have
d
dt
(
γ2
2
|∇q|20 +
χ
2
|q|20
)
− Re(p, q¯t) = −(Γ − δ) Im(q, q¯t). (4.21)
Then we expand some terms in (4.20) and (4.21):
−(γ − δ) Im(p, p¯t) = −(γ − δ) Im
(
p,−iγ2p¯ − (γ − δ)p¯ − 2iσ1|u|2 p¯ − 3σ2|u|4 p¯ − iσ1u¯2p − 2σ2|u|2u¯2p − iq¯
)
= −γ2(γ − δ)|∇p|20 + 2σ1(γ − δ)
L∫
0
|u|2|p|2 dx+ σ1(γ − δ)Re
L∫
0
u¯2p2 dx
+ 2σ2(γ − δ) Im
L∫
|u|2u¯2p2 dx+ (γ − δ)Re
L∫
pq¯dx, (4.22)0 0
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(|u|4p, p¯t)= −3σ2γ2
L∫
0
|u|4|∇p|2 dx− 6σ2γ2 Re
L∫
0
|u|2up∇u¯∇ p¯ dx− 6σ2γ2 Re
L∫
0
|u|2u¯p∇u∇ p¯ dx
+ 6σ1σ2
L∫
0
|u|6|p|2 dx+ 3σ1σ2 Re
L∫
0
|u|4u¯2p2 dx
+ 6σ 22 Im
L∫
0
|u|6u¯2p2 dx+ 3σ2 Re
L∫
0
|u|4pq¯dx (4.23)
and
−(Γ − δ) Im(q, q¯t) = −γ2(Γ − δ)|∇q|20 − χ(Γ − δ)|q|20 + (Γ − δ)Re
L∫
0
qp¯ dx. (4.24)
Substituting (4.22)–(4.23) into (4.20) and (4.24) into (4.21), respectively, multiplying (4.19) by μ, then summing the three
resulting relations, we ﬁnally obtain the family of scalar production equations
dQμ
dt
= Rμ, μ = 0, (4.25)
where
Qμ = μ
2
(|p|20 + |q|20)+ γ22
(|∇p|20 + |∇q|20)+ χ2 |q|20 − Re
L∫
0
pq¯dx− σ1
L∫
0
|u|2|p|2 dx
− 1
2
σ1 Re
L∫
0
u2 p¯2 dx+ σ2 Im
L∫
0
|u|2u2 p¯2 dx, (4.26)
Rμ = −μ(γ − δ)|p|20 − μ(Γ − δ)|q|20 − γ2(γ − δ)|∇p|20 − γ2(Γ − δ)|∇q|20 − χ(Γ − δ)|q|20 − 2σ1 Re
L∫
0
|p|2u¯ut dx
− σ1 Re
L∫
0
p¯2uut dx+ 3σ2 Im
L∫
0
|u|2 p¯2uut dx+ σ2 Im
L∫
0
u3 p¯2u¯t − 3μσ2
L∫
0
|u|4|p|2 dx
− 3σ2γ2
L∫
0
|u|4|∇p|2 dx− 6σ2γ2 Re
L∫
0
|u|2up∇u¯∇ p¯ dx− 6σ2γ2 Re
L∫
0
|u|2u¯p∇u∇ p¯ dx
− μσ1 Im
L∫
0
u2 p¯2 dx− 2μσ2 Re
L∫
0
|u|2u2 p¯2 dx+ 2σ1(γ − δ)
L∫
0
|u|2|p|2 dx+ σ1(γ − δ)Re
L∫
0
u¯2p2 dx
+ 2σ2(γ − δ) Im
L∫
0
|u|2u¯2p2 dx+ 6σ1σ2
L∫
0
|u|6|p|2 dx+ 3σ1σ2 Re
L∫
0
|u|4u¯2p2 dx+ 6σ 22 Im
L∫
0
|u|6u¯2p2 dx
+ 3σ2 Re
L∫
0
|u|4pq¯dx+ (Γ + γ − 2δ)Re
L∫
0
qp¯ dx. (4.27)
Furthermore, we consider an invariant set X bounded in E2
S(t)X = X, t ∈ R+,
which means
|u|∞ < ∞, |∇u|∞ < ∞, |ut |0 < ∞, (4.28)
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μ = 2+ 3σ1|u|2∞ + 2σ2|u|4∞,
thus there exist two positive constants c1, c2 such that
c1
∥∥(p,q)∥∥2E1  Qμ  c2∥∥(p,q)∥∥2E1 . (4.29)
When choosing δ = 12 min(Γ,γ ), by the Hölder, Agmon and Young inequalities also with (4.28), we bound the terms in Rμ
as follows
−2σ1 Re
L∫
0
|p|2u¯ut dx− σ1 Re
L∫
0
p¯2uut dx+ 3σ2 Im
L∫
0
|u|2 p¯2uut dx+ σ2 Im
L∫
0
u3 p¯2u¯t dx
 c|p|2∞ 
γ2
2
(γ − δ)|∇p|20 + c|p|20 (4.30)
and
−3σ2γ2
L∫
0
|u|4|∇p|2 dx− 6σ2γ2 Re
L∫
0
|u|2up∇u¯∇ p¯ dx− 6σ2γ2 Re
L∫
0
|u|2u¯p∇u∇ p¯
 c|p|0|∇p|0  γ2
2
(γ − δ)|∇p|20 + c|p|20. (4.31)
From (4.27), (4.28) and (4.30), (4.31), we claim that there exists c such that
Rμ  c
(|p|20 + |q|20). (4.32)
Therefore
dQμ
dt
 c
(|p|20 + |q|20). (4.33)
According to the evolution of the quantities∣∣U1(t) ∧ U2(t) ∧ · · · ∧ Um(t)∣∣2E1 = det1i, jm
(
Ui(t),U j(t)
)
which represents the square of m!-times the volume of the m-dimensional polyhedron deﬁned by the vectors U1(t), . . . ,
Um(t). Once more using the same techniques as in [9], we can deduce from (4.33) that:
Theorem 4.1. Let X be an invariant set which is bounded in E2 . There exist two positive constants C1 and C2 such that for every
η0 ∈ X, m 1 and t  0, the Ui(t) = (DS(t)η0)ηi satisfy∣∣U1(t) ∧ U2(t) ∧ · · · ∧ Um(t)∣∣E1  |η1 ∧ η2 ∧ · · · ∧ ηm|E1Cm1 exp(C2 − δm)t, ∀ηi(i = 1,2, . . . ,m) ∈ E1. (4.34)
At last, the following theorem is proved by the deﬁnition and theory concerning the uniform Lyapunov exponents bor-
rowed from [9].
Theorem 4.2. The global attractorA of Theorem 3.2 has ﬁnite fractal and Hausdorff dimension in E1 .
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