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Supervised learning has long been attributed to several feed-forward neural circuits
within the brain, with particular attention being paid to the cerebellar granular layer. The
focus of this study is to evaluate the input activity representation of these feed-forward
neural networks. The activity of cerebellar granule cells is conveyed by parallel fibers and
translated into Purkinje cell activity, which constitutes the sole output of the cerebellar
cortex. The learning process at this parallel-fiber-to-Purkinje-cell connection makes each
Purkinje cell sensitive to a set of specific cerebellar states, which are roughly determined
by the granule-cell activity during a certain time window. A Purkinje cell becomes sensitive
to each neural input state and, consequently, the network operates as a function able
to generate a desired output for each provided input by means of supervised learning.
However, not all sets of Purkinje cell responses can be assigned to any set of input
states due to the network’s own limitations (inherent to the network neurobiological
substrate), that is, not all input-output mapping can be learned. A key limiting factor
is the representation of the input states through granule-cell activity. The quality of this
representation (e.g., in terms of heterogeneity) will determine the capacity of the network
to learn a varied set of outputs. Assessing the quality of this representation is interesting
when developing and studying models of these networks to identify those neuron or
network characteristics that enhance this representation. In this study we present an
algorithm for evaluating quantitatively the level of compatibility/interference amongst a
set of given cerebellar states according to their representation (granule-cell activation
patterns) without the need for actually conducting simulations and network training. The
algorithm input consists of a real-number matrix that codifies the activity level of every
considered granule-cell in each state. The capability of this representation to generate
a varied set of outputs is evaluated geometrically, thus resulting in a real number that
assesses the goodness of the representation.
Keywords: supervised learning, cerebellum, inferior colliculus, granular layer, population coding, convex
geometry, high dimensionality, non-negativity constraints
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INTRODUCTION
Activity-dependent synaptic plasticity is at the core of the neural
mechanisms underlying learning (Elgersma and Silva, 1999;
Abbott and Regehr, 2004) i.e., several forms of spike-timing-
dependent plasticity (STDP) are reported to mediate long-lasting
modifications of synapse efficacy in the brain (Markram et al.,
1997; Song et al., 2000; Dan and Poo, 2004). These mechanisms
regulate the activity generated by a neuron in response to
its current synaptic activity (Kempter et al., 1999; Cooke and
Bliss, 2006), thus adjusting this generated neural activity for
certain input patterns (input activity). This readout neuron,
therefore, learns to “recognize” and react to these patterns
with a corresponding intensity (output activity). This process
provides the basis for supervised learning, in which a “teaching”
activity drives the synaptic efficacy changes (Figure 1) seeking
an adequate input-to-output-activity transformation function
(Knudsen, 1994; Doya, 2000).
The cerebellum (for vestibulo-ocular reflex and motor control
in vertebrates) (Miles and Eighmy, 1980; Kawato et al., 2011), and
the inferior colliculus1 (for audio-visual alignment of the barn
owl) (Knudsen, 2002; Takahashi, 2010) are just two examples of
neural circuits to which supervised learning is attributed (See
Knudsen, 1994 for a review of supervised learning examples in
the brain).
The input-to-output transformation of these supervised-
learning circuits associates one desired output value (e.g.,
encoded by firing rate) to a certain input state from the
set of considered input states. This set of spatiotemporal
states is encoded by a population of granule cells in the
cerebellum (Yamazaki and Tanaka, 2007), and it is generated
frommultimodal information conveyed by mossy fibers (Sawtell,
2010). This input-information transformation by the granule
cells has long been believed to expand the coding space, thus
enhancing the capacity of output neurons (i.e., Purkinje cells as
readout neurons) to generate desired responses for each state
(Marr, 1969; Albus, 1971; Schweighofer et al., 2001; Cayco-Gajic
et al., 2017). In the case of the midbrain, the central-nucleus
activity of the inferior colliculus encodes auditory information
(input state) that generates the desired output responses (map
of space) in external-nucleus neurons of the inferior colliculus
(Friedel and van Hemmen, 2008). This input-to-output mapping
is hypothesized to implement an audio-visual alignment function
(Singheiser et al., 2012). It is important to note that the
cerebellum and the inferior colliculus are but two examples of
neural circuits whose input state representation is suitable for
being assessed and studied, amongst other possible neural circuits
e.g., networks undergoing reinforcement learning whose input
state representation could also be considered.
In this work, we aim to evaluate the input-to-output mapping
capabilities of an output neuron, that is, its capacity to recognize
different input states and generate a different output for each
state. Since some sets of output values cannot be associated
to certain sets of input states, the output-neuron mapping
1We use the mammal-anatomy term inferior colliculus instead of the avian
mesencephalicus lateralis dorsolis for homogeneity with previous literature.
FIGURE 1 | Network connections for supervised learning. The input state is
encoded by the activity of neurons i1,…,in. These neurons are mainly granule
cells in the cerebellum, or central-nucleus neurons of the inferior colliculus in
the midbrain, depending on the network being considered. Each teaching
neuron (p1,…,pj ) (inferior-olive or optic-tectum neurons) modulates iterative
modifications of the network weights (W) adjusting the network-output
behavior. For each input state the desired output-activity pattern is generated
by readout neurons o1,…,oj (Purkinje cells in the cerebellum, or
external-nucleus neurons in the inferior colliculus).
capabilities are thus constrained. The capacity to generate a
diverse set of output values is directly affected by the particular
activity codification corresponding to the input states (i.e., input
representation), understanding by this activity codification the
pattern of synapses that are activated during each input state. To
mention some examples, when all the input states are represented
by 0 (no activity), the only possible value for all the output
states is 0 (worst-case representation), whereas when each state
is represented by activity in one or more synapses that are not
shared by other states, any output value can be associated to
any state (best-case representation). Between these two extreme
representations, there are a varied set of possibilities that include
more realistic representations.
For this purpose, we present an evaluation function and its
corresponding algorithmic definition able to analytically assess
the fitness of a particular representation of a set of input states.
The function focuses on evaluating a single output neuron, since
all output neurons receiving the same inputs have the same
learning capacity. This evaluation would be the equivalent to
conducting an infinite number of network simulations and to
calculating the average error performed when learning every
possible output value. It is worth mentioning that calculating the
best network weights to approximate a given output is equivalent
to solving a (non-negative)-least-squares problem (Lawson and
Hanson, 1974). However, in a least-squares problem, the set of
input states and the corresponding output value for each state
are specified, and the algorithm obtains the best set of network
weights. In the algorithm that we propose, the input-state
representation constitutes the sole algorithm input, and its
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output is a real number indicating the suitability of the set of
input states to generate any output.
Limitations of the Evaluation Function
Neural-circuit modeling has proven itself as a fast and versatile
method to study and understand the operation of specific
neural circuits. Consequently, a large number of models with
increasing levels of complexity and degree of detail are being
developed (McDougal et al., 2017), yet neural modeling usually
requires some assumptions to be made. These assumptions are
usually made based on the operation of the modeled circuits.
This is particularly true in developing functional models that
must solve a task or mimic an expected behavior. Some of
these assumptions determine the efficiency and flexibility of the
input-output mapping of a supervised-learning circuit (Luque
et al., 2011a). A function for evaluating the input representation
must assess this representation according to the model input-
output mapping capabilities. Our evaluation function is tailored
according to those models of supervised-learning circuits that
assume that (i) synaptic weights converge to an optimal solution
(as suggested inWong and Sideris, 1992; Dean and Porrill, 2014),
(ii) the effect of simultaneous input activity on several readout-
neuron synapses is additive, and (iii) the input state is codified
through excitatory activity.
When the effect of simultaneous synaptic activity is assumed
to be additive, the output neuron can be approximated by a
weighted sum of inputs. This is a common approach considered
in functional models (Albus, 1975; Kawato and Gomi, 1992;
Tyrrell and Willshaw, 1992; Rucci et al., 1997; Raymond and
Lisberger, 1998; Doya, 1999; Kardar and Zee, 2002; Friedel and
van Hemmen, 2008; Garrido et al., 2013; Clopath et al., 2014).
A readout neuron is then not able to completely differentiate
and decouple inputs that are linearly dependent (Haykin,
1999) and our evaluation function, therefore, penalizes those
representations that include many linearly-dependent states.
In regard to the codification of input states, these functional
models usually fall in one of two main groups: (i) those that
equally use excitatory and inhibitory activity (for example,
representing the input activity through values that can be positive
or negative, or allowing negative synaptic weights) and (ii) those
that only use excitatory activity to codify states. It is worth
mentioning that probably both groups entail simplification:
The first group assumes that excitation and inhibition
play equivalent and opposite roles in the state codification
(Fujita, 1982; Wong and Sideris, 1992; minimal model of
Clopath et al., 2014). However, there exists a great imbalance
between the number of excitatory and inhibitory neurons in the
aforementioned networks (cerebellum and inferior colliculus).
In the rat cerebellar cortex these inhibitory input neurons
(GABAergic molecular layer interneurons), which converge
upon the Purkinje cells, are only a small fraction (about 2.3%)
of the granule-cell number (excitatory neurons) (Korbo et al.,
1993). In the external nucleus of the inferior colliculus of the
barn owl only about 15% of the neurons are GABAergic (Carr
et al., 1989). The second group of models does not include
inhibitory input in the state codification (Carrillo et al., 2008a;
Friedel and van Hemmen, 2008; Luque et al., 2011a; Garrido
et al., 2013). However, in the cerebellum and inferior colliculus,
the output neurons receive inhibitory inputs (Häusser and Clark,
1997; Knudsen, 2002).
Several metrics have been used in previous works to
analytically evaluate the input-to-output mapping capabilities
of models belonging to the first group: e.g., a calculation
based on the eigenvalues of the covariance matrix of the input
activity matrix (Cayco-Gajic et al., 2017) and the rank of the
input activity matrix (Barak et al., 2013). From the best of
our knowledge, no equivalent analytical calculations have been
previously proposed for models belonging to the second group,
therefore, the evaluation function that we present is conceived to
analytically asses the input-state representation of models in this
second group.
Note that the assumption of an excitatory-activity codification
for the input states (second group) constrains the neural-network
model to zero-or-positive inputs and synaptic weights (wi,j ≥ 0).
This premise results in an increment of the proposed-algorithm
complexity in comparison to evaluation functions formodels that
do not constrain the input sign (first group).
Applications of the Evaluation Function
Our algorithm is meant to be exploited when developing and
studying models of supervised-learning networks. Even when
these network models derive from biological data (Solinas et al.,
2010; Garrido et al., 2016) some free parameters must usually
be estimated or tuned to reproduce results from biological
experimentation (Carrillo et al., 2007, 2008b; Masoli et al., 2017)
or to render the model functional for solving a specific task
(Luque et al., 2011b). In particular, the free parameters of the
circuits that generate the input for a supervised-learning network
can be adjusted according to the quality of this generated input-
state representation. Likewise, some characteristics of these state-
generating circuits are usually key for the performance of their
processing (such as their connectivity). These characteristics can
be identified by means of the quality of the generated state
representation (Cayco-Gajic et al., 2017).When this optimization
of the model parameters is performed automatically (e.g., by
a genetic algorithm) (Lynch and Houghton, 2015; Martínez-
Cañada et al., 2016; Van Geit et al., 2016) the proposed evaluation
function could be directly used as the cost function for guiding
the search algorithm. Apart from tuning intrinsic network
parameters, the input-state representation can also be considered
for improvement when the network input is reproduced and
refined (Luque et al., 2012), since a complete characterization of
the network input activity is usually not tractable (Feng, 2003).
MATERIALS AND METHODS
Representation of the Neural Activity
In order for the proposed algorithm to evaluate the
representation of input states we need to codify this input
(or output) information numerically. Most information in
nervous circuits is transmitted by action potentials (spikes),
i.e., at the time when these spikes occur. It is general practice
to divide time into slots and translate the neural activity (spike
times) within each time slot into an activity effectiveness number.
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This number is then used to encode the neural activity capacity
to excite a target neuron, that is, to depolarize its membrane
potential. The cyclic presentation of inputs in time windows or
slots is compatible with the cerebellar theory about Purkinje-cell
signal sampling driven by background activity oscillations
(D’Angelo et al., 2009; Gandolfi et al., 2013). Similarly, the
activity in the inferior colliculus is intrinsically coupled with
other anatomically connected areas through particular frequency
bands (Stitt et al., 2015). A common straightforward translation
consists of counting the number of spikes in each slot (Gerstner
and Kistler, 2002). This translation represents an input state as an
n-element vector, where n denotes the number of input neurons.
We assume that all input states have equal occurrence probability
and relevance. This assumption reduces the input of our
evaluation algorithm to an m-by-n matrix of integer numbers,
which represents the set of distinct input states. We will denote
this matrix as C, where m represents the number of different
input states. Element ck,l corresponds to the activity effectiveness
of the l-th input neuron for the k-th input state. Each input
state requires one time slot to be presented (see Figure 2). More
meticulous translations may also consider the spike dispersion
within the time slot. This latter translation would imply using
real numbers instead of integers to represent the matrix C,
therefore we generalize the proposed input-evaluation algorithm
to support a C real matrix in order to provide compatibility with
this potential representation.
The readout-neuron output for the k-th distinct input state in
C is defined by:
dk =
n∑
l=1
wlck,l (1)
where wl is the weight of the l-th connection, dk is the output
corresponding to the k-th input state and n is the number of input
neurons. This expression is equivalent to the matrix equation:
d = Cw (2)
where d and w are column vectors containing the output for all
the distinct input states and the synaptic weights, respectively.
That is to say, vector d contains m components (the readout-
neuron output for the m input states) and vector w contains n
components (the readout-neuron synaptic weight corresponding
to the n input neurons). We assume an additive effect of the
inputs, positive input values and positive weights (see Limitations
of the evaluation function for additional information).
Definition of the Evaluation Function
For a given representation of input states (matrix C) and a
hypothetical desired output for each state (vector ddes), the
calculated weights (vector wˆ) would generate an approximate
output (vector dˆ, with one element per input state). The
inaccuracy (error) of dˆ can be measured by means of the residual
vector, which is defined as the difference between vector ddes and
vector dˆ. This residual vector can be reduced to a single number
by summing its squared elements, obtaining the squared l2 norm
of the residual vector:
∥∥∥ddes − dˆ
∥∥∥2
2
=
∥∥ddes − Cwˆ∥∥22 (3)
where ||v||2 denotes the l
2 norm of vector v. This error
measurement corresponds to the squared Euclidean distance
between the vector of actual outputs of the readout neuron and
the vector of desired outputs (each vector component codifies the
output for a different input state). This distance equally weights
the error committed by the readout neuron for all the input states.
The calculation of the presented evaluation function is based on
this distance, therefore the function assumes that all input states
have the same relevance (and occurrence probability).
Assuming that the learning mechanism is able to achieve an
optimal output, wˆ represents the weight vector that minimizes
the error:
wˆ = argmin
w
∥∥d − Cw∥∥2
2
subject to w ≥ 0 (4)
akin to the problem of non-negative least squares (Chen and
Plemmons, 2009).
It is obvious that the suitability of a matrix C to make
the readout neuron generate a particular vector of outputs (d)
depends on the concrete value of the desired outputs (ddes);
nonetheless, we aim to measure the goodness of C by itself,
without considering one particular desired output. Matrix C
is, thus, evaluated for every possible desired readout-neuron
output and every specified input state. To this end, our algorithm
calculates the average of the committed output error (measured
by the squared l2 norm of the residual vector) for every possible
vector of desired outputs. We define this set of all the considered
output vectors (possible values of ddes) as S. Each of these output
vectors contains m components (one output value per input
state), and thus, S can be regarded as anm-dimensional space (of
positive real numbers, since we are assuming positive outputs).
The coordinates of each point of this space (vector ddes) represent
the m neuron output values for the m input states. Since S is
an infinite set, the averaging becomes an integral divided by
a volume. Thus, the error calculation for a matrix C (Ir(C))
becomes:
Ir(C) =
∫
S
∥∥s− Cwˆs∥∥22 ds
Vol(S)
(5)
where Vol(S) denotes the volume of the set S and wˆs represents
the changing weight vector that minimizes the error depending
on s (and hence depending on C) (Equation 4). This calculation
can be regarded as the sum of the error for each vector ddes in
the set, divided by the number of vectors in the set. We propose
this function (Ir(C)) as a measurement of the quality of the input-
state representation of C. This calculation, however, is simplified
to enable its implementation as described below.
Note that if the readout neuron is able to achieve a specific d
output value with a particular input matrix C, it can also obtain
an αd value (being α a positive scalar) with the same input by
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A B
FIGURE 2 | Representation of input states. This figure illustrates a network with 3 input neurons (i1, i2, i3) and 4 different input states. (A) The input states are
presented to the output neuron throughout time. Each state requires one time slot (ts) to be presented to the output neuron (o). (B) The set of distinct input states is
represented by the matrix C. Each element of this matrix encodes the number of spikes elicited by the input neuron corresponding to that matrix column. Each matrix
row denotes the input activity during a particular state. The output d is computed by the weighted sum (w1, w2, w3) of inputs for each state.
multiplying w by α (see Equation 2). Consequently, calculating
the error for a bounded interval of desired outputs is enough
to consider all possible outputs. For the sake of simplicity, we
consider the interval [0, 1] of desired readout-neuron outputs for
any input state. Since a matrix C specifies m input states, the set
of possible desired outputs (S) comprises all the vector values in
the multi-dimensional interval [0, 1]m, being m the number of
rows of C. The volume of this set (Vol(S)) is 1, simplifying the
calculation. That is to say, in the casem= 2 the set S comprises all
the points in a square of size 1 (and area 1). We denote this set of
points by [0, 1]2 in a two-dimensional space (see Figure 3). The 2
coordinates of each point comprise the desired output (elements
of vector ddes) for the 2 input states. In the case m = 3 the set S
comprises all the points in a cube ([0, 1]3, see Figure 4) in a three-
dimensional space, and in the general case m the set S comprises
all the points in a hypercube ([0, 1]m) in an m-dimensional
space.
Geometric Representation of the Input
States
By designating the k-th column vector of C as uk, Equation (2)
can be rewritten as:
d =
n∑
k=1
ukwk (6)
Vector uk contains them activity values of the k-th input neuron
corresponding to the m input states. Hence, the value of vector
d (which contains the readout-neuron output for all these input
states) can be regarded as a linear combination of columns of C
with coefficientswk. We consider that these weights can only take
positive values (wk≥ 0), therefore the set of all possible outputs
(values of vector d) is bounded by vectors uk. In the case m =
3, when these vectors are represented graphically starting from a
common point (origin), they form the edges of a pyramid with
apex in the origin and an infinite height (see the empty space of
the cube in Figure 4). The points of space (vectors) inside this
pyramid constitute the set of all the values of d that the readout
neuron can generate; this set is a cone called the (convex) conical
hull of C (coni(C)) (Hiriart-Urruty and Lemaréchal, 1993). This
weighted combination of several vectors uk to obtain a value of d
(Equation 6) is called (convex) conical combination (Jeter, 1986).
We are, thus, considering that the output neuron is performing a
conical combination of the inputs.
Some of the vectors uk of amatrixC can be obtained by conical
combination of other vectors uk of the same matrix, and thus,
they add redundant information to the conical-hull definition.
Therefore, the set of all possible readout-neuron outputs for a
given matrix C (coni(C)) can be obtained with just the subset of
C columns (that is, input neurons) required to define the same
conical hull. These subset column vectors are known as the cone’s
extreme rays (Avis, 1980).
This reduction of redundant input neurons can be illustrated
with a 4-input-neuron network and the following 2-state
representation:
C =
(
1 3 1 2
1 2 0 1
)
Column vectors of C can be represented in a two-dimensional
space (see Figure 3). Only vectors u1 and u3 (the first and third
input neurons) of this representation are required to define its
conical hull (extreme rays), whereas the second and fourth input
neurons are just adding redundant information. Therefore, only
vectors u1 and u3 need to be considered to evaluate the quality of
this representation of input states (C).
As previously stated, the error evaluation for this matrix
(Ir(C)) is obtained by summing the squared l2 norm of the
residual vector (output error) for all the desired outputs in the
square [0, 1]2. This sum is calculated by a definite integral of this
squared l2 norm over [0, 1]2. This squared l2 norm corresponds to
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FIGURE 3 | Evaluation of the representation error for a
2-state-and-4-input-neuron network. The output error performed by a readout
neuron using the 2-input-state representation matrix C is depicted in a
two-dimensional space. The square of size 1 (delimited by the red line)
contains the space of potentially desired outputs considered by the evaluation
function ([0, 1]2). That is, the 2 coordinates of each point in this square codify a
potentially desired output for the 2 input states. u1, u2, u3, and u4 refer to the
columns of C represented as vectors. Coni(C) is the conical hull of the column
vectors of C, represented by the light purple cone area. This cone covers the
space of outputs that can be generated by the readout neuron. ddes and dˆ
denote a potentially desired readout-neuron output and the better (closest)
approximation obtained, respectively. ||ddes- dˆ||2 corresponds to the l
2 norm
of the residual vector, which is the minimal distance from ddes to the conical
hull; therefore, this residual vector is normal to the hull face (u1). The squared
l2 norm of the residual vector is integrated over this square to evaluate the
input-representation error (Ir(C)) corresponding to C. Cone(C)
⋂
[0, 1]2 is the
area of the square (hatched with dark blue lines) over which the l2 norm is 0
(the readout neuron can obtain these desired output values). Consequently,
the squared l2 norm only has to be integrated over the region [0, 1]2 – Cone(C)
(gray area).
the squared Euclidean distance from a point in the square (ddes)
to the closest point (d) in the conical hull. If the output ddes can
actually be generated by the readout neuron, ddes is located within
the conical hull and this distance becomes 0. Since these 0 values
of the distance do not affect the total sum, the integration is only
calculated over the space (polygons) of the square that are not
covered by the hull. This area ([0, 1]2-coni(C)) is represented by a
gray triangle in Figure 3. In a two-dimensional space (two input
states), up to two polygons can be considered for integration, one
on each side of the conical hull.
Input matrices including three states can be represented in
a three-dimensional space, as in the following matrix C of a
3-input-neuron network:
C =

2 3 03 1 0
1 1 1


FIGURE 4 | Evaluation of the representation error for a
3-state-and-3-input-neuron network. u1, u2, and u3 represent the column
vectors of C. The conical hull of these vectors is represented by the cube
central empty space. The input-representation error corresponding to this
matrix (Ir(C)) is calculated by integrating the squared l2 norm of the residual
vector over the cube of size 1 delimited by the thin yellow line ([0, 1]3). The
integration over this cube is divided into five regions, corresponding to the red,
blue, green, magenta and orange polyhedrons. These regions are determined
by the geometry of the cone defined by matrix C. The region corresponding to
the empty space does not need to be considered since its integral is 0. The
five integrals are summed to obtain Ir(C).
Its geometrical representation being:
The set of all the considered readout-neuron outputs ([0, 1]3)
is represented in Figure 4 by a cube in the three-dimensional
space. The conical hull corresponding to this matrix C occupies
the central empty space in this cube. If we regard this conical
hull as a three-dimensional geometric shape (a three-dimensional
pyramid of infinite height without base), it comprises several
elements of lower dimensionality: three faces (each one is defined
by a couple of vectors uk and is two-dimensional since a face is
contained in a plane), and three edges (each one is defined by
a vector uk, that is, a ray, and is one-dimensional). The distance
from a point ddes to the hull is equivalent to the distance from this
point to the closest hull element. Calculating the distance to one
of these lower-dimensionality elements (instead of the distance
to the entire three-dimensional hull) brings the advantage of
obtaining a mathematical expression (instead of an algorithm)
for this distance (Equation A1). This distance expression allows
for the integration over a set of desired points (a region) of [0, 1]3.
In order to integrate this distance (squared l2 norm of the residual
vector) over the entire cube ([0, 1]3) the cube is partitioned into
regions (polyhedrons). Each region contains the points of the
cube that are closer to a distinct hull element (i.e., face or edge).
Finally, the results of the definite integrations over these regions
(or volumes) are summed to obtain Ir(C).
In a three-dimensional space the set of possible desired
outputs ([0, 1]3) can be partitioned into at most six regions
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FIGURE 5 | Calculation of the evaluation function. The computation of Ir(C) can be decomposed into a series of sub-calculations (numbered here from 0 to 5). Text in
blue indicates the general calculation procedure and text in black provides the particular calculation results when using the previous 3-by-3 matrix C. These
sub-calculations are also represented graphically in a three-dimensional space, since the column vectors of matrix C (u1, u2, and u3) have 3 components each.
Sub-calculations 2, 3, 4, and 5 must be repeated for every geometrical element of the initial cone (in the case of this matrix C the initial cone comprises 6 elements: 3
faces and 3 edges), but for the sake of brevity we only show these sub-calculations for the edge u1. Therefore, the calculation of only 1 adjacent cone (Ru1) is
showed. nul,uk denotes an unit vector that is normal to the initial-cone face {ul , uk}, that is, the face defined by rays ul and uk . This adjacent cone leads to the
calculation of its intersection with the cube (Iu1) and the integration (Iru1) of the squared distance over the corresponding polyhedron (Su1). The intersection is
decomposed into groups of sub-intersections (in the case of this matrix C we have 3 groups, one for each element type of the adjacent cone: edges, faces, and cone
inside). iul denotes the point resulting from the intersection of cone edge ul and a cube face, iul,nk,p denotes the intersection point for cone face {ul , nk,p} and a cube
edge, and iul,nk,p,ns,t denotes the intersection point for cone (inside) {ul , nk,p, ns,t} and a cube vertex.
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when the conical hull is defined by 3 rays only (plus the volume
occupied by the conical hull). In the case of this matrix C, the set
of points corresponding to the ray u3 (edge) is empty, so only five
integrations are to be calculated.
In a higher dimensional space of m-input states, the m-
dimensional cone defined by the conical hull comprises elements
from m-1 dimensions (facets) to 1 dimension (edges), i.e., m-1
dimensions (facets), m-2 dimensions (ridges),. . . , 3 dimensions
(cells), 2 dimensions (faces), and 1 dimension (edges). Each cone
element is associated with the set of points (region) of the m-
dimensional hypercube ([0, 1]m) that are closer to this element.
Each of these regions constitutes an m-dimensional geometric
object called polytope, which is them-dimensional version of the
polyhedron. Therefore, we must identify all the cone elements
to calculate all the hypercube regions over which the squared l2
norm of the residual vector is integrated.
The total value of the squared-distance integration over these
regions (Ir(C)) is minimal (0) when the conical hull covers the
entire hypercube (cube I of Figure 7), and maximal when all
the elements of the matrix C are zero (cube A of Figure 7). A
normalized version of Ir(C) can be obtained by dividing the value
of Ir(Cmxn) by this maximal value (Ir(0mx1)). This maximal value
can be calculated by integrating the distance from each point
in [0, 1]m to the only output achieved by this network (0). The
results of this integration (m/3) is included in this normalized
version of Ir(C) as follows:
IrN(C) =
Ir(C)
Ir(0m,1)
=
Ir(C)∫
S
‖s− 0mx1‖
2
2 ds
=
Ir(C)
m/3
(7)
wherem refers to the number of rows of C, 0mx1 denotes the zero
column vector of sizem (included for clarity) and S is the [0, 1]m
space. Thus, IrN(C) provides values in the interval [0, 1]. A value
of 0 indicates the best input-state representation whereas a value
of 1 indicates the worst.
Computation of the Evaluation Function
The computation of Ir(C) can be decomposed into the following
sub-calculations:
0) The column vectors of matrix C are used to define the initial
conical hull.
1) All the geometrical elements of the resulting cone (facets,
ridges,. . . , faces and edges) are calculated.
For each of these elements:
2) The rays of the cone adjacent to the current element are
calculated.
3) All the geometrical elements of this adjacent cone are
calculated.
4) The vertices of the intersection (region) between the adjacent
code and the hypercube [0, 1]m are calculated.
5) The squared l2 norm of the residual vector (squared Euclidean
distance between region points and the initial conical hull) is
integrated over the region.
Finally:
FIGURE 6 | Numerical calculation of the representation error for a
3-state-and-3-input-neuron network. u1, u2, and u3 represent the column
vectors of C. The approximate input-representation error corresponding to this
matrix (Ir_num(C, N)) is calculated by numerically integrating the squared l2
norm of the residual vector over the cube of size 1 delimited by the thin yellow
line ([0, 1]3). To this end, this cube is divided into smaller cubes; the center
point of each small cube represents a desired solution (ddes) for which the
residual vector is calculated. The total cube is divided into 163 cubes for our
particular case (N = 16 cubes to evaluate in each dimension). The color of
each small cube represents the squared distance (squared l2 norm) from its
center to the conical hull of C (possible outputs). When this distance is zero,
the small cube is not drawn for clarity. Then the squared l2 norm of the residual
vectors (for each desired output) is averaged to obtain Ir_num(C, N) (midpoint
rule).
6) The integration results corresponding to all the calculated
regions are summed to obtain Ir(C).
A detailed description of these calculations and their
implementation is provided in Appendix A in supplementary
material.
We have used the previous matrix C of a 3-input-neuron
network to illustrate these calculations (Figure 5).
Numerical Approximation of the Evaluation
Function
A numerical approximation of Ir(C) (and IrN(C)) is obtained
and compared to the analytical solution previously formulated
for illustrative and validation purposes. This approximation
numerically integrates the squared l2 norm of the residual vector
over the hypercube [0, 1]m, that is, it calculates the average error
performed by the network for a large set of desired outputs. We
implemented this integration through uniform distance-function
sampling [rectangle method with midpoint approximation or
midpoint rule (Davis and Rabinowitz, 2007)] over [0, 1]m:
Ir_num(C,N) =
1
Nm
N∑
n1=1
N∑
n2=1
· · ·
N∑
nm=1
∥∥∥∥ (n1, n2, ..., nm)− 1/2N
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A B C
D E F
G H I
FIGURE 7 | Analytical calculation and graphic representation of the input-representation error (Ir(C)) for a 3-state and 4-input-neuron network. Nine input matrices C
are evaluated, from worst (A) to best-case representation (I) by way of intermediate cases (B-H). In each case, the input matrix C and its corresponding activity
representation (spikes) are shown. The four input neurons (N. 1,…, N. 4) are represented in a three-dimensional space (3 states: St. 1,…, St. 3) by four vectors
(colored in cyan), constituting the columns of the input matrix. Redundant vectors (neurons), those that are not extreme rays of the cone, can be identified (they are
not edges of the cone). Ir(C) is calculated by integrating the squared l2 norm of the residual vector over the cube [0, 1]3 (Ir(C) and volume values are expressed with a
precision of 4 decimal places). The cube is partitioned into regions (colored polyhedrons) over which the squared l2 norm is integrated. The volume of the outputs
achieved by the network is also calculated. This volume is represented by the empty space in the cube not occupied by any polyhedron. A larger volume of achieved
output values usually results in a better input representation (lower Ir(C)), particularly when the volume is centered in the cube.
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FIGURE 8 | Numerical vs. analytical calculation of the representation error for
a 3-state and 3-input-neuron network. The representation error of the previous
3-input state matrix C is calculated numerically (red line) and analytically (blue
line). The numerical integration is calculated for several integration resolutions
(from 1 to 20 points per dimension) using the midpoint rule as described in the
methods section. In this case (of the 3 input states), the representation error
values (Ir(C)) are already normalized (Ir(C)=IrN(C)).
−Cwˆ((n1,n2 ,...,nm)−1/2)/N
∥∥2
2
(8)
where N represents the number of desired points to evaluate in
each dimension, ((n1, n2,..., nm)-1/2)/N denotes the coordinate
vector of the midpoint (ddes) of each rectangle (row vector of
length m) and wˆs is a weight vector that minimizes the readout-
neuron error for a desired output s. These weights are calculated
through an algorithm for the problem of linear least squares
with non-negativity constraints for each point ddes (Lawson and
Hanson, 1974).
Considering the previous matrix C of a 3-input-neuron
network with three input states, the numerical calculation of
Ir() for N = 16 (Ir_num(C,16)) is represented geometrically
in Figure 6. The hypercube containing the potential readout-
neuron outputs is showed in this figure. This hypercube (cube
in this case) is divided into small cubes. Each one represents a
considered output that has been evaluated. The color of these
small cubes codifies the error committed by the readout neuron
for each desired output.
The resulting value of this numerical calculation is represented
in Figure 8. In a similar manner to Ir(C), we can subsequently
normalize Ir_num(C,N) (Ir_numN(C,N)) to obtain values within
the [0, 1] interval.
RESULTS
Implementation
The presented algorithm was implemented by the application
software called AVERPOIN, which is written in MATLAB
language. This application can be executed by MATLAB and
Octave and is free software provided under the GNU Lesser
General Public License version 3 (https://github.com/rrcarrillo/
AVERPOIN).
This functional implementation of the presented algorithm
is provided as proof of concept. This implementation is not
optimized in terms of computational load. Future research to
improve the algorithm itself by adopting more efficient methods
(De Loera et al., 2012) is advisable. The computational load
generated by the integration of the squared l2 norm of the
residual vector over the polytopes is expected to be significantly
reduced.
Analytical Solution, Proof of Concept
We present several 3-state-and-4-input-neuron matrix examples
to further illustrate the functionality of the algorithm. The
software AVERPOIN facilitated the analytical calculation of a
floating-point number (Ir(C)) that indicated the suitability of
each input matrix to generate any output set. The graphical
representation helped us to better associate the resulting number,
given by the algorithm, and the goodness of each matrix
as input-state representation (Figure 7). In the case of 3-
state representations (m = 3), the maximal value of Ir(C)
is 1, therefore, Ir(C)=IrN(C). For each matrix, we show the
polyhedrons into which the output space was partitioned for
the integration process. The input matrices selected as an
example cover a range of input representations from worst
(A) to best-case scenario (I) showing a gradual decrease in
the representation goodness. Worst-case (Ir(C)=1) and best-
case scenarios (Ir(C)=0) were trivial evaluations: however, non-
discernible configurations to the naked eye were also sorted
and addressed. The matrix columns were represented by cyan
vectors (only the intersection points of vectors and cube faces
were shown in B and C). Note that the magnitude of these
vectors did not affect the representation error, and it is only
their direction which determined the corresponding cone ray.
This vector representation provided enlightenment about which
input neurons (matrix columns) were more informative for
the network. In A, B, C, G, H, and I one or more input
neurons carried redundant information, and thereby less than
four vectors constituted cone extreme rays. For each matrix,
we also provided the space volume corresponding to the set of
possible outputs generated by the network (output vol.). Different
input representations may achieve the same number (volume) of
readout-neuron outputs (output vol. of G and H) but with distant
goodness values (Ir(C)). This divergence arises from the different
locations of this output volume (zero-error outputs defined by
the conical hull) within the cube: In H, the zero-error-outputs
were mainly confined to a corner of the cube (distant from
most of the other outputs), whereas in G, a greater number of
non-zero-error outputs were adjacent to the zero-error outputs.
These adjacent non-zero-error outputs generate lower errors (the
error of a potential output depends on its squared distance to
the closest zero-error output) resulting in a lower overall output
error. Similarly, the matrix in E achieved a lower volume of zero-
error outputs, but these outputs were more centered in the cube,
resulting in a better representation and lower Ir(C) than in D (see
Figure 6 for an insight into the effect of the conical hull on the
error of adjacent outputs).
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Analytical and Numerical Calculation
We calculated the representation error of the previous 3-
state and 3-input-neuron matrix C analytically (Figure 4)
and numerically (Figure 6). The corresponding analytical and
numerical-calculation values for different numerical resolutions
were calculated and compared (Figure 8). The numerical
calculation converged to the analytical calculation as the
integration resolution was increased, thus lending validity to the
effectiveness of both calculations.
DISCUSSION
Determining the suitability of a particular input activity for
a neural circuit is pivotal in neuroscience when studying and
modeling networks. We focused on the case of supervised-
learning networks with positive inputs. This type of network
is frequently employed when modeling circuits such as the
cerebellar granular layer and the avian inferior colliculus.
We addressed this problem by means of an algorithm
able to measure the effectiveness of an input-state activity
representation when the network tries to learn a varied set
of outputs. This effectiveness measure not only considers
the amount of different output sets achieved by the network
but also how these output sets are located in the output
space in order to exactly determine the goodness of the
representation. The algorithm here proposed aims to improve
the understanding of brain circuits by establishing a quantifiable
association between the nervous-circuit physical structure
(i.e., neurobiological network topology substrate) and neural
activity. This measurement algorithm can provide insights
into information representations in terms of spike trains. It
can also suggest changes in the neural circuits to generate
more effective activity or to better fit this activity. For example,
the input neurons carrying redundant information can be
readily identified, and the operation of certain nervous circuits
generating an adequate input-state representation (such as
the cerebellar granular layer) for the subsequent neurons
(e.g., Purkinje cells) can also be readily evaluated in terms
of distinguishable states. This evaluation can help to identify
which specific neural processing properties and mechanisms
(e.g., synaptic plasticity) improve the state representation and
therefore are functionally relevant. Moreover, when modeling
large-scale neural circuits to investigate their operation,
some of their specific information-processing properties are
usually not properly considered. Sometimes these specific
information-processing properties are not implemented
(simple neural and network models) and sometimes, they are
implemented (realistic and computationally-expensive models)
but the model parameters, although derived from experimental
determinations, initially may not be accurate enough to correctly
take advantage of these properties from a functional point of
view. Thus, combinatorial optimization (such as evolutionary
algorithms) could be used to find an optimal value for these
parameters, using the presented algorithm as the objective
function.
To sum up, the algorithm presented here is, to the best of our
knowledge, the first algorithm able to analytically evaluate the
suitability (fitness) of an input representation (input activity) for
a supervised-learning network with positive inputs to learn any
output without actual training (i.e., without requiring intensive
network simulations).
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APPENDIX A
Algorithm for the Evaluation Function
In order to calculate the value of Ir(C) (and IrN(C)), we propose
the algorithm described by the following pseudocode:
Algorithm Ir()
Input: C (m-by-n activity representation
matrix of the m input states)
Output: Ir (integration of the squared
l2 norm of the residual vector over the
hypercube [0, 1]m)
Variables: N, I (list of vectors)
K, Ks, A, Kp, S (bidimensional
array of vectors)
E, Es (list of bidimensional arrays
of vectors)
R (m-by-m matrix)
Irs (scalar)
// All vectors are m-dimensional
K = Coni_facets(C) // K[i] is the list of
rays (vectors) which define the i-th cone
facet of the convex conical hull defined by
the column vectors of C (calc. 1.a).
E = Cone_sub-elements(K) // E[i][j] is the
list of rays which define the j-th cone
element of dimension i (for facets i =
m−1, for ridges i = m−2,..., and for rays
i = 1) (calc. 1.b).
Ir = 0
// we iterate through all cone elements in
E:
For i = 1 to m−1 (number of dimensions-1
of the space)
For j = 1 to length(E[i]) (number of cone
elements of dimension i in E)
A = Adjacent_facets(E[i][j]) // A[p] is
the list of m−1 rays which define the p-th
cone facet that is adjacent to the element
E[i][j] (calc. 2.a).
N = Facet_normals(A) // Each element
of the list N is the vector normal to each
facet included in A (pointing outside the
cone). (calc. 2.b).
R = [E[i][j] N] // R is a matrix whose
column vectors are the rays which define
the adjacent (simplex) cone, which contains
the points that are closer to the element
E[i][j] than to any other element (calc.
2.c).
Ks = Coni_facets(R) // (calc. 3.a).
Es = Cone_sub-elements(Ks) // (calc.
3.b).
I = Hypercube_intersect(Es) // I is
a list of intersection points of the
hypercube hull and the conical hull of R
(calc. 4).
Kp = Polytope_facets(I) // Kp[p] is
the list of points (vertices) which define
the p-th polytope facet of the convex hull
defined by the points of I (except origin)
S = Triangulate_polytope(Kp) // S[k] is
the list of vertices of the k-th simplex
which composes the Kp polytope (calc. 5.a)
For k = 1 to length(S) (number of
simplexes in S)
Irs = Squared_distance_integral(S[k],
E[i][j]) // Irs is the integral of the
squared distance to the element E[i][j]
over the simplex S[k] (calc. 5.b).
Ir = Ir + Irs // (calc. 5.c and 6).
End
End
End
As previously stated, the computation of Ir(C) can be broken
down into a series of sub-calculations:
0. Definition of an initial conical hull using the column vectors
of C (algorithm input) as cone rays.
The points inside this conical hull represent the output that
the readout neuron can generate using C as input.
1. Calculation of all the geometric elements (facets, ridges,. . .,
faces and edges) that compose the initial conical hull.
Each of these elements is defined by a set of rays, and
the size of this set depends on the element dimension: an
edge is defined by 1 ray, a face is defined by 2 rays, and
so on. The calculation of these elements can be divided into
2 steps:
a. Calculation of the minimal set of facets that define the hull.
The facets are the sub-elements of higher dimension
that compose the hull. They are defined by m-1 rays. In a
three-dimensional space they are the faces (of 2 rays).
This facet calculation (Coni facets()) has been
implemented through the Quickhull algorithm (Barber
et al., 1996). This facet calculation of the conical hull is
particularly efficient when the number of input neurons
remains less than or equal to the number of input states (n
≤m).
In this step, all the rays that are not extreme are
discarded: these rays are not part of the hull boundaries,
thus, they are not part of the hull facets either. Each ray
corresponds to an input neuron; therefore, the neurons that
convey redundant information are identified at this step.
b. Calculation of the lower-dimensionality elements that
define the hull from the set of facets.
These elements (ridges,. . ., cells, faces and edges) are
calculated by identifying rays shared between different
facets (Cone_sub-elements()).
For each of these calculated cone elements its corresponding
region of the hypercube is calculated and the squared
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distance is integrated over this region. Therefore, sub-
calculations (2), (3), (4), and (5) are repeated for each of these
elements:
2. Calculation of a new conical hull that is adjacent to the current
element.
This new conical hull constitutes a simplex cone, i.e., it is
defined by only m linearly-independent rays (R). This conical
hull contains all points in the space that are closer to the
current element than to any other element. It is calculated
by:
a. Locating the facets of the initial hull that are adjacent to
current element.
If the current element is a facet, we use it as the adjacent
facet.
b. For each of these adjacent facets, we calculate its 
perpendicular (normal) ray. These normal vectors 
are calculated by means of the Laplace expansion of 
the determinant (Mortari, 1997).
c. The adjacent hull is finally obtained by combining these
normal rays and the rays that define the current element.
We just need to evaluate the points (potentially desired
outputs) in the set (hypercube) [0, 1]m, therefore, we discard
the part (desired outputs) of the adjacent hull located outside
the hypercube through sub-calculation (3) and (4).
3. Calculation of all the geometric elements (facets, ridges,. . .,
faces and edges) that compose the adjacent cone. These
elements are obtained by:
a. Calculating the facets of the adjacent cone as in step 1.a.
b. Calculating the lower-dimensionality elements of the
adjacent cone from these facets as in step 1.b.
4. Calculation of the intersection between the adjacent conical
hull and the hypercube [0, 1]m.
This intersection results in a polytope that defines one
of the regions into which the hypercube is partitioned (see
the five polytopes of Figure 4). The vertices of this polytope
(I) are calculated in parts: For each element Es[i][j] of the
adjacent cone (the cone inside, facets, ridges,. . ., faces and
edges) its intersection with the (m-i)-dimensional elements
of the hypercube (vertices, edges, faces,. . ., ridges and facets)
is calculated (the intersection of an i-dimensional element
with an (m-i)-dimensional element in a m-dimensional space
ordinarily results in a point) (see Figure 5). The total set of
intersection points define the vertices of the polytope that
bound the current integration region. This description of a
polytope through a set of vertices is called V-representation.
5. For each obtained region (polytope) the squared l2 norm of
the residual vector is integrated.
This integration is divided into 2 steps:
a. The polytope is triangulated.
This triangulation consist in sub-partitioning into
simplices (S[k]) to facilitate the integral calculation
(Triangulate_polytope()). A simplex is the m-dimensional
version of a triangle; it is defined by only m+1 vertices.
This sub-partition is obtained by calculating a list of facets
using the Quickhull algorithm, these facets can then be
triangulated by applying a fan triangulation (Schneider and
Eberly, 2002).
b. The squared l2 norm of the residual vector, i.e., squared
Euclidean distance from a point to its closest cone
element (E[i][j]), is integrated over each of these simplices
(Squared_distance_integral (S[k], E[i][j])).
This squared distance from point d to the i-dimensional
element E[i][j] (subspace) in m-dimensional space is
defined by the following expression:
∥∥∥d − dˆ
∥∥∥ = dT d −
m∑
k1 = 1
m∑
k2 = 1
[
(dT d)k1, k2(B
TB)k1, k2
]
(A1)
where B denotes an m-by-i matrix whose column vectors
form an orthonormal basis (Lay et al., 2014). This basis
spans the minimal vector subspace that contains the
element E[i][j]. The columns of B have been obtained
by applying the Gram–Schmidt process to the rays of
E[i][j] (Arfken, 1985). (M)k1, k2 refers to the element in
the k1-th row and k2-th column of matrix M. MT denotes
the transpose of M. This expression corresponds to a
2-homogeneous polynomial (polynomial whose nonzero-
terms have degree two). The integral of this polynomial
over the corresponding simplex (S[k]) is exactly calculated
by applying Lasserre and Avrachenkov’s formula (Lasserre
and Avrachenkov, 2001):
∫
Sk
∥∥∥d − dˆ
∥∥∥2
2
ds =
vol(Sk)(
m+ 2
2
)
m∑
k1 = 1
m∑
l2 = 1
[
STk, l1 Sk, l2
+
1
2
m∑
k1 = 1
m∑
k2 = 1
[(
Sk, l1S
T
k, l2
+ Sk, l2 S
T
k, l1
)
kl, k2
(
BT B
)
k1, k2
]]
(A2)
where Equation A2 represents the integration of Equation
A1 over the S[k] simplex. vol(Sk) stands for the volume
of the S[k] simplex, which can be calculated through the
absolute value of the determinant of S[k] divided bym!, and
Sk,l denotes a column vector which corresponds to the l-th
vertex of the k-th simplex. See Khosravifard et al. (2009) for
other integration examples.
c. The results of these integrations are summed to obtain the
integration over the current region.
6. The final Ir(C) value is calculated by summing the integral
value for every region.
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