[1] Climatologies of gravity waves, quasi-stationary planetary waves, and tides are compared in the upper stratosphere, mesosphere, and lower thermosphere. Temperature standard deviations from zonal means are used as proxies for wave activity. The sum of the waves is compared to directly measured total temperature fluctuations. The resulting difference is used as a proxy for traveling planetary waves. A preliminary climatology for these waves is proposed. A ranking of the four wave types in terms of their impact on the total wave state of the atmosphere is achieved, which is dependent on altitude and latitude. At extratropical latitudes, gravity waves mostly play a major role. Traveling planetary waves are found to play a secondary role. Quasi-stationary planetary waves and tides yield a lesser contribution there. Vertical profiles of total temperature fluctuations show a sharp vertical gradient change (''kink'' or ''bend'') in the mesosphere. This is interpreted in terms of a change of wave damping, and the concept of a ''wave turbopause'' is suggested. The altitude of this wave turbopause is found to be mostly determined by the relative intensities of gravity waves and planetary waves. The turbopause is further analyzed, including earlier mass spectrometer data. It is found that the wave turbopause and the mass spectrometer turbopause occur rather close together. The turbopause forms a layer about 8 km thick, and the data suggest an additional 3 km mixing layer on top.
Introduction
[2] Various types of waves exist in the middle atmosphere (MA, 10 -100 km). They are observed in atmospheric pressure, temperature, density, wind, and trace gas mixing ratios. Very long as well as very short scales exist in their periods and their wavelengths. Amplitudes can be very large: in temperature, for instance, they can exceed 25% of the large-scale mean values (e.g., 57 K ). In consequence the atmospheric behavior as a whole cannot be understood if the waves are not taken into account. In the present paper we therefore study MA waves as seen in the temperature.
[3] A number of climatologies for atmospheric temperatures have been developed in the past as for instance the CIRA, Mass Spectrometer and Incoherent Scatter Radar (MSIS), and NRLMSISE-00 empirical models [Fleming et al., 1990; Hedin, 1983; Picone et al., 2002] . They are based on previous satellite and auxiliary data. Recently more than 4 years of Sounding of the Atmosphere using Broadband Emission Radiometry (SABER) measurements on the Thermosphere, Ionosphere, Mesosphere, Energetics, and Dynamics (TIMED) satellite have become available [e.g., Mertens et al., 2001 Mertens et al., , 2004 . Reviews on temperature measurements and temperature trends in the stratosphere and mesosphere have been given by Ramaswamy et al. [2001] and Beig et al. [2003, see also references therein] .
[4] Atmospheric waves have generally not been considered in the development of middle atmosphere temperature climatologies. One exception is Rees's [1990] empirical model (CIRA 1986 ) that contains a climatology of stationary planetary waves from Rees [1990] . More recently, climatologies have been developed for migrating and nonmigrating tides and stationary planetary waves [Forbes et al., 2008] and for gravity waves [Preusse et al., 2009] . These data sets will be used in the present paper. Temperature climatologies of tidal waves have only recently become available from SABER data [i.e., Forbes et al., 2008] and thus we adopt monthly tidal amplitudes from the Global Scale Wave Model [Hagan et al., 1999; Forbes, 2002, 2003 ].
[5] Fluctuations of atmospheric temperatures can be quite strong and show systematic variations. Hence they are not noise but rather the result of superposition of various waves. Fluctuation climatologies have been presented long ago by Cole and Kantor [1978] and Chanin et al. [1990] . Fluctuations of Limb Infrared Monitor of the Stratosphere (LIMS) and Microwave Limb Sounder (MLS) temperatures have been interpreted in terms of gravity waves by Fetzer and Gille [1994] and Wu and Waters [1996] , respectively. Further analyses on the basis of Cryogenic Infrared Spectrometers and Telescopes for the Atmosphere (CRISTA) and SABER measurements are given by Offermann et al. [2006a, see also references therein] .
[6] In the present paper we discuss the major wave types including gravity waves GW, quasi-stationary planetary waves, and tides, in sections 2 and 3. The intensities of each of these wave types are compared in section 4. The effects of tides, gravity waves, and stationary planetary waves are added and compared to that observed by SABER. Differences are then interpreted as because of planetary waves and a ''climatology'' for these waves is attempted in section 4.
[7] The vertical profiles of measured fluctuation intensities (temperature standard deviations) exhibit a kink or bend in the upper mesosphere. This has been interpreted in terms of wave damping by Offermann et al. [2006a Offermann et al. [ , 2007 . The kink has been named the ''wave turbopause'' in these papers. The wave turbopause has been found in similar form in different data sets (CRISTA and SABER measurements, Hamburg Model of the Neutral and Ionized Atmosphere (HAMMONIA) model calculations). It was found that the altitude at which the turbopause occurs can vary considerably. The variations depend on latitude and season, and the seasonal variations are latitude dependent. These results have recently been checked and confirmed by an independent data set and analysis [Hall et al., 2008] . The detailed reason for the bent structure of the vertical profiles has not been given by Offermann et al. [2006a Offermann et al. [ , 2007 . It will be attempted here by analysis of the profile shapes of the various wave types (section 5). In section 6 the results are discussed with respect to wave energy density, traveling planetary waves, and the wave turbopause. Conclusions are drawn in section 7.
Data
[8] Since 2002 the SABER instrument on the TIMED satellite has measured -and still measures, a wealth of temperature data in the middle atmosphere up to about 120 km. These data can be used for the analysis of middle atmosphere waves. The wave intensity can be quantified by the standard deviation s from the mean temperature T, or by its square s 2 , with s given by the wave amplitude divided by the square root of two. A superposition of waves can hence be described by the square root of the sum of squared standard deviations of the various waves, assuming the waves are random 
[9] Here the index denotes the different waves: gw is gravity waves, M is ng planetary waves, spw is stationary planetary waves, and tide is tidal waves. For a given temperature field the quantity s sab is basically the fluctuation intensity of that field. As s sab is easily calculated in a given field we will use it as a proxy for wave activity throughout this paper. It is very suitable for comparison of different waves. We use zonal bands of data at a given latitude with a latitudinal width of 10°every 10°. The mean temperature in each band is calculated on a monthly basis including 4 years of data, and s sab is the standard deviation of the data from this mean.
[10] This method has been extensively used by Offermann et al. [2006a Offermann et al. [ , 2007 , see also other references therein]. Data accuracy has been discussed in detail by Offermann et al. [2006a] . (Instrument noise is negligible in the present context for V1.04 and V1.06 SABER data [see Offermann et al., 2006a; Oberheide et al., 2006a] .)
[11] An example is shown in Figure 1 in which the altitude/ latitude distribution of temperature standard deviations (s sab ) as measured by the SABER instrument are given for the month of July. Mean values for 4 years of data (SABER data Version 1.06 from 2002 to 2005) are presented. Note that above 100 km the algorithm used to derive SABER temperature requires atomic oxygen that is specified using the NRL-MSISE00 model. In addition the region above 100 km is subject to large variations due to the sensitivity to solar ultraviolet flux and geomagnetic conditions. These issues do not affect the present analysis that is mostly restricted to below 100 km. Figure 1 shows pronounced structures including a large summer-winter difference at lower altitudes and a steep increase with altitude from low to high values at high altitudes in both hemispheres.
[12] If one takes a vertical cut through Figure 1 at a given latitude (for instance 40°N) one obtains the curve shown in Figure 2 (green line, year 2002). We also use CRISTA data here as a link to Offermann et al. [2006a Offermann et al. [ , 2007 and show for comparison a profile from the CRISTA 2 measurements (black curve ). Corresponding results from HAMMONIA model calculations [see Schmidt et al., 2006; Offermann et al., 2007] are also shown (red line). HAMMONIA is a general circulation and chemistry model extending from the surface to the thermosphere. The results presented here are from an arbitrarily chosen year of a 20-year simulation for present-day solar minimum conditions described by Schmidt et al. [2006] . The three profiles in Figure 2 are in approximate agreement which is quite encouraging. Each of them appears to consist of two parts: one with a moderate positive gradient at the lower altitudes, and one with a steep gradient at the upper altitudes. This is illustrated by the two straight lines (blue) which are fits (to the SABER data) in the altitude regions 40-75 km and 95-110 km, respectively. The two lines intersect at about 90 km (square in Figure 2) where each of the profiles appears to have a ''kink'' or a ''bend.'' This profile structure has been attributed to differences in wave dissipation at the lower and upper altitudes, and the kink has been denoted as the wave turbopause . It will be further discussed in sections 5 and 6.3.
[13] In the subsequent parts of this paper vertical profiles of wave intensity will be shown for various types of waves. Many of them show a kink structure like that in Figure 2 . The major waves in the middle atmosphere are gravity waves, traveling planetary waves, stationary planetary waves, and tides. Their intensities depend on altitude and latitude. In principle they all can be present at a given place simultaneously. It is therefore difficult to disentangle their superposition and to determine their relative importance. Recently, however, a number of wave climatologies have been developed. They will be used here to estimate the relative intensities of these waves.
Gravity Waves
[14] Preusse and collaborators have developed a gravity wave climatology on the basis of more than 4 years of SABER data (2002 -2006, version 1.06 [Krebsbach and Preusse, 2007; Preusse et al., 2009] ). Altitude profiles of SABER temperatures are detrended by subtracting a wave number 0 -6 background atmosphere estimated by a Kalman filter [Preusse et al., 2002] . In this way gravity waves are isolated from the zonal mean, planetary waves, and the signatures of breaking planetary waves [Ern et al., 2006] . Tidal signatures are removed by detrending the data separately for ascending and descending orbit lags [Preusse et al., 2001] .
[15] Residual temperatures are analyzed by a combination of the maximum entropy method applied to the entire profiles and subsequent sinusoidal fits in a 10 km wide running window. The analysis results in amplitude, phase, and vertical wavelength of the two leading wave components. Zonal means for various altitudes and latitude bins are calculated as RMS values.Wave amplitudes depend on altitude and latitude. Analyzed vertical wavelengths are between 5 and 30 km. Resulting climatotlogies agree favorable with dedicated GW modeling and support the interpretation of temperature residuals in terms of GWs [e.g., Eckermann and Preusse, 1999; Ern et al., 2006; Preusse et al., 2009] . It should be noted that a limbscanning instrument wi imited altitude resolution like SABER (2 km) has difficulties in measuring waves with wavelengths shorter than this [see Preusse et al., 2002] . The short wavelength part of the gravity wave spectrum is therefore not contained in the climatology. It means that the sum of the amplitudes or the standard deviations used here are lower limits. This needs to be kept in mind during the subsequent discussions, though the contribution of waves with vertical wavelengths shorter than 5 km should be small in the mesosphere [e.g., Smith et al., 1987; Ern et al., 2006] .
[16] Observable short horizontal wavelengths are limited by the integration along the line of sight. The limit varies with vertical wavelength and the relative orientation of the horizontal wave vector with respect to the line of sight [Preusse et al., 2002 [Preusse et al., , 2008 . Typical waves with horizontal wavelengths longer than 100-200 km are visible. The upper limit of the horizontal wavelength is zonal wave number 7, since the Kalman filter removes wave numbers 6 and lower. However, for the stratosphere CRISTA data indicate [Ern et al., 2004; Preusse et al., 2006] that GWs are limited in maximum horizontal wavelength by the ratio of the intrinsic wave frequency omega and the Coriolis parameter f: omega/f > 1.4, inducing an upper limit of the horizontal wavelength of several thousand kilometers depending on vertical wavelength and latitude [Ern et al., 2006] . An overview of the observable range by limb sounding instruments is provided by Preusse et al. [2008] .
[17] Examples from the climatology are given in Figure 3 for the months of February and July at the latitudes of 70°N, 50°N, and 20°N. The profile shapes are typical of the other months of the year. To make the picture comparable to Figure 2 the standard deviations of the gravity waves s gw are shown instead of the amplitudes. The values are somewhat smaller than in Figure 2 . This indicates that waves other than gravity waves are present additionally in Figure 2 . The restrictions concerning the detectability of short wavelength gravity waves also apply to the data shown in Figures 1 and 2 Figure 3 extend up to 100 km. The climatology does not contain data at higher altitudes. In consequence fitted lines like those in Figure 2 cannot be calculated in Figure 3 . Nevertheless the profiles show a kink-like structure as their vertical gradients are flat at the lower altitudes, and are much steeper at the higher altitudes. This is especially pronounced at middle to high latitudes.
Stationary Planetary Waves
[18] Figure 4 illustrates results of an analysis of stationary planetary waves (SPW) that have recently been obtained from 1 year of SABER data (version 1.06, September 2003 to September 2004 . The method uses a two-dimensional Fourier analysis (in space and time) on 60-day running mean values. The basic method has been given by Forbes et al. [2008] . Amplitudes and phases are available as a function of altitude and latitude for zonal wave numbers 1 to 4. As an example, Figure 4 shows the corresponding vertical profiles for the months of February and July and the latitudes of 70, 50, and 20°N. The sum of the four wave numbers 1 -4 is given in this picture. It is calculated as the sum of the squared amplitudes, taking the square root of this sum (RMS). The basic assumption here is that the four waves mostly are superimposed in an incoherent manner. To obtain the standard deviations the amplitude sums are divided by square root 2 in Figure 4 .
[19] Figure 4 shows large differences in wave intensity at different latitudes and times of the year, with very high values in northern winter. In northern summer the values are much smaller, which is discussed in section 4.
Tides
[20] As mentioned in section 1, a SABER based tidal climatology has only recently become available (and only [Hagan et al., 1999; Forbes, 2002, 2003] [21] Any instrument on board a satellite in a slowly precessing orbit such as SABER observes tidal waves in the local solar time frame and not in the Universal time frame. To account for this and to make the tidal standard deviations given in Figures 5, 6 , and 8 and section 4 directly comparable to the total fluctuations observed by SABER, we have computed the model tidal perturbations at the locations and times of the SABER observations (''flying the satellite through the model''). For details of the sampling method see Oberheide et al. [2003] . The tidal standard deviations are then derived from the sampled model data set.
[22] Examples for vertical profiles are shown in Figure 5 for the latitudes of 70°N, 50°N, and 20°N in the months of February and July. The tidal wave intensities are given as standard deviations s tide . They are relatively small when compared to the other waves. Only in the tropics and subtropics the amplitudes become large (not shown). The 20°N February profile s a kink structure in the vertical, as indicated by the two fitted lines. This is frequently seen in the profiles, if the amplitudes are not too small (see some of the other profiles in Figure 5 ). In the present paper we restrict ourselves to latitudes 20-70°N. The tidal contributions to our analyses are therefore rather small.
Traveling Planetary Waves
[23] As a general test of equation (1) and of our method to derive a global climatology of traveling planetary waves (sections 3 and 4) we first use traveling planetary-scale disturbances (planetary waves, PW) that have been observed at the local station of Wuppertal (51°N, 7°E) using ground based measurements of mesopause OH temperatures [Offermann et al., 2006b, and references therein] . The OH spectrometer measures the temperature at about 87 km at a time resolution of a few minutes during all nights of the year with suitable weather. The data for each night are averaged. Thus gravity wave signatures are mostly excluded. Gravity waves are also suppressed because the light emitting OH layer is about 8 km thick in the vertical, and therefore short wavelength waves cancel to a large degree in the measurements. The resulting nightly mean data still vary strongly during the course of the year and on a time scale of days. To separate the two different types of variations a harmonic fit to the data is calculated allowing for an annual, a semiannual, and a terannual component. This fit is subtracted from the nightly data, and thus the major part of data variance is removed from the data set. The resulting residues still show a considerable variability (up to ±15 K). This has been analyzed, for instance, by Bittner et al. [2000 Bittner et al. [ , 2002 , and has been interpreted as planetary waves with periods of a few days to weeks.
[24] The standard deviations of these residues are therefore taken as a measure of the planetary wave amplitudes. As the planetary waves are estimated from the temporal variations at a fixed location the data should not see much influence from the (fixed) SPW. This is discussed in more detail in sections 3 and 6.2. We therefore use these standard deviations s OH as proxies for PW in the present paper. In a search for a possible seasonal variation of this proxy, i.e., of the PW intensity we calculate means of s OH in each month of the year. We have available 12 years of measurements of this type (OH spectrometer, 1995 (OH spectrometer, -2006 , which yield a moderate seasonal variation. This is shown in Figure 6 .
[25] The data discussed here give a climatology of s OH data. It is, however, restricted to one location. Global estimates of planetary wave intensity are given in sections 3 and 4.
Relative Wave Intensities
[26] We now examine the wave intensities introduced in section 2 for all months of the year. We begin by looking at traveling planetary wave intensities at the latitude and longitude (51°N, 7°E) of Wuppertal, Germany, determined from measurements of temperature at 87 km derived from OH airglow measurements at that location. These are compared with wave intensities derived from SABER measurements made at the latitude of Wuppertal. This analysis is extended to cover the altitude range from 40 to 100 km and latitudes from 20°N to 70°N in section 4.
[27] Shown in Figure 6 are the seasonal variations of the wave standard deviations at 88 km. The gravity wave variations derived from SABER (s gw ) are seen to be the most intense. Their variations appear to be a mixture of annual and semiannual variation [see Krebsbach and Preusse, 2007] . The intensities of stationary planetary waves (s spw ) are the incoherent summations of zonal wave numbers 1 -4. The s spw represents lower li t we note that the contributions from higher-wave-number SPWs are usually small. The SPW intensities are seen to be considerably smaller than those of the gravity waves in most part of the year. The SPW profile exhibits a deep minimum in summer, which is expected as planetary waves cannot exist in the easterly wind field in the summer stratosphere and mesosphere. Last we note the tidal intensities s tide are also fairly small as seen in Figure 6 . They do not contribute much to the total field fluctuation. Detailed analysis (in section 4) shows that this is typical of most latitudes studied.
[28] The traveling planetary wave intensities s OH shown in Figure 6 are derived from 12 years of OH measurements and are fairly large ($6 K), the largest after gravity waves, and exhibit only a small seasonal variation. This is surprising when compared to the pronounced summer minimum of the stationary planetary waves. This effect might be due to some other wave origin such as baroclinic instability or ducting from the opposite hemisphere.
[29] If we add the variances of the four types of waves (s gw , s OH , s spw , and s tide ) we obtain the variance of the total fluctuation field (s sum ) as in equation (2) 
The variation of sum s sum is shown in Figure 6 with values ranging from 10 to 13 K. A moderate seasonal variation can be identified that has a semiannual appearance.
[30] These fluctuation sums s sum can be compared directly to the fluctuations measured by SABER (as shown in Figure 1 ). They are denoted s sab in Figure 6 . The SABER data have been detrended for seasonal and latitudinal variations. This is because latitudinal or seasonal gradients when randomly sampled yield nonzero standard deviations is indeed close to the sum s sum as expected. Ideally these two would be identical though some deviations are expected because of interannual variations and because of different analysis periods used for the different wave types. The good agreement between s sum and s sab is encouraging, as it suggests that no major wave activity in the atmosphere has been omitted from our analysis, and the approach of equation (2) is justified. This is discussed in more detail in section 6.2.
[31] The procedure to estimate the traveling planetary wave fluctuations (s OH ) cannot be applied elsewhere because there appear to be no suitable long time series of OH temperatures at locations other than Wuppertal. Therefore, it appears that comparisons as those shown in Figure 6 cannot be done elsewhere (at this altitude). However, the good agreement between s sum and s sab suggests that if we assume these are about equal everywhere that we can solve equation (1) 
This approach allows us to estimate s M at other altitudes and latitudes. Using SABER data from 88 km and 50°N we compare in Figure 7a (3) and the measured s OH agree quite well when these interannual variations are taken into account.
[32] To further confirm the approach given in Figure 6 we show in Figure 7b s M values obtained at 50°N and at 52 km altitude. At this location data from 17 years of stratospheric sounding unit (SSU) measurements taken between 1980 and 1997 at 1 hPa are available (red triangles). The Stratospheric Sounding Unit (SSU) data could not be detrended for the zonal mean temperature variations within one month and therefore have a slight high bias. Our computed s M and the observed s SSU in Figure 7b agree quite well. We will therefore use equation (3) to estimate s M as a proxy for traveling planetary waves at other latitudes and altitudes.
Wave Ranking
[33] A wave ranking is given in Figure 6 , that is, a comparison of the relative intensities of various wave types as represented by the standard deviations of their amplitudes for 50°N and 88 km altitude. Corresponding rankings can now be established for other altitudes and latitudes since the traveling planetary waves can be estimated from equation (3). Examples are given in Figures 8a -8m showing the standard deviations of the SABER temperatures s sab on top of each picture, and below them the various waves: gravity waves s gw , traveling planetary waves s M , quasi-stationary planetary waves s spw , and tides s tide . The accuracies are believed to be similar to those given in Figure 6 . (For s M see section 6.2.) The SABER standard deviations have been corrected (detrended, see section 3) for seasonal and latitudinal mean temperature variations by means of corresponding gradients taken from the CIRA 1990 tables. These corrections were rather small, and mostly much less than 1 Kelvin. (2)) is given in black as the root mean square s sum . It is compared to the fluctuations s sab measured by SABER (red). [36] 2. Gravity waves are mostly the strongest wave type (in 7 of 12 cases in Figure 8 ). This is, however, not the case if there are strong seasonal variations such as those that exist for the quasi-stationary and traveling planetary waves (Figures 8g, 8h, 8j , and 8m).
[37] 3. Standard deviations s M are derived from equation (3) and taken as proxies for traveling planetary waves. They are in second place in those cases when the gravity waves are in first place. The quasi-stationary planetary waves are fairly small on these occasions.
[38] 4. Tidal waves are mostly small except in the tropics (not shown).
[39] 5. In several cases in Figure 8 there are strong seasonal variations of one or more wave types. This especially concerns the traveling and quasi-stationary planetary waves (Figures 8e, 8g, 8h, 8j, 8l, and 8m) . Planetary waves are expected to be suppressed in an easterly wind field, i.e., in summer in the stratosphere and lower mesosphere. Indeed, traveling as well as stationary planetary waves show a strong seasonal variation at 70 km and 80 km altitude and 50°N and 70°N latitude with very low values in summer and high values in winter (Figures 8g, 8h, 8l, and 8m) . Corresponding curves at 50 km altitude look similar (not shown here). The swing of the seasonal ons decreases with increasing altitude. At 90 km this variation has almost disappeared and is difficult to identify (see also Figure 7a ). There appears to be a ''quiet layer'' at this altitude which is linked to the wind reversal that occurs in summer in this regime. (At higheraltitudes winds are westerly in summer and easterly in winter.) At 100 km altitude the seasonal variation of s M is even reversed and shows a pronounced summer maximum and low values in winter at 70°N. This is in agreement with the wind field mentioned. It is unclear what the origin of these waves might be. The stationary planetary waves are not the reason for the shape of the s M profile at 100 km, 70°N, as their profile is rather unstructured and low (Figure 8j ). At 50°N an inversion of the seasonal variation at 100 km is found, too ( Figure 8e ). It is less pronounced, but clearly the summer values (MJJ) are higher than the winter values (DJ). At either latitude winds are westerly during the summer months (MJJ) at 100 km altitude, and easterly in winter (DJ), or have a tendency to become easterly according to CIRA 1990. The s M values at high altitudes and high latitudes are fairly large. This is further discussed in section 6.2. Seasonal changes of gravity waves in Figure 8 indicate several annual and/or semiannual variations that have been analyzed in detail by Krebsbach and Preusse [2007] . They are, however, relatively small when compared to the planetary wave seasonal variations.
[40] The s M values for traveling planetary waves shown in Figure 8 have also been calculated at intermediate altitudes in steps of 2 km and are given in Table 1 . Vertical profiles of s M are therefore available from 40-100 km. Examples are shown for the months of February and July in Figure 9 for the latitudes of 70°N, 50°N, and 20°N. These two months are a good representation of winter and summer, Figure 2 they would show a kink structure such as that seen in many of the other wave profiles discussed so far. The summer profile at 50°N does, however, not quite fit this picture as it has a pronounced local maximum around 80 km altitude. As [41] The intensities of the quasi-stationary planetary waves s spw are mostly much smaller than those of the traveling planetary waves s M (Figure 8 ). The vertical profiles of the quadratic sum of the two (s M 0) are therefore essentially those of the traveling planetary waves. The difference between the two is mostly less than 1 K. There are, however, exceptions as in the winter months at the lower altitudes and middle to high latitudes (Figure 8h , 8l, and 8m). To illustrate this, an example is given for February at 70°N in Figure 10 , which shows s M 0 as compared to s M . The difference is up to 7 K, but this is essentially confined to a limited altitude range (65 -90 km).
[42] The corresponding gravity wave curve s gw is shown for comparison as a red line (taken from Figure 3a) . The relative magnitude of the gravity waves s gw and (the sum of) the planetary waves s M 0 are important for the wave turbopause. The intersection of the two curves s gw and s M is at the altitude z is , and will be discussed in sections 5 and 6.3.
Formation of the Wave Turbopause
[43] The remarkable structure of the vertical profiles of standard deviations s sab (Figure 2 ) is a flat increase with altitude at the lower heights up to a kink, and a much steeper increase at the greater heights. In an atmosphere where the waves can freely propagate in the vertical direction, this steep increase should occur at a much lower altitude (because of energy conservation). This has been discussed in detail by Offermann et al. [2006a] . The flatter than expected increase has been interpreted as a quence of wave damping at the lower altitudes in that paper. It is connected with the negative background temperature gradient in the mesosphere. At altitudes above the kink (square in Figure 2 ) damping is much reduced and consequently the amplitude increase is much stronger. The kink has therefore been named the wave turbopause.
[44] The altitude at which this turbopause occurs shows considerable variations with season and latitude. This has been analyzed in Offermann et al. [2007] . Offermann et al. [2006a Offermann et al. [ , 2007 have presented a phenomenology of the wave turbopause and some relationship to other ''turbopauses.'' The data shown in the present paper are meant to help regarding how the kink, i.e., the turbopause comes about.
[45] Many of the vertical intensity profiles of the different waves discussed previously in the paper show a kink-like structure themselves (e.g., Figures 3, 5, and 9 ). The flat (dissipation) part of the profiles at the lower altitudes is clearly seen. This means that at lower-altitudes wave damping appears to be present quite generally. It is important to notice that the superposition of two profiles each showing a kink (at different altitudes) typically yields a profile with a kink again. This results from the fact that the variances (i.e., fluctuation squares) are added and the square root of the sum is taken. In consequence the strongest part of either profile dominates the result. This applies also in case the gradient at the lower altitudes is somewhat negative as is sometimes the case with the planetary waves (Figure 9 ). The use of two straight fit lines further helps to identify a kink.
[46] An example for this is shown in Figure 11 . Here the traveling planetary waves at high latitudes (70°N) from Figure 9a and the corresponding gravity waves from Figure  3a (also dotted lines in Figure 9a ) are used. The root mean square of the two curves is calculated and shown as a blue curve in Figure 11 . Linear fit lines to the lower altitudes Figure 2 can thus be explained in principle.
[47] Figure 11 suggests that the altitude of this turbopause is essentially determined by the relationship between gravity waves and planetary waves. The intersection point (Figure 10 ) of the two profiles that are the basis of Figure 11 is near to their kink altitude ( Figure 11 ) and hence to the turbopause altitude. An increase of planetary wave intensity in its lower part would shift the intersection point and hence the turbopause altitude to greater heights, and vice versa. Changes in the gravity wave profile would have corresponding consequences. Comparison of gravity waves and planetary waves in Figure 9 shows that the variability of intensity is much larger for the planetary waves than for the gravity waves. This suggests that a major part of the altitude variations of the turbopause (section 6.3 ) is due to changes in planetary waves.
[48] To check these ideas we have determined the intersection points z is of all monthly gravity and planetary wave intensity profiles in the way sketched in Figure 10 . In order to take also into account the quasi-stationary planetary waves we use now the (quadratic) sum of s M and s spw and denote it s M 0. The results for the new altitudes z is are shown in Figure 12a for 70°N and in Figure 12b At the low latitudes the altitude profiles become quite similar at low altitudes. Hence an intersection is sometimes difficult to define. These months (August, September) have been omitted from Figure 12b . For comparison the altitudes of the wave turbopause are taken from Offermann et al. [2007] and are also shown in Figure 12 . The intersection altitudes are 5 -10 km lower than the turbopause altitudes but they show a very similar seasonal variation. We therefore conclude that both gravity waves and planetary waves are the basic contributors to the formation of the wave turbopause.
Discussion

Potential Energy Density
[49] The deviations from the means of temperature T 0 and wind speed u 0 and v 0 cannot only be used for fluctuation analyses. Beyond that they have frequently been used in the literature to estimate the potential and kinetic energy densities of waves in the middle atmosphere. The energy densities per unit mass are given by equations (4a) and (4b), respectively [e.g., Tsuda et al., 2000] ,
where T is the mean temperature, and N is the Brunt-Vaisala frequency.
[50] In the present paper we mostly use the basic measurement parameter T 0 and not the derived quantity E pot . This is because for the potential energy in equations (4a) we need a climatology of the mean temperature T, and for N we need a mean vertical temperature gradient. If we wanted to use equations (4a) for the various waves discussed in the present paper, it would not be clear which T climatology applies. Using SABER derived mean temperature is not as straight forward as one might expect because of asynoptical satellite sampling. (It may, for instance, contain tidal signatures; see Oberheide et al. [2003] for a detailed discussion.) Although it is not believed that different climatologies of temperature available from different measurements are very different today, using the directly measured fluctuations appeared to be somewhat safer. (There are other publications that also use the fluctuations instead of the energy densities [see, e.g., Dowdy et al., 2007, and references therein] .)
[51] The third term in equations (4a), i.e., (T 0 /T) 2 , is the relative temperature variance s 2 (T). Hence the square root of the potential energy density is approximately proportional to the standard deviation s of the temperature fluctuations used in this paper (normalized by T). The summations according to equations (1) and (2) therefore are essentially the summations of potential energies, and the wave rankings given in Figures 6 and 8 are rankings according to the (square root of the) potential energy density (at and below 100 km).
[52] To illustrate this we pick a few examples from the literature. Wilson et al. [1991 Wilson et al. [ ] present 4 years (1986 Wilson et al. [ -1989 of gravity wave potential energy densities from lidar data at 44°N, 6°E in France (OHP). Their upper altitude range is 60-75 km where an annual and semiannual change are seen [Wilson et al., 1991, Figure 9] . This compares well with the corresponding gravity wave curve in Figure 8h . Wilson et al. [1991, Figure 16] give an annual mean for the potential energy density of about 105 J/kg in the altitude regime 60-75 km (Station OHP). We compare this with our 70 km GW data (Figure 8h, 4.8 K) . We estimate the Brunt-Vaisala frequency by means of temperatures and temperature gradients taken from Rees [1990, Table 5 .1] (i.e., CIRA 1986). The resulting potential energy density is 62 J/kg. This is not too far away and appears compatible with the differences of the data in altitude and latitude (not shown here).
[53] Another set of 10 years of lidar data is presented by Sica and Argall [2007] (43°N, 81°W) . They derive kinetic energy densities for gravity waves at different altitudes. For the upper mesosphere (60 -80 km) they present the following seasonal variation (in mJ/m 3 , their . This seasonal variation is fairly different from that shown in Figure 8h . However, neither variation is really strong. The annual mean of 11.7 mJ/m 3 is converted to 158 J/kg by means of the atmosperic density at 50°N, 70 km altitude as taken from NOAA [1976] (i.e., USSA76). Our corresponding annual mean is T 0 = 4.8 K in Figure 8h which means a potential energy density of 62 J/kg as shown above. This is considerably smaller than the value of Sica and Argall. However, Tsuda et al. [2000] have pointed out that the kinetic energy density should be larger than the potential energy density by a factor of 5/3 to 2. Some part of the difference could also be due to the difference of the two data sets in latitude and especially in altitude. It should also be remembered that the GW climatology used here does not include vertical wavelengths below 5 km while the latter are included in the lidar based analysis. Manson et al. [1981] (52°N, 107°W) derived kinetic energy densities from radar measurements of the wind components u 0 and v 0 according to equation (4b). They obviously, however, omitted the factor 1/2 in the equation. They give kinetic energy densities of two types of gravity waves at 80 km and 97 km, respectively (their (100 km), respectively. This is lower by factors 2.3-2.8. Taking into account the above mentioned factor 1/2 and a factor 5/3 cited by Tsuda et al.
[2000] our values should be lower by a factor 3.3, which is not too far away. (For these comparisons we have again used temperatures, temperature gradients, and densities from Rees [1990, [Dowdy et al., 2007] gives gravity wave kinetic energy densities from radar wind measurements at Arctic and Antarctic latitudes (more than 5 years). We use here only the Arctic data from the stations of Poker Flat (65°N, 147°W) and Andenes (69°N, 16°E) and compare them to our 70°N data. Dowdy et al. [2007] find considerable seasonal variations with basically an annual and a semiannual component that, however, strongly depend on altitude and gravity wave period. The general behavior is similar to what we see in our Figure 8 . The best agreement is obtained for the station of Andoya which is nearest to our latitude of 70°N (their Figure 8 , long gravity wave periods). Dowdy et al. [2007] give summer and winter mean data in their Figure 6 . We use their Andoya data (70 -100 km) to compare with our gravity wave February and July data shown in Figure 9 . Dowdy et al. [2007] use the wind variances as a measure of the kinetic energy density, i.e., they do not apply the factor 1/2 in equation (4b). The energy densities are strongly altitude dependent in either data set. The ratio of the Andoya data to those presented here is 1.9 in winter (range 1.5 to 2.4 for the different altitudes) and 2.4 in summer (range 0.83 to 6.2). Hence a very approximate agreement is obtained similar to the lower latitudes [Manson et al., 1981] considering the factor 1/2 and the Tsuda factors cited (resulting in an expected ratio of about 4). We have compared the energy densities from the same measurement technique and different latitudes (at 80 km altitude, annual mean). From the radar techniques we Figure 13a . Distribution full width at half maximum is 11 km (red arrow). obtain 5mJ/m 3 at 52°N [Manson et al., 1981] and 2.4 mJ/m 3 at 69°N [Dowdy et al., 2007] . This is a factor 2.1 decrease within a 17°increase in latitude. The present SABER data (Figures 8 and 9 ) yield 2.2 mJ/m 3 at 50°N and 1.5 mJ/m 3 at 70°N, i.e., a factor 1.5 decrease for a 20°latitude increase.
[55] In summary the SABER energy densities shown here are lower by a factor 1.7 to 2.8 than the data taken from the literature. All of these literature values, except Wilson et al. [1991] , are, however, kinetic energy densities. Before they can be compared to potential energy densities they apparently need a down correction of a factor of 2 or more (see above and Tsuda et al. [2000] ). The data of Wilson et al. [1991] are potential energies and a factor 1.7 higher than our data. This difference may be due to differences in latitude and/or altitude as mentioned above. Interannual and longterm changes could also play a role. In addition to the already mentioned omission of short vertical wavelength GWs in the SABER climatology, the inherent horizontal smoothing of the limb scan technique may also play a role.
Traveling Planetary Waves
[56] A climatology of traveling planetary waves (PW) is not yet available at present. We therefore present our s M values as a proxy for planetary wave intensities. But, we also need to estimate how reliable this parameter is; i.e., whether this proxy is contaminated for any reason. There are a number of possible contamination sources,which we discuss herein.
Gravity Waves
[57] In our discussion of Figure 6 we argued that gravity waves do not influence the s M proxy much because of spatial and temporal filtering. This may be questionable for larger-scale (inertial) gravity waves. We therefore used OH measurements from a second (twin) station that is operated at the Observatory of Hohenpeissenberg (48°N, 11°E) some 360 km away from Wuppertal, to look for simultaneous large-scale gravity waves over the two stations and found very few. These two stations are in completely different gravity wave environments as the high mountains of the Alps are very near to Hohenpeissenberg. Hence we would expect to see differences in s M at the two stations if their measurements were noticeably influenced by gravity waves. We found a mean difference on the order of 3% over several years (to be published in a forthcoming paper). We therefore conclude that the gravity wave influence on s M might be of this order of magnitude, which is small. Another argument in support of this conclusion is derived from the seasonal variations of s GW and s M illustrated in Figure 6 . If there was considerable gravity wave influence on s M , the two curves should show some similarities, but they do not. The correlation coefficient is -0.03. The same argument holds for the corresponding curves in Figure 8 , which are also fairly dissimilar. We therefore tentatively conclude that gravity waves in general have little influence on s M .
Tides
[58] In Figure 6 the tidal values are considerably smaller than s M . If some fraction of these tides should contribute to s M this contribution would be fairly small because of the quadratic summation. Also the seasonal curves should show some similarity, which is not the case. Similarly, in Figure 8 , s M is for the most par h larger than s tide , except in Figure 8b and 8e. However, the dissimilarity of the curves makes it again unlikely that the tides would influence s M .
Stationary Planetary Waves
[59] As mentioned in section 2.4, these waves are undetectable in the OH measurements. However, SPW are frequently only quasi-stationary. That is, their amplitudes build up or dissipate, or their positions shift (for instance in the east -west direction). Such events may appear to be traveling planetary waves. Similar features are seen during major and minor stratospheric warmings, vacillations, and other kinds of SPW modulations. It is long and well known that large-scale SPW changes/variations occur in the stratosphere [e.g., Leovy et al., 1985] . Oberheide et al. [2006b] found similar structures in the mesosphere. The mesospheric structures appear to be smaller, but whether this difference is typical remains unknown. An estimate for SPW changes in the mesosphere can be inferred from Figure 8 . At most altitudes and latitudes s SPW is considerably smaller than s M , and hence the quasi-stationary waves cannot contribute significantly to s M . However, at lower altitudes and middle to high-latitudes s spw are comparatively large, and change rapidly (Figures 8h, 8l , and 8m). The largest time change (decay) in this picture is seen in Figure 8l , where s SPW decays here by 4.6 K per month over about two months. In a single month (for instance in April), this is equivalent to a standard deviation of 1.4 K and hence to a wavelike oscillation with 2 K amplitude. In comparison, s M = 5 K in April, corresponding to an amplitude of 7.1 K. The quadratic sum of these two amplitudes is 7.4 K; s M is changed by less than 4%. Hence the SPW changes seen in Figure 8 do not generally contribute much to s M .
[60] As concerns major stratospheric warmings their activity has been comparatively small during the 2002-2005 time window of our analysis [e.g., Labitzke et al., 2005] . Mesospheric signatures of stratospheric warmings are much weaker than they are in the stratosphere, and may even appear as mesospheric coolings [e.g., Offermann et al., 1987] . We have checked the major warming periods cited by Labitzke et al. [2005] in our 87 km OH temperatures and found no abnormal level of planetary wave activity during any of these times.
[61] Atmospheric vacillations are disturbances in highlatitude winter that are also capable of contaminating our s M proxy. Stratospheric normal modes may be forced by the interaction of planetary waves with the mean flow, or by spontaneous internal instabilities [e.g., Christiansen, 1999; Scott and Haynes, 2000 , see also references therein]. Time scales are of the order of a few days to several weeks, which are on the order of disturbances discussed herein. Stratospheric warmings have also been discussed in terms of vacillations. Vacillations analyses have focused on stratospheric and lower mesospheric altitudes. The events appear to be small in the middle mesosphere to lower thermosphere.
[62] Transient disturbances of stationary planetary waves could quite generally contaminate our traveling planetary wave proxy s M (Figure 8 and Table 1) . Experimental knowledge about such temperature disturbances in the mesosphere is limited, because it is difficult to distinguish between disturbed/modulated SPW and traveling PW. This distinction can be achieved if the vertical phase structure of the waves is determined, requiring a large number of vertical temperature profile measurements (for instance by rocket flights or lidar soundings). Bittner et al. [1994] , Bittner [1993] , Offermann et al. [1987] , and Scheer et al. [1994] reported about two northern winter campaigns with very many soundings of this kind (i.e., DYANA Campaign, MAP/WINE Campaign). They determined the vertical phase structure of the waves and thus identified several SPW modulations that otherwise would have been mistaken as traveling PW. We have used 260 data points between 40 and 87 km at 69°N and 44°N during several months of winters 1990 and1983 -1984 from these campaigns to estimate the contamination of our proxy s M in Figure 8 and Table 1 . Several minor stratospheric warmings occurred during this time, along with a major warming in February 1984. The result of our analysis including all disturbances is as follows: 85% of the data points showed a relatively small contamination of s M (i.e., changes between 0% and 20%). In 15% of the cases the disturbance of s M was stronger: 20-65%. It thus follows that s M is a fairly reliable parameter with moderate contamination. (N.B., We used counting statistics to generate the contamination numbers above. Average contamination values would be smaller.) We also addressed the question as to whether a plausible long-term trend in s M might invalidate our supporting analyses of 15-20 year old campaign data. Specifically, we analyzed 87 km altitude measurements and did not find a significant trend in the 1995 to 2004 time interval .
[63] Referring to travelling planetary waves as s M in the following, some of the intensities s M in Figure 8 need a more detailed discussion. The s M values at high altitudes and latitudes are fairly large. Especially the values in Figure 8j (70°N, 100 km) show a strong summer maximum with values up to 23 K, with a relatively flat minimum superimposed in June. The question arises whether this feature is real. To estimate the accuracy of the s M curve we refer to Figure 7 , which compares two inferred s M curves with two measured ones. These are at mid latitude (50°N), and at low altitude (52 km) and high altitude (88 km), respectively. The largest differences between the measured and the inferred curves are 2.5 K or less. We tentatively adopt this value also as the accuracy at high latitudes and altitudes (Figure 8j) . In consequence the summer maximum can be taken as real. This is not so clear for the flat June relative minimum. It is about 4 K deep, which is just within two times 2.5 K. Its reality may thus be questionable. However, the two independent curves for s gw and s sab both show a similar June minimum, and something comparable is seen in Figure 8k . It may therefore be well possible that the minimum is a true atmospheric feature. Pronounced traveling planetary waves at high altitudes have been found many years ago in ionospheric data [e.g., Takahashi et al., 2006; Lawrence and Jarvis, 2003, and references therein] . Corresponding oscillations in the neutral atmosphere have been observed in upper mesosphere/lower thermosphere (UMLT) winds on many occasions [e.g., Murphy et al., 2007; Takahashi et al., 2006; Lawrence and Jarvis, 2003, and references therein] . Planetary wave oscillations in UMLT temperatures have been inferred from OH Meinel band emissions at 87 km altitude. Maximum amplitudes of 10-15 K have been observed [e.g., Scheer et al., 1994; Murphy et al., 2007] . Meteor temperatures have shown planetary wave type oscillations with amplitudes on the order of 10 K in the 85-95 km range [Kirkwood et al., 2002] perature information at higher altitudes on planetary waves are sparse. Riggin et al. [2006] have analyzed SABER temperature measurements up to 110 km. They identified 5-day planetary waves with amplitudes larger than 12 K near 100 km. Amplitudes were maximized in summer, with a relative minimum right in the middle of summer. Corresponding model calculations (Thermosphere-Ionosphere-Mesosphere-Electrodynamics General Circulation Model (TIME GCM)) showed amplitudes up to 16 K. A similar model analysis of a 6.5 day planetary wave showed a relative minimum in the middle of summer [Liu et al., 2004 , see also references therein].
[64] In summary large amplitude planetary waves at high altitudes/high latitudes are well known. Temperature amplitudes, however, that have been measured so far are not as high as indicated in Figure 8j . However, gravity wave intensities in this picture are also very high, and in comparison the indicated planetary wave intensities appear not at all impossible.
[65] A special aspect needs to be noted that follows from the way we infer the traveling wave intensities (s M ): The standard deviation s M in Figure 8 results from the difference of the measured s sab and the other wave intensities. If any of the latter should be biased low, in consequence s M would be biased high. The quasi-stationary planetary waves s spw -as an example, are quite low in Figures 8e, 8f , 8j, and 8k (below 4-5 K). Substantially higher values have been observed in measurements, as for instance by Steinbrecht et al. [2007] who saw a quasi-stationary wave of 12 K amplitude at 87 km altitude and 50°N latitude. As the seasonal analysis of quasi-stationary planetary waves used here is based on a data set of 1-year duration only, a possible low bias cannot be excluded. Furthermore, tidal activity at middle to high latitudes may differ from the GSWM simulations used here. The recent SABER tidal temperature climatology [Forbes et al., 2008] shows that a number of nonmigrating tidal components peak at or poleward of 40°latitude. This is only partly reflected in the GSWM simulations that do not include tidal components forced by nonlinear wave-wave interaction. The net effect on the inferred traveling planetary waves needs to be further investigated in the future but it is rather unlikely that it will remove the summer maximum in s M .
Turbopause Altitude/Turbopause Layer
[66] As already mentioned the wave turbopause is defined as the kink in the vertical fluctuation profiles s sab . Such kinks are also found on many occasions for various wave types (Figures 3, 5, and 9 ). In Figure 10 the flat parts of the gravity and planetary wave profiles (i.e., at the lower altitudes) indicate wave damping and the altitude range where it occurs. If, on the one hand, the flat part of the planetary wave profile is increased to a higher intensity this is interpreted as higher wave activity accompanied by higher dissipation (turbulence). At the same time intersection altitude z is and turbopause altitude are increased. If, on the other hand, the flat part of the gravity wave profile is extended to higher altitudes this means increased wave dissipation at these higher altitudes. Also in this case the intersection point and hence the turbopause is shifted upward. Hence in our interpretation, in either case high wave dissipation corresponds to a high wave turbopause altitude.
[67] The seasonal variation of the turbopause altitude at 20°N shows a combination of an annual and a semiannual variation (Figure 12b , black curve). This is found in a very similar way at 50°N (Figure 6 ). Corresponding eddy diffusion coefficients have been derived from radar measurements at 52°N in the upper mesosphere [Manson et al., 1981] . Their seasonal variation shows one maximum in winter and another one in summer. It is thus very similar to our variations of the turbopause altitudes. A very similar seasonal variation is observed in the OH* emission intensities (D. Offermann, unpublished data, 2006) that are the basis for derivation of the OH temperatures at 51°N in Figure 6 . It suggests variations of vertical transports of trace constituents. The three results (turbopause, eddy diffusion, OH* emission intensities) thus appear to be manifestations of the same dynamical feature in the mesosphere and lower thermosphere.
[68] As it is conceivable that the transition between damped and undamped wave propagation will not occur at a single altitude, it is reasonable to assume that the turbopause forms a vertically extended layer rather than a two-dimensional surface. This is in parallel to the lower atmosphere where the tropopause is nowadays discussed as a transition layer a few kilometers thick in the vertical [e.g., Engel et al., 2006, and references therein] . It is important to mention that the turbopause was discussed years ago in terms of a transition region [e.g., Hocking, 1990] .
[69] We have performed an analysis of the variation of the wave turbopause altitude in winter (February) at 50°N. The turbopause layer was found to be about 8 km thick (i.e., plus/minus one standard deviation of the mean turbopause altitude at a weekly time resolution). In summer (July) this layer thickness is somewhat smaller. At higher latitudes (70°N) the corresponding values are somewhat larger.
[70] To evaluate this, we analyzed a limited set of measurements by rocket-borne mass spectrometers that are available at around 40°N (various times of the year [Offermann et al., 1981] ). Even though these are old data they are nevertheless among the best we presently have: in that paper eight measurements are collected that took place right in the altitude regime where the turbopause is expected. The mass spectrometers measured number densities of Argon and Nitrogen, and hence the Ar/N 2 ratio can be used as a proxy for the Ar mixing ratio.We have reanalyzed these data. The Ar/N 2 ratio in the lower atmosphere (homosphere) is 0.012. The altitude at which the ratio deviates from this value is called the homopause z 0 (Figure 13) .
[71] The individual Ar/N 2 profiles of the eight flights show strong fluctuations. It is therefore difficult to assign individual homopauses to the flights. Hence the range of homopause altitudes, i.e., the thickness of the homopause layer (turbopause layer) cannot be derived. Therefore we have taken another approach. The Ar/N 2 columns between 95 and 115 km have been calculated by Offermann et al. [1981] and have been found to efficiently smooth the individual fluctuations. These columns are a measure of the homopause height, i.e., the larger the Ar/N 2 column, the higher the homopause height. (If in Figure 13a the red curve (triangles) is shifted to higher altitudes this means a corresponding shift of the homopause and an increase of the column between d 105 km. See below.) The column variability can therefore be used to estimate the homopause variability. A layer thickness (2s) of about 8 km is obtained this way. This value is the same as the layer thickness found above for the wave turbopause (note the 10°latitude difference). The exact agreement must be fortuitous, albeit remarkable, because the wave turbopause shows considerable seasonal variations which presumably are not well sampled by the eight rocket flights.
[72] If the atmosphere is in diffusive equilibrium above the homopause (first approximation) the Ar/N 2 vertical profile can be calculated once the homopause altitude z 0 is given [e.g., Offermann et al., 1981] . The mean profile of the eight measured Ar/N2 profiles has been calculated and is shown in Figure 13a (black curve with squares). The vertical scatter bar at 100 km is the standard deviation, and is typical of the other altitudes. A diffusive equilibrium profile is also shown (red curve, triangles) for which a tentative homopause at 98 km was chosen. This choice was taken because the two curves coincide at the highest altitudes (110-115 km) . This is interpreted such that at and above these altitudes the measured data are essentially in diffusive equilibrium. At the lower altitudes the mean measured curve is, however, found to substantially deviate from the diffusion equilibrium. The difference of the two curves is shown in Figure 13b . The deviation profile shows a sharp peak which should, of course, not be taken too serious considering the error bars shown. The vertical range of the deviation is estimated to be about 11 km (full width at half maximum, 94-105 km, red bar with arrows in Figure 13b ). The deviation is believed to be due to neutral turbulence. If turbulence stops at the homopause it decays above that level, and its action will be felt over some distance called ''the mixing length L.'' The range of deviation from diffusive equilibrium thus results from the combination of turbopause (homopause) variations and the mixing length. The homopause variations are estimated by the turbopause layer of 8 km. We tentatively assume a linearly combined action of the turbopause layer with the mixing length L to form the 11 km deviation range. From this we estimate the mixing length L to be 3 km (order of magnitude).
[73] The seasonal mean of the wave turbopause at 40°N is taken from Offermann et al. [2007] (Figure 6 ) and is found to be at 91.5 km. The corresponding wave turbopause layer depth is about 8 km, i.e., it extends from about 88 km to 96 km. (The same layer depth as at 50°N has been used here.) The extension of the turbopause layer derived from the mass spectrometer data is 94-102 km. These two layers have considerable overlap and hence the turbopauses of the two techniques should not be far apart.
[74] The combination of the turbopause layer thickness and mixing length L yields a fairly extended reach of turbulent impact. Many different methods have been used in the past to determine the turbopause altitude, and quite different altitudes have been obtained [e.g., Offermann et al., 2007, and references therein] . Part of these discrepancies may be due to this large reach of turbulent impact.
Conclusions
[75] Temperature standard deviations from zonal mean values are used in the middle atmosphere as a proxy for atmospheric wave activity. Temperature fluctuations are analyzed for the major wave types in the northern mesosphere and lower thermosphere, and a wave ranking is obtained, to our knowledge, for the first time. The ranking shows some dependence on latitude and altitude (20 -70°N, 70 -100 km). In most cases gravity waves play a major role at these moderate to high latitudes. Traveling planetary waves are in second place, and stationary planetary waves and tidal waves yield a lesser contribution. (The latter are not measured but come from a model simulation.)
[76] Temperature variances are closely related to potential energy density of the atmosphere. Gravity wave energy densities are compared to several examples given in the literature. Reasonable agreement is obtained, with our data being somewhat lower. This may be due to the fact that the SABER limb scan measurements cannot determine the short wavelength gravity waves. In most of the paper we use temperature standard deviations rather than energy densities to characterize the waves as calculation of these densities requires climatologies of temperature and Brunt-Vaisala frequencies that are not always at hand.
[77] On the basis of the wave ranking an estimation of traveling planetary wave intensities is attempted. A wave proxy is derived. It indicates a first and preliminary climatology of wave dependence on altitude and latitude. Possible contaminations of the proxy are discussed, and are found to be relatively moderate. Proxy values at high altitudes/high latitudes are rather large and might indicate an underestimation of other wave types here (stationary planetary waves, tides).
[78] The concept of a wave turbopause has been developed in earlier publications on the basis of vertical profiles of temperature fluctuations and a kink or bend in the profiles (change of gradient) in the upper mesosphere. This concept is further analyzed here. Kinks are found in the intensity profiles of many atmospheric wave types. All these waves appear to experience strong damping of some kind in the lower part of the middle atmosphere and much reduced damping in its uppermost part.
[79] The latter is presumably linked to the strong temperature increase at the base of the thermosphere. Seasonal and latitudinal variations of the turbopause height (kink altitude) have been described by Offermann et al. [2006a Offermann et al. [ , 2007 . In the present analysis we find that these variations mostly result from changes of the relative intensities of gravity waves and planetary waves. This result leads to the concept of a turbopause layer rather than a surface as the waves are highly variable. A layer thickness of 8 km is estimated from the data. The value is confirmed by an earlier set of rocketborne mass spectrometer measurements. The latter data indicate that their turbopause altitude appears to be rather near to that of the wave turbopause. The mass spectrometer data also suggest that above the homopause there is a mixing layer with a thickness (mixing length) of about 3 km.
[80] The total reach of turbulent impact is therefore quite substantial (order 11 km) and may explain why previous measurements have yielded highly different turbopause altitudes. All of these turbulence results are coarse estimates.
