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Abstract 
 
 Time resolved scanning Kerr microscopy (TRSKM) has been used to study a 
number of different magnetic systems.   
 Firstly, partially built hard disk writer structures, with a multilayered yoke formed 
from 4 repeats of a NiFe(~1 nm)/CoFe(50 nm) bilayer, and with three coil 
windings underneath, were studied by TRSKM with unipolar driving pulses. 
Dynamic images of the in-plane magnetization suggest an underlying closure 
domain equilibrium state. This state is found to be modified by application of a 
bias magnetic field and also during pulse cycling, leading to different 
magnetization rotation and relaxation behaviour within the tip region. Studies of 
a further three yokes with the same stack structure, but with only one coil 
winding at different positions beneath the yoke, yielded dynamic images of “flux 
beaming” in a channel parallel to the driving field. The magnetic contrast was 
strongest when the active coil was located near the centre of the yoke, while 
relaxation after removal of the excitation was most complete when the active 
coil was located near the confluence region. These results confirm the need for 
a multi-turn coil to ensure effective flux propagation along the entire length of 
the yoke. Furthermore, a structure with a NiFe/CoFe/Ru/NiFe/CoFe synthetic 
antiferromagnetic (SAF) yoke was studied as a bipolar current pulse with 1MHz 
repetition rate was delivered to the coil. The component of magnetization 
parallel to the symmetry axis of the yoke was compared at the pole and above a 
coil winding in the centre of the yoke. The two responses are in phase as the 
pulse rises, but the pole piece lags the yoke as the pulse falls. The Kerr signal 
is smaller within the yoke than within the confluence region during pulse cycling. 
This suggests funneling of flux into the confluence region. Dynamic images 
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acquired at different time delays showed that the relaxation is faster in the 
centre of the yoke than in the confluence region, perhaps due to the different 
magnetic anisotropy in these regions. Although the SAF yoke is designed to 
support a single domain to aid flux conduction, no obvious flux beaming was 
observed, suggesting the presence of a more complicated domain structure. 
The SAF yoke writer hence provides relatively poor flux conduction but good 
control of rise time compared to single layer and multi-layered yokes studied 
previously. 
 Secondly, vortex dynamics within arrays of square ferromagnetic nano-
elements have been studied using TRSKM with coherent microwave excitation. 
It is shown that TRSKM can be used to detect vortex gyration in square 
nanomagnets with a lateral size (250nm) that is smaller than the diameter 
(300nm) of the focused laser beam.  In an array with large element separation 
and negligible dipolar interaction, TRSKM images acquired at a fixed point in 
the microwave cycle reveal differences in the phase of the dynamic response of 
individual nanomagnets. While some variation in phase can be attributed to 
dispersion in the size and shape of elements, the circulation and polarization of 
the vortex are also shown to influence the phase. In an array with element 
separation smaller than the optical spot size, strong magneto optical response 
was observed within small clusters of elements. Micromagnetic simulations 
performed for 2 x 2 arrays of elements show that a certain combination of 
circulation and polarization values is required to generate the observed 
magneto-optical contrast.  
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 Thirdly, polar TRSKM has been used to directly observe magnetostatically 
coupled transverse domain walls (TDWs) in a pair of closely spaced, curved 
nanowires (NWs). Kerr images of the precessional response revealed a 
minimum in the Kerr signal due to the TDW in the region of closest NW 
separation. When the TDWs were ejected from the NW pair, the minimum in the 
Kerr signal was no longer observed. By imaging this transition, the static 
decoupling field was estimated to lie between 38 and 48 Oe, in good agreement 
with a simple micromagnetic model. This work provides a novel technique by 
which DC and microwave assisted decoupling fields of TDWs may be explored 
in NW pairs of different width, separation, and curvature. 
 Fourth, time resolved magneto-optical Kerr effect and phase modulated X-ray 
ferromagnetic resonance measurements have been performed on a CoO/Py 
bilayer for different temperatures, RF frequency, and CoO thickness. Kerr 
hysteresis loops did not show any evidence of exchange bias for temperatures 
between 200K and 330K for any thickness of CoO, but the coercivity was found 
to increase with increasing CoO thickness and decreasing temperature. 
Magneto-optical FMR and XFMR data showed some asymmetry with respect to 
the sign of the bias field, but the amplitude of the signals decreased rapidly with 
decreasing temperature. The results are consistent with the appearance of 
frustrated antiferromagnetic order within the CoO during field cooling. 
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Chapter 1: Introduction 
 
 Since Valdemar Poulsen first demonstrated a recorded signal from a magnetic 
wire around a drum1 at Paris Expo. 1900, magnetic recording devices have 
been advancing with a profound effect upon other industries. For example, with 
the dawn of the digital era, the bistable nature of a small magnet means that it is 
also perfectly suited for application in binary calculation devices. 
 The most important magnetic recording technology today is the magnetic hard 
disk drive (HDD) that remains the principal type of data storage hardware for 
most computers and servers. With the need for more portable and smaller sized 
devices, the magnetic hard disk drive has moved from the original longitudinal 
magnetic recording (LMR) technique to the perpendicular magnetic recording 
(PMR) technique in order to increase the recording density (details will be 
introduced in chapter 4). Since the ability of PMR to increase the recording area 
density has almost come to an end, an enhanced version of PMR, heat-assisted 
magnetic recording (HAMR), which makes use of near field focusing of laser 
light to heat and soften the recording media, is expected to reach the market 
soon2. But, there are still some issues haven’t been totally addressed in HAMR 
design, for example, the dispersed heat from the written bits on the disk would 
affect other parts of the system such as the reader. Solid state drive (SSD) 
technology consumes less power, writes and reads faster, and has higher 
recording density, also threatens to replace the HDD. However, the higher price 
of SSD means that it remains less competitive compared to HDD for many 
applications. Besides, the potential benefits of HAMR mean that is still worth 
understanding and optimizing HDD design since this would give us more 
knowledge of how to vary the HDD configurations such as writer and reader 
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designs. Chapter 4 of this thesis will be devoted to studying the magnetization 
dynamics of HDD writer heads by time resolved scanning magneto-optical Kerr 
microscopy.  
 At the same time, non-volatile memory, which requires no power to hold the 
data, is also in demand in order to increase the battery life of portable devices. 
Technologies such as magnetic random access memory (MRAM) have been 
proved to be a successful substitute. Therefore, understanding the 
magnetization dynamics within micron or sub-micron sized devices is essential 
to optimize the design. Chapter 5 of this thesis will discuss the dynamics within 
coupled magnetic vortex arrays. Furthermore, the dynamic dipolar interaction 
has the potential to phase lock the gyrotropic modes of large numbers of 
isolated spin transfer torque vortex oscillators (STVOs). Phase-locking, without 
the need for additional intricate interconnects, has the potential to deliver on-
chip RF generators of increased power output.  
 Logic devices 3  based on magnetic domain wall motion have also been 
proposed. However, before designing complicated domain wall devices, a 
thorough understanding of domain wall dynamics is required. For example, the 
interactions between domain walls have been confirmed,4,5,6these interactions 
can be potentially used to modify domain wall propagations and correct device 
functions4, which is essential for the logic calculation process. In chapter 6 the 
dynamics of pairs of coupled domain walls will be discussed and their static 
coupling strength will be measured.  
 Since many magnetic multilayer devices, such as magnetic tunnel junctions 
require a pinned or fixed magnetic layer, an antiferromagnetic/ferromagnetic 
interface is necessary in order to supply exchange bias. Understanding the 
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exchange bias mechanism in both static and high frequency regimes is very 
important for device design. In chapter 7, we will present a preliminary study of 
the magnetization dynamics within the CoO/Py exchange biased system for 
different CoO thicknesses and different temperatures.  
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Chapter 2 Background of Magnetism  
 
2.1 Introduction 
 
 I will begin by reviewing the basic principles of magnetism relevant to this 
thesis. Detailed theoretical calculations will not be presented within this chapter. 
Instead specific extensions of the theory will be discussed within each of the 
experimental chapters. 
2.2 Physics units of magnetism 
 
 When discussing magnetism, the quantities most commonly encountered are 
the magnetic field vector  , the magnetization vector   and sometimes the 
magnetic induction  . 
 Similar to the Coulomb interaction within electrostatics, when two magnetic 
poles interact with each other, the force between them can be described by the 
following functional form: 
   
    
  
  .                                                                                                  (2-1) 
where   is the interaction force between the two poles,    and    are the 
strength of the two poles,   is the distance between the two poles,    is the unit 
vector between their centres and   is a constant. The magnetic field generated 
by    that can be ‘seen’ by    can be described by the following equation: 
   
  
  
  .                                                                                                      (2-2) 
 If there were more than one pole, the magnetic field at a particular position 
would be the vector sum of the contributions from the individual poles. In the 
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cgs system (centimeter, gram and second), the unit of magnetic field   is the 
Oe (Oersted). 
 So far, only magnetic dipoles have been observed and atomic theory shows 
that the magnetic dipole moment arises from two origins: the electron’s orbital 
angular momentum and the electron’s spin angular momentum. We use the 
magnetization vector   to define the density of the magnetic moment within 
magnetic materials. 
 The magnetic induction vector   is defined by the following constitutive 
equation: 
       .                                                                                                  (2-3) 
The unit of the magnetic induction in the cgs system is the G (Gauss). When a 
specimen is subject to a magnetic field,  ,   and   have the following 
relationships : 
   ̃ ,                                                                                                           (2-4) 
where  ̃ is the permeability tensor, and 
   ̃ ,                                                                                                           (2-5) 
where  ̃ is the susceptibility tensor. 
 Another important quantity is the demagnetizing field, which tends to weaken 
the magnetic field within the specimen:  
     ̃   ,                                                                                                   (2-6) 
where  ̃ is the demagnetizing tensor. Therefore, the internal magnetic field of a 
specimen is: 
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        ̃   .                                                                                             (2-7) 
2.3 Magnetic dipoles in a uniform magnetic field 
 
 As in a classical mechanical system, a magnetic dipole  in a magnetic field 
experiences a torque   which tries to rotate the magnetic dipole towards the 
direction parallel to the field. The torque can be defined as 
     .                                                                                                       (2-8) 
2.4 Paramagnetism 
 
 Although the studies within this PhD project relate to ferromagnetism, it is 
necessary to first discuss paramagnetism since the classical explanation of 
ferromagnetism is based on paramagnetism extended by the ‘Weiss molecular 
field’ theory. 
 When the susceptibility    , a material is described as being paramagnetic, 
while for susceptibility    , the material is said to be diamagnetic. From (2-5), 
we can see that by applying a magnetic field to a paramagnetic material, it will 
develop a magnetization vector in the same direction as the applied magnetic 
field. It can be understood that without an external magnetic field, the magnetic 
moments within the material are randomly oriented, yielding zero net magnetic 
moment for the whole specimen.  After applying an external field  , due to the 
torque   from (2-8), the randomly oriented magnetic moments are all rotated 
towards the direction of the magnetic field.  Therefore, the whole specimen 
becomes magnetized. It is also worth noting that the paramagnetic susceptibility 
is a function of temperature as described by the Curie law7: 
  
 
 
 ,                                                                                                              (2-9) 
26 
 
where   is the Curie constant and   is the absolute temperature. 
2.5 Magnetic properties of an electron gas  
 
 I will briefly introduce a basic description of a paramagnetic electron gas since 
this will aid the following discussion of ferromagnetism.  
2.5.1 Review of the quantum mechanics of magnetism8 
 
 Let us begin by considering an electron moving around the nucleus of a 
hydrogen atom.  The wavefunction of the electron obeys the Schrödinger 
equation: 
[ 
  
  
(
  
   
 
  
   
 
  
   
)   ]    ,                                                              (2-10) 
where [ 
  
  
(
  
   
 
  
   
 
  
   
)   ]    is the Hamiltonian in which the   is the 
potential energy term and the other term describes the kinetic energy,   is the 
energy, and   is the wave function. Different eigenstates of the electron 
correspond to different solutions of the Schrödinger equation. 
 For the hydrogen atom, the solutions can be characterized by four quantum 
numbers, and according to Pauli’s principle, only one electron can occupy a 
particular state defined by a certain combination of those four different quantum 
numbers. Those four different quantum numbers are the principle quantum 
number n, the orbital angular momentum quantum number  , the magnetic 
quantum number   and the spin quantum number   . 
Principle quantum n. The value of n  corresponds to a particular shell or orbit, 
and must be integer and nonzero. The K, L, M, N, O, P and Q shells  
correspond to  n = 1, 2, 3, 4, 5, 6 and 7. 
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The orbital angular momentum quantum number  . For a particular value of 
 , the total angular momentum of an electron due to its orbital motion is given by: 
  (   ) 
 
  .                                                                                                    (2-11) 
This quantum number is also an integer and is restricted to the values  =0, 1, 
2…, (n-1). Electrons associated with such values of   are called s, p, d, f and g 
electrons, respectively.  
The magnetic quantum number  . This quantum number determines the 
component of the orbital angular momentum along a specified direction, usually 
that of an applied magnetic field. This number is also an integer and for a given 
value of   may have (2 +1) possibile values:   =    (   ),…,0,…,- (   ), -  . 
This means that the electron’s orbital angular momentum can only have certain 
possible orientations, and is spatially quantized, as shown in figure 2.1. 
 
Figure 2.1. Vector model of the orbital angular momentum,   is the external magnetic field 
and   is the magnetic quantum number. 
Spin quantum number  . The spin is an intrinsic angular momentum of the 
electron.  The quantum number   determines the component of the spin along 
H
    
    
     
     
  (   )
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the direction of an applied field. The allowed values of    are  
 
 
, and thus the 
components of the spin angular momentum in the direction of the applied field 
are  
 
 
, where   
 
  
 and   is the Planck constant. 
 As has been discussed before, the electron’s angular momentum is the source 
of its magnetic moment, the magnetic moment generated by the orbital angular 
momentum being defined as: 
| |  
| |
   
  (   ) 
 
  ,                                                                                     (2-12) 
where   is the speed of the light,   is the charge of the electron and   is the 
mass of the electron. Its projection along the direction of an applied field is 
      
  
   
  .                                                                                           (2-13) 
 The quantity 
  
   
 is known as the Bohr magneton   , and has the value 
           erg/Oe. 
 The magnetic moment associated with the spin angular momentum along the 
field direction is given by the following equation: 
     (
 
   
)
 
 
,                                                                                              (2-14) 
where  , the spectroscopic splitting factor or   factor, is 2.0023 for a free 
electron.  
 In a very simple case, for example, when a magnetic field is applied, the 
energy gap between two opposite spin states is given by: 
    |  | .                                                                                                 (2-15) 
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Spin-Orbit interaction/Coupling and Hund’s Rules 
 So far we have addressed the orbital and spin angular momentum separately 
for a single electron. To obtain the atom’s total angular momentum in a multi-
electrons system, Hund’s Rules are applied: 
1, The lowest electronic term has the maximum spin S. 
2, The lowest term has maximum angular momentum L. 
3, The lowest term has the largest total angular momentum J if the shell is more 
than half full, and the smallest J if the shell is less than half full. 
Rule 1 and 2 give the total spin and angular momentum respectively. Rule 3 
describes the how spin and angular momentum couple. Therefore,       for 
a shell less than half full and       for shell more than half full. 
2.5.2 Spin paramagnetism of electron gas 
 
 Let us consider the case of a monovalent metal in which the conduction 
electrons, or free electrons, have a relatively high density. The electron gas 
obeys Fermi-Dirac statics and has distribution  ( ).  The density of states is: 
 ( )    
 
 ,                                                                                                   (2-16) 
where K is a constant, and the distribution function is:  
 ( )  
 
 
    
   
  
                                                                                                (2-17) 
where    is the Fermi energy,    is the Boltzmann constant, and   is the 
absolute temperature. The form of the Fermi function is shown below: 
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Figure 2.2. The Fermi function at     and     K.   ( )  is the Fermi energy. As the 
temperature increases, electrons begin to leave the states below and near   ( ) and start to 
occupy the states above and near   ( ). 
 
 It is clearly that at T=0 K, F(E)=1 for     ( ) and F(E)=0 for     ( ).  This 
means that all the states below   ( ) are occupied and the ones above   ( ) 
are empty; As the temperature increases, electrons begin to leave the states 
below and near   ( ) and start to occupy the states above and near   ( ). The 
value of   ( ) is the solution of  ( )     . 
 Now let’s consider the magnetism that may occur under these circumstances. It 
is convenient to consider that the electrons are in two sub-systems, one with 
electrons with a given spin direction and another with electrons with spins in the 
opposite direction. If at 0 K without any external magnetic field all electrons 
occupy states below   ( ), so that the states above   ( ) are empty, then the 
net magnetic moment due to spin angular momentum would be zero. However, 
if a field   is applied, the energy of electrons with spin parallel and antiparallel 
to   will become       and       respectively, where   is the energy 
T=0
   
  ( )
1
E
F(E)
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when  =0.  Since the density of states from (2-14) is parabolic, if the number of 
electrons within each sub-system were to stay the same, the situation would be 
that shown in Figure 2.3(a).  Obviously this is an unstable state, and the 
electrons with anti-parallel spin in higher energy states will try to reverse their 
spin in order to lower the energy of the system, leading to the equilibrium state 
shown in Figure 2.3(b). Thus, the net magnetic moment of the electron gas 
becomes non-zero. 
 
                               (a)                                                                (b) 
Figure 2.3. Electron spin sub-systems after application of an external magnetic field. Case (a) is 
unstable while (b) is the stable equilibrium state. Paral. and Anti. denote the spin parallel and 
antiparallel to the external magnetic field respectively.  
2.6 Ferromagnetism  
 
 As discussed above, it is now clear that firstly, paramagnetic materials have no 
net magnet moment in the absence of an external field due to equal occupation 
of the “spin up” and “spin down states”, and secondly, the spin angular 
momentum is the main contributor of the magnetic moment. 
   
   
Para.
Anti.
E
 ( )
0
Para. Anti.
E
 ( )
0
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 In ferromagnetic materials, a net magnet moment exists even when there is no 
external magnetic field applied. This means that spin up and down states are 
not equally occupied, indicating the presence of another internal interaction that 
acts to align the spins. This spontaneous magnetization disappears above the 
Curie temperature. 
2.6.1 The classical molecular field theory of ferromagnetism 
 
 The ‘molecular field’ theory was introduced by Weiss8 before the foundation of 
quantum mechanics and atomic physics. Molecular field theory assumes the 
presence of an internal interaction or field inside the ferromagnetic material that 
aligns the magnetic moments or spins in the same direction. Since thermal 
agitation of the atoms opposes the orienting effect of this field, the Curie 
temperature must be the temperature above which the thermal agitation energy 
is sufficiently large as to destroy the spontaneous magnetization. This 
assumption allows us to estimate this internal field: 
         ,                                                                                                 (2-18) 
where    is the Curie temperature. For    ~ 1000 K, similar to the Curie 
temperature of Fe, then: 
     
  Oe.                                                                                                (2-19) 
 The origin of this rather large field could not be explained until the foundation of 
quantum mechanics.  
2.6.2 Exchange interaction 
 
 The molecular field theory phenomenologically explains the spontaneous 
magnetization within ferromagnetic materials, but it fails to explain the origin of 
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such a large internal field. Later on, Heisenberg9 showed that this field is the 
result of the quantum mechanical exchange interaction. This theory is based on 
the Heitler-London theory developed for the hydrogen molecule.  
 Let’s consider two electrons moving in similar potentials. The interaction 
between the electrons is neglected at the beginning and will be considered as 
perturbation later, the Schrödinger equation is: 
[ 
  
  
(  
    
 )   (  )   (  )]    ,                                                     (2-20) 
where labels 1 and 2 refer to the two electrons. The possible solutions are:  
  ( )  ( ) and   ( )  ( ),                                                                         (2-21) 
with         in both cases.   ( ) is the one-electron wave function when 
electron 1 is in state a and is the solution of the one-electron Schrödinger 
equation: 
[ 
  
  
  
   (  )]      .                                                                            (2-22) 
 Similarly   ( ) is the one-electron wave function when electron 2 is in state b. 
Since the electrons are indistinguishable, it is necessary that: 
| (   )|        | (   )|
       ,                                                             (2-23) 
where  (   )  is the wave function that describes the two electron system, 
 (   ) is that when the two electrons are interchanged and     and     are the 
differential coordinates. From (2-23) we can see that  (   )    (   ), so the 
wave function of this two electron system is either symmetric or anti-symmetric 
with respect to exchange. Neither of the wave functions in (2-21) satisfies this 
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condition, so they are not acceptable solutions. Therefore, we have to introduce 
the linear combinations shown below:  
    (   )  
 
√ 
   ( )  ( )    ( )  ( ) ,                                                 (2-24) 
     (   )  
 
√ 
   ( )  ( )    ( )  ( ) .                                                 (2-25) 
These forms now satisfy the symmetry conditions:   (   )    (   ).  
 From the Pauli Exclusion Principle, an electron state can only be occupied by 
one electron, so the electron wave function must be anti-symmetric. It is also 
very important to note that the electron wave function should contain not only 
the spatial coordinates, but also the spin coordinates. Therefore the one 
electron wave function can be written as: 
   ( ) ,                                                                                                     (2-26) 
where  ( ) is the spatial part of the wave function and   is the spin part of the 
wave function. Since the spin angular momentum parallel to the axis of an 
external field has only two values  
 
 
, we can represent the spin wave functions 
by the following vectors: 
   (
 
 
)                                                                                                        (2-27) 
and    (
 
 
).                                                                                                (2-28) 
The anti-symmetric wave function can be written in the following possible ways: 
    (   )     (   ),                                                                                     (2-29) 
or 
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     (   )    (   ).                                                                                     (2-30) 
 From (2-29) and (2-30) we can see that whether the electron spin wave 
functions are symmetric or anti-symmetric depends upon the symmetry of the 
spatial wave function  . 
 Let us now introduce the interaction between the electrons to see how it affects 
 . The interaction of the two electron system can be described by the 
Hamiltonian: 
    
  
   
 
  
   
 
  
   
 
  
   
,                                                                             (2-31) 
where     is the distance between the nuclei,     is the distance between 
electrons and     and     are the distances between a given nucleus and the 
electron on the other atom. The values of the additional energy introduced by 
this interaction can be calculated from the equation 
  ∫        ,                                                                                           (2-32) 
so that for the wave function in (2-29) the energy is 
    
 (       ),                                                                                         (2-33) 
while for the wave function in (2-30) 
     
 (       ),                                                                                        (2-34) 
where A and B are normalizing factors,  
    ∫  
 ( )  
 ( )     ( )  ( )      ,                                                  (2-35) 
is the average Coulomb interaction energy, and 
    ∫  
 ( )  
 ( )     ( )  ( )      ,                                                   (2-36) 
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is called the exchange integral and occurs due to the indistinguishability of the 
electrons. Since the system tends to occupy the state of lower energy, 
ferromagnetism occurs when a positive value of     is obtained. The relationship 
between   and     for the hydrogen molecule is shown below in figure 2.4: 
 
Figure 2.4. The exchange integral J as a function of     which is the distance between the nuclei. 
 As shown in figure 2.4, to achieve a positive J value, a relatively large     is 
required. 
2.7 Ferromagnetic materials 
 
 At room temperature, the ferromagnetic elemental metals are Fe, Co and Ni. In 
this thesis, the most studied ferromagnetic materials are the alloys Permalloy 
(Fe20Ni80) and CoFe. 
2.8 Magnetic anisotropy 
 
 Experimentally 10 , it is found that the magnetization within a ferromagnetic 
material tends to align in certain preferred directions. This is known as magnetic 
0
   
 
37 
 
anisotropy. In this thesis, the types of magnetic anisotropy mainly fall into two 
different categories, magnetocrystalline anisotropy and shape anisotropy.  
2.8.1 Magnetocrystalline anisotropy 
 
 It is found that the magnetization tends to align along certain crystallographic 
axes. This is called magnetocrystalline anisotropy. This phenomenon is a 
quantum mechanical effect, the detailed calculation of which would be well 
beyond the scope of this thesis. In brief, this anisotropy is the result of the spin-
orbit coupling. The orbital wave functions contain information about the 
symmetry of the lattice since the interaction between the atoms within the lattice 
is the result of the crystal field and the overlap of wave functions. The spins are 
‘aware’ of the crystal via the spin-orbit coupling. 
2.8.2 Shape anisotropy 
 
 Consider a spherical ferromagnetic sample without magnetocrystalline 
anisotropy. The magnetization could lie in any direction since the 
demagnetization energy will be the same. If the same material is squashed into 
a thin film, with the thickness much smaller than the other two dimensions, the 
magnetization tends to lie within the film plane in order to minimize the 
demagnetization energy.  
2.9 Domain and domain walls 
 In practice, most ferromagnetic samples exhibit only a small net magnetization 
in the absence of an applied magnetic field due to the presence of magnetic 
domains within which the magnetization lies in different directions.  Thus, the 
magnetic moments within different domains cancel each other out. It was Weiss 
in 1907 who first proposed that the magnetization has fixed magnitude but 
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arbitrary direction. Barkhausen 11  later on found that there were always 
discontinuities during the magnetization process. Further study12 by Sixtus and 
Tonks showed that this was due to the displacement of magnetic domain 
boundaries, known as domain walls. Bloch13 then pointed out theoretically that 
domain walls must be at least several hundred lattice constants in width since 
an abrupt change of magnetization over a very small distance would cost lots of 
energy due to the exchange interaction.  A domain structure in a NiFe thin film 
is shown in figure 2.5. 
 
Figure 2.5 Domain structure in a NiFe thin film, arrows denote the direction of the magnetization 
within each domain
14
. 
2.9.1 The formation of domains 
 
 As has been discussed before, the three main factors that can affect the 
energy of the magnetic system are the exchange interaction, the magnetostatic 
interaction and the anisotropy. If we consider the small square thin film 
ferromagnet in a single domain state shown in figure 2.6(a), the exchange 
energy is minimized since all magnetic moments are aligned parallel to each 
other, but the magnetostatic energy is large due to the magnetic charge at 
opposite sides of the sample. In figure 2.6(b), the magnetostatic energy has 
been reduced by forming two anti-parallel domains, but the exchange energy 
has increased significantly within the domain wall.   In figure 2.6(c), the 
magnetization within the sample forms a closure domain structure, which is also 
called the Landau state, which has the minimum total energy. 
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                              (a)                                        (b)                              (c) 
Figure 2.6 Formation of a closure domain structure, arrows denote the magnetization direction 
in domains. 
2.9.2 Domain wall 
 
 From 2.9.1 we know that sometimes a multi-domain state is required in order to 
minimize the magnetostatic energy, but an abrupt change of the magnetization 
direction is not favoured since this would cost much more exchange energy. 
Therefore, due to the competition between the magnetostatic interaction and 
the exchange interaction, a transition region in which the magnetization 
changes its direction gradually is formed. This region is called a magnetic 
domain wall. There are generally two types of domain walls, Bloch walls and 
Néel walls. Bloch walls usually exist within bulk materials. As shown in figure 
2.7(a)15 the magnetization rotates out of the x-y plane, yielding the accumulation 
of magnetic charge at the surfaces of the materials. Within a very thin film 
materials, a Bloch wall would cost much more magnetostatic energy, so a Néel 
wall [shown in figure 2.7(b)], in which the magnetization rotates within the x-y 
plane from one domain to another, is favoured instead. For example, Permalloy 
thin film with thickness less than ~50 nm could support Néel walls. Thicker Py 
+  +  +  +  +  +  +
- - - - - - - - - - - -
- - - -+  +  +  +
+  +  +  +
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films (~100 nm) could support more complicated ‘cross-tie’ walls, for which the 
main Néel wall is cut at regular intervals by short tight-angle ‘cross-ties’ that 
terminate in free, single ends 16 . In this thesis, a special Néel wall will be 
discussed, named transverse domain wall, which is shown in Figure 2.7(b) to (f). 
Usually in nanowires, the majority of the magnetizations within the wire are 
aligned parallel to the length while the net magnetization within the domain wall 
aligned perpendicular to the length due to the shape anisotropy. (c) and (d) are 
called head to head (HH) domain wall while (e) and (f) are called tail to tail 
domain wall (TT). More details about this type of domain wall will be introduced 
in Chapter 6 which will be devoted to studying the dynamics of coupled domain 
walls within nanowires.  
 
Figure 2.7. (a) Bloch wall in bulk materials. (b) Néel wall in thin film materials.
15  
(c) - (f), 
transverse domain walls. Arrows denote the magnetization direction. 
 
2.10 Magnetic Vortex  
 
 Magnetic vortex structures are usually found within ferromagnet nanodots or 
nanosquares. They result from the competition between the magnetostatic 
Domain
Domain
Bloch Wall
Domain DomainNéel Wall
(a) (b)
(c) (d)
(e) (f)
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interaction and the exchange interaction. From figure 2.817 we can see that 
within a circular nanodot, the magnetization of the magnetic vortex curls in-
plane around a region of the magnetization that points out-of-plane18 . The 
center region is called the vortex core, and usually has a diameter of a few 
nanometers19.  
 
Figure 2.8 Magnetic vortex structure within a nanodot
17
, the core in the middle of the disk is the 
out-of-plane magnetization. 
 
2.11 Superparamagnetic limit 
 
 As has been discussed in section 2.7, the magnetization in a ferromagnet is not 
absolutely stable above 0 K, but instead prescesses with a very small angle due 
to thermal agitation. If the thermal agitation is strong enough to destroy the 
ferromagnetic order, the material will become paramagnetic and is then 
described by the Curie-Weiss law. Consider a single domain particle with 
uniaxial anisotropy, the magnetic anisotropy energy is:  
  
 
 
       ,                                                                                               (2-37) 
where   is a constant related to the anisotropy,   is the volume of the particle 
and   is the angle between the easy axis and the magnetization. As shown in 
Figure 2.9,     or   have lowest energy.  If the thermal fluctuation energy is 
greater than      , the magnetization can move between those two equally low 
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energy states, which have anti-parallel magnetization. If the magnetization of 
this particle is sampled over time, the remanence magnetization would be zero. 
This is unhelpful for the design of magnetic recording devices, since the 
remanence magnetization within the recording media over time must be stable.  
 
Figure 2.9 The energy of a single domain particle with uniaxial anisotropy as a function of the 
angle   between the magnetization and the easy axis.  
2.12 Magnetic hysteresis loop 
 
 As discussed above, a ferromagnetic specimen may contain many domains in 
which the magnetization is aligned in different directions.  Since the net 
magnetic moment of the whole specimen is the vector sum of those in the 
domains, a ferromagnetic specimen usually exhibits a small net magnetic 
moment in the absence of an applied magnetic field. However, if an external 
field is applied, the magnetization within each domain is forced to align with the 
external field, yielding a net magnetic moment. Usually, we plot the 
magnetization component along the external field as a function of the external 
field.  A typical curve is plotted in figure 2.10, and is called a magnetic 
hysteresis loop. 
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Figure 2.10. A typical magnetic hysteresis loop, the loop is run by the sequence of A-B-C-D-E-
F-G-C. 
 It is assumed that the sample is initially in a demagnetized state, with zero net 
magnetic moment. Once an external field is applied to the sample, domains with 
different magnetization orientation begin to rotate parallel to the field. Therefore, 
a net magnetic moment along the direction of the applied field begins to develop. 
As the external field increases, the magnetic moment will reach its saturation, 
shown at position C, if we decrease the field, the curve will not follow the 
original path AB, but will instead go from C to D as the field decreases to 0.  If 
we increase the field again in the opposite direction, we obtain the curve from D 
to E and then F, corresponding to saturation in the opposite direction. Again, if 
we decrease the field from F, the curve will go from F to G, and then C again if 
we go to positive saturation again. Therefore, if we start with a demagnetized 
sample, we will obtain the path ABCDEFGC. Since the magnetization lags the 
applied field, work is performed on taking the material through a cycle, and is 
given by the following equation: 
H
  
O
A
B
C
D
E
F
G
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  ∮    .                                                                                                 (2-38) 
The work is equal to the area enclosed by the hysteresis loop.  
2.13 Stoner-Wohlfarth model 
 
 In the previous section, we reviewed how an external field magnetizes a multi-
domain specimen by rotating the magnetization within different domains. The 
Stoner-Wohlfarth model gives a simple explanation of why domains rotate 
during this process.  
 If we consider a spherical single domain ferromagnetic particle with a uniaxial 
anisotropy shown in Figure 2.11, the shape anisotropy can be ignored, and the 
size of the particle is also too small to support more than one domain.  
 
Figure 2.11 S-W model for a single domain spherical particle with uniaxial anisotropy but no 
shape anisotropy. EA denotes the easy axis, H and M denote the applied magnetic field and 
magnetization respectively.  
The magnetic free energy density per unit volume may be written in the form: 
             
  ,                                                                                (2-39) 
where   is the uniaxial anisotropy. 
EA
H
M
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Let’s consider two simple cases,     and  
 
 
. When    , equation (2-39) can 
be written as: 
                
  ,                                                                           (2-40) 
from which 
  
  
                    .                                                                      (2-41) 
When 
  
  
  ,   has either minimum or maximum value. The solution is 
either        
 
 
. 
To find the minima, the second order derivative 
   
   
                                                                                           (2-42) 
must be larger than 0.  Therefore,    . This means that if the magnetization is 
aligned perfectly parallel to the external field, it wouldn’t rotate unless there is a 
small disturbance.  
On the other hand, if   
 
 
, (2-39) has the form: 
                
  ,                                                                           (2-43) 
differentiation gives 
  
  
                     .                                                                   (2-44) 
When 
  
  
  , we obtain 
       (
    
  
).                                                                                             (2-45) 
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From the calculation above, the hysteresis loops obtained when sweeping the 
field along the easy or hard axis are shown in figure 2-12.   is the saturation 
magnetization,    is the coercivity and    is the hard axis saturation field.  
  
                         
                       (a)                                                             (b) 
Figure 2-12. (a) Typical easy axis loop. (b) Typical hard axis loop.    is the saturastion 
magnetization,    is the coercivity and   is the hard axis saturation field. 
 If the external field were applied between the easy and hard axis, the loop 
would look more like that shown in figure 2.10. 
 The above discussion assumes a single domain. For a multi-domain specimen, 
the hysteresis process involves both domain rotation and domain wall motion, 
and different mechanisms dominate under different circumstances. The latter 
can be driven by a magnetic field20, electric current21 or voltage22.  
2.14 Antiferromagnetism and interfacial exchange anisotropy 
 In antiferromagnetic materials, neighbouring magnetic moments are aligned 
antiparallel to each other and have equal value. Néel 23  first proposed that 
antiferromagnetic materials contain two sub-lattices with antiparallel spins, as 
  
   
  
HH
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shown in figure 2-13. He assumed equal values of the magnetic moment since 
there is no net magnetic moment for the whole specimen. When the 
temperature is raised above a certain value known as the Néel temperature, the 
antiferromagnetic order will be destroyed and the sample will become 
paramagnetic. 
 
Figure 2-13. Antiferromagnetic order. Red and black arrows denote the opposite magnetic 
moments. 
 Within a hetero-structure containing adjacent antiferromagnetic and 
ferromagnetic layers, antiferromagnetic exchange bias can arise, for example, 
in the Co-CoO system24,25. The hysteresis loop of the ferromagnetic materials is 
shifted along the H-axis, as shown in figure 2-14(a). This is due to the exchange 
interaction26 acting between the antiferromagnet and the ferromagnet at the 
interface. Suppose the Curie temperature of the ferromagnet is larger than the 
Néel temperature of the antiferromagnet. If the structure is cooled down from a 
temperature between    and    with an external bias field applied, the 
antiferromagnet will become ordered at the Néel temperature with the dipoles in 
the first atomic layer of the antiferromagnet becoming parallel to those in the 
adjacent ferromagnet, as shown in figure 2-14 (b). After removing the external 
bias field, since the antiferromagnetic phase has a large crystalline anisoptropy, 
it will tend to align the magnetization of the ferromagnet in the direction that the 
external field was applied during field cooling.  
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                 (a)                                                            (b) 
Figure 2-14. (a) The shifted hysteresis loop. (b) The antiferromagnet/ferromagnet bilayer, in 
which the interfacial spins within the antiferromagnet align with those within the ferromagnet 
spins. 
 
2.15 Magnetic Dynamics 
 
 So far, we have reviewed ferromagnetism and antiferromagnetism in the 
equilibrium or static state. However, the dynamics of magnetic systems form the 
main part of this thesis. 
2.15.1 Larmor precession 
 
 When a magnetic dipole  experiences a uniform effective magnetic field     , 
the resulting torque   can be written as: 
        .                                                                                                 (2-46) 
In quantum mechanics, the angular momentum associated with the magnetic 
moment  can be written as 
  
 
 
,                                                                                                             (2-47) 
H
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where   is the gyromagnetic ratio. The rotational form of Newton’s second law, 
states that the rate of change of the angular momentum is equal to the torque, 
yielding the relationship 
  
  
  .                                                                                                            (2-48) 
Therefore 
 
  
(
 
 
)        ,                                                                                          (2-49) 
which describes the precession of the magnetic moment around the effective 
field. Since the value of   is negative, (2-49) is usually written as: 
  
  
  | |      .                                                                                        (2-50) 
Without any dissipation of energy, the magnetic moment would exhibit Larmor 
precession around the effective magnetic field, as shown in figure 2-15. 
 
 
Figure 2-15 The precession of the magnetic moment around an effective magnetic field.     is 
the effective external field,  is the magnetization,   is the damping term.  
    m
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2.15.2 Landau-Lifshitz-Gilbert Equation 
 
 In a real magnetic system, a freely precessing magnetic moment or 
magnetization tends to align with the effective magnetic field after a certain 
amount of time, reaching a state of equilibrium. To describe this motion, a 
phenomenological damping term is introduced 27 . This dissipative term is 
assumed to be proportional to the precession velocity and works to slow down 
the precession, and so a term   
  
  
 is added to the effective field, where   is a 
positive constant, so that 
  
  
  | |  (      
  
  
).                                                                          (2-51) 
Usually, this equation is written as: 
  
  
  | |       
 
| |
  
  
  
,                                                                    (2-52) 
and is referred to as the Landau-Lifshitz-Gilbert equation, where   | || |  is 
the Gilbert damping constant. Taking the vector product of  with each side of 
(2-52), we obtain 
  
  
  
  | |  (      )  
 
| |
  (  
  
  
).                                        (2-53) 
Since 
   (   )  (   )  (   ) ,                                                                   (2-54) 
(2-53) can be rewritten as: 
  
  
  
  | |  (      )   | |
  
  
.                                                      (2-55) 
Substitute this result into (2-52), we obtain the Landau-Lifshitz equation: 
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| |
 (      ).                                              (2-56) 
The first term on the right hand side of (2-56) describes the gyromagnetic 
precession and the second term describes the damping, which labelled in figure 
2-16 as  .  
2.15.3 Spin Waves 
 
 In ferromagnetic crystals, a spin wave 28  is the propagation of a reversed 
macrospin through the crystal. Consider a ferromagnetic sample at 0 K, then, 
based on the third law of thermodynamics, the magnetic system should be 
completely ordered since there is no thermal agitation. Therefore a one 
dimensional spin system should appear as in figure 2.16(a). If the temperature 
then increases slightly, thermal fluctuations are introduced and a macrospin 
might be flipped, such as in the system shown in figure 2.16(b): 
 
                                                                 (a) 
 
                                                                 (b) 
Figure 2.16. (a) The macrospin system at 0 K. (b) The macrospin system at temperature above 
0 K and one of them is flipped by   0 due to the thermal agitation. 
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 However, since the spin flip would cost lots of exchange energy the excitation 
with lowest energy is instead the propagating wave of macrospin shown in 
figure 2.1729. In order to reduce the exchange energy, the difference in the 
phase of precession between neighbouring spins varies gradually. Just as the 
phonon is used to describe quantized propagation of crystal vibrations, the 
magnon is used to describe quantized spin wave propagation. 
 
Figure 2.17. Simple representation of a spin wave. Black arrows denote the magnetization, blue 
arrows denote the projection of the magnetization onto a plane orthogonal to the equilibrium 
magnetization direction, and the green dashed line denotes the varying phase of magnetization 
precession. 
 Spin waves can also be introduced by non-uniformity of the magnetization 
dynamics, for example, by two-magnon scattering 30  during ferromagnetic 
resonance, which will be discussed next. 
2.15.4 Ferromagnetic Resonance 
 
 In an idea ferromagnetic material, due to the strong exchange interaction 
between the spins, the magnetic moment tends to precess coherently. 
Therefore, it is easy and simple to consider the whole specimen as a macrospin 
precessing about the effective field. In the previous section, we showed that, 
due to the damping term within the LLG equation, the magnetic moment will 
align parallel to the effective field in equilibrium. However, precession can be 
achieved by applying a microwave field with a frequency   in a direction 
perpendicular to the static field. This phenomenon is known as ferromagnetic 
resonance (FMR). It is commonly used to study the dynamic properties of a 
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magnetic system. It can be understood that under certain conditions, the energy 
that the microwaves pump into the system can cancel or balance the damping, 
so that the magnetic moment can precess about the effective field in steady 
state.  
Equation of motion of FMR 
 Consider an ellipsoidal specimen (shown in figure 2.18) with a uniaxial 
anisotropy along the principal axis.  When uniformly magnetized as a single 
domain, the effective field can be written as: 
         ( )   ̃      ,                                                                   (2-57) 
where H is the external static field applied along the z-axis,   ( ) is an external 
alternating field that is perpendicular to   and lies within XY plane,  ̃    is the 
demagnetizing field, and    is the anisotropy field. In order to obtain a general 
solution, the anisotropy field can be written in terms of an effective 
demagnetizing tensor31  ̃ , so that 
     ̃   .                                                                                               (2-58) 
For the sake of simplicity, the principle axes of the ellipsoid are chosen to be 
parallel to the three Cartesian axes, so that  ̃ is diagonal. At the same time, in 
order to simplify the calculation, the easy and hard axis of the specimen will be 
assumed to lie along with the reference axes system shown in figure 2.18, 
therefore,  ̃  is a diagonal tensor too. Since the alternating field lies in the XY 
plane, it has the form 
  ( )     ( )     ( )     ( ) .                                                           (2-59) 
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Usually experiments are performed in the regime where, |  ( )|  | |  and 
  ( )       
   . 
 
Figure 2.18. Ellipsoid specimen for FMR, H is the applied external field. 
 
As for the effective field, the magnetization  can be expressed as two parts, 
an alternating part  ( ) and a static part   
    ( )    ,                                                                                           (2-60) 
where |  ( )|  |  |, and  
  ( )     ( )     ( )     ( ) .                                                          (2-61) 
where     and   are unit vectors. If we assume   is constant and   is applied 
parallel to the uniaxial anisotropy axis of the specimen, then substituting (2-60) 
into (2-52) and ignoring the second order terms yields 
   ( )
  
  | |[     ( )    ( )         ( )(             )  
     ( )(             ) ] .                                                                (2-62) 
After scaling, (2-62) can be written as 
X
Y
Z
H
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     ( )
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     [    (             )]                                      (2-63) 
and 
     ( )
| |
          (             )       .                              (2-64) 
Since   is constant, the component 
    
  
  . For the case that    is parallel to 
Z axis or             the solutions for    and    are non-trivial when 
|
   
| |
 [     (             )]
     (             )
   
| |
|   ,  (2-65) 
where    is the resonance field. Solving for resonance frequency    yields the 
so called Kittel formula 
  
          (             ) [     (             )].    (2-66) 
Two magnon processes 
 In the FMR experiment, the FMR linewidth may be defined as the full width at 
half maximum of the Lorentzian absorption line32, which has the form:  
      
    
 
.                                                                                                (2-67) 
 However, experimental data obtained from thin films generally shows a larger 
      value that results from an extrinsic contribution to the damping due to 
two magnon processes33 first observed in yttrium iron garnet samples34. The 
two magnon scattering mainly originates from surface defects within the sample. 
In the ideal case, all spins precess coherently in response to the external 
alternating magnetic field. In fact the sample may support a whole spectrum of 
spin wave modes, with the uniform mode having wave vector    . In reality, 
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defects may scatter the uniform mode (   ) into to a finite wave vector 
magnon that is degenerate in frequency, in analogy to the de Broglie wave 
scattering in quantum mechanics. A detailed calculation of two magnon 
scattering will not be presented since it is beyond the scope of this thesis. 
2.16 Spin Transfer Torque and Spin Pumping  
 
 When a spin polarized current passes through a ferromagnetic layer, if the 
direction of the magnetization of the layer is different from the direction of the 
spin carried by the current, the magnetization of the ferromagnet exerts a torque 
on the spin-angular momentum of the injected electrons, causing them to 
become aligned with the local magnetization.  Therefore the injected electrons 
must exert a torque on the ferromagnet. This is the so called spin transfer 
torque (STT) 35  (shown in figure 2.19) which was first proposed by J. 
Slonczewski36,37,38. Usually in a STT device, a non-metallic layer is sandwiched 
between two ferromagnetic layers, one of which is exchange biased by an 
antiferromagnetic layer. 
 
Figure 2.19. A depiction of spin transfer torque.     denotes layer 1 while    denotes layer 2. 
Red and blue arrows within    and    denote the magnetization within the layer 1 and 2 
respectively. The red arrows in between    and    denote the electrons’ spin polarization 
direction.  
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 STT can also be added into the Landau-Lifshitz-Gilbert equation, as shown in 
figure 2.19. The dynamics within layer 2 can be described by the modified 
equation of motion: 
   
  
  | |        
 
|  |
   
   
  
 | |
 
   
(     ) .                             (2-68) 
Here the third term on the right hand side is the spin transfer torque,    
denotes the magnetization of layer 2,   is the thickness of layer 2, while    and 
   are the parallel and transverse spin torque that have the forms 
        (     ) ,                                                                               (2-69) 
and  
          ,                                                                                            (2-70) 
where a and b are constants,   is the charge current. STT can be used to switch 
or excite continuous precession of the magnetization in a certain layer.  
 The reciprocal process of spin transfer torque excitation is the so called ‘spin 
pumping39,40, where a precessing magnetic layer pumps a pure spin current into 
an adjacent non-magnetic layer. 
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Chapter 3 Experimental Techniques 
 
3.1 Introduction 
 
 In this chapter, I will give a general introduction to the experimental techniques 
used in this thesis. The detailed experimental setups will be described within the 
following chapters where the experimental results will be discussed. 
3.2 Magneto-Optical Kerr Effect 
 
 The magneto-optical Kerr effect (MOKE) has significantly impacted research on 
magnetic thin films. This is due to its sensitivity, spatial resolution, and 
experimental simplicity41. It was discovered by Kerr42  in 1877 while he was 
examining the polarization of light reflected from a polished electromagnet pole. 
The phenomenon of MOKE can be described in the following way. When 
polarized light is reflected from a magnetic material, its polarization direction will 
experience a change, which is proportional to the magnetization  ( )  and 
vanishes at temperatures above the Curie temperature43. 
3.2.1 Different Geometries of MOKE 
 
(a)                                             (b)                                           (c) 
Figure 3.1.  The three different MOKE configurations. (a) Polar (b) longitudinal and (c) 
transverse. I denotes the incident light, R denotes the reflected light and M denotes the 
magnetization. The subscript s denotes the electronic component perpendicular to the incident 
plane while the subscript p denotes the electronic component perpendicular to the light 
travelling direction but within the plane of incidence. 
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 Depending upon the geometry of the plane of incidence and the magnetization, 
there are three different MOKE configurations, shown in figure 3.1, namely the 
polar (a), longitudinal (b) and transverse (c).  
 The oscillating electric field of the incident light can be decomposed into 
components parallel and perpendicular to the plane of incidence, which are 
called p and s component respectively. Figure 3.1 shows a schematic of the 
optical configuration at the boundary between two media. The counterpart of the 
MOKE is the Faraday effect, which describes the polarization change of light 
transmitted through a medium subject to a magnetic field. 
 
Figure 3.2. Hysteresis loop acquired in the longitudinal MOKE configuration from a 
ferromagnetic CrO2 thin film 
 Usually, the longitudinal configuration is used to sense the change of 
magnetization in the plane of the surface, while the polar configuration is used 
to sense the change of magnetization out of plane. The transverse case is 
rarely used since it does not yield a Kerr rotation, instead, it results in a 
magnetization dependent reflectivity change. A typical hysteresis loop acquired 
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by longitudinal MOKE from a ferromagnetic CrO2 thin film is shown in figure 3.2. 
In the hysteresis loop obtained from a conventional magnetometer, such as a 
vibrating sample magnetometer (VSM), the magnetization of the sample is 
expected to increase with increasing magnetic field. However, the measured 
Kerr rotation can have the same or opposite signs, depending upon the sign of 
the magneto-optic interaction. 
3.2.2 The Origin of the Magneto-optical Kerr Effect 
 
Classical explanation 
 The optical properties of a medium are determined by its dielectric tensor. 
Linearly polarized light can be treated as a sum of right and left circularly 
polarized modes. As the beam passes through a medium, the electric field will 
drive the electrons within the medium. The right and left polarized modes drive 
the electrons in right and left handed circular trajectories. Without a magnetic 
field, the radius of the circular motion will be the same in each case. Therefore, 
there is no difference between the dielectric constants for the left and right 
circular polarized modes. However, if there is a magnetic field applied parallel to 
the propagation direction of the electromagnetic wave, there will be a Lorentz 
force acting on each electron. The force points towards or away from the center 
of the circle for the left and right circular motion. Therefore, the symmetry has 
been broken, and the difference in propagation velocity for the left and right 
handed modes leads to polarization rotation.  The different absorption of the left 
and right handed modes yields to a change of ellipticity.  
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Quantum mechanical explanation 
 In 1932, Hulme44 pointed out that it is the spin-orbit interaction that couples the 
electron spin to its motion to giving rise to a large Faraday rotation in 
ferromagnetic materials. The spin-orbit coupling is a result of the interaction 
between the electrons spin and the magnetic field which is sensed by the 
electron. This interaction couples the magnetic moment with the electron motion, 
therefore, linking the magnetic and optical properties of the medium. 
3.2.3 A formalism to describe MOKE  
 
 
Figure 3.3 Light reflected and transmitted at the boundary between vacuum and a magnetic 
material. The subscription s denotes the electronic component perpendicular to the incident 
plane while the subscription p denotes the electronic component perpendicular to the light 
travelling direction but within the plane of incidence. 
 In general, the reflected and incident electric field amplitudes    and    are 
related through the reflectivity or Jones matrix: 
[
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 ].                                                                                     (3-1) 
 It is obvious that the non-zero off-diagonal components in the array indicate 
that there is a change of the polarization of the light reflected from the surface of 
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the material. If we consider light incident on the surface of a magnetic material 
from vacuum with refractive index  , shown in figure 3.3, the elements in the 
array in the first term of the right hand side of (3-1) have the following forms45: 
    
               
               
,                                                                                        (3-2) 
     
           (               )
     (               )(               )
,                                                 (3-3) 
    
               
               
 
                   
(               ) 
,                                                      (3-4) 
    
           (               )
     (               )(               )
,                                                     (3-5) 
where Q is the magneto-optical coupling strength (or Voigt) parameter, and 
  
 
  
,    and    are defined by Snell’s law: 
               .                                                                                          (3-6) 
 It should be noted that most magnetic materials are metal which are non-
transparent for visible light, therefore the transmitted light intensity should be  
attenuated as the depth increases within the metal. 
Usually the Kerr rotation and ellipticity are defined by elements from Jones 
matrix as:  
      (
   
   
)                                                                                                (3-7) 
and  
     (
   
   
),                                                                                                   (3-8) 
respectively for p-polarized incident light, while for s-polarized incident light  
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     (
   
   
)                                                                                                   (3-9) 
and  
     (
   
   
).                                                                                                 (3-10) 
3.2.4 The Detection of MOKE 
 
 A simple longitudinal MOKE set up similar to that used in this thesis is shown in 
figure 3.4(a). A linearly polarized laser beam is incident on the sample surface 
and reflected back into a detector. Depending on the size of the sample, a lens 
might be needed in order to focus the light onto a smaller area. Inside the 
detector, the laser is split into two beams with orthogonal polarization directions 
by a Glan-Thomson beam splitter, and collected by two photodiodes. If we 
consider the electric vector of the beam lying 45 degrees from the X axis, as 
shown in figure 3.4(b), its two components are given by  
  
         ,                                                                                                (3-11) 
and 
  
        .                                                                                                 (3-12) 
Since the intensity sensed by the photodiode is proportional to the square of the 
amplitude of the electric field, the sum of the outputs of the two diodes is 
proportional to the full beam intensity, while the difference of the outputs, yields 
the quantity 
   (  ) (           )  (  )      .                                                     (3-13) 
Since the Kerr rotation is very small, usually much smaller than 1 degree, and if 
the initial angle is 45 degree, then 
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     .                                                                                                         (3-14) 
Therefore, by measuring the difference of the intensity of the two beams, we 
can calculate the Kerr rotation after dividing by a calibration factor. 
 
Figure 3.4(a) A simple longitudinal MOKE set up and the detector configuration. H is the applied 
magnetic field by the electromagnet. 
 
Figure 3.4(b) Rotation of the electric field vector and its components. 
 
However, when measuring magnetization dynamics, the magnetization 
precesses about a certain magnetic field, and the static magnetization does not 
necessarily lie in the plane of incidence shown above. Therefore, it may be 
necessary to sense all three Cartesian components of the magnetization to form 
a complete picture of how the magnetization changes. From figure 3.5, we can 
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see that by detecting    ,     and     within a Cartesian coordinate system, 
a full picture of    can be formed. 
 
Figure 3.5 Three Cartesian components of the magnetization. 
 In order to record the three Cartesian components of the magnetization 
simultaneously, a normal incidence beam and a vector bridge detector46 are 
required.  The set up is shown in figure 3.6(a). 
 
Figure 3.6(a) Set up for scanning Kerr microscopy. The piezoelectric stage allows the beam to 
be focused at a particular position on the sample. E is the electric component of the light. 
 
M
X
Y
Z
  
  
  
Quadrant-
Photodiode
Quadrant-
Photodiode
Glan-Thomson beam-splitter
(Polarizing beam-splitter)
   
Piezo-electric stage
Sample
Objective lens
Non-polarized 
beam splitter 
Vector Bridge detector
E
67 
 
 A linearly polarized laser beam is focused on the surface of the sample at 
normal incidence by an objective lens.  Depending on the numerical aperture of 
the lens and the wavelength, the focused spot size should be at least larger 
than half of the wavelength. After the focused beam is reflected back from the 
sample, it is re-collimated again by the objective lens and then goes into a 
vector bridge detector through a non-polarizing beam splitter. The only 
difference between the vector bridge detector and the detector mentioned 
before is that, within the vector bridge detector, there are two quadrant 
photodiodes instead of two normal photodiodes. The quadrant photodiode is 
divided into four equal parts that sense the incident light intensity individually. 
Therefore, the beams are also divided into four parts if they are aligned so as to 
be incident on the center of the diodes. As shown in figure 3.6(b) from reference 
15, the beam focused onto the sample through an objective lens forms a cone 
shape after the lens and can also be divided into four equal parts, a, b, c and d. 
The beam incident from the a+b half will be reflected back to the c+d half, while 
the beam incident from the c+d half will be reflected back to the a+b half. The 
intensity sensed by the quadrant photodiodes will be  (     ) and  (     ), and 
 (     )  and   (     ) . The longitudinal Kerr rotation due to the component of 
magnetization along the X axis can be obtained from the intensity difference 
     (     )   (     ),                                                                                  (3-15) 
for the the c+d part of the beam, and 
      (     )   (     ),                                                                                (3-16) 
for the the a+b part. Reversing the incident beam direction reverses the sign of 
the longitudinal Kerr rotation and so a+b and c+d parts of the beam exhibit Kerr 
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rotations of opposite sign due to the longitudinal Kerr effect.  Obviously both 
halves of the beams also contain polar Kerr rotation due to any out-of plane 
magnetization, but the polar component has the same sign across the whole 
beam. So if we subtract     and      the polar component will disappear, giving: 
|        |= |   |.                                                                                       (3-17) 
The same principles apply to the b+c and a+d halves.  
For the detection of the polar component, if we add the four parts together, the 
longitudinal parts will disappear since they have opposite sign. Therefor in this 
case: 
|   |                           .                                                                 (2-18) 
 More details of the principle of operation of the vector bridge detector can be 
found in reference 15. 
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Figure 3.6(b) Cone of rays focused onto the sample through an objective lens, where a, b, c and 
d denote the beam in different quadrants
15
. S and p are the same notifications as in Figure 3.1 
and 3.3 to denote the light polarization direction relative to the incident plane. 
 
3.2.5 Time resolved scanning Kerr microscopy 
 
 As a stroboscopic measurement technique, time resolved scanning Kerr 
microscopy has benefited from the development of mode-locked laser 
technology47. Mode-locking is a technique in optics by which a laser can be 
made to produce pulses of light with duration on the order of 100 femtoseconds 
(fs)          . The basic idea of this technique is to introduce a certain phase 
relationship between the different longitudinal modes within the laser cavity, so 
that the output of the laser will be a train of ultra-narrow pulses separated in 
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time by the round trip time of the cavity. Details of the mode locking technique 
lie beyond the scope of this thesis.  
 In time resolved scanning Kerr microscopy (TRSKM), the laser pulses are 
anlagous to the flash light of a camera.  In a conventional camera, the flash is 
present for a very short time in order to form an image on the film. If the object 
is static or moves on timescales that are long compared to the duration of the 
flash, then acceptable images can be obtained, but if the objective is moving 
quickly, then the image may become blurred. Since the magnetic dynamics of 
interest happen in the picosecond time range, if a continuous wave or ns laser 
were used to study the magnetic dynamics48, only ‘blurred’ information could be 
acquired at best. This is the reason that femtosecond laser pulses are required 
while studying magnetization dynamics by TRSKM.  
 A practical TRSKM set up has been described elsewhere49. Figure 3.7 shows 
the basic set up in our lab. A Ti: Al2O3 mode locked laser and an electric 
impulse generator are synchronized by a master clock.  The laser pulse is 
delivered into a retro-reflector which we make use of to control the relative delay 
of the optical and electric pulses at the sample.  The beam reflected back from 
the sample is re-collimated again and delivered into the detector. The electrical 
output from the detector goes into a lock-in amplifier(s) for which the reference 
signal is taken from the same function generator used to modulate the electric 
pulse generator. The signal recovered by the lock-in amplifier is recorded by a 
computer. For different samples, the experimental set up may vary, but the 
basic operation is the same. More details about the TRSKM can be found from 
Dr P. S Keatley’s PhD thesis15, who contributed significantly in setting up the 
Kerr microscope. 
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Figure 3.7 Time resolved scanning Kerr microscopy set up, clock denotes a master oscillator 
which synchronizes the laser pulses and the electrical pulses. 
 
3.2.6 Time resolved low temperature MOKE 
 
 Some antiferromagnetic materials, such as Dy, CoO, NiO etc, have their Néel 
temperature near to or below room temperature.  In order to study the dynamics 
of magnetic devices containing those kinds of materials, low temperature MOKE 
operation is required.  
 Figure 3.8 shows the low temperature time resolved MOKE set up in our lab. 
As for the TRSKM, the 800 nm mode-locked laser and the pulse generator are 
synchronized by the same master clock, with the retro-reflector to control the 
relative delay of the electrical pulse and the laser.  Depending upon the required 
temperature, either liquid nitrogen or helium can be used as the cryogen. The 
laser is focused onto the sample by a lens through the window of the cryostat, 
and is re-collimated again before it is delivered into the detector. The window of 
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the cryostat is made of low Verdet constant glass in order to minimize the 
Faraday rotation introduced by the window.  
 
Figure 3.8. Low temperature MOKE set up; clock denotes the same master oscillator in figure 
3.7. 
 
 Figure 3.9 shows the sample assembled within the cryostat between the pole 
pieces of the electromagnet. One pole of the electromagnet lies immediately 
beneath the cryostat while the return pole consists of a ring, surrounding the 
cryostat tail at a position above the sample location.  The sample sits on a cold 
finger made of copper and is connected to a printed circuit board (PCB) by 
silver paint, from which the electrical RF or pulse is delivered into the sample 
waveguide. The whole cryostat is mounted on an adjustable height table in 
order to adjust the sample position relative to the laser beam. During low 
temperature operation, the cryostat chamber is pumped down to ~        . 
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Figure 3.9 the sample assembled in the cryostat between the pole pieces of the electromagnet
50
. 
 
 The detailed experimental set up will be slightly different in each of the 
following chapters and I will introduce the specific set up within each chapter. 
3.3 X-Ray magnetic circular dichroism (XMCD) and X-Ray magnetic linear 
dichroism (XMLD) measurements 
 As has been discussed before, MOKE and TRMOKE are powerful tools with 
which to study magnetic dynamics. However, most magnetic devices today 
have multi-layered structures and the magnetic dynamics within each layer is 
not necessarily the same. MOKE and TRMOKE sense only the collective 
response from the magnetic layers that the laser can penetrate through. In 
order to study the magnetic dynamics within a specific layer in a magnetic 
device or the response of the anti-ferromagnetic (AFM) layer within an 
exchange biased magnetic structure, XMCD and XMLD should be performed 
when necessary. This thesis is mainly concerned with TRMOKE studies of 
magnetic devices and materials, so only an introduction to XMCD and XMLD is 
given. A systemic introduction of X-Ray measurements can be found in 
reference 50. 
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3.3.1 XMCD51  
 
 Measurement of x-ray magnetic circular dichroism using synchrotron radiation 
is a widely used technique for element specific characterization of magnetic 
materials and devices today. In ferromagnetic materials, the absorption rate for 
left and right circular polarized X-rays is different and depends upon the 
projection of the net magnetic moment along the wavevector. Therefore, by 
measuring the difference of the absorption rates for left and right circular 
polarized X-rays, information can be obtained about the magnetization of 
ferromagnetic materials. A change or rotation of the net magnetic moment can 
be detected if it leads to a change of the projection along the X-ray wavevector. 
The pulsed nature of synchrotron radiation X-ray makes it suitable for 
stroboscopic pump-probe measurements, in the same way that a mode-locked 
laser is suitable for TRSKM. In addition, and most importantly, by tuning the 
photon energy of the X-ray, spin dynamics from different elements can be 
sensed individually. 
3.3.2 XMLD51 
 
 In chapter 7, the magnetic dynamics within an exchange biased structure will 
be studied. Since there is no net magnetic moment within the AFM layer, it is 
not possible to probe the dynamics with MOKE or XMCD.  However, XMLD can 
be performed instead. In XMLD the same signal is obtained irrespective of 
whether the magnetic moment lies parallel or anti-parallel to the x-ray 
wavevector.  
 The experimental set up will be introduced in chapter 7 since it is specific to 
that chapter.  
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3.4 Summary 
 In this chapter, I have introduced the basic principles of MOKE and the general 
experimental set up of the TRSKM. A brief introduction of XMCD and XMLD 
were presented too. Although in the following chapters, different studies 
required slightly different experimental set ups, the general idea stays the same.  
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Chapter 4 Time resolved scanning Kerr microscopy of 
hard disk writer yokes 
 
 The samples studied in this chapter were fabricated at Recording Heads 
Operation, Seagate Technology, MN, USA. The TRSKM studies were 
performed by myself at the University of Exeter. Particular thanks go to Dr. P. 
Czoschke at Seagate Technology, for his advice and suggestions that 
influenced the direction of this study. I also wish to thank Dr. M. A. Gubbins who 
supervised me as a summer intern at R&D, Seagate Technology, NI, UK, in 
2013 where I gained a much deeper understanding of my project. I also would 
like to thank Dr. P. S. Keatley who contributed significantly in setting up our Kerr 
microscope.  All results in this chapter have already been published in Applied 
Physics Letters (Section 4.3), the IEEE Transactions on Magnetics (Section 4.4) 
and the Journal of Applied Physics (Section 4.5). 
4.1 Introduction 
 
 As has already been mentioned in Chapter 1, heat assisted magnetic recording 
(HAMR) is a promising way to push the superparamagnetic limit further. Since 
the fundamental design of HAMR writer wouldn’t be much different from the 
current hard disk drive (HDD), it is still worth understanding the dynamics within 
HDD and optimizing its design. At the same time, due to the issues that HAMR 
faces mentioned in Chapter 1, it would be benefited to understand the hard 
drive writing process better.  In this chapter, I will discuss my results on the 
magnetization dynamics of HDD writer yokes. I will first introduce the principles 
of operation of the HDD, discuss some issues that currently remain unresolved 
today, and then move on to the experimental results acquired by TRSKM.  
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4.2 Principle of HDD operation 
 
 Nowadays, hard disk drives record information by a technique known as 
‘perpendicular magnetic recording’ (PMR) that was first proposed by Iwasaki52. 
A comparison of PMR and longitudinal magnetic recording (LMR) is shown in 
figure 4.1, where (a) shows the operation of a perpendicular head while (b) 
shows the operation of a longitudinal head. As is shown in figure 4.1(a), a group 
of coil winding(s) generate a magnetic field to magnetize the writer yoke. The 
magnetic flux generated within the writer will be concentrated through a tapered 
region or confluence region shown in figure 4.2 in order to generate the writing 
field in a very small area (~20~40nm).  The soft underlayer acts as a magnetic 
flux return path in order to form a closed magnetic path from the writer pole to 
the return pole. Therefore, the field that writes the information is the ‘gap field’, 
which has a maximum value of     53 , where    is the saturation 
magnetization of the writer pole. The magnetization within the recording media 
points either up or down. The LMR head writes the information using stray field, 
shown in figure 4.1(b), the maximum field delivered to the media being only 
about     , which is half the value for PMR. At the same time, since the 
magnetization within the media either points left or right, the demagnetizing 
energy of the written bits is greater. Therefore the stability of the written 
information is less good than for the PMR configuration.  For PMR, the greater 
confinement of the ‘gap’ field permits a much higher recording density without 
shrinking the volume of each recording bit, which has greater length 
perpendicular to the plane of the disk. In addition, the enhanced write field also 
allows the use of media with higher anisotropy and coercvity, permitting further 
increases in recording density with acceptable thermal stability.  
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Figure 4.1. (a) Sketch of the perpendicular magnetic recording configuration. (b) Sketch of 
longitudinal magnetic recording configuration. (Re-made from reference 53). 
 
Figure 4.2. Wide field microscope image of the writer designed for TRSKM. 
 
4.2.1 Writing Physics 
 
 It is not the aim of this thesis to go into every detail of the design and physics 
within a HDD, rather the motivation of this study is to understand the 
magnetization dynamics within the writer during the writing process.  
The typical shape of a yoke of a single pole head (SPH) is shown in figure 4.2, 
for a partially built writer that was designed specifically for TRSKM 
measurements. The cross section of a SPH is shown in figure 4.3. The yoke 
and the writing pole are excited by coil windings which generate the magnetic 
field to magnetize the yoke. The pole piece is usually designed to have a higher 
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permeability than the yoke, so that the magnetic flux generated within the yoke 
can easily propagate into the writing pole. The leading shield prevents the stray 
field from the yoke from affecting the media. The front shield has a similar 
function as well. However, in the operation of a real HDD, the permeability of 
the yoke is frequency dependent, and the performance of the shield cannot be 
understood in terms of its static permeability alone. The relaxation behaviour of 
the writer is also critical since increased data rates require the magnetization 
within the recording head to follow the driving field, avoiding erase after write54 
(EAW) phenomena. Previous studies 55 ~ 61  have been performed in order to 
address the rise time of the writing field and the remnant field within the tip 
region. However, since the yoke, which conducts the magnetic flux62 into the 
confluence and tip region by a process of ‘flux beaming’ proposed by Michael 
Mallary in the1980s, has a large influence on the writing field, improved 
understanding of how the dynamics within the yoke affects the writing field is 
needed to optimize writer design. In this thesis studies were performed on 
partially built writers that contained only the yoke and underlying pancake coil 
as shown in Figure 4.2. 
 
Figure 4.3. Schematic cross section of a perpendicular writer structure. 
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4.2.2 Conduction of the flux 
 Mallary predicted62 that flux is conducted via small angle magnetization rotation 
instead of domain wall motion. His experiment showed that a long strip of thin 
film Py still has some permeability loss as the driving field frequency increases 
after the skin effect has been removed. But for sheet films or thicker films 
(thicker than 2.9   ), there is no such permeability loss. He postulated that the 
during high frequency excitation, a small angle Néel wall is created between the 
center region and the edge region of the strip, because only the magnetization 
within the center of the strip rotates during the excitation. The dashed line in 
Figure 4.4 (b) shows where the small angle Néel wall is created when a high 
frequency driving field is applied along the x direction.             
 
Figure 4.4. A Py strip used to conduct flux.  (a) shows the domain configuration before 
excitation, while (b) shows the response to high frequency excitation. The dashed line denotes 
the Néel wall created during the excitation. (c) shows the spreading of the flux, the black dash-
dot lines show the displaced domain walls.  
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 The magnetic free energy associated with the creation of the wall has a 
number of contributions.  The magnetostatic energy (per unit length per unit 
thickness of the strip film) due to the free magnetic poles at this wall has the 
form 
     
 ,                                                                                                        (4-1) 
where C is a constant. This is because the resulting free pole magnetic surface 
charge density is given by  
     (      )   
 
 
   
 ,                                                                       (4-2) 
if   is very small, where    is the saturation magnetization. Since     
 ,  
     
 . The exchange energy per unit length and thickness has the form 
       
   ,                                                                                                  (4-3) 
where A is the exchange constant and   is the wall thickness. 
The anisotropy energy in the center region per unit length per unit thickness is 
   (     
  )(  
  
 
),                                                                                 (4-4) 
where W is the width of the center region, and   is the anisotropy constant. 
The background field energy is: 
    (        )(   ),                                                                             (4-5) 
where    is the background driving field. 
By minimizing the sum of equations (4-3), (4-4) and (4-5),   is found to be  
  √     .                                                                                                    (4-6) 
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 For Permalloy, the value of   is        .  Therefore, the domain wall width and 
the exchange energy have only a very small effect on a writer that is usually 
microns wide.  For example the devices studied in this thesis have width of 
6   , therefore, the wall width is only 5% of the width of the yoke. From (4-1),  
(4-3) and (4-4) we can see that for a very small rotation angle, the 
magnetostatic energy (   ) (wall energy) will be very small compared with the 
anisotropy energy (   ), so in the high frequency and small rotation regime, the 
flux is conducted by a small angle rotation of the center domains without 
displacement of the edge domain walls shown by the dashed line in the lower 
panel of figure 4.4.  
From equation (4-1) and (4-4) we can see if      , which is the condition for 
the magnetostatic and anisotropy energies to be equal, the rotation angle would 
be: 
   √
   
 
.                                                                                                       (4-7) 
 For permalloy      
 , so flux spreading occurs if the driving amplitude is 
large enough to rotate the magnetization by     in Py. As shown in figure 4.4(c), 
the spreading of the flux involves more domain wall motion, leading to a more 
complicated dynamic behaviour, which could potentially lead to a longer 
relaxation time for the writing field and hence erase after write (EAW) 
problems54. 
 Kasiraj48 et al. at IBM first observed ‘flux beaming’ within a recording head by 
scanning Kerr microscopy in 1986, confirming that flux is conducted by rotation 
of magnetization near the center of the head with the closure domains at the 
edge of the head undergoing little or no magnetization rotation.  Furthermore, 
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they also found that increasing the driving frequency would further confine the 
flux within the center of the yoke, while increasing the driving amplitude would 
spread the flux due to larger domain wall displacement towards the edges of the 
yoke. Resolving the magnetization dynamics within the writer by time resolved 
magneto-optical Kerr effect measurements was impossible at the time.  
However it is very important that we gain insight into the local magnetization 
dynamics within different writer structures in order to understand how the design 
affects the rise and fall times of the writing field. Freeman63 et al. used time 
resolved MOKE system to explore the dynamics of a writer at its pole tip, but 
the presence of the shields did not allow the laser to probe the yoke.  In our 
work, partially built writers without shields are studied by time and vector 
resolved scanning Kerr microscopy, in which, by making use of a vector bridge 
detector, signals from all three Cartesian components of the magnetization are 
recorded simultaneously, allowing us to fully address the dynamics within the 
writer yokes. 
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4.3 Study of the magnetization dynamics within a multi-layered yoke with 
three coils 
  
Figure 4.5. (a) Wide field optical microscope image of the sample. C1, C2 and C3 are the coil 
turns. A and B are positions where time resolved signals were recorded. (b) The experimental 
set-up. 
 
 In this study, writer structures with a multilayered yoke were excited with high-
frequency current waveforms of different polarity, and with different bias 
magnetic fields to empirically determine and understand the static and dynamic 
states of the writer magnetization under conditions similar to those experienced 
in a hard disk drive. The sample consisted of a partially built writer structure with 
yoke and pole tip formed from 4 repeats of a NiFe(~1nm)/CoFe(50 nm) bilayer 
designed to possess a high moment and low coercive field.  The geometry of 
the yoke, pole tip, and coil windings is shown in figure 4.5(a). The three coil 
turns, labeled C1, C2 and C3, lie under the yoke and generate an in-plane 
driving field when current is applied. The schematic layout of the TRSKM 
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specific to this study is shown in figure 4.5(b). The Ti: Sapphire mode locked 
laser generated a train of 80MHz laser pulses with 800nm wavelength.  After 
the beam passed through the pulse picker, its repetition rate was reduced to 
1MHz in order to synchronize to the pulse generator that had maximum 
repetition rate of 1 MHz. The 1 MHz laser pulse train was then sent into a 50/50 
non-polarized beam splitter (BS). After the BS, one beam was directed into the 
×60 objective lens and was normally incident on the sample which was placed 
on a piezoelectric scanning stage. The beam reflected back from the sample, 
was directed into a vector bridge detector46 which simultaneously detected the 
total reflected optical intensity (refl.), the in-plane magnetization components 
parallel (paral.) and perpendicular (perp.) to the bias field, and the out of plane 
magnetization component (polar).  The latter three outputs from the detector 
were input into three lock-in amplifiers so that phase sensitive detection could 
be used to extract the change in magnetization induced by the excitation 
waveform. Due to the optical skin effect, only the top 20 nm of the device was 
sensed. Another beam after the BS was collected by a fast photo diode to 
convert it into an electrical signal.  The electrical signal was then sent into a TTL 
pulse converter to smooth the electrical signal into a TTL signal. This was then 
used to trigger a computer-controlled digital delay generator. The TTL signal 
output by the delay generator was used to trigger a pulse generator that can 
generate pulses of up to 40 V in amplitude and 2 ns in width. The time delay 
between the pump and the probe was controlled by either the digital delay 
generator or the retro-reflector. In this measurement, the pulse used to excite 
the writer had 1.6 ns duration and 11.2 V amplitude, since larger values led to 
signals that had noticeable stochastic character63. A bias magnetic field was 
applied in the plane of the yoke and perpendicular to its axis of symmetry.  
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 Measurements were first performed without a static bias magnetic field. Figure 
4.6(a) shows time resolved signals acquired from position B in Figure 4.5(a), 
while Figure 4.6 (b) and (c) show dynamic images taken at the time delays 
indicated in Figure 4.6(a). While the magnetic images appear less sharp than 
the reflectivity image, they were acquired simultaneously, suggesting that the 
dynamic magnetization varies gradually with position. The direction of the 
pulsed current Ip is shown in each panel. The polarity of the time resolved 
signals, and the contrast within the perpendicular and polar channels of the 
dynamic images, is seen to reverse with the polarity of the pulsed current as 
expected. However, in Figure 4.6(a) the parallel channel in the upper panel 
shows a constant value during the whole 4 ns scan, while a clear time 
dependent response to the pulsed current is seen in the parallel channel in the 
lower panel. The shapes of the signals observed in the perpendicular and polar 
channels also show definite but less dramatic differences between the upper 
and lower panels, for opposite current polarity. Surprisingly, the contrast in the 
polar channel, within Figures 4.6(b, c), shows the same polarity to the left and 
right of the coil windings even though the driving field is out of plane with 
opposite polarity. The polar contrast above the coil windings is somewhat 
weaker since the driving field lies in the plane. Comparison of Figures 4.6(b, c) 
reveals an almost identical distribution of contrast within the parallel channel as 
the current polarity is reversed. This can be understood if the static 
magnetization forms stripe domains with magnetization alternating between the 
up and down directions in adjacent domains. The magnetic field generated 
above the coil windings lies parallel to the symmetry axis of the yoke, and points 
to the left or right depending upon the polarity of the current. In either case the 
magnetization attempts to rotate parallel to the horizontal field, leading to a 
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similar change in the vertical magnetization component regardless of the 
current polarity. Since the parallel channel images show the change in the 
vertical magnetization component, light and dark stripes correspond to the 
magnetization rotating from +/-Y directions. The parallel channel images at 
negative time delay, 0.3 ns in Figure 4.6(b) and 0.34 ns in Figure 4.6(c), show 
weaker contrast at the right compared to the center of the yoke, suggesting a 
significantly different relaxation behavior at different positions within the yoke. 
Strong contrast is also observed in the parallel channel within the tip region at 
negative delay in Figure 4.6(b), but not in Figure 4.6(c), indicating a different 
equilibrium state and different relaxation behavior within the tip region for 
different current polarities. 
 The perpendicular channel in Figure 4.6(b) shows no contrast within the tip 
region throughout the 4 ns time scan. However, strong contrast appears within 
the tip region in the perpendicular channel in Figure 4.6(c) from 1.04 ns 
onwards and is still present at 3.46 ns after the driving current has been 
switched off, suggesting a potential EAW problem. Taken together with the 
contrast observed in the parallel channel in Figure 4.6(b) and (c), this indicates 
a complex equilibrium state magnetization distribution and tip response for 
different current polarities. The perpendicular channel images at 1.9 and 2.6 ns 
in Figure 4.6(b) and 1.04, 1.66, 2.28 and 2.7 ns in Figure 4.6(c) show that the 
maximum contrast appears within the upper and lower parts of the yoke 
respectively. This indicates that the equilibrium state magnetization is not 
exactly vertical, but is canted so as to lie parallel to the edge of the yoke within 
the confluence region. In Figure 4.6(b), where the current flows along -Y, the 
maximum contrast appears in the upper part of the yoke because the static 
magnetization is canted towards the right and so must rotate further to align 
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with the driving field that points to the left. By similar reasoning, in Figure 4.6(c), 
where the driving current instead flows along +Y, the driving field points to the 
right, and the magnetization must rotate through a larger angle in the lower part 
of the yoke, leading to stronger contrast in the perpendicular channel. The 
perpendicular channel in Figure 4.6(b) at 3 and 3.5 ns shows a dark horizontal 
band reminiscent of “flux beaming” superimposed on a “chequer board” type 
background. This occurs after the driving field has begun to fall, suggesting a 
different rate of relaxation across the area of the yoke. A completely different 
relaxation behavior is observed in Figure 4.6(c). The central horizontal band 
and chequer board background are not observed, and strong contrast is instead 
observed in the lower part of the yoke.    Based on the dynamic images from the 
perpendicular and parallel channels, a putative equilibrium state that occurs 
during the pulse cycling has been sketched in Figure 4.7(a).  The yoke contains 
two closure domain structures. The magnetization within the large stripe 
domains lies principally in the vertical direction as a result of induced anisotropy 
from wafer-level processing. The magnetization within each domain is canted 
differently within the upper and the lower parts of the yoke so as to be parallel to 
the edges at the right and left hand ends of the paddle. Proposed metastable 
equilibrium states within the tip region during repeated pulsing are inset in 
Figure 4.7(a) and are seen to depend upon the current polarity. 
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Figure 4.6. (a) Time resolved signals acquired from position B in Figure 4.5. (a). The direction of 
the pulsed current Ip within the current windings for the upper and lower panel is shown. (b) and 
(c) Dynamic images obtained from the 4 detector channels defined in the main text with Ip 
flowing downwards and upwards respectively. For a particular channel the contrast is 
normalized to the maximum Kerr amplitude observed within that time series. Black/white 
corresponds to the dynamic magnetization lying in the −/+ z-direction, −/+ x-direction, and +/− y-
direction for the polar, perpendicular, and parallel channels respectively. The Cartesian axes 
are defined within Figure 4.5 (a) and shown above the columns in panels (b) and (c). 0.3 and 
0.34 ns are the negative delay in (b) and (c) respectively. 
 
Figure 4.7. Sketches of proposed equilibrium states. The dashed lines delineate regions with 
different canting direction. There is no bias field Hb applied in (a), while Hb is applied in the -Y 
and +Y directions in (b) and (c) respectively.  Metastable states of the tip during pulse cycling 
are inset with the polarity of the pulsed current Ip shown. 
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 To obtain a better understanding of the equilibrium state and relaxation 
behavior, a bias field of 200 Oe was applied orthogonal to the symmetry axis of 
the yoke. Figure 4.8(a) shows the time resolved signals obtained from position 
B for both field polarities. The direction of the current was along +Y axis in all 
cases. Surprisingly, the strongest contrast is observed within the lower part of 
the yoke in the perpendicular channel in both cases, and a stripe domain 
structure continues to be observed within the parallel channel. This indicates 
that the 200 Oe bias field is insufficient to make the equilibrium state uniform. 
 
Fugure 4.8. (a) Time resolved signals acquired from position B in Figure 4.5(a). The direction of 
the bias field Hb for the upper and lower panel is shown. (b) and (c) Dynamic images obtained 
from the 4 detector channels (X: Perp., Y: Paral., Z: Polar, and Refl.) with Hb along -/+Y axis. 
For a particular channel the contrast is normalized to the maximum Kerr amplitude observed 
within that time series.  Black/white corresponds to the dynamic magnetization lying in the −/+ z-
direction, −/+ x-direction, and +/− y-direction for the polar, perpendicular, and parallel 
components, respectively. The Cartesian axes are defined within Figure 4.5(a) and shown 
above the columns in panels (b) and (c). 0.4 and 0.28 ns are the negative delay in (b) and (c) 
respectively.  
 
 The perpendicular channel in Figure 4.8(b) shows clear contrast within the tip 
region at 1.7, 2.44, 3.02 and 3.86 ns, but the contrast within the same region is 
very weak for the perpendicular channel in Figure 4.8(c). 
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 The parallel channel signals in Figure 4.8(a) show a significant offset that 
appears as a dark background in the parallel channel images of Figure 4.8(b-c). 
This is most likely the result of mechanical vibration since the bias field exerts a 
force upon the coil windings when current is supplied. Figure 4.8(c) shows a 
black stripe parallel to the bias field at the right end of the yoke for the full range 
of delay, and a weaker dark region close to the tip. Within Figure 4.8(b) the 
distribution of contrast is more similar to that in Figure 4.6(b) and (c) with 2 
stripes along the Y-axis appearing at the center and right hand end of the yoke. 
The polar channel images within Figure 4.8(b-c) are almost identical, indicating 
that the polar component is not affected by the direction of the bias field. Based 
upon the images recorded in the perpendicular and parallel channels, sketches 
of the putative equilibrium states that occur during the pulse cycling are 
presented in Figure 4.7(b) and (c). The 200 Oe bias field is insufficient to 
produce a uniform equilibrium state. A stripe domain pattern is still observed 
and the magnetization within the upper and lower parts of the yoke continues to 
cant in different directions. However when the bias field is along +Y direction, as 
in Figure 4.8(c), there are only three domains with anti-parallel magnetization 
within the yoke. Again the magnetization within the tip region does not simply 
follow the direction of the applied bias field, but occupies a meta-stable 
equilibrium state that is dependent on both the pulse polarity and the applied 
bias field. The blurriness of the dynamic images may indicate that the yoke 
dynamics are partly stochastic in character. 
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Figure 4.9. Perpendicular component of the time resolved signal acquired at position A. The 
legend indicates whether the direction of the driving current is along +Y (+Ip) or -Y (–Ip) and 
whether the bias field points along +Y (+200 Oe) or -Y (-200 Oe). 
 
 Figure 4.9 shows the perpendicular component of the time resolved signal 
acquired at position A in Figure 4.5(a), which is located deep in the confluence 
region, both with and without bias field and for driving currents of different 
polarity. When there is no bias field, the amplitude of the perpendicular 
magnetization component is greater when the driving current flows along +Y 
(red curve), but the magnetization relaxes less effectively after the current pulse 
has passed. When the current flows upwards, the response is larger when the 
bias field points to +Y (+ 200 Oe, blue curve) rather than -Y, (-200 Oe, green 
curve), and the response is larger with rather than without the bias field. This 
behavior is consistent with the contrast seen within the tip region for the 
perpendicular channel in Figure 4.8(b) and (c) and confirms that the direction of 
the applied bias field has a significant effect upon the dynamics of the writer. 
Since position A is close to the air bearing surface (ABS), it seems likely that 
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very different head fields will be obtained by changing the polarity of either the 
driving current or the bias field. The perpendicular magnetization component 
does not appear to relax fully after the current has passed for any of the four 
curves, suggesting that EAW may be a significant problem.  
 In summary, the magnetization dynamics within a multilayered writer yoke have 
been clearly resolved in TRSKM measurements. The perpendicular and parallel 
channel dynamic images suggest that, in the absence of a bias field, the yoke 
supports a stripe domain equilibrium state while the equilibrium state of the tip 
during pulse cycling is metastable and depends upon the polarity of the driving 
current. A bias field of 200 Oe is insufficient to induce a uniform equilibrium 
state and a modified stripe domain configuration continues to be observed. The 
dynamics observed within the tip region suggest that the equilibrium state 
during repeated pulsing depends upon the polarity of both the driving current 
and the bias field. Different combinations of bias field and current polarity lead 
to different dynamics deep within the confluence region; in agreement with 
recent modeling work61. These data suggest that the magnetization dynamics 
throughout the yoke can vary significantly depending on the current polarity and 
any bias or anisotropy field.  
4.4 The effect of the coil positions 
 
 As stated in the previous section, by varying the polarity of the bias field and 
the pulse, different equilibrium states and writing fields can be achieved, 
suggesting a strong influence of the yoke upon the writing field.  In this section, 
the effects of locating a single coil at different positions under the yoke are 
explored. 
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 The experimental set up is shown in figure 4.10(a). It is similar to that used in 
the last section except that an additional DC bias current of opposite polarity to 
that of the pulse is applied in order to achieve a quasi bi-polar driving condition. 
Three samples have been measured that have the same geometry as in the last 
section except there is only one coil excited within each device, shown in figure 
4.10(b). 
 
Figuer 4.10. (a) Schematic of the time resolved scanning Kerr microscope (TRSKM) set up 
 
Figure 4.10. (b) Schematic of the device. Time resolved measurements were made at positions 
A, deep in the confluence region, and B above each active coil winding. Arrows denote the 
magnetization components sensed by the polar, parallel and perpendicular channels of the 
detector and the directions of applied electrical pulse, DC current, and bias field. 
 
 In a finished writer position A would be very close to the air-bearing surface 
(ABS). Therefore the amplitude and time dependence of the write field should 
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closely follow those of the perpendicular magnetization component at this point. 
The normalized Kerr rotation from the perpendicular channel measured at 
position A, is shown in Fig. 4.11(a).  The devices are labeled left, right and 
centre according to the location of the active coil winding. While the rise time is 
insensitive to the position of the active winding, the signal relaxes most quickly 
when only the centre coil turn is connected (red curve). Fig. 4.11(b) shows the 
same signals without normalization and offset for clarity.  The signal is largest 
and smallest when the centre and left coils respectively are active.  This 
confirms the need for the rear part of the yoke to generate flux that can 
propagate into the confluence region.   
 
Figure 4.11. (a) Normalized Kerr rotation from the perpendicular channel measured at position 
A. (b) The signals without normalization from (a) offset in the vertical direction for clarity.  
 
 Fig. 4.12(a) shows the normalized Kerr rotation from the perpendicular channel 
measured at position B, the point where the symmetry axis of the yoke 
intersects the centre of the active coil.  A constant background has been 
subtracted so that the initial sections of each signal are overlapped. The signals 
from the three devices begin to rise in a similar manner, but that from the device 
with the central coil connected is seen to saturate and begin to relax before the 
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others.  Figure 4.12(b) shows the same signals without normalization and offset 
for clarity.  The signal from the device with only the central coil turn connected 
has largest amplitude.  Since the distance between the active coil winding and 
the upper surface of the yoke was the same in each device, and the same 
current pulse was delivered to each coil as evidenced by the form of the 
reflected waveforms, the same driving field is expected at position B in each 
case. The different response of the yoke observed at position B in each device 
is most likely due to the inhomogeneous character of the ground state, which 
arises due to the strong in-plane demagnetizing fields associated with the thick 
yoke structure.  The ground state may in fact become meta-stable, being able to 
fully relax only in the 0.159 ms between bursts of pulses, and not within the 
1000 μs between successive pulses within each burst.  
 
Figure 4.12. (a) Normalized Kerr rotation from the perpendicular channel measured at position 
B. (b) Un-normalized signals from (a) offset in the vertical direction for clarity.  Symbols indicate 
the time delays at which dynamic images were acquired. 0.3, 0.22 and 0.24 ns are the negative 
delays of the left, cener and right coils respectively.  
 
 The dynamic images in Figure 4.13 were acquired at the delay times indicated 
within Fig. 4.12(b) in order to better understand the time dependent signals 
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acquired from positions A and B.  In each device the perpendicular channel 
images exhibit flux beaming, but the contrast is stronger when the center or 
right hand coil are connected.  This is consistent with the observation of smaller 
time resolved signals at A and B when only the left hand coil was connected. 
The perpendicular channel image at 0.3 ns (negative delay) in Figure 4.13(a) 
shows almost no contrast, indicating a well-relaxed ground state.  However its 
counterparts in fig. 4.13(b) at 0.22 ns and in fig. 4.13 (c) at 0.24 ns still show a 
flux beaming feature, suggesting that there is residual magnetic flux 
propagating into the confluence region and pole tip that may lead to EAW.  The 
improved relaxation behavior in Figure 4.13(a) may occur because the left hand 
coil winding has less influence upon the ground state at the back (right hand 
end) of the yoke.  However, as shown previously, the perpendicular 
magnetization component at position A and hence the write field is also smaller.  
The perpendicular channel image in Figure 4.13(c) shows reduced flux within 
the confluence region compared to its counterpart in Figure 4.13(b), reflecting 
the smaller driving field generated by the right hand coil within this region. The 
centre coil winding is therefore more effective in controlling flux propagation 
along the full length of the yoke. 
 The parallel component channel in Fig. 4.13(b) and (c) shows a black vertical 
stripe at the center of the yoke, while there is no such feature in Fig. 4.13(a), 
suggesting that different meta-stable ground states are established during 
repeated pulsing.  Within Fig. 4.13(a), the parallel channel suggests a quasi-
uniform ground state with static magnetization parallel to the bias field, while in 
(b) and (c), a stripe domain structure occurs with the magnetization of the 
central domain aligned antiparallel to the bias field.  The parallel channel 
images in (b) and (c) acquired before the pulse arrives (0.22 ns and 0.24 ns 
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respectively) show some contrast at the position of this anti-parallel domain, 
again indicating remnant flux propagating though the yoke that may lead to 
EAW. 
 
                    (a)                                 (b)                                 (c) 
Figure 4.13. Time resolved scanning Kerr microscopy images of the changes induced in the 
parallel, perpendicular and polar magnetization components defined within Fig. 4.10(b).  Three 
coil windings may be seen within the reflectivity images.  The left, centre, and right hand coil 
windings are active within panels (a), (b) and (c) respectively. The first row of each column is 
the negative delay. 
 
 Surprisingly, the polar channel images of all three devices reveal a unipolar 
response over the entire area of the yoke, even though opposite contrast might 
be anticipated at opposite ends of the yoke due to the opposite polarity of the 
polar driving field on either side of the active coil winding.  The polar channel 
also exhibits a large background for all three devices.  This may be due to 
mechanical vibration induced by the force that the bias field exerts upon the coil 
windings when pulsed current is applied. 
 In summary, the time resolved perpendicular magnetization component signals 
show that while the amplitude within the tip depends upon the location of the 
active coil winding, the rise time does not. Dynamic images show that a coil 
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winding located at the center of the yoke is most effective in controlling flux 
propagation along the entire length of the yoke as well as directing flux into the 
confluence region. A coil winding placed close to the confluence region is most 
effective in controlling erase after write. These findings justify the use of multi-
turn coil windings, which combine the benefits of placing a coil in each of these 
different locations.  
4.5 Bipolar pulse excitation of a synthetic antiferromagnetic yoke 
 
 In the previous two sections, it was shown that yokes with different coil 
configurations can occupy different meta-stable states during pulse cycling.  
Pulses of similar amplitude but opposite polarity also caused the pole tip 
magnetization to exhibit changes of different amplitude, suggesting a 
complicated influence of the yoke dynamics upon the write field. All of these 
experimental studies were carried out with unipolar pulses, while a hard disk 
drive employs a bipolar waveform with positive and negative phases of similar 
amplitude61. To afford a more direct comparison with the performance of the 
writer in a hard disk drive, bipolar pulses have been used in time resolved 
scanning Kerr microscopy measurements performed on a partially built writer 
with a NiFe/CoFe(100nm)/Ru/NiFe/CoFe(100nm) synthetic antiferromagnetic 
(SAF) yoke structure. The SAF structure was designed in order to bias the 
magnetization within the yoke so that the writing field will switch off quickly after 
the driving pulse has gone.  
 The sample geometry, the experimental setup, and the input bipolar pulse are 
shown in figure 4.14. The experimental set up is similar to that in previous 
sections but without any bias field or DC current. In addition, a combination of 
two power dividers, a polarity switcher, and some cables of carefully selected 
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length were used to convert the unipolar output of the pulse generator into a bi-
polar pulse. The resulting bi-polar pulse was delivered to the writer coil through 
a directional coupler as in the previous sections. More details about the bi-polar 
pulse generation can be found in the Appendix 1. The geometry of the writer 
measured in this section is the same as in section 4.3 except for the stack 
structure which is NiFe/CoFe(100nm)/Ru/NiFe/CoFe(100nm) with 3 coil 
windings connected beneath it. 
 
Figure 4.14. (a) Sketch of the device and three positions where time resolved signals were 
acquired: A, deep in the tip region; B, on the symmetry axis and at the edge of the confluence 
region; C, at the intersection of the symmetry axis and the C2 coil. The three components of the 
magnetization are labelled perpendicular (X), parallel (Y) and polar (Z). (b) The time resolved 
scanning microscopy setup. (c) The bipolar pulse delivered to the coil. 
 
 Figure 4.15(a) shows the normalized perpendicular (X) component of the 
dynamic magnetization at positions A, B and C. An offset was subtracted prior 
to normalization so that the rise and fall times may be more easily compared.  
The dashed line shows the normalized driving current recorded by the 
oscilloscope. Figure 4.15(b) shows the same signal as in Figure 4.15(a) but 
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without the normalization and offset subtraction. Unsurprisingly, since position C 
is directly above the center coil, of the 3 positions, the magnetization dynamics 
at C follow the driving current most closely. In fact the normalized driving 
current and signal from position C are closely overlapped except between 
4.5~5.5ns, where the signal at C leads the driving current, and at 5.5ns where 
the signal overshoots the driving current.  These differences are possibly the 
result of secondary pulses caused by impedance mismatches between the 
writer coil, a long coplanar strip structure running from the device to the edge of 
the wafer, and the high frequency probe that provides a transition to coaxial 
cable. The shape of the normalized time resolved signal at position A is similar 
to that at C, following it closely when the driving pulse is rising, but then lagging 
behind on the falling edge.  This suggests that the yoke dynamics only 
dominate the dynamics within the pole tip, and hence the write field, when the 
driving pulse is rising. The signal obtained at position B has smaller amplitude. 
While the magnetic field generated by the coil lies in the plane of the yoke at 
position C, it is canted out of plane at position B, and so a smaller in-plane 
deflection of the magnetization is to be expected.  A larger signal is obtained at 
A due to the concentration of flux in the confluence region as intended. The 
signal at A has a negative offset while those from B and C have positive offsets 
suggesting that full relaxation is not achieved within 1 μs and has different 
character at different positions within the writer. The signal at position A also 
shows a response of different amplitude for different polarities of the driving 
current. This asymmetry is consistent with results from section 4.3, in which a 
writer was tested separately with unipolar pulses of opposite polarity.  
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Figure 4.15. (a) The normalized perpendicular (X) magnetization component at position A, B 
and C. An offset was subtracted prior to normalization. (b) The signals in (a) prior to offset 
subtraction and normalization. 
 
 In order to obtain a better understanding of the dynamics of the writer, the time 
resolved images in Figure 4.16 were acquired at delay times corresponding to 
points of interest in the perpendicular channel signal from position C, which is 
shown in Figure 4.16(b). The borders of the yoke have been highlighted so as 
to guide the eye. 
 The synthetic antiferromagnetic yoke structure was intended to produce a 
single domain static ground state.  However, during pulse cycling the yoke can 
also occupy a meta-stable equilibrium state depending upon the driving pulse 
configuration. The dynamic images suggest the formation a multi-domain 
equilibrium state. The perpendicular channel images reveal a light vertical stripe 
close to winding C3 up to 3.58 ns delay, after which additional black contrast 
appears around the stripe before quickly fading again.  The parallel channel 
images also show a black stripe at a similar but not quite identical position that 
expands and then contracts again with increasing time.  The polar channel 
images show similar, but again not identical, features to the parallel channel, 
supporting the idea that the yoke is sufficiently thick that the magnetization can 
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cant out of plane to some extent in a truly 3 dimensional magnetization 
distribution. In addition there is a more uniform variation in contrast 
superimposed when the pulse is present.  The field generated by the coil should 
favor contrast of opposite sign at opposite ends of the writer, but this is not 
observed, in agreement with section 4.3. 
 Within the confluence region a light strip is observed along the symmetry axis 
within the perpendicular images for delay times in the range of 0 to 2.92 ns, and 
5.44 to 500 ns, confirming the concentration or funneling of flux within this 
region. In fact the images change very little between 5.44 ns and 500 ns, 
indicating that the writer relaxes to a state of metastable equilibrium at 5.44 ns, 
in agreement with the offset of the signal at position A observed in Figure 
4.15(b).  Assuming that the full thickness of the yoke responds in a similar 
manner to the surface region sampled by the optical probe, channeling of 
residual flux to the tip region could lead to problems with EAW.  
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Figure 4.16. (a) Dynamic magnetization and reflectivity images acquired at the delay times 
indicated in panel (b). For a particular channel the contrast is normalized to the maximum Kerr 
amplitude observed within that time series. Black/white corresponds to the dynamic 
magnetization lying in the −/+ z-direction, −/+ x-direction, and +/− y-direction for the polar, 
perpendicular, and parallel channels respectively. The Cartesian axes are defined within Figure 
4.14(a) and shown next to the row names in (a). (b) Time dependence of perpendicular (X) 
component measured at position C in Figure 4.14(a). 0 ns is the negative delay. 
 
 The incomplete relaxation within the confluence region could occur for one of 
two reasons. Firstly, the effective anisotropy within this area may be different to 
that within the main part of the yoke, due to the shape or stress or both. The 
distribution of stress may be modified by lapping of the wafer at the air-bearing 
surface, so the anisotropy might be different again within an actual write head.  
If the easy axis is canted from the parallel (Y) direction, then the magnetization 
may switch between two states that have inequivalent perpendicular 
2.060 1.1 1.44 2.54 2.92 3.58 3.98 4.86
6.45.44 7.7 9.46 500
Perp.
Paral.
Polar
Refl.
Perp.
Paral.
Polar
Refl.
0 2 4 6 8 10
-0.2
0.0
0.2
0.4
0.6
0.8
1.0
1.2
 
 
K
e
rr
 R
o
ta
ti
o
n
 /
 m
d
e
g
Time Delay / ns
0
1.1
1.44 2.06
2.54
2.92
3.58
3.98
4.86
5.446.4
7.7 9.46
(a)
(b)
105 
 
components of magnetization. Secondly, due to the funneling effect, the 
magnetization in the confluence region is more sensitive to any residual flux 
present in other regions of the yoke. Compared to section 4.3 and section 4.4, 
in which contrast in the perpendicular channel was observed in either the upper 
or lower half of a multilayered yoke but not both, the contrast within the 
perpendicular (X) channel images at peak values of the driving field (1.44 and 
3.98 ns) is more uniform across the width of the yoke. While the excitation 
conditions are somewhat different in detail to these previous studies, flux 
beaming is not observed in the region of the coil windings. This may be 
because the constituent layers of the SAF yoke have thickness greater than the 
exchange length, leading to a more complicated 3 dimensional ground state 
that cannot be probed optically.  
 To summarize the results of this section, time resolved measurements of the 
perpendicular (X) magnetization component show that the yoke only dominates 
the dynamics within the confluence region when the pulse is rising. The 
amplitude of the signal from position A, which is deep within the confluence 
region, is much larger than that from other positions, indicating funneling of the 
flux from the yoke to the tip. Dynamic images show an incomplete relaxation 
behavior within the confluence region after the pulse has gone, which may be 
due to modified anisotropy within this region and funneling of residual flux from 
other parts of the yoke. In-plane dynamic images reveal the existence of a non-
uniform equilibrium state during pulse cycling and an absence of flux beaming, 
suggesting that the SAF yoke, which is thick compared to the exchange length, 
may occupy a more complicated 3 dimensional equilibrium state that cannot be 
probed optically. 
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4.6 Conclusion and future work 
 Time resolved scanning microcopy has been performed to study the 
magnetization dynamics within hard disk writer yokes under different conditions. 
We have confirmed that the dynamic response of the writer is very sensitive to 
the driving conditions, when there are three active coil windings, uni-polar 
driving filed in opposite directions result in very different dynamic response 
within the deep confluence region, suggesting an asymmetric writing filed during 
the actually writing process. While there is only one active coil winding, the 
relaxation behavior of the yoke is different if the active coil is located at different 
position.  For the same yoke stack structure and same driving frequency, flux 
beaming seems to occur only when the driving amplitude is not too large, in 
agreement with the previous study of Kasraj48 et al.  The SAF yoke design did 
not yield good writing dynamics, perhaps because the inter-layer exchange 
coupling cannot produce a simple antiferromagnetic alignment of layers within a 
very thick yoke. 
 Since the driving conditions is one of the key factors which affects the writer 
dynamics, a systematic study of the driving condition within a particular writer 
design is necessary. The amplitude of the driving pulse should be varied while 
keeping the same repetition rate and pulse width, and the pulse width should be 
varied while keeping the amplitude and repetition rate constant. All the above 
haven’t yet been addressed symmetrically by experiment. At the same time, 
higher pulse repetition rates should be considered since the driving frequency 
within a real hard drive is much higher than 1 MHz. 
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Chapter 5 Observation of vortex dynamics in arrays of 
nanomagnets 
 
 Results shown in this chapter were obtained through collaboration between 
three different institutions. The sample was fabricated in the laboratory of Dr. J. 
R. Childress at Hitachi Global Storage Technology. The TRSKM study was 
carried out at the University of Exeter by myself and Dr. P. Gangmei. The X-ray 
photo-emission electron microscopy (XPEEM) was performed at Beamline I06 
of Diamond Light Source by Dr. S. A. Cavill, Professor G. van der Laan, Dr. M. 
K. Marcham and Dr. P. S. Keatley from the University of Exeter. The 
simulations and analysis were performed by Dr P. S. Keatley and myself. The 
Scanning electron microscopy (SEM) was carried out at the University of Exeter 
by Mr. T. Loughran. 
5.1 Introduction 
 Magnetic vortex structure is one of the most fundamental spin structures 
observed in submicron-sized ferromagnetic elements64. Usually Magnetic thin-
film square- or disc-shaped nanostructures with adequate dimensions exhibit a 
magnetic vortex state65. The most important feature of magnetic vortex is the 
out of plane magnetization at the center of the structure due to the competition 
of the exchange interaction and the magneto-static interaction. The ground 
state of a vortex structure can be characterized by two degrees of freedom66, 
one is called polarization P = ±1 of the vortex core, which is the out of plane 
spin or magnetization direction in the core or the center of the structure; another 
is called circulation C = ±1, which is the sense of rotation of magnetization in 
plane. These binary states can be used for information storage 67  since the 
polarity and the chirality of the vortex offer two ‘bits’ of data. Therefore, 
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understanding magnetic dynamics within such devices is the first step for the 
designing. At the same time, the gyrotropic mode of a magnetic vortex is 
currently the subject of intense research because microwave emission from a 
spin torque vortex oscillator (STVO) has a tuneable frequency and narrow 
linewidth that is attractive for microwave signal processing applications.  While 
the emitted power from a single STVO is too small to be of widespread 
technological use, it may be enhanced by careful consideration of the device 
materials68, or by phase locking the response of multiple STVOs so that the 
power level increases as the square of the number of devices69. Phase locking 
has only been demonstrated for a small number of STVOs that share a 
common magnetic layer or have electrical interconnects between devices70. For 
large numbers of isolated STVOs the dynamic dipolar interaction between the 
gyrotropic modes of the individual elements has the potential to phase lock and 
synchronise their dynamic response without the need for common layers or 
additional interconnects.  However to understand the formation of collective 
gyrotropic modes within large arrays it is first necessary to image the dynamics 
of individual elements so that the character of the collective modes may be 
determined. 
 The excitation and detection of dynamically coupled magnetic vortices has 
recently been reported in pairs71~75 and chains76 of microscale ferromagnetic 
disks and squares. In arrays of vortices, ferromagnetic resonance (FMR) 
experiments revealed broadening of the gyrotropic mode as the separation 
between the elements was decreased77, suggesting increased splitting of a 
large number of unresolved collective modes.  The time-resolved magneto-
optical Kerr effect (TRMOKE) was used to detect the splitting of collective 
gyrotropic modes within arrays, which was shown, with the aid of micromagnetic 
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simulation, to be due to inter-element magnetostatic coupling mediated by 
uncompensated magnetic charge near to the edges of the elements.78 While 
most of these studies investigate microscale magnetic elements, in a STVO, 
excitation of the vortex gyrotropic mode using spin transfer torque (STT) is 
achieved by generating a large current density in a nanoscale magnetic element.  
 In this work we use time-resolved scanning Kerr microscopy (TRSKM) to detect 
the vortex gyrotropic modes of individual nanomagnets within arrays.  By 
imaging the polar Kerr signal at a fixed point in the microwave cycle, the phase 
of gyration across the array can be detected.  To explore the effect of the 
dipolar interaction between the elements two arrays of 250 nm square elements 
with edge-to-edge separation of 500 nm and 50 nm were considered. TR Kerr 
images reveal that for a small inter-element separation (50 nm) strong magneto-
optical contrast can be obtained from small clusters of elements.  
Micromagnetic simulations show that the observed magneto-optical contrast 
requires a specific equilibrium magnetic state. 
5.2 Experiment and sample details 
 
 A multilayer stack of composition Ta(5)/Cu(25)/[Ta(3)/Cu(25)]3/Ta(10)/Ru(5)/ 
Ni81Fe19(40)/ Al(1.5) (thicknesses are in nm), was sputtered onto an insulating 
Sapphire wafer of 500 μm thickness, with the Al capping layer being allowed to 
oxidise naturally.  Arrays of Permalloy (Py) squares were formed on the Cu 
underlayer by a combination of electron beam lithography and ion beam milling.  
The remaining Cu was patterned by photolithography and ion beam milling to 
form a coplanar waveguide (CPW) with a width and separation designed to 
achieve a characteristic impedance of 50 Ω.  A schematic of the coplanar 
waveguide structure is shown in Figure 5.1 (a). The nanomagnet arrays lay on 
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top of the central conductor in a narrow section of 2.29 mm length in which the 
signal track was 6 µm wide.  Magnetization dynamics were excited using the in-
plane magnetic field associated with pulsed or microwave (RF) current 
waveforms passing through the narrow section of the CPW.  A NiCr thin film 
resistor with dc resistance of ~ 50 Ω, was deposited at one end to attenuate the 
time-varying current and prevent multiple reflections. 
 Time-resolved scanning Kerr microscopy (TRSKM) was used to study the 
coupled vortex dynamics of 250×250 nm2 square nanomagnets within two 
arrays with edge-to-edge separations of 500 nm and 50 nm.  Landau flux 
closure domain states were generated by applying an alternating in-plane 
magnetic field with continuously decreasing amplitude.  A Ti:sapphire oscillator 
was used to generate optical pulses of 100 fs duration, 800 nm wavelength and 
80 MHz repetition rate. Second harmonic generation was then used to generate 
a 400 nm (blue) optical probe that was expanded (×5) to reduce beam 
divergence, before being linearly polarized, and then focused to a diffraction 
limited spot diameter of ~ 300 nm using a high numerical aperture (0.85, ×60) 
microscope objective lens79.  TR measurements were made by using a 4 ns 
optical delay line to change the relative phase of the optical pulses and the 
pulsed or microwave field excitation generated by the CPW at the sample 
position.  The amplitude of the excitation was modulated at a frequency of 
~3 kHz. The Kerr rotation was measured using a balanced photodiode 
polarizing bridge detector, with a lock-in amplifier being used to recover the 
modulated signal component.  TR images were acquired by scanning the 
sample beneath the focussed spot at a fixed time delay using a piezoelectric 
scanning stage.  The microscope had sufficient spatial resolution and long term 
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mechanical stability to detect magnetization dynamics within individual 
nanomagnets within the arrays.  
 TRSKM is a stroboscopic technique that reveals only changes in the magnetic 
state.  Understanding of the equilibrium magnetic state is required to interpret 
the TRSKM measurements.  Therefore x-ray photo emission electron 
microscopy (XPEEM) was employed as a complementary technique to 
understand the typical arrangement of Landau flux closure states that may be 
expected in the arrays used in the TRSKM measurements.  Images of the 
equilibrium state of nominally identical arrays were acquired by XPEEM at the 
I06 Nanoscience beamline at the Diamond Light Source, UK. X-rays with 
energy corresponding to the L3 absorption edge of Fe (707.12 eV) were used to 
acquire 10 x-ray absorption images using left- and then right-circular 
polarization. The images for each polarisation were averaged and normalized to 
the average of 10 pre-edge (703 eV) images for each polarisation.  The 
difference of these images for the two polarization states was divided by their 
sum to produce normalized x-ray magnetic circular dichroism (XMCD) images. 
The spatial resolution of the XPEEM using a potential difference of 15 kV 
between the sample and the objective was ~50 nm. The resulting high 
resolution XMCD images show the projection of the in-plane component of the 
equilibrium state magnetization parallel to the x-ray wavevector.  
5.3 Results and discussion 
 
5.3.1 Static and dynamic measurements of single microscale elements 
 
 Since the elements within the arrays have a length that is smaller than the 
focused spot size in the TRSKM it is necessary to first confirm that the magnetic 
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field initialization generates a vortex equilibrium state within square elements. In 
Figure 5.1(b) an XPEEM image of a Landau flux closure state is shown for a 
10 µm square confirming that the field initialization is suitable for vortex 
nucleation.  The black and white contrast in the XPEEM image corresponds to 
the in-plane component of the equilibrium magnetization that lies either parallel 
or anti-parallel to the x-ray wavevector.  In the grey domains to either side of the 
center, the magnetization is also of opposite sign, so that the magnetization 
rotates in the plane of the square forming a vortex core at the center.  In 
elements with length greater than the focused spot size in the TRSKM, the 
Landau state can be detected using the higher frequency magnetic precession 
within the domains. In Figure 5.1(c) a TR Kerr image of the Landau state in a 
1 µm square is shown. The white and black contrast above and below the 
center of the square, results from the out of plane torque of opposite sign acting 
on the two domains with magnetization perpendicular to h(t) the pulsed 
magnetic field. In Figure 5.1(d) TR signals acquired from these two domains are 
almost identical, but for their opposite sign. Therefore, in smaller squares, for 
which the optical spot size is similar to, or larger than the square, the net polar 
Kerr signal due to precession within the domains may be negligible. In fact, in 
an ideal symmetric element the polar Kerr signal due to vortex gyration is also 
expected to be negligible since there is no net change in the out-of-plane 
component of the dynamic magnetization as the vortex gyrates within the region 
of the optical probe.  However, detection of the vortex gyration using TR polar 
Kerr microscopy has previously been reported80. In the following we describe 
how the vortex gyration is observed using this technique. 
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Figure 5.1. (a) Schematic of the coplanar waveguide structure with the location of the sample 
elements indicated. (b) An XPEEM image of a Landau flux closure state in a 10 µm square is 
shown. (c) TR Kerr image of a 1 µm square acquired at the first antinode of precession. (d) 
Time dependent Kerr signals acquired at positions A and B in (c). 
 
 In Figure 5.2(a) the measured (black trace) and simulated81 (blue trace) out-of-
plane component of the dynamic magnetization of a 500 nm square is shown in 
response to an in-plane pulsed field.  The experimental TR Kerr signal shows 
the low frequency vortex gyration superimposed upon the higher frequency 
precessional modes of the closure domains.  The experimental data was 
acquired with a 300 nm focused spot size that yields the average out-of-plane 
component of the dynamic magnetization within the probed area.  In 
micromagnetic simulations, when the components of the dynamic magnetization 
are averaged across the entire area of the square, only higher frequency modes 
that possess a spatially symmetric component are observed in the out-of-plane 
magnetization, while the low frequency gyration of the vortex core is only 
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observed in the in-plane magnetization components. However, if the dynamic 
magnetization is averaged over a 250×250 nm2 region, of roughly similar area 
to that of the optical probe in the experiment, that is slightly displaced from the 
center of the square (inset graphic Figure 5.2(a)), the vortex gyration can be 
observed in the out-of-plane component as in the experiment.  This result 
implies that detection of vortex gyration using the polar Kerr effect in a TRSKM 
measurement requires a small displacement of the optical probe with respect to 
the centre of the square. Since the beam intensity has a Gaussian profile, a net 
polar Kerr signal due to the vortex gyration is observed even when the element 
is smaller than the spot size, as long as the center of the beam is displaced 
relative the center of the element.  
 In Figure 5.2(a) the higher frequency oscillations of the simulated TR trace 
have smaller amplitude relative to the smoothed trace than observed in the 
experiment. The relative amplitude is likely to be affected by the position, area, 
shape, and profile of the region of interest in the simulation, in addition to the 
pulsed field amplitude. Fast Fourier transform (FFT) spectra shown in Figure 
5.2(b) show that the overall dynamic response is well reproduced by the 
simulation.  Spatial maps of the FFT power spectra calculated from the 
micromagnetic simulation confirm that the lowest frequency mode is the vortex 
gyrotropic mode, while the higher frequency modes are found to be associated 
with oscillations of the domain walls separating the Landau closure domains 
(5 GHz), and higher frequency azimuthal modes with at least one nodal plane in 
each closure domain (7.6 GHz, 8.9 GHz, and 10.8 GHz). 
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Figure 5.2.   (a) Measured and simulated TR traces of the out-of-plane component of the 
dynamic magnetization acquired from a single 500 nm square in the vortex ground state in 
response to a pulsed magnetic field.  The simulated trace is extracted from the 250 nm square 
region shown inset.  (b) Fast Fourier transform (FFT) power spectra corresponding to the TR 
traces in (a).  The inset images show the spatial distribution of the FFT power spectra calculated 
from the simulations. 
 
5.3.2 Dynamic measurements of arrays  
 
 To study the dynamic interaction of vortices within the arrays, TRSKM with RF 
magnetic field excitation was used. The array with largest edge-to-edge 
separation (500 nm) was studied first so that the response of individual isolated 
250 x 250 nm2 nanomagnets could be detected.  The output power of the RF 
synthesizer was maintained at 25 dBm for all measurements, the driving RF 
field is estimated to be a few Oe. In Figure 5.3(a) typical TR polar Kerr signals 
acquired from a single square within the array [highlighted by the blue triangle in 
the scanning electron microscope image inset in Figure 5.3(b)] are shown for 
three different values of the RF frequency.  The largest amplitude response, 
corresponding to the resonance frequency of the vortex gyrotropic mode, was 
found to be at 880 MHz.  For the aspect ratio (length to thickness) of the square 
elements studied in this work, the resonance frequency of the vortex gyrotropic 
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mode is in good agreement with the empirical formula given in Reference 82. In 
Figure 5.3(b) the Kerr amplitude for three different elements within the array is 
shown as a function of the RF frequency. Figure 5.3(b) shows that the 
frequency dependence of the Kerr amplitude varied from element-to-element.   
 
Figure 5.3. (a) Time resolved signal from the element marked by blue triangle in (b). The 
amplitude of measured TR Kerr signals is shown as a function of RF frequency for the square 
element indicated by the blue triangle within the scanning electron microscope (SEM) image in 
panel (b). The data in panel (b) show the frequency dependence of the FMR amplitude for the 
elements highlighted by the same symbol within the SEM image. 
 
 A resonance frequency of ~880 MHz was observed in two of the three 
elements shown, while the linewidth and amplitude were somewhat different in 
all three elements. While these differences might result from the weak 
interactions of an element with its nearest neighbours, the gyration frequency 
depends upon the aspect ratio of the element, and so these differences are 
more likely due to variations in the size and shape of individual elements 
resulting from the fabrication process.  While the vortex gyrotropic mode is 
expected to have a narrow linewidth, the frequency resolution of the TRSKM 
was limited by the laser repetition rate (80 MHz). 
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 In Figure 5.4(a) two TR Kerr images of the array containing 250 nm squares 
with 500 nm edge-to-edge separation are shown for two points in the 
microwave cycle separated by   radians (labelled + and – ).  The frequency of 
the RF excitation was 960 MHz.  It is clear that some elements are missing from 
the TR images, but where elements are visible, variations in the amplitude and 
orientation of the black and white contrast of the Kerr signal can be seen.  The 
black and white contrast results from the amplitude modulation of the excitation, 
as illustrated in Figure 5.4(e).  At a particular point in the cycle of the microwave 
excitation, the vortex core will be at a corresponding point on its trajectory away 
from the center of the element.  The effect of amplitude modulation is then 
detected in TRSKM measurements as a change of the out-of-plane component 
of the magnetization ( Mz) as the vortex core ‘jumps’ from the center of the 
element (equilibrium state, RF excitation off) to this particular point on the 
trajectory (gyrotropic state, RF excitation on).  When the core jumps from the 
center to the edge of the element in this way, a corresponding decrease 
(increase) of the polar Kerr signal can be observed when the optical probe is 
near to the center (edge) of the element.  As the phase of the excitation 
changes, the regions of black and white contrast rotate about the centre of the 
element, as confirmed by TR images acquired at antinodes of opposite polarity.  
The term ‘phase of gyration’ is hereafter used to refer to the orientation of the 
regions of black and white contrast.   
 In the following discussion, different squares within the array will be referred to 
by their (column, row) coordinates.  In Figure 5.4(a) Column 1 lay outside the 
scanning range. The TR images were acquired at time delays corresponding to 
antinodes of opposite polarity in the polar Kerr signal acquired from square (5,1).  
It is clear that the black and white contrast corresponding to vortex gyration is 
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not observed in all elements within the array.  For example squares (2, 5), (3, 5), 
(4, 3), and (5, 4) appear to be missing. These ‘missing’ squares have a quasi-
uniform single domain ground state that supports confined spin wave modes 
with frequency typically greater than 2 GHz at remanence 83 , 84  and so no 
response is observed at 960 MHz.  Comparison of Figure 5.4(a) and (b) shows 
that the formation of the vortex state was not reproducible in all squares. When 
the ground state of the array was reset, the majority of squares remained in the 
vortex state, but square (3, 5) adopted the vortex state generating a detectable 
signal, while squares (4, 2), (4, 4), and (2, 4) adopted the single domain state 
yielding no signal at 960 MHz. 
 In the lower panel of Figure 5.4(b) a normalized XMCD image of a nominally 
identical 5×5 array is shown in the left panel.  The dark and light contrast in the 
XMCD image corresponds to the in-plane equilibrium magnetization that lies 
parallel and anti-parallel to the x-ray wavevector in the –x direction.  To the left 
of every element is a bright white shadow that is an artefact resulting from the 
shallow x-ray grazing angle used in XPEEM.  In addition the element edges 
appear as a thick black border.  This is a result of imperfect alignment of the 
20~25 x-ray absorption images that contribute to each normalized XMCD image.  
The XMCD image reveals that elements (3, 2) and (4, 5) have a single domain 
state, which supports the interpretation of the missing elements in Figure 5.4(a).  
In the remaining elements, approximately one half of each element is dark, 
while the other half is light.  While the detailed structure of the Landau flux 
closure state observed in the 10 µm square (Figure 5.1(b)) is not readily seen in 
Figure 5.4(b), opposite contrast above and below the center of each element 
strongly suggests that the majority of elements have a Landau flux closure 
domain structure and contain a magnetic vortex. 
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Figure 5.4. TR polar Kerr images, XPEEM images and SEM images of arrays of 250 nm 
squares with separation of 500 nm in (a) and (b), and 50 nm in (c).  After acquisition of the 
images in (a), the ground state was re-initialized before acquiring the images in (b).  In all 
images the horizontal white bar has 1 µm length.  The solid white arrows denote regions of 
contrast with size comparable to that of a single element. In (a) and (b) the rows and columns of 
numbers form a coordinate system by which the squares are referred to in the main text.  All 
images are shown at antinodes of opposite polarity (labelled + and – ) in the TR signal acquired 
from the square (5,1) in the top-right corner of the array. (d) Kerr rotation line scans from taken 
along the red and blue lines shown in (c). (e) Schematic illustration of the how magneto-optical 
contrast arises.  The solid curves represent the polar magnetization component of the vortex 
core, while the grey shading represents the Gaussian intensity profile of the focused optical 
probe.  
 
 For the two field histories shown in Figure 5.4(a) and 5.4(b) many of the 
elements in the Landau state appear to have similar contrast and phase of 
gyration. In Figure 5.4(a) elements (4, 5) and (5, 5) have similar phase of 
gyration, while element (3, 5) is missing. In Figure 5.4(b) element (3, 5) now 
occupies a Landau state while the phase of gyration of (4, 5) has changed by   
radians. The Landau state has four different configurations corresponding to the 
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possible permutations of the circulation of the in-plane magnetization and the 
vortex core polarization. The sense of gyration is determined by the core 
polarization85,86, while the phase of gyration differs by   radians between the 
two circulation states. Although sweeping an in-plane magnetic field with 
decreasing amplitude is not expected to select the circulation or core 
polarization of the Landau state, the   phase shift in (4, 5) suggests that the 
element has moved between 2 different Landau configurations. On the other 
hand, the phase difference between the gyration in elements (3, 4) and (4, 5) is 
different by about 
 
 
 radians for both field histories and is instead the result of a 
difference in size or shape between these two elements.  In Figure 5.4(b) the 
XPEEM image of the 5×5 array reveals that the circulation of the Landau state 
is not strongly correlated from element-to-element.  While it is not possible to 
extract the core polarization from the XPEEM images, the image clearly shows 
that nearest neighbours may occupy Landau states with the same or opposite 
sense of circulation.  This again suggests that the phase differences observed 
from element-to-element in the TR Kerr images of Figure 5.4(a) and 5.4(b) are 
associated with the presence of vortices of different circulation and polarization.  
 The configuration of the Landau state within a particular element may depend 
on factors such as thermal effects, element edge roughness, and inter-element 
dipolar interactions.  In the 5×5 array with large edge-to-edge separation, the 
dipolar interaction is not expected to have a significant influence on the Landau 
state configuration. Comparison of Figures 5.4 (a) and (b) shows that several 
elements (described earlier) changed their equilibrium states when the field 
protocol used to induce the equilibrium state was repeated.  This suggests that 
thermal effects influence the formation of the equilibrium state in the 5×5 array.  
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 In Figure 5.4(c), similar TR Kerr images were acquired from a 9×9 array of 
250 nm squares with 50 nm edge-to-edge separation for which the static and 
dynamic dipolar interactions between elements are expected to be enhanced.  
While the spatial resolution of the TRSKM is insufficient to observe the 
individual elements within the array, remarkably, regions of alternating TR Kerr 
signal (indicated by the large white arrows) are observed that appear to extend 
over length scales that are equal to or larger than the individual element size. 
As shown in the line scan in the upper panel of Figure 5.4(d), the large area of 
white contrast extends from ~1500-2200 nm, similar to the length of two 
elements, while in the lower panel, sharp transitions occur at ~400 and ~700 nm, 
similar to the length of a single element. As observed for the 5×5 array with 
larger separation, the 9×9 array exhibits regions with no obvious Kerr signal at a 
microwave frequency of 960 MHz, for example, in the lower-left quadrant of the 
array.  This is consistent with the XPEEM image [Figure 5.4(c), bottom panel] of 
a nominally identical 9×9 array that shows many of the elements occupy a 
quasi-uniform single domain state.  While 50 nm spacing between individual 
elements are not fully resolved in the XPEEM image, individual elements are 
still clearly seen.  Elements with uniform contrast over a length scale of the row 
height (element size) in the y-direction occupy single domain states, while 
elements with contrast variation (dark and light) over the size of the element in 
the y-direction occupy a Landau state. The XPEEM image in Figure 5.4(c) 
shows a large cluster of Landau states located at the middle of the right-hand 
edge of the array.  While an exact correspondence with the equilibrium states 
observed by TRSKM is not expected, the appearance of clusters of elements in 
the Landau state is qualitatively similar. 
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 Micromagnetic simulations using the Object Oriented Micromagnetic 
Framework (OOMMF)87 were performed to interpret the TR Kerr images. 2×2 
arrays of square elements were simulated using a cell size of 5×5×40 nm3 and 
an exchange parameter of 1.3×10-7 ergs/cm.  The nominal dimensions for the 
film thickness (40 nm), element size (250 nm), and edge-to-edge separation (50 
and 500 nm) were used. The saturation magnetization and g-factor were 
assumed to have values of 800 emu/cm3 and 2.1 respectively.  While a Gilbert 
damping parameter   of about 0.01 is typically observed for permalloy, a value 
of 0.001 was assumed so as to yield smaller linewidths make any mode splitting 
more obvious.  Simulations were performed for five different circulation and 
polarization configurations.  The Landau state of each element was prepared by 
defining four closure domains with uniform in-plane magnetization and a circular 
core with uniform out-of-plane magnetization. The five regions were exchange 
coupled and allowed to relax in zero external magnetic field.  Initially the value 
of   was set to 0.5 to allow the magnetization to relax more efficiently.  Pulsed 
magnetic field simulations were then performed with a pulse defined as the 
product of the functions  ( )        ( 
 
  
) and  ( )       ( 
    
  
), where t0 
= 70 ps,    =50 ps, and    = 40 ps, so as to yield a full width half maximum 
(FWHM) pulse width 70 ps and a full (0-100%) rise time of 30 ps.  
 The pulse shape is shown in the inset of Figure 5.5(b). Vector maps of the 
magnetization were recorded over a period of 100 ns at 0.05 ns intervals. The 
out-of-plane component of the magnetization for each element was averaged 
over its lower half only, so as to yield finite time dependent signal from the 
gyrotropic mode.  
123 
 
 Figure 5.5(a) shows simulated TR signals corresponding to the out-of-plane 
component of the dynamic magnetization Mz for each element of a simulated 
2×2 array. Each column represents a different equilibrium configuration of the 
Landau states of the elements within the array, as shown in the schematics at 
the top of each column that are labelled 1 to 5.  In each column, four TR signals 
are shown corresponding to the average response of Mz in the lower half of the 
highlighted squares (red) in the schematic of the 2×2 array to the right of the TR 
signals.   
 The evolution of the TR signals is markedly different for the five equilibrium 
configurations. TR signals from all four elements in configuration 5 exhibit 
beating [Figure 5.5(a), column 5] with frequency of ~ 70MHz. Since TRSKM 
with microwave excitation has a frequency resolution of 80MHz, it is not 
expected that the modes giving rise to the beating can be resolved 
experimentally. In configurations 2 and 4, the amplitude of the TR signals from 
the upper-right and lower-left elements of the arrays decays much faster than 
those from the upper-left and lower-right elements.  In configurations 1 and 3, 
the TR signals from all elements exhibit a qualitatively similar non-exponential 
relaxation, but without any clear beating. These features all point to the 
influence of dipolar interactions between elements.  Interestingly, the largest 
effects, beating in configuration 5 and variations in relaxation in configurations 2 
and 4, occur when the array contains elements with different core polarization, 
suggesting that the polarization drives the inter-element interactions.88 
 In Figure 5.5(b), fast Fourier transform (FFT) spectra are shown for the top-left 
element in configuration 5 for edge-to-edge separations of 50 nm and 500 nm, 
as used in the experiment. For a separation of 500 nm the spectrum shows a 
124 
 
single peak with frequency of 0.99 GHz, at which the elements within the two 
columns gyrate with opposite sense. For a smaller separation of 50 nm, two 
modes with frequencies of 1.03 GHz and 1.10 GHz are observed, that are 
different by the 70 MHz beat frequency seen in the time domain. Further 
simulations of arrays with element separations of 100 nm and 200 nm showed 
that the splitting of these modes decreased until they could not be resolved for a 
separation of 500 nm. For the dominant lower frequency mode, elements within 
the two columns again gyrate with opposite sense.  The character of the other 
possible collective modes will not be considered any further here, since the aim 
of the present study is only to explain the results of the TRSKM study.   
 
Figure 5.5. (a) out of plane magnetization (  ) sampled from the bottom half of each element. 
Red squares on the right side of the plot denote the element positions within the array.  The red 
arcs denote the circulation of the Landau state, while the blue dots and crosses denote the 
vortex polarization. (b) Normalized FFT power spectra for the upper left element in configuration 
5. The inset figure in the upper panel denotes the pulse shape used in the simulation. 
 
 In the experiments, amplitude modulation was applied to the microwave 
waveform used to excite the sample. Therefore TRSKM was used to probe the 
change in the out-of-plane component of the dynamic magnetization with 
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respect to the equilibrium state, as shown schematically in Figure 5.4(e).  To 
understand how the equilibrium state configuration of the densely packed arrays 
can lead to the magneto-optical contrast observed experimentally in Figure 
5.4(c), images of the difference between the dynamic and equilibrium 
magnetization maps were calculated.   
 Figure 5.6(a) shows a magnetization difference image for the vortex gyrotropic 
mode for an array with 50 nm edge-to-edge separation with equilibrium 
configuration 4 (Figure 5.5(a)).  The in plane RF driving field has frequency of 
0.96 GHz and amplitude of 5 Oe, while the value of the Gilbert damping 
parameter   was set to 0.01. The pair of elements in the column on the left-
hand side of the array shows red contrast towards the center of the pair, while 
the pair in the right-hand column shows blue contrast towards their center.  The 
red and blue contrast corresponds to a positive and negative change in the out-
of-plane component of the dynamic magnetization respectively.  To understand 
the signal obtained by scanning a 300 nm diameter laser spot across the centre 
of the array, and to afford direct comparison with the experimental results, the 
calculated  Mz image was convolved with a 2-D Gaussian function with full 
width half maximum (FWHM) of 300 nm.  In the convolved image of Figure 
5.6(b), regions of black and white contrast with similar size to that of an 
individual element are observed at the centre of the array, providing one 
possible explanation of why regions of similar period are seen in the TRSKM 
images of Figure 5.4(c).  
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Figure 5.6. (a) Spatial variation of the change of the out of plane magnetization ( Mz) induced 
by the microwave excitation, for an array with 50 nm separation in configuration 4 of Figure 5.5. 
(b) Convolution of the     image with a 2 dimensional Gaussian function with FWHM of 300 nm. 
 
Figure 5.7. Upper panels show the spatial distribution of the change of the out of plane 
magnetization  Mz induced by microwave excitation at a frequency of 1.03 GHz. The elements 
in the 2 x 2 array have 50 nm separation and equilibrium state corresponding to configuration 5 
in Figure 5.5. Black arcs denote the sense of gyration of the vortex. The lower panels show the 
expected form of the magneto-optical signal calculated in a similar manner to that in Figure 5.6 
that is described within the main text. The red squares denote the real position of the arrays.   
 However, the TRSKM images in Figure 5.4(c) reveal that in at least one region, 
black, or alternatively white, contrast can extend over a length equivalent to two 
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elements.  Figure 5.7 shows difference images for an array with 50 nm element 
separation, with equilibrium configuration 5 in Figure 5.5(a), excited by an in 
plane microwave magnetic field with frequency of 1.03 GHz and amplitude of 5 
Oe. Images are shown for 4 different points in the microwave cycle, with the 
sense of gyration in each element being indicated by circular arcs. At a time 
delay of 1.6 (2.1) ns the blue (red) regions lie closer to the vertical centreline of 
the array, whereas at 1.8 and 2.3 ns the red regions lie closer to the centreline 
for 2 elements, while the blue regions lie closer in the other 2 elements.  
Repeating the convolution procedure used in Figure 5.6, it is seen that black, or 
alternatively white, contrast now extends across a length of 2 elements in the 
vertical direction at certain points in the microwave cycle (1.6 and 2.1 ns) while 
a weaker alternating contrast extends over a length of just one element at other 
times (1.8 and 2.3 ns).  Comparing Figures 5.6 and 5.7, the maximum contrast 
for regions extending over a length of 1 and 2 elements is seen to be of 
comparable magnitude.  However, in the upper panel of Figure 5.4(d), the 
region with a length of 2 elements exhibits greater maximum Kerr rotation than 
those with a length of 1 element.  From Figure 5.7 it is obvious that stronger 
contrast over a square region of 2 element side could be achieved if either all 
red, or alternatively all blue, regions were to lie along the diagonals close to the 
centre of the array. While all distinct combinations of circulation and polarization 
of the 2 x 2 array were simulated, this configuration was not realized.  This 
suggests that dipolar interactions with elements outside the 2 x 2 array, as are 
present in the 9 x 9 array studied experimentally, are required to achieve this 
state.  Simulations of larger arrays take much longer to compute and lie beyond 
the scope of the present study. 
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5.4 Summary 
 
In summary, we have demonstrated that TRSKM measurements of the polar 
Kerr effect can be used to detect vortex gyration, excited by a microwave 
waveform, in individual square nanomagnets with size smaller than the focused 
spot diameter.  TRSKM images revealed differences in the phase of vortex 
gyration within individual elements of an array for which inter-element dipolar 
interactions are expected to be weak.  These differences arise both from 
variations in the gyration frequency of individual elements and also the different 
possible polarization and circulation of the vortex state.  The distribution of 
equilibrium states within the elements may be influenced by structural 
imperfections, but thermal effects were also shown to play a role since different 
equilibriums states were obtained when the same field initialization process was 
repeated. TRSKM images of an array of closely spaced nanomagnets revealed 
regions of uniform contrast extending over lengths comparable to that of either 
one or two elements. Simulations showed that the spatial extent of regions of 
uniform contrast depends strongly on the equilibrium configuration, including the 
circulation and polarization within individual elements. For certain equilibrium 
configurations, dynamic simulations revealed splitting of the gyrotropic mode.  
The present work demonstrates the rich magnetization dynamics that may be 
achieved by controlling the circulation and polarization of vortices within an 
array of nanomagnets.  More extensive micromagnetic simulations are required 
to understand the character of the collective gyrotropic modes that may occur. 
 
 
 
129 
 
Chapter 6 Time-resolved Kerr microscopy of coupled 
transverse domain walls in a pair of curved nanowires 
 
 The sample studied in this chapter was fabricated by Dr. L. O’Brien at the 
University of Cambridge. The TRSKM study was carried out at the University of 
Exeter by myself and Dr. P. S. Keatley. The results were recently published in 
the Journal of Applied Physics, in a paper authored by P.S. Keatley, W. Yu, L. 
O'Brien, D. Read, R.P. Cowburn, and R.J. Hicken. 
 
6.1 Introduction 
 
 As has been mentioned in Chapter 1, magnetic domain wall logic has been 
attracting a lot of attentions recently. Therefore, understanding how to 
manipulate the magnetic domain walls (DWs) in nano structures has become an 
interesting research area. 89  Domain wall motion can be driven by either 
magnetic field 90  or spin polarized current 91 . If the effects of the magneto-
crystalline anisotropy are negligible, only the geometry of the nano structure 
determines the magnetic state of the structure89. This is because in such 
magnetic structures the stray field energy favours the magnetizations to be 
aligned along the edges of the structure, so the stray field can be minimized. 
Therefore, the magnetization often points to the long axis of the element. If such 
a structure is not in a mono-domain state, for instance, two domains with 
opposite direction exist [as shown in Figure 2.7 (c)-(f)], a   0 head-to-head or 
tail to tail domain wall (transvers domain wall) has to be present in between the 
domains92.  
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 At the same time, the static and dynamic dipolar interactions are perhaps the 
most obvious mechanisms by which to couple the magnetic behaviour of two 
individual nanomagnets when their separation is similar to their size. Therefore, 
coupled magnetic systems are interesting from both fundamental and 
technological perspectives 93 , 94  since the static magnetic configurations and 
associated resonances can be continuously tuned using a magnetic field95.  In 
the previous chapter we were trying to understand the relationship between the 
interactions and the gyrotropic mode of the individual elements within a 
nanomagnets array. In contrast to a nanomagnet, the magnetization of a 
transverse domain wall (TDW) in a planar nanowire (NW) is only confined 
across the NW width, but free to move along the NW length. Therefore coupled 
TDWs are a relatively simple (1D) system in which the static and dynamic 
dipolar coupling can be studied 96 , 97 . As it will be shown soon, after the 
initiations of the TDW within a coupled NW pair, the TDWs are confined in the 
center of the NW pairs due to dipolar interactions.  In this chapter we use time-
resolved scanning Kerr microscopy79 (TRSKM) to directly observe 
magnetostatically coupled TDWs and estimate their static de-coupling field. 
Measurement of the static de-coupling field of coupled TDWs is important for 
the development of domain wall logic,98 and race track memory devices.99   
6.2 Sample and experimental set-up 
 
 Pairs of curved NWs of different width, separation, and radius of curvature 
were fabricated along the center of a Ti/Au(200 nm) coplanar stripline (CPS) of 
length L = 16 mm with 63 µm wide tracks separated by 5 µm. Electron-beam 
lithography was used to fabricate the NW pairs from a thermally evaporated 
Ni80Fe20 (10 nm) film on a Si substrate. Here we report measurements on a pair 
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of 300 nm wide NWs with 1.5 μm radius of curvature and inner edge-to-edge 
separation of 30 nm.  
 
Figure 6.1 (a) A schematic of the experimental geometry with an out-of-plane pulsed magnetic 
field excitation h(t). Part of the NW sample is shown in the SEM image inset between the CPS 
tracks. The simulated equilibrium states of a NW pair are shown for perpendicular (b) and 
parallel (c) reset fields HR. The red and blue color scale represents +Mx and –Mx respectively. 
 
 TRSKM was used to study the dynamic response of the NW pair, Figure 6.1(a). 
A Ti:Sapphire oscillator was used to generate ~100 fs laser pulses with 800 nm 
wavelength at a repetition rate of 80 MHz. The laser pulses were synchronised 
with the pulsed output waveform of an impulse generator. The pulsed waveform 
was amplitude modulated at a frequency of ~3.1 kHz before passing through 
the CPS. The resulting time-varying (and modulated) magnetic field was used to 
excite magnetization dynamics within the NWs. The out-of-plane component of 
the dynamic magnetization was detected at normal incidence using the polar 
Kerr effect. The laser pulses were expanded (×5), re-collimated, linearly 
polarized, and then focused to a diffraction limited spot of ~500 nm diameter 
using a ×60 microscope objective. The polar Kerr rotation  K was detected 
using a polarizing balanced photodiode bridge detector. As has been discussed 
in Chapter 3, since the full beam was sampled on each photodiode there was 
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no sensitivity to the in-plane component of the dynamic magnetization via the 
longitudinal Kerr effect. A lock-in amplifier was used to recover the modulated 
Kerr signal at 3.1 kHz. Time-resolved (TR) traces were acquired by fixing the 
position of the laser spot on the NW sample and recording the Kerr rotation as a 
function of time by scanning a 4 ns optical delay. TR images were acquired by 
fixing the time delay and scanning the sample beneath the laser spot using a 
piezo-electric stage. A large (~2 kOe) in-plane reset magnetic field HR was 
applied to the NW sample using a quadrupole electromagnet. 
6.3 Results and discussion 
 
 TDWs were formed in the NWs by applying HR in the y-direction, Figure 
6.1(a).101 At the same time, micromagnetic simulations using the Object 
Oriented Micromagnetic Framework (OOMMF)100 were performed to interpret 
the experimental time-resolved Kerr images. The NW pair was simulated using 
a 2680×2360×10 nm3 mesh, a cell size of 5×5×10 nm3, and exchange 
parameter of 1.3×10-7 erg/cm. The nominal dimensions for the film thickness 
(10 nm), NW width (300 nm), radius of curvature (1.5 µm), and edge-to-edge 
separation (30 nm) were used. The saturation magnetization, g-factor, and 
Gilbert damping parameter α were assumed to have values of 800 emu/cm3, 
2.1, and 0.01 respectively. Equilibrium state magnetization maps were extracted 
from hysteresis loop and magnetization curve simulations that assume α = 0.5 
to allow the magnetization to relax efficiently. Pulsed magnetic field simulations 
were performed with a 70 ps pulse with a 30 ps rise time. The pulsed field 
amplitude was estimated to be ~50 Oe using the Biot-Savart law, and an 
estimate of the peak current half way along the CPS where the NWs were 
located. The peak voltage   
 
 is given by √     assuming an exponential decay 
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of the amplitude due to losses in the CPS as the pulse propagates along its 
length L, where    and   are the incident (5.2 V) and transmitted (1.75 V) peak 
voltage measured using a 50 GHz sampling oscilloscope.  
  
 
 
Figure 6.2. TR Kerr images for the NW pair (a) with and (b) without TDWs. Contrast profiles, 
shown below the Kerr images, are plotted on the same grey scale in (a) and (b). The profiles 
were extracted from a 4×0.25 µm
2
 region that was taken horizontally through the center of the 
interaction region (width and position indicated by block arrows). Corresponding simulated 
images of the out-of-plane component of the dynamic magnetization are inset in (a) and (b). (c) 
Zoomed in simulation image in (a), the mixed contrasts in the centre of the pair indicate the 
reduction of the Kerr signal. 
 As HR is reduced to remanence, micromagnetic simulations show that the 
magnetization in each NW relaxes towards opposite x-directions to form two 
domains with a TDW at the center of each NW. In Figure 6.1(a) the 
magnetizations in the domains of the upper NW are tail-to-tail (TT), while those 
of the lower NW are head-to-head (HH).96 Since the TDWs form at the closest 
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point of separation, this will now be referred to as the TDW interaction region. 
The TDWs can be ejected from the NW pair by applying HR in the x-direction, 
Figure 6.1(b).101 When the field is reduced to remanence the magnetization 
relaxes to form a single domain, where the magnetization follows the curvature 
of the NWs. 
 
Figure 6.3.  (a) TR Kerr signals acquired at remanence from the interaction region with (black 
curve) and without (red curve) TDWs, and from the end of a NW (blue curve, offset for clarity). 
(b) A sequence of TR Kerr images acquired at remanence and at delay   after a magnetic field 
of increasing amplitude has been applied in the x-direction. 
 TR images acquired at a maximum of the polar Kerr precession signal are 
shown for the NW pair with and without TDWs in Figure 6.2(a) and (b) 
respectively. It was not possible to couple to the TDW resonance102 using an 
out-of-plane pulsed magnetic field. However, by imaging the precessional 
response within the domains the TDWs can be detected. The Kerr image in 
Figure 6.2(a) reveals a small reduction of the Kerr signal in the interaction 
region, while in Figure 6.2(b) the Kerr signal appears to be more uniform, and 
perhaps slightly enhanced in the interaction region. The enhanced signal is due 
to the magneto-optical contribution from both NWs in the interaction region.102 
This effect also occurs when the TDWs are present in the NWs, and leads to a 
smaller reduction in the Kerr signal than might be expected from micromagnetic 
simulations (inset). The difference in Kerr signal is clearly seen in horizontal 
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contrast profiles extracted from a 250 nm wide section taken through the center 
of the interaction region. 
 In Figure 6.2(a) the contrast profile shows a clear reduction in the black 
contrast at the expected location of the TDWs (indicated by arrow), while no 
such reduction is observed in Figure 6.2(b) indicating the absence of the TDWs. 
The inset simulated images of the out-of-plane component of the dynamic 
magnetization show that the TDWs lead to a complicated response that cannot 
be spatially resolved experimentally. In the interaction region the precession 
frequency will vary due to the continuously changing magnetization and internal 
field resulting in a net reduction in the out-of-plane component of the dynamic 
magnetization, as observed experimentally in the Kerr images. 
 When TDWs are present in the interaction region a stray magnetic field is 
generated by uncompensated magnetic dipoles at the inner edges of the NWs. 
Since the HH and TT TDWs have opposite net magnetostatic charge, the 
magnetic potential is attractive and the TDWs are magnetostatically coupled.96     
Here we estimate the static de-coupling field of the TDWs using TRSKM. Figure 
6.3(a) shows TR signals acquired from the interaction region of the NW pair 
shown in Figure 6.2(a) and (b).  A TR signal acquired from the left-most end of 
the upper NW in Figure 6.2(a) shows that the precession has similar phase near 
to the ends of the NW, while the amplitude is slightly reduced since only a 
single NW is probed. When TDWs are present (absent) in the interaction region 
the precession frequency was 3.8 GHz (3.56 GHz). The higher frequency when 
TDWs are present is consistent with an increase in the demagnetizing field 
since the magnetization is confined across the width of the NW. In addition, the 
static dipolar field of one TDW may contribute to the total internal field within the 
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other TDW. When the TDWs are ejected the magnetization is parallel to the 
length of the NW so the demagnetizing and stray field contributions to the 
internal field are reduced.  
 In Figure 6.3(b) a sequence of TR Kerr images are shown. The images were 
acquired at time delay   in Figure 6.3(a) for which the precession signals with 
and without TDWs show temporal overlap so that it is possible to observe the 
transition between NWs with and without TDWs. First TDWs were generated in 
the interaction region (with pulse generator switched off). HR was reduced to 
remanence and the field orientation rotated through 90º. The first image in 
Figure 6.3(b) shows the dynamic response at remanence (~3 Oe). A reduction 
in Kerr signal observed slightly to the left of the interaction region (indicated by 
arrow) indicates the presence of the TDWs. The shift of this region may be due 
to pinning of the TDWs at edge defects to the left of the interaction region. 
 Before each image was acquired, a magnetic field was applied while the 
impulse generator was switched off to avoid resonance assisted de-coupling of 
the TDWs. The field strength was increased between subsequent images, but 
then reduced to remanence for the acquisition of each image. Images acquired 
after applying a field of 22 Oe and 38 Oe, still show the reduced region of Kerr 
intensity to the left of the interaction region. Differences in the first three images 
may be attributed to the influence of different pinning sites for the TDWs after 
larger magnetic fields have been applied. 
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Figure 6.4. Simulated magnetization curves for single and pair NW configurations. Inset maps of 
the static magnetization are shown where red and blue indicate +Mx and –Mx respectively. The 
height of the curve for the NW pair is twice that of the single NW since only one NW is present 
in the simulated mesh in the latter case. 
 
 Images acquired after a field of 48 Oe was applied, show the TR Kerr signal to 
be more uniform throughout the NW pair, with little difference observed after 85 
Oe, 138 Oe, and HR ~2 kOe (not shown) was applied, indicating that after 48 
Oe the TDWs were ejected. Therefore, the static TDW de-coupling field is 
estimated to be between 38 Oe and 48 Oe. 
 To understand if the experimental TDW de-coupling field was reasonable, 
magnetization curves (starting from zero field) were simulated for single and 
pair NW configurations that assume no edge roughness or thermal effects. 
Figure 6.4 shows the averaged Mx component of the static magnetization 
averaged over the simulated mesh. For the single NW the TDW was ejected at 
15 Oe. In contrast the TDWs of the NW pair were ejected via a series of meta-
stable states. Initially the TDWs are displaced as the domains with 
magnetization parallel to the applied field grow at the expense of the antiparallel 
domains. The TDWs are displaced in opposite directions owing to the TT and 
HH domain structure. Up to 51 Oe, the TDWs retain their remanent state 
structure. However, as the field is increased to 60 Oe, the TDWs are stretched, 
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but remain coupled at the point of closest separation. Above 60 Oe the TDWs 
are de-coupled, ejected and the magnetization in each NW forms a single 
domain. Experimentally it is unlikely that the meta-stable states at larger values 
of the applied field will be realized due to thermal activation of the switching 
process. The experimental estimate of the TDW de-coupling field was found to 
be between ~60% to 80% of the zero temperature simulated values, in 
agreement with previous reports.103 
6.4 Conclusion 
 
 In summary we have used TRSKM to directly observe the presence of TDWs in 
a pair of curved NWs with HH and TT domain structure. From TR Kerr images 
the value of the static de-coupling field was estimated to be between 38 and 48 
Oe in good agreement with a simple micromagnetic model and previous 
reports103. While TRSKM was used to characterise the static de-coupling field in 
this work, dynamic coupling and microwave assisted de-coupling may be 
explored by using an in-plane RF magnetic field to couple to the NW 
resonances102. This experimental approach may prove to be a powerful tool for 
the characterisation of interacting TDWs. 
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Chapter 7 Low temperature time resolved magneto 
optical Kerr effect study of a wedged CoO/Py bilayer 
 
 The sample studied in this chapter was fabricated in the laboratory of Professor 
Qiu at the University of California at Berkley. The low temperature MOKE study 
was carried out by myself at the University of Exeter. XFMR measurements 
were made by Dr. S. Cavill, Dr. M. K. Marcham, Dr. L. Shelford, and myself at 
Beamline I06, of the Diamond Light Source. 
7.1 Introduction 
 
 Chapter 4 is devoted to study the dynamics within a hard disk drive (HDD) 
writer yoke, which is basically a small electric-magnet. The data stored within a 
HDD are read back by detecting the media stray field via a magnetic tunnel 
junction104 which contains a fixed ferromagnetic layer and a free magnetic layer 
separated by a non-magnetic insulator. Usually, the fixed layer is fixed by a 
mechanism called ‘antiferromagnetic/ferromagnetic’ (AFM/FM) exchange bias26 
as has been introduced in Chapter 2.     At the same time in the data storage 
industry, FM/AFM bilayers are also widely used in devices such as magnetic 
random access memory (MRAM)105, which attracts even more attention from 
the data storage industry, since it doesn’t need power to hold the memory. The 
exchange bias occurs at the AFM/FM interface, where the hard magnetization 
of the AFM biases the magnetization of the softer FM26,106,107. However, the 
mechanism of the exchange bias is still not very well understood. Ohldag108 et 
al. have confirmed that it is the small percentage of uncompensated spins near 
the interface that contribute to the exchange bias, while Wu109 et al. showed 
that within the CoO/Fe system, only a small number of frozen spins are enough 
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to generate exchange bias during field cooling, with the frozen and unfrozen 
spins being distributed uniformly within the CoO layer.  
 However, since most of the current and emerging devices must operate in the 
high frequency regime, improved understanding of the magnetization dynamics 
within the FM/AFM system is needed to optimize device design. Nurmikko110 et 
al. have studied magnetizaion dynamics within the NiFe/NiO system by an 
ultrafast optical pump-probe method and observed a coherent magnetization 
rotation induced by an ultrafast ‘unpinning’. Kuanr111 et al. have studied the 
NiO/NiFe system by VNA-FMR (vector network analyser-FMR) and BLS 
(Brillouin light scattering). By comparing the results obtained from these two 
methods they confirmed that the relaxation rate measured by FMR and BLS 
techniques is different. McCord 112  et al. have studied the dynamics of the 
NiFe/IrMn system by pulsed inductive microwave magnetometry (PIMM) and 
observed a transition from superparamagnetic to antiferromagnetic behavior 
with increasing IrMn thickness. McMichael113 et al. have studied the NiO/Py 
system by both hysteresis loop and FMR measurements and found that the 
exchange bias measured within a hysteresis loop is always larger than that 
measured by FMR. In addition, they also showed that in this system the FMR 
resonance field decreases and the linewidth increases as the temperature 
decreases. However, a systematic study of how the AFM layer thickness and 
the temperature affect the exchange biased system has not been reported yet.  
In this chapter, the magnetization dynamics within the FM/AFM system are 
studied by field cooling a CoO(wedge)/Py film so that the effect of both 
thickness and temperature can be determined. 
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 The sample stack structure is shown in figure 7.1(a). A mask was made to 
define the tracks of a CPW shown in figure 7.1(b). This was placed over the top 
of a 10 mm   10 mm   1 mm single crystal MgO(001) substrate. A Ag (50 
nm)/CoO (0 –5 nm)/ Ni80Fe20 (5nm) stack was then deposited onto the the MgO 
substrate by means of Molecular Beam Epitaxy (MBE). The CoO was wedged 
and was formed by growing Co in an oxygen atmosphere (         ). The mask 
was then removed leaving the sample stack patterned in the form of a CPW 
structure. 
7.2 Experimental set up 
 
 This study involves two different measurement techniques, namely TRMOKE 
and XFMR (X-Ray ferromagnetic resonance).  The TRMOKE set up has already 
been introduced in Chapter 3, section 3.2.6.  
 Phase-resolved XFMR50 based on detection of XMCD114 was performed at the 
Diamond Light Source. As shown in figure 7.1(c), a phase modulated RF 
excitation of 4 or 6 GHz was supplied to the CPW and used to generate an in-
plane microwave magnetic field within the sample. The X-ray pulses from the 
synchrotron were phase locked with the RF and directed onto the sample at 
grazing incidence.   The incident X-ray energy was tuned to either the Ni or Fe 
L3 edge in order to resolve the magnetization dynamics within the Py layer. 
Measurements were made in fluorescence yield by collecting photons emitted 
from the decay of excited core electrons by a large area photodiode placed 
immediately in front of the sample. A static magnetic field of variable strength 
was applied along the CPW in the plane of the sample. 
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Figure 7.1. (a) The sample stack structure. (b) Positions studied by MOKE. There is no CoO at 
position 1, 1nm of CoO at position 2, ~3-4nm of CoO at position 3 and ~4-5nm of CoO at 
position 4. (c) Schematic of the detection scheme.  
 
7.3 Results and discussion 
 
 Kerr hysteresis loops were acquired first in order to quantify the exchange bias 
and coercivity occurring at different temperatures and for different thickness of 
CoO. Figure 7.2 shows the hysteresis loops obtained from different positions on 
the wedge at different temperatures.  
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Figure 7.2. Kerr hysteresis loops from different positions on the wedge measured at different 
temperatures. Loops have been offset vertically for the sake of clarity. POS denotes positions 
marked in Figure 7.1 (b). There is no CoO at position 1, 1nm of CoO at position 2, ~3-4nm of 
CoO at position 3 and ~4-5nm of CoO at position 4. 
 
 Figure 7.2(a) shows that at 330 K, which is well above the Néel temperature of 
CoO (291K), the coercivity of the system does not have any obvious 
dependence on CoO thickness increases until the thick end of the wedge is 
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reached.   Unsurpisingly, no exchange bias was observed, since the CoO layer 
is expected to have paramagnetic order. Hysteresis loops in figure 7.2(b) and (c) 
were acquired at 250 K and 200 K. The sample was field cooled from 330 K to 
90 K in a bias field of 800 Oe applied along the length of wedge before being 
warmed to the measurement temperature. The coercivity is seen to increase 
dramatically as the CoO thickness increases, especially at positions 3 and 4, at 
both temperatures. Increased coercivity may be expected as AFM order is 
established within the CoO layer since more energy is needed to reverse the 
FM layer magnetization due to the exchange interaction with spins at the CoO 
interface 115. However, no exchange bias was observed. This suggests that the 
AFM state is disordered, possibly because the lack of epitaxy between the CoO 
and Py prevents the field cooling from inducing a net spin polarization at the 
CoO interface. 
 Figure 7.3 and 7.4 shows the dynamic response for excitation at 2 and 4 GHz. 
Field sweeps were made with a fixed phase difference between the probe laser 
pulse and the RF waveform. Two values of the phase were used that were 
different by 
 
 
 radians. Since the absolute phase of the RF waveform was 
unknown, the complex signal was plotted in the Argand plane and rotated, using 
the matrix (7-1), so that the rotated components had dispersive and absorptive 
character respsectively. 
  (
         
        
).                                                                                        (7-1) 
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Figure 7.3. Kerr signals proportional to the imaginary part of the magnetic susceptibility for 2 
GHz RF excitation. A vertical offset has been introduced for the sake of clarity. 
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Figure 7.4. Kerr signals proportional to the imaginary part of the magnetic susceptibility for 4 
GHz RF excitation. A vertical offset has been introduced for the sake of clarity. 
 
 The resonance fields and linewidths were extracted from the absorptive part of 
the susceptibility by fitting the data acquired with negative bias field to a Lorentz 
function are shown in Figure 7.5. Position 1 has no CoO under the Py layer. 
Since the Py has a relatively high Curie temperature (723 K) its magnetization is 
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effectively constant for the range of temperatures studied here.  Therefore no 
significant change of the resonance field and linewidth is observed with 
decreasing temperature.  
 
Figure 7.5. (a), (b) temperature dependence of resonance field and linewidth respectively at a 
frequency of 2 GHz.  (c), (d) temperature dependence of resonance field and linewidth 
respectively at a frequency of 4 GHz. 
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However the linewidth at this position has similar temperature dependence at 
both 2 and 4 GHz. At positions 3 and 4, the signals are significantly broader at 
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and 2 demonstrates the strong sensitivity to the CoO underlayer. It also appears 
that most of the traces have no clear symmetry with respect to the sign of the 
applied bias field. For example, in figure 7.3(a), at negative field the trace has 
somewhat large amplitude and has shape consistent with the absorptive part of 
the susceptibility, while at positive field the signal appears to be an admixture of 
the dispersive and absorptive components.  This may occur if the phase 
difference between the RF field and the laser probe varies during the field scan. 
Since the sample chip and printed circuit board (PCB) were connected by silver 
paint, it is possible that the changing magnetic field leads to some mechanical 
displacement of the sample chip and its connection to the PCB causing a 
change in impedance and hence a change in the phase of the microwave 
current.  
 
Figure 7.6. XAS scans through the Co L3 and L2 edges. The thickness values of the CoO at 
different positions on the wedge are shown within the legend. 
 In order to obtain a deeper understanding of the dynamic behaviour of the 
CoO/Py system, phase resolved X-ray magnetic ferromagnetic resonance was 
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performed on this sample at the Diamond Light Source. As shown in Figure 7.6, 
X-Ray absorption spectra (XAS) acquired near the CoO edge at room 
temperature show a monotonic increase of the CoO signal as the X-ray spot is 
scanned towards the thick end of the wedge. The thickness values shown in the 
figure were calculated from the position along the wedge. 
 
 
Figure 7.7. XFMR field sweeps at the Ni and Fe L3 edges at 2 GHz for ~1nm CoO at room 
temperature. The output of the X and Y output channels of the lock-in amplifier (LIA) are shown. 
 
 Figure 7.7 shows XFMR field sweeps at the Ni and Fe L3 edges at 2 GHz and 
room temperature for ~1nm CoO.  The lack of symmetry of the FMR curves 
seen in Figures 7.3 and 7.4 is also present in figures 7.7(a) and (c). It should be 
noted that the XFMR field sweeps show absorptive components of the 
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susceptibility that have the same polarity at both positive and negative fields, 
while the Kerr field sweeps show the polarity changing as the field direction is 
reversed. This is because the two techniques sense different components of the 
magnetization. The magnetization is excited by a torque ~   ( ) within the 
small amplitude regime. Here  is the magnetization of the sample, and  ( ) is 
the dynamic field perpendicular to the bias field, which is dominated by the in-
plane RF magnetic field.  The Kerr signal is dominated by the out-of-plane 
component of , which oscillates with opposite phase when the polarity of the 
field and hence the equilibrium direction of  is reversed. However, in XFMR, 
the grazing incidence X-ray, shown in Figure 7.1(c), mainly senses the 
oscillating in-plane magnetization component perpendicular to the waveguide. 
The phase of this component remains unchanged when the direction of the 
static magnetization is reversed. 
 
Figure 7.8. XFMR field sweep at the Ni L3 edges at 2 GHz and 330K for ~1nm CoO thickness.  
 
 Figure 7.8 shows XFMR field sweeps at the Ni L3 edge at 330 K and 2 GHz for 
1 nm CoO. The signal is noisier but the lack of symmetry with respect to field 
(a) (b)
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polarity is still observed. No exchange bias was expected since the 
measurement temperature exceeded the Néel temperature. Both XFMR and 
MOKE field sweeps show that at 330 K, for 1 nm CoO, the resonance field is 
~40-60Oe. 
 In order to study the coupling between the AFM and the FM layer, and the 
dynamics of the AFM/FM interface, dynamic XMLD measurements were 
performed to study the dynamics of the Co moments. Figure 7.9 shows the Co 
moments that align perpendicular to the permalloy moments. The electric field 
of the x-rays is applied along the direction of the permalloy moments. Figure 7.9 
(b) shows how during FMR the permalloy magnetization precesses and as a 
result the interfacial Co moments try to reorient so as to remain at 90° to the 
magnetization of the permalloy. No XMCD should be observed but a dynamic 
XMLD signal can in principle be detected. 
 
Figure 7.9. Schematic diagrams of the geometry used for the XMLD measurement. (a) The 
equilibrium configuration (RF off). The cooling field was applied along the waveguide to align 
the magnetization of the permalloy. The Co moments then align perpendicular to the permalloy 
moments. The electric field of the x-rays is applied along the direction of the permalloy moments. 
(b) During FMR the permalloy magnetization precesses and the interfacial Co moments attempt 
to reorient so as to remain at 90° to the magnetization of the permalloy.  
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 Figure 7.10 shows the dynamic XMCD signals obtained for Ni and XMLD for 
Co. Prior to measurement the system was field cooled to liquid nitrogen 
temperatures from 330 K with a 2 kOe field applied along the symmetry axis of 
the CPW. The Ni response (red curve) has the character of the imaginary 
component of the susceptibility. The Co data was obtained from the average of 
10 scans and so shows reduced noise as compared to the Ni data, where only 
a single scan was recorded. There is a possible feature in the Co dynamic 
XMLD at about 0.015 T (150 Oe) but further measurements are required to 
confirm its existence and explore its character. 
 
Figure 7.10. Field dependence of dynamic XMLD signals for Co and XMCD signal for Ni 
recorded at 6 GHz frequency. The dynamic XMLD measurement was made at the Co    edge 
using the same RF phase as used to record the Ni response. The CoO data represents an 
average of 10 scans and is therefore less noisy than the Ni data for which only a single scan 
was acquired. 
7.4 Conclusion 
 
 Time resolved magneto-optical Kerr effect and phase modulated X-ray 
ferromagnetic resonance measurements have been performed on the CoO/Py 
system for different values of temperature, RF frequency, and CoO thickness. 
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Kerr hysteresis loops did not yield any evidence of exchange bias for 
temperatures between 200 K and 330 K for any thickness of CoO. However 
increased coercivity was observed for increasing CoO thickness and decreasing 
temperature, suggesting the development of antiferromagnetic order within the 
CoO layer. The absence of exchange bias is attributed to the lack of an epitaxial 
realtionship between the CoO and Py layers which leads to frustration of the 
AFM order upon field cooling. TRMOKE measurements of FMR show some 
features that have no clear symmetry with respect to the reversal of the bias 
field perhaps due mechanical changes in the electric contacts within the 
cryostat. The Kerr signals disappeared quickly as the temperature was 
decreased. A limited amount of XFMR data was obtained that confirmed the 
behaviour observed by TRMOKE. A preliminary measurement of dynamic 
XMLD establishes a method for studying the dynamics of the antiferromagnet at 
the AFM/FM interface.   
7.5 Future works 
 
 The preliminary measurements made upon the CoO/Py system revealed two 
problems. Firstly, no macroscopic exchange bias was observed due to the lack 
of an epitaxial relationship between the Py and the CoO. Secondly, the signals 
obtained from the middle and thick end of the CoO wedge became very broad 
and noisy as the temperature was reduced. Therefore, the effect of inserting of 
a few monolayers of Fe between the CoO and Py, to obtain an epitaxial 
relationship between the FM and AFM, will be studied in future.  
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Chapter 8 Conclusion 
 
 Time resolved scanning Kerr microscopy (TRSKM) has been used to study a 
number of different magnetic systems, including hard disk drive writer yokes, 
magnetic vortices arrays, coupled domain walls and AFM/FM systems.  
 In chapter 4, TRSKM was performed on different hard disk drive writer yokes 
designs. We have confirmed that the dynamic response of the writer is very 
sensitive to the driving conditions.  For the same yoke stack structure and same 
driving frequency, flux beaming seems to occur only when the driving amplitude 
is not too large, in agreement with the previous study of Kasraj48 et al.  The SAF 
yoke design did not yield good writing dynamics, perhaps because the inter-
layer exchange coupling cannot produce a simple antiferromagnetic alignment 
of layers within a very thick yoke. Since the driving conditions is one of the key 
factors which affects the writer dynamics, a systematic study of the driving 
condition within a particular writer design is necessary. The amplitude of the 
driving pulse should be varied while keeping the same repetition rate and pulse 
width, and the pulse width should be varied while keeping the amplitude and 
repetition rate constant. At the same time, higher pulse repetition rates should 
be considered since the driving frequency within a real hard drive is much 
higher than 1 MHz. 
 In chapter 5, we have demonstrated that TRSKM measurements of the polar 
Kerr effect can be used to detect vortex gyration, excited by a microwave 
waveform, in individual square nanomagnets with size smaller than the focused 
spot diameter.  TRSKM images revealed differences in the phase of vortex 
gyration within individual elements of an array for which inter-element dipolar 
interactions are expected to be weak.  These differences arise both from 
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variations in the gyration frequency of individual elements and also the different 
possible polarization and circulation of the vortex state.  The distribution of 
equilibrium states within the elements may be influenced by structural 
imperfections, but thermal effects were also shown to play a role since different 
equilibriums states were obtained when the same field initialization process was 
repeated. TRSKM images of an array of closely spaced nanomagnets revealed 
regions of uniform contrast extending over lengths comparable to that of either 
one or two elements. Simulations showed that the spatial extent of regions of 
uniform contrast depends strongly on the equilibrium configuration, including the 
circulation and polarization within individual elements. For certain equilibrium 
configurations, dynamic simulations revealed splitting of the gyrotropic mode.  
The present work demonstrates the rich magnetization dynamics that may be 
achieved by controlling the circulation and polarization of vortices within an 
array of nanomagnets.  More extensive micromagnetic simulations are required 
to understand the character of the collective gyrotropic modes that may occur. 
More experimental works on arrays with smaller dimensions are required as 
well to explore the interaction between the elements. 
 In chapter 6, we have used TRSKM to directly observe the presence of TDWs 
in a pair of curved NWs with HH and TT domain structure. From TR Kerr 
images the value of the static de-coupling field was estimated to be between 38 
and 48 Oe in good agreement with a simple micromagnetic model and previous 
reports. While TRSKM was used to characterise the static de-coupling field in 
this work, dynamic coupling and microwave assisted de-coupling may be 
explored by using an in-plane RF magnetic field to couple to the NW 
resonances. This experimental approach may prove to be a powerful tool for the 
characterisation of interacting TDWs.  
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 In chapter 7, time resolved magneto-optical Kerr effect and phase modulated 
X-ray ferromagnetic resonance measurements have been performed on the 
CoO/Py system for different values of temperature, RF frequency, and CoO 
thickness. Kerr hysteresis loops did not yield any evidence of exchange bias for 
temperatures between 200 K and 330 K for any thickness of CoO. However 
increased coercivity was observed for increasing CoO thickness and decreasing 
temperature, suggesting the development of antiferromagnetic order within the 
CoO layer. The absence of exchange bias is attributed to the lack of an epitaxial 
realtionship between the CoO and Py layers which leads to frustration of the 
AFM order upon field cooling. TRMOKE measurements of FMR show some 
features that have no clear symmetry with respect to the reversal of the bias 
field perhaps due mechanical changes in the electric contacts within the 
cryostat. The Kerr signals disappeared quickly as the temperature was 
decreased. A limited amount of XFMR data was obtained that confirmed the 
behaviour observed by TRMOKE. A preliminary measurement of dynamic 
XMLD establishes a method for studying the dynamics of the antiferromagnet at 
the AFM/FM interface. The preliminary measurements made upon the CoO/Py 
system revealed two problems. Firstly, no macroscopic exchange bias was 
observed due to the lack of an epitaxial relationship between the Py and the 
CoO. Secondly, the signals obtained from the middle and thick end of the CoO 
wedge became very broad and noisy as the temperature was reduced. 
Therefore, the effect of inserting of a few monolayers of Fe between the CoO 
and Py, to obtain an epitaxial relationship between the FM and AFM, will be 
studied in future.  
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Appendix 1 Bi-Polar electrical impulse generation  
 
 The bi-polar pulses used in the study presented in chapter 4 were generated by 
an assembly of two power dividers, a pulse polarity reverser and some carefully 
selected SMA cables. A sketch of the assembly is shown in Figure A1.1. 
 
Figure A1.1 Sketch of the assembly used for bi-polar pulse generation, containing an Atlantic 
RF BPD-005020-2 power divider, an AVTECH AVX-2 pulse polarity reverse, and a PSPL 5333 
power divider. 
PSPL Power Divider 
(Three Resistance)
AVETCH 
Pulse Polarity 
Reverser
AVTECH Pulse 
Generator
Atlantic RF Power 
Divider (Wilkinson)
Bi-Polar pulse
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The components should be assembled in the following sequence:  
1. Connect the AVTECH pulse generator to the Atlantic power divider 
(Wilkinson power divider116) and send the two output pulses into two channels 
of a sampling oscilloscope. Adjust the amplitudes of the pulses by adjusting the 
amplitude control of the AVETCH (the two channels should have the same 
amplitude). 
2, Connect the AVTECH pulse polarity reverser to reverse the polarity of one of 
the pulses. If the connection is well impedance matched, two pulses should now 
have the same shape with only opposite polarity and slightly different amplitude 
due to the attenuation of the pulse reverser, as shown in Figure A1.2. Pulse 2 is 
the reversed pulse and therefore slightly lags pulse 1. 
 
Figure A1.2 Oscilloscope screen shot of the two pulses with opposite polarity. 
3, Add SMA cables of different length into the path of pulse 1 until it is delayed 
so as to rise at the second blue line shown in Figure A1.2. 
4, Combine the two pulses using the PSPL power divider (three resistor power 
divider). Figure A1.3 shows the resulting bi-polar pulse recorded by the 50 GHz 
Pulse 1
Pulse 2
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sampling oscilloscope. It is recommended that the two pulses be viewed 
separately by removing the PSPL power divider before adjusting the pulse 
amplitude. The cable length should then be readjusted before re-combining the 
pulses. This is because the phase of rising edge of the pulse usually changes 
while adjusting the amplitude of the AVTECH output. 
 
Figure A1.3 Bi-polar pulse recorded by a 50GHz sampling oscilloscope 
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