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Biochemical oscillations are ubiquitous in nature and allow organisms to properly time their
biological functions. In this paper, we consider minimal Markov state models of non-equilibrium
biochemical networks that support oscillations. We obtain analytical expressions for the coherence
and period of oscillations in these networks. These quantities are expected to depend on all details
of the transition rates in the Markov state model. However, our analytical calculations reveal
that many of these details - specifically, the location and arrangement of the transition rates -
become irrelevant to the coherence and period of oscillations in the limit where a high chemical
affinity drives the system out of equilibrium. This theoretical prediction is confirmed by excellent
agreement with numerical results. As a consequence, the coherence and period of oscillations can
be robustly maintained in the presence of fluctuations in the irrelevant variables. While recent
work has established that increasing energy consumption improves the coherence of oscillations, our
findings suggest that it plays the additional role of making the coherence and the average period of
oscillations robust to fluctuations in rates that can result from the noisy environment of the cell.
Many organisms possess circadian rhythms, “internal
clocks” implemented as a series of chemical reactions that
result in periodic oscillations in the concentrations of cer-
tain biomolecules over the course of a day [1, 2]. These
oscillations are essential to regulate the timing of biolog-
ical functions because they allow organisms to anticipate
changes in daylight, thereby increasing the fitness of the
organism [1, 3, 5]. Yet, each chemical reaction underly-
ing a biochemical oscillator is a stochastic process, which
leads to fluctuations in the period of oscillations and af-
fects how accurately it can tell time. In addition to this
inherent noise, other aspects of the heterogeneous envi-
ronment inside a cell can increase the uncertainty in the
clock’s period [6]. Understanding how biological organ-
isms can robustly maintain the time scales of their clocks
in the presence of these fluctuations is hence a central
question [7–11], which we address in this letter. Our
main result shows that in the limit that oscillations are
driven by a high chemical affinity, the number of param-
eters that control their time scales can decrease dramat-
ically. Oscillator time scales thus become insensitive to
changes in many parameters, making them robust and
tunable in the presence of fluctuations when the affinity
- the nonequilibrium driving force - is high.
The model we use to derive our results (Fig. 1) is mo-
tivated by the fact that in the most general sense oscil-
lators undergo (noisy) limit cycles. The model consists
of N states connected in a ring that represents a projec-
tion of an oscillator’s average limit cycle. For instance,
in the well-studied KaiABC oscillator of the cyanobac-
teria S. elongatus, these states would represent the dif-
ferent phosphorylation states of a population of KaiC
proteins [4, 12, 13]. The system can hop between states
with rates k±i , which could represent (de)phosphorylation
rates. The source of oscillations is that the forward reac-
tion rates in the KaiABC cycle are larger than the reverse
rates. The rates in our model reproduce this asymmetry,
creating a non-equilibrium steady state with a net clock-
wise current [14]. The chemical driving force responsible
for the current can be quantified by the “affinity” of the
network, A ≡ log∏Ni=1 k+i /k−i [14]. In the case of KaiC,
which is an ATPase, the affinity is provided by the highly
exergonic hydrolysis of ATP [15]. If the system is initial-
ized on a state i0 in a network with a non-zero affinity,
the probability associated with finding the system in any
state will exhibit damped oscillations. The period of the
oscillations reflects the average time taken by the sys-
tem to traverse the ring and return to the state i0. The
damping in the oscillations is an unavoidable consequence
of the stochastic nature of the transitions. The ratio R
of the damping time to the oscillation time provides a
figure of merit for the coherence of oscillations in the
network [11, 16–18].
In principle, R depends on all the details of the
rates k±i in the network. However, in line with a large
body of work that generically connects energy dissi-
pation to accuracy in biophysical processes [20–25], it
has been suggested that irrespective of these details
the affinity bounds the coherence of biochemical oscil-
lations [8, 17, 18, 26]. In particular, Barato and Seifert
recently conjectured an upper bound on R as a function
of the number of states N and the affinity A of the bio-
chemical network [8]. The bound is saturated when the
network is uniform; that is, when all of the counterclock-
wise (CCW) rates in the network are equal and all of the
clockwise (CW) rates are equal. In this uniform limit,
the bound tells us that only two variables (N and A)
determine R. However, the bound is a weak constraint
for non-uniform networks with arbitrary rates [8, 17] and
hence it is unclear which variables control the time scales
of the oscillator
in the presence of rate fluctuations. If the time scales
depend sensitively on all of the rates in the network,
then they might vary dramatically with any fluctuations.
Conversely, if they depend on only a small subset of the
variables, then they will be robust to any fluctuations
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FIG. 1. A network of the kind studied in this paper as a model
for a biochemical oscillator. (a) Biochemical oscillators trace
a limit cycle in a high-dimensional state space of chemical con-
centrations. In this example of the KaiC oscillator, reprinted
from Ref. [19], the axes represent the fraction of KaiC phos-
phorylated at each of two sites. (b) We approximate these
limit cycles by projecting them down on to a single cycle of
states. (c) Each node represents a state of the system, for
instance, a phosphorylation state of KaiC. The system hops
between states with rates k±i and is driven out of equilibrium
by an affinity A. This creates a net clockwise current, result-
ing in damped oscillations in the probability associated with
finding the system in a particular state. We probe the depen-
dence of the oscillation time scales on the rates of the network
by adding ‘defect rates’ h±j to the uniform network, for which
the time scales are known, and obtaining expressions for the
coherence and period of oscillations in the disordered network.
Our theory works in almost completely disordered networks,
where only one rate is equal to the uniform value.
that do not affect this subset. We probe this question
by obtaining analytical expressions for the time scales of
Markov state models with non-uniform rates. As well as
confirming the bound in Ref. 8, our main result, sum-
marized in Eqs. 3 - 4, is that the number of coherent
oscillations R and the period of oscillations T , which in
general depend on the magnitudes and locations of the
all of the rates in the Markov state model, depend only
on the single-site distribution of the rates when the affin-
ity is sufficiently high. Our theory thus predicts that
R and T are predictable using only the statistics of rate
magnitudes and robust to any changes in the locations
of the rates and any correlations between them. Numer-
ical results confirm that with values of the affinity well
within what is typically provided by ATP hydrolysis, our
prediction is accurate even for networks where all of the
rates take on random values that range over more than
an order of magnitude. This confirms our prediction that
the period and coherence of oscillations are controlled by
a small set of parameters due to the presence of strongly
non-equilibrium driving forces. As a consequence of our
analytical theory, we find that high affinity significantly
decreases the variance of R and T over an ensemble of
realizations of the rate disorder. This is our second main
result. From a technical perspective, our results allow us
to access values of the coherence and period in disordered
regimes where R is significantly smaller than the upper
bound. From a biological perspective, our results suggest
that as well as minimizing inherent fluctuations due to
the stochasticity of the underlying processes [8–10, 17], a
large energy budget has the additional, as-yet-unexplored
advantage of making the coherence and period of oscil-
lations robust and tunable even in the presence of the
additional level of disorder in reaction rates.
An analytical expression for R and T in disor-
dered networks. As in Ref. 8, we compute R from the
ratio of the imaginary to real parts of the first non-zero
eigenvalue (φ) of the transition rate matrix associated
with the Markov state network. We also approximate the
period of oscillations by T ≈ 2pi/| Im[φ]| and the correla-
tion time by τ ≈ −1/Re[φ]. Formally, T and τ depend
on all the eigenvalues of the transition rate matrix. In
the Supplementary Material (SM) [27], we show that φ
captures the important features of T and τ .
The conjecture in Ref. 8 states that for a fixed affinity
A and number of states N , R is bounded by
R ≤ cot(pi/N) tanh[A/(2N)] ≡ R0 (1)
and that the bound is saturated in a uniform network,
that is, when all of the rates in each direction are equal:
k+i = k
+ = exp(A/N)k− and k−i = k− for all i. The
transition rate matrix W(0) for the uniform network is
given by
W
(0)
ji = k
+δi,j−1 + k−δi,j+1 − (k− + k+)δi,j . (2)
W(0) is a circulant matrix whose ith row is the top row
shifted to the right by i columns [28]. Its eigenvalues
are the discrete Fourier transform of the first row, giv-
ing φ(0) = −(k+ + k−) + k+e−2pii/N + k−e2pii/N from
which R0 is immediately recovered. We begin from this
known result in order to find how the addition of disorder
changes φ and R. We perturb the uniform network by
adding some number m ≤ N−1 of “defect rates” denoted
h±j as illustrated in Fig. 1; these could be due to some
inherent asymmetry in the network (i.e. not all of the
3reactions making up the cycle are the same), or due to
fluctuations in variables such as concentration that affect
reaction rates.
Rather than directly perturbing W(0), which would re-
strict the defect rates to be close to the uniform rates,
we recast the eigenvalue problem in terms of transfer ma-
trices [29]. The transfer matrix formulation is useful for
studying properties of systems with high degrees of trans-
lational symmetry and rapidly decaying spatial interac-
tions and has been used to study localization in tight
binding models [30] and neural networks [31], as well as
dynamic [29] and structural phase transitions [32].
A detailed derivation is provided in SM section II [27].
The essential insight that it provides is as follows: in
general, the new eigenvalue φ, and therefore R, depends
on all the details of the perturbed transition rate matrix.
However, when the value of A/N is large, significant sim-
plifications are possible, leading to the following expres-
sion that depends only on the values of the defect rates
and not their relative locations:
φ = φ(0) + γ (3)
γ =
1
m−N
m∑
j=1
log
(
ζ ′j(γ)
)
+
1
2(m−N)2 (log
(
ζ ′j(γ)
)
)2
(4)
An expression for ζ ′j(γ) is given in SI Eqs. 38 and 41
- it is a function only of γ, the jth defect rate and of
the uniform rates, and is independent of the rates at any
other site. Eq. 4 is a nonlinear equation for γ which
must be solved self-consistently. In SI Eq. 50, we provide
a linear expansion. Our theoretical predictions in this
paper are obtained numerically by searching for solutions
to Eq. 4 near to the linear answer. Eq. 4 shows how
the number of parameters that conrol the coherence and
oscillation timescales decreases dramatically due to high
chemical affinity.
We emphasize that this result is only valid if the affin-
ity per state is sufficiently high (in practice, as we show
below, A/N = 2 is sufficient). Specifically, N/A sets a
length scale for correlations between defect rates, so that
if N/A  1 even adjacent defect rates become decorre-
lated. φ generally depends on O(N) parameters: specif-
ically, all the values and locations of the uniform and
defect rates in the model. Eqs. 3 - 4 predicts that in
this limit, φ depends on only a small, fixed number of
parameters that does not scale with system size, namely,
enough to specify the single-site probability distribution
of the rates. As such, changes in the remaining, irrelevant
parameters will not affect oscillator timescales - in other
words, the oscillator is robust to these changes. As we
demonstrate below, this implies that the timescales and
coherence of oscillations can be maintained even when no
two rates in the network have the same value.
Accurate theoretical predictions of coherence
and period of oscillations with strong non-
equilibrium driving. To test the limits of Eq. 3, we
compared it to the result of numerical diagonalization
for networks of size N = 100 with up to 99 defect rates
placed at random locations in the network. We consid-
ered networks with quenched disorder: we set all CCW
rates to k− = h−j = 1 and randomly selected the CW
defect rates h+j from a Gaussian probability distribution
PG(σ˜,A0, N) with mean k+ = exp(A0/N) and standard
deviation σ = σ˜ exp(A0/N), and with a lower cutoff at
0.1 so that we do not select rates that are very close to
zero or negative. This prescription naturally allows the
affinity to vary between networks - we show results for
networks with fixed affinity in Fig. 3 of the SM [27] that
confirm the bound in Eq. 1. Fig. 2 shows the impor-
tance of a high affinity (A0/N , the value of the affinity
in the uniform network) for controlling R and T . Our
prediction from Eq. 3 improves with increasing A0/N :
for A0/N = 2, Fig. 2 shows that Eq. 4 is accurate
even when practically all of the rates in the network are
random and 〈R〉 is 40% less than the bound R0 [33].
(For comparison, the 24-state cycle of KaiC hexamer has
A/N >∼ 10 [12, 15, 34].)
While minimizing phase diffusion and thereby maxi-
mizing R is a priority for a biochemical clock to keep
time accurately, it is additionally important that T , the
period of oscillations, be robust and tunable, for exam-
ple in order to match with an external signal [5]. Our
theory (Eq. 4) shows that T can be reliably controlled
in the high affinity limit even in the presence of substan-
tial disorder, and we also find that the spread of T values
decreases significantly with increasing affinity. The excel-
lent agreement of numerical results with our theoretical
expression reveals a role for non-equilibrium driving that
has, to the best of our knowledge, not been previously ar-
ticulated: in addition to suppressing the uncertainty in
the period due to the inherent stochasticity of the pro-
cesses underlying oscillations, it also makes the oscillator
timescales more robust by decoupling the rates of these
processes.
The coherence and period of oscillations are ro-
bust to biologically relevant rate fluctuations. The
“number of defect rates” is a convenient measure of disor-
der to use in the context of our theory, but is not clearly
related to a biological scenario; in general we would ex-
pect all rates to fluctuate, for instance due to local fluctu-
ations in the concentration of ATP, and that the disorder
would be quantified by the size of the fluctuations. In
Fig. 2 we showed that our perturbation theory can han-
dle networks where effectively all of the rates fluctuate.
In Fig. 3, we further investigate these fully disordered
networks by showing how R and T vary as a function of
the spread of rates σ in a network with all CCW rates
set to 1 and all CW rates drawn from the distribution
PG(σ˜,A0, N) (defined in the previous section). All of
our findings still hold: the prediction becomes more ac-
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FIG. 2. Coherence R and period T of an oscillator as a func-
tion of the percent of defect rates show that these values
become more robust (spread of values decreases) and more
predictable at high affinity. Results are for networks with
N = 100 states. All CCW rates are set to 1. CW defect
rates h+j are drawn from a Gaussian distribution with mean
k+ = exp(A0/N) and standard deviation 0.4k+. Because the
distributions of R and T are asymmetric, we plot the median
(solid line) ± one quartile (shaded region) of the numerical
values for 500 samples of defect rates. The dashed lines are
the median theoretical predictions for 500 samples of defect
rates. The affinity is allowed to vary. For A0/N = 2 (blue),
our theory is accurate even when % defects ≈ 100.
curate (Fig. 3a, b) and the spread of values of the time
scales decreases (Fig. 3c) as the affinity A0 increases. In
these networks the affinity naturally varies, and the av-
erage time scales are robust to these small variations.
Finally, we consider changes in the uniform rate, or
A0/N . The bound in Eq. 1 implies that in a uniform
network, the coherence R becomes insensitive to changes
in the affinity (Fig. 3c). However, it is not clear whether
this will be the case in a disordered network. In Fig. 3, we
show that even in a disordered network where R < R0,
the dependence of R on A0/N vanishes smoothly for val-
ues of A0/N greater than ∼ 5. In this regime, our ana-
lytical results demonstrate how - due to non-equilibrium
driving - the coherence is insensitive to large global fluc-
tuations in the affinity that change the average rate k+
as well as to small local fluctuations that cause the rates
to fluctuate about k+.
Discussion and Conclusions. Biochemical oscilla-
tors, which can function as internal clocks, operate in
noisy environments that can affect the ability of the clock
to tell time accurately; yet somehow these oscillations
continue with a well-defined period over long times. Here,
we present analytical calculations supported by numeri-
cal results that show how a biochemical oscillator mod-
eled as a Markov jump process on a ring of states (Fig. 1)
can use high chemical affinity (for instance, in the form
of ATP) to robustly maintain and tune its time scales
even in the presence of a substantial amount of disorder.
While previous work [8] has postulated an upper bound
bound
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FIG. 3. (a) R and (b) T for a totally disordered networks
of size N = 100 as a function of the standard deviation of
the distribution of defect rates. All CCW rates are set to 1.
CW defect rates h+j are drawn from a Gaussian distribution
with mean k+ = exp(A0/N) and standard deviation σ =
σ˜k+. Results in right column are for networks with σ˜ = 0.3,
indicated in gray. (c) The absolute value of R as a function of
A0/N plateaus in a totally disordered network with σ˜ = 0.4
as well as in uniform networks (given by the bound in Eq. 1).
As a result, dR/d(A0/N) goes smoothly to zero with the same
rate in the disordered and uniform networks, even thoughR is
far from the bound. (d) The ‘spread’, defined as the distance
between the median ± 1 quartile of the data, as a function of
the affinity. As predicted, it decreases with increasing affinity.
Black dashed lines are theoretical predictions in all plots.
on the number of coherent oscillations that such a model
can support in terms of the chemical affinity, the bound
can be loose, and does not elucidate the dependence of
the number of oscillations on the details of the rates in
the network [8]. We close this gap by showing how in the
limit of high affinity, the number of relevant variables
controlling the coherence and time scales of oscillations
dramatically decreases.
Specifically, we consider Markov state networks such
as those in Fig. 1 and sample the rates from a probabil-
ity distribution in order to mimic disorder in biological
systems. Our analytical theory in Eqs. 3 - 4 reveals that
in the limit of high affinity, the period of oscillations and
the number of coherent oscillations depend only on the
statistics of the probability distributions from which the
rates are sampled. Factors such as the distance between
the defect links or correlations between defect rates be-
come irrelevant, and the time scales of oscillations be-
come robust to fluctuations in these irrelevant variables.
Our results give insight in to why biochemical oscil-
lators might evolve to consume large amounts of energy
in the form of ATP [15]. In addition to the previously
known function of suppressing uncertainty in the period
of the oscillator for a system with uniform rates [8, 17], it
also makes the time scales of the oscillator more robust to
fluctuations in the rates caused by the noisy environment
of the cell.
5One limitation of our results is that we restricted our-
selves to a single cycle of states, representing the average
path of a limit-cycle oscillator in a high-dimensional state
space. We anticipate that our results can be extended to
situations where the oscillator is allowed to fluctuate off
of this average path. In Ref. [8], the authors argue that in
a multicyclic network one cycle will dominate and that
the bound on global oscillations will be limited by the
affinity and number of states of the dominant cycle. Sim-
ilarly, if the oscillator has a dominant cycle and multiple
secondary cycles, we expect that our results can be ap-
plied by coarse-graining the secondary cycles to obtain
effective rates and then using our expression in Eq. 3 for
the main cycle. This extension will be explored in future
work. Our theory, and its implications for the robustness
of oscillator timescales, is therefore expected to be rele-
vant to a broad class of networks with disordered rates
and potentially many cycles.
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Supplementary Material: High chemical affinity increases the robustness of
biochemical oscillations
Clara del Junco and Suriyanarayanan Vaikuntanathan
Department of Chemistry and The James Franck Institute, University of Chicago, Chicago, IL, 60637
I. THE FIRST NON-ZERO EIGENVALUE AS AN APPROXIMATION OF THE NUMBER OF
COHERENT OSCILLATIONS AND PERIOD OF OSCILLATIONS
In a system such as the one pictured in Fig. 1 of the main text, we can define correlation function C11(t) as the
conditional probability of the system being in state 1 at time t given that it began in state 1 at time 0. It is given by
the solution of the master equation:
C11(t) ≡ [exp(Wt)P(0)]1 (1)
=
N−1∑
m=0
1
N
eφjt (2)
=
N−1∑
m=0
exp[−Re[φj ]t](cos[Im[φj ]t] + i sin[Im[φj ]t]) (3)
where φj are the N eigenvalues of the N ×N matrix W and [...]1 is the first element of the vector.
To see why the first non-zero eigenvalue φ1, which we simply denote φ in the main text, is sufficient to approximate
the number of coherent oscillations, we begin with the uniform case. As noted in the main text and illustrated in
Fig. 1, the transition rate matrix W0 for this system is a circulant matrix whose eigenvalues lie in an ellipse in the
complex plane with semi-major axis a = k+ + k− and semi-minor axis b = k+ − k− centered on the point (−a, 0).
When the affinity is large and k+/k−  1, this effectively becomes a circle of radius r = k+ centered at (−r, 0).
The first eigenvalue is φ0 = 0, so the first term of the sum in Eq. 2 gives a constant contribution of 1/N . The
angle from the real axis to the jth eigenvalue φj is 2pij/N . The imaginary part of φj is given by r sin(2pij/N), and
the period of oscillations of the mth term in Eq. 3 is Tj = 2pi/(r sin(2pij/N)). The ratio of T1 from the first non-zero
eigenvalue to Tj from any subsequent eigenvalue is:
Tj
T1
=
sin(2pi/N)
sin(2pij/N)
≈ 2pi/N
2pij/N
=
1
j
(4)
for N  j. The total period of the oscillations is therefore always T1. Since Re[φ1] < Re[φj ] for all j > 1, the number
of oscillations of the correlation function N is given exactly by | Im[φ1]|/(−2piRe[φ1]) = R/2pi. Moreover, by the
same reasoning the ratio of decay times τj/τ1 where τi = −1/Re[φj ] is j2, so oscillations due to the second eigenvalue
are damped out four times faster than the first, and the j = 1 term is the only important oscillating contribution to
C11(t) for after a transient period.
When defects are added the eigenvalues will no longer lie on a perfect circle in the plane, and the arguments above
will no longer hold exactly. For small perturbations (1 or 2 defect rates) it is reasonable to assume that the eigenvalues
will not change very much and that R/2pi ≈ N . However, for large amounts of disorder it is not obvious that this
will still be the case. Tj/T1 may no longer be an integer, so that the total period of oscillations T 6= T1, and moreover
the period of the oscillations at short times (T (1)) and the period of oscillations at long times (T (τ)) may not be the
same. While T (τ) should be close to T1, since all other contributions will have been damped out, T (1) may not be.
Yet, if the oscillator needs to be tuned to have the same period as an external signal to which it is entrained, T1 (or
Tj where j is a small integer) is likely to be the most relevant timescale.
In Fig. 2 we show histograms of the relative difference (T (1)− T1)/T (1) for different realization of matrices of size
N = 100 with reverse rates all equal to 1, random forward rates h+i chosen from a Gaussian distribution with mean
µ = exp(A/N) and variance σ2 = 0.25 exp(A/N), and uniform forward rates k+ set to maintain a constant A. We
emphasize that here we are considering the difference between the first term of Eq. 2 and the full correlation function,
both of which are obtained by numerical diagonalization. The theory presented in the main text is another level of
approximation of T1 on top of this.
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FIG. 1. Eigenvalues of a circulant matrix representing a network of size N = 100 with uniform rates k+ = e10 and k− = 1.
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FIG. 2. Histograms of the relative difference between the first period of oscillations of the correlation function C11(t) (T (1)) and
the period of oscillations due to the first eigenvalue T1 = 2pi/ Im[φ]. T (1) is the location of the first peak of C11(t) obtained by
exponentiating the full transition rate matrix. T1 was calculated from the first eigenvalue, which was also obtained numerically.
The data for each set of parameters were obtained from 100 randomly generated matrices (a) At constant A/N = 2 The
agreement between T (1) and T1 gets worse with increasing disorder. (b) With the percent of defects held constant at 20%, the
agreement between T (1) and T1 improves with increasing A/N .
II. DETAILED CALCULATIONS
A. Transfer matrix formulation
To find the first non-zero eigenvalue φ of the transition matrix W in the disordered system, we will take advantage
of the local nature of connections in this system to recast the eigenvalue problem in terms of transfer matrices.
Consider the eigenvalue equation for the circulant matrix W0:
−(k− + k+) k− . . . k+
k+ −(k− + k+) k− . . .
...
. . .
k− . . . k+ −(k− + k+)


f1
f2
...
fN
 = φ(0)

f1
f2
...
fN
 (5)
We can then write:
−(k− + k+)f1 + k−f2 + k+fN = φ(0)f1 (6)
−(k− + k+)f2 + k−f3 + k+f1 = φ(0)f2 (7)
and so forth, with
φ(0) = −(k− + k+) + k− exp(−2pii/N) + k+ exp(2pii/N). (8)
3Solving for f1 in Eq. 7 gives:
f1 =
φ(0) + k− + k+
k+
f2 − k
−
k+
f3 (9)
which we can also write as: [
f1
f2
]
=
[
φ(0)+k−+k+
k+ −k
−
k+
1 0
] [
f2
f3
]
≡ B
[
f2
f3
]
. (10)
Thus, B maps the eigenvector magnitudes (fi−1, fi) to (fi, fi+1). Because the matrix B is the same for each link in
the unicyclic network with uniform rates, we have:[
f1
f2
]
= BN
[
f1
f2
]
(11)
so that BN must have an eigenvalue of 1. Solving for the eigenvalues of BN will give a polynomial of order (φ(0))N ,
the N roots of which are the N eigenvalues of the transition matrix W0. This gives us an alternative to Eq. 5 for
finding φ(0).
B. One defect rate
We first consider the case of adding one set of “defect” rates h±. To do so we replace one of the B matrices in the
product in Eq. 11 by
A ≡
[
φ+h−+h+
h+ −h
−
h+
1 0
]
. (12)
which maps the eigenvector elements on either side of the link with the defect rates. The new product of transfer
matrices is: [
f1
f2
]
= ABN−1
[
f1
f2
]
. (13)
Now the B matrix has changed, since modifying the rates changes the value of φ. We write φ in the most general
way as:
φ = φ(0) + Cγ (14)
where C is a constant to be determined, which implies
B = B0 +
[
Cγ/(k+) 0
0 0
]
≡ B0 +B1 (15)
with B0 given by equation 10.
We now proceed with the matrix perturbation of B. First we compute the eigenvalues (βi) and normalized eigen-
vectors of B0. Note that since B0 is non-Hermitian, its right and left eigenvectors (〈i| and |i〉) are not the same and
we need to compute them separately in order to get an orthonormal basis set [1]. The left eigenvectors of B0 are the
right eigenvectors of B†0 (the conjugate transpose of B0). We obtain:
β01 = e
2pii/N β02 = (k
−/k+)e−2pii/N (16)
|10〉 = 1
c1
(e2pii/N , 1) |20〉 = 1
c2
((k−/k+)e−2pii/N , 1) (17)
〈10| = 1
c1
(−(k+/k−)e2pii/N , 1) 〈20| = 1
c2
(−e−2pii/N , 1) (18)
c21 = 1− (k+/k−)e4pii/N c22 = 1− (k−/k+)e−4pii/N (19)
(it is easy to verify that this is an orthonormal basis set). Now we compute the first-order correction to the eigenvalues:
β
(1)
1 = 〈10|B1|10〉 = −
e4pii/N
c21
Cγ
k−
. (20)
4We choose
C = c21k
−e−2pii/N (21)
so that
β
(1)
1 = e
2pii/Nγ (22)
giving
β1 = e
2pii/N (1 + γ). (23)
Similarly,
β2 =
k−
k+
e−2pii/N (1 + γ) = e−A/Ne−2pii/N (1 + γ). (24)
We can now compute BN−1 using:
BN−1 =
∑
i
βN−1i X
0
i (25)
where X0i ≡ |i0〉 〈i0| is the outer product of zero-order eigenvectors. Since β2 ∝ e−A/N < 1, we can see that if A is
sufficiently large, all of the terms containing β2 will vanish. Then, Eq. 13 reduces to:[
f1
f2
]
= βN−11 AX
(0)
1
[
f1
f2
]
(26)
where X
(0)
1 is:
X
(0)
1 =
1
c21
[−e4pii/Nk+/k− e2pii/N
−e2pii/Nk+/k− 1
]
(27)
1. Comparing to exact eigenvalues of B
Since B is a two by two matrix, we can compute its exact eigenvalues and check how the error in our perturbative
approximations of β1 and β2 scales. This will reveal what the ‘perturbative parameter’ in our theory is. The exact
eigenvalues of B are:
β±exact =
e−2pii/N
2
k−
k+
(1− γ) + e4pii/N (1 + γ)±
[
−4e4pii/N k
−
k+
+
(
k−
k+
(1− γ) + e4pii/N (1 + γ)
)2]1/2 (28)
=
e−2pii/N
2
(
e−A/N (1− γ) + e4pii/N (1 + γ)±
[
−4e4pii/Ne−A/N +
(
e−A/N (1− γ) + e4pii/N (1 + γ)
)2]1/2)
(29)
If we ignore terms of order e−A/N compared to terms of order 1, the expressions above simplify to:
lim
exp(−A/N)→0
β±exact =
e2pii/N
2
((1 + γ)± (1 + γ)) (30)
giving
lim
exp(−A/N)→0
β+exact = e
2pii/N (1 + γ) = β1 lim
exp(−A/N)→0
β−exact = 0 (31)
In the limit of very high affinity, Eq. 26 is exact. Therefore, the small parameter in our theory is exp(A/N).
52. Solving for γ
We can now compute the matrix product in Eq. 26 and set its eigenvalue equal to 1 in order to solve for φ. Recall
that A is also a function of φ, so we will also include γ in A. In the case of a single defect, where γ is small, this effect
is likely to be insignificant and it would be sufficient to approximate A as a function of φ(0) only. However, below we
will add multiple defects to the network and in that case, including γ in A is important. We find:
AX
(0)
1 ≡ Z =
1
c21
[
da db
a b
]
(32)
where
d(h±) =
γ + e−2ipi/N (k− − h−) + k+e2ipi/N + h− + h+ − k− − k+
h+
(33)
a = −e4pii/Nk+/k− (34)
b = e2pii/N (35)
Since the two rows of Z are related by a constant, Z has a zero eigenvalue. The non-trivial eigenvalue ζ of Z is:
ζ =
e2pii/N
(
k+e2pii/N (−Cγ − h− − h+ + k− + k+) + h−k+ + h+k− − k−k+ − e4pii/Nk+2
)
c21h
+k−
. (36)
We can now solve for γ using:
1 = βN−11 ζ (37)
= e−2pii/N (1 + γ)N−1ζ (38)
For notational simplicity we absorb the e−2pii/N term in to ζ, letting
ζ ′ = e−2pii/Nζ. (39)
Rearranging, we have:
(1 + γ) = ζ ′1/(1−N) (40)
We now rewrite ζ ′1/(1−N) as exp
(
log
(
ζ ′1/(1−N)
))
= exp
((
1
1−N
)
log(ζ ′)
)
and expand:
exp
((
1
1−N
)
log(ζ ′)
)
≈ 1 + 1
1−N log(ζ
′) +
1
2(1−N)2 (log(ζ
′))2 + · · · , (41)
giving
1 + γ ≈ 1 + 1
1−N log(ζ
′) +
1
2(1−N)2 (log(ζ
′))2 (42)
The 1’s cancel and we get:
γ ≈ 1
1−N log(ζ
′) +
1
2(1−N)2 (log(ζ
′))2. (43)
This gives a self-consistent equation for γ (since ζ ′ is a function of γ). To obtain the results in the main text, we
solved eq. 43 numerically by searching for roots of the equation in the neighborhood of the analytical approximation
that we can obtain from expanding the logarithms in eq. 43 to first order. To obtain this analytical approximation
we rewrite ζ ′ as:
ζ ′ = ζ ′0 − γ
k+e2pii/NC
c21h
+k−
= ζ ′0 − γ
k+
h+
(44)
6where ζ ′0 is independent of γ. We then expand the logarithm as:
log(ζ ′) = log
(
ζ ′0 − γ
k+
h+
)
(45)
= log
(
ζ ′0
(
1− γ k
+
h+ζ ′0
))
(46)
≈ log(ζ ′0)− γ
k+
h+ζ ′0
(47)
where in the last line we have used log(1 + x) ≈ x for x  1. Plugging this back in to Eq. 43 and keeping only the
term linear in 1/(1−N) gives:
γ ≈ 1
1−N log(ζ
′
0)− γ
k+
h+ζ ′0
. (48)
C. Many Defect Rates
Now we extend our results to the case where many (m) of the rates are ‘defects’. The product of transfer matrices
in this case is: [
f1
f2
]
= A1B
L1 · · ·AjBLj · · ·AmBLm
[
f1
f2
]
. (49)
where Lj is the distance between neighboring defect rates and
∑
j Lj = N −m.
1. Defect spacing Lj ≥ 1
Recall that
BLj =
(
e−2pii/N (1 + γ)
)Lj
X01 +
(
e−A/Ne−2pii/N (1 + γ)
)Lj
X02. (50)
Generally, this means that eq. 49 has 2m terms. However, if e−LjA/N is sufficiently large, we can ignore β2 as we did
in the case of one defect above. Then, eq. 49 reduces to a single term from which we can factorize β1, giving:[
f1
f2
]
= βN−m1 A1X
(0)
1 · · ·AjX(0)1 · · ·AmX(0)1
[
f1
f2
]
(51)
The affinity thus sets a correlation length for the defects; if the affinity per site (A/N) is sufficiently large, the
spacing between them does not matter. In principle, the order of the matrices in the matrix product in Eq. 51 is
however still important and hence the values of φ and R depend on the order of the defects. However, our calculations
are simplified due to the special symmetry of Zj ≡ AjX(0)1 (given explicitly by Eq. 32 with the defect rates h± now
indexed h±j , etc.). It turns out that the non-trivial eigenvalue of the product ZiZj is the product of the non-trivial
eigenvalues of Zi and Zj . As a result, the expression for φ is simply determined by the product of the non-trivial
eigenvalues of the Zj matrices. Therefore, as long as Lj ≥ 1∀j, the order in which the defects are placed and the
spacing between them becomes irrelevant as far as φ is concerned. We can simply extend our results for one defect to
write:
γ ≈ 1
m−N
m∑
j=1
log
(
ζ ′j
)
+
1
2(m−N)2 (log
(
ζ ′j
)
)2. (52)
where ζ ′j is a function of k
+, k−, h+j , h
−
j , N given by eq. 36 and 39 but is independent of any of the other defect rates.
The corresponding analytical approximation is:
γ ≈ 1
1−N
m∑
j=1
log
(
ζ ′0,j
)− γ k+
h+
∑m
j=1 ζ
′
0,j
. (53)
Our derivation depends on the distance between defect rates in the networks being at least one (Lj ≥ 1). Nonethe-
less, our numerical results in the main text show that these expressions accurately predict the eigenvalues of the
oscillator even when Lj = 0 for nearly all of the defects. We now discuss how high affinity makes this possible.
72. Defect spacing Lj = 0
The reason we require Lj ≥ 1 is that the non-trivial eigenvalue of the product ZiZj , where Zj ≡ AjX(0)1 , is the
product of the non-trivial eigenvalues of Zi and Zj . However, the eigenvalue of the product of AiAj is not the product
of their eigenvalues. Therefore, Eq. 52 should not be valid if there are defect rates on either side of the same node in
the network. In this case we need to consider the products AiAj , AiAjAk, etc., for clusters of 2, 3, etc. defects. We
find that the matrices
Zij2 ≡ AjAiX(0)1 (54)
Zijk3 ≡ AjAiAkX(0)1 (55)
· · · (56)
Zij···m ≡ AjAi · · ·AmX(0)1 (57)
have the same properties as the Z matrices, i.e. the eigenvalue of the product
∏
Zij···m Z
kl···
n is the product of the
eigenvalues of Zm,ij···m and Zn,kl···n. Clearly there is a way of including higher and higher order correlations, but as
soon as we include any coupling of the defects we need a lot more information about their positions. In order for
the defects to be completely decoupled from one another, as indeed we find that they are even at moderate affinities
A/N ≈ 2, we need the eigenvalue of the product of AiAj to be the product of their eigenvalues. Let us write Aj as
Aj =
[
xj −yj
1 0
]
(58)
where
xj =
φ+ h−j + h
+
j
h+j
=
h−j e
−2pii/N + h+j e
−2pii/N + Cγ/N
h+j
yj =
h−j
h+j
(59)
In the limit of large N , we have:
lim
N→∞
xj =
h−j + h
+
j
h+j
= 1 +
h−j
h+j
yj =
h−j
h+j
. (60)
The eigenvalues of Aj are
αj1 =
1
2
(√
xj2 + 4yj + xj
)
, αj2 = 0. (61)
The eigenvalues of the product AjAi are:
αij1 =
1
2
(
−
√
(xixj + yi + yj)2 − 4yiyj + xixj + yi + yj
)
(62)
αij2 =
1
2
(√
(xixj + yi + yj)2 − 4yiyj + xixj + yi + yj
)
(63)
If we can ignore the y terms compared to the x terms, then these reduce to:
lim
y/x→0
αij1 = 0 (64)
lim
y/x→0
αij2 = xixj (65)
and the eigenvalues of Ai become α
j
1 = xj , α
j
2 = 0. Clearly, in this limit the eigenvalue of the product of transfer
matrices is equal to the product of eigenvalues, as required, and the order of the defects will no longer matter even if
they are adjacent. The limit is fulfilled when the affinity is high so that h−/h+ ∼ exp(−A/N).
Following the derivation above using xj as the eigenvalue for the defect transfer matrices, we obtain the same result
as in eqs. 52 and 53 with ζ replaced by x. Indeed, we see that in the limit that h−/h+ → 0 and k−/k+ → 0, ζ reduces
to x. This explains how our theory can handle many adjacent defects.
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FIG. 3. Coherence R and period T of an oscillator with N = 100 states as a function of the percent of defect rates. All
counterclockwise rates are set to 1. We restrict ourselves to even numbers of defect rates. Half of the clockwise defect rates
{h+j } are drawn from a Gaussian distribution with mean k+ = exp(A0/N) and standard deviation 0.4k+, and with a lower
cutoff at 0.1 so that we do not select rates that are very close to zero or negative. We set the other half of the defect rates to
{exp(A0/N)2/h+j }. This prescription ensures that the affinity remains constant and equal to A0, while also allowing the rates
to vary over at least an order of magnitude. Red curves are for A0/N = 0.5; blue curves A0/N = 2. Because the distributions
of R and T are asymmetric, rather than plotting the mean and standard deviation of the data we plot the median (solid
line) ± one quartile (shaded region) of the numerical values for 500 samples of defect rates. The dashed lines are the median
theoretical predictions for 500 samples of defect rates. Our results confirm the bound in Ref. [2], as the value of R/R0 is never
greater than 1. For A0/N = 2, our theory is accurate even when % defects ≈ 100. Our results confirm the bound in Ref. [2],
as the value of R/R0 is never greater than 1, and show that R and T become more robust (spread of values decreases) and
predictable at high affinity.
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