ABSTRACT In this paper, a class of spatially coupled generalized low-density parity-check (SC-GLDPC) codes with minimum coupling width is introduced to mitigate the Class-A impulsive noise. Codes with minimum coupling width are beneficial to simple code structure, short window decoding delay, and small rate-loss. The SC-GLDPC code is constructed by coupling the multiple identical generalized low-density parity-check (GLDPC) codes. Decoding thresholds over impulsive channels are derived by a recursive extrinsic information transfer function approach and are further estimated by the fast prediction approach. An edge spreading optimization method is proposed to design SC-GLDPC codes with minimum coupling width. The simulation results show that the optimized SC-GLDPC codes with minimum coupling width can show capacity-approaching property over impulsive channels. Benefitting from spatial coupling and generalized check nodes the SC-GLDPC codes show better bit error rate performance over impulsive channels, compared with GLDPC codes and spatially coupled low-density parity-check (SC-LDPC) codes.
I. INTRODUCTION
As the modes of communication connectivity become diverse nowadays, the traditional approach of treating channel noise to be additive white Gaussian noise (AWGN) is challenged in many cases. A large number of communication channels have been found to encounter non-Gaussian impulsive interference. Power line communications (PLCs) for smart grid are interfered by impulsive noise caused by switching transients of various devices [2] . Vehicular communications for intelligent transportation systems, are affected by impulsive noise caused by ignition sparks and engine rotation in vehicles [3] . Other communication channels including underwater acoustics communications [4] , indoor wireless communications [5] , ultra wide-band communications [6] also exhibit impulsive noise.
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Impulsive noise can have very high amplitude exceeding the signal amplitude with very short durations, which may cause bit or burst errors in data transmission and dramatically affect the communication reliability [7] . Error correcting codes, such as Turbo codes, low-density parity-check (LDPC) codes and Polar codes have been applied to mitigate the adverse effect of impulsive noise [8] - [11] . LDPC code itself is usually not strong enough to combat the impulsive noise, and has to be cascaded with other codes, such as Reed-Solomon code [9] and Luby transform code [10] to mitigate impulsive noise. Polar codes are verified to show better decoding performance over impulsive channels compared with LDPC codes [11] . However, the design of polar codes is dependent on channel conditions, hence not versatile for impulsive channels. Furthermore, codes with a wide range of code rate are expected to combat different levels of impulsive noise. Unfortunately, the decoding performance of LDPC codes and Polar codes at low code rate is quite limited.
Generalized LDPC (GLDPC) codes are constructed from conventional LDPC codes by replacing the single parity check code constraint with more complex linear block code constraint [12] . GLDPC codes have the advantages of good decoding performance, fast decoding convergence speed, and low error floor, with powerful component codes involved. However, the applications of GLDPC codes are quite lagged behind LDPC codes, which could be attributed to the following two aspects. On the one hand, regular GLDPC codes show degraded decoding performance when the column weight J > 2 [13] - [15] , hence the regular code design space is rather limited. On the other hand, irregular GLDPC codes, optimized by density evolution (DE) [16] or extrinsic information transfer (EXIT) charts [17] , show complicated degree distribution and are not friendly for practical use.
Recently, the concept of spatially coupled codes has attracted widespread attention [18] - [20] . Spatially coupled codes are obtained from a series of identical but individual block codes by distributing the edges of their graphs over several adjacent blocks. Spatially coupled codes show many potential advantages compared to block codes. Taking spatially coupled LDPC(SC-LDPC) codes for example, SC-LDPC codes have better decoding performance in waterfall region compared with regular LDPC codes, and show lower error floor compared with irregular LDPC codes. SC-LDPC codes can achieve the maximum-a-posteriori (MAP) decoding thresholds of the underlying block LDPC codes under the belief-propagation (BP) decoding. The concept of spatially coupled code has been expanded to a wide range of popular block codes, such as spatially coupled repeat-accumulate codes and spatially coupled Turbo-like codes [21] , [22] .
The aim of this paper, is to study a class of capacityapproaching spatially coupled GLDPC (SC-GLDPC) codes to combat impulsive noise. The SC-GLDPC code is derived by coupling multiple identical block GLDPC codes, and constraints on super check nodes with Reed-Muller (RM) codes and Bose-Chaudhuri-Hocquenghem (BCH) codes are considered. Specifically, we focus on designing SC-GLDPC codes with minimum coupling width, in order to obtain low complexity of code structure and short window decoding delay. Compared with SC-LDPC codes, SC-GLDPC codes have more flexible code structure and wider range of code rate. Compared with GLDPC codes, SC-GLDPC codes show better decoding performance to cope with impulsive noise especially when column weight J > 2. These advantages make the SC-GLDPC code to be a viable candidate for impulsive channels.
SC-GLDPC codes are first introduced and decoding thresholds are analyzed by DE over the binary erasure channel (BEC) in [23] , and are further analyzed over discrete channels in [24] and [25] . We consider the SC-GLPDC code design over impulsive channels perturbed by Middleton Class-A noise [7] , referred as the additive white Class-A noise (AWAN) channels. Compared with the previous work, our contributions are divided into the following two aspects:
(1) Decoding thresholds of SC-GLDPC codes are calculated over AWAN channels. DE used in [23] and [24] is no longer feasible for threshold analysis over AWAN channels, as the assumption of finite number of different metric vectors of component code decoder over discrete channels is no longer valid for continuous channels. The proposed recursive EXIT function approach in this paper tracks the extrinsic message of each node separately during iterative decoding, and can be seen as a simple approximation of DE to calculate decoding thresholds. Furthermore, a fast threshold prediction approach for AWAN channels from BEC results according to [27] , [28] is also presented.
(2) An edge spreading optimization method to minimize the coupling width is proposed. Due to the degraded decoding performance of block GLDPC codes when column weight J > 2, when it comes to SC-GLDPC codes, only codes with J = 2 are considered in [23] . We find that degraded thresholds of block GLDPC codes can be greatly improved by spatial coupling. Our optimized SC-GLDPC codes show capacity-approaching performance by elaborately choosing the minimum coupling width when J > 2 , which can provide more flexible design space than block GLDPC codes.
The remainder of the paper is organized as follows. In Section II, the AWAN channel model is described. The concept of GLDPC codes and the construction of SC-GLDPC codes are introduced in Section III. The recursive EXIT function approach and fast prediction approach for decoding threshold analysis are proposed in Section IV. In Section V, the edge spreading optimization for minimum coupling width is proposed. In Section VI, numerical results for finite-length codes are presented. Concluding remarks are contained in Section VII.
II. THE CHANNEL MODEL
We choose the Class-A noise model as the impulsive noise model, because it is one of the most widely used physical models for describing impulsive noise [26] . Consider a system that the information sequence is encoded by a SC-GLDPC code encoder and mapped to a binary phase-shift keying (BPSK) constellation. The modulated sequence are then passed through an AWAN channel. The received symbol experiencing Class-A impulsive noise can be represented by
where i represents the time index, y i is the received symbol, x i is the transmitted symbol, and the random variable n i represents the Class-A impulsive noise. In Class-A impulsive noise model, both the impulsive noise and the thermal noise in the communication system are included, and sources of noise are distributed with Poisson distribution. The probability density function (PDF) of VOLUME 7, 2019 Class-A noise n i in (1) can be written as
with
where the parameter A is the impulsive index, representing the density of impulses per unit time, the parameter = σ 2 G /σ 2
I
represents the Gaussian-to-impulsive noise power ratio, with Gaussian thermal noise variance denoted by σ 2 G and impulsive noise variance denoted by σ 2 I , and the parameter σ 2 = σ 2 G + σ 2 I represents total noise variance. By carefully choosing the values of the channel parameters A and , a large number of channels with different impulsive noise density for various applications can be described. The smaller the impulsive index A is, the more impulsive the the Class-A noise is. As A becomes larger, the impulsive phenomenon tends to become weaker, and the AWAN channel is more like the AWGN channel.
The AWAN channel is built as an aperiodic and stationary Markov chain model for the convenience of practical analysis in [29] , with infinite states corresponding to infinite interference noise sources. In the model, each state is an AWGN channel with noise variance equaling to σ 2 j and steady-state probability p j being represented by
To calculate the channel value for the AWAN channel in practice, finite state numbers S of Markov chain model is considered in this paper by the following restriction
Then, the steady-state probability π j of finite-state Markov chain model for the AWAN channel can be represented as
Using the finite-state Markov chain model, the PDFs of four Class-A impulsive noise with different impulsive indexes, compared with the PDF of the AWGN, are shown in Fig. 1 . In the depicted four PDFs of impulsive noise, the channel parameters are set by = 0.01 and σ 2 = 1. The AWGN follows standard normal distribution. We can see from Fig. 1 that for the impulsive noise with larger impulsive index, the PDF is more similar to that of the AWGN.
III. GLDPC CODES AND SC-GLDPC CODES
In this section, we first give a summary on the definition of GLDPC codes and protograph based GLDPC codes. Then, we introduce the construction of SC-GLDPC codes from protographs, and show the appealing properties of SC-GLDPC codes that make them suitable for AWAN channels. 
A. GLDPC Codes
GLDPC codes were first introduced by Tanner in [12] . The (J , K , m) regular GLDPC code is defined by generalizing the (J , K ) regular LDPC code with (K , K − m) linear block code, where J and K represent the variable node degree and check node degree of LDPC code, respectively. K is also the block length of the linear block code, m and K − m represent the check sequence length and message sequence length, respectively. During the construction of a GLDPC code, the standard LDPC code is called the local code, the linear block code is called the component code or constituent code, and the generalized check nodes in the Tanner graph are termed as super check nodes.
A protograph based (J , K , m) regular GLDPC code can be represented by its protograph. The protograph is a small bipartite graph that contains n J variable nodes v 0 , v 1 , · · · , v n J , n K super check nodes c 0 , c 1 , · · · , c n K , and the edges connecting them, with J /K = n K /n J . Each variable code is connected by J edges to super check nodes. Each super check node is connected by K edges to variable nodes, and represents m independent parity-check equations from parity-check matrix of (K , K −m) component code. The code rate of the protograph based (J , K , m) regular GLDPC code ensemble is
Example 1: Fig. 2 shows the protograph of a (2, 6, 2) regular GLDPC code ensemble. The base code is a (2, 6) regular LDPC code, and the component code is a (6, 4) linear block code. From Fig. 2 we can see that each super check node has 6 edges connecting to variable nodes, and these 6 edges are constrained by 2 parity-check equations of the (6, 4) component code.
A protograph based (J , K , m) regular GLDPC code can also be represented by a n K × n J bi-adjacency base matrix B of local code, where entry A finite-length GLDPC code can be derived from the code ensemble by two steps, i.e., graph-lifting and column generalization. Denote H l , H c , and H g as the check matrices of local LDPC code, component code, and GLDPC code, respectively. Firstly, the Mn K × Mn J parity-check matrix of H l is created by graph-lifting from base matrix B with lifting factor M [30] . Then, the mMn K × Mn J parity-check matrix H g is obtained by column generalization of H l . Specifically, for each row in H l , replace each entry 1 with a distinct column randomly chosen from H c and each entry 0 with an all-zeros column vector.
B. SC-GLDPC CODES
A (J , K , m, L, ω) protograph based SC-GLDPC code is derived by connecting L identical protographs of block (J , K , m) GLDPC code on a chain in order to introduce memory, where L is referred as coupling length and ω is referred as coupling width. Memory is introduced by edge spreading, i.e., each variable node in the protograph of the block code is connected to the right ω neighbor protographs except its own one, and L identical protographs of block code have the same edge spreading rule. The edge spreading can be interpreted as decomposing B into ω + 1 submatrices
Since the construction of SC-GLDPC code is equivalent to introduce memory into block GLDPC codewords to be transmitted, extra super check nodes are required to be added to the end of the coupling chain for terminating the spatial coupling. Therefore, the design rate of the spatially-coupled code ensemble is smaller than the underlying block code ensemble. By comparing the code rate of GLDPC code in (7) and the code rate of SC-GLDPC code in (8), we can see that the rate-loss will decrease as coupling width decreases. This paper is devoted to design SC-GLDPC codes with minimum coupling width, which can decrease the rate-loss to maximum extent. Codes with minimum coupling width can also have advantages of simple code structure and short window decoding delay [31] , [32] .
Example 1 (cont.): Fig. 3 shows the protograph of a (2, 6, 2, L, 1) SC-GLDPC code ensemble with coupling width ω = 1. This SC-GLDPC code ensemble is constructed from the (2, 6, 2) block GLDPC code ensemble in Fig. 2 . The edge spreading depicted in Fig. 3 with coupling width ω = 1 corresponds to submatrices B 0 = B 1 = [1 1 1] . As shown in Fig. 3 , the protograph of the SC-GLDPC code ensemble is slightly irregular. It is pointed out in [33] that the wave effect decoding procedure caused by the slightly structured irregularity is the key to achieve capacity-approaching property of spatially coupled codes. The base matrix of the GLDPC code ensemble is
We spread the edges of GLDPC code ensemble under the coupling width ω = 1, and the submatrices corresponding to the edge spreading are
Then, the (2, 16, 5, L, 1) SC-GLDPC code ensemble is constructed with designed rate R = (3L − 5)/8L. Similarly, the (2, 32, 6, L, 1) SC-GLDPC code ensemble can be constructed from (2, 32, 6) (15, 11) , (31, 26) and (63, 57) binary primitive BCH codes. They have the same base matrix as
Consider the following edge spreading
Then, three SC-GLDPC code ensembles (2, 14, 4, L, 1), (2, 14, 5, L, 1), and (2, 14, 6, L, 1) are derived with the code rate
IV. DECODING THRESHOLDS OF SC-GLDPC CODES
The SC-GLDPC codes can be iteratively decoded by using the message passing algorithm based on the protograph. During each decoding iteration, the degree-J variable node decoder receives one channel message and J extrinsic message from its neighbor super check nodes, and employs the sum operation to process the received message, while the degree-K super check node only receives K extrinsic message from its neighbor variable nodes, and employs the aposteriori probability (APP) based MAP decoding algorithm, such as Bahl, Cocke, Jelinek and Ravi (BCJR) algorithm, to process the received message [34] . DE approach is adopted to calculate the decoding thresholds of SC-GLDPC code ensembles over the BEC in [23] . It is obtained from the analysis of multi-dimensional input/output transfer functions of the trellis-based Johansson-Zigangirov APP decoders for super check nodes. The analysis of the decoder is based on the property that the number of different metric vectors |M n |, at each state in the trellis of component code is finite. This property is possible for discrete channels, but is invalid for continuous channels, such as the AWAN channel. Therefore, DE based decoding threshold analysis of SC-GLDPC code ensembles over the AWAN channel is infeasible.
As an alternative to density evolution, EXIT charts approach is a useful tool to analyze the decoding thresholds of LDPC code ensembles and GLDPC code ensembles [35] - [37] . However, it has been found that conventional EXIT charts based iterative decoding threshold analysis on spatially coupled codes is disabled owing to the appearance of macro-convergence and micro-convergence in the decoding trajectory [38] . In other words, traditional EXIT charts approach tracks the average message distributions over variable (check) nodes in an code ensemble, which results in equal status along variable (check) nodes with same degree in the graph. The protograph of spatially coupled codes, on the other hand, imposes a deterministic structure on each variable (check) node so that the message distributions behave differently and have to be tracked separately for each constraint node on the protograph.
We develop a recursive EXIT function approach to evaluate the decoding thresholds of SC-GLDPC codes over the AWAN channels in this paper. Different from the traditional EXIT charts approach for block GLDPC codes, the recursive EXIT function approach tracks the transiting extrinsic information of each variable node and super check node separately, and further tracks the multi-dimensional extrinsic information of super check nodes during each decoding iteration. The recursive EXIT function approach can be seen as a simple approximation of density evolution.
We restrict ourself that the submatrices after edge spreading only have two distinct entries, i.e., 0 and 1. We define the following notation associated with the recursive EXIT function approach for decoding threshold analysis of (J , K , m, L, ω) SC-GLDPC code ensemble in Table 1 . The detailed recursive EXIT function approach to decide if the iterative decoding of (J , K , m, L, ω) SC-GLDPC code ensemble can converge under a given channel parameter σ G is presented as follows. 
A. INITIALIZATION
According to the time-sharing argument of finite-state Markov chain model of AWAN channel, the channel mutual information is calculated by
where J (·) represents the capacity of a binaryinput AWGN channel, and it is given by [35] .
where t (k) ∈ φ(j), dc j denotes the degree of c j , denotes the random permutations of column generalization of c j , and the (·) denotes the multi-dimensional input/output information function of component code's MAP decoding process and is obtained by the Monte Carlo method.
2) For each variable node
, update the extrinsic information according to the time-sharing argument by
C. BIT-NODE UPDATING

For each variable node v i
APP (i) −→ 0 for all i, stop iteration; else go to step (2) until the maximum iteration is reached.
Then, the decoding threshold σ G | th of the (J , K , m, L, ω) SC-GLDPC code ensemble over the AWAN channel can be defined as
The recursive EXIT function approach calculates the decoding thresholds of SC-GLDPC codes over AWAN channels based on an iterative scheme. However, huge computation time is required to get a high accuracy of decoding thresholds, due to the Monte-Carlo based multi-dimension extrinsic message simulation of the component code decoder. Inspired by the fast threshold prediction over a complicated channel from a simple channel described in [27] and [28] , the decoding thresholds of SC-GLDPC codes over the AWAN channel are predicted from the corresponding thresholds over the BEC. The prediction accuracy is proved by comparing the predicted results with the results calculated by the recursive EXIT function approach. Table 2 shows the decoding thresholds derived from recursive EXIT function approach and fast prediction approach over AWAN channels. In the recursive EXIT function approach, maximum iteration number is set to 10 5 and stopping criterion of each 1−I [l] APP (i) is set to 10 −3 . (2, 16, 5, L, 1)  and (2, 32, 6 , L, 1) SC-GLDPC code ensembles are considered with channel parameters A = 0.1 and = 0.1, and (2, 14, 4, L, 1) SC-GLDPC code ensemble is considered with channel parameters A = 0.01 and = 0.01. It can be seen from Table 2 that the fast-predicted thresholds of SC-GLDPC codes are quite close to the thresholds calculated by recursive EXIT function approach. Fig. 4 and Fig. 5 show that, for each code ensemble, when coupling length L is small, the decoding threshold is far VOLUME 7, 2019 away from the Shannon limit. As L increases, the code rate increases and the decoding threshold gradually gets close to the Shannon limit. When L becomes large enough, the threshold approaches the Shannon limit. We can get the conclusion that SC-GLDPC code ensembles in both examples are asymptotically good and show capacity-approaching property over AWAN channels.
V. EDGE SPREADING OPTIMIZATION FOR MINIMUM COUPLING WIDTH
Coupling width is one of the most important parameters that determine the performance of the spatially coupled codes. Code with larger coupling width usually performs better. However, large coupling width leads to complex code structure and long window decoding delay. Therefore, small coupling width is expected in order to keep the complexity of spatially coupled codes small [31] . In this section, we propose an edge spreading optimization method to design SC-GLDPC codes with minimum coupling width on the promise of achieving capacity-approaching property.
As is known, regular GLDPC codes with J > 2 show poor performance due to increased dependence during the iterative decoding [15] . Decoding thresholds of regular GLDPC codes over the AWAN channel with different column weight are shown in Fig. 6 . It can been seen that regular GLDPC codes show good decoding thresholds when the column weight J = 2, while the decoding thresholds become far away from the Shannon limit as J increases. Can the degraded decoding performance of regular GLDPC codes when J > 2 be improved by spatial coupling? This is a question we keep in mind during the edge spreading optimization analysis. Finally, we confirm by optimization that elaborately designed SC-GLDPC codes with J > 2 also show capacity-approaching property, which can be seen as the great improvement compared to the block regular GLDPC codes. (3) Convergence. If the threshold of the optimized edge spreading form reaches 98% of Shannon limit, stop algorithm; else, ω = ω + 1, and go to step (2) .
We carry out optimization for three SC-GLDPC code ensembles. They are (2, 36, 6, L, m) , (3, 36, 6 , L, m) and (4, 36, 6, L, m) code ensembles. For all ensembles, the component code is (36, 30) shortened code derived from (63, 57) BCH code. To reduce the algorithm complexity, we restrict ourselves to obey the constraint during step (2) that for all submatrices B i , i = 0, 1, ..., ω after edge spreading, they have the same row weights.
The optimized results of minimum coupling widths for three SC-GLDPC code ensembles are 1, 2, and 3, respectively. They share the same property that the minimum coupling width is just the value of subtracting 1 from the column weight. Therefore, relationship between minimum coupling width and column weight may be conjectured to be ω min = J − 1. We also discover by simulation that for each ensemble, several edge spreading forms, which obey the minimum coupling width ω min = J −1, are optimal (threshold reaches 98% of the Shannon limit), and we choose a simple edge spreading form here for analysis. For (2, 36, 6 [33] are plotted as comparison. The decoding threshold of (2, 36, 6 , L, 1) SC-GLDPC code is better than (3, 9, L, 1) SC-LDPC code, and is quite comparable to the irregular SC-AR4JA code. The decoding threshold of (2, 36, 6 , L, 1) SC-GLDPC code is improved 3% compared with the corresponding (2, 36, 6) block GLDPC code. For the (3, 36, 6 , L, 2) SC-GLDPC code, decoding thresholds of regular (3, 6 , L, 2) SC-LDPC code and (4, 8, L, 3) SC-LDPC code are plotted as comparison. Decoding threshold of (3, 36, 6 , L, 2) SC-GLDPC is better than that of the (3, 6, L, 2) SC-LDPC code, and also better than that of the (4, 8, L, 3) SC-LDPC code even the latter has a larger coupling width. The decoding threshold of (3, 36, 6 , L, 2) SC-GLDPC code is improved 20.5% compared with the corresponding (3, 36, 6) block GLDPC code. The improvement is greater than that of J = 2. For the (4, 36, 6 , L, 3) SC-GLDPC code, the decoding threshold is improved 54.4% compared with the corresponding (4, 36, 6) block GLDPC code, and the improvement is more significant than that of J = 2 and J = 3. In conclusion, the three optimized SC-GLDPC codes all show capacity-approaching property, and improve the decoding thresholds of the corresponding block GLDPC codes especially when column weight J = 3 and J = 4. 
VI. SIMULATION RESULTS
In this section, we compare the performance of finite-length SC-GLDPC codes with block GLDPC codes and SC-LDPC codes. Simulations are conducted over AWAN channels using BPSK modulation. The coupling length for spatially coupled codes is set to 30.
The first finite-length SC-GLDPC code is constructed from (2, 14, 4, L, 1) SC-GLDPC code ensemble by graphlifting with a lifting factor of M = 200. In particular, the parity-check matrix of SC-GLDPC code is generalized by the shortened code from (15, 11) BCH code after being lifted. Window decoding for SC-GLDPC code is adopted and the window size is set to 14. The maximum decoding iteration number is set to 100. The soft bit error rate (BER) stopping VOLUME 7, 2019 rule criterion is set to 10 −6 . Under the same decoding latency, a (2, 14, 4) regular block GLDPC code with block length equaling to 19600 bits is constructed as comparison. The simulated decoding performance of two codes over the AWAN channel, with channel parameters A = 0.01 and = 0.01, is shown in Fig. 8 . The SC-GLDPC code has a BER of 10 −5 at E b /N g of 1.24 dB, while the block GLDPC code needs E b /N g of 1.39 dB to achieve BER of 10 −5 . The results show that the SC-GLDPC code outperforms the block GLDPC code and provides 0.15 dB coding gain at BER = 10 −5 , owing to memory introduced to the code.
The second finite-length SC-GLDPC code is constructed from the (3, 36, 6, L, 2) SC-GLDPC code ensemble by graph-lifting with a lifting factor of M = 100. The component codes are shortened code from (63, 57) BCH code. As a comparison, a SC-LDPC code with the same code length and the same code rate is also constructed from the (3, 6, L, 2) SC-LDPC code ensemble. The simulated flooding schedule decoding performance of two spatially coupled codes over the AWAN channel is shown in Fig. 9 . For the AWAN channel, the channel parameters are A = 0.1 and = 0.1. The SC-GLDPC code has a BER of 10 −5 at E b /N g of 1.57 dB, and performs 0.31dB better than the SC-LDPC code at the BER of 10 −5 . We can see that the constructed SC-GLDPC code shows better BER performance than the SC-LDPC code over the AWAN channel, owing to stronger component codes involved.
VII. CONCLUSION
In this paper, we have introduced SC-GLDPC codes as potential candidates to mitigate the impulsive noise over AWAN channels. We proposed a class of SC-GLDPC codes with minimum coupling width, in order to obtain low-complexity code structure and short window decoding delay. We first analyze the decoding thresholds of SC-GLDPC codes over the AWAN channels, then optimize the edge spreading rules to derive SC-GLDPC codes with minimum coupling width. We have proved that the optimized SC-GLDPC codes show capacity-approaching property over the AWAN channels, and greatly improve the decoding thresholds of the corresponding block GLDPC codes especially when column weight J > 2. Finally, we compare the decoding performance of finite-length SC-GLDPC codes over AWAN channels with block GLDPC codes and SC-LDPC codes. Numerical results show that SC-GLDPC codes have better BER performance than block GLDPC codes and SC-GLDPC code under same decoding latency.
Future works can be concentrated on generalizing the threshold saturation results of SC-GLDPC codes to more general channels. 
