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Abstract
In big data problems the data usually are collected on many sites, have a huge volume,
and new pieces of data are constantly generated. It is often impossible to collect all the
data needed for a research project on one computer, and even impractical, since one
computer would not be able to process it in a reasonable time. An appropriate data
analysis algorithm should, working in parallel on many computers, extract from each set
of raw data some intermediate compact “information”, gradually combine and update it,
and finally, use the accumulated information to produce the result. When new data
appears, it must extract information from them, add it to the accumulated one, and
eventually update the result. We consider several examples of a suitable transformation
of processing algorithms, discuss specific features of the emerging information spaces
and, in particular, their algebraic properties. We also show that the information space
often can be equipped with an order relation that reflects the "quality" of the information.
Keywords: Distributed systems of data collecting and processing, forms of information
representation, parallel processing, algebra of information, quality of information, information space

Introduction
At present, there is a sharp increase in the number of studies related to big data. It is now clearly recognized
that large amounts of data often contain unexpected valuable information. Many interesting examples can
be found in Mayer-Schönberger, Cukier (2013). Typically, in big data problems, such new information is
too well hidden and it has to be extracted from the original data, transformed, transmitted, accumulated
and, eventually, converted to a form suitable for interpretation or decision-making.
The use of the term “information” has recently increased significantly, especially in the context of data
analysis. Usually it is understood too broadly and informally. However, in the author's opinion, such an
increased frequency of use of this term indicates an increasing need for a more accurate and formal
understanding of the phenomenon of information. Can the area of big data bring us closer to this
understanding?
Studies related to big data systems are aimed at the problems of processing large amounts of distributed
data and have, as a rule, a practical and technical orientation. At the same time, most of research on
information theory is carried out in the context of the probability theory and mathematical statistics and is
of predominantly theoretical interest.
Perhaps the most applied part of information theory, originating in Shannon’s works (Shannon, Weaver
1949), is related to the transmission of messages in the presence of interference. It is not so much about the
“meaning” or quality of information, but about its quantity. A special place in mathematical statistics is
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occupied by Fisher’s information, described by matrices (Barra 1971; Borovkov 1998). It provides a more
detailed reflection of the concept of information and, in particular, has an important additive structure in
which the union of independent statistics corresponds to the sum of their information matrices. Despite
numerous studies on information theory, the problem of formalizing the concept of information, reflecting
precisely the meaning of the information contained in the data, is still far from a satisfactory solution. In
relation to this, we mention (Golubtsov 1991; 2002), where instead of defining the information contained
in the data, the informativeness of the sources of data is investigated. Within such approach, the algebraic
structure of information sources and the partial order that allows comparing their informativeness
naturally arise.
At the moment, the areas of interest of big data and various approaches to the notion of information are
poorly connected. However, as we will see, the problematics of big data requires a more precise, formal
description of the very concept of information and information processes. This becomes important for
constructing effective tools for manipulating information, based on mathematical (for example, algebraic)
properties of information. In this regard big data problems might soon become the main driver and
beneficiary of the general information theory. In this paper, we will try to show how certain formalization
of the concept of information and its algebraic properties can arise simply from the consideration of the
problem in the context of big data.
What distinguishes the problems of “big data” among data analysis problems? Big data, usually, have a huge
volume, are distributed among numerous sites and are constantly replenished. As a result, even the simplest
analysis of big data faces serious difficulties. Indeed, the traditional approaches to information processing
assume that the data intended for the processing is collected in one place, organized in the form of
convenient structures (for example, matrices), and only then the appropriate algorithm processes these
structures and produces the result of the analysis. In the case of big data, it is impossible to collect all the
data needed for a research project on a single computer. Moreover, it would be impractical, because one
computer would not be able to process them in a reasonable time. As a result, there emerges a need to
transform existing algorithms, leading to their “parallelization”, or even to develop new approaches to data
processing, which, by the very formulation of the problem, could process separate data fragments
independently and in parallel. The corresponding data analysis algorithm must, working on many
computers in parallel, extract from each set of source data some intermediate compact “information”,
gradually combine and update it and, finally, use the accumulated information to produce the result. Upon
the arrival of new pieces of data, it should be able to add the information extracted from them to the
accumulated information in real time and, eventually, update the result.
We will discuss the features of the appropriate well-organized intermediate form of information, reveal its
natural algebraic properties, and present several examples. We will also see that in certain data processing
problems the appropriate information space may become equipped with an ordering which reflects the
“quality” of the information. It appears that such an intermediate form of information representation in
some sense reflects the very essence of the information contained in the data. This leads us to a completely
new, “practical” approach to the notion of information.

Transforming Data Processing Approaches to Meet Big Data Needs
Collapse of Traditional Data Processing in Big Data Context
Let us focus on the following features of information processing problems in big data systems:
 Typically, such problems deal with huge amounts of data.
 Usually such data is not collected in one place, but distributed over numerous, possibly remote sites.
 New data constantly emerges and should be immediately included in the processing.
Traditional processing methods usually do not take into account such features and, as a result, require
fundamental revision to become applicable to big data problems.
Let us briefly consider a standard approach to data processing problems (in an extremely simplified form).
Problems of this kind include estimation, decision-making, learning, classification, etc. Usually, for a small
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fixed data set, the processing consists in applying an appropriate transformation (algorithm, method),
which represents the processing 𝑷, to a data set and obtaining the result of processing (for example, an
estimate of some unknown value), Fig. 1.

Fig. 1. Standard approach to data processing.
It is critical here that all the data is collected in one place, presented in the form of suitable structures, say,
matrices, and is ready for the processing transformation to be applied to them. If the data is distributed
among many different locations, before the processing they must be collected in one place and organized in
the form of suitable structures (Fig. 2). Double dashed arrows hereinafter denote the transfer of data in the
original (unprocessed, raw) form.

Fig. 2. Standard processing scheme for distributed data.
The disadvantages of this approach to the processing of distributed data are quite obvious:
 Transferring large amounts of raw data creates excessive traffic.
 Keeping the combined data set in one place requires huge amounts of memory.
 Processing all data on one computer requires excessive computational and time resources.
 As new data becomes available, the combined data set grows in size and, as a consequence, requires everincreasing (potentially infinite) storage resources.
 Besides, the processing algorithm has to be reapplied to the constantly increasing amount of accumulated data.

Extracting Special Intermediate Information
Consider the following modification of the processing pattern, which allows overcoming the drawbacks
outlined above. Suppose that the complete processing algorithm 𝑷 admits a factorization into two phases
𝑷 = 𝑷2 ∘ 𝑷1 (Fig. 3), where 𝑷1 extracts some intermediate information from the original data and 𝑷2
computes the result solely from the extracted intermediate information.

Fig. 3. Splitting the processing into two phases.
The choice of an appropriate intermediate form of information representation is determined by the
considered data processing problem. We will call such form canonical information.
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3

Algebra of Information in Big Data Processing

In a certain sense, the nodes of the diagram in Fig. 3 reflect the presentation of information in different
forms:
 Data Set - information in a raw (original) form.
 Result - information in an explicit (convenient for interpretation) form.
 Information - information in an intermediate (convenient for processing) canonical form.
Such a form of information representation must be sufficient, that is, contain all the information necessary
for the calculation of the result (this, in fact, is reflected by the commutativity of the diagram in Fig. 3) and
compact, that is, to have the smallest possible size, ideally not depending on the amount of represented
data. Later we will discuss in more detail the desirable properties of canonical information.

Composition of Information
We also require that the introduced intermediate information not just replaces the original data, but also
adequately reflects the phenomenon of data aggregation.
Specifically, assume the existence of a composition (addition) operation of individual fragments of
canonical information, such that the union of the two data sets is represented by the composition of the
corresponding fragments of canonical information, Fig. 4.

Fig. 4. Relation between the composition of fragments of canonical information and the union of the original
data sets.
This can be written as 𝑷1 (𝐷1 ) ⊕ 𝑷1 (𝐷2 ) = 𝑷1 (𝐷1 ∪ 𝐷2 ), where 𝐷1 ∪ 𝐷2 is the union of two data sets.

Revised Information-Based Processing Scheme
Now, if the complete processing can be split into two phases, indicated above, the processing scheme for
distributed data, shown on Fig. 2 can be modified to the form shown on Fig. 5.

Fig. 5. Modified scheme for processing distributed data. Dashed arrows indicate transfer of compact
canonical information.
Such a scheme overcomes all the drawbacks of the standard distributed data processing scheme noted
above:
 Only compact fragments of canonical information are transferred (shown by dashed lines).
Thirty eighth International Conference on Information Systems, Seoul 2017

4

Algebra of Information in Big Data Processing

 Storing all the combined canonical information requires small amounts of memory, possibly the same as the
volumes required for storing separate parts of the intermediate information.
 Pieces of the intermediate information are extracted in parallel from separate data sets via phase 𝑷1 .
 If the main part of the processing is concentrated in the first phase, the second phase 𝑷2 , consisting in
constructing the result from compact accumulated information, would not require serious computing and time
resources.
 As new data becomes available, it is only necessary to extract intermediate information from them and “add” it
to the accumulated information.
 In this case, the processing algorithm must be reapplied to compact fixed-volume information.
As a result, the distribution of the initial data contributes to an increase in processing efficiency due to the
natural parallelization of the algorithm.
Let us also note that the distributed data processing scheme presented in Fig. 5 perfectly “fits” the
architecture of distributed data storage and analysis systems, such as, for example, Hadoop (White 2015)
and MapReduce framework (Dean, Ghemawat 2010). The Map function extracts and emits canonical
information and the Reduce function sums together emitted fragments of canonical information.

Example 1. Computing the Mean Value
Consider the following extremely simple problem as our first illustrative example. While the problem itself
is quite trivial, we will assume that the volumes of data sets and the number of such sets are extremely large.
Suppose that the data set is a sequence of 𝑛 real numbers 𝐷 = (𝑥1 , 𝑥2 , … , 𝑥𝑛 ) and the processing goal is to
1
compute their mean value 𝑋 = ∑𝑛𝑖=1 𝑥𝑖 :
𝑛

Fig. 6. Standard approach for processing the single data set

Standard Approach for the Distributed Data
If the original data is contained in 𝑁 data sets (𝑥1 , … , 𝑥𝑛1 ),…,(𝑧1 , … , 𝑧𝑛𝑁 ), located on different sites, then to
process them using this algorithm, it would be necessary to collect them in one place and then apply the
transformation 𝑷 to the joined data set, Fig. 7.

Fig. 7. Combining the raw data for processing.
Such a scheme would require transferring large amounts of raw data, store and process the complete huge
set (𝑥1 , … , 𝑥𝑛1 , … , 𝑧1 , … , 𝑧𝑛𝑁 ) on one computer. Upon arrival of a new dataset, one would have to append it
to the already existing combined set and recalculate the result 𝑋 from scratch.
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Canonical Information
S

However, it is obvious that the computation of 𝑋 can be split into two steps. Let 𝑆 = ∑𝑛𝑖=1 𝑥𝑖 . Then 𝑋 = .
𝑛
Thus, all the information sufficient for calculating 𝑋 can be represented by a pair (𝑛, 𝑆) and the whole
processing 𝑷 can be divided into two stages 𝑷 = 𝑷2 ∘ 𝑷1 (Fig. 8).

Fig. 8. Factorization of the processing into two stages by extracting the canonical.
In the problem under consideration, the couple (𝑛, 𝑆) is a convenient intermediate form of presenting
information about the initial data - the canonical information. Note that it is specified by two numbers,
regardless of the amount of data it represents. Actually, the first number 𝑛 says how much data is
represented by (𝑛, 𝑆).

Revised Processing Scheme
As a result of introducing canonical information and factorizing the algorithm 𝑷 into two phases, the
distributed data processing scheme presented in Fig. 7 can be transformed into the form shown on Fig. 9.
Now, from each separate fragment of the data, the canonical information (𝑛𝑗 , 𝑆𝑗 ) is extracted, which is
subsequently combined and used to compute the result.

Fig. 9. Revised distributed data processing scheme.
Let us emphasize the main features of such a revised scheme. The extraction of canonical information
(𝑛𝑗 , 𝑆𝑗 ) from the corresponding data set (performed by the transformation 𝑷1 ) can be carried out “in situ”
in parallel and independently. As a result, the distribution of input data contributes to improving the
efficiency of processing due to parallelization. Only compact fragments of partial canonical information of
the same volume (2 numbers), which does not depend on the volume of the initial data set, are transmitted.
The addition of pieces of canonical information is simplified as much as possible and is determined by the
componentwise addition of the pairs (𝑛𝑗 , 𝑆𝑗 ):
(𝑛1 , 𝑆1 )⨁(𝑛2 , 𝑆2 ) = (𝑛1 + 𝑛2 , 𝑆1 + 𝑆2 ).
Storing all combined canonical information also requires the same small amount of memory (2 numbers).
Since the main part of the processing is concentrated in the first phase, the second phase 𝑷2 , i.e.,
constructing the result from the compact accumulated information (𝑛, 𝑆), does not depend on the amount
of the initial data and does not require significant computing and time resources. As new data becomes
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available, it will only be necessary to transform it to the canonical form, “add” it to the accumulated
information, and reapply the transformation 𝑷2 to the updated compact information.

Information Space
The couples of the form (𝑛, 𝑆) can be considered as elements of a set endowed with an additional structure
- the canonical information space ℑ1 . In this example, ℑ1 = ℕ × ℝ, where ℕ = {0,1, … } is the set of
natural numbers and ℝ is the set of reals. Moreover, the space ℑ1 is equipped with a composition operation
⨁, defined, componentwise.

Example 2. Adding the Sample Variance to the Processing Goal
Now let us slightly modify our previous example by modifying the processing goal. Suppose that the data
1
set is the same as before, i.e., 𝐷 = (𝑥1 , 𝑥2 , … , 𝑥𝑛 ), but in addition to the sample mean 𝑋 = ∑𝑛𝑖=1 𝑥𝑖 we need
to compute the sample variance 𝑉 =

1
𝑛−1

(𝑥1 , … , 𝑥𝑛 ) →

𝑷

𝑛

∑𝑛𝑖=1(𝑥𝑖 − 𝑋)2 as well.
𝑛

𝑛

𝑖=1

𝑖=1

1
1
(𝑋, 𝑉) = ( ∑ 𝑥𝑖 ,
∑(𝑥𝑖 − 𝑋)2 )
𝑛
𝑛−1

Fig. 10. Standard processing approach for the modified goal
Since computing involves 𝑋 and all original 𝑥𝑖 , it might seem that we have to compute 𝑋 and 𝑉 in two passes
and, thus, have to keep all the original data to perform such computation. However, since
𝑛

𝑛
2

𝑛

𝑛

∑(𝑥𝑖 − 𝑋) = ∑ 𝑥𝑖 − 𝑋 ∑ 𝑥𝑖 − (∑ 𝑥𝑖 ) 𝑋 + 𝑛𝑋 2 ,
𝑖=1

2

𝑖=1

𝑖=1

𝑖=1

it can be written as
𝑛

1
∑(𝑥𝑖 − 𝑋)2 = 𝑇 − 𝑆 2 ,
𝑛
𝑖=1

∑𝑛𝑖=1 𝑥𝑖 2 .

where 𝑇 =
This not only allows computing sample mean and variance in one pass (Chan et al.
1983), but also suggests a natural way of parallelizing computations for the distributed data. Indeed, we can
1
just modify our previous form of canonical information by adding to it 𝑇. As a result, 𝑉 =
(𝑛𝑇 − 𝑆 2 )
and the appropriate factorization of the processing 𝑷 has the form shown on Fig. 11.

𝑛(𝑛−1)

Fig. 11. Factorization of the processing into two stages for the modified goal.
As a result, we arrive at a new form of canonical information, suitable for the modified processing problem.
Now canonical information is represented by a triple (𝑛, 𝑆, 𝑇) and the new information space ℑ2 = ℕ × ℝ ×
ℝ+ , where ℝ+ is the set of nonnegative reals. Again, the space ℑ2 is equipped with a componentwise
composition operation ⨁:
(𝑛1 , 𝑆1 , 𝑇1 )⨁(𝑛2 , 𝑆2 , 𝑇2 ) = (𝑛1 + 𝑛2 , 𝑆1 + 𝑆2 , 𝑇1 + 𝑇2 ),
which corresponds to the combination of two datasets, i.e.,
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𝑃1 (𝑥1 , … , 𝑥𝑛1 ) ⊕ 𝑃1 (𝑦1 , … , 𝑦𝑛2 ) = 𝑃1 (𝑥1 , … , 𝑥𝑛1 , 𝑦1 , … , 𝑦𝑛2 ).
Any single observation 𝑥 can be added to the collected canonical information “on the fly” via the following
updating operation:
(𝑛, 𝑆, 𝑇) ⨁ 𝑥 = (𝑛 + 1, 𝑆 + 𝑥, 𝑇 + 𝑥 2 ).
It is easy to see that all the nice features of the revised two-stage processing scheme mentioned above are
valid for this modified problem as well.
Moreover, these two examples show that a more elaborate goal may require a more elaborate information
space. More precisely, ℑ1 can be considered as a subspace of ℑ2 . This illustrates that certain hierarchy of
processing goals (for the same types of data) should lead to the corresponding hierarchy of information
spaces.

Example 3. Optimal Linear Estimation
Linear Experiment
As our next example, we will consider a widely used linear estimation process. Consider a linear
measurement scheme of the form (Pyt’ev 1983, 1989)
𝑦 = 𝐴𝑥 + 𝜈,
where 𝑥 ∈ 𝒟 = ℝ𝑚 is the unknown vector of the 𝑚-dimensional Euclidean space - the measurement object,
𝑦 ∈ ℛ = ℝ𝑘 is the measurement result, 𝐴: 𝒟 → ℛ is the linear mapping, represented by an 𝑘 × 𝑚-matrix,
describing the distortions of the measuring system, the vector 𝜈 ∈ ℛ is the random noise vector with zero
mean E𝜈 = 0 and the given covariance matrix 𝑆 = cov (𝜈), which can be considered as a linear operator
𝑆: ℛ → ℛ - the covariance operator of the random vector ∈ ℛ .
It is easy to see that the covariance matrix of some random vector is symmetric and non-negative definite.
We will consider only the measurements in which the matrix 𝑆 is positive definite, 𝑆 > 0, and hence is
invertible. In essence, this means that the noise ν is “possible in all directions”, that is, there is no proper
subspace ℛ̃ ⊂ ℛ such that 𝜈 ∈ ℛ̃ with probability one.
Thus, the measurement data is represented by the triple (𝑦, 𝐴, 𝑆) and includes the measurement result 𝑦
and the measurement model described by the pair (𝐴, 𝑆).

Optimal Estimation Problem
The problem of linear estimation of an unknown vector 𝑥 consists in constructing a linear mapping 𝑅: ℛ →
𝒟 such that the estimate 𝑥̂ = 𝑅𝑦 is maximally close to 𝑥 . A detailed and general consideration of this
problem can be found in (Pyt’ev 1983; 1989). Formally, let us consider the average estimation error
E‖𝑅𝑦 − 𝑥‖2 = E‖𝑅(𝐴𝑥 + 𝜈) − 𝑥‖2 = ‖(𝑅𝐴 − 𝐼)𝑥‖2 + 2E〈(𝑅𝐴 − 𝐼)𝑥, 𝑅𝜈〉 + E‖𝑅𝜈‖2
= ‖(𝑅𝐴 − 𝐼)𝑥‖2 + tr𝑅𝑆𝑅 ∗ .
Since there is an unknown vector 𝑥 in the expression for E‖𝑅𝑦 − 𝑥‖2 , we define the estimation error
provided by the operator 𝑅 as
𝐻(𝑅) = sup E‖𝑅𝑦 − 𝑥‖2 .
𝑥∈𝒟

2

It is easy to see that if 𝑅𝐴 ≠ 𝐼 then ‖(𝑅𝐴 − 𝐼)𝑥‖ can take arbitrarily large values and, consequently,
𝐻(𝑅) = {

+∞,
tr𝑅𝑆𝑅 ∗ ,

if 𝑅𝐴 ≠ 𝐼,
if 𝑅𝐴 = 𝐼.
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Thus, the linear mapping 𝑅 provides a finite estimation error 𝐻(𝑅) if and only if 𝑅𝐴 = 𝐼. It is easy to see that
the last equation is equivalent to the requirement that the estimate 𝑥̂ = 𝑅𝑦 is unbiased, i.e., E𝑅𝑦 = 𝑥. Thus,
the problem of linear estimation can be regarded as the problem of conditional minimization:
min {tr𝑅𝑆𝑅 ∗ | 𝑅𝐴 = 𝐼}.

𝑅:ℛ→𝒟

It has a solution if and only if 𝐴∗ 𝑆 −1 𝐴: 𝒟 → 𝒟 is nonsingular. In this case, the optimal estimate, known as
the best linear unbiased estimate (BLUE), and the corresponding estimation error are given by the
expressions:
𝑥̂ = 𝑅𝑦 = (𝐴∗ 𝑆 −1 𝐴)−1 𝐴∗ 𝑆 −1 𝑦,
E‖𝑥̂ − 𝑥‖2 = tr(𝐴∗ 𝑆 −1 𝐴)−1 .
Thus, the processing procedure 𝑷 consists in converting the original data, represented by (𝑦, 𝐴, 𝑆) into the
processing result, the optimal estimate 𝑥̂ of the vector 𝑥:

Fig. 12. Optimal linear estimation processing.
Note, that the mapping 𝑷 is not everywhere defined. It is defined only when the operator 𝐴∗ 𝑆 −1 𝐴 is
invertible.

Linear Estimation for Multiple Independent Measurements
Now suppose that there are many independent measurements of the same unknown vector 𝑥 ∈ 𝒟:
𝑦𝑖 = 𝐴𝑖 𝑥 + 𝜈𝑖 ,

𝑖 = 1, … , 𝑛,

where 𝑦𝑖 ∈ ℛ𝑖 are measurement results, 𝐴𝑖 : 𝒟 → ℛ𝑖 are linear mappings, and 𝜈𝑖 ∈ ℛ𝑖 are independent
random vectors with zero means E𝜈𝑖 = 0 and covariance operators 𝑆𝑖 : ℛ𝑖 → ℛ𝑖 . In general, the
measurement spaces ℛ𝑖 = ℝ𝑘𝑖 can be different.
To process such 𝑛 measurements, one have to collect all the pieces of data (𝑦𝑖 , 𝐴𝑖 , 𝑆𝑖 ) in one place, reorganize
them in the form of block matrices, possibly very large dimensions, and apply the transformation 𝑷 to the
combined data (Fig. 13).

Fig. 13. The standard scheme of linear estimation for a large number of measurements.
Here
𝑦1
𝑦2
𝑦 = ( ⋮ ) ∈ ℛ,
𝑦𝑛
𝑆1
0
𝑆=(
⋮
0

𝐴1
𝐴2
𝐴 = ( ) : 𝒟 → ℛ,
⋮
𝐴𝑛
0
𝑆2
⋮
0

⋯ 0
⋯ 0
) : ℛ → ℛ,
⋱ ⋮
⋯ 𝑆1
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𝑛

ℛ = ℛ1 × ℛ2 × ⋯ × ℛ𝑛 ,

𝑛

dim ℛ = ∑ dim ℛ𝑖 = ∑ 𝑘𝑖 .
𝑖=1

𝑖=1

For a large number of measurements, the dimension of the combined data can become extremely large,
which makes this approach unfeasible. Besides, the addition of new data would lead to the increase in the
dimensions of the merged data, which in turn would require increasing resources for their storage and
processing (application of the transformation 𝑷).

Parallelizing Processing by Extracting the Intermediate Information
Let us show that the data processing in the linear estimation problem can be divided into two phases 𝑷 =
𝑷2 ∘ 𝑷1 , where the first phase 𝑷1 extracts some compact intermediate information from the initial data, and
the second 𝑷2 calculates the estimation result based on this intermediate information. Moreover, our goal
will be to find such a factorization that the application of the transformation 𝑷1 to the combined data set
can be replaced by the parallel application of 𝑷1 to individual data and the subsequent “addition” of the
extracted information fragments.
As we have just seen, the vector 𝑦 and matrices 𝐴 , and 𝑆 describing the combined data can become
extremely large, which can make the application of the transformation 𝑷 impossible. However, it can be
shown that the main parts of the expression 𝑥̂ = (𝐴∗ 𝑆 −1 𝐴)−1 𝐴∗ 𝑆 −1 𝑦 can be decomposed into pieces:
𝐴∗ 𝑆 −1 𝑦 = 𝐴1∗ 𝑆1−1 𝑦1 + ⋯ + 𝐴∗𝑛 𝑆𝑛−1 𝑦𝑛 ,
𝐴∗ 𝑆 −1 𝐴 = 𝐴1∗ 𝑆1−1 𝐴1 + ⋯ + 𝐴∗𝑛 𝑆𝑛−1 𝐴𝑛 .
This implies that all the information needed for further processing related to the 𝑖-th piece of data (𝑦𝑖 , 𝐴𝑖 , 𝑆𝑖 )
can be represented by a pair (𝑣𝑖 , 𝑇𝑖 ), where
𝑣𝑖 = 𝐴∗𝑖 𝑆𝑖−1 𝑦𝑖 ∈ 𝒟,

𝑇𝑖 = 𝐴∗𝑖 𝑆𝑖−1 𝐴𝑖 : 𝒟 → 𝒟,

and 𝑇𝑖 is a non-negative definite operator. Obviously, the pair (𝑣, 𝑇) in which 𝑣 = 𝑣1 + ⋯ + 𝑣𝑛 and 𝑇 = 𝑇1 +
⋯ + 𝑇𝑛 will correspond to the combined data (𝑦, 𝐴, 𝑆).

Canonical Information Space
We will call the pair (𝑣, 𝑇) = (𝐴∗ 𝑆 −1 𝑦, 𝐴∗ 𝑆 −1 𝐴) the canonical information for the data (𝑦, 𝐴, 𝑆), and the
set ℑ of all such pairs - canonical information space for the problem of linear estimation of a vector from
the space 𝒟. It can be shown that ℑ consist of all the pairs (𝑣, 𝑇) in which 𝑣 ∈ im 𝑇. Thus,
+
ℑ = {(𝑣, 𝑇) | 𝑇 ∈ 𝕊𝒟
, 𝑣 ∈ im 𝑇},

where 𝕊+
𝒟 is the set of nonnegative definite operators on 𝒟 – a convex cone in the linear space 𝕊𝒟 of
𝑚(𝑚+1)
+
selfadjoint operators on the space 𝒟. If dim 𝒟 = 𝑚, then dim 𝕊𝒟 =
. Thus, ℑ ⊂ 𝒟 × 𝕊𝒟
is a convex
cone in the

𝑚(𝑚+3)
2

2

-dimensional vector space 𝒟 × 𝕊𝒟 . It implies, in particular, that any element of the

information space ℑ can be represented by

𝑚(𝑚+3)
2

numbers.

Obviously, the process of linear estimation can be divided into two phases 𝑷 = 𝑷2 ∘ 𝑷1 , where the first phase
𝑷1 consists in constructing the canonical information:
(𝑣, 𝑇) = 𝑷1 (𝑦, 𝐴, 𝑆) = (𝐴∗ 𝑆 −1 𝑦, 𝐴∗ 𝑆 −1 𝐴),
and the second phase 𝑷2 calculates the estimation result based on this information (Fig. 14):
𝑥̂ = 𝑷2 (𝑣, 𝑇) = 𝑇 −1 𝑣.
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Fig. 14. Splitting data processing into two phases.
As was shown above, the combination of the initial data (𝑦1 , 𝐴1 , 𝑆1 ) and (𝑦2 , 𝐴2 , 𝑆2 ) can be represented by
the composition of the corresponding pieces of canonical information (𝑣1 , 𝑇1 ) and (𝑣2 , 𝑇2 ), defined as
(𝑣1 , 𝑇1 ) ⊕ (𝑣2 , 𝑇2 ) = (𝑣1 + 𝑣2 , 𝑇1 + 𝑇2 ).
This can be written as
𝑷1 (𝑦1 , 𝐴1 , 𝑆1 ) ⊗ 𝑷1 (𝑦2 , 𝐴2 , 𝑆2 ) = 𝑷1 ((𝑦1 , 𝐴1 , 𝑆1 ) ∪ (𝑦2 , 𝐴2 , 𝑆2 )),
where (𝑦1 , 𝐴1 , 𝑆1 ) ∪ (𝑦2 , 𝐴2 , 𝑆2 ) is combining two data sets into one, Fig. 15.

Fig. 15. The correspondence between the composition of fragments of canonical information and combining
sets of input data.

Revised Processing Scheme
As a result of the introduction of canonical information and the factorization of algorithm 𝑃 into two phases,
the data processing scheme presented in Fig. 12 can be transformed to the one, shown on Fig. 16. From each
individual fragment (𝑦𝑖 , 𝐴𝑖 , 𝑆𝑖 ) of the data, the canonical information (𝑣𝑖 , 𝑇𝑖 ) is extracted, which is
subsequently combined and used to calculate the estimation result.

Fig. 16. Modified scheme for processing distributed data.
Let us outline the main features of such a modified scheme. The amount of memory required to store
information in the canonical form does not depend on the volume of the represented original data and is
𝑚(𝑚+3)
real numbers ( 𝑚 -dimensional vector and symmetric 𝑚 × 𝑚 matrix). Computing the canonical
2
information (𝑣𝑖 , 𝑇𝑖 ) from the 𝑖-th set of data (transformation 𝑷1 ) can be performed on the computers, where
the data is located, in parallel and independently. Only compact fragments of the canonical information of
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the same volume are transferred. The addition of the parts of canonical information is maximally simplified
and is determined by the componentwise addition of the pairs (𝑣𝑖 , 𝑇𝑖 ). Resources requirements for the
second phase 𝑃2 , consisting in constructing the result from the compact accumulated information (𝑣, 𝑇),
are determined only by the dimension 𝑚 of the space of unknown 𝑥 and do not depend on the volume of
the original data. As a new data becomes available, it would only be necessary to extract from it the canonical
information and “add” it to the accumulated information. In this case, the final processing 𝑷𝟐 would have
to be reapplied to the compact information of a fixed volume.

Quality of Information
In the problem of linear estimation, considered above, our goal was to construct an estimate 𝑥̂, that is,
𝑷(𝑦, 𝐴, 𝑆) = 𝑥̂ . The corresponding estimation error is E‖𝑥̂ − 𝑥‖2 = tr𝑄 , where 𝑄 = (𝐴∗ 𝑆 −1 𝐴)−1 = 𝑇 −1
represents the covariance matrix of 𝑥̂, i.e., 𝑄 = cov(𝑥̂). Matrix 𝑄 also allows to determine the estimation
2
errors for the individual components of the vector 𝑥 since E(𝑥̂𝑗 − 𝑥𝑗 ) = var(𝑥̂𝑗 ) = 𝑄𝑗𝑗 .
Moreover, the smaller the covariance matrix, the less the estimation error: that is, if 𝑄 ≤ 𝑄̃ , then 𝑄𝑗𝑗 ≤ 𝑄̃𝑗𝑗
and tr𝑄 ≤ tr𝑄̃. It means that if 𝑄 and 𝑄̃ are covariance matrices for two estimates of 𝑥, then the estimate
with the smaller covariance matrix provides better precision in all respects. Define the partial order on the
set of symmetric matrices of the same dimension as follows:
𝑄 ≥ 𝑄̃ ⇔ 𝑄 − 𝑄̃ ≥ 0,
that is, 𝑄 is greater or equal than 𝑄̃ if 𝑄 − 𝑄̃ is nonnegative definite.
We will say that the information (𝑣, 𝑇) is not less accurate (not worse) than (𝑣̃, 𝑇̃) and write (𝑣, 𝑇) ≽ (𝑣̃, 𝑇̃)
if 𝑇 ≥ 𝑇̃ . If (𝑣, 𝑇) ≽ (𝑣̃, 𝑇̃ ) and (𝑣̃, 𝑇̃) ≽ (𝑣, 𝑇), then we say that (𝑣, 𝑇) and (𝑣̃, 𝑇̃) have the same accuracy and
denote this (𝑣, 𝑇) ≈ (𝑣̃, 𝑇̃ ). Obviously, this is equivalent to the condition 𝑇 = 𝑇̃. It is easy to see that more
accurate information provides more accurate estimation. Indeed, let 𝑇 ≥ 𝑇̃ and the couples (𝑣, 𝑇) and (𝑣̃, 𝑇̃ )
allow to construct the corresponding estimates, that is, 𝑇 and 𝑇̃ are invertible. According to (Pyt’ev 1983),
this implies that 𝑇 −1 ≤ 𝑇̃ −1 and hence 𝑄 ≤ 𝑄̃ , where 𝑄 and 𝑄̃ are the covariance matrices of the
corresponding estimates.
Note that the above accuracy ordering emerges on the information space quite naturally. It turns out that
the above concept of the accuracy of information leads to the same partial order on the set of models (𝐴, 𝑆)
of linear measurement as (a) the notion of the quality of measurement models (Pyt’ev 1984; 1989) and (b)
the notion of the informativeness of information transformers (Golubtsov 1992), while the definitions of
the corresponding partial orders in these two latter approaches are completely different and much more
complex.

Properties of Canonical Information
Let us summarize the properties of information spaces that we observed in the above examples. These
properties not only represent an independent interest, but also can serve as an example of the general
properties of information spaces that arise in the tasks of processing large volumes of distributed data.

Existence
Any source dataset must allow the presentation of information in the canonical form. Note that the
calculation of the final result may not be possible for some data. Strictly speaking, the transformation 𝑷 can
be (and often is) not everywhere defined. At the same time, we require 𝑷1 to be defined everywhere.
For instance, as we have seen in the estimation problem, the information contained in the data (𝑦, 𝐴, 𝑆) may
not allow the construction of the estimation result. Namely, if 𝐴∗ 𝑆 −1 𝐴 is singular, then the estimate of the
unknown vector cannot be produced. In particular, if dimension of the observation 𝑦 is less than the
dimension of the unknown 𝑥, this matrix is singular and the estimate cannot be computed. Nevertheless,
the canonical information (𝑣, 𝑇) can be constructed even for such data. Moreover, even the complete lack
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of measurements (carrying zero information) can be represented in canonical form. Formally, any
measurement (𝑦, 𝐴, 𝑆), in which 𝐴 = 0: 𝒟 → ℛ is a zero mapping, does not carry any information about the
vector being measured. Any such measurement corresponds to the canonical information 𝟎 = (0,0), i.e.,
𝑣 = 0 ∈ 𝒟 and 𝑇 = 0: 𝒟 → 𝒟.
Similarly, in the second example, to compute the sample variance one needs at least two values. However,
even single-element “atomic” dataset (𝑥) and an empty dataset () can be represented respectively by the
elements (1, 𝑥, 𝑥 2 ) and 𝟎 = (0,0,0) of the corresponding information space.

Sufficiency
Representation in the canonical form should retains all the information contained in the original data,
namely, it should lead to the same result as the original data from which it was derived. This property
resembles the concept of sufficiency in mathematical statistics. Formally, it means that 𝑷(𝐷) = 𝑷2 (𝑷1 (𝐷))
for any data 𝐷 from the domain of definition of the transformation 𝑷.

Composition operation
The canonical information space ℑ should be equipped with a composition operation ⨁, representing the
combination of the corresponding fragments of data, such that the following properties hold for any 𝒂, 𝒃, 𝒄 ∈
ℑ:
 𝒂 ⨁ 𝒃 = 𝒃 ⨁ 𝒂. (Commutativity) – Changing the order of the pieces of information does not change the result.
 (𝒂 ⨁ 𝒃) ⨁ 𝒄 = 𝒂 ⨁ (𝒃 ⨁ 𝒄). (Associativity) – Composition of pieces of information does not depend on the
order of the pairwise compositions.
 𝒂 ⨁ 𝟎 = 𝒂. (Neutral property of zero element) - Adding zero information to any information does not change
it.
It means that (ℑ, ⨁, 𝟎) is a commutative monoid.
In addition, the monoid (ℑ, ⨁, 𝟎) also has the cancellation property:
 𝒂 ⨁ 𝒃 = 𝒂 ⨁ 𝒄 ⇒ 𝒃 = 𝒄,
but does not have invertible elements other than 𝟎, i.e. there is no “negative” information.
It is easy to see that these properties are satisfied in all the considered examples.

Preorder relation
For a certain important class of processing problems, it is possible to define the preorder relation ≽ on the
information space, reflecting accuracy of information. Such relation naturally appears in “optimal”
processing problems, where the processing in a certain sense optimizes the quality of the result (e.g.,
estimation precision). For example, in the linear estimation problem, such preorder relation is intrinsically
related to the estimation precision.
A preorder relation ≽ is a binary relation, which satisfies the following properties:
 𝒂 ≽ 𝒂 (Rreflexivity)
 𝒂 ≽ 𝒃 & 𝒃 ≽ 𝒄 ⇒ 𝒂 ≽ 𝒄 (Transitivity)
It can be easily verified, that the accuracy relation defined above in the context of the linear estimation
problem does indeed satisfy these properties.
Besides, the order structure of the information space should be consistent with the algebraic structure:
 𝒂 ≽ 𝟎. Any information is more accurate than the lack of information.
 𝒂 ⨁ 𝒃 ≽ 𝒂 , 𝒃. The composition of two fragments of information is more precise than each of them individually.
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 𝒂 ≽ 𝒃 & 𝒄 ≽ 𝒆 ⇒ 𝒂 ⨁ 𝒄 ≽ 𝒃 ⨁ 𝒆. Composition of a more accurate pieces of information gives a more
accurate result.

Uniqueness
For any original data, there should be a unique representation in the information space ℑ, consistent with
the composition operation. In fact, this property means that there is no redundancy in canonical
information.
In particular, since the estimation result does not depend on the order of the data in the source set, the
canonical information should not depend on the order of the data.
Finally, we will mention two “practical” desirable properties of such special form of representing
intermediate information. They are more of a technical nature, related to the implementation of the
corresponding algorithms.

Compactness
The information presented in the canonical form should occupy a small (preferably minimal) volume, if
possible, independent of the amount of data presented. In the estimation example, the canonical form
𝑚(𝑚+3)
occupies a fixed volume of
numbers.
2

Efficiency
The presentation of the intermediate information in canonical form should ensure the efficient
implementation of all stages of data processing. Specifically, in the estimation example:
 Extracting canonical information from the original data requires several matrix multiplications for the matrices
determined by the individual data fragments. Besides, extraction of canonical information from individual
fragments can be performed in parallel.
 Combining and accumulating canonical information reduces to the addition of vectors and matrices of fixed
dimension and requires insignificant computational resources.
 Computing the result based on the accumulated canonical information requires solving a system of linear
equations of fixed size 𝑚 × 𝑚 (or inversion of the corresponding matrix.) Even with the constant arrival of new
data, updating of the estimate can be carried out only from time to time.

Conclusion
Many classical data processing algorithms are inherently sequential, which demands the development of
new parallelized versions, allowing them to efficiently handle big data. See (Ekanayake et al. 2008; Palit,
Reddy 2012) for some approaches of parallelizing scientific algorithms by adopting them to the MapReduce
framework.
Here we would like to emphasize that a purely technical attempt to “parallelize the algorithm” actually leads
to the construction of a special type of information representation that has natural algebraic properties. In
a sense, such representation reflects the very essence of the information contained in the data. We can say
that the need to effectively manipulate huge distributed data sets puts forward new requirements for the
conceptualization and formalization of the notion of information.
In the examples considered above, the choice of the canonical form of information is quite obvious. In
general, the choice of compact intermediate information can be unobvious or even impossible. In this
regard, it seems important to identify a class of problems in which it is possible to extract fairly compact
intermediate information and find effective methods for constructing suitable information spaces.
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In many practical problems the processing 𝑷, transforming the initial data into the final result of processing,
has a specific “origin”, namely, it optimizes the quality of the result (e.g., estimation precision). Due to the
optimization nature of the processing problem, the concept of the quality of the solution (the accuracy of
the estimate) induces an ordering on the information space that reflects the “quality” of the information.
Such natural ordering and algebraic structure always arise when investigating the informativeness of
various classes of information sources (Golubtsov 1992, 2002). It can be expected that such an ordering,
consistent with the algebraic structure of the information space, will always appear in the context of
problems of optimal decision-making in distributed systems.
In this paper, we tried to minimize formalism in order to focus on the informative side of the problem and
outline the basic requirements for well-organized intermediate information. This, in turn, leads to the
question of choosing in some sense optimal or ideal form of intermediate information. Such problems
require further formalization and research.
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