as a direct sum of Z-graded subalgebras. We considerĝ-modules M that are h-diagonalisable, i.e. has a unique irreducible Z-graded quotient which we denote by N(ϕ). It is shown in [3] that, over an algebraically closed field, any irreducible object of the categoryÕ is of the form N(ϕ), for some ϕ ∈ F ′ . For any λ ∈ k × , define the exponential function exp(λ) : Z → k, exp(λ)(m) = λ m , m ∈ Z.
A function ϕ ∈ F is exponential polynomial if it can be written as a finite sum of products of polynomial and exponential functions, i.e. λ∈k × ϕ λ exp(λ), for some polynomial functions ϕ λ ∈ F and distinct scalars λ ∈ k × . Write
Then E ⊂ F ′ ⊂ F. The exponential-polynomial functions are those whose successive values solve a homogeneous linear recurrence relation with constant coefficients.
A module N(ϕ) is exponential polynomial if ϕ ∈ E. It is shown in [2] that the homogeneous components of an exponential-polynomial module are finite dimensional. Conversely, for ϕ ∈ F ′ , the module N(ϕ) has finite-dimensional homogeneous components only if ϕ ∈ E (cf. [9] ). In particular, if k is algebraically closed, then the exponential-polynomial modules { N(ϕ) | ϕ ∈ E } are precisely those irreducible objects of the categoryÕ for which all homogeneous components are finite dimensional.
For any ϕ ∈ E, write
for the formal character of N(ϕ), where
For any positive integer r, define the function
where the sum is over all roots of unity ζ such that ζ r = 1. The function ℘ r takes the constant value r on its support rZ. If ϕ ∈ E is non-zero and deg ϕ = r, then it can be shown that r > 0 and
for some finite collection of polynomial functions a i ∈ F and scalars λ i ∈ k × , such that if (λ i /λ j ) r = 1, then i = j. The formal character of the exponential-polynomial module N(ϕ) is described by the following theorem.
Theorem. Let ϕ ∈ E be non-zero, and write r = deg ϕ. In the notation of (1.4),
where the inner sum is over the positive divisors d of r, the quantities c d (n) are Ramanujan sums, and
where M = i (deg a i + 1) and the product is over those indices i for which a i ∈ Z + .
The Ramanujan sum c d (n) is given by
where φ denotes Euler's totient function and µ denotes the Möbius function. The expression (1.5) is the Ramanujan-Fourier transform of char N(ϕ).
It is apparent that c d (·) is a function of period d, and thus it may deduced from formula (1.5) that, for any k 0, the multiplicity function n → dim N(ϕ) k,n , n ∈ Z, has period r = deg ϕ. Therefore the character of N(ϕ) is completely described by the array of weight-space multiplicities [dim N(ϕ) k,n ] where k 0 and 0 n < r. Examples of these arrays, such as those illustrated by Figures 1(a) -1(d), may be computed in a straightforward manner using the formula (1.5). Columns are indexed left to right by n, where 0 n < r, while rows are indexed from top to bottom by k 0.
Greenstein [10] (see also [5, Section 4.1] ) has derived an explicit formula for the formal character of an integrable irreducible object of the categoryÕ. These objects are precisely the exponential-polynomial modules N(ϕ) where ϕ is a linear combination of exponential functions with non-negative integral coefficients. Indeed, our result may alternatively be deduced by considering separately the case where N(ϕ) is integrable, employing the result of Greenstein, and the case where N(ϕ) is not integrable, using Molien's Theorem. Our approach, via a general study of finite cyclic-group actions, has the advantage of permitting a unified proof. Both approaches employ the explicit expression of the formal character of an irreducible highest-weight module for a truncated current Lie algebra described in [14] (see also [15] ).
Preliminaries
For any positive integer r, denote by Z r the additive group of integers considered modulo r, by ℜ(r) the set of primitive roots of unity of order r, and by ζ r some fixed element of ℜ(r). Denote by ord η the order of a finite-order automorphism η. If η is an endomorphism where δ denotes the Kronecker function. A summation d|r a d is to be understood as the sum of all the a d where d is a positive divisor of r. Let φ : N → N denote Euler's totient function, so that
For any positive integer d and n ∈ Z, the quantity c d (n) defined by (1.6) is called a Ramanujan sum, a von Sterneck function, or a modified Euler number. These quantities have extensive applications in number theory (see, for example, [13] , [11] ), although we require only the most basic properties, such as those described in [8] . In particular, we note the identities
where n ∈ Z and r > 0. The function c d (·) : Z → k is a d-even arithmetic function, i.e. c d (n) = c d (gcd(d, n)), n ∈ Z.
Any r-even arithmetic function may be expressed as a linear combination of the functions c d (·), where d is a divisor of r [7] ; such an expression is called a Ramanujan-Fourier transform.
Exponential-polynomial functions. Define an endomorphism τ of the vector space
The rule t → τ endows F with the structure of an A-module. For any ϕ ∈ F, the action ofĥ on H(ϕ), viaφ, may be equivalently defined by
implies that E is a submodule of the A-module F. The equivalence of this definitions and that given in Section 1 is demonstrated by Proposition 2.8.
The exponential-polynomial functions are those whose values solve a homogeneous linear recurrence relation with constant coefficients. Indeed, suppose that c(t) ∈ k[t] is a non-zero polynomial of degree q, and write c(t) = q k=0 c k t k . Then c · ϕ = 0 if and only if
for all m ∈ Z, i.e. precisely when the values of ϕ satisfy the recurrence relation (2.4) defined by c. In particular, a solution ϕ to c·ϕ = 0 is determined by any q of its consecutive values. Therefore, if ϕ ∈ E is non-zero, then the support of ϕ is not wholly contained in any of the infinite subsets of consecutive integers N, −N ⊂ Z. It follows from Lemma 2.5 that the submonoid of Z generated by the support of ϕ is of the form rZ, for some r > 0. Equivalently, imφ = k[t r , t −r ], and so ϕ ∈ F ′ . The zero function 0 : Z → k is such that 0 ∈ F ′ , and so E ⊂ F ′ .
where r ∈ A is any non-zero element of minimal absolute value.
Proof. Let r ∈ A ∩ N be of minimal absolute value. For any m ∈ A ∩ −N, we have that m + kr ∈ A where k is the unique positive integer such that 0 m + k 0 r < r.
Thus m + kr = 0 by the minimality of r; it follows that r divides m, for any m ∈ A ∩ −N. Moreover,
It follows therefore that −r is the element of minimal absolute value in A ∩ −N. The argument above with inequalities reversed shows that −r divides all positive elements of A, and so A ⊂ rZ. The opposite inclusion is obvious since r, −r ∈ A and A is closed under addition.
For any k 0 and λ ∈ k × , define the function θ λ,k ∈ F by
Lemma 2.6. For any λ, µ ∈ k × and k 0,
Therefore,
and so part (i) is proven. Part (ii) is proven by induction. The claim is trivial if k = 0, so suppose that the claim holds for some k 0. Then
where part (i) is used in obtaining the first and second equalities. Therefore the claim holds for all k 0 by induction.
Then, for any λ ∈ Z,
by Lemma 2.6. Therefore γ λ,n λ = 0 for all λ ∈ Z, which is absurd, unless Z is the empty set.
as a finite sum of products of polynomials functions ϕ λ and exponential functions exp(λ), λ ∈ k × . Moreover,
be of degree q. The equation c · ϕ = 0 is equivalent to the relation (2.4), and so the space consisting of all solutions ϕ is at most q-dimensional. Now write Z ⊂ k × for the set of all roots of c. The field k is algebraically closed, and so
where m λ is the multiplicity of the root λ ∈ Z. Lemma 2.6 shows that the set
which is of size λ∈Z m λ = q, consists of solutions to c · ϕ = 0. By Proposition 2.7, this set is linearly independent, and hence is a basis for the solution space. Therefore any ϕ ∈ E has a unique expression (2.9).
Now suppose that ϕ has the form (2.9), let c ∈ k[t] be non-zero, and write c in the form (2.11). By Lemma 2.6 part (i), c · ϕ = 0 if and only if m λ > deg ϕ λ whenever ϕ λ = 0. The polynomial (2.10) is the minimal degree monic polynomial that satisfies this condition, and hence is the characteristic polynomial.
Letĝ + · v ϕ = 0, and denote by
This definition is equivalent to the definition (1.3). The module V(ϕ) and its unique irreducible quotient L(ϕ) are not Z-graded. In this section, it is shown that if ϕ ∈ F ′ is such that r = deg ϕ > 0, then N(ϕ) is isomorphic to an irreducible constituent of the loop module L(ϕ), and moreover that this constituent may be described in terms of the semi-invariants of an action of the cyclic group Z r on L(ϕ). The results of this section are due to Chari and Pressley [6] (see also [4] ).
3.1. Cyclic group action on L(ϕ).
Lemma 3.1. Suppose that ϕ ∈ F ′ , that r = deg ϕ > 0, and that ζ ∈ k × is such that ζ r = 1. Then for all a ∈ A, 
where ζ = ζ r . Moreover, η decomposes L(ϕ) as a direct sum of eigenspaces
in a manner compatible with the weight-space decomposition induced by h ⊗ t 0 .
Proof. The rule t → ζ −1 t extends to an automorphism of A, which defines an automorphism of the loop algebraĝ. This automorphism in turn defines an automorphism η of U(ĝ). The universal module V(ϕ) may be realised as the quotient of U(ĝ) by the left ideal I generated byĝ + and by the elements of the set
The map η preserves this set by Lemma 3.1:
Clearly η preservesĝ + , and so η(I) = I. Therefore η is well-defined on the quotient V(ϕ) of U(ĝ). The monomial
is an eigenvector of eigenvalue ζ −m where m = k i=1 n i , and so the Poincaré-Birkhoff-Witt Theorem guarantees a decomposition
It is easy to check that η commutes with the action of h⊗t 0 , and that if U is a submodule of V(ϕ), then so is η(U ). Thus, if U is a proper submodule, then so is η(U ). Hence η preserves the maximal submodule of V(ϕ), and so is defined on the quotient L(ϕ). This induced map is of order r, by construction, and decomposes L(ϕ) in the manner claimed by (3.3).
3.2.
Irreducible constituents of the loop module. For any ϕ ∈ F ′ such that r = deg ϕ > 0, define an automorphismη ϕ of the vector space L(ϕ) viâ
Theorem 3.4. Suppose that ϕ ∈ F ′ , and that r = deg ϕ > 0. Let ζ = ζ r andη =η ϕ . Then:
i.η is automorphism of the Z-gradedĝ-module L(ϕ) of order r;
ii.η decomposes L(ϕ) as a direct sum of eigenspaces
iii. For any i ∈ Z r , the Z-gradedĝ-modules L(ϕ)|η ζ i and N(ϕ) are isomorphic.
Proof. For any x ∈ g, u ∈ L(ϕ), a ∈ A and m ∈ Z,
where η = η ϕ . The mapη is of order r by definition, and so part (i) is proven. Part (ii) follows immediately from Proposition 3.2. Let i ∈ Z r , and write U = L(ϕ)|η ζ i . The generating weight spaces U ϕ(0)α ⊂ U and H(ϕ) ⊂ N(ϕ) are isomorphic as Z-gradedĥ-
This map extends uniquely to an epimorphism of Z-gradedĝ-modules U → N(ϕ). Therefore it is sufficient to prove that U is an irreducible Z-gradedĝ-module. Suppose that W is a graded submodule of U . Then W contains a non-zero homogeneous maximal vector v ⊗ t n . Theĝ-module epimorphism U → L(ϕ) that is induced by t → 1 maps this element to a non-zero maximal vector of L(ϕ). Therefore v = λv ϕ is a non-zero scalar multiple of the highest-weight vector. Hence W has non-trivial intersection with the generating weight space U ϕ(0)α of U . The Z-gradedĥ-module U ϕ(0)α is irreducible, so U ϕ(0)α ⊂ W , and thus W = U . Therefore U is irreducible.
3.3. Characters and semi-invariants. If r = deg ϕ > 0, then Theorem 3.4 describes the modules N(ϕ) in terms of the semi-invariants of L(ϕ) with respect to the action of the cyclic group Z r defined by η. In particular, we have the following description of the character of an exponential-polynomial module. 
where ζ = ζ r .
Semi-invariants of Actions of Finite Cyclic Groups
If V is a Z + -graded vector space and r is a positive integer, then the tensor power
is also a Z + -graded vector space, with the decomposition
The finite cyclic group Z r acts on V r by cycling homogeneous tensors; the generator 1 ∈ Z r acts via the vector space automorphism
and this action preserves the grading, so that σ r (V r (k)) = V r (k), for any k 0. For any U ⊂ V r , let
The automorphism σ r decomposes V r as a direct sum of Z + -graded vector spaces
Associated to any Z + -graded vector space U is the generating function
Theorem. For any Z + -graded vector space V , r > 0 and n ∈ Z,
In this section, we describe an elementary proof of this statement. If U is the regular representation of Z r and V = S(U ) is the symmetric algebra, then the statement follows easily from Molien's Theorem and the identity (2.2).
. For any r > 0 and k 0, let
The elements of D r,k parameterise a graded basis of V r (k):
Define an automorphism τ r of the sets D r,k via the rule for all n ∈ Z.
Proof. Suppose that k 0, and write D r,k = O∈P O for the decomposition of D r,k into a disjoint union of orbits for the action of Z r defined by τ r . Then 
It follows immediately from Proposition 4.4 and equation (4.1) that
Proposition 4.6. For any Z + -graded vector space V and r > 0,
Proof. The claim is trivial if r = 1, so suppose that s > 1 and that the claim holds for all 0 < r < s. Then: 
Proof. For any n ∈ Z, 
Exponential-Polynomial Modules
In this section, we show that if ϕ ∈ E, then the module L(ϕ) is an irreducible highest-weight module for the truncated current Lie algebra g(ϕ). An explicit formula for the character of such a module was obtained in [14] . Therefore, we are able to derive an explicit formula for char N(ϕ) by employing the results of Sections 3 and 4.
5.1.
Modules for truncated current Lie algebras.
Proposition 5.1. Suppose that ϕ ∈ E. Then the defining ideal g ⊗ c ϕ A ⊂ĝ acts trivially on theĝ-module L(ϕ), and so L(ϕ) is a g(ϕ)-module.
Proof. Let kv + denote the one-dimensionalĥ-module defined by
Then by definition of the characteristic polynomial c ϕ , the subalgebra h ⊗ c ϕ A ⊂ĥ acts trivially upon v + , and so kv + may be considered as an h(ϕ)-module. Let g + (ϕ) · v + = 0, and let M = Ind g(ϕ)
h(ϕ)+g + (ϕ) kv + denote the induced g(ϕ)-module. Denote by L the unique irreducible quotient of M . Then L is aĝ-module, via the canonical epimorphismĝ ։ g(ϕ), and is irreducible with highestweight defined by the function ϕ. Hence L(ϕ) ∼ = L asĝ-modules, and the claim follows from the construction of L.
5.2.
Tensor products.
asĝ-modules if c ϕ 1 and c ϕ 2 are co-prime.
Proof. Let ϕ = ϕ 1 + ϕ 2 . Then c ϕ = c ϕ 1 c ϕ 2 since c ϕ 1 and c ϕ 2 are co-prime. By Proposition 5.1, L(ϕ) is an irreducible module for g(ϕ), and by the Chinese Remainder Theorem,
By Proposition, 5.1 L(ϕ i ) is a module for g(ϕ i ), i = 1, 2. The Lie algebra g(ϕ i ) is finitedimensional, and k is algebraically closed, and so U(g(ϕ i )) is Schurian [12] , i = 1, 2. Thus U(g(ϕ i )) is tensor-simple [1] , and so L(ϕ 1 ) L(ϕ 2 ) is an irreducible module for U(g(ϕ 1 )) U(g(ϕ 2 )). The decomposition (5.3) and the Poincaré-Birkhoff-Witt Theorem imply that U(g(ϕ 1 )) U(g(ϕ 2 )) ∼ = U(g(ϕ)), and so L(ϕ 1 ) L(ϕ 2 ) is an irreducible module for g(ϕ). The irreducible highest-weight modules L(ϕ) and L(ϕ 1 ) L(ϕ 2 ) are of equal highest weight, by the Leibniz rule, and hence are isomorphic.
5.3.
Semi-invariants of the modules L(ϕ). ii. c ϕ = i∈Zr c ψ (ζ i r t) is a decomposition of c ϕ into co-prime factors.
Proof. The support of ϕ is contained in rZ. If r = 0, then ϕ(m) = 0 for any non-zero m ∈ Z. In particular ϕ has infinitely many consecutive zeros, and so ϕ = 0, contrary to hypothesis. Therefore r > 0. The support of ϕ is contained in the support of ℘ r , and so ϕ = 1 r ℘ r ϕ. Hence
for any λ ∈ k × . If ζ r = 1, then the expression on the right-hand side is invariant under the substitution λ → ζλ, and so the first claim is proven.
Multiplication by ζ r decomposes k × into a disjoint union of orbits for the cyclic group Z r , and all orbits are of size r. Choose any set B of representatives, so that k × = i∈Zr ζ i r B. Then ψ = λ∈B ϕ λ exp(λ) has the required property, by Proposition 2.8. Proof. For j ∈ Z r , write ψ j = exp(ζ −j r )ψ. Then c ϕ = j∈Zr c ψ j is a decomposition of c ϕ into co-prime factors, and ϕ = j∈Zr ψ j . By the Chinese Remainder Theorem, there exists a finite linearly independent set { a i | i ∈ I } ⊂ A such that { a i + c ψ A | i ∈ I } is a basis for A/c ψ A and a i ≡ 0 (mod c ψ j ), j ≡ 0 (mod r), i ∈ I, j ∈ Z r .
Write a i,j (t) = a i (ζ −j r t), i ∈ I, j ∈ Z r . Then by symmetry, { a i,j + c ψ j A | i ∈ I } is a basis for A/c ψ j A and
For any i ∈ I and j ∈ Z r ,
By Proposition 5.2, there exists an isomorphism Υ : L(ϕ) → j∈Zr L(ψ j ) ofĝ-modules, and we may assume that Υ(v ϕ ) = ⊗ j∈Zr v ψ j . For any k ∈ Z r , identify
Then L(ψ k ) is generated by the action of the basis { f ⊗ a i,k | i ∈ I } of g + (ψ k ) on the highest-weight vector Υ(v ϕ ). Therefore, modulo the identification (5.8),
by equation (5.7). Since η ϕ is an automorphism of the Z + -graded vector space L(ϕ), the restriction
is an isomorphism of the Z + -graded vector spaces. These isomorphisms obviously induce isomorphisms ǫ j : L(ψ j ) → L(ψ 0 ) = L(ψ), and
by equation (5.7). Let ǫ = j∈Zr ǫ j , and write Ω for the composition
The vector space L(ψ) r is spanned by the homogeneous tensors j∈Zr i∈I (f ⊗ a i ) k i,j v ψ , k i,j 0.
For any homogeneous tensor of this form
where the second and fourth equalities are by construction of the polynomials a i,j and the Leibniz rule. Therefore Ω • η ϕ • Ω −1 = σ r as required.
Character Formulae.
Theorem 5.9. Suppose that a ∈ F is a polynomial function and that ϕ = aexp(λ) for some λ ∈ k × . Then
Proof. Let N = deg a, and write ϕ = N k=0 a k θ λ,k . By Proposition 5.1, L(ϕ) is a module for the truncated current Lie algebra g(ϕ). The Cartan subalgebra of g(ϕ) has a basis { h ⊗ (t − λ) k | 0 k N } .
By Lemma 2.6, h ⊗ (t − λ) N acts on the highest-weight vector v ϕ by the scalar ((t − λ) N · ϕ)(0) = N!λ N a N which is non-zero except if a = 0. Therefore the claim follows from Proposition A.1 of [14] .
Suppose that ϕ ∈ E is non-zero, deg ϕ = r, and that ψ ∈ E is given by Lemma 5.4. Then 
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