We consider an eigenvalue problem for a certain type of quasi-linear second-order di®erential equation on the interval ð0; 1Þ. Using an appropriate version of the mountain pass theorem, we establish the existence of a positive solution in H 1 0 ð0; 1Þ for a range of values of the eigenvalue. It is shown that these solutions generate solutions of Maxwell's equations having the form of guided travelling waves propagating through a self-focusing dielectric. Motivated by models of optical¯bres, the refractive index of the dielectric has an axial symmetry but may vary with distance for the axis. Previous existence results for this problem deal only with the homogeneous case.
Introduction
In this paper, we continue the study of mathematical problems related to the propagation of guided waves through nonlinear dielectrics. In this contribution we consider the existence of guided modes in which the magnetic¯eld is transverse to the direction of propagation, see Ref. 10 for a presentation of the problem and references to the underlying physics. As is usual in models of cylindrical optical¯bres, we assume here that the dielectric has a self-focusing response and we allow it to have an inhomogeneous composition provided that it is axisymmetric about the axis of propagation. In Appendix A we show that the existence of such modes can be reduced to¯nding pairs ð; zÞ such that a ðr; z; z 0 Þ z 0 þ z 2r h i 0 À a ðr; z; z 0 Þ z þ 1 2r
z 2 H 1 0 ð0; 1Þ; > 0 and z 6 0; for r > 0; p; q 2 R. The function ð!; Á; ÁÞ : ½0; 1Þ 2 ! ð0; 1Þ is obtained from the dielectric response of the medium by a change of variable, see Appendix A. Here c > 0 is the speed of light in a vacuum and ! > 0 is a frequency which is¯xed throughout the rest of the discussion. Therefore, to simplify the notation we can write ðr; tÞ instead of ð!; r; tÞ henceforth and so a ðr; p; qÞ ¼ c ! ffiffiffi p r; 1 2r is to¯nd reasonable range for such that J has the mountain pass geometry and the fact that a ðr; p; qÞ varies with makes this harder. Once this is achieved, we then obtain a sequence of approximate critical points fu n g from which we must try to extract a convergent subsequence. A¯rst step is to prove that the sequence fu n g is bounded. As in Ref. 13 the fact that J has quadratic, but not super-quadratic, growth at in¯nity makes this tricky and here we encounter new di±culties not present in the homogeneous case. 13 To overcome them we use a variant of the mountain pass lemma which we formulate in Appendix B and which yields a Cerami sequence in a neighbourhood of a given set S. For the problem (1.1) we choose S to be the set of non-negative elements in H 1 0 ð0; 1Þ and this almost-positivity plays a crucial role in proving the boundedness of the sequence of almost critical points which we¯nd near S. It brings the bonus that a subsequence converges to a critical point in S. In this way we obtain the existence of a positive solution of (1.1). This positivity of the mountain pass solution of (1.1) is new information even in the homogeneous case. There are several papers dealing with asymptotically quadratic growth in the context of semilinear equations where the boundedness of the sequence of critical points is established by rede¯ning the nonlinearity to be zero whenever the solution is negative, see Refs. 6, 12, 7, 16, 17 and references therein. This trick cannot be used for our problem because the terms involving z and z 0 in J cannot be separated in the necessary way. Therefore we use the result in Appendix B instead.
In order to characterise suitable values of , we introduce 
and so in the homogeneous case where ðr; tÞ ðtÞ, we have Ã 1 ¼ ð1Þ and Ã 0 ¼ ð0Þ as in Ref. 13 . In Lemma 2.8, we give conditions which imply that Ã 1 < Ã 0 in the inhomogeneous case.
The main result of the paper is as follows. Under the hypotheses ðH 1 ÞÀðH 5 Þ the problem (1.1) is considered in the weak sense: ð; zÞ is a solution of (1.1) provided that > 0; z 2 H ¼ H 1 0 ð0; 1Þ; z 6 0 and
. This is an interesting problem in linear spectral theory and it concerns only the limit functions 0 and 1 . In Lemma 2.8 below we obtain the following information. For all > 0, (1.16) in Ref. 9 ), but this may not be the case for inhomogeneous situations. In fact, Lemma 2.8 also provides some criteria under which these extrema are attained. However, for the general inhomogeneous case, the requirement inf r!0 0 ðrÞ > lim sup r!1 1 ðrÞ appears to be a rather crude su±cient condition and we hope that a more thorough examination of the quantities Ã
Notation and Preliminary Results
We begin this section by recalling some essential properties of Sobolev space H 1 0 ð0; 1Þ, which will be simply denoted by H. Its usual norm is de¯ned by jjzjj ¼ 
ð2:7Þ de¯nes a norm on H which is equivalent to that de¯ned by (2.1).
(ii) For z 2 H we have that jzj 2 H and that 
Then jj Á jj 0 is an equivalent norm to jj Á jj on H if 0 < < Ã
.
Proof. For all z 2 H, Then the lemma is proved by taking C ¼ maxfL; À j 0 À 1 j 1 g.
Now set
where À is given by (2.10), and then de¯ne a function f : ð0; 1Þ Â R 2 ! R by f ðr; p; qÞ ¼ rÀ r; 1 2r For r > 0 and ðp; qÞ 6 ¼ ð0; 0Þ, we know that
:
where
Then by ðH 1 Þ and ðH 4 Þ we see that @ p h ðr; ÁÞ and @ q h ðr; ÁÞ are continuous at ðp; qÞ ¼ ð0; 0Þ and so h ðr; ÁÞ 2 C 1 ðR 2 Þ for each r > 0. Furthermore, for r > 0 and ðp; qÞ 6 ¼ ð0; 0Þ, by ðH 2 Þ we have that
Finally, using ðH 2 Þ,
Lemma 2.6. Let satisfy conditions ðH 1 ÞÀðH 3 Þ and let fu n g & H be bounded. Then h ðs; u n ðsÞ; u 0 n ðsÞÞ and sg ðs; u n ðsÞ; u 0 n ðsÞÞ are integrable on ð0; rÞ for every r > 0 where g and h are given by (2.13) and (2.14), respectively. Furthermore, h ðs; u n ðsÞ; u and passing to a subsequence, which still denoted by fu n g, we may assume that fv n g and fV n g converge strongly in L 2 ð0; bÞ for all b 2 ð0; 1Þ.
Proof. The proof of the lemma is essentially the same as an analogous result in Ref. 13 . Let K > 0 be such that jju n jj K for all n 2 N. By (2.2),
The function h ðs; u n ðsÞ; u Furthermore, by (2.14) and (2.4), (2.6) we have Thus, for any b > 0, we have that
g; by ð2:4Þ and ð2:6Þ
Therefore fv n g is also bounded in H 1 ð0; bÞ for any b > 0 and, by passing to a subsequence, the compactness of Sobolev embedding implies that fv n g converges strongly in L 2 ð0; bÞ for every b > 0.
Later we shall use to the following result. and u n * n u weakly in L p ð0; 1Þ.
The linearisations
To end this series of preparatory results we return to the quantities Ã 0 and Ã 1 . Formally, they can be seen as characterising the in¯mum of the spectrum of selfadjoint operators de¯ned by þ z , then Ã 1 is attained and there exists w 0 2 H nf0g such that w 0 ! 0 on ½0; 1Þ and Proof. We begin by justifying our earlier claim that
ð0; 1Þ and
Indeed, by (2.4) and (2.6),
ðz 0 Þ 2 dr for all z 2 H and, using functions of the form zðrÞ ¼ re Àr , it is easily checked that
(i) and (ii): The inequalities A Ã 1 Ã 0 and inf r!0 0 ðrÞ Ã 0 are trivial. Furthermore,
For any " > 0, there exists R " > 0 such that 1 ðrÞ lim sup r!1 1 ðrÞ þ " for all r ! R " . There exists z " 2 H such that jz " j 2 ¼ 1 and 4B
Þ for all r ! R " and w " ðrÞ ¼ 0 for 0 r R " . Then w " 2 H with jw " j 2 ¼ 1 and showing that Ã 1 lim sup r!1 1 ðrÞ þ 2" for any " > 0:
(iv) Suppose that Ã 0 is attained. Then there exist z 2 H with jzj 2 ¼ 1 and a Lagrange multiplier such that
Þ admits a generalised derivative on ð0; 1Þ with 
If there exists a point r 0 > 0 such that zðr 0 Þ ¼ z 0 ðr 0 Þ ¼ 0, then zðr 0 Þ ¼ pðr 0 Þ ¼ 0 and it follows from the uniqueness theorem for ordinary di®erential equations that z p 0 on ð0; 1Þ, contradicting the fact that jzj 2 ¼ 1. Hence z has only simple zeros and consequently z 2 > 0 a.e. on ð0; 1Þ. Since 1 ðrÞ 0 ðrÞ but 1 ðrÞ 6 0 ðrÞ this proves that
(v) By the de¯nition of Ã 0 and Ã 1 , we know that Ã 1 Ã 0 . Suppose that Ã 1 ¼ Ã 0 ¼: L and let fz n g be a minimising sequence for Ã 0 . Then we have z n 2 H and
and
It follows from ðH 3 Þ and (2.7) that fz n g is bounded in H. So, passing to a subsequence, we may assume that z n * n z weakly in H. Then z n ! n z uniformly on compact subset of ½0; 1Þ:
Suppose that z 0. Then
Hence,
and consequently,
Hence z 6 0. But 
where ðrÞ
n dr ¼ 1 be a minimising sequence. Using (2.6) we see that fz n g is bounded in H and so, by passing to a subsequence we may assume that there exists z 0 2 H such that z n * z 0 weakly in H.
showing that z 0 6 0. In particular, 0
and so
Choose R > 0 such that supp w & ½0; R. Then we can consider that w 2 H 
As in part (vi), the quadratic form z 7 ! R R 0 1 ðrÞðz 0 þ z 2r Þ 2 dr is convex and consequently w R ¼ jz R j is a minimiser for Ã R 1 . Again, introducing the Lagrange multiplier associated with w R completes the proof.
Variational Problem and Some Lemmas
To get a solution of problem (1.1), we introduce the functional J on H, which is de¯ned by
where À is given by (2.9) and z 2 H. By Lemma 2.3(iii), we see that
Moreover, J is continuously di®erentiable on H and, as we now show, nonzero critical points of J correspond to weak solutions of (1.1) in the sense (1.3).
More precisely, we have Proof. By Lemma 2.3, Àðr; tÞ is concave with respect to t on ½0; 1Þ: Hence =C, it follows from (3.4) and (3.6) that
; where C 0 is given by Remark 2:1
Lemma 3.3. Let ðH 1 ÞÀðH 3 Þ hold and let > Ã 1 . Then for ¼ > 0 given by Lemma 3.2, there exists e ¼ e 2 H with jjejj > and e ! 0 such that JðeÞ < 0.
Proof. Since > Ã 1 , there exists > 0 such that
ð3:7Þ
Moreover, by the de¯nition of Ã 1 , there exists v 2 H nf0g such that
2 dr ¼ 1 and
For r > 0,
by the dominated convergence theorem. Then
also by the dominated convergence theorem 1 2 ðÃ 1 þ À Þ < 0; by ð3:7Þ and ð3:8Þ:
So, the lemma is proved by taking e ¼ t 0 jvj for t 0 large enough. Proof. Since fu n g is bounded in H, by passing to a subsequence, still denoted by fu n g, we may assume that there exists u 2 H such that u n * n u weakly in H; ð3:9Þ In what follows, we prove the lemma through three steps.
Step 1. Here we show that By Lemma 3.1(i), (3.13) can be written as
for all ' 2 H, where g and h are given by (2.13) and (2.14), respectively. Letting From (3.20) and Lemma 2.6, we know that, by passing to a suitable subsequence, we may assume that fw n g is a Cauchy sequence in L 2 ða; bÞ for any a; b 2 ð0; 1Þ with a < b. It then follows from (3.10), (3.14) and (3.22) that fu 0 n g is a Cauchy sequence in L 2 ða; bÞ for any a; b 2 ð0; 1Þ with a < b. From this and (3.10), it follows that u n ! n u strongly in H 1 ða; bÞ for all a; b 2 ð0; 1Þ with a < b. Furthermore by passing to a subsequence we may henceforth assume that (3.12) holds.
Step 2. Now we prove that By Lemma 3.1(i), this means that
By ðH 1 Þ, (3.11) and (3.12), it is clear that, for almost all r 2 ð0; 1Þ; a ðr; u n ; u 0 n Þu n ! n a ðr; u; u 0 Þu;
On the other hand, by ðH 3 Þ we see that fa ðr; u n ; u 0 n Þu n g and fa ðr; u n ; u 
From these properties and (3.25) it follows that
for all r > 0 and p; q 2 R and de¯ne
We claim that K n ! n 0 and L n ! n 0: ð3:29Þ
Similarly to (3.27), it is easy to see that
which gives immediately that L n ! n 0.
We turn now to show that K n ! n 0. For R > 0,
By (3.10),
On the other hand, by Lemma 2.4, there exists 2 ð0; 1 and C > 0 such that
for 2 ð0; 1Þ
f4jju n jj 2 g jju n jjjju n À ujj; since juj p jjujj for p 2 ½2; 1 by ð2:2Þ: ð3:32Þ Therefore, from (3.30) to (3.32) it follows that there exists D > 0 such that
Hence K n ! 0 as n ! þ1 and (3.29) is proved. By (3.29), we see also that
So (3.23) can be obtained by combining (3.24), (3.28) and (3.33).
Step 3. We complete the proof by showing that jju n À ujj ! n 0.
By ðH 2 Þ and ðH 3 Þ we have that a ðr; p; qÞ À 1 c ! ffiffiffi p r ! 0 for all r > 0 and p; q 2 R:
Using Fatou's lemma and (3.26), we obtain
Recalling the de¯nition of jj Á jj 0 we have that
and therefore, 0 lim inf
According to (3.23) , the sum of the last two integrals tends to zero as n ! 1 and hence we have that For future reference, we list some consequences of (4.1): Our aim is to prove that these properties imply that fu n g has a subsequence converging strongly to an element u in H, since it will then follow that u is a critical point of J and consequently, a weak solution of (1.1). According to Lemma 3.4, we need to prove that the sequence fu n g given by (4.2)À(4.5) is bounded in H. We shall use the following result. Lemma 4.2. Let 1 2 Cð½0; 1ÞÞ with 0 < A 1 ðrÞ B for all r ! 0. Consider > Ã 1 and let w 2 H be such that w ! 0 on ½0; 1Þ and 1 ; Þ such that w R ! 0 on ½0; R, jjw R jj L 2 ð0;RÞ ¼ 1 and 
If there exists a point r 0 2 ð0; R such that w R ðr 0 Þ ¼ ðw R Þ 0 ðr 0 Þ ¼ 0, then w R ðr 0 Þ ¼ pðr 0 Þ ¼ 0 and it follows from the uniqueness theorem for ordinary di®erential equations that w R p 0 on ð0; RÞ, contradicting the fact that jjw R jj L 2 ð0;RÞ ¼ 1. Hence w R has only simple zeros in ð0; R and consequently w R > 0 on ð0; RÞ with pðRÞ
RÞðw R Þ 0 ðRÞ < 0. Multiplying (4.8) by w and integrating yields
and hence by (2.5) . This shows that r À1=2 pðrÞ remains bounded as r ! 0 and consequently lim r!0 pðrÞwðrÞ ¼ 0.
At this point we have proved that w R > 0 on ð0; RÞ and
On the other hand, extending w R by 0 on ½R; 1Þ, we obtain an element of H and inserting this in (4.6) yields
Thus ð À Ã Finally, we turn to proving Theorem 1.1.
Proof of Theorem 1.1. We¯x 2 ðÃ 1 ; Ã 0 Þ. As we mentioned in the beginning of this section, we need only to show that a sequence fu n g with properties of (4.2) to (4.5) is bounded in H. We argue by contradiction. By Lemma 2.2, if fu n g is not bounded in H, we may assume that jju n jj 0 ! n 1:
where > 0 will be determined later. Then t n ! 0 as n ! 1. Clearly, fw n g is bounded in H with jjw n jj 0 ¼ and for some element w 2 H, we may assume that w n * n w weakly in H and uniformly on compact subsets of ½0; 1Þ: ð4:10Þ
Step 1. w ! 0 on ½0; 1Þ. For any > 0, S ¼ S and so dðu; SÞ ¼ dðu; SÞ. Hence we have that dðw n ; SÞ ¼ t n dðu n ; SÞ ¼ dðu n ; SÞ 1 þ jju n jj 0 ð1 þ jju n jj 0 Þ jju n jj 0 ! 0:
Therefore, there exist p n 2 S and q n 2 H such that w n ¼ p n þ q n and jjq n jj 0 ! 0. Then p n * w weakly in H and so w 2 S because S is a closed convex subset of H and hence is weakly closed.
Step 2. w 6 0. By way of contradiction, we assume that w 0. Let ¼ 1 2C 0 with C 0 > 0 given by Remark 2.1. Similar to the discussion in (3.5), there exists > 0 such that Àðr; tÞ ! ð 0 ðrÞ À Þt for all t 2 ½0; . Setting R ¼ C 2 2 =, where C is the embedding constant jjzjj 1 Cjjzjj 0 , we have that
Step 3. w satis¯es (4.6). We shall show that, for all ' 2 C 1 0 ðð0; 1ÞÞ, In Refs. 9 and 13 we have given many references to the physics literature dealing with various aspects of this problem. Our purpose here is to show that solutions of problem (1.1) yield solutions of (A.1)À(A.3) and vice versa. First we recall how solutions of (A.1)À(A.3) are related to travelling waves in the dielectric.
Using a solution ðu; vÞ of the system (A.1) and (A.2), the electric and magnetic elds de¯ned by The energy in a transverse section is Z where " ¼ "ð!; r; 1 2 ½u 2 þ v 2 Þ and so this quantity is¯nite provided that
jju n jjÈ 0 ðu n Þ ! 0 which is also implied by the mountain pass geometry as Cerami showed. 1, 2 Another possibility is to ensure that the sequence fu n g lies in a neighbourhood of some subset of X, as is done in Theorem 2.8 of Ref. 18 for example. The result of Theorem B.1 proves a combination of these properties which we require to deal with the functional J introduced in Sec. 3. It can be proved using the standard procedure based on an appropriate variant of the deformation lemma. 11 We shall use this result in the case where X ¼ H 1 0 ð0; 1Þ and S ¼ fu 2 H 1 0 ð0; 1Þ : uðxÞ ! 0 for all x ! 0g. We note that juj 2 H 1 0 ð0; 1Þ whenever u 2 H 1 0 ð0; 1Þ and that our functional J , de¯ned by (3.1), has the properties that J ð0Þ ¼ 0 and J ðjujÞ ¼ J ðuÞ for all u 2 H 1 0 ð0; 1Þ. Hence we can assume that e 2 S by simply replacing e by jej. Furthermore, since the mapping u 7 ! juj is continuous from H 1 0 ð0; 1Þ into itself, 11 we then have that jfj 2 F whenever f 2 F , showing that condition 2 is satis¯ed.
