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Objektem zájmu této diplomové práce je proprietární databázové rozhraní pro správu tabu-
lek v operační paměti. Na začátek je podán krátký úvod do problematiky databází. Násle-
duje představení koncepce databázových systémů využívajících jako datový nosič operační
paměť a jsou rozebrány přednosti i nedostatky tohoto řešení. V závěru teoretického úvodu
je uveden přehled existujícím systémů. V práci dále následuje prezentace základních in-
formací o energetickém řídícím systému RIS s návazností na jeho paměťové databázové
rozhraní. Poté se práce zaměřuje na specifikaci a návrh požadovaných úprav a rozšíření to-
hoto rozhraní. Následně je popsána realizovaná implementace a představeny výsledky testů.
V závěru jsou pak shrnuty dosažené výsledky a diskutován budoucí vývoj.
Abstract
The focus of this thesis is a proprietary database interface for management tables in memory.
At the beginning, there is given a short introduction to the databases. Then the concept
of in-memory database systems is presented. Also the main advantages and disadvantages
of this solution are discussed. The theoretical introduction is ended by brief overview of
existing systems. After that the basic information about energetic management system RIS
are presented together with system’s in-memory database interface. Further the work aims
at the specification and design of required modifications and extensions of the interface.
Then the implementation details and tests results are presented. In conclusion the results
are summarized and future development is discussed.
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Systémy pro řízení báze dat jsou dnes již neodmyslitelnou a klíčovou součástí téměř všech
řídících a informačních systému. Najdou se však i případy, kdy rychlost odezvy systému
řízení báze dat nemusí být pro řídící procesy dostatečná. Tato situace může nastat například
vlivem požadavku zákazníka na zpracování velkého množství dat v reálném čase. Právě
tomuto úkolu musí čelit řídící systém RIS od společnosti ELEKTROSYSTEM, a.s. [5]. Pro
splnění této nelehké úlohy využívá společnost ELEKTROSYSTEM vlastní proprietární
databázi uloženou a spravovanou v operační paměti.
Cílem této práce je rekonstrukce a modernizace tohoto specializovaného systému řízení
báze dat v operační paměti takovým způsobem, aby bylo možné jej nadále využít i při stále
rostoucí kapacitě spravovaných dat.
Druhá kapitola práce podává stručný úvod do pojmů a konceptů z oblasti databází a
systému řízení báze dat. Slouží jako krátké teoretické uvedení do rozebírané problematiky.
Kapitola zahrnuje také odkazy na relevantní literaturu, ve které lze se studiem pokračovat
do větší hloubky.
Třetí kapitola popisuje systém řízení báze dat v operační paměti jako alternativu ke
standardním diskovým systémům s tímto účelem. Jsou zde popsány rozdíly mezi databázemi
s těmito rozdílnými úložišti a následně jsou probrány dopady na jednotlivé oblasti systému
řízení báze dat. Tato kapitola obsahuje také přehled a stručnou charakteristiku vybraných
aktuálně existujících systémů tohoto typu.
Čtvrtá kapitola představuje řídící systém RIS. Jsou zde nastíněny aspekty, které jsou
považovány za důležité z pohledu této práce. Následně je čtenáři prezentována architektura
proprietární v paměti uložené databáze, její přednosti a nedostatky.
V páté kapitole jsou specifikovány požadavky na nový systém od společnosti ELEK-
TROSYSTEM. Poté jsou požadavky analyzovány a jsou nastíněny koncepty vedoucí k jejich
řešení. Jedná se o první kapitolu obsahující vlastní práci autora.
Obsahem šesté kapitoly je již samotný návrh nového řešení paměťové databáze. Nalez-
neme zde popis architektury a návrh rozdělení funkcionality mezi jednotlivé vrstvy.
Sedmá kapitole je věnována popisu realizované implementace. Především jsou zde de-
tailně charakterizovány vytvořené datové struktury použité pro správu záznamů v nové
implementaci databázového rozhraní.
Předmětem osmé kapitoly je sumarizace dosažených výsledků. V této kapitole nalezneme
testy srovnání výkonnosti stávajícího a nově implementovaného databázového rozhraní.
Následně jsou shrnuty vlastnosti implementovaného systému a je provedeno vyhodnocení




Tato úvodní kapitola poskytuje čtenáři lehký teoretický základ, který je vhodný jako výchozí
bod pro studium problematiky systému řízení báze dat.
2.1 Základní definice a pojmy
Dříve než se dostaneme k samotnému systému řízení báze dat, definujeme základní pojmy
jako data a databáze. Informace popisované v této podkapitole byly převzaty z [28].
Definice 2.1.1. Data jsou známe fakty, které mohou být zaznamenány a mají pro nás
určitý význam.
Definice 2.1.2. Databáze je kolekce spolu souvisejících dat.
Tato data většinou reprezentují nějakou část skutečného světa, přičemž změny této
reprezentované části jsou reflektovány i v databázi. Databáze je navrhována, vytvářena a
plněna daty za určitým specifickým účelem. Databáze mohou být vytvářeny a spravovány
ručně či počítačem. Dále se budeme zabývat pouze počítačově spravovanými databázemi,
které již v dnešní době dominují. K jejich správě může sloužit skupina aplikačních programů
za tímto účelem implementovaná a nebo systém řízení báze dat.
Definice 2.1.3. Systém řízení báze dat je kolekce programů, které umožňují uživatelům
vytvářet a spravovat databázi.
Dále v této práci budeme systém řízení báze dat označovat zažitou anglickou zkratkou
DBMS (Database Management System). DBMS je univerzální softwarový systém, který
usnadňuje procesy definování, výstavby, manipulace a sdílení databáze mezi různými uživa-
teli a aplikacemi. Definováním databáze rozumíme specifikování datových typů a struktury
uložených dat společně s omezeními, která pro tato data platí. Tyto definice nazýváme
meta-data. Meta-data jsou spolu s různými dalšími popisnými informacemi ukládány také
v DBMS, typicky ve formě databázového katalogu. Výstavba databáze je proces ukládání
dat na paměťové médium. Manipulace s databází zahrnuje akce jako modifikace dat nebo
dotazování se na ně. Sdílení umožňuje souběžný přístup více uživatelů a aplikací k databázi.
Další neméně důležitou funkcí DBMS je ochrana dat. Ochranu dat můžeme rozdělit na dva
typy. Prvním je zajištění bezpečnosti uložených dat v případě výpadku systému (například
z důvodu výpadku napájení). Druhým typem je ochrana proti neautorizovanému přístupu,
který může nastat v případě sdílení databáze více uživateli. DBMS se musí starat také
o zajištění platnosti omezení, která byla pro data definována. Tomuto problému se budeme
6
blíže věnovat v podkapitole 2.4. Na závěr této úvodní podkapitoly definujeme ještě poslední
pojem a tím je databázový systém.
Definice 2.1.4. Databázový systém zahrnuje databázi společně se systémem řízení báze
dat.
Zjednodušené vztahy mezi definovanými pojmy ilustruje následující obrázek.
Obrázek 2.1: Zjednodušený databázový systém (dle [28])
2.2 Tříúrovňová architektura
Důležitým úkolem databázového systému je poskytnout uživatelům data na různých úrov-
ních abstrakce. Umožňuje tak separovat uživatele a aplikace od fyzického uložení databáze.
Ve světě databází se osvědčila tříúrovňová architektura zahrnující následující úrovně abs-
trakce:
1. interní úroveň (interní schéma) – popisuje jak jsou data fyzicky uložena
2. konceptuální úroveň (konceptuální schéma) – popisuje strukturu celé databáze, skrývá
detaily fyzického uložení a zaměřuje se na to, jaká data jsou v databázi uložena, jaké
mezi nimi existují vztahy a jaká pro data existují omezení
3. externí úroveň (externí schéma) – zahrnuje sadu uživatelských pohledů na databázi,
tyto pohledy prezentují typicky pouze část databáze, která je pro konkrétní skupinu
uživatelů zajímavá a přístupná.
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Pro přehlednost je tato architektura zobrazena i graficky:
Obrázek 2.2: Tříúrovňová architektura (dle [28])
Popis tříúrovňové architektury prezentovaný výše v této podkapitole byl vypracován na
základě [28].
2.3 Datové modely
Při studiu databázových systému je významným pojmem datový model. Tento úvod do
datových modelů čerpá informace z [31]. V této literatuře je datový model definován násle-
dovně:
Definice 2.3.1. Datový model je notace pro popis dat nebo informací.
Tento popis se obvykle skládá ze 3 částí:
1. Struktura dat – datové typy a vztahy mezi daty
2. Operace nad daty – vymezená množina operací pro dotazování a modifikování dat
3. Omezení pro data – omezení, která musí data splňovat
Datové modely dělíme podle úrovně, kterou modelují, na fyzické a logické. Fyzické mo-
dely (nízko-úrovňové modely) slouží k popisu detailů o uložení dat na paměťovém médiu,
dnes typicky na magnetickém disku. Logické modely (vysoko-úrovňové modely) představují
data na konceptuální úrovni a jsou relativně blízké uživatelské perspektivě chápání dat.
Známým zástupcem této skupiny je entitně-relační model, využívaný v relačních databá-
zích ke konceptuálnímu modelování. Podrobnější informace k entitně-relačnímu modelu lze
nalézt v [21].
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2.3.1 Databázové datové modely
Mezi těmito dvěma
”
extrémy“ leží třída databázových datových modelů 1. Do této třídy
náleží velmi rozšířený relační model. Tento datový model byl poprvé představen již v roce
1970 v článku E.F Codda (viz. [24]) a velmi rychle se rozšířil díky své jednoduchosti a
exaktnímu matematické základu. Model používá jako základní stavební blok koncept ma-
tematické relace a má teoretický základ v teorii množin a predikátové logice prvního řádu.
Neformálně řečeno, každá relace se podobá tabulce hodnot, kde každý řádek představuje
jeden záznam. Název tabulky a jednotlivých sloupců slouží pro lepší interpretaci významu
dat. Ve formální terminologii se řádek tabulky nazývá entice, záhlaví sloupečků atributy a
tabulka samotná relace. Datové typy, popisující která data se mohou v daném sloupečku
vyskytovat, jsou reprezentované doménou možných hodnot. Pro dotazování nad relačním
modelem slouží relační algebra. Cílem této práce není podrobně prezentovat tento datový
model, detailnější popis zahrnující formální definice představených pojmů lze nalézt napří-
klad ve výše zmíněném článku nebo v [25]. Relační datový model je základem pro velké
množství databázových systémů. Jmenujme zde Oracle Database ([9]) a Microsoft SQL Ser-
ver ([6]) za komerční systémy a MySQL ([7]) a PostgreSQL ([10]) za otevřené implementace.
DBMS databázových systému s relačním základem je pak označován jako relační, zkráceně
tedy RDBMS (Relational DBMS).
Dalším významným modelem je model objektový. Ten je mladší než model relační. Stan-
dard pro objektové databáze byl vytvořen organizací Object Data Management Group [8].
Vychází z konceptu objektové orientace, který se v posledních letech stal ve světě infor-
mačních technologií velmi populárním. Bližší informace je možné získat například z [36].
Většina RDBMS dnes již začleňuje mnoho rysů objektově orientovaných databází. Tyto
systémy charakterizujeme jako objektově-relační, zkráceně ORDBMS (Object-Relational
DBMS).
Pro úplnost na závěr podkapitoly pouze zmíníme model síťový ([58]) a model hierarchický
([57]), které se v databázových systémech používaly před příchodem modelu relačního.
2.4 Databázová integrita
Jak již bylo řečeno dříve (2.1), součástí definování dat je i definování omezení nad těmito
daty. Omezení jsou označována přídavným jménem integritní. Dle [50] je definice následující:
Definice 2.4.1. Integritní omezení je podmínka specifikovaná na databázové schéma ome-
zující data, která mohou být v databázi uložena.
Databáze je v platném stavu, pouze pokud splňuje všechny formulované integritní ome-
zení. Při práci s databází kontroluje platnost těchto omezení DBMS. DBMS nepovolí provést
změny v databázi, pokud by tyto změny porušily některé ze stanovených integritních ome-
zení. Pokud hovoříme o relační databázi, jsou integritní omezení v [50] rozdělena do čtyř
kategorií:
• doménové omezení – hodnoty daného atributu každé entice musí spadat do domény
možných hodnot
• omezení klíče – musí existovat taková minimální podmnožina atributů n-tice, která
každou n-tici relace jednoznačně identifikuje. Tato podmnožina atributů se nazývá
1Český překlad databázové datové modely z anglického representational data models byl převzat z [73]
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kandidátní klíč. Kandidátních klíčů může mít relace několik. Z této množiny pak
návrhář databáze volí klíč primární. Primární klíč slouží mimo jiné k odkazování
n-tic z jiných relací. Omezení klíče říká, že nemůže existovat n-tice s nevyplněným
primárním klíčem.
• omezení cizího klíče – pomocí cizího klíče se vytváří vazby mezi relacemi. Cizí klíč
slouží jako odkaz na n-tici v jiné relaci. Omezení cizího klíče nařizuje, že hodnota cizího
klíče každé n-tice relace odkazující musí odpovídat hodnotě primárního klíče některé
existující n-tice v relaci odkazované. Neformálně řečeno, odkaz musí vést pouze na
existující n-tici. Toto omezení se často označujeme také jako referenční integrita.
• obecná omezení – tato skupina zahrnuje specifická aplikační omezení. Například:
”
Věk
osoby uložené v databázi nesmí být nižší než 18 let.“
2.5 SQL
Pro prezentaci dotazů nad databází s relačním datovým modelem měla původně sloužit
relační algebra. Databázové systémy však potřebovaly dotazovací jazyk, který by byl více
”
přátelský“ pro běžné uživatele. Za tímto účelem společnost IBM na začátku sedmdesátých
let vytvořila první verzi jazyka SQL, tehdy ještě nazývaného Sequel (Structured English
QUEry Language), jako součást projektu System R ([22]). Od té doby se jazyk značně
vyvinul a získal své dnešní jméno SQL (Structured Query Language). Vznikla také celá
řada mezinárodních standardů týkajících se jazyka SQL. Mezi nejvýznamnější patří SQL-86,
SQL-92, SQL:1999, SQL:2003 a SQL:2008. Jazyk SQL byl integrován do většiny komerčních
i otevřených databázových systémů s relačních základem. SQL dnes již zdaleka není pouze
jazykem pro dotazování dat. Zahrnuje několik částí:
• jazyk pro definici dat (Data-definition Language) – poskytuje příkazy pro vytváření,
rušení a modifikování struktury databáze (tabulek, indexů, pohledů a dalších objektů)
• jazyk pro manipulaci s daty (Data-manipulation Language) – obsahuje dotazovací
jazyk postavený na relační algebře, zahrnuje také příkazy pro vkládání, mazání a
modifikování dat
• integrita dat – specifikování integritních omezení pro data
• řízení transakcí – příkazy pro definování zahájení, potvrzení a zrušení transakce, více
informací o transakčním zpracování obsahuje následující podkapitola (2.6)
• autorizace – příkazy pro přidělování přístupových oprávnění uživatelům k určitým
objektům struktury databáze
Detailní popis jazyka SQL včetně syntaxe a sémantiky jednotlivých příkazů je možné
nalézt v [56], ze které byly také výše prezentované informace čerpány.
2.6 Transakční zpracování
Při práci s databázovým systémem se často stane, že se skupina více databázových operací
tváří z uživatelského pohledu jako jednotný celek. Typickým příkladem může být převod
finanční částky mezi dvěma účty. Je nepřijatelné, aby byly finanční prostředky z prvního
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účtu odebrány, ale již nebyly připsány na účet druhý, například vlivem chyby systému. Pro
splnění podobných požadavků obsahují databázové systémy transakce. Informace o trans-
akcích byly přebrány z literatury [56].
Transakce je kolekce operací tvořících jednu logickou jednotku. Databázový systém musí
zajistit správné provedení transakce bez ohledu na případné selhání. Mimoto musí řídit
souběžné provádění jednotlivých transakcí tak, aby předešel datové nekonzistenci. Trans-
akce se skládá z operací, které jsou prováděné mezi jejím začátkem a koncem. Tyto dva
důležité milníky vyhrazuje většinou uživatelský program. Transakce musí splňovat tyto čtyři
vlastnosti:
• Atomicita – z pohledu provedení je transakce nedělitelná, všechny operace jsou prove-
deny jako celek, v případě selhání či zrušení transakce není provedena operace žádná
• Konzistence – provedení transakce izolovaně (tedy bez jakékoli jiné transakce probí-
hající souběžně) zachová databázi v konzistentním stavu
• Izolovanost – pokud je v systému více transakcí probíhajících souběžně, systém zajistí,
že pro každou dvojici paralelně prováděných transakcí Ti a Tj , se Ti jeví, že Tj skončila
dříve než Ti začala nebo Tj zahájila provádění poté, co Ti skončila. Jinými slovy, každá
transakce v systému si jiných paralelně probíhajících transakcí vůbec není vědoma.
• Trvalost – poté, co je transakce úspěšně ukončena, jsou změny provedené v databázi
perzistentní a to i v případě následného výpadku systému
Pro tyto vlastnosti se zažil akronym ACID, který vznikl z prvních písmen anglických
názvů těchto vlastností – Atomicity, Consistency, Isolation, Durability.
Pokud je transakce úspěšně dokončena, je označována jako potvrzená (commited). Na-
opak pokud nemůže být úspěšně dokončena, je zrušena (aborted). Pro dodržení atomicity
jsou v případě zrušení transakce eliminovány všechny změny, které v databázi provedla.
Tomuto kroku se říká návrat zpět (rollback).
Poměrně obtížným úkolem DBMS je zajistit izolovanost transakcí při jejich paralel-
ním provádění. Anglicky tento problém označujeme jako concurrency control, v překladu
tedy řízení souběžnosti či paralelizmu. Mechanizmy pro řízení souběžnosti rozdělujeme na
optimistické a pesimistické. Zjednodušeně řečeno, optimistický přístup nechá transakce pro-
vádět paralelně a předpokládá, že nedojde ke konfliktu. Před potvrzením transakce je zkon-
trolováno, že nebylo porušeno pravidlo izolovanosti. Pokud k porušení došlo, transakce je
zrušena a následně je prováděna znovu. Pesimistické algoritmy konflikt ihned předpoklá-
dají, a proto před přístupem ke sdíleným datům nejdříve dochází k zamykání pro zajištění
výlučného přístupu. Práce se zámky samozřejmě přináší jistou režii. Každá skupina má
svoje výhody i nevýhody, a proto volba vhodného typu algoritmu vyžaduje znalost, jakým
způsobem má být databáze používána. Pokud bude databáze využívána převážně pro čtení
dat a nebo paralelní transakce zápisu jen zřídka kdy poruší izolovanost, je vhodnější využít
řízení optimistické, protože neobsahuje režii spojenou se zamykáním. Při častějších konflik-
tech však algoritmy založené na tomto principu z důvodu rušení a opětovného provádění
transakcí značně degradují, a je lepší zvolit pesimistické řešení.
2.7 Indexování dat
Mnoho dotazů na databáze ve výsledku vrátí pouze malou část z uložených dat, díky kon-
krétní specifikaci hledaných záznamů. Je proto značně neefektivní, aby systém procházel
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všechny záznamy a kontroloval, zda dotazu odpovídají. V ideálním případě by systém měl
být schopný dotazované záznamy nalézt přímo. Pro tento typ přístupu byly navrženy pří-
davné datové struktury, které nazýváme indexy.
Indexy rozdělujeme do dvou základních kategorií:
• seřazené indexy – založené na seřazené posloupnosti hodnot
• hashované indexy – založené na distribuci hodnot do balíků (bucket); do kterého balíku
je hodnota přiřazena je rozhodnuto pomocí hashovací funkce
Obě skupiny zahrnují několik zástupců. Žádný z nich není univerzálně nejlepší, efekti-
vita indexu záleží na konkrétních datech a typu dotazu. Pro poměřování indexů je nutné
zahrnout tyto faktory:
• typ přístupu – způsob přístupu, pro který je index efektivní. Jedná se o nalezení
záznamu se specifickou vlastností nebo o záznamy, jejíchž vlastnost spadá do určitého
intervalu
• přístupovou dobu – doba, kterou zabere vyhledání záznamu nebo jejich množiny
• dobu vkládání – doba pro vložení záznamu do datové struktury a patřičná úprava
struktury, pokud je vyžadována
• dobu mazání – doba pro odstranění záznamu z datové struktury a patřičná úprava
struktury, pokud je vyžadována
• prostorovou režii – dodatečný prostor, který indexová struktura vyžaduje
Hashované indexy podporují velmi rychlé vyhledávání konkrétního záznamu. Seřazené
indexy vyhledávají binárně. Na rozdíl od indexů hashovaných však díky seřazení záznamů
podporují dotazy na rozsah. Zřejmě nejznámějšími indexovými strukturami jsou B-stromy
a B+-stromy, které se řadí mezi indexy seřazené. Podrobný popis B-stromů i problema-
tiky indexování obecně lze nalézt v [56]. Z této literatury byly také získány informace pro
vypracování tohoto úvodu do databázových indexů.
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Kapitola 3
Databázové systémy v operační
paměti
Cílem této kapitoly je představit koncepci databázového systému pracujícího v operační pa-
měti počítače. Kapitola popisuje výhody i problémy tohoto řešení oproti běžným diskovým
databázím. V závěru kapitoly je představen přehled existujících implementací.
3.1 Úvod
S rozvojem informačních technologií neustále rostou také požadavky na databázové systémy.
Tyto systémy musí zvládnout pracovat se stále většími objemy dat a přitom maximalizovat
rychlost odezvy. Jedná se v podstatě o dva protichůdné požadavky. V situaci, kdy je naší
hlavní prioritou rychlost a objem zpracovávaných dat je relativně menší, mohou se paměťové
databáze nabízet jako vhodné řešení. Informace pro vypracování následujícího úvodu byly
získány z [48].
Jedním z hlavních faktorů omezujících rychlost současných DBMS je načítání dat z pev-
ného disku. Moderní databázové systémy sice využívají dočasné ukládání opakovaně použí-
vaných dat v operační paměti, ale pro zpracování rozsáhlejších dotazů se čtení z disku stejně
většinou nevyhnou. Samotný přístup na disk přitom zabere značné množství času z celko-
vého zpracování operace. Rozdíl v přístupu a čtení z paměti a z disku shrnuje následující
tabulka:
Akce Čas (ns)
Přístup do paměti 100
Sekvenční čtení 1MB z paměti 250 000
Vystavení diskové hlavy 5 000 000
Sekvenční čtení 1MB z disku 30 000 000
Tabulka 3.1: Doba přístupu a čtení z disku a z paměti (dle [48])
Z tohoto přehledu jasně vidíme, že práce s pamětí je o několik řádů rychlejší. Ihned se ale
nabízí otázka, zda je rozumně možné uvažovat o tom, že by se databáze mohla celá vměstnat
do operační paměti počítače. Odpověď jsme již vlastně nepřímo uvedli v prvním odstavci
této podkapitoly – záleží na konkrétní aplikaci. Samozřejmě, že nalezneme nemálo případů,
kdy operační paměť dostačovat nebude. Na druhou stranu dnes není žádnou výjimkou najít
server s operační pamětí s kapacitou v desítkách gigabytů. Kapacita paměti stále roste a
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prodejní cena klesá. Následující graf znázorňuje trend vývoje ceny 1MB paměti v dolarech
během posledního půl století. Jako datový zdroj pro tvorbu tohoto grafu byl využit [45].
Z důvodu lepší přehlednosti je cena v grafu zobrazena v logaritmickém měřítku.
Obrázek 3.1: Vývoj ceny operační paměti
3.2 Definice
Nyní je čas přesně vymezit, co si pod pojmem databáze v operační paměti představit. V [30]
nalezneme následující definici:
Definice 3.2.1. Databázový systém v paměti je databázový systém, jehož primární datová
kopie leží v operační paměti.
Anglicky jsou tyto systémy označovány buď jako In-memory databases (IMDB) nebo
jako Main-memory databases (MMDB). My se v této práci přikloníme k použití zkratky
IMDB a pro jednoduchost budeme jejím prostřednictvím označovat databázové systémy
v operační paměti i dále v textu. V literatuře a článcích zabývajících se problematikou
IMDB se pak běžné diskové databázové systémy označují zkratkou anglického termínu Disk
resident databases, tedy DRDB. I tuto zkratku budeme dále v práci používat.
3.3 Rozdíl mezi IMDB a DRDB systémy
Zvýraznění slova primární v definici uvedené v předcházející podkapitole je významné.
U IMDB je totiž možné (dokonce i časté), aby existovaly i další datové kopie na disku.
Jejich účel je ale především záložní. Naproti tomu DRDB ukládají primární datovou kopii
na disku a mohou využívat operační paměť pro uložení dočasných kopií za účelem urychlení
přístupové doby. Tato podkapitola i následující podrobnější rozbor jednotlivých oblastí byly
vypracovány s využitím znalostí z [53].
IMDB systémy nelze zaměňovat s DRDB s obrovskou paměťovou cachí. Je sice možné,
že pokud je velikost paměti dostatečná a DRDB systém tuto možnost podporuje, mohou
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data v operační paměti zůstat po celou dobu práce s databází. I přesto, že to jistě značným
způsobem zvýší rychlost odezvy, DRDB systém nevyužije této výhody naplno. Například
indexové struktury sloužící pro rychlý přistup k datům jsou navrženy pro práci s diskem a
jejich primárním cílem je právě minimalizovat přístupy na disk. Dalším příkladem neúplného
využití potenciálu dat v operační paměti může být samotná přístupová strategie. Kdykoli
chce aplikace přistoupit k datům, DBMS vypočítá diskovou adresu bloku, ve kterém jsou
tato data uložena. Následně zjistí, že je korespondující blok připraven v operační paměti a
nakopíruje z něj data do bufferu aplikace. Navíc je paměťové cache možné využít pouze pro
čtení, při zápisu je opět nutný přístup na disk. Samotný systém cachování u DRDB je přitom
značně složitý a samozřejmě s sebou přináší jistou režii v podobě udržování koherentnosti
(viz. [32]). U IMDB jsou data vždy v operační paměti, a proto je možné odkazovat se na ně
jejich paměťovou adresou, a tím pádem s nimi pracovat přímo bez nutnosti různých kopií.
Doposud jsme se zmínili pouze o problému s omezenou kapacitou paměti. Další zá-
sadní problém IMDB systémů přichází přímo z podstaty operační paměti. Obsah paměti
je ztracen ve chvíli, kdy je zařízení odpojeno od zdroje napájení. Stejně je tomu i při re-
startu zařízení. Data uložená v databázi by tak ztratila zásadní vyžadovanou vlastnost,
kterou je perzistence. Z toho přímo vyplývá také fakt, že by nebylo možné podpořit tr-
valost, jako jednu ze čtveřice základních ACID vlastností. Většina IMDB systému však
doplňuje perzistenci s využitím snapshotů, nazývaných též jako checkpoint image (záložní
obraz). Snapshot představuje zaznamenaný stav databáze k danému okamžiku uložený na
disk. Existenci snapshotu jsme naznačili již na začátku této kapitoly. Pro perzistenci dat
je samozřejmě nutné vytvořit snapshot při ukončení IMDB systému. Z tohoto snapshotu
je pak možné při dalším spuštění IMDB systému databázi obnovit. Snapshoty jsou větši-
nou snímány také periodicky při běhu databáze. Tímto mechanismem je možné zajistit
alespoň částečnou trvalost změn i v případě neplánovaného ukončení. Pro zajištění sku-
tečné trvalosti, jaká byla popsaná v úvodní kapitole (2.6), je ale nutné snapshoty doplnit
o další mechanismy. Tomuto problému se budeme dále věnovat později (3.5.2 a 3.5.6). Jiným
přístupem pro zajištění datové perzistence je použití ne-volatilní RAM paměti (Non-volatile
RAM – NVRAM, viz. [60]). Tento způsob ovšem není zcela obecný, protože běžně dostupné
počítače podobnou technologií nedisponují. Posledním způsobem využívaným k zajištění
persistence dat, který zde zmíníme, je vysoká dostupnost (high availability). Tato metoda
využívá databázové replikace ([61]) a automatického přepnutí na replikovanou identickou
kopii v případě selhání systému. Podrobnější informace lze nalézt například zde [38].
3.4 Historický vývoj
Úkolem této podkapitoly je krátce prezentovat vývoj IMDB systémů. Jako informační zá-
klad byl použit [26]. Databáze v operační paměti se poprvé objevily v polovině 80. let, kdy
se především díky rostoucím kapacitám zrodila myšlenka zrychlit odezvu databází změnou
na podstatně rychlejší paměťové médium. Výrazně však rostla i kapacita dat a počátkem
90. let bylo zřejmé, že pro uložení databází operační paměť stačit nebude. IMDB systémy
tak postupně začaly ztrácet popularitu a našly využití pouze v real-timových aplikacích,
které vyžadovaly velmi rychlou odezvu, jako například telekomunikace. V dnešní době, kdy
běžné počítače disponují pamětí okolo 4GB a výkonné servery mají paměťovou kapacitu
zhruba v rozsahu 32 až 64GB, potenciál paměťových databází neustále roste. Pořád se ale
nezměnil fakt, že operační paměť pro databáze všech velikostí nedostačuje. Ty největší dnes
vyžadují stovky terabytů až jednotky petabytů ([47]). Běžně dostupné velikosti paměti jsou
již ale natolik zajímavé, že se myšlenky a algoritmy z IMDB začínají postupně dostávat
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do DRDB systémů. Vznikají IMDB systémy, které fungují jako cache pro specifickou část
dat nad diskovou databází. V jiném případě je část dat uložena v databázi paměťové a
část dat v diskové. Vznikají tak databáze hybridní. Aktuální trend se tedy tváří spíše tak,
že IMDB systémy doplní současné DRDB systémy. Kompletní náhrada disku jako primár-
ního datového úložiště databáze prozatím není a ani nikdy v historii existence informačních
technologií nebyla možná.
Od 80. let byla implementována celá řada IMDB systémů. Mezi ty nejstarších patří na-
příklad MM-DBMS, MARS či HALO. Následovaly dokonaleji navržené systémy jako OBE,
TPK, Dali a System M. Dnes již existuje paměťových databází spousta. Navíc se během
posledních let o IMDB systémy začali intenzivněji zajímat také známí databázoví giganti.
Vznikly tak produkty jako TimesTen od společnosti Oracle či solidDB od IBM. Kromě
těchto dvou jmenujme jako komerční systémy eXtremeDB nebo HANA SAP. Existují sa-
mozřejmě také open source implementace jako SQLite či HSQLDB. Přehledu existujících
IMDB systému je podrobněji věnována podkapitola 3.7.
3.5 Důsledky uložení databáze v operační paměti
Doposud jsme v této kapitole představili poměrně očekávané dopady využití operační pa-
měti jako hlavního úložiště databázových dat – zvýšení rychlosti na úkor objemové hranice
a problémů s volatilitou dat. V této podkapitole se blíže zaměříme na konkrétnější oblasti,
kterých se přesun dat do operační paměti dotkne. Jedná se o:
• Řízení souběžnosti




• Zotavení po havárii
V následujících podkapitolách se budeme jednotlivým bodům věnovat podrobněji. Na-
stíníme danou problematiku a představíme různé techniky, které lze využit k optimalizaci
v dané oblasti. Kde to bude možné, pokusíme se v závěru každé podkapitoly odkázat na
relevantní práci, jejímž hlavním tématem byl diskutovaný bod.
3.5.1 Řízení souběžnosti
V této podkapitole budeme primárně uvažovat pesimistické řízení souběžnosti, podobné
úvahy by však bylo možné použít i v případě řízení optimistického. Jak jsme již ukázali dříve
(8.1), operační paměť je násobně rychlejší než pevný disk. Proto můžeme předpokládat, že
také jednotlivé transakce budou prováděny rychleji. To při použití paralelizmu založeného na
zámcích znamená, že zámek bude držen kratší dobu. Tím pádem i soupeření o zámek bude
zkrácené. DRDB systémy většinou zamykají jednotlivé záznamy, aby co nejvíce redukovaly
soupeření. Tato úvaha nás může vést k tomu, zda by nebylo výhodnější zamykat větší bloky
a získat tak vyšší efektivitu odstraněním části zamykací režie. Extrémním případem může
být zamykání celé databáze. Situace pak vede na sériové provádění transakcí. Tím je sice
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téměř kompletně odstraněna režie souběžného řízení, ale v případě přítomnosti dlouhých
transakcí velmi zhoršuje propustnost systému. Dle [42] je vhodným kompromisem pro volbu
uzamykatelné jednotky relace.
Dalším místem pro vylepšení je samotná implementace zamykání. U DRDB systémů
jsou zámky ukládány a spravovány součástí DBMS zvanou manažer zámků. Ten ukládá
informace o zamčených datech ve svých datových strukturách. Vzhledem k tomu, že u IMDB
systémů je přístup k samotným datům rychlý, lze částečně informace o stavu zámku ukládat
přímo v datech. Příkladem může být využití dvou bitů pro každý zamykaný objekt. První
bit slouží jako zámek a druhý bit jako informace, že nějaká další transakce na zámek čeká.
Samotná identifikace čekajících transakcí je pak již spravovaná tradičním způsobem. Tento
princip opět využívá faktu, že transakce jsou rychle dokončovány a zámky jsou odemykány
dřív, než jiná transakce na daný zámek začne čekat. Nutnou podmínkou je zde využití
atomické instrukce typu test-and-set (viz. [59]). Negativním dopadem je samozřejmě nutnost
každý zamykaný objekt zvětšit tak, aby byl schopný tuto informaci nést.
Tato podkapitola ilustruje jistou cestu, kterou by bylo možné se vydat, při optimalizaci
řízení souběžnosti v IMDB systémech. Kompletní návrh jednoho z prakticky použitelných
mechanismů lze nalézt v [40].
3.5.2 Zpracování potvrzení transakcí
Pro zajištění trvalosti potvrzené transakce je nutné používat transakční log, který zazname-
nává všechny operace provedené v dané transakci. Protože je však obsah operační paměti
při nenadálých událostech (ztráta napájení, restart stroje, neplánované ukončení procesu)
ztracen, musíme k tomuto účelu použití pevný disk. Je zřejmé, že z potvrzování transakce se
tak rázem stane jedna z největších překážek pro výkonnost systému, která bude výrazným
způsobem ovlivňovat rychlost odezvy. Je to totiž jediná disková operace, kterou je třeba
v rámci úspěšného dokončení transakce provést. Jako velmi vhodné řešení tohoto problému
se nabízí modifikace dříve zmíněné varianty s ne-volatilní RAM (viz 3.3). V tomto případě
však stačí relativně malé množství sloužící pouze k uložení transakčního logu. Systém pro-
vádějící transakce tak zapisuje pouze do paměti a vlastní zkopírování transakčního logu
z NVRAM na disk může provádět jiný proces. Zásadním nedostatkem popisovaného řešení
je ale absence tohoto typu paměti na běžných strojích.
V případě, kdy NVRAM není k dispozici, snaží se IMDB systémy režii spojenou se
zápisem logu minimalizovat například využitím metod jako před-potvrzení (precommit) či
skupinové potvrzení (group commit). Technika před-potvrzování spočívá v uvolnění zámků
držených transakcí ihned po zápisu do logu v paměti. S uvolněním zámků se tak nečeká až na
skutečné propsání na disk. Vlastní potvrzení transakce může být ale samozřejmě provedeno
až po úspěšném diskovém zápisu. Pro vlastní rychlost provedení transakce zde nenalezneme
žádný přínos. Dochází však ke zlepšení propustnosti paralelně běžících transakcí. Cílem
skupinového potvrzování je minimalizace zápisů na disk. Proces zapisující log na disk čeká
na více dokončených transakcí a jejich operace uloží na disk jedním zápisem. Výhodou je
opět zrychlení celkové propustnosti systému. Čistě z pohledu rychlosti zpracování jedné
transakce naopak přinese malou režii spojenou s čekáním na transakce další.
Různé další optimalizační techniky nalezneme v [39]. [37] je disertační prací na téma
zpracování potvrzení transakcí v IMDB systémech využívajících vysokou dostupnost (viz
3.3) a najdeme zde celou řadu podrobně popsaných metod.
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3.5.3 Prezentace dat
Relační data jsou nejčastěji reprezentována strukturami, kde jsou hodnoty jednotlivých
atributů ukládány přímo jako součást n-tic. Hlavní výhodou je lokalita přístupu. Nevýhodou
se však může stát redundance hodnot, což je značně nevhodné v případě IMDB systémů
vzhledem k jejich limitaci kapacitou paměti. Hlavní myšlenkou je tedy eliminace duplicitních
hodnot. IMDB systémy mohou v této oblasti díky nenáročnému přístupu do paměti těžit
z ukazatelů. Prostorově náročnější atributy mohou být shlukovány do společného úložiště.
Datové typy, jejichž hodnota je výrazně větší než velikost potřebná pro uložení odkazu do
paměti, je pak možné reprezentovat ukazatelem do tohoto úložiště. Jednotlivé relace pak
mohou shodné hodnoty atributů sdílet. Tento přístup ilustruje následující obrázek:
Obrázek 3.2: Reprezentace dat se sdílením hodnot
Datová reprezentace tohoto typu s sebou očividně přináší jistou režii. V situaci, kdy
chceme ukládat velké množství dat a záleží nám na úspoře místa, může být tato komprese
výhodná i za cenu drobného snížení výkonu. Další výhodou je také fakt, že datové typy
proměnné délky jsou uloženy mimo n-tici samotnou, a tím pádem je velikost záznamu vždy
fixní.
Podobnými metodami se zabývá práce [49]. Hlavním tématem práce nejsou přímo IMDB
systémy, ale prezentované techniky vychází ze stejných předpokladů – ušetřit prostor zabí-
raný relačními daty při relativně levné ceně odkazu.
3.5.4 Přístupové metody
Stejně jako u datové prezentace i zde se nabízí možnost využití ukazatelů. U DRDB systémů
bývají tradičně data ukládána přímo v indexové datové struktuře. Hlavním důvodem je již
několikrát opakovaná vysoká časová náročnost přístupu na disk. Indexové struktury pro
IMDB se tímto problémem zabývat nemusí, a mohou tak obsahovat pouze reference na
záznamy.
Během existence IMDB systémů se pro indexování významným způsobem prosadila
struktura zvaná T-strom (T-tree). Tato struktura byla představena už během 80. let v [41].
Její princip vychází ze dvou ověřených a široce používaných datových struktur – B-stromu a
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AVL-stromu. B-strom jsme zmínili již v první kapitole (2.7). AVL-strom je samovyvažující
se binární vyhledávací strom, více je možné dohledat například v [55]. T-strom je binární
strom s více elementy v jednom uzlu. Vyhledávání probíhá stejně, jako je zvykem při práci
s binárními stromy. Od B-stromů přebírá kvalitní charakteristiku pro modifikace. Vkládání
a mazaní se ve většině případů dotkne pouze jednoho uzlu. V případě, že vede daná ope-
race k nevyváženosti stromu, vyvážení probíhá pomocí rotací podobně jako u AVL-stromu.
Detailní informace lze nalézt ve výše jmenované publikaci. Zajímavým článkem stavícím
se proti používání T-stromů je [43]. Autor zde prezentuje, že při vícenásobném paralelním
přístupu je B-strom i u IMDB systému efektivnější indexovou strukturou.
V posledních letech se trend indexových struktur pomalu začíná vydávat novým směrem.
Každým rokem se totiž prohlubuje rychlostní propast mezi procesorem a operační pamětí
([33]). Pomyslným mostem přes tuto propast se staly cache ([63]). Do rychlosti algoritmů
se tak začíná čím dál větší mírou podepisovat její efektivní využívání. Tento fakt reflektují
i indexové struktury pro IMDB. Vznikají struktury nazývané jako cache-vědomé (Cache-
Conscious). Jako příklad jmenujme CSB+-strom, pB+-strom či J+-strom. Důkladný popis
těchto struktur a algoritmů nad nimi lze nalezneme v [44].
3.5.5 Zpracování dotazů
Zpracování dotazů spočívá v transformaci dotazovacího jazyka (dnes typicky SQL) na in-
terní prezentaci, kterou je schopný exekutor dotazů provést. Zásadní součástí tohoto procesu
je optimalizace, která má za úkol vybrat nejvhodnější sekvenci příkazů v interní prezentaci
dotazu. Tato sekvence se nazývá plán provádění (execution plan). Pro posouzení efektivity
jednotlivých plánů se většinou používá cenový model (cost model), který s využitím znalosti
ceny jednotlivých operací spočte cenu daného plánu.
Samotná transformace vstupního dotazovacího jazyka na interní prezentaci se mezi
DRDB a IMDB systémy téměř neliší. Rozdíl je ale v optimalizaci dotazu. U DRDB sys-
témů je hlavním kritériem určujícím cenu operace počet diskových čtení a zápisů. Tato akce
u IMDB systému úplně odpadá, a proto je nutné sestavit cenu operace na základě jiných
faktorů. Při odstranění práce s diskem se hlavním faktorem pro určení ceny stává výpočetní
náročnost daných operací. Ta se ale může značně lišit stroj od stroje. Z optimalizace se tak
stává ještě náročnější úkol. Možným řešením tohoto problému může být ohodnocení operací
až po instalaci IMDB systému na konkrétním stroji.
Zásadní krokem při zpracování dotazu je spojování relací. Pokud se vrátíme k možné
datové prezentaci navržené v podkapitole 3.5.3, můžeme tuto operaci významným způso-
bem urychlit. Představenou datovou reprezentaci potřebujeme pouze lehce rozšířit. Tímto
doplněním je přidání zpětných ukazatelů na n-tice do tabulky sdílených hodnot. Pokud
následně provádíme spojení dvou relací přes tuto hodnotu, můžeme snadno využít ukaza-
telů. Tato rozšíření s sebou však přináší režii při modifikacích dat a přidává jisté prostorové
nároky. Nemusí být tedy vždy žádoucí.
Zajímavou prací z této oblasti je [20], která se zaměřuje na optimalizaci spojování relací
u IMDB databází s využitím vysoké míry paralelizmu.
3.5.6 Zotavení po havárii
Na rozdíl od DRDB systémů, u IMDB systémů je při neočekávané havárii ztracena primární
datová kopie. V prvních podkapitolách představujících IMDB jsme naznačili, že pro udržení
perzistence dat se nejčastěji využívá snapshotů či checkpointů společně s logováním ope-
rací. Tento mechanismus slouží také pro zotavení po havárii. Zajištěním trvalosti transakcí
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pomocí logování jsme se zabývali již dříve. Samotný transakční log by byl teoreticky pro
opětovné vytvoření databáze dostatečný. Toto řešení je však v praxi téměř nepoužitelné,
protože rekonstrukce stavu databáze z transakčního logu by byla časově velmi náročná.
Proto jsou vytvářeny snapshoty. Při zotavení z havárie tak stačí, aby byl načten aktuální
snapshot a na něj pak bylo aplikováno pouze několik posledních změn z transakčního logu.
Z důvodu rychlého zotavení by tedy bylo vhodné generovat snapshoty relativně často. Na
druhou stranu uložení snapshotu je časově náročnou operací, která vyžaduje zamykání dat
během provádění. Pokud by se data při vytváření snapshotu nezamykala, nebyla by zacho-
vána konzistence databáze. Generace snapshotu tak koliduje s probíhajícími transakcemi a
výrazně zvýší čas jejich dokončení. Kvůli těmto nepříjemnostem se často snapshoty generují
segmentovaně, aby během jejich vytváření byla data ostatním transakcím přístupná. Velmi
zajímavým řešením tohoto problému je takzvaný fuzzy checkpointing. Zjednodušeně je jeho
princip založen na nezamykání dat během provádění snapshotu a případné rekonstrukci
nekonzistence snapshotu z logu. Za tímto účelem je nutné před začátkem pořizování snap-
shotu vložit do logu speciální značku společně se všemi aktivními transakcemi. Tato metoda
je podrobněji popsána v [52]. Po představení této techniky následně probíhali nejrůznější
snahy a snížení prostorové režie spojené s logováním, zajímavé řešení přináší například [72].
3.6 RAM disky
Pokud se zabýváme IMDB systémy, je vhodné zmínit se také o RAM discích. RAM disk
je dle [23] softwarový nástroj, který vytvoří virtuální pevný disk z části operační paměti.
Mohlo by se tedy zdát, že použitím technologie RAM disku a DRDB systémů můžeme
nahradit IMDB systém. Při důkladnější úvaze si ale uvědomíme, že situace je podobná jako
při použití velké paměťové cache zmiňované v podkapitole 3.3. Pracujeme sice v operační
paměti, ale s využitím nástrojů a algoritmů navržených pro práci s pevným diskem. Navíc
se stejně jako v případě IMDB objeví problém s perzistencí dat, který ale DRDB systém
operující nad RAM diskem samozřejmě nijak neřeší.
3.7 Existující systémy
V této podkapitole představíme některé existující IMDB systémy. Informace pro následující
přehled byly získány převážně z internetových zdrojů. Nejdříve se podíváme na komerční
systémy a poté představíme i některé otevřené implementace. Na začátku vždy jednotně
shrneme základní fakta týkající se projektu a jeho použitelnosti a poté se pokusíme uvést




Aktuální verze: 11g Release 2 (prosinec 2012)
Rozhraní: SQL ODBC, JDBC; nativní pro jazyky C/C++ (OCI, Pro*C),
platformu .NET (ODP.NET)




Tento systém byl vyvinut v roce 1996 a postupně se stal populárním řešením v oblasti
telekomunikačních zařízení. V roce 2005 byl koupen firmou Oracle. Dle prohlášení vývojáře
dnes využívá TimesTen přes patnáct set firem z celého světa. Mezi nejvýznamnější aplikace
patří real time detektor podvodů pracující s operační pamětí s kapacitou přes 2TB ([1]).
TimesTen může fungovat jako součást klientského procesu i ve formě klasického modelu
klient/server, kdy je pro komunikaci využit TCP/IP protokol. V obou případech je pro
správný běh databáze nutná sada procesů, které obstarávají nahrávání databáze do operační
paměti, periodické ukládání checkpointů, zápis transakčního logu na disk a řeší uváznutí
při souběžném přístupu. Systém může pracovat jako samotná IMDB nebo jako paměťová
cache pro často používaná data uložená v klasické DRDB.
3.7.2 solidDB
Vývojář: IBM
Aktuální verze: 7.0 (prosinec 2012)
Rozhraní: SQL ODBC, JDBC; nativní pro jazyk C/C++
Operační systém: Linux, Windows, jiné Unix kompatibilní platformy
Licence: proprietární
Webová stránka: http://www-01.ibm.com/software/data/soliddb
Historie systému je podobná jako u TimesTen databáze. SolidDB byla vytvořena jako
hlavní produkt menší společnosti už v roce 1992. Do rodiny produktů IBM se dostala
akvizicí v roce 2007. Systém byl nasazen na více než třech milionech zařízeních v telekomu-
nikačních sítích či vestavěných systémech (dle webu vývojáře).
SolidDB může fungovat samostatně jako IMDB nebo spolupracovat s DRDB systémem,
který pak dle informací od vývojáře funguje až desetkrát rychleji. Trvalosti dosahuje systém
s využitím vysoké dostupnosti. Umožňuje využití technologie hot-standby, kdy existují dvě
datové kopie databáze. Při selhání jedné dojde ihned k používání druhé. Navíc při funkčnosti
obou dochází k vyvažování zátěže díky rozdělování dotazů mezi obě kopie. Poslední verze
systému je optimalizovaná pro práci s architekturou Power7 ([12]), která podporuje práci
až se dvěma petabyty paměti.
3.7.3 eXtremeDB
Vývojář: McObject LLC.
Aktuální verze: 4.5 (listopad 2011)
Rozhraní: SQL ODBC, JDBC; nativní pro jazyky C/C++, C#, Java
Operační systém: Linux, Windows, VxWorks, QNX, INTEGRITY, Solaris, HP-UX
Licence: proprietární
Webová stránka: http://www.mcobject.com/extremedbfamily.shtml
Systém eXtremeDB byl primárně vyvinut jako databáze pro vestavěné systémy pracu-
jící v reálném čase. Díky tomu byla eXtremeDB extrémně prostorově nenáročná, zdrojový
kód zabíral přibližně 150KB. S rostoucími kapacitami pamětí se mohla zvětšovat i kódová
základna a firma postupně rozšířila podporu eXtremeDB i na běžné operační systémy.
Systém poskytuje volitelné zajištění trvalosti přes logování transakcí nebo přes vysokou
dostupnost s využitím replikací. Databáze je součástí paměťového prostoru procesu, který
ji využívá. Jako bezpečností opatření zahrnuje systém nativní podporu pro šifrování dat a
cyklickou redundantní kontrolu. Umožňuje pracovat v takzvaném hybridním módu, kdy je
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část databáze v operační paměti a část uložena na disku. Výhodou je možnost virtuálního




Aktuální verze: 1.0 SP4 (květen 2012)
Rozhraní: SQL ODBC, JDBC; nativní pro jazyky C/C++, R ([69])
Operační systém: Linux, Windows
Licence: proprietární
Webová stránka: http://www.saphana.com
SAP HANA je mezi svými konkurenty mladým systémem. Vznikla v roce 2010 slouče-
ním tří projektů společnosti. Jejím hlavním zaměřením jsou analytické činnosti v reálném
čase. Systém tak musí pracovat s obrovskými objemy dat. Využívá proto nejrůznějších kom-
presních metod. Dle prohlášení vývojáře z května roku 2012 běží systém na strojích se sto
terabyty paměti, což při využití komprese kapacitně dostačuje všem největším zákazníkům.
SAP HANA podporuje tři různé enginy pro ukládání dat – relační, grafový a textový.
Pro docílení trvalosti využívá logování operací a snapshoty. Protože se jedná primárně o ana-
lytický systém, zahrnuje SAP HANA další nástroje pro akce jako ETL (extract, transform,
loading, viz [68]) či dolování v datech.
3.7.5 DataBlitz
Vývojář: Lucent Technologies
Aktuální verze: 7.1 (srpen 2012)
Rozhraní: SQL ODBC, JDBC; nativní pro jazyk C/C++
Operační systém: Linux, Solaris
Licence: proprietární
Webová stránka: http://www.mgl.com/telecom_our_expertise_services.html
Systém DataBlitz vznikl z projektu Dali, který patří mezi historické IMDB systémy.
Systém Dali byl původně vyvinut ve světoznámých Bellových laboratořích.
Architektura systému vychází k konceptu sdílené paměti, ve které je databáze uložena.
Pro řízení souběžného přístupu více procesů či vláken dochází k zamykání. DataBlitz se
vyznačuje několika úrovňovým rozhraním, kde nejvýše stojí SQL. S využitím nižších vrs-
tev se ale můžeme dostat i přímo k paměti, kde jsou data uložena. Trvalost je zaručena
konfigurovatelným logováním transakcí v kombinaci s checkpointy.
3.7.6 Polyhedra DBMS
Vývojář: ENEA AB
Aktuální verze: 8.5 (červen 2011)
Rozhraní: SQL ODBC, JDBC





Polyhedra má své základy v disertační práci jako nástroj pro ukládání historických
dat už během 80 let. Po spatření jejího potenciálu byla rekonstruována pro použití ve
vestavěných systémech.
Systém používá model klient/server. Za účelem zajištění trvalosti je možné zvolit mezi
snapshoty s transakčním logem s nastavitelnými úrovněmi logování pro jednotlivé trans-
akce nebo hot-standby konfigurace využívající přístup vysoké dostupnosti. Řízení souběž-
ného přístupu probíhá optimistickou technikou. Polyhedra podporuje aktivní dotazy, které
umožňují informovat klienty o změnách v databázi.
3.7.7 Altibase HDB
Vývojář: Altibase Corporation
Aktuální verze: 6.1.1 (duben 2012)
Rozhraní: SQL ODBC, JDBC; OLE DB; nativní pro jazyky C/C++, Java,
.NET
Operační systém: Linux, Windows, Solaris, AIX
Licence: proprietární
Webová stránka: http://www.altibase.com/products.html
Altibase HDB byla v roce 2000 koupena od výzkumného institutu a stala se hlavním
produktem společnosti. Vývojář se chlubí, že již v roce 2005 umožňoval systém práci s ta-
bulkami v paměti i na disku, a byl tak prvním hybridním databázovým systémem na trhu.
Z pohledu architektury je podporováno jak řešení klient/server, tak databáze spravovaná
jako součást procesu. Trvalosti transakcí dociluje systém pravidelným ukládáním snapshotů
a regulovatelným logováním. Systém obsahuje také vestavěné nástroje replikování databáze.
3.7.8 CSQL
Vývojář: Lakshya Solutions a Komunita
Aktuální verze: 3.3 (květen 2011)
Rozhraní: SQL ODBC, JDBC
Operační systém: Linux, Solaris, FreeBSD
Licence: GPL nebo proprietární
Webová stránka: http://www.csqlcache.com/
Podle prohlášení vývojáře je CSQL nejrychlejším open source relačním IMDB systémem.
Systém je možné využít kromě samostatné databáze i jako paměťovou cache pro MySQL či
PostgreSQL databáze. CSQL plně podporuje ACID transakce a pyšní se kvalitní schopností





Aktuální verze: 2.2.9 (srpen 2012)
Rozhraní: SQL JDBC
Operační systém: platformy podporující JRE 1.1 a vyšší
Licence: BSD licence
Webová stránka: http://hsqldb.org
HSQLDB je populární paměťový databázový engine vytvořený v jazyce Java. Podporuje
také práci v klasickém diskovém módu. V paměťovém módu používá pro zajištění perzis-
tence nezvyklý způsob. Změny jsou ukládány na disk ve formě SQL skriptu, který je použit
při rekonstrukci. Pro rozsáhlé tabulky se nejedná o příliš vhodné řešení, na druhou stranu
poskytuje dobrou přehlednost a má nedocenitelné výhody při ladění. Dle dokumentace
([11]) implementuje systém všechny základní funkce ze standardu SQL:2008. V dokumen-
taci dokonce najdeme citaci:
”
V době vydání této verze podporuje HSQLDB největší část
SQL standardu mezi všemi open source databázemi.“
Databáze může být začleněna do aplikace nebo být spuštěna jako samostatný proces. Již
existující databázi je možné přepínat jak mezi těmito dvěma módy, tak mezi typem úložiště
(paměť, disk). HSQLDB nepodporuje striktní úroveň trvalosti. Při nenadálém ukončení
mohou být některé poslední změny ztraceny.
3.7.10 SQLite
Vývojář: Komunita
Aktuální verze: 3.7.15.1 (prosinec 2012)
Rozhraní: SQL ODBC, JDBC; vazba pro většinu jazyků – C/C++, C#,
Java, PHP, Python, Perl, Javascript, . . .
Operační systém: Linux, Windows, jiné Unix kompatibilní platformy, většina
rozšířených mobilních platforem – IOS, Android, Windows
Phone, Symbian, BlackBerry, . . .
Licence: public domain
Webová stránka: http://sqlite.org
SQLite patří mezi jeden z nejrozšířenějších relačních databázových systému. Běží jako
součást aplikačního programu ve formě přilinkované knihovny. Může pracovat jako klasická
DRDB i jako IMDB. Díky nízkým prostorovým nárokům (přibližně 350KB) je SQLite
hojně využívána pro tvorbu konfiguračních souborů aplikací či jako databáze v mobilních
operačních systémech. V prostředí webových prohlížečů se stala tak běžnou součástí, že se
dostala i do standardu HTML5 Web Storage.
Nestandardní vlastností v SQLite je dynamické typování. Typy jsou totiž přiřazovány
přímo jednotlivým hodnotám a ne celým sloupcům, jak je tomu běžné. Této vlastnosti
s úspěchem využívají například dynamické skriptovací jazyky.
Systém je známý pro svoje velmi rozsáhlé testování. Součástí verifikace před vydáním




Úkolem této kapitoly je seznámit čtenáře se základními rysy řídícího systému RIS a před-
stavit důvody, které vedly jeho autory k využití IMDB. Součástí této kapitoly je také popis
současného stavu proprietárního IMDB systému.
4.1 Úvod
Řídící systém RIS je majoritním produktem společnosti ELEKTROSYSTEM. Jedná se
o informační a řídící systém pro správu energetické soustavy. Systém je aktivně vyvíjen již
přes 20 let. Za tuto dobu si získal dominantní pozici na českém i slovenském trhu v tomto
odvětví informačních technologií. Mezi stále zákazníky patří čeští a slovenští energetičtí
giganti jako ČEZ, ČEPS, SSE či ZSE, ale i menší společnosti jako JME. Během posledních
let se firma se svým systém začíná zapojovat i do řízení celoevropské správy elektrické sítě
v projektu zvaném CTDS.
Na závěr ještě doplníme, že systém RIS je implementován převážně v jazyce C s využitím
C++ a frameworku Qt na tvorbu uživatelských rozhraní.
4.2 Funkce systému
RIS se svojí funkčností řadí mezi SCADA systémy (viz. [64]). Zkratka SCADA představuje
anglicky Supervisory Control And Data Acquisition, v překladu tedy řízení a získávání
dat. Primárním úkolem je sběr a zpracování údajů z telemetrických zařízení. Telemetrická
zařízení jsou přístroje, které měří a odesílají informace o energetické síti. Jedná se o širokou
škálu zařízení zahrnující jednoduché měření napětí až po složité výpočty v elektrárnách
a rozvodných stanicích. Data jsou většinou přenášena po sériových linkách typu RS-232,
existují ale i telemetrie komunikující přes protokol TCP/IP.
Nad rámec klasického SCADA systému poskytuje RIS také matematické funkce a mo-
dely pro výpočet kontingenční analýzy, chodu sítě, estimací a predikcí, zkratů, topologic-
kých výpočtů či denního diagramu zatížení. Tyto rozšiřující funkce ale nejsou z pohledu
této práce příliš podstatné, a tak se jejich popisem nebudeme dále zabývat.
4.3 Energetické veličiny
Změřené hodnoty představují energetické veličiny. V systému RIS jsou tyto veličiny děleny
do dvou základních skupin. Těmi jsou signály a analogy. Na základě sdílených vlastností
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jsou pak veličiny dále rozdělovány do tříd. Signály představují stavové veličiny. Například
informace, zda daným uzlem energetické sítě protéká či neprotéká proud, případně, že má
uzel poruchu. Drtivá většina signálů je čtyřstavových – porucha, vypnuto, zapnuto, me-
zipoloha. Analogy slouží pro uložení měřené hodnoty (například hodnota proudu) a jsou
reprezentovány jako reálná čísla. Energetické veličiny mají samozřejmě kromě vlastní hod-
noty také další atributy. Každá energetická veličina má jednoznačně identifikující jméno,
tvořené z několika částí oddělených znakem
”
:“. Jednotlivé části mají hierarchický význam.
Pouze pro představu části ve jméně AB BEE :AEA:01:Q1 označují postupně stanici, rozvodnu
a kobku, ze které je měřena veličina Q1 (primární jalový výkon).
4.4 Databáze reálného času
Telemetrická data musí systém zvládat zpracovat v reálném čase a jejich změny indikovat
uživateli. Tento úkol zajišťuje jeden z nejdůležitějším procesů systému označovaný jako
databáze reálného času, zvaný též Rdb. Rdb přijímá a zpracovává informace o změnách
energetických veličin od telemetrií, vyhodnocuje je a provádí požadované akce. Samotné
telemetrie dodávají do Rdb velké množství údajů. V běžném provozu velkých energetických
sítí se jedná až o tisíce změn během jedné vteřiny. Informace o stavu energetických veličin do
Rdb však nemusí dodávat pouze telemetrie. Obecně se může jednat o libovolný energetický
zdroj. V dokumentaci systému RIS ([46]) je zdroj definován následovně:
Definice 4.4.1. Zdroj je libovolné zařízení nebo program, dodávající do systému informace
pomáhající k udržení přehledu o stavu energetické sítě.
Dalšími zdroji pro Rdb jsou například plány (uživatelem nadefinované změny, které se
mají v daném čase provést), uživatelské ruční zadávání, matematické výpočty jako estimace
chodu sítě nebo dopočty. Každý z těchto zdrojů samozřejmě znamená další zátěž řídícího
procesu.
4.4.1 Dopočty
Zdroj, který konzumuje značnou část výpočetního času Rdb, jsou dopočty. Úkolem dopočtů
je zjišťování hodnot veličin aktuálně nedostupných či odvozených z veličin v danou chvíli
známých. Dopočty zahrnují výpočty nejrůznější složitosti od základních aritmetických ope-
rací jako součty či průměry hodnot až po složité integrování. Dopočty není možné řešit
nějakým obecným algoritmem fungujícím pro všechny spravované energetické sítě. Každá
energetická sít má vlastní výpočty, které reflektují její požadavky. Tyto výpočty je navíc
během existence sítě nutné modifikovat a doplňovat. Dopočtové rovnice jsou tak defino-
vány až koncovým uživatelem systému. K tomuto účelu slouží v systému RIS speciální
jazyk. Z tohoto jazyka po překladu vznikne bytecode ([62]), který je natažen do procesu
Rdb a přímo uvnitř něj interpretován.
Dopočty existují dvojího typu – periodické a změnové. Periodické dopočtové rovnice
jsou interpretovány vždy všechny jednou za stanovenou periodu. Dopočty změnové jsou
složitější. Jejich interpretace probíhá kdykoli dojde ke změně některé ze vstupních veličin
konkrétní rovnice. Takto spuštěný výpočet může vést k dalším změnám a tím i k novému
výpočtu. Interpret přitom kontroluje zacyklení, ke kterému by mohlo dojít vlivem přímé i
nepřímé rekurze. Změnové dopočty se zásadní měrou podílí na vytížení Rdb, protože jsou
aktivovány právě telemetrickými změnami.
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4.4.2 Další činnosti
Kromě samotného snímání změn ze zdrojů musí Rdb zvládat o těchto změnách informovat
další komponenty řídícího systému. Jak jsme se zmiňovali již na začátku, změna veličin
musí být indikována uživateli systému. Nejpodstatnějšími uživateli systému jsou dispečeři,
kteří mají prostřednictvím systému za úkol řízení energetické sítě. Dispečerům je stav sítě
prezentován v grafických modelech, které jsou napojeny na Rdb a dynamicky se překreslují
dle příchozích změn. V běžném provozu jsou aktivní desítky grafických modelů současně.
Kromě těchto modelů musí Rdb změny šířit do dalších procesů. Nejvýznamnějším z nich
je proces Tpd, jehož úkolem je zmiňovaný výpočet topologického stavu sítě, na základě
kterého jsou grafické modely následně barveny. Některé významné změny odesílá Rdb do
protokolování (archivace událostí). Nad rámec těchto činností je stav Rdb průběžně ukládán
do statistik, aby bylo možné vývoj v energetické síti zpětně sledovat.
Z datového pohledu jsou pro Rdb kritickými operacemi modifikace a čtení existujících
dat, kde je každá milisekunda drahá. Naproti tomu vkládání a mazaní nových veličin provádí
uživatelé, a proto v případě těchto akcí jsou desítky i stovky milisekund irelevantní.
Po přečtení předcházejících podkapitol je jasné, že na proces Rdb jsou kladeny vysoké
výkonnostní nároky. Tyto požadavky vedly autory systému koncem 80. let k rozhodnutí
využít IMDB. Na jeho specifikaci se blíže podíváme v podkapitole 4.8.
4.5 Model energetického systému
Energetická soustava se samozřejmě neskládá pouze z měřených signálů a analogů. Dalšími
prvky vystupujícími v modelu jsou například již jmenované stanice či rozvodny. Všechny
tyto další části sítě jsou sdruženy v procesu zvaném Psm (Power system model). Na tento
proces nejsou sice zdaleka kladeny takové výpočetní nároky jako na Rdb, ale i tak je jeho
zatížení značné. V jeho případě je totiž kvantita prvků několikanásobná. Pro představu
počet měřených signálů a analogů v energetické soustavě řízené společností ČEZ je necelý
milion, ostatních prvků je osmnáct miliónů.
Datové nároky na tento řídící proces jsou jiného charakteru, než tomu bylo u Rdb.
I zde převládají operace vyhledávání, avšak jejich převaha není ani zdaleka tak dominantní.
V případě Psm je nutné provádět modifikace dat relativně často.
4.6 Architektura systému
Systém RIS je stejně jako většina složitějších informačních systémů víceuživatelský. Kromě
dispečerů se systémem pracují i uživatelé v dalších rolích. Jmenujme zde významnou roli
správců energetické sítě, kteří mají z představené podmnožiny činností systému na starosti
správu veličin v Rdb, vytváření grafických modelů sítě, definování dopočtových rovnic a
jména energetických veličin. Všechny uživatelské role pracují se systémem paralelně. Systém
je tak distribuován na více strojích. Skládá se vždy ze dvou výkonných linuxových stanic,
na kterých běží řídící procesy včetně Rdb, Psm či Tpd, a desítek klientských stanic, kde
pracující uživatelé. Operačním systémem na těchto stanicích je dle požadavků dané zakázky
Linux a nebo Windows.
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4.7 Komunikační rozhraní
Na základě popsané architektury je zřejmé, že základním stavebním kamenem systému musí
být jistý typ meziprocesové komunikace. Meziprocesová komunikace musela podporovat
spojení procesů nacházejících se na různých stanicích. Proto bylo pro komunikace využito
socketů a komunikačního protokolu TCP/IP zajištujícího spolehlivé doručování dat. Nad
touto technologií bylo vystavěno komunikační rozhraní systému RIS zvané cmi.
4.7.1 Princip komunikace
Cmi je tedy proprietární rozhraní pro meziprocesovou komunikace v rámci jednoho či více
různých strojů. Od TCP/IP vrstvy přebírá koncept klient-server. Server, jako proces na-
bízející své zdroje, se registruje v systému prostřednictvím jména. Klientský proces se na
toto jméno připojuje. Tím mezi nimi vzniká cmi komunikační kanál. Následně probíhá
vlastní komunikace pomocí zasílání zpráv. Zprávy jsou na straně serveru i na straně klienta
doručovány do registrovaných callbackových funkcí.
Meziprocesová komunikace není omezena na dva procesy. K jednomu serveru se sa-
mozřejmě může registrovat více klientů. Označení stran jako klient a server se proto týká
pouze konkretního spojení. Je možné (a v praxi běžné), že jeden proces vystupuje pro
některá spojení v roli serveru a pro další v roli klienta.
4.7.2 Reprezentace kanálu
Komunikační kanál je na TCP/IP úrovni reprezentován dvěma spojeními. První spojení je
inicializováno klientem. Je určeno k posílání synchronních zpráv, tedy odpovědí na dotazy
od klienta. Server se po přijmutí prvního spojení od klienta stane sám iniciátorem spojení
druhého. To je určeno k doručování asynchronních událostí klientovi.
4.7.3 Jména a jejich rezoluce
Již jsme se zmínili, že pro navázání komunikace se používají registrační jména. Jména
mohou být lokální či globální. Lokální jména jsou vyhledávána pouze na daném stroji. Glo-
bálním jménem lze lokalizovat proces na libovolném počítači ze sítě strojů reprezentujících
systém RIS. Globální jméno musí být v síti strojů unikátní. Pro jména lokální logicky po-
stačuje unikátnost v rámci stanice. Na jedné stanici přitom může být registrováno stejné
lokální i globální jméno, lokální jméno má v tomto případě přednost.
Jména vznikla ze stejného důvodu jako DNS systém ve světě internetu. Člověk do-
káže snadněji pracovat se smysluplnými jmény, než s identifikačními čísly a navíc je možné
pracovat se stejným jménem i při změně identifikačního čísla. V cmi používaná přenosová
technologie TCP/IP spojení adresuje pomocí IP adresy a čísla portu. Proto musí existovat
mechanismus, který přeloží jméno na IP adresu a číslo portu. Tento úkol, kromě spousty
jiných, zajišťuje manažer správy systému zvaný Risys. Proces Risys běží na každém stroji
v systému RIS. Při svém startu si natáhne překladovou tabulku, kde jsou určeny IP adresy
strojů v dané síti systému. Každý proces systému RIS je povinný na svém startu navázat
cmi spojení s procesem Risys. U něj pak probíhá registrace cmi jmen i žádosti o překlad.
Risys vytvoří mapování jména na dynamicky přidělený port a rozešle tuto informace dalším
procesům Risys na ostatním stanicích. Překlad tak probíhá vždy lokálně na dané stanici.
Vyhodnocená jména jsou pak v rámci procesu vyžadujícího překlad samozřejmě cachována.
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Díky faktu, že porty jsou přidělovány dynamicky, je možné bez jakéhokoli zásahu do překla-
dového mechanismu přidávat či ubírat jména. V systému existuje pouze jeden statický port
– port, na který se překládá lokální jméno risys. Jinak by nebylo možné iniciální spojení
s procesem Risys navázat.
4.7.4 Spojení s ne-cmi procesy
V systému RIS veškerá komunikace mezi procesy probíhá přes cmi. Telemetrická měření
však dodávají data po sériových linkách nebo přes TCP/IP. Bylo by vhodné, kdyby Rdb
mohla s těmito zdroji komunikovat také prostřednictvím cmi. Za tímto účelem existují
takzvané cmi vstupy. Ty zpracovávají různé události a převádí je na cmi zprávy posílané
do uživatelského callbacku. Tímto způsobem umožňuje cmi pracovat s časovači, hardwa-
rovými přerušeními, protistranou s čistou TCP/IP komunikací a device manažerem (jeho
prostřednictvím přistupuje k sériovým linkám).
Na nejnižší úrovni v cmi tak ve skutečnosti leží takzvaný cmi komunikační objekt, který
pak dle protistrany implementuje buď cmi kanál nebo cmi vstup. Tuto nejnižší úroveň už
zde však není nutné dále popisovat.
4.8 Databázové rozhraní
V předcházejících podkapitolách jsme představili zevrubný popis systému RIS a shrnuli
nejpodstatnější požadavky na datové struktury pro hlavní řídící proces Rdb. Z popisu
jasně vyplývá, že klíčovou roli hraje vysoká rychlost, nutná pro zpracování změn v reálném
čase. Navíc v 80. letech se počty počítačově spravovaných energetických veličin ani vzdáleně
neblížily jednotkám milionů, jako je tomu dnes. Původně se jednalo o jednotky, maximálně
desítky, tisíc prvků. Jak bylo popsáno v úvodu třetí kapitoly (3.1), pro řešení podobné
situace jsou vhodným kandidátem IMDB systémy. Skutečnost, že v tehdejší době nebyla
nalezena dostačující implementace IMDB systému, dovedla společnost ELEKTROSYSTEM
k rozhodnutí vytvořit vlastní proprietární paměťovou databázi na míru daným požadavkům.
Systém byl nazván zkratkou anglických slov database interface – dbi 1. Po dokončení jeho
první verze se začal postupně šířit i do ostatních procesů systému. Důvody byly poměrně
jednoduché – čas a finanční prostředky. Jak je v komerční sféře běžné, autoři systému
byly tlačeni časovými milníky, a tak pro implementaci jiných procesů využili technologii,
kterou dobře ovládali a věděli, co od ní očekávat. Navíc nebylo nutné vynakládat finanční
prostředky pro nákup jiných databázových systémů. Dbi se tak postupem času rozšířilo do
většiny procesů a stalo se standardní databázovou technologií využívanou v celém systému.
Od chvíle, kdy bylo dbi implementováno, uplynulo již hodně času. Dnes je v systému RIS
jako perzistentní datová základna částečně využívána databáze Oracle, případně Postgre-
SQL. Dbi si však zachovalo svoji klíčovou roli a nevytlačily ho ani moderní komerční IMDB
systémy. Jeho hlavní výhodou pro společnost je právě fakt, že se jedná o její vlastní produkt.
Dbi tak může být optimalizované přesně dle požadavků systému. Neobsahuje z pohledu sys-
tému nepotřebné, jinak však standardní, vlastnosti databází. Naopak libovolné specifické
optimalizační úpravy je možné ihned začlenit přímo do kódu. I dnes je ale finanční stránka
jedním z klíčových důvodu, proč si dbi jako databázový engine ponechat. Už to však není
1Český překlad názvu je tedy doslova databázové rozhraní. Tento překlad je pro označení dbi také běžně
používán. Budeme se ho proto držet i dále v této práci, přestože může být zavádějící. Dbi nepředstavuje
pouze rozhraní, ale také samotné datové úložiště. Kdykoli dále textu použijeme slovní spojení databázové
rozhraní, budeme mít na mysli kompletní databázi systému RIS – front-end i back-end.
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pořizovací cena komerčního databázového systému, která by jeho používání bránila. S pře-
vodem procesů na jiný IMDB, případně DRDB systém, by byly spojeny obrovské finanční
i časové náklady a přínos by byl přitom nejistý. Běžné kapacity operační paměti pro data
zpracovávaná dbi v současnosti s rezervami postačují. Pokud porovnáme vývojový trend
cen operační paměti (viz. 3.1) s rychlostí růstu kapacity sledovaných veličin, je predikce pro
použití IMDB systému ve většině procesů do budoucna pozitivní. Do úvahy je také nutné
zohlednit fakt, že energetické sítě jsou dnes již ve velké míře automatizované, a proto se
větší růst zpracovávaných veličin dále nepředpokládá.
V následujícím textu postupně popíšeme vlastnosti a architekturu dbi. Na závěr se
pokusíme o srovnání dbi s moderními IMDB systémy.
4.8.1 Základní informace
Jako většina databázových systému je i dbi založeno na relačním datovém modelu. Protože
bylo dbi vyvíjeno speciálně pro systém RIS, který je implementovaný v jazyce C, obsahuje
přístupové rozhraní pouze z tohoto jazyka. N-tice jednotlivých relací jsou reprezentovány
strukturami jazyka C, se kterými se tak i pracuje. Proto se pro n-tici v dbi spíše preferuje
označení objekt místo názvů jako záznam, či řádek, které jsou u jiných relačních databází
běžnější. Jak i označení objekt napovídá, z pohledu programátora se dbi v podstatě tváří
jako relační databázový systém s ORM (Object-relational mapping, viz. [51]). Ve skutečnosti
však k žádnému mapováni nedochází, protože struktury jazyka C jsou nativní reprezentací
n-tic. K tomu, jak jsou tyto struktury konkrétně v paměti organizované se dostaneme
v podkapitole 4.8.5.
Primárním klíčem každé tabulky je kladný 32-bitový celočíselný identifikátor označo-
vaný zkratkou iid (Internal identifier). Tento identifikátor je při vkládání nového záznamu
automaticky inkrementovaný a je po celou dobu existence objektu neměnný. Na rozdíl od
běžných relačních databází nemusí být součástí n-tice. Iid poskytuje nejrychlejší přístup
k objektům tabulky. Existují samozřejmě i jiné přístupové metody. Budeme se jim věnovat
v podkapitole 4.8.7.
Dbi je vhodné označit spíše slovním spojením databázové rozhraní než jako DBMS.
Jedná se o knihovnu jazyka C, se kterou se aplikace běžným způsobem linkuje. Samotné
tabulky jsou pak vytvářeny a spravovány s využitím rozhraní knihovny přímo v operační
paměti procesu. V terminologii databází by se proto dbi mohlo označovat jako vestavěná
databáze (embedded database, viz [65]). Proces vlastnící tabulku ji pak může zpřístupňovat
prostřednictvím cmi jiným procesům. K tomuto postupu se dostaneme později (4.8.10).
4.8.2 Definice tabulek
Nyní se zaměříme na způsob definice tabulek. Je zřejmé, že definice musí být nějakým
způsobem spojena s prototypem struktury, který bude reprezentovat n-tici. Standardní
ORM systémy tento problém řeší většinou s pomocí nějakého typu anotací či metainformací
pro jednotlivé atributy. Na základě tohoto dodatečného popisu pak vytvoří buď odpovídající
příkazy jazyka SQL nebo přímo dané tabulky. Druhým přístupem, který některé ORM
systémy podporují, je vytvoření definice struktury či objektu na základě popisu v jazyce
SQL, případně z existujících tabulek v databázi. Přístup zvolený v dbi leží někde mezi
těmito dvěma řešeními. Definice tabulky probíhá ve speciálním jazyce přímo jako součást
zdrojového kódu jazyka C. Tento definiční jazyk je pak překladačem transformován na
odpovídající strukturu jazyka C společně s dalšími informacemi. To vše je samozřejmě
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provedeno ještě před vlastním překladem jazyka C. Speciální překladač je označován jako
drcc (Database resource compiler).
Definice tabulky se může vyskytovat na libovolném místě ve zdrojovém kódu. Téměř vý-
hradně se však umísťuje spolu s dalšími (i nedatabázovými) definicemi do pseudo hlavičko-
vého souboru s příponou .drc (Database resource). Přeložený soubor už má pak standardní
příponu .h. Příklad výseku definičního souboru pro Rdb je v příloze A.
4.8.3 Podporované datové typy
Databázové rozhraní podporuje následující datové typy:
Datový typ Popis
INT celé číslo se znaménkem
UINT celé číslo bez znaménka
REAL číslo s plovoucí řádovou čárkou
DATETIME datum a čas s přesností na sekundy
TIMESTAMP datum a čas s přesností na milisekundy
BINARY binární data fixní délky
CHAR textový řetězec fixní délky
VARBINARY binární data proměnné délky
VARCHAR textový řetězec proměnné délky
CURSOR vnořená tabulka
Tabulka 4.1: Datové typy v dbi
V seznamu vidíme, že dbi obsahuje pouze dva datové typy pro prezentaci celočíselných
hodnot. Přesnost (tedy počet uložených bitů) těchto typů je specifikována dle datového
typu jazyka C, kterým bude tato hodnota reprezentována. Sloupeček celočíselného typu
tak může být uložen na 1, 2, 4 nebo 8 bytech. Požadovaný datový typ jazyka C je tedy
nutné v definici uvést. Stejně je tomu i v případě čísel reálných, dle datového typu jazyka C
zabere sloupeček 4 nebo 8 bytů. Datové typy s uživatelsky definovanou přesností, jak celé
tak desetinné části čísla, nejsou podporovány.
Uložení datových typů proměnné velikosti je u běžných databázových systémů kompli-
kovanější. Dbi je však databází paměťovou, a proto byl tento problém vyřešen poměrně
jednoduše. Proměnné datové typy (binární data i řetězce) jsou v objektech reprezentovány
jako ukazatele na standardním způsobem alokovanou paměť přidělenou od operačního sys-
tému. Ukazatel má již samozřejmě velikost fixní. Pro čistě paměťovou databázi je to bezpro-
blémové řešení. Komplikace nastávají při ukládání snapshotu na disk, k tomuto problému
se vrátíme později (4.8.9).
Dalším datovým typem, který stojí za zmínku, je vnořená tabulka. Umožňuje uložení ta-
bulkově strukturovaných dat v rámci jednoho sloupečku. Tabulky lze zanořovat i opakovaně.
Platí zde v podstatě stejná pravidla jako v případě typů s proměnnou velikostí. Součástí
objektu je pouze odkaz na tabulku, zde reprezentovaný kurzorem (viz. 4.8.7). Vnořenou
tabulku pro každý objekt je třeba zvláštním voláním vytvořit.
Žádný z typů v dbi nepodporuje hodnotu NULL. Reprezentaci prázdné či neplatné
hodnoty si určuje aplikační úroveň.
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4.8.4 Header tabulky
V souvislosti s vnořenými tabulkami bychom měli zmínit takzvané header tabulky. Header
tabulka je běžnou dbi tabulkou s tím rozdílem, že zahrnuje typicky poměrně velké množ-
ství tabulek vnořených a obsahuje pouze jeden záznam. Využívá se vlastně jako nástroj
pro tvorbu tabulkové hierarchie. Většina procesů používajících více dbi tabulek tyto svoje
tabulky zapouzdřují do header tabulky. Dbi rozhraní obsahuje funkce, které umožňují na-
jednou vytvořit header i se všemi vnořenými tabulkami.
4.8.5 Reprezentace dat a indexování
Již víme, jak jsou reprezentované n-tice a jaké datové typy mohou obsahovat. Nyní se
podíváme na reprezentaci vlastní tabulky, tedy na datovou strukturu obsahující objekty.
Dbi bylo navrhováno pro práci s relativně nízkými kapacitami dat. Jako základní datová
struktura tak slouží na dvě úrovně rozdělené pole označované jako dat. První úroveň před-
stavuje pole balíků. Každý z těchto balíků reprezentuje část druhé úrovně pole, ve které
jsou uloženy objekty. Tato druhá úroveň je tedy nespojitá. Struktura je pro představu
ilustrována graficky.
Obrázek 4.1: dat - základní datová struktura stávajícího dbi
Indexem do tohoto pole je právě na začátku zmiňované iid. Pozice příslušného balíku
v první úrovni a konkrétního objektu na úrovni druhé je pak z iid vypočtena pomocí dělení.
Alokace každého nového balíku probíhá najednou spojitě, aby byla minimalizována režie
spojená s přidělováním dynamické paměti od operačního systému. S objekty se v rámci
procesu vlastnícího tabulku pracuje přímo. Interface funkce dbi vrací paměťové ukazatele
na objekty uložené v balících datu. Nedochází k žádnému kopírování.
Dat může fungovat ve dvou různých módech. Tento mód určuje, jak se struktura zachová
při vymazání prvku. V prvním módu je při mazání pouze vloženo iid daného prvku do
pomocného pole a paměť reprezentující prvek je vynulována. Velikost alokované paměti datu
se tak nezmenšuje. Následkem toho může vzniknout situace, kdy všechny pozice nemusí být
obsazeny platnými objekty. Při vkládání nového prvku je nejprve zkontrolováno, zda není
nějaká pozice uložena v poli smazaných prvků. Pokud je volné iid nalezeno, tak je na jeho
místo objekt nakopírován a iid je z pole smazaných objektů odstraněno. Jinak je objekt
vložen na konec pole, což může vést k alokaci nového balíku. Dat v tomto módu je využíván
jako struktura pro uložení objektů.
Ve druhém módu funguje dat jako běžné pole. Při mazaní dojde k posunu ostatních
prvků tak, aby byly v poli uloženy pouze prvky platné. V reakci na zmenšení pole může být
uvolněn přesunem vyprázdněný poslední balík. Takovýto dat je používán pro tvorbu inde-
xových struktur. Prvky druhé úrovně jsou v tomto případě iid odkazující do datu s ulože-
nými objekty. Iid jsou v datu seřazené podle hodnot indexovaného atributu. Vyhledávání
v indexu pak probíhá půlením intervalů. Tento setříděný index je jediným podporovaným
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typem indexu v dbi, žádné hashování zde není implementováno. Indexy jsou definovány
společně s definicí tabulky. Každá tabulka jich může obsahovat maximálně 16.
4.8.6 Paralelizmus
Dříve než se podíváme na podporované operace, je vhodné uvést, že dbi neprovádí žádné
zamykaní datových struktur ani objektů. Paralelní přístup je tedy možný pouze v případě
souběžného čtení. Hlavním důvodem je cíl, s jakým bylo dbi implementováno – zajistit
funkčnost pro řídící proces Rdb. V případě Rdb jsou klíčové bleskové modifikace stavu ve-
ličin na základě změn ze zdrojů. Změny následně mohou aktivovat dopočtové rovnice. Jejich
výpočet musí proběhnout serializovaně v uživatelem definovaném pořadí. Paralelizmus by
tedy zpracování nebyl nápomocný. Naopak zamykání objektů a struktur by přineslo režii a
ve výsledku zpomalení.
4.8.7 Podporované operace
Dbi tabulky jsou zpřístupňovány přes kurzor. Veškerá práce s tabulkami pak probíhá s jeho
využitím. Tento kurzor je programátorovi vrácen při vytvoření tabulky.
Princip operací nad daty v dbi se odvíjí od faktu, že je s objekty pracováno přímo. Veš-
keré průchody i přístupy vedou na práci s objekty v alokované paměti datu. Dbi podporuje
následující přístupové metody:
Operace Složitost
přístup k objektu dle iid konstantní
přístup k objektu dle pozice v indexu konstantní
přístup k objektu dle indexované hodnoty logaritmická
přístup k objektu přes ukazatel konstantní
Tabulka 4.2: Přístupové metody v dbi
Přístup přes iid znamená v podstatě pouze přístup do datu s uloženými objekty na
danou pozici. Znalost iid je tedy nejrychlejší cesta jak vyhledat objekt. Přístup přes pozici
v indexu je vlastně použití první metody dvakrát v řadě za sebou. Nejdříve je v indexu
(reprezentovaném datem) přečteno iid z dané pozice, což vlastně odpovídá čtení objektu
(v indexu je objektem iid). Následně se použije přístup přes iid. Vyhledávání objektu na
základě hodnoty indexovaného atributu probíhá půlením intervalů v rámci indexu. Tím je
nalezeno iid.
S využitím přístupových metod je možné provádět čtení, vkládání, mazání či modifikace.
Složitost čtení je rovna složitosti přístupové metody. Při vkládání, mazání a modifikaci
zahrnující indexovaný atribut je navíc nutné do výsledné složitosti zahrnout logaritmus
reprezentující vyhledávání pozice v daném indexu. Vyřazení či zařazení objektu do indexu
však může vést k přesunu velkého počtu položek.
Výsledkem přístupu k objektu je skutečný ukazatel na paměť uvnitř datu. Jakmile tedy
jednou získáme ukazatel na objekt, můžeme s tímto objektem pracovat přímo bez využití
dbi rozhraní, a to včetně modifikací atributů. Samozřejmě, že je pak na programátorově zod-
povědnosti, aby modifikace hodnot v indexovaných sloupcích prováděl pouze přes rozhraní,
a ne přímo. V druhém případě by dané indexování zničil.
Na začátku jsme se zmínili, že volání dbi rozhraní je realizováno pomocí kurzoru. Pro-
tože vyhledávání v rámci indexu probíhá velmi často, je součástí kurzoru také poznačení
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aktuálně nastaveného indexu. Pro přístup na pozici v indexu přes daný kurzor tak není
nutné identifikaci indexu zadávat. Kurzor také obsahuje odkaz na jeden objekt v tabulce
reprezentovaný pozicí v jeho aktuálním indexu. Tento odkaz představuje nástroj pro sekve-
nční průchod. Průchod probíhá prostřednictvím inkrementování či dekrementování pozice.
Objekty jsou v sekvenčním průchodu pak seřazeny dle indexu. Změna řazení objektů tak
vlastně znamená pouze přepnutí aktuálního indexu v rámci kurzoru.
Interface dbi nezahrnuje žádný obecný dotazovací jazyk, jakým je u běžných databází
jazyk SQL. Vyhledávat a filtrovat je možné pouze podle indexovaných atributů. Pro datové
typy CHAR či VARCHAR je možné vyhledávat s využitím jednoduchých vzorů umožnujících se-
skupování a zástupné znaky. Jako příklad uvedeme AB* CD* !CDE* !ABE*. Tomuto zápisu
odpovídají všechny objekty, jejichž daný indexový atribut začíná AB nebo CD ale nikoli CDE
nebo ABE. Filtrovat je možné kromě hodnot indexovaných atributů také seznamem konkrét-
ních iid. Po aplikaci filtru vznikne nová datová struktura obsahující setříděnou množinu iid
objektů odpovídajících filtru. Tato struktura je uložena jako součást kurzoru. Dokud není
filtr zrušen, jsou akce prováděné přes tento kurzor aplikovány pouze na filtrované objekty.
Bohužel zde ale existují poměrně limitující pravidla. Struktura reprezentující filtr je vyhod-
nocena pouze staticky při aplikaci filtru a následně už není nijak aktualizována. Pokud tedy
například vložíme do filtrované tabulky nový objekt, sekvenčním průchodem tento objekt
nenalezneme ani v případě, že specifikovanému filtru odpovídá. Stejně tak po aplikaci filtru
již filtrovací struktura neumožňuje změnu aktuálního indexu pro daný kurzor. Tato operace
v případě kurzoru s filtrem vrátí chybu.
4.8.8 Pohledy
Kromě fyzických tabulek umí dbi pracovat také s pohledy. Pohled se definuje stejným
způsobem jako fyzická tabulka. Rozdíl je pouze v tom, jak jsou data pořizována. V případě
pohledu je volaný uživatelský callback, který vrací informace o tabulce a samotná data.
4.8.9 Ukládání a načítání
Dbi je paměťová databáze, a tedy pro zachování perzistence využívá techniku snapshotů.
Aktuální stav databáze lze uložit na disk a později pak z tohoto snapshotu opět načíst.
Snapshot databáze je ukládán jako celek najednou.
Na začátku souboru jsou informace popisující tabulku. Jedná se o verzi souboru, datové
typy a názvy sloupců, popis indexů a různé další příznaky. Pak následují již vlastní data –
objekty a indexy. Indexy odkazují na objekty přes iid, jejich uložení i načtení tedy nepřed-
stavuje žádný problém. Objekty jsou již problematičtější záležitostí. Komplikace nastávají
při uložení atributů, které jsou uvnitř objektu v paměti reprezentovány ukazateli. Skutečná
hodnota těchto atributů totiž v paměti leží mimo objekt. Konkrétně se jedná o datové
typy VARCHAR, VARBINARY a CURSOR. Jejich hodnota je při ukládání vložena do souboru až
za objekty a indexy. V případě vnořené tabulky je rekurzivně volána znovu celá ukládací
procedura a výsledek zapsán opět za objekty a indexy. Dalším problémem je správné přiřa-
zení hodnot atributů proměnné velikosti objektům při načítání souboru. Ukazatele uvnitř
objektů jsou samozřejmě po uložení a následném načtení neplatné. Tato situace je však
řešena poměrně snadno díky faktu, že ukládání i načítání probíhá vždy nad celou databází.
Při načítání a přiřazování datových typů proměnné velikosti objektům tak stačí postupně
procházet objekty ve stejném pořadí, jaké bylo zvoleno při uložení. Například při načítání
řetězce je ze souboru přečtena nejdříve délka, následuje alokace paměti potřebné kapacity a
načtení obsahu řetězce do této paměti. Poté je u aktuálně zpracovávaného objektu upraven
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ukazatel právě opravovaného řetězce tak, aby ukazoval na nově alokovanou paměť. Nako-
nec se provede posun na další objekt, případně pouze na další ukazatelem reprezentovaný
atribut, pokud jich objekt obsahuje více.
Kromě uložení a načtení snapshotu je možné tabulku exportovat do uživatelsky srozu-
mitelného textového formátu. Z tohoto formátu lze provádět také import dat.
4.8.10 Přístup k tabulkám jiných procesů
Doposud jsme se zabývali vlastnostmi dbi z pohledu procesu, který tabulku vytvořil ve své
operační paměti a vlastní ji. Z definice požadavků na Rdb je zřejmé, že pouze s tímto by
autoři systému nevystačili. Proto byl vyvinut přístup k tabulkám jiných procesů. K tomuto
účelu slouží již popisované cmi.
Abychom mohli popsat identifikaci tabulky v cizím procesu, ještě se krátce vrátíme
k vytváření tabulek. Každá tabulka musí být při svém vytvoření pojmenována jménem
unikátním v rámci procesu. Stejné pravidlo platí i pro tabulky vnořené. Jejich jméno se
ale spojuje přes znak / se jménem rodiče. Pro dětské tabulky je možné vytvářet jména au-
tomaticky na základě iid objektu a jména atributu obsahujícího vnořenou tabulku. Každá
tabulka je tak v rámci procesu identifikována unikátním jménem. Proces se následně regis-
truje jako cmi server pod nějakým jménem. Pokud zřetězíme toto jméno a jméno tabulky,
dostaneme jednoznačný identifikátor v rámci systému. Oddělovačem je opět /. Dostaneme
tak například jméno /rdb/analog, které identifikuje tabulku analog v procesu rdb 2.
Po zpřístupnění vzdálené tabulky získáme, stejně jako v případě lokální tabulky, kurzor.
Tento kurzor nese informace o cmi kanálu navázaném s jiným procesem. Následně je možné
nad kurzorem využívat všechny dříve popisované funkce. Z programátorského pohledu je
tak přístup ke vzdáleným tabulkám v podstatě transparentní. Uvnitř rozhraní dbi je roz-
lišeno, zda se jedná o kurzor lokální či vzdálený. V případě vzdáleného je požadovaná akce
převedena na zprávu a odeslána přes cmi kanál cizímu procesu. Ten tuto zprávu zpracuje a
vrátí výsledek. Klientský proces je po dobu provádění funkce blokován. Případně je možné
použít takzvaný dávkový mód. V tomto módu volání dbi rozhraní není blokující a každá
funkce vrací ihned neplatnou hodnotu. Po ukončení dávkového módu jsou odeslány všechny
dbi zprávy reprezentující prováděné operace jako celek v jedné cmi zprávě.
Při zpřístupňování vzdálené tabulky odpadá možnost pracovat s objekty přímo přes
ukazatele. Do klientského procesu je objekt přes cmi samozřejmě kopírován. Proto je v pří-
padě zpřístupnění možné specifikovat pouze podmnožinu atributů objektu, která se bude po
síti přenášet. V situaci, kdy nám postačují například pouze jména objektů, tak lze výrazně
snížit režii přenosu a kopírování.
Rozhraní dbi umožňuje registraci callbackové funkce, pomocí které je pak uživatel in-
formován a probíhajících operacích. Prostřednictvím uživatelského callbacku lze ale také
odebírat asynchronní informace o akcích nad tabulkou. Pokud si o odběr těchto akcí zažá-
dáme, do callbacku nám budou přicházet notifikace při vkládání, mazaní či modifikaci a to
samozřejmě i ze vzdálených tabulek. Právě tímto způsobem jsou šířeny změny veličin od
Rdb ostatním procesům.
2Celé jméno tabulky je ve skutečnosti /rdb/hdr/analog, protože Rdb využívá dříve zmiňované header
tabulky (4.8.4). Pokud proces využívá header tabulku a speciální rozhraní pro její ovládání, jsou všechny
tabulky vlastně vnořenými tabulky headru se jménem hdr. Lokalizační mechanismy pak umožňují toto jméno
vypouštět.
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4.8.11 Synchronizace systémů a logování operací
Během posledních let se v energetice stále častěji objevuje požadavek na řízení sítě z více ne-
závislých dispečerských lokalit. Tyto lokality musí být datově synchronizované. Je však ne-
zbytné, aby při výpadku spojení zůstaly jednotlivé lokality nezávisle práce schopné. Změny
jsou pak dorovnány při opětovném navázání spojení. Konkrétně sít řízená společností ČEZ
zahrnuje 5 navzájem spojených lokalit na různých místech České republiky (Praha, Ostrava,
Děčín, Plzeň, Hradec Králové).
Z důvodu nutné samostatné funkčnosti musí být řízení synchronizace plně decentrali-
zované. Na každé lokalitě je tak nasazena kompletní architektura systému RIS. Na rozdíl
od běžných distribuovaných systémů, zde není podstatné zamykání nebo jiné řešení výluč-
ného přístupu. Pokud dojde vlivem datové synchronizace k potenciální kolizi, je tato kolize
oznámena uživatelům z příslušných lokalit a ti se mezi sebou musí dohodnout, jaký bude
správný výsledek. Každá lokalita má však na starosti jistou část energetické sítě, kterou
v systému modeluje a za jejíž řízení nese zodpovědnost. Ke kolizím by tak za správného pro-
vozu systému nemělo docházet. Synchronizace dat slouží především pro správnou funkčnost
mechanismů pracujících se síti jako celkem (například topologické výpočty, estimace, pre-
dikce a podobně).
Vlastní synchronizaci obstarává poměrně složité rozhraní zvané rgmi. Toto rozhraní stojí
nad dbi a umožňuje logování operací. Jedná se však o operace logické z pohledu aplikace.
Ty se mohou ve výsledku mapovat i na celou sadu operací na úrovni dbi. Definované apli-
kační operace však nemusí pokrývat plnou množinu dbi operací. Většinou ani nepokrývají.
Například v případě Rdb je naprosto zbytečné, a při použití cenově dostupných technologií
i neproveditelné, synchronizovat každou změnu, která přijde na danou lokalitu z telemetric-
kého měření. Dispečeři řídící prostřednictvím systému RIS jednu část sítě nepotřebují znát
telemetrické měření z části druhé. Naopak změny, které provádí správci v datech Rdb či
grafických modelech, synchronizované být musí.
Samotný log operací je střádán v paměti a v krátkých časových intervalech (typicky
jednou za vteřinu) také ukládán na disk. V případě, že mezi jednotlivými lokalitami exis-
tuje spojení, rozesílá rgmi změny na další lokality a dle nastavení postupně uložený log
vyprazdňuje. Samotná dbi úroveň žádné logování neprovádí. V případě neočekávaného
ukončení procesu jsou tak ztraceny změny provedené od posledního snapshotu. Díky rgmi
mohou být ale logované logické operace na snapshot aplikovány. Změny dat pokryté logo-
vanými operacemi jsou tak v případě havárie ztraceny pouze vteřinu zpět.
4.8.12 Srovnání s moderními IMDB systémy
Nyní se pokusíme srovnat dbi s moderními IMDB systémy. Začneme hlavním rozdílem, kte-
rým je samotná koncepce. IMDB systémy si kladou za úkol vytvořit kompletní databázový
systém s podporou všech jeho typických vlastností. V ideálním případě se pro programá-
tora tváří IMDB jako běžný DRDB s jedinými dvěma rozdíly – omezená kapacita datového
úložiště a zvýšená rychlost odezvy. Dbi je proprietární systém, jehož cílem je především po-
skytnutí co nejlepší funkčnosti systému RIS. Druhým významným faktorem, který je třeba
si před samotným srovnáním uvědomit, jsou finance. U společností, kde je IMDB systém
prodávaným produktem, jsou investovány finanční prostředky do zkvalitňování tohoto sys-
tému. V případě společnosti ELEKTROSYSTEM je ale pro koncového zákazníka kvalita
dbi nepodstatná. Důležitá je správná funkčnost systému. Proto byla během let často vo-
lena řešení, která nejsou z pohledu databázových systému vhodná. Jednalo se však o řešení
mnohem snadněji proveditelná a na systém RIS nemělo z pohledu zákazníka nijak tragický
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dopad.
Teď už k samotnému srovnání. Prvním zásadně rozdílným aspektem je přístup k datům.
U dbi se z pohledu procesu vlastnícího tabulku jedná spíše o datovou strukturu s možností
perzistence a sdílení než o databázi. Neexistuje zde vlastně žádný DBMS. Funkce rozhraní
vrací vždy přímo ukazatele na data a je čistě na zodpovědnosti programátora, aby s těmito
ukazateli zacházel správným způsobem. Neprobíhají žádné kontroly oprávnění. Z pohledu
klientských procesů připojujících se k tabulce je pak již situace bližší běžným databázovým
systémům. Pro ně se v podstatě celý serverový proces tváří jako DBMS. Oprávnění na pro-
vádění akcí jsou kontrolována proti právům aktuálně přihlášeného uživatele systému RIS.
Jejich kontrolu obstarává rozhraní pro správu uživatelů a nemá s dbi nic společného. Jak
již víme, v systému RIS je celá řada procesů vlastnících svoje tabulky. U standardních da-
tabázových systémů leží všechny tabulky v nějakém uceleném datovém úložišti. Zde vidíme
zásadní rozdíl. Dbi není systémem řízení báze dat. Jedná se pouze o knihovnu pro správu
dat s jejímž využitím je možné nějakou podobu systému řízení báze dat vytvořit. Za systém
řízení báze dat v systému RIS by bylo s trochou nadsázky možné označit množinu všech
procesů vlastnících nějaké dbi tabulky.
Dbi nepodporuje žádnou formu transakčního zpracování. Z předcházející podkapitoly
víme, že dokonce ani jednotlivé operace nemusí být trvalé. Zde je však důležité zamyslet se
nad tím, co si pod pojmem trvalost představujeme. Dle standardní definice jsou za trvalá
považována data, která jsou uložena na paměťovém médiu nevyžadujícím napájení. Tato
trvalost ochrání data před nenadálým ukončením procesu, který data spravuje. Na formě
tohoto ukončení nezáleží. V praxi tato situace může nastat z důvodu chyby v procesu či
jiném softwaru, na kterém proces závisí, ztráty napájení stroje nebo restartu stroje. Ovšem
z pohledu bankovního systému pracujícího z finančními prostředky nemusí být ani takto
definovaná trvalost postačující. Ta totiž neochraňuje data proti poškození disku. Tomu
můžeme předejít použitím technologií jako je RAID (viz. [67]). Pokud však dojde napří-
klad k přírodní katastrofě, jsou trvalá data ztracena i s použitím diskových polí. Z pohledu
bankovního systému tak mohou být za trvalá považována například jen data uložená na
více discích na různých geografických lokalitách. Čím jdeme v tomto směru dále, tím je
vystavení potvrzení o trvalosti dat časově náročnější. Na základě výše vedené úvahy tak
trvalost představuje spíše pravděpodobnost s jakou data nebudou ztracena. Je zřejmé, že
pravděpodobnost chyby v software je několikanásobně vyšší, než zničení datového úložiště
přírodní katastrofou. Je tedy třeba určit vhodnou hranici mezi cenou ztráty dat, pravděpo-
dobností této situace a zpomalením, které prevence ztráty přinese do systému. V systému
RIS nejsou data ani zdaleka tak zásadní, jako je tomu u bankovních systémů. Valná většina
dat je generována uživateli. Například v případě Rdb je tak při nenadálém ukončení pro-
cesu ztracena poslední vteřina uživatelské práce, což nepředstavuje vůbec žádný problém.
Obdržené telemetrické změny stavů musí být přečteny dokonce až z posledního snapshotu.
Ani to ale není žádný problém, protože po startu Rdb probíhá náběh všech připojených
telemetrických směrů a jsou přečteny aktuální hodnoty. Ztracena je tedy pouze statistika
změn. Naopak situace, kdy by proces Rdb musel každou změnu zapisovat do logu na disk,
je naprosto nepřípustná.
Přestože je dbi rozhraním pro tvorbu relační databáze, neimplementuje žádnou kontrolu
referenční integrity. Vazby mezi n-ticemi různých relací probíhají především na základě iid.
Mohou však nastávat situace, kdy iid odkazují na neplatné objekty. Případná vyžadovaná
správa referenční integrity je plně v režii aplikačního programátora. Kromě iid jsou vazby
vytvářeny někdy také na základě atributu typu VARCHAR, konkrétně unikátních jmen. Při
synchronizaci dat mezi lokalitami totiž dochází k případům, kdy tentýž objekt leží v každé
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lokalitě na jiném iid 3.
Dalším zásadním rozdílem je dotazovací jazyk. Dbi nepracuje s žádnou formou standard-
ního jazyka SQL. Pro definování tabulek využívá vlastní speciální jazyk. Pro dotazování dat
existuje pouze silně omezená množina akcí. Výsledek selektivního dotazu, jehož výstupem
může být pouze jeden objekt, je vrácen ve formě ukazatele na objekt. V situaci, kdy může
být výstupem objektů více, je nutné použít filtrování. Projektivní dotaz lze teoreticky for-
mulovat vyjmenováním sloupců při zpřístupnění vzdálené tabulky. Z popisu práce s objekty
je patrné, že projekce nad lokální tabulkou by byla zbytečně neefektivní a téměř nesmyslná.
Dbi nepodporuje ani žádné standardní rozhraní jako ODBC.
Datové struktury ani objekty nejsou na úrovni dbi nijak zamykány. Nefunguje tak žádná
kontrola souběžného přístupu k datům. V případě potřeby pracovat nad dbi paralelně je
nutné zamykání provádět na aplikační úrovni.
Kromě výše popsaných diametrálních rozdílů nalezne samozřejmě i spoustu rozdílů drob-
nějších. Jmenujme zde například neexistenci hodnoty NULL nebo číselného typu s uživa-
telsky stanovenou přesností.
3K tomuto stavu může dojít při rozpadu spojení lokalit. Na nesynchronizovaných lokalitách pak probíhá
práce, při které jsou mimo jiné vkládány nové objekty. Jakmile se spojení obnoví a dojde ke sjednocení
datových změn provedených na obou lokalitách, budou na každé lokalitě nové objekty ležet na jiném iid.
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Kapitola 5
Požadavky na nové databázové
rozhraní
V následující kapitole představíme požadavky, které jsou na novou implementaci dbi kla-
deny. Poté provedeme rozbor požadavků, analyzujeme jejich dopady a zamyslíme se nad
možným řešením. Jedná se o první kapitolu obsahující vlastní práci autora.
5.1 Specifikace požadavků
Primární nedostatek vedoucí návrháře systému RIS k rekonstrukci databázového rozhraní
byl nastíněn již dříve. Tímto nedostatkem je neschopnost rozhraní pracovat efektivně s většími
datovými objemy. Jakmile se kapacita spravovaných dat začne přibližovat miliónu objektů,
rychlost odezvy na modifikační operace nezanedbatelným způsobem degraduje. Pokud si
vzpomeneme na počty prvků ovládaných například v energetické síti společnosti ČEZ (pod-
kapitola 4.5), je ihned zřejmé, že se jedná o zásadní problém. Současná verze systému RIS
se tento problém snaží obcházet jiným způsobem 1.
Další problém objevující se v souvislosti s rostoucím počtem objektů představuje doba
ukládání snapshotu na disk. Snapshot je v dbi generován vždy z celé tabulky najednou.
V případě větší tabulky tak doba potřebná pro uložení výrazně roste. Přijaté změny v Rdb
jsou sice během této systémové nečinnosti bufferovány, avšak takto velkou časovou ztrátu
musí řídící proces následně dohánět ještě dlouho.
Většina dalších nových požadavků na databázové rozhraní již byla určitým způsobem
zmíněna ve srovnání na konci předcházející kapitoly. Za nepříjemný nedostatek je v součas-
nosti považována absence obecného dotazovacího jazyka. Komplexnější dotazy jsou proto
řešeny na aplikační úrovni. Aplikační rozhraní vyžadující podobnou funkčnost tak často
přidávají specifické dotazovací funkce. Pokud aplikační úroveň konkrétní typ dotazu ne-
podporuje, využívá se sekvenčních průchodů společně s testováním příslušných atributů
jednotlivých objektů. Podobné dotazování je ale neefektivní a pro programátora zbytečně
pracné.
Dotazovací jazyk musí podporovat práci se všemi základními datovými typy dbi. Vyža-
dované operace jsou:
1Systém RIS rozděluje řízení energetické sítě dle napěťových hladin – NN (nízké napětí), VN (vysoké
napětí) a VVN (velmi vysoké napětí). Tím vzniká více procesů Rdb i Psm. Počet objektů je tak alespoň
částečně distribuován mezi více separátních tabulek. Z pohledu řízení sítě se nejedná o velkou překážku.
Pro správu objektů je tento fakt ovšem značně nepříjemný. Toto rozdělení navíc způsobuje komplikace také
matematickým výpočtům, které potřebují znát vztahy objektů i mezi jednotlivými napěťovými hladinami.
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• porovnávání – standardní relační operátory pro všechny datové typy
• existence prvku v množině – test, zda je hodnota atributu obsažena v definované
množině, pro všechny datové typy
• náležitost prvku do intervalu – test, zda hodnota atributu spadá do definovaného
intervalu, pro všechny datové typy
• náležitost prvku mimo intervalu – test, zda hodnota atributu spadá mimo definovaný
interval, pro všechny datové typy
• porovnávání se zástupnými znaky – porovnávání řetězců s využitím stávajícího po-
rovnávacího mechanismu nastíněného na konci podkapitoly 4.8.7
• porovnávání s regulárními výrazy – porovnávání řetězců s regulárními výrazy
Jednotlivé operace musí být samozřejmě možné skládat s využitím logických operátorů
and a or, přičemž prioritu vyhodnocování bude možné ovlivňovat závorkováním výrazů.
Zobecněné dotazovací prostředky musí být použitelné pro vyhledávání i filtrování. Filtry
je třeba rozšít také o podporu dynamického chování, aby zohledňovaly akce mazání, vklá-
dání, modifikace a změny uspořádání. Rozhraní pro zpracování dotazovacího jazyka musí
být navíc vytvořené takovým způsobem, aby bylo použitelné i mimo samotné prostředí dbi.
Příkladem takovéhoto použití mohou být aplikace umožnující zkušenějším uživatelům for-
mulovat textové dotazy. V těchto případech je vhodné definovat vlastní množinu atributů,
které budou blízké uživatelskému chápání dané problematiky. Použití dotazovacího jazyka
pracujícího pouze nad dbi by vyžadovalo sestavení dotazu respektujícího uspořádání dbi
tabulek, které zvolil programátor pro efektivní vyřešení daného problému.
Další požadavek se nepřímo váže opět k dotazování. Je jím zavedení možnosti setřídění
objektů dle libovolného sloupce. Jak jsme uvedli dříve, současná verze umožňuje třídit pouze
dle sloupců indexových.
V případě indexů je naopak nutné doplnit podporu pro jejich deaktivaci. Indexy přináší
bohužel kromě zvýšení efektivity dotazů také podstatnou režii při vkládání, mazání a modi-
fikacích. Při předem plánovaném velkém počtu modifikačních akcí tak může být vhodnější
postupné úpravy indexových struktur potlačit, provést všechny akce najednou a následně
indexovou strukturu vybudovat znovu.
Společně s úpravou databázového rozhraní by měla být kompletně nahrazena současná
implementace překladače definičního jazyka tabulek zvaného drcc. Prvním důvodem je
velmi špatná kvalita zdrojového kódu, způsobená postupným začleňováním nové funkč-
nosti během rozšiřování dbi. Druhým důvodem je fakt, že tento překladač byl implemento-
ván s využitím knihoven systému RIS. Tato skutečnost je nepříjemná, protože pro překlad
systémových knihoven je funkcionalita drcc potřebná. Systém RIS používá knihovny dyna-
mické, a tak by drcc po dobu jejich překladu (pro který je sám vyžadovaný) nefungoval.
Problém se tak musí řešit překladem drcc se staticky přeloženými knihovnami na každé
podporované platformě. Tímto způsobem vytvořený binární soubor se pak distribuuje jako
překladový nástroj společně se zdrojovými kódy. Kromě rekonstrukce je proto vyžadováno
zbavit drcc jeho závislosti na knihovnách systému, které jej samy vyžadují pro překlad.
V podkapitole 4.8 jsme zmiňovali velmi silnou vazbu v podstatě všech procesů a aplikací
systému na dbi. S vytvářením dbi nového se nabízí teoretická možnost, jak tuto vazbu čás-
tečně eliminovat. Touto možností je začlenění rozhraní abstraktního datové úložiště přímo
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do dbi. Pro konkrétní datové úložiště by pak pouze stačilo implementovat abstraktní roz-
hraní a rázem by bylo možné využít tento nový typ datové základny ve všech systémových
procesech bez zásahu do jejich zdrojového kódu. Z tohoto důvodu bylo výše popsané řešení
také zařazeno mezi požadavky. Tato nově vyžadovaná součást však může být do dbi za-
členěna jen za předpokladu, že přinese pouze nepatrné zpomalení. Jak již bylo zmiňováno,
hlavním cílem rekonstrukce je bezproblémový běh procesu Rdb, který případných výměn
datové základny zcela jistě využívat nebude.
Žádané by byly samozřejmě i další modifikace a vylepšení. Rozhraní zajištující syn-
chronizace operací by mělo být rozšířeno a zobecněno takovým způsobem, aby bylo možné
s jeho využitím implementovat automatické napojení na dbi bez nutnosti definice logo-
vaných operací. Musí přitom však zůstat zachována možnost pracovat pouze s operacemi
aplikační úrovně, aby bylo možné pomocí rgmi řešit i nadále synchronizace u procesů jako
je Rdb. Výše popsaný požadavek by byl vhodným řešením pro datovou synchronizaci pro-
cesů, jejichž vytížení je relativně malé a rozesílání nízkoúrovňových dbi operací pro ně proto
nepředstavuje problém. Vítaným rozšířením by byla také částečná implementace standard-
ního rozhraní ODBC. RIS, jako systém primárně zaměřený na pořizování dat, tato data
dále rozesílá do jiných systémů. Tuto komunikaci by standardizované rozhraní na úrovni dbi
značně usnadnilo. Priorita tohoto požadavku však není příliš vysoká. Obecně se společnost
ELEKTROSYSTEM snaží spíše rozšiřovat RIS o funkcionalitu jiných systémů, než těmto
systémům pouze dodávat data.
Samozřejmým požadavkem vycházejícím přímo z architektury systému RIS je podpora
platforem Linux a Windows. Stejně tak implementačním jazykem musí přirozeně zůstat
jazyk C.
5.2 Analýza požadavků
V této podkapitole analyzujeme výše prezentované požadavky a pokusíme se nastínit cestu
vedoucí k jejich řešení. Každému požadavku je pro přehlednost věnována samostatná pod-
kapitola.
5.2.1 Podpora rozsáhlejších objemů dat
Výrazně klesající efektivita s rostoucím množstvím objektů je vinou návrhu datových struk-
tur. Tyto struktury byly představeny v podkapitole 4.8.5. Následně v podkapitole 4.8.7 jsme
také zevrubně popsali sekvence kroků, které je nutné provést při vykonání operací vkládání,
mazaní a modifikace. Při prozkoumání těchto postupů vidíme, že nežádoucí zpomalení musí
pramenit z úprav indexových struktur. Vyhledávání správných pozic v indexu má logarit-
mickou složitost. Do náročnosti se tedy rostoucí počet objektů promítá pouze nepatrně.
Zásadní obtíže u všech tří operací přináší přesouvání potenciálně obrovského množství ob-
jektů v paměti. Tato akce má teoreticky složitost lineární, což je právě jádrem problému.
Například pokud tabulka obsahuje milion objektů, pro vyhledání správné pozice potřebu-
jeme provést operaci půlení intervalu pouze dvacetkrát. Pokud je ale nalezená pozice první
a my na tuto pozici chceme vložit nový prvek, musíme v paměti přesunout celý milion iid,
abychom tuto pozici uvolnili.
Abychom dosáhli lepší výkonnosti, musíme tyto operace přesunu maximálně redukovat.
Jednou z cest, jak eliminovat přesuny prvků, je přiblížit index více struktuře stromové. Dat
sice rozděluje pole na dvě úrovně, tohoto rozdělení ale při přesunu prvků nevyužívá. To je
způsobeno snahou udržet pole i na druhé úrovni husté, aby nedocházelo ke ztrátě efektivity
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při vyhledávání. Kdybychom odstoupili od myšlenky absolutního nahuštění na nižší úrovni,
nutnost přesunu prvků při modifikacích by byla vyřešena. Ve struktuře by pak ale mohla
vznikat volná místa a museli bychom zabezpečit, že z neplatné pozice nalezneme velmi rychle
následující pozici platnou. Toho je možné dosáhnout za předpokladu, že budeme prázdné
pozice v blocích dané velikosti seskupovat. Tím se opět vracíme k nutnosti přesunování
prvků. Tentokrát již ale pouze v rámci prozatím pomyslného bloku. Jako blok pro seskupení
můžeme již snadno zvolit balík.
Pokud tedy povolíme výše popsané chování, můžeme zobecnit operace vkládání a ma-
zání balíku pro libovolnou pozici, a ne pouze pro poslední balík, jako tomu bylo doposud.
U vkládání prvku si tak můžeme volnou pozici vytvořit přidáním nového balíku namísto
přesunu ostatních prvků.
Nyní se vrátíme k příkladu s vložením prvku na první pozici do pole s velikostí milion
prvků. S navrženým řešením nám postačí přidat nový balík na první pozici a do tohoto
balíku vložit daný prvek. Uvolňování místa pro nový prvek se tak přesunulo z druhé úrovně
pole do úrovně první, která má násobně menší velikost.
5.2.2 Zefektivnění ukládání
Hlavní problém ukládací procedury představuje nutnost zapisovat tabulku na disk jako ce-
lek. Málokdy přitom v praxi nastane okamžik, že by byla před ukládáním změněna všechna
data. V případě tabulek Rdb je situace právě opačná. Na jednotlivých lokalitách je modi-
fikována převážně určitá podmnožina z objektů pod tuto lokalitu spadajících. Ukládat by
proto stačily jen části tabulek. V ideálním případě takové části, které byly od posledního
uložení změněny.
Jako vhodná část se jeví balík objektů. Teoreticky by tedy stačilo ke každému balíku při-
dat příznak, zda je modifikovaný, a ukládání pak provádět jen nad těmito balíky. Realizace
podobného řešení je ale v praxi mnohem náročnější. Oproti celistvému ukládání tabulky je
zde nutné řešit několik zásadních problémů.
První problém představuje nalezení správné zápisové pozice v souboru pro daný balík.
Možné řešení by bylo pamatovat si diskovou pozici u každého balíku. Tuto pozici by ale bylo
nutné neustále měnit. Další problém už bohužel rozumné řešení nemá. Formát snapshotu
popisovaný dříve (4.8.9) ukládá všechny datové struktury za sebou. Problém tak nastává
v případě růstu velikosti některé z těchto struktur. Nejtriviálnějším řešením by tedy bylo
potřebné místo zajistit přesunem zbytku souboru. Podobná řešení ale samozřejmě nepadají
z hlediska efektivity v úvahu. Na druhou stranu při zmenšování by docházelo k fragmentaci.
Při hlubším zamyšlení se nad tímto problémem si uvědomíme, že by ve skutečnosti bylo
nutné vytvořit vlastní specializovaný souborový systém pracující nad obsahem snapshoto-
vého souboru.
Mnohem rozumnějším řešením je zavedení nového formátu snapshotu. Snapshot již ne-
bude pouze jediný soubor nýbrž několik souborů. Díky tomu budou jednotlivé datové struk-
tury odděleny. Využije se tak souborového systému od systému operačního, jehož kvalitám
bychom se bezpochyby nedokázali přiblížit. Především se tím však celý problém výrazně
zredukuje.
Toto řešení ale ještě zdaleka není finální. Při práci s indexovými datovými strukturami
může být vložen nový balík třeba na první pozici. Čelíme tedy podobné situaci. Tentokrát
již ale pouze v rámci jedné datové struktury. Navíc ukládací jednotkou bude balík, jehož
velikost je konstantní. Problém je tedy výrazně snadnější a možné řešení je již s rozumnou
složitostí implementovatelné.
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Tím ale ještě není výčet potíží u konce. Opět si připomeňme stávající formát snapshotu.
Problematické ukládání datových typů proměnné velikosti je zde vyřešeno relativně jedno-
duše. Rekonstrukce těchto datových typů při načtení snapshotu využívá shodného pořadí
uložení datových typů proměnné velikosti a objektů. Podobný mechanizmus lze použít
pouze za předpokladu jednorázového zápisu a načítání. Tuto cestu jsme však již hned na
počátku úvah zavrhli. Ukládání datových typů proměnné velikosti bude tedy nutné řešit
zcela jiným způsobem.
5.2.3 Obecný dotazovací jazyk
Jelikož musí být dotazovací jazyk použitelný i mimo dbi, musíme se pokusit vytvořit ne-
závislé rozhraní pro podporu zpracování, optimalizaci a vyhodnocování dotazů. Jádrem
zpracování bude zcela jistě lexikální a syntaktický analyzátor, jejíchž prostřednictvím se
převede textový dotaz na jeho interní reprezentaci. Protože se jedná o relativně obtížný
úkol, pomůže si zde známými generátory těchto analyzátorů – flexem ([15]) a bisonem
([14]).
Vycházíme-li z požadavku obecnosti kladeného na toto rozhraní, je vhodné umožnit
alespoň částečně kontrolovat a přizpůsobovat jednotlivé kroky prováděné při zpracování
dotazu.
5.2.4 Řazení dle libovolného atributu a vypínání indexů
Připomeňme, že řazení dle indexového atributu probíhá pouze prohlášením daného indexu
za aktuální. Aktuální index je vztahován ke kurzoru. Vlastní uspořádání objektů v da-
tových strukturách není při změně řazení nijak modifikováno. Abychom mohli stávající
chování ponechat nezměněné i v případě řazení dle neindexového atributu, musíme vybu-
dovat strukturu popisující dané uspořádání. Vhodnou strukturou je v tomto případě přímo
index.
Akce rozhraní seřazení objektů bude zobecněna pro všechny sloupce. Pokud se bude
jednat o sloupec indexový, pouze se poznamená index jako aktuální. V opačném případě
bude před označením indexová struktura nejdříve dynamicky vybudována.
Jako vhodná technika pro výstavbu indexu se jeví předvyplnění struktury hodnotami
iid všech objektů a následné seřazení. Deaktivace indexů tím pádem nepřímo souvisí s poža-
davkem na řazení. Samotné zakázání budování indexu nepředstavuje pochopitelně žádný
problém. Složitější je následná aktualizace indexu při jeho aktivaci. Jedná se o situaci velmi
blízkou budování dynamického indexu.
5.2.5 Hashovaný index
V systému RIS probíhají velmi často operace vyhledávání v tabulkách na základě textových
jmen energetických veličin. V časově kritických případech jako je mapování telemetrických
směrů na databázové veličiny se většinou nejedná o dotazy na rozsah (definované horní
a dolní hranicí). Jak víme z podkapitoly 2.7, v podobných situacích je vhodné použití
hashování. Do nové implementace proto začleníme podporu také pro hashované indexování,
které by v popsaných případech mělo přinést zrychlení oproti indexům setříděným.
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5.2.6 Nový překladač definičního jazyka tabulek
Pro tvorbu nového překladače drcc splňujícího zadané požadavky se nabízejí dvě mož-
nosti. První z nich je implementace ve skriptovacím jazyce. Jazyk používaný pro tyto účely
v systému RIS je perl. Toto řešení je ideální z pohledu závislosti, jelikož tímto způsobem
zhotovený překladač by nebyl nijak závislý na knihovnách systému RIS. Na druhou stranu
problémem podobného řešení se může stát efektivita. Na základě testu v [16] jsou lexikální
a syntaktické analyzátory vytvořené různými nástroji pro perl výrazně pomalejší než jejich
ekvivalenty v jazyce C s tradiční dvojicí flex a bison.
Druhou možností rekonstrukce je právě jazyk C s využitím zmiňovaných nástrojů pro
tvorbu analyzátorů. Nevýhodou tohoto řešení by se mohla stát závislost na knihovně RIS
obsahující základní datové struktury. Tato vazba by ale neměla být překážkou, poněvadž
knihovna datových struktur pro svůj překlad drcc nevyžaduje a z koncepčního hlediska
by ani nikdy v budoucnu vyžadovat neměla. Drcc by tak mělo být možné bez problémů
kompilovat až při překladu systému RIS.
5.2.7 Abstraktní rozhraní datového úložiště
Prvním krokem při řešení tohoto požadavku musí být identifikace množiny operací, které
bude rozhraní pro svoji funkcionalitu vyžadovat. Tato množina by měla být vytvářena a op-
timalizována dle datových struktur dbi, abychom byli schopni zajistit minimální dopady na
celkovou výkonnost. Dále bude nutné toto abstraktní rozhraní začlenit do návrhu architek-
tury takovým způsobem, aby jádro správy databáze oddělovalo od implementace struktur
pro uložení vlastních dat. Díky tomu by pak bylo možné měnit samotné datové úložiště.
5.2.8 Zobecnění synchronizačního rozhraní
Logovací a synchronizační rozhraní bylo vyvinuto na míru požadavkům pro synchronizace
jednotlivých lokalit. Objekty v logu jsou proto vždy identifikovány unikátním jménem,
nikoli pomocí iid (viz. 4.8.12). Samotné záznamy v logu jsou pak rozlišovány číslem lokality,
kde byl záznam pořízen, a automaticky inkrementovanou celočíselnou hodnotou. Součástí
tabulky s podporou logování musí být také informace, který záznam byl naposledy uplatněn.
Tento údaj musí být veden zvlášť pro log z každé lokality. Informace se ukládají ve speciální
vnořené tabulce. Synchronizovány jsou proto vždy pouze headry.
Pro implementaci zobecnění rgmi bude třeba do rozhraní přidat inicializační funkci,
které bude předán seznam vnořených tabulek headru, pro něž má být vytvářen transakční
log. Rozhraní definuje pro každou z těchto tabulek callbackovou funkci a bude snímat a logo-
vat informace o akcích vkládání, mazání a modifikace. Při aplikaci logu na jiných lokalitách
pak nebude volán uživatelský callback, nýbrž budou přímo vykonány uložené akce.






V této kapitole se budeme zabývat vlastním návrhem nového dbi. Nejdříve bude představena
architektura zahrnující rozdělení projektu do vrstev. Následně se zaměříme na jednotlivé
vrstvy a podrobněji rozebereme části, ze kterých se skládají.
6.1 Architektura
Návrh architektury můžeme rozložit na dva základní celky. První představuje samotné
databázové rozhraní dále dělené do vrstev. Druhým jsou podpůrná rozhraní, jejichž služeb
jednotlivé vrstvy nového dbi využívají. Architektura je graficky prezentována následujícím
diagramem:
Obrázek 6.1: Architektura nového databázového rozhraní
45
Pro přehlednost jsou z diagramu vypuštěny závislosti na externích knihovnách. Všechny
zobrazené vrstvy využívají minimálně základní knihovnu systému RIS, která rozšiřuje jazyk
C o běžné abstraktní datové typy. Stejně tak nejsou v diagramu detailněji zobrazovány
jednotlivé vrstvy komunikačního rozhraní.
Stávající implementace dbi rozdělení architektury do vrstev v podstatě neobsahuje. Sku-
tečně oddělené bylo pouze rozhraní komunikační, které nedávno prošlo rozsáhlejší rekon-
strukcí a nyní je tedy v poměrně kvalitním stavu. Cmi je proto možné v nové implementaci
použít v nezměněné podobě. Kvalita rozvrstvení zbytku implementace současného dbi byla
postupným vývojem silně degradována. Je poměrně obtížné lokalizovat zde nějaké ohra-
ničení jednotlivých částí. Pomyslné logické celky se spolu prolínají a tvoří jednu velkou
monolitickou vrstvu databázového rozhraní. Rozdělení do relativně separátních bloků bylo
tedy provedeno zcela znovu.
Nyní se podíváme blíže na návrh v diagramu ilustrovaných vrstev.
6.2 Základní datové struktury
Vrstva datových struktur patří mezi relativně separované celky i ve stávajícím dbi. Tato
vrstva zahrnuje datové struktury pro ukládání a indexování objektů. Jejím cílem je čistě
implementace datových struktur. Nejsou zde řešeny žádné jejich vazby z pohledu tvorby
vlastních tabulek.
V současném dbi je pro indexování i ukládání objektů využito jediné struktury – datu
(4.8.5). Uvnitř datu jsou implementovány dva různé módy mazaní prvků, aby struktura
splňovala požadavky pro oba případy použití. Vzhledem k nastíněným principům (5.2.1),
ke kterým se pro indexování objektů chceme přiklonit, je zřejmé, že rozdíly mezi inde-
xovými a ukládacími strukturami se výrazně prohloubí. Z tohoto důvodu nebudeme již
kódovou základnu obou struktur držet společnou. Označení dat ponecháme pouze pro uklá-
dání objektů. Pro indexování zavedeme nové označení idx. Právě v případě idx je třeba
řešit složitější situace, vznikající díky vkládání a mazání balíků na libovolné pozice. Ope-
raci mazání prvků je nutné mimo jiné doplnit o kontrolu, zda není možné dva za sebou
ležící balíky sloučit do jednoho. Podobné chování je nutné pro udržení rozumné prostorové
složitosti datové struktury.
Vrstva základních datových struktur zahrnuje také novou strukturu, která ve stávající
verzi neměla žádný ekvivalent. Jejím účelem je správa datových typů proměnné velikosti,
tedy typů VARCHAR a VARBINARY. Na základě označení těchto dvou datových typů bude
pojmenována var. Stejně jako v případě struktur předcházejících, i zde musíme využít
segmentaci a v případě uložení snapshotu opět zapisovat pouze modifikované segmenty.
6.2.1 Rozdělení do adresářů a stránek
Nyní představíme novou techniku, která bude pro tvorbu datových struktur použita. Touto
technikou je rozdělení pole do tří úrovní namísto stávajících dvou. Přestaneme také používat
označení balík a přikloníme se k novým pojmům adresář a stránka. Názvem adresář budeme
označovat celky druhé úrovně, názvem stránka celky úrovně třetí. V následujícím popisu
uvažujeme situaci, kdy úroveň adresářů bude mezi stávající dvě úrovně pole vložena. Pokud
tedy zmíníme dále v textu označení stránka i v souvislosti se současnou implementací datu,
budeme tím ve skutečnosti myslet balík.
Hlavním cílem tohoto rozdělení je snaha o zredukování počtu prvků v nejnižší úrovni
pole. V podkapitolách 5.2.1 a 5.2.2 jsme zmínili mechanismy, které chceme v nových dato-
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vých strukturách využít. Na základě těchto mechanismů najdeme hned dva důvody hovořící
pro snižování počtu prvků ve stránce. První důvod souvisí s navrhovanou změnou v pře-
souvání objektů při vkládání, mazání a modifikacích. Tento argument bude mít tedy smysl
pouze pro idx. Již dříve bylo navrženo nahradit přesouvání objektů v celém poli přesunem
v poli stránek a případně přesunem objektů pouze ve stránce jedné. Pokud však uvážíme,
že nové dbi má být schopno pracovat s většími datovými objemy, můžeme nakonec dospět
ke stejnému problému na úrovni přesunu stránek. Pod pojmem
”
větší datové objemy“ si
můžeme představit hranici přibližně stokrát větší než je současný výkonnostní limit. Ilu-
strujme si tedy pro příklad práci se sto milióny objektů. I kdybychom rozdělení prvků mezi
úrovně provedli přesně na míru danému příkladu, zůstane nám deset tisíc stránek a v každé
stránce deset tisíc prvků. V nejhorším případě nás tak může potkat přesun právě deseti
tisíc položek. V poli stránek by podobná situace nastala jen zřídkakdy. Mnohem horší do-
pad by ale měl vysoký počet prvků uvnitř jedné stránky. Přesuny prvků v rámci stránky
budou totiž při běžné práci se strukturou velmi frekventovanou akcí, jejíž výkonnost bude
mít zásadní vliv na celkovou efektivitu všech operací. Při rozdělení do tří úrovní si můžeme
dovolit omezit počet prvků ve stránce na hodnotu 256. Stejný bude také maximální počet
stránek v adresáři. Pro sto tisíc prvků pak dostaneme pouze něco málo přes patnáct set
adresářů. Víme však, že nově navrhovaný postup nemusí využít všech pozic. Uvažujme tedy
raději dva tisíce. I tento počet je však bez problémů akceptovatelný. Především jsme ale
dosáhli násobně nižšího počtu prvků ve stránce. Přesuny prvků v rámci jedné stránky tak
budou uspokojivě rychlé.
Druhý důvod pro snižování prvků ve stránce se váže s ukládáním struktur na disk,
které je vyžadováno pro implementaci snapshotů. Navrhovali jsme redukovat režii spojenou
s ukládáním snapshotů tím, že budeme na disk zapisovat pouze modifikované stránky. Aby
byl tento postup dostatečně efektivní je nutné zvolit počet prvků ve stránce přiměřeně
nízký.
S podobným postupem bychom samozřejmě mohli pokračovat dále a postupně přidávat
další úrovně. Nakonec bychom pravděpodobně skončili u nějaké formy obecné stromové
struktury běžně používané v klasických IMDB či DRDB systémech. Naším cílem však není
implementovat obecný databázový systém, nýbrž zefektivnit dbi pro použití v systému RIS.
Pro současné počty prvků spravované v systému RIS se jeví tři úrovně jako optimální.
Základní datová struktura pro ukládání a indexování objektů bude tedy do tří úrovní
segmentované pole. Následující obrázek zobrazuje grafickou prezentaci navrhovaného řešení.
Obrázek 6.2: Ilustrace základní datové struktury v novém dbi
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6.3 Abstraktní datová základna
Primárním cílem začlenění této vrstvy do architektury nového dbi je možnost výměny da-
tového úložiště beze změny procesů, které dbi využívají. Rozhraní musí poskytovat vyšším
vrstvám (zde konkrétně vrstvě manažerské) všechny operace, které od datové základny vy-
žadujeme. Pokud projdeme seznam základních operací dbi, dostaneme následující relativně
malou množinu:
• vytváření, ukládání a načítání struktur
• vkládání, mazání a modifikace prvků
• sekvenční i náhodný přístup k prvkům




Kontext při volání funkcí rozhraní bude udržován prostřednictvím abstraktní struktury
(handlu), jejíž implementaci si zajistí konkrétní aplikace rozhraní.
Manažerská vrstva musí ke konkrétním strukturám reprezentujícím tabulku přistupovat
povinně pouze s pomocí popsaného rozhraní.
Přístup ke konkrétním datovým strukturám bude tedy vytvářen na základě
”
předlohy“
definované abstraktním rozhraním. Samotná implementace struktur bude zpracována vždy
v separátní dynamické knihovně. Tímto způsobem vytvořená knihovna může být poté na-
tažena do aplikace v podobě pluginu ([70]). K případnému natažení dojde v manažerské
vrstvě ve chvíli zpracování požadavku na použití dané datové základny. Vhodná identifikace
je proto přímo textový literál představující jméno dynamické knihovny.
6.4 Překladač definičního jazyka tabulek
Téměř každý proces systému RIS využívá vlastní dbi tabulky. Často například pouze jako
konfigurační datové struktury se snadnou možností perzistence. Aby nový drcc nezpoma-
loval překlad celého systému RIS, odkloníme se od diskutované varianty vybudovat tento
překladač v jazyce perl. Oproti současnému řešení využijeme flex a bison, což značným způ-
sobem zpřehlední a také usnadní výslednou implementaci. Musíme tedy nejdříve na základě
známé syntaxe vymezit gramatiku daného jazyka. Její kompletní definice je v příloze B.
V příkladu v příloze A vidíme, že kromě konstrukcí definovaných v gramatice obsahuje
jazyk také nástroje pro dědění tabulek pomocí klauzule ITABLE. Tato klauzule funguje
na bázi textových maker. Na její místo v definici tabulky je textově vložen obsah dané
tabulky děděné. Tímto způsobem je možné dědit také tabulky z jiných definičních souborů.
Takovéto soubory je třeba nejdříve vložit pomocí klíčového slova DRC INCLUDE. Abychom
zbytečně nekomplikovali gramatiku a syntaktický analyzátor, vytvoříme dle vzoru jazyka C
samostatný textový preprocesor, který obstará správné zpracování těchto klauzulí. Lexikální
a syntaktický analyzátor se proto už jejich existencí nemusí zabývat.
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Jelikož nový formát definičního souboru bude moci obsahovat také textové popisy jed-
notlivých tabulek, sloupců a indexů, vytvoříme jádro syntaktického analyzátoru jako kni-
hovnu volající callbacky při zpracování vstupního souboru. Do budoucna by totiž bylo velmi
vhodné tyto textové popisné řetězce lokalizovat. Nástroj, který bude lokalizaci provádět,
tak bude moci snadno využít knihovnu k nalezení lokalizovatelných literálů společně s jejich
překladovým kontextem.
Výstupem zpracování souboru budou kromě prototypů struktur jazyka C reprezentující
objekty v definovaných tabulkách také struktury popisující stavbu tabulek samotných. Zde
budou určeny specifikace jmen a typů pro sloupce, indexy a tabulky.
6.5 Dotazovací rozhraní
Dotazovací rozhraní bude do systému RIS začleněno jako zcela nové. Bude zahrnovat ná-
stroje především pro zpracování textového dotazu a jeho převod na interní prezentaci.
Pokusíme se začlenit také alespoň základní podporu pro vyhodnocování dotazu nad daty
vyšších vrstev, které budou rozhraní využívat. Všechny mechanismy zde však musí být
implementovány obecně bez konkrétní vazby na komponenty nového databázové rozhraní.
6.5.1 Syntaxe
Při tvorbě syntaxe se inspirujeme standardem, který v této oblasti představuje SQL. Ze
standardu však přebereme pouze základní části. Do dotazovacího jazyka začleníme příkazy
SELECT, UPDATE a DELETE. Kromě jejich standardní podoby musíme umožnit používat také
zjednodušenou verzi zahrnující pouze část SQL dotazu nacházející se za klauzulí WHERE. Při
aplikaci obecného rozhraní bude právě tato forma nejčastěji vyžadována.
Jelikož stejně jako v případě drcc pro generaci lexikálního i syntaktického analyzátoru
použijeme nástrojů flex a bison, musíme opět vycházet z gramatiky. Kompletní gramatiku
jsme opět umístili do příloh (C).
6.5.2 Interní prezentace
Nyní je třeba vyřešit interní prezentaci dotazu. Tou bude zcela jistě nějaké forma struk-
tury jazyka C. Ze základní znalosti SQL víme, že v dotazech kromě řídících klíčových slov
vystupují názvy databázových objektů, konstanty, funkce a operátory. Všechny výše jmeno-
vané prvky musíme do interní prezentace zahrnout. S názvy objektů budeme pracovat jako
s proměnnými. Obsah klauzule WHERE představuje obecný výraz, který se ve výsledku musí
vyhodnotit na datový typ bool. Tento výraz budeme tedy reprezentovat n-nární stromovou
strukturou, kde jako uzly budou vystupovat právě výše jmenované prvky.
Pro správné zpracování syntaxe a sémantiky dotazu budeme na úrovni rozhraní potře-
bovat znát datové typy proměnných a prototypy funkcí. Abychom dodrželi požadavek na
obecnost, musí rozhraní obsahovat nástroje pro jejich deklaraci.
6.5.3 Podpora pro vyhodnocování
Jádrem vyhodnocování dotazu bude ověření, zda daný objekt předaný od vyšší vrstvy
odpovídá specifikovanému filtračnímu výrazu klauzule WHERE. V případě pozitivní shody
provede vyšší vrstva s objektem akci určenou typem dotazu. Pro podporu vyhodnocování
v plné obecností může rozhraní poskytnout funkci, která bude parametrizovatelná libovol-
nými uživatelskými daty. Tato funkce bude postupně procházet stromem filtračního výrazu
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a kdykoli narazí na proměnnou či funkci, bude volat callback pro získání jejich hodnoty pro
konkrétní uživatelem specifikované parametry.
6.5.4 Optimalizace
Optimalizační techniky použitelné při vyhodnocování filtrační části dotazu můžeme obecně
rozdělit na dvě skupiny. První skupina bude zahrnovat metody, které se snaží redukovat
počet operací, které je nutné vyhodnotit, abychom získali výsledek pro daný objekt. Dru-
hou skupinu představuje automatická eliminace vyhodnocování filtru pro některé objekty
z filtrované množiny. Optimalizátor pro druhou skupinu však vzhledem k požadované obec-
nosti není možné do rozhraní integrovat. Tyto optimalizace jsme schopni provádět pouze
za pomocí uspořádání množiny filtrovaných objektů. Na základě výsledku filtrace pro daný
objekt a ze znalosti uspořádání můžeme jiné objekty ihned zamítnout, případně ihned při-
jmout. Jelikož rozhraní podobnou znalost nemá, nemůže tento typ optimalizací provádět.
Optimalizace spadající do skupiny první využívají stromové stavby filtru a zkráceného vy-
hodnocování. Techniku zkráceného vyhodnocování samozřejmě aplikovat budeme.
Jiný typ optimalizací, o které se na této úrovni pokusit můžeme, jsou základní metody
stavějící na zjednodušování boolovských výrazů. Jedná se například o pravidlo dvojí negace
či De Morganovy zákony. S jejich využitím lze ze stromové prezentace odstranit některé zby-
tečné uzly. Na podobné optimalizace dojde ale ve většině případů spíše z důvodu nevhodně
formulovaného dotazu od uživatele.
6.6 Manažerská vrstva
Hlavním cílem manažerské vrstvy je zapouzdřit nízkoúrovňové a abstraktní vrstvy archi-
tektury a vytvořit tak pro vrstvy vyšší již rozhraní pracující na úrovni tabulek. Manažerská
vrstva tak využívá abstraktní datovou základnu, dotazovací rozhraní a struktury genero-
vané jako výstup z překladače drcc.
Pokud se vrátíme k diagramu architektury na obrázku 6.1, vidíme zde přímou vazbu
mezi vrstvou základních datových struktur (Dbr) a manažerskou vrstvou. Nedochází zde
však k porušení navrženého konceptu. Tato závislost má význam jiný. Manažerská vrstva
využívá základní datové struktury pro řešení svých interních záležitostí. Skutečnost, že
konkrétní aplikace abstraktního datového úložiště je vystavěna na stejných strukturách, je
z pohledu manažerské vrstvy neznámý.
6.6.1 Pluginy datového úložiště
Abychom byli schopni pracovat s více datovými základnami najednou, musí manažerská
vrstva zahrnovat rozhraní pro správu pluginů. Každý zpracovávaný požadavek na načtení
či zpřístupnění tabulky proto obsahuje kromě popisných informací také název pluginu, který
má být použit. Manažerská vrstva se pokusí plugin vyhledat v seznamu natažených pluginů,
v případě neúspěchu provede jeho načtení a inicializaci.
6.6.2 Tabulky a kurzory
Datová struktura reprezentující tabulku na úrovni manažerské vrstvy zahrnuje handle kon-
krétního datového úložiště společně s odkazem na plugin toto úložiště implementující. Pro-
střednictvím těchto dvou prvků jsou prováděny všechny operace nad tabulkou. Tabulka
dále obsahuje samozřejmě také metadata o sloupcích a indexech.
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Přístup k tabulkám na úrovni uživatelského rozhraní je i nadále implementován pomocí
kurzorů. Současná implementace kurzoru byla nastíněna již v podkapitole 4.8.7. Kromě zmí-
něných součástí udržujících kontext musí kurzor obsahovat samozřejmě i odkaz na datovou
strukturu tabulky.
Seznam všech lokálních tabulek je uložen v databázovém katalogu. Jak je u databázo-
vých systémů zvykem, reprezentujeme tento katalog samotnou tabulkou. Pro tvorbu kata-
logové tabulky využijeme plugin Dbtr. Kromě seznamu tabulek povede manažerská vrstva
také seznam všech vytvořených lokálních kurzorů. Jeho význam bude osvětlen v podkapitole
6.8.
6.6.3 Filtrování
Ze zevrubného popisu funkcionality filtrování v současném dbi v podkapitole 4.8.7 již víme,
že struktura popisující objekty odpovídající filtru je ukládána jako součást kurzoru. Stej-
ného přístupu se držíme i v dbi novém. Oproti stávající implementaci musíme však zohlednit
požadavek na dynamické chování filtrů. Pro implementaci filtrovací struktury tak použi-
jeme samotný idx. Implementace dynamického filtru se tak stává relativně jednoduchou a
přitom uspokojivě efektivní, jelikož idx je právě pro operace vkládání, mazání a modifikace
optimalizován. Aktualizaci obsahu tohoto idx reprezentujícího filtr bude provádět manažer-
ská vrstva ve všech příslušných operacích nad tabulkou. Například tedy funkce pro vložení
nového objektu musí zkontrolovat, zda vkládaný objekt odpovídá aktuálně aplikovanému
filtru a případně tento objekt do filtru přidat.
Pro vlastní zpracování a vyhodnocení filtru využijeme služeb dotazovacího rozhraní.
Nejdříve necháme rfi dotaz převést na jeho interní prezentaci. Tuto prezentaci následně
prozkoumáme a zvolíme optimální typ průchodu objektů pro vyhodnocení daného filtru.
Poté procházíme objekty a předáváme je dotazovacímu rozhraní k vyhodnocení. Odpoví-
dající objekty pak ukládáme do struktury idx.
6.6.4 Ukládání snapshotů
Zavedením abstraktního datového úložiště jsme problematiku ukládání snapshotu vlastně
přesunuli do konkrétní aplikace tohoto úložiště. Manažerská vrstva se na snapshotu podílí
ve výsledku pouze jedním malým souborem, kde jsou zapsány popisné informace o tabulce.
Při načítání snapshotu do paměti přečteme nejdříve metadata z tohoto souboru. Z těchto
metadat je následně vytvořena popisná struktura, která je předána konkrétnímu pluginu.




Následující podkapitola představí návrh API na všech úrovních. Z modelu architektury
zahrnuje vrstvy:
• Db – uniformní API nejvyšší úrovně fungující pro všechny typy tabulek
• Dbl – vrstva pro lokální přístup k tabulkám
• Dbc – vrstva pro přístup ke vzdáleným tabulkám
• Dbd – přímé API pro lokální tabulky s vynecháním testů na filtrování
Průchod požadavku přes jednotlivé navrhované vrstvy nejlépe objasní následující pří-
klad představující vyhodnocení velmi jednoduché funkce vracející počet prvků v tabulce.
Pro zápis příkladu byl použit pseudokód syntakticky inspirovaný jazykem Python [29]. Této
syntaxe se budeme držet i v dalších příkladech uvedených v této práci.
DbCount( cur so r )
i f DbIsCl ient ( cur so r )
return DbcCount ( cur so r ) ;
else
return DblCount ( cur so r ) ;
DbcCount ( cur so r )
msg . type = DBMSG COUNT;
CmSend( cur so r . channel , CM SEND BLOCK, msg ) ;
return msg . r e t ;
DblCount ( cur so r )
i f DbHasFilter ( cu r so r )
return DbFilterCount ( cur so r . f i l t e r ) ;
else
return DbdCount( cur so r ) ;
DbdCount( cur so r )
return DbmCount( cur so r ) ;
DbmCount( cur so r )
return cur so r . t a b l e . p lug in . DbtCount ( cur so r . t a b l e . dbtHandle ) ;
Na nejvyšší úrovni je otestováno, zda se jedná o lokální či vzdálenou tabulku. V případě
tabulky vzdálené je výsledek získán od jiného procesu prostřednictvím volání služeb cmi.
U tabulky lokální nejdříve provedeme test, zda není přítomný filtr. V pozitivním případně
se vrátí počet prvků v datové struktuře tohoto filtru, jinak je požadavek předán vrstvě
přímého rozhraní. Ta představuje pouze wrapper nad manažerskou vrstvou. Manažerská
vrstva získá z tabulky handle datového úložiště a přes plugin tohoto úložiště zavolá jeho
funkci pro zjištění počtu prvků. Na závěr pouze dodejme, že odesílání zprávy přes cmi bylo
v příkladu z důvodu přehlednosti značně zjednodušené.
Jednotlivé vrstvy budou tedy mít jasně stanovené hranice a implementaci funkcionality
různých částí je proto možné vhodně rozložit. To je proti stávající implementaci značná
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výhoda z pohledu udržovatelnosti zdrojového kódu. Současné dbi řeší filtry či vzdálené
tabulky téměř v každé funkci na jiné úrovni a v kódu se pak velmi obtížně orientuje.
Problémem výše prezentovaného rozdělení se však může stát efektivita. Z příkladu vidíme,
že pro výpočet výsledku triviální funkce zjištění počtu prvků budeme muset volat spoustu
funkcí. Toto volání samo o sobě přinese zpomalení oproti stávající implementaci. Ta totiž
rozdělení do vrstev neobsahovala. Co se předcházejícího příkladu týče, v současném dbi
bychom našli přímé zjištění počtu prvků datu klidně hned na nejvyšší úrovni.
6.8 Správa serveru
V příkladu v předchozí podkapitole jsme vrstvu pro vzdálený přístup představili pouze
jako černou skřínku, která z kurzoru získá cmi komunikační kanál, po tomto kanálu odešle
zprávu a následně přijme požadovanou odpověď. Abychom docílili výše popsaného chování,
musíme zabezpečit správné provedení dvou akcí. První je úspěšné navázání komunikačního
kanálu s patřičnou protistranou. Druhý problém představuje zpracovávání zpráv a odeslání
odpovědí na straně procesu vlastnícího tabulku. Obě tyto činnosti zajišťuje právě vrstva
označená jako správa serveru. Před vlastním popisem řešení ještě poznamenejme, že princip
komunikace se vzdálenými tabulkami je inspirován stávající implementací.
6.8.1 Vytvoření komunikačního kanálu
Princip cmi komunikace a její napojení na dbi tabulky jsme částečně zahrnuli již v podka-
pitolách 4.7 a 4.8.10 jako součást charakteristiky systému RIS. Víme tedy, že každá veřejně
přístupná tabulka je jednoznačně identifikovatelná názvem skládajícím se ze jména cmi
serveru a jména tabulky. Převod cmi jména na proces vyhodnotí Risys. Klientský proces
tak může navázat cmi kanál s procesem vlastnícím požadovanou tabulku. Následně klient
odešle po navázaném kanálu žádost o zpřístupnění tabulky. Serverový proces tím pádem
obdrží do cmi callbackové funkce zprávu požadující navázání spojení s danou tabulkou.
Uvnitř callbacku je rozebrán typ doručené zprávy a obslužná cmi funkce předá tuto zprávu
dbi vrstvě zajištující správu serveru.
Touto cestou se k vrstvě správy serveru dostane žádost o navázání spojení s tabulkou
specifikovaného jména. Callbacková funkce obstarávající nové spojení využije služeb mana-
žerské vrstvy a pokusí se v katalogu danou tabulku vyhledat. Jestliže uspěje, vytvoří lokální
kurzor pro přístup k této tabulce. Kurzor je tak vložen do seznamu kurzorů. Správce ser-
veru zjistí identifikaci tohoto lokálního kurzoru a odešle ji zpět přes cmi klientovi. Klient
si u svého kurzoru poznačí přijatý identifikátor partnerského kurzoru protistrany a tím
dokončí navázání dbi spojení.
6.8.2 Komunikace přes spojené kurzory
Vzdálená tabulka je tedy zpřístupněna přes klientský kurzor. Každá operace provedená nad
tímto kurzorem je zabalena do příslušné zprávy a společně s identifikací vzdáleného kurzoru
odeslána přes cmi kanál. Správce serveru v procesu vlastnícím tabulku vyhledá dle identifi-
kátoru lokální kurzor prezentující tento vzdálený přístup. Z cmi zprávy rozebere parametry
operace, přes nalezený lokální kurzor využije služeb vrstvy Dbl a provede požadovanou akci.
Následně výsledek operace odešle přes cmi kanál zpět klientskému procesu.
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Pro úplnost ještě na závěr této podkapitoly demonstrujeme popisované chování na pří-
kladu zjištění počtu prvků vzdálené tabulky /dbsexam/exam. Tuto operaci znázorníme sek-
venčním diagramem.




V této kapitole si přiblížíme proces implementace nového databázového rozhraní. Stejně jako
v předcházející kapitole návrhu budeme s popisem postupovat od vrstev nízkoúrovňových
směrem k vrstvám vyšších úrovní. Zaměříme se na konkrétní postupy použité pro řešení
zajímavějších problémů a složitější algoritmy se pokusíme ilustrovat s využitím pseudokódu.
7.1 Základní datové struktury
Jádro nové implementace dbi představují základní struktury dat, idx a var. Primární cíl
celého projektu je totiž řešen právě na této vrstvě architektury. Každé ze jmenovaných
struktur věnujeme zvláštní podkapitolu a detailněji si přiblížíme jejich implementaci.
7.1.1 Struktura pro ukládání objektů
Jak již bylo představeno v návrhu (6.2.1), struktura pro ukládání objektů je reprezento-
vána do tří úrovní segmentovaným polem. Index do pole je i nadále označovaný jako iid. Iid
tak opět poskytuje jednoznačnou identifikaci objektu. Především z historických důvodů má
první platné iid hodnotu 1. Tento fakt si nemůžeme v nové implementaci dovolit změnit.
Přepočet mezi iid a skutečnou pozicí v datu tedy vždy znamená inkrementaci či dekremen-
taci.
V popisu stávajícího dbi jsme uvedli, že pozice na jednotlivých úrovních je z iid vy-
počtena dělením. Podobnou logiku ponecháme i u datu nového. Provedeme však částečnou
optimalizaci. Všimněme si hodnoty 256 použité jako počet objektů ve stránce a počet
stránek v adresáři v příkladu z podkapitoly 6.2.1. Tato hodnota nebyla zvolena náhodně.
Současný dat měl pevně stanovenou velikost jedné stránky na 16 kilobytů. Počet objektů
ve stránce byl následně spočten dělením této hodnoty velikostí objektu. V novém datu pro-
vedeme výpočet jiným způsobem. Na začátku stanovíme horní a dolní hranici počtu prvků
ve stránce společně s iniciálním odhadem. Tento odhad musí mít vždy hodnotu mocniny
dvou, například tedy 256. Následně spočteme potřebnou velikost stránky pro konkrétní
objekt s využitím iniciálního odhadu. Pokud velikost spadá mimo vymezený interval, upra-
víme počet prvků na hodnotu nejbližší mocniny dvou do intervalu spadající. Díky této
drobné úpravě si zajistíme, že počet objektů uložených ve stránce je vždy mocnina dvou.
Výpočet pozice stránky na základě iid pak díky tomu může probíhat pouze s pomocí bi-
tových operací. Hodnotu mocniny dvou zvolíme také pro počet stránek v adresáři. Zde již
využijeme konstantu, jelikož počet stránek v adresáři je vždy stejný. Algoritmus výpočtu
velikost stránky je pro názornost ilustrován také v následujícím příkladu.
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Algoritmus 7.1.1. Výpočet velikosti stránky datu z velikosti objektu objSize
DatPageSize ( o b j S i z e )
pageObjPower = PAGE DEFAULT OBJ POWER;
pageS ize = o b j S i z e << pageObjPower ;
i f pageS ize < PAGE SIZE MIN
pageObjPower = upper power2 (PAGE SIZE MIN / o b j S i z e ) ;
else i f pageS ize > PAGE SIZE MAX
pageObjPower = lower power2 (PAGE SIZE MAX / o b j S i z e ) ;
return o b j S i z e << pageObjPower ;
Datové operace
Nyní objasníme implementaci operací. Z představeného základního principu fungování datu
jsou vyžadovány následující datové operace:
• přidání nového objektu na konec
• zápis a čtení objektu na daném iid
• odstranění objektu z daného iid
Začneme od konce seznamu, a to operací odstranění objektu. Mazání v novém datu
funguje principiálně stejně jako ve stávající verzi této datové struktury. Se samotným ob-
jektem není provedena žádná akce. Dané iid se pouze poznačí do pomocného pole smazaných
objektů. Protože nová implementace dbi musí být připravena na větší datové kapacity, roz-
dělíme i toto pomocné pole do dvou úrovní. Hlavním důvodem je segmentace paměťového
alokačního bloku potřebného pro uložení iid smazaných objektů. Toto rozdělení však vy-
užijeme i při zápisu na disk. Jelikož pomocné pole vystupuje výhradně v roli zásobníku,
nazýváme tuto strukturu stk (zkratka anglického označení zásobníku – stack). Vlastní im-
plementace je ale obousměrně zřetězený seznam, jelikož zřetězení ve druhém směru přináší
významné zrychlení při segmentovaném ukládání.
Vložení nového objektu probíhá také stejným způsobem jako tomu bylo u datu stáva-
jícího. Nejdříve je zkontrolováno, zda existuje nějaké volné iid. Jestliže neexistuje, vloží se
objekt do poslední stránky. Případně proběhne alokace nové stránky nebo i celého nového
adresáře. Obsahuje-li stk nějaké iid, použije se pro nový objekt pozice tímto iid adresovaná
a z stk je dané iid vyřazeno.
Zpřístupnění objektu zůstává akcí velmi jednoduchou a efektivní. Pomocí bitových ope-
rací spočteme pozice na všech úrovních datu. Přes tyto úrovně se tak postupně dostaneme
k danému objektu, který vrátíme uživateli.
Kromě těchto tří operací musí dat poskytnout také rozhraní, kterým může vyšší vrstva
oznámit modifikaci objektu, aby změny tohoto objektu byly při následném uložení snap-
shotu zapsány na disk. Tato akce pouze z daného iid vyhledá bitovým posunem patřičnou
stránku a tu označí za modifikovanou.
Stávající dbi podporuje sekvenční průchod pouze přes indexovou strukturu. V systému
RIS však existuje celá řada případů, kdy potřebujeme skutečně pouze projít všechny ob-
jekty a provést pro každý z nich nějakou operaci. Na pořadí objektů nám přitom nezá-
leží. V této situaci by bylo efektivnější procházet přímo objekty v datu. Průchod ale musí
nějakým způsobem testovat platnost každého objektu, protože dat obsahuje také objekty
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již smazané. Problémem v tomto případě je skutečnost, že nelze smazaný objekt nijak ro-
zumně rozpoznat. Kontrolovat, zda se dané iid nenachází v zásobníku odstraněných objektů,
je samozřejmě nesmysl. Tento problém vyřešíme speciálním označením NONULL některého
atributu objektu v definičním souboru tabulky. Takto označený atribut vyšší vrstvy data-
bázového rozhraní při odstranění objektu vždy vynulují. Při sekvenčním průchodu lze poté
platné a neplatné objekty rozlišit hodnotou tohoto atributu.
Ukládání a načítání
Prozatím jsme tedy popsali operace datové. Mimo ně musí struktura pro uchovávání objektů
podporovat ukládání a načítání. Ukládací procedura zapisuje na disk pouze modifikované
stránky. Formát souboru pro uložení na začátku obsahuje aktuální počet prvků (včetně
prvků smazaných) společně s velikostí objektu. Poté následují již samotné objekty seřazené
dle uložení ve stránkách. Při ukládání je tak snadné vypočítat pozici v souboru, na níž
každá stránka začíná. Pro získání této pozice nám stačí vynásobit pořadové číslo stránky
její velikostí. Samotné uložení stránky pak provede pouze zápis všech objektů stránky na
spočtenou pozici v souboru. Jelikož objekty ve stránce leží spojitě za sebou, stačí nám pro
každou stránku provést právě jednu zápisovou operaci s využitím standardní funkce fwrite
([4]). Pro případný přesun na správné místo v souboru potom využíváme funkci fseek ([3]).
Vlastní algoritmus ukládání je ale ve skutečnosti složitější, jelikož obsahuje optimalizaci
využitou v případě zápisu menšího procenta modifikovaných stránek. Kompletní ilustrace
tohoto algoritmu včetně zahrnuté optimalizace bude představena v popisu ukládání idx na
konci následující podkapitoly (7.1.6). Zápis stránek na disk totiž v případě obou datových
struktur pracuje na stejném principu.
Pro zachování kompletního stavu datu potřebujeme ale ukládat také stk. Abychom
již v případě datu nemuseli řešit problémy se správou diskové paměti, vyhradíme pro stk
další samostatný soubor. Segmentované ukládání zde funguje opět na mechanismu stránek.
Protože je stk používán pouze jako zásobník, stačí si pamatovat poslední na disk uloženou
stránku. V případě, že je stránka odstraněna či modifikována, posune se ukazatel na stránku
předcházející. Při zápisu na disk postupujeme od naposledy uložené stránky po zmiňovaných
protisměrných odkazech až na vrchol zásobníku. Jakmile se zapíše poslední stránka, je
vymazán případný přebytečný obsah souboru.
Načítání je v případě obou struktur poměrně přímočaré. Stránky leží na disku ve správ-
ném pořadí. Načteme tedy hlavičku souboru a poté již provádíme postupně čtení jednotli-
vých stránek a vytváříme datové struktury v paměti.
7.1.2 Struktura pro indexování objektů
Indexová struktura má základní stavbu velmi podobnou datu. Opět se tedy jedná o tříúro-
vňové pole. Na rozdíl od datu se ale v případě idx jedná o pole řídké. Prvky jsou stejně
jako ve stávající verzi dbi odkazy do datu v podobě iid. Množina vyžadovaných operací je
zde však podstatně bohatší než v případě datu. Jejich seznam je následující:
• vložení nového iid na danou pozici
• zápis a čtení nového iid z dané pozice
• odstranění iid z dané pozice
• sekvenční průchod
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• vyhledávání půlením intervalů
• seřazení
Princip, kterého se musí všechny operace držet, byl představen již v podkapitole 5.2.1.
Zopakujeme zde, že neplatné pozice ve stránkách seskupujeme na konec. Na úrovni stránek
tak leží všechny platné iid spojitě za sebou a mohou být následovány 0 až PAGE IID MAX−1
počtem neobsazených pozic 1. Stejný vztah platí pro stránky v adresáři. Platné stránky
musí být v adresáři uloženy spojitě od první pozice, neplatné stránky (reprezentované pouze
nulovým ukazatelem) leží za nimi.
Vkládání a mazání
Na základě výše uvedeného popisu je na první pohled zřejmé, že složitost jednotlivých
operací je výrazně vyšší než u datu. Vkládání a mazání jsou poměrně komplikované, a
proto je raději představíme s pomocí pseudokódu a pak teprve záludnější kroky popíšeme.
Aby byl pseudokód srozumitelný, musíme nejdříve uvést použitou notaci pro názvy pozic
na různých úrovních.
Název Význam
pos globální pozice v celém idx
gpos globální pozice stránky v celém idx
dpos globální pozice adresáře v celém idx
ppos lokální pozice stránky v daném adresáři
opos lokální pozice iid v dané stránce
Tabulka 7.1: Notace pro označení pozic na jednotlivých úrovních
Přepočet pozic mezi úrovněmi probíhá s využitím bitových posunů a součinů. Na rozdíl
od datu je zde konstantní kromě počtu stránek v adresáři také počet prvků ve stránce.
Pro úplnost zde uvedeme jednoduché pomocné funkce provádějící bitové operace, které
použijeme v následujících algoritmech.
Algoritmus 7.1.2. Transformace pozic mezi jednotlivými úrovněmi pole.
idx pos dpos ( pos )
return pos >> (PAGE IID POWER + DIR PAGE POWER) ;
idx pos gpos ( pos )
return pos >> PAGE IID POWER;
idx pos ppos ( pos )
gpos = idx pos gpos ( pos ) ;
return gpos & (DIR PAGE MAX − 1 ) ;
i dx pos opos ( pos )
return pos & (PAGE IID MAX − 1 ) ;
Nyní již konečně můžeme přistoupit ke zmiňovaným algoritmům. Z důvodu jejich lepší
srozumitelnosti raději ponecháme algoritmy celé na samostatných stránkách.
1symbolická konstanta PAGE IID MAX reprezentuje počet iid ve stránce
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Algoritmus 7.1.3. Vložení iid do idx na pozici pos
I d x I n s e r t ( idx , pos , i i d )
dpos = idx pos dpos ( pos ) ;
ppos = idx pos ppos ( pos ) ;
opos = idx pos opos ( pos ) ;
d i r = idx . d i r s [ dpos ] ;
page = d i r . pages [ ppos ] ;
i f p a g e i s f u l l ( page ) // ve s t r a n c e neni misto
i f ! p a g e i s f u l l ( prev page = get prev page ( page ) )
i f opos == 0 // v k l a d a n i na z a c a t e k s t ra nky
page = prev page ;
opos = prev page . i i d c n t ;
else // v k l a d a n i kamkol i jinam do s t ran ky
// prvn i i i d z page presunout za p o s l e d n i p o z i c i
// v prev page a o s t a t n i i i d od p o z i c e 1 do konce
// presunout o 1 z p e t
e l i f p a g e i s f u l l ( next page = get next page ( page ) )
i f opos == 0 // v k l a d a n i na z a c a t e k s t ra nky
gpos = idx pos gpos ( pos ) ;
page = i n s e r t p a g e b e f o r e ( idx , gpos , page ) ;
opos = 0 ;
else // v k l a d a n i kamkol i jinam do s t ran ky
gpos = idx pos gpos ( pos ) ;
new page = i n s e r t p a g e a f t e r ( idx , gpos , page ) ;
// p o s l e d n i i i d v page presun do new page
else
page = next page ;
opos = 0 ;
i f opos < page . i i d c n t
// u v o l n i ve s t r a n c e p o z i c i ppos presunem p o l o z e k
else
opos = page . i i d c n t ;
page−> i i d s [ opos ] = i i d ;
page−>i i d s c n t ++;
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Algoritmus 7.1.4. Odstranění iid z idx na pozici pos
IdxDelete ( idx , pos )
PAGE IID MERGE MAX = PAGE IID MAX − 2 ;
dpos = idx pos dpos ( pos ) ;
ppos = idx pos ppos ( pos ) ;
opos = idx pos opos ( pos ) ;
d i r = idx . d i r s [ dpos ] ;
page = d i r . pages [ ppos ] ;
i f −−page . i i d c n t == 0
p a g e d e l e t e ( idx , dpos , ppos ) ;
return ;
prev page = get prev page ( page ) ;
i f ( prev page . i i d c n t + page . i i d c n t ) <= PAGE IID MERGE MAX
// presun vsechny i i d krome mazane p o z i c e
// opos z page do prev page
prev page . i i d c n t += page . i i d c n t ;
p a g e d e l e t e ( idx , dpos , ppos ) ;
return ;
// presun i i d v page tak , aby mazanou p o z i c i opos
// o b s a d i l n a s l e d u j i c i prvek
next page = get next page ( page ) ;
i f ( next page . i i d c n t + page . i i d c n t ) <= PAGE IID MERGE MAX
// presun vsechny i i d z nex t page do page
page . i i d c n t += next page . i i d c n t ;
i f d i r . page cnt <= ++ppos
// nex t page j e z n a s l e d u j i c i h o adresare
dpos++;
ppos = 0 ;
p a g e d e l e t e ( idx , dpos , ppos ) ;
Vidíme, že oba algoritmy řeší kromě samotného vkládání a mazání prvků také roz-
dělování a slučování stránek. Pseudokód je relativně nízkoúrovňový a jednotlivé instrukce
jsou blízké jazyku C. Operace přesunů prvků jsou implementované s využitím standardní
funkce memmove ([2]). Pro lepší přehlednost jsou volání těchto funkcí však raději nahrazena
textovým popisem. Ze stejného důvodu je vypuštěno řešení okrajových situací jako napří-
klad neexistence následující stránky či index adresáře mimo meze (viz dále). Vynechány
jsou také příkazy poznamenávající modifikace stránek. Jediné komplexnější funkce použité
v představených algoritmech jsou pomocné rutiny pro vkládání a mazání nových stránek.
Tyto funkce v sobě mimo jiné zahrnují také práci s úrovní adresářů. I na této úrovni je
samozřejmě nutné řešit případy jako sloučení dvou sousedících adresářů, či vložení adre-
sáře nového. Algoritmy pro provedení těchto akcí jsou však principiálně velmi podobné
postupům výše prezentovaným.
Za zmínku v algoritmu mazání stojí v úvodu definovaná konstanta PAGE IID MERGE MAX.
Úmyslně jsou zde přidány dvě pozice jako rezerva. Operace sloučení i rozdělení stránky jsou
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časově poměrně náročné a tato rezerva nám pomůže alespoň částečně zredukovat situace,
kdy by k těmto operacím došlo ihned za sebou vlivem smazání a následného vložení prvku.
Jedná se o techniku, která na úkor nepatrného navýšení prostorové náročnosti přinese čás-
tečnou rychlostní optimalizaci.
Přístup k prvkům, vyhledávání a řazení
Tím jsme tedy dokončili popis návrhu budování indexové struktury a můžeme se zaměřit
na přístupové metody. Přistup k iid z dané pozice byl vlastně již prezentován na začátku
obou algoritmů. Využívá se již několikrát zmiňovaných bitových operací. Pokud se však
hlouběji zamyslíme nad výpočtem pozic v jednotlivých úrovních, zjistíme, že tento postup
nemusí být v případě idx vždy zcela správný. Bitové posuny se totiž zakládají na myšlence,
že jsou všechny pozice obsazeny. Postupným mazáním, vkládáním a přesunováním se z idx
však stává řídké pole, které obsahuje značné množství pozic nevyužitých. Pozice označovaná
jako pos znamená index do tohoto řídkého pole, nikoli k-tý platný prvek v tomto poli (po-
kud uvažujeme pos = k, obrat k-tý platný prvek budeme pro označení následujícího typu
přístupu používat i nadále). Z toho však vyplývá nepříjemné zjištění, že nově navržená
struktura idx nedokáže poskytnout k-tý platný prvek . Musíme si ale uvědomit, proč je
ve skutečnosti tento typ přístupu od idx vůbec vyžadován. Prvním případem využití bylo
vyhledávání půlením intervalů. To lze ale bez problémů provést i v idx nově navrženém. Ze
kterékoli pozice budeme schopni přidáním jednoduchých testů nalézt následující či před-
chozí platný prvek. Tyto testy jsou právě zmiňované vypuštěné kontroly okrajových situací
v algoritmech vkládání a mazání. Pro objasnění tedy uvedeme ještě kompletní algoritmus
zjištění nejbližšího následujícího platného iid v idx.
Algoritmus 7.1.5. Nalezení nejbližšího následujícího platného iid od pozice pos včetně
IdxGetn ( idx , pos )
i f pos < 0
return −1;
dpos = idx pos dpos ( pos ) ;
i f dpos >= idx . d i r c n t
return −1;
d i r = idx . d i r s [ dpos ] ;
ppos = idx pos ppos ( pos ) ;
i f ppos >= d i r . page cnt
goto d i r ;
else
page = d i r . pages [ ppos ] ;
opos = idx pos opos ( pos ) ;
i f opos >= page . i i d c n t
i f ++ppos >= d i r . page cnt
d i r : i f ++dpos >= idx . d i r c n t
return −1;
d i r = idx . d i r s [ dpos ] ;
ppos = 0 ;
page = d i r . pages [ ppos ] ;
opos = 0 ;
return page . i i d s [ opos ] ;
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Algoritmus se na první pohled tváří poměrně komplikovaně. Pokud se na něj ale podí-
váme podrobněji, zjistíme, že kromě známých funkcí obsahuje pouze ošetření všech okra-
jových podmínek. Jedná se o situace, kdy vypočtená stránka či adresář byly odstraněny
vlivem modifikací datové struktury. Algoritmus pro nalezení nejbližšího předcházejícího
platného iid bude fungovat analogicky.
Půlení intervalů provádíme tedy nad intervalem s horní hranicí definovanou nejvyšší
platnou pozicí v idx. Kdykoli narazíme na neplatný prvek, přejdeme na nejbližší následující
platné iid. Jelikož počet kroků půlení intervalu nutných pro nalezení daného prvku je velmi
nízký, přidané testy budou mít na celkovou efektivitu zanedbatelný vliv. Testy na pozici
menší než 0 a na přetečení adresáře navíc budeme moci vyloučit. Tyto hodnoty jsou již
implicitně ošetřeny definicí iniciálního intervalu.
Druhým případem, kdy stávající verze idx využila přístup ke k-tému iid, byl sekvenční
průchod. Ten má ale lineární časovou složitost, a proto by se v nové verzi přidané testy
mohly na výkonnosti algoritmu neblaze podepsat. Rozšíříme si tedy stránky o pomocné
ukazatele. Do každé stránky je přidán ukazatel na následníka a předchůdce. Kdykoli pak
v sekvenčním průchodu narazíme na neplatnou pozici, jednoduše se posuneme na další
stránku. V případě zpětného sekvenčního průchodu naopak kdykoli přejdeme na předchá-
zející stránku, nastavíme průchodový ukazatel na poslední platný prvek ve stránce. Pro
algoritmy vkládání a mazaní to znamená, že správné budování ukazatelů mezi stránkami
musí provádět funkce pro přidání a odstranění stránky. Na druhou stranu oba algoritmy
vyžadují nalezení následníka i předchůdce stránky, a tak z těchto ukazatelů také výrazně
získají.
Tím jsme vyčerpali situace, ve kterých jsme dříve potřebovali přístup ke k-tému plat-
nému prvku v idx. Ničemu tedy nevadí, pokud tuto operaci nebude nová verze podporovat.
Z vyjmenovaných akcí nám tak zbývá už pouze seřazení. Tuto operaci v idx potřebujeme
pro přebudování vypnutého indexu a také pro tvorbu indexu nového při požadavku na
seřazení objektů dle neindexovaného atributu. Jelikož idx ve své podstatě představuje pole,
použijeme tradiční algoritmus quicksort. Jeho standardní verzi musíme ale zobecnit tako-
vým způsobem, aby byla schopná pracovat s neplatnými pozicemi. Za tímto účelem vy-
tvoříme sekvenční iterátor nad idx, který pomocí funkcí nalezení platného následníka a
předchůdce dokáže simulovat celočíselný index nad spojitým polem. Do tradiční implemen-
tace quicksortu zahrneme optimalizační techniky diskutované již v článku [54]. Jsou to:
1. nerekurzivní implementace s využitím zásobníku
2. volba pseudo mediánu ze tří prvků
3. dořazování malých posloupností s využitím insertsortu
Bližší detaily k použitým metodám je možné nalézt ve výše jmenovaném článku.
Ukládání a načítání
Nyní se podíváme blíže na ukládání idx a jeho následnou rekonstrukci ze snapshotového
souboru. I zde je situace podstatě komplikovanější než v případě datu. Uvážíme-li uložení
stránek na disk ve stejném pořadí jako jsou vedeny v idx, dostaneme se do velkých obtíží.
Vložení stránky kamkoli jinam než na konec by znamenalo pro diskový soubor nutnost
přesunu velkého množství stránek. Naopak mazání stránek vytváří fragmentaci. Pokud
tedy chceme dosáhnout rozumné výkonnosti při stránkovaném ukládání a načítání, musíme
se vydat jinou cestou. Výchozím bodem řešení tohoto problému je následující myšlenka:
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Jednou zapsaná stránka na disk bude přesunuta na jinou pozici pouze v případě, aby
zaplnila volné místo, které vzniklo smazáním jiné stránky nacházející se v souboru před
pozicí stránky přesouvané.“.
Důsledkem této myšlenky vzniknou ale situace, kdy stránky mají na disku jinou pozici
než v paměťové struktuře idx. Proto musí každá stránka uchovávat svoji diskovou pozici.
Tato pozice nám postačí pro zápis stránek na disk. Při vložení nová stránka dostane pozici
na konci souboru. V případě mazání stránky její diskovou pozici přebere stránka s dosavadní
nejvyšší pozicí. Problém ale stále představuje načtení, jelikož stránky na disku mohou ležet
v jiném pořadí. K uloženým stránkám na disku tak musíme přidat informaci určující pořadí
v idx. Uložení skutečné pozice v idx na disk ale nepřipadá v úvahu, jelikož vložení nové
stránky na první pozici by znamenalo úpravu všech pozic zapsaných u ostatních stránek. Na
disku proto vedeme společně se stránkou vždy pouze diskovou pozici následníka v pořadí
idx. Vložení nové stránky tak ovlivní právě jednu další diskovou stránku, u které bude
třeba odkaz opravit. Smazání stránky, které vyústí v přesun poslední stránky na disku na
diskovou pozici stránky mazané, vyžaduje zápis přesouvané stránky a úpravu maximálně
dvou dalších odkazů.
Na začátku souboru si uložíme diskovou pozice první stránky ve správném pořadí strá-
nek v idx. Za ní budou ležet již vlastní data (iid) z daných stránky, přičemž každý takovýto
datový blok na disku navíc prefixujeme diskovou pozice následníka v pořadí idx. Při rekon-
strukci načítáme ze souboru stránky postupně tak, jak jsou zapsány na disku a přidáváme
je do idx. Zároveň s tímto procesem budujeme pomocné pole z pozic následníků. Po přeč-
tení celého obsahu souboru využijeme pomocného pole a upravíme ukazatele z adresářů na
stránky tak, aby odpovídali správnému pořadí.
Popisované postupy jsou relativně komplikované. Pro jejich lepší pochopení přikládáme
v příloze D příklad souběžného vývoje idx v paměti a na disku při běžné práci s indexem.
Předtím, než si ilustrujeme algoritmus ukládání idx, musíme ještě představit začleněnou
optimalizační techniku. Abychom při zápisu nemuseli procházet všechny stránky a hledat
v nich ty modifikované, označení stránky za modifikovanou provede ve skutečnosti zřetě-
zení stránky do seznamu modifikovaných stránek. Při ukládání pak postupujeme přes tyto
řetězící odkazy přímo v pořadí modifikací. Seznam modifikací ale nezohledňuje žádným
způsobem diskové pozice a tak by v případě zápisu větších částí idx mohl celý algoritmus
degradovat kvůli značnému seekování v souboru. Proto u stránek vedeme také řetězící od-
kazy v pořadí diskovém, což nám umožní seekování omezit. Výše popsanou optimalizaci
se ale vyplatí použít pouze v případě, že procento modifikovaných stránek nedosáhne jisté
hranice. Nad tímto limitem začne naopak optimalizace přinášet zpomalení. Uvažme situaci,
kdy je modifikováno například 90% všech stránek. V tomto případě by sekvenční průchod
v diskovém pořadí se zápisem modifikovaných stránek byl nejen rychlejší než popisovaná
optimalizace, ale především by vyústil v menší počet seekování. Hranici pro použití popsané
optimalizace jsme tedy stanovily na jednu čtvrtinu. Nyní už konečně můžeme prezentovat
výsledný algoritmus zápisu. Na rozdíl od předcházejících algoritmů, provedeme zde popis
vysokoúrovňově. Takovýto popis bude vzhledem k programové složitosti manipulace s od-
kazy mnohem srozumitelnější něž dříve použitý pseudokód.
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Algoritmus 7.1.6. Zápis modifikovaných stránek idx na disk
1. Je-li modifikována první stránka v idx, zapiš její diskovou pozici
2. Pokud je počet modifikovaných stránek větší než 25% celkového počtu stránek
2.1. Projdi všechny stránky sekvenčně po řetězících odkazech v diskovém pořadí
2.1.1. Je-li modifikován řetězící odkaz, zapiš diskovou pozici následující stránky
v idx
2.1.2. Jsou-li modifikovány data stránky, zapiš je
2.1.3. Vyřaď stránku ze seznamu modifikovaných
2.2. Ukonči ukládání
3. Opakuj, dokud existuje nějaká modifikovaná stránka:
3.1. Vezmi první stránku ze seznamu modifikovaných
3.2. Postupuj zpět po řetězících odkazech v diskovém pořadí, dokud je stránka mo-
difikovaná
3.3. Postupuj vpřed po řetězících odkazech v diskovém pořadí, dokud je stránka mo-
difikovaná
3.3.1. Je-li modifikován řetězící odkaz, zapiš diskovou pozici následující stránky
v idx
3.3.2. Jsou-li modifikovány data stránky, zapiš je
3.3.3. Vyřaď stránku ze seznamu modifikovaných
Všimněme si bodů 2.1.1. a 2.1.2. (respektive 3.3.1., 3.3.2.). Před zápisem stránky na
disk musíme ověřit, zda není nutné přesunout pozici zápisového ukazatele v souboru s vyu-
žitím avizované funkce fseek. Vlastní zápis zde provádíme na dvakrát, nejdříve zapisujeme
diskovou pozici paměťového následníka a poté data. U každé stránky si proto vedeme také
modifikační příznaky, které určují, zda se změnila pozice následníka, data stránky nebo
obojí. Body algoritmu 3.2. a 3.3. pak představují popisovanou optimalizaci použitou v pří-
padě menšího počtu modifikovaných stránek. Princip optimalizace spočívá v tom, že před
zápisem každé stránky zkontrolujeme, zda není modifikovaná také předcházející stránka na
disku. Modifikované stránky ležící na disku za sebou jsou tak zapsaný v diskovém pořadí
od nejnižší po nejvyšší, což eliminuje některé jinak potřebné seekování na správné diskové
pozice stránek.
Jak již bylo řečeno dříve, zápis stránek datu pracuje stejným způsobem. V případě
datu samozřejmě nezapisujeme na disk odkazy na následující stránky, což v implementaci
představuje vypuštění kroků 2.1.1. a 3.3.1.. Navíc kdykoli je v algoritmu uveden postup
přes řetězící odkazy v diskovém pořadí, v případě datu to znamená postup přes normální
paměťové pořadí stránek. Víme totiž, že u datu vždy odpovídá pořadí stránek na disku a
v paměti.
7.1.3 Struktura pro správu datových typů proměnné velikosti
Důvod zavedení tohoto zcela nového způsobu správy datových typů proměnné velikosti byl
zmiňován již při analýze požadavků (5.2.2). Pro uložení hodnot datových typů proměnné
velikosti musíme tedy zavést nový snapshotový soubor. To samo o sobě nepředstavuje velký
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problém. Problémem se však stává správa tohoto souboru. Situace je podobná jako tomu
bylo v případě idx. I zde se totiž vyskytují problematické operace přidávání a mazání. V pří-
padě varu by tyto operace mohla doplnit ještě změna velikosti, kdybychom jako zapisovaný
diskový blok brali každou jednu hodnotu atributu proměnné velikosti zvlášť. V tomto pří-
padě by složitost potenciálního řešení výrazně vzrostla. Podobných úvah jsme se proto raději
rovnou vzdali a s diskem pracujeme po blocích, stejně jako v případě dvou předcházejících
datových struktur. Abychom si mohli blokovou práci s diskem dovolit, potřebujeme určitý
druh správy paměti, jehož cílem je zajistit umístění hodnot proměnných datových typů do
zmiňovaných bloků. Tuto správu paměti má na starosti právě datová struktura var. Pro
lepší srozumitelnost budeme v následujícím textu používat označení řetězec ve významu
hodnoty datového typu proměnné velikosti.
Úkolem varu je zajistit, aby řetězce leželi v paměti co možná nejblíže u sebe. Blízkost
nám stačí dodržovat vždy v rámci vymezeného bloku. Tyto bloky je pak možné efektivně za-
pisovat na disk. Jedná se však o poměrně netriviální problém. Nejdříve si musíme nechat od
operačního systému alokovat souvislý paměťový blok a následně uvnitř tohoto bloku prová-
dět vlastní správu paměti. Velmi vhodnou datovou strukturu pro naše účely ve skutečnosti
představuje samotný dat. Ten zajišťuje efektivní alokování a správu souvislých paměťových
bloků v podobě stránek, pro které je již vyřešené segmentované ukládání. Zde od datu ne-
vyžadujeme správu jednotlivých objektů ve stránce, naopak pole objektů využíváme jako
spojitou paměť pro naše účely.
Správa paměti
Použitím datu ale pořád není nevyřešená problematika správy paměti. Princip správy pa-
měti byl inspirován standardními funkcemi malloc a free, jejichž popis byl čerpán z [34].
Samotnou dynamickou paměť přidělujeme a uvolňujeme vždy se stanoveným minimálním
krokem (označme jej jako STEP ). Opět jsme zvolili hodnotu, která představuje mocninu
čísla 2. Samotná správa paměti probíhá s využitím front volných bloků pro každý násobek
minimálního kroku až po hranici určenou velikostí stránky. Při požadavku na alokaci nové
paměti o velikosti n bytů jsou nejdříve vzestupně zkontrolovány všechny fronty shlukující
volné bloky počínaje frontou s kapacitou rsize = ((n+STEP−1) & (STEP−1)) 2. Pokud
je v některé z těchto front nalezen volný blok, je využit. Jinak je vytvořena nová stránka
v datu a požadovaný blok je
”
ukrojen“ z ní. Je-li přidělený blok větší než hodnota rsize,
dochází k rozdělení na dvě části a druhý blok je vložen do patřičné fronty. Uvolňování pa-
měti respektuje logiku sdružování volných bloků. Při uvolnění bloku je zkontrolováno, zda
není možné blok spojit s předchůdcem či následníkem. Jestliže ano, jsou předchůdce a nebo
následník vyjmuti ze své fronty a blok je spojen. Následně je celý blok vložen do nové fronty
příslušející jeho kapacitě. Popsaná stavba varu je pro názornost ilustrována na následujícím
obrázku:
2Tento výraz poskytuje rychlé zaokrouhlení čísla n na násobek STEP . Funguje ale pouze v případě, že
STEP je mocninou čísla 2.
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Obrázek 7.1: var - struktura pro ukládání datových typů proměnné velikosti
Dle popsaného postupu je tedy zřejmé, že uvnitř jedné stránky datu může ležet něko-
lik alokačních bloků. Každý alokační blok obsahuje záhlaví, kde je uložena velikost bloku,
příznak obsazenosti bloku a počet bytů, které řetězec v obsazeném bloku nechal nepoužité.
Na uložení této hodnoty stačí pouze několik málo bitů (přesně log2(STEP )) a s jejich po-
mocí zle rychle zjistit skutečnou délku řetězce. Pokud je blok obsazený, bezprostředně za
tímto záhlavím je uložen řetězec samotný. V případě bloku prázdného zde leží ukazatele na
následníka a předchůdce ve frontě volných bloků. Pro identifikaci paměťového bloku proto
potřebujeme pořadové číslo stránky datu a následně offset bloku v rámci této stránky.
Tato dvojice dohromady tvoří jednoznačné označení paměťového bloku v rámci celé ta-
bulky. Takto vytvořenou hodnotu vrací také alokační funkce. Stejně tak ji očekává i funkce
pro uvolnění přiděleného paměťového bloku. Tento identifikátor tedy musíme vést uvnitř
databázových objektů v místě atributu proměnné velikosti.
Kromě vlastního identifikátoru však uvnitř objektů vedeme také vlastní ukazatel na sa-
motná data do bloku varu. Tento ukazatel zde má hned několik přínosů. Tím hlavním je vý-
znamné usnadnění převodu datové základny procesů do dbi nového. Kdybychom tento uka-
zatel společně s identifikátorem uvnitř objektu nevedli, bylo by nutné pro jakýkoli přístup
k řetězci volat nějakou funkci rozhraní dbi. Tato funkce by samozřejmě vyžadovala kurzor.
Implementace procesů však na podobný přistup není připravená. Současné dbi samozřejmě
kurzor pro čtení řetězců z objektů nevyžadovalo. Proto v systému RIS existuje obrovské
množství míst, kde je přistupováno k atributům objektu, avšak kurzor zde není dostupný.
Podobně rozsáhlými úpravy samozřejmě nesmíme přechod na nové dbi podmiňovat. Dalším
přínosem je celkově pohodlnější uživatelská použitelnost. I kdyby došlo k úpravě všech pro-
cesů dle popisovaného postupu, přístup k řetězcům přes volání funkce společně s nutností
předávat s objektem vždy také kurzor jsou pro uživatele značně nepohodlné. V neposlední
řadě by pak docházelo ke komplikacím při případném využití jiné datové základny. Ka-
ždý plugin datové základny by musel svoje řetězce vždy nějak podobně identifikovat a to i
v situaci, že by v jeho případě bylo výhodnější vést řetězce přímo jako ukazatele z objektů.
66
Ukládání a načítaní
Ukládání i načítání řetězců nepředstavuje velký problém. O perzistenci identifikačních od-
kazů z objektů do varu se nemusíme vůbec starat. Ta je zajištěna implicitně. Musíme však
zajistit úpravu ukazatelů na řetězce při rekonstrukci varu ze snapshotového souboru. Tento
problém řeší samozřejmě až vrstva pluginu Dbtr, jelikož samotný var žádnou informaci
o objektech nemá. Vlastní ukládání a načítání stránek včetně segmentace obstarává dat,
který je pro implementaci varu využit. Kromě stránek je třeba uchovávat také záhlaví front
volných bloků. Za tímto účelem byl do datu doplněn jednoduchý mechanizmus umožnující
stanovit pozici v souboru, od které mohou být stránky zapisovány a čteny. Tím jsme si
vytvořili na začátku souboru místo, kde ukládáme záhlaví front volných bloků.
7.2 Plugin datového úložiště
Zásluhou vrstvy abstraktní datové základny umožňuje nové dbi měnit fyzické datové úložiště.
Konkrétní plugin datového úložiště vytvořený v rámci této práce vznikl implementací roz-
hraní abstraktní datové základny s využitím základních datových struktur. Pomyslná ta-
bulka na této úrovni je tedy tvořena z jednoho datu pro ukládání vlastních objektů, z něko-
lika idx zajištujících indexování a z varu zabezpečujícího správu datových typů proměnné
velikosti. Tyto tři struktury definují také formát snapshotu, se kterým datové úložiště pra-
cuje. V podkapitole 7.1.1 bylo prezentováno, že pomocné pole datu (stk), bude ukládáno
samostatně. Dostáváme tedy tyto čtyři typy souborů:
Soubor Uložené informace
<tabulka>.dat seznam objektů obsažených v tabulce
<tabulka>.del pomocné pole datu ukládající iid smazaných objektů
<tabulka>.var hodnoty datových typů proměnné velikosti
<tabulka> <index>.idx seznam iid reprezentující daný index
Tabulka 7.2: Snapshotové soubory na úrovni pluginu datového úložiště
Přesný počet snapshotových souborů se liší dle struktury konkrétní tabulky, jelikož
každý index je ukládán v separátním souboru.
7.2.1 Introspekce objektů
Dříve než se podíváme na spolupráci základních datových struktur, přiblížíme si mechani-
zmus introspekce struktury objektů. Na tomto mechanizmu bude vystavěn každý konkrétní
plugin datového úložiště.
Z pohledu datu jsou objekty uložené ve stránkách pouze bloky blíže neznámé spojité
paměti o dané velikosti. Je zřejmé, že s tímto přístupech si na této úrovni již nevystačíme.
Zde musíme znát konkrétní stavbu objektu. Tyto informace získá datové úložiště při poža-
davku na vytvoření či načtení tabulky z předané popisné struktury zvané DbTableDesc.
Struktura obsahuje následující atributy:
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Atribut Popis
numColumns počet sloupců tabulky
columns seznam popisovačů jednotlivých sloupců
numIndexes počet indexů tabulky
indexes seznam popisovačů jednotlivých indexů
primaryColumn pořadové číslo sloupce, který nesmí být nulový
Tabulka 7.3: DbTableDesc – struktura popisující stavbu tabulky
Popisovače sloupců a indexů jsou opět struktury, jejichž stavbu ilustrujeme dále. Za
krátké pozastavení zde stojí primaryColumn. Jeho význam byl naznačovaný již v popisu
datu (7.1.1), kde jsme diskutovali přínos sekvenčního průchodu přímo přes dat. Kromě po-
pisovaného případu tuto informaci ale potřebujeme také v situaci, kdy chceme vytvořit nový
index. Musíme totiž projít a zaindexovat všechny objekty v datu. Nesmíme ale samozřejmě
zahrnout objekty v současnosti smazané. Nyní již zpět ke strukturám popisovačů.
Atribut Popis
name jméno sloupce
type datový typ sloupce (viz. 4.8.3)
subType upřesňující typové informace
size velikost sloupce v bytech
Tabulka 7.4: DbColumnDesc – struktura popisující stavbu sloupce
Z pohledu správy objektů jsou zde podstatné informace o datovém typu (type) a ve-
likosti (size). Atributu subType určuje bližší specifikaci datového typu. Příklad může být
subtyp COLOR. Barva je ukládána jako 4 bytové číslo (#AARRGGBB), což představuje datový
typ UINT na 4 bytech. Informace, co tyto byty konkrétně představují, je pro správu objektů
irelevantní. Existenci subtypů však využije na úrovni dbi například dotazovací rozhraní,
které může nabídnout automatické zpracovávání textového popisu barvy. Tyto doplňkové
informace pak mohou zužitkovat také různé generátory uživatelských rozhraní. Nakonec





numColumns počet indexovaných sloupců
columns seznam pořadových čísel indexovaných sloupců
Tabulka 7.5: DbIndexDesc – struktura popisující stavbu indexu
Typ indexu je zde spíše z důvodu budoucího rozšiřování. Prozatím tento enumerátor
obsahuje pouze jedinou hodnotu označující základní setříděný index. Pomocí příznaků je
možné specifikovat vlastnosti indexu UNIQUE a TMP. UNIQUE slouží stejně jako v jazyce SQL
pro zákaz duplicitních hodnot v daném sloupci. Příznak TMP označuje index, který nemá
být při ukládání snapshotu zapsán na disk. Z pohledu správy indexu je nejvýznamnější
atribut columns, který určuje indexované sloupce.
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Tyto popisné struktury jsou pak v pluginu agregovány ve strukturách vyšší úrovně, kde
jsou uloženy také další doplňkové informace. Pro sloupce je to například atribut offset.
Ten určuje hodnotu, kterou je třeba přičíst k ukazateli na objekt, abychom získali hodnotu
daného sloupce. Tuto hodnotu jsme si předem spočetli na základě velikosti jednotlivých
sloupců. Její uložení je pouze optimalizace, díky které nebude nutné provádět tento výpočet
vždy znovu. V případě indexu jmenujme atribut state. Zde je ukládáno, zda je index aktivní
a má být tedy při vkládání, mazání a modifikacích aktualizován.
7.2.2 Spolupráce základních datových struktur
Funkcionalita jednotlivých základních datových struktur byla detailně vylíčena v podkapi-
tole 7.1. Nyní na příkladu ukážeme princip spolupráce těchto struktur za účelem vytvoření
datového úložiště tabulkového charakteru.
S pomocí popisných informací o tabulce je provázání datových struktur poměrně pří-
močaré. Jako příklad uveďme budování indexové struktury. Pro skutečnou implementaci
indexování objektů si totiž se samotným idx nevystačíme. Idx poskytuje datovou strukturu
se všemi potřebnými operaci pro efektivní správu indexu. Abychom ale byli schopni vy-
tvořit skutečný index s možnostmi vyřazování a zařazování konkrétních objektů, musíme
idx doplnit o další informace. Úkolem těchto informací je charakterizovat, na základě kte-
rých atributů má být daný index vystavěn. Jedině tak můžeme správně spravovat dané
uspořádání. Pro nalezení správné pozice pro konkrétní objekt v daném indexu využíváme
vyhledání půlením intervalů implementované v idx. Na úrovni idx probíhá půlení intervalů
s pomocí callbacku. Idx provádí metodu půlení intervalů a pro vlastní porovnání volá uži-
vatelský callback, kterému předá iid ze zpracovávané pozice. Na úrovni pluginu v tomto
uživatelském callbacku získáme pro předané iid z datu objekt a z něj následně hodnotu
v indexovaném sloupci. Provedeme vlastní porovnání a vrátíme výsledek zpět do algoritmu
v idx. Po ukončení vyhledání nám tak idx sdělí pozici, na které iid daného objektu leží,
případně kam má být uloženo. Seřazení indexu probíhá na analogickém principu. Opět je
volán porovnávací callback z algoritmu v idx.
7.3 Dotazovací rozhraní
Samostatný celek v rámci implementace projektu tvoří dotazovací rozhraní. V této podkapi-
tole představíme způsob, jakým byly navržené principy obecného rozhraní implementovány.
Mechanizmus napojení tohoto obecného rozhraní na dbi bude popsán v 7.4.3.
7.3.1 Datové struktury pro interní prezentaci
Jako prezentace dotazu slouží datová struktura jazyka C zvaná RfQuery. Ta je tvořena
agregací spousty dalších struktur popisujících daný dotaz. I tyto struktury jsou většinou
další agregací. Jako příklad jmenujme RfSelect, RfWhere či RfOrder. Konkrétní skladba
těchto struktur je relativně rozsáhlá a není nijak překvapující. Detailně si tedy představíme
pouze prezentaci filtrovacího výrazu.
V podkapitole 6.5 již bylo řečeno, že jako interní prezentace klauzule WHERE (RfWhere)
slouží n-nární stromová struktura. Uzel tohoto stromu je tvořen strukturou RfExpr. RfExpr
obsahuje typ uzlu, datový typ uzlu, odkaz na rodiče a data přidružená ke konkrétnímu typu
uzlu v podobě unie jazyka C. Kompletní seznam typů uzlů a podporovaných datových typů
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s krátkým popisem je možné nalézt v příloze E. Obecně se jedná o již nastíněné proměnné,
funkce, konstanty a operace.
Specifikace každého z daných prvků je tvořena vlastní strukturou. Proměnné defino-
vané pomocí struktury RfVar obsahují pouze odkaz na deklaraci a řetězící odkazy na další
proměnné. Tyto řetězící odkazy jsou využity v případě kvalifikovaných jmen (například
qualifier.variable), jelikož samotné kvalifikátory jsou opět reprezentovány proměnnými.
Významnou strukturou je RfVarDecl popisující deklaraci proměnné. Její stavba je zobra-
zena v následující tabulce:
Atribut Popis
name textové označení proměnné
alias alternativní označení proměnné
id uživatelská identifikace proměnné
type datový typ proměnné
part povolená část dotazu, kde se může proměnná vyskytovat
fromStrFcn funkce pro převod textového řetězce na číselnou prezentaci
toStrFcn funkce pro převod z číselné prezentace na textový řetězec
quals seznam povolených kvalifikátorů
userData uživatelská data
Tabulka 7.6: RfVarDecl – struktura reprezentující deklaraci proměnné
Atributy name a alias jsou textové řetězce určující jméno proměnné. Aby uživatel
rozhraní nemusel při práci s proměnnými neustále provádět relativně náročné porovná-
vání řetězců, může využít číselnou identifikaci (id) a nebo přímo obecná uživatelská data
(userData). Atribut part umožňuje definovat povolený výskyt proměnné. Konkrétně napří-
klad, zda se daná proměnná může vyskytovat v klauzuli WHERE či ORDER BY a nebo v obou
klauzulích. Jde tedy o sadu bitových příznaků, kde každý bit označuje jistou část dotazu.
Pomocí atributu quals lze definovat výčet ostatních deklarací proměnných, které mohou
pro tuto proměnnou vystupovat v roli kvalifikátoru. Atributy fromStrFcn a toStrFcn jsou
pomocné doplňující funkce, které poskytují pohodlné rozhraní pro deklaraci výčtových typů.
Dalším prvkem jsou konstanty. Ty jsou reprezentovány strukturou RfConst. Tato struk-
tura obsahuje datový typ společně s konkrétní hodnotou tohoto datového typu uloženou
v unii jazyka C.
Specifikace funkcí je zde stejně jako u proměnných složená ze struktury pro popis kon-
krétní instance a deklarace. Zde jsou to RfFcn a RfFcnDecl. Deklarace funkce se skládá
z následujících atributů:
Atribut Popis
name textové označení funkce
alias alternativní označení funkce
id uživatelská identifikace funkce
retType datový typ návratové hodnoty funkce
paramTypes datové typy parametrů funkce
callable odkaz na uživatelem definovanou funkci volanou pro vyhodnocení
userData uživatelská data
Tabulka 7.7: RfVarDecl – struktura reprezentující deklaraci funkce
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Atributy name, alias, id a userData mají stejný význam jako v případě proměnných.
Prototyp funkce umožnující typové kontroly je deklarován pomocí retType a paramTypes.
Atribut callable představuje ukazatel na konkrétní funkci jazyka C s proměnným počtem
parametrů. Přes tento ukazatel je volána skutečná uživatelem definovaná funkce. Struktura
popisující instanci volání funkce RfFcn obsahuje seznam skutečných parametrů ve formě
struktur RfExpr a samozřejmě opět odkaz na deklaraci.
Aritmetické, logické a relační operace nejsou popsány samostatnou strukturou. Pro jejich
prezentaci postačuje typ operace a jednotlivé operandy (odkazy na dětské uzly ve stromové
prezentaci). V případě, že se jedná o operaci, jsou tyto odkazy přímo součástí struktury
RfExpr.
Pro lepší představu prezentujeme konkrétní příklad:
(name~="([A-Z]*:)*:01:(P|Q|I)" && type=[swt,sig,ana]) || ivlvl=<4,14>
Jedná se filtrovací dotaz, který bude možné po převodu Rdb na nové dbi formulovat
na základní tabulku energetických veličin. Filtrem budou vybrány všechny prvky, jejichž
jméno odpovídá danému regulárnímu výrazu a typ spadá do specifikovaného výčtu a nebo
kódové označení jejich napěťové úrovně leží v intervalu 4 až 14.
Tento filtrovací výraz bude po úspěšném vyhodnocení transformován na následující
stromovou strukturu:
Obrázek 7.2: Stromová struktura reprezentující vyhodnocený filtr z příkladu
Listové uzly name, type a ivlvl jsou proměnné, ostatní listové uzly jsou konstanty.
Rodičovské uzly představují operace.
7.3.2 Kontext, deklarace a přizpůsobení chování
Již jsme představili, jakým způsobem jsou deklarace proměnných a funkcí reprezentovány.
Nyní uvedeme, kde jsou tyto deklarační struktury uchovávány. K tomuto účelu slouží han-
dle rozhraní označovaný jako RfContext. Samotné deklarace proměnných a funkcí probíhají
s využitím pomocných funkcí nad kontextem. Nejlépe vše objasní jednoduchý příklad. Ten-
tokrát použijeme přímo zápis v jazyce C.
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RfContext ∗ context = RfContextCreate ( event f cn , user data , 0 ) ;
RfVar ∗q = RfDeclQual ( context , ” qual ” , 0 , QUAL ID, RF VAR WHERE) ;
RfDecl Int ( context , ”number” , ”num” , NUM ID, RF VAR WHERE, q , 0 ) ;
RfDeclStr ( context , ”name” , 0 , NAME ID, RF VAR WHERE, 0 ) ;
Výše zobrazený výsek zdrojového kódu vytvoří kontext a deklaruje proměnnou number
a name. Obě proměnné mohou vystupovat pouze v klauzuli WHERE. Celočíselnou proměnnou
number je možné odkazovat také přes alias num a navíc může být kvalifikovaná pomocí qual.
Závěrečná 0 v deklaraci obou proměnných označuje, že mohou vystupovat bez kvalifikátoru.
Znovu se podíváme na příklad, tentokrát se ale zaměříme na volání inicializační funkce
RfContextCreate. Všimněme si identifikátoru event fcn a user data. V podkapitole 5.2.3
jsme nastínili myšlenku umožnit uživateli alespoň částečně kontrolovat průběh zpracování
dotazu. Právě k tomuto účelu slouží uživatelský callback, který je možné definovat při
vytváření kontextu. Tento callback je následně volán při různých událostech:
1. vyhodnocování proměnných a funkcí
2. před prováděním sémantických kontrol
3. alokace a vytváření struktur pro prezentaci komponent – RfExpr, RfVar, . . .
4. operace se strukturami pro prezentaci komponent – kopírování, duplikování, . . .
5. zjišťování informací o funkcích a proměnných – datové typy, . . .
Význam bodu 1 byl nastíněn již v podkapitole 6.5 a dále jej ozřejmíme v příkladu 7.3.1.
Události bodu 2 umožňují uživateli například zkonvertovat konstantu ještě předtím, než
proběhne sémantická kontrola typové shody pro danou operaci. Zajímavější jsou body 3, 4,
5. Ještě jednou se vrátíme k volání funkce RfContextCreate v příkladu. Posledním para-
metrem této funkce je 0. Tento parametr slouží pro předání příznaků, které definují různé
typy chování rozhraní. Jedním z těchto příznaků můžeme rozhraní zdělit, že chceme použí-
vat vlastní datové struktury. Pro následnou obsluhu struktur bude pak rozhraní používat
výlučně callback právě v případech 3, 4 a 5. S pomocí těchto událostí je tedy možné praco-
vat se strukturami s kompletně uživatelskou stavbou, a přesto využít mechanizmů rozhraní.
Druhým případem využití je pouze doplnění struktur o další uživatelské atributy. Stávající
atributy struktur zůstanou nezměněné. Pouze v callbacku pro alokaci paměti bude požado-
ván větší paměťový blok. Za standardní atributy pak mohou být vloženy aplikačně specifické
informace. Operace jako kopírování či duplikace struktur je nutné i v tomto případě řídit
v callbacku, avšak zjišťování informací jako jsou datové typy může rozhraní provádět bez
naší asistence.
7.3.3 Zpracování dotazu
Zpracování textového vstupního dotazu obstarává LALR parser ([35]) vytvořený s pomocí
bisonu na základě gramatiky jazyka. Generace a výstavba popsaných struktur interní pre-
zentace probíhá v sémantických akcích přidružených k jednotlivým pravidlům gramatiky.
Jedná se o relativně jednoduché akce. Komplikovanost do nich však vnáší nutnost kontroly
různých uživatelských konfigurací naznačovaných na konci předcházející podkapitoly.
Jádrem syntaktické analýzy je zpracování operací. Kdykoli parser oznámí výskyt ope-
race, je prováděna kontrola a příprava operandů. Jestliže jsou oba operandy konstantní, je
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operace ihned vyhodnocena a patřičné uzly stromu zrušeny. V opačném případě proběhne
kontrola kompatibility datových typů. Ta může vyústit buď v pokus o konverzi konstantní
hodnoty a nebo v generaci operace přetypování proměnné či návratové hodnoty funkce.
Selže-li některá z těchto akcí, dojde k poznačení dané chyby spolu s její pozicí v textovém
vstupním řetězci a zpracování je ukončeno. Podobně probíhá také zpracování funkcí.
Po úspěšném vyhodnocení operace dojde k přezkoumání, zda nově vytvořený uzel není
stejného typu jako některý z jeho synů. Syntaktický analyzátor totiž na základě gramatiky
generuje binární derivační strom. Interní prezentace však umožňuje použití stromu n-árního.
V případě některých operací pak můžeme takovéto dva uzly sloučit. V praxi se bude jednat
především o logický součet a nebo součin, které budou jistě často využívány ke spojení více
než dvou operací.
7.3.4 Vyhodnocování dotazu
Vstupem pro vyhodnocení dotazu je struktura RfQuery, která obsahuje interní prezen-
taci. Vyhodnocování na úrovni obecného rozhraní se týká pouze výrazů reprezentovaných
strukturou RfExpr. Evaluační procedura předpokládá RfExpr v předpřipravené podobě dle
popisu z předcházející podkapitoly. Během této procedury není proto nutné provádět žádné
další testy.
Vyhodnocování zavolá evaluační funkci na kořenový uzel a ta se rekurzivně zanořuje
stromem směrem k listům. V listových uzlech získá hodnoty, nad kterými postupně provádí
rekurzí uložené operace, než se opět nedostane zpět ke kořeni a vrátí výsledek. Princip
popsaného algoritmu ilustruje následující pseudokód:
Algoritmus 7.3.1. Vyhodnocení filtrovacího výrazu expr nad daty data
RfExprEval ( context , expr , data )
i f RfExprIsOper ( expr )
for oper in expr . opers
v a l s += RfExprEval ( context , oper , data ) ;
return make operat ion ( expr . type , v a l s ) ;
i f expr . type == RF EXPR CONST
return expr . constant . va lue ;
i f expr . type == RF EXPR VAR
return context . eventFcn ( context , RFEV VAR VAL,
expr . var , data ) ;
i f expr . type == RF EXPR FCN
for param in expr . f cn . params
v a l s += RfExprEval ( context , param , data ) ;
return context . eventFcn ( context , RFEV FCN VAL,
expr . fcn , va l s , data ) ;
Z řady v algoritmu vypuštěných detailů zde jmenujme alespoň zkrácené vyhodnocování,
které je samozřejmě využíváno v případě logických operací.
7.4 Manažerská vrstva
V této závěrečné podkapitole popisu implementace se podíváme na zajímavější částí ma-
nažerské vrstvy. Bude zde popsána správa dynamických dočasných indexů, hashování a
způsob vyhodnocování filtrů.
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7.4.1 Správa dynamických indexů
V podkapitole 5.2.4 jsme nastínili postup řešení požadavku pro řazení dle libovolného
sloupce. Zopakujme, že tento problém je v případě neindexového sloupce řešen vytvoře-
ním dočasného indexu nad daným sloupcem. Samotná tvorba indexu je samozřejmě v režii
konkrétní datové základny. V případě Dbtr se tedy jedná o naplnění idx všemi iid plat-
ných prvků z datu a následné seřazení iid dle požadovaného uspořádání. Vrstva datového
úložiště poskytuje operace vytvoření a zrušení indexu spolu s parametrem, zda má být
daný index při zápisu snapshotu ukládán. Úkolem manažerské vrstvy je tedy správa těchto
dynamických indexů.
K vytvoření dynamického indexu dochází před požadavkem na seřazení objektů dle
neindexovaného sloupce. Problém představuje odstranění tímto způsobem vytvořeného in-
dexu. Tuto akci můžeme provést až ve chvíli, kdy neexistuje žádný kurzor, který dané
uspořádání vyžaduje. Dynamické indexy musí být samozřejmě (stejně jako indexy běžné)
sdílené pro všechny kurzory dané tabulky. Aby bylo možné odhalit, kdy lze dynamický
index bezpečně odstranit, vede manažerská vrstva pro tyto indexy počítadlo referencí. Ke
skutečnému odstranění však nedochází ihned po poklesu počítadla na nulovou hodnotu.
Tento okamžik teprve odstartuje odpočet, po jehož dokončení je index skutečně odstraněn.
Tato optimalizace má pro praxi velký význam. Je zřejmé, že vybudování nového indexu je
operací náročnou. Její zbytečné opakování je proto nežádoucí. V praxi budou často nastávat
případy, kdy je otevřen tabulkový prohlížeč a uživatel si následně mění aktuální třídění dat
podle svých potřeb. Právě pro podporu této akce bylo třídění dle libovolného sloupce zařa-
zeno do požadavků. Úkolem časovače je zde zamezit opakovanému budování a odstraňování
dynamického indexu v případě frekventovaných změn sloupce definujícího třídění.
7.4.2 Hashování
V analýze požadavků jsme naznačili, že nové dbi bude podporovat kromě indexů setříděných
také hashované indexy. Vzhledem k celkové koncepci indexů v dbi, by však nebylo příliš
vhodné zařadit hashování mezi ostatní indexy. Prozatím je tedy hashování implemento-
vané pouze jako nadstavba setříděných indexů uvnitř manažerské vrstvy. Hodnoty uložené
v hash tabulce jsou iid objektů. Klíčem pro hashovací funkci je hodnota daného sloupce.
Manažerská vrstva pak poskytuje rozhraní pro povolení, respektive zakázání, hashování da-
ného indexu. Hash tabulka je vybudována vždy teprve při iniciálním povolení hashování.
Následně je již při mazání, vkládání a modifikacích dynamicky aktualizována. Standardní
funkce rozhraní dbi pro vyhledávání dle aktuálního indexu (DbKey) pak využívá tuto hash
tabulku. Rozhraní dbi bylo proto rozšířené o novou vyhledávací funkci (DbLookup), která
garantuje vyhledávání v setříděném indexu. Jestliže uživatel požaduje současně s nalezením
objektu uložit také pozici do použitého kurzoru, je samozřejmě nutné vyhledávat v indexu
setříděném. Pro vlastní implementaci hash tabulky bylo prozatím využito knihovny GLib
([17]).
7.4.3 Vyhodnocování filtru
Jak již bylo prezentováno, pro zpracování textového filtru využije databázový manažer
obecné dotazovací rozhraní. Manažerská vrstva tak musí provést napojení konkrétní ta-
bulky na struktury tohoto rozhraní. Z popisu v podkapitole 7.3.2 víme, že je třeba vytvořit
kontext a pro něj deklarovat dané proměnné. Proměnné zde zastupují sloupce tabulky.
Pro každou tabulku tak potřebujeme vlastní kontext. Z důvodu paměťové a časové úspory
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k vytvoření kontextu dojde až v případě zpracování prvního filtrovacího dotazu. Vytvořený
kontext je následně naplněn proměnnými dle sloupců tabulky a uložen do struktury ta-
bulky. Poznamenejme ještě, že obecné dotazy SELECT, UPDATE a DELETE nebyly již v této
vývojové fázi do dbi začleněny. Dotazovací rozhraní je tak využíváno pouze v módu pro
zpracování filtrovacího výrazu klauzule WHERE. Aktivace tohoto módu není svázána s kon-
textem. Příznak vynucující tento zjednodušený tvar vstupního řetězce je předáván vždy při
volání funkce pro zpracování dotazu. Při budoucím rozšíření dbi o kompletní dotazy tak
nebude problém zachovat stávající funkcionalitu filtrů.
Od dotazovacího rozhraní získá manažerská vrstva syntakticky i sémantickou správnou
prezentaci daného filtrovacího požadavku. Úkolem manažeru je tedy zvolit co nejoptimál-
nější postup při vyhodnocování. Cesty, kterými se můžeme vydat při optimalizacích vy-
hodnocování filtru, jsme shrnuli již v podkapitole 6.5.4. Nyní představíme, jak byly tyto
techniky použity konkrétně pro filtry v dbi. Klíčovou roli zde pochopitelně hrají indexy.
Využíváme totiž uspořádání, které na množině objektů definují. Dalším faktorem je ná-
ročnost dané operace. Je zřejmé, že otestování řetězce na shodu s regulárním výrazem je
řádově složitější než porovnání dvou celočíselných hodnot. Využití tohoto typu optimalizací
se samozřejmě týká pouze případu, kdy filtr obsahuje více filtrovacích pravidel dohromady
složených logickými spojkami. Cílem je pak zvolit vhodné pořadí při vyhodnocování těchto
pravidel.
Funkce pro vyhodnocení filtru je dosti dlouhá a poměrně komplikovaná. Obsahuje řadu
testů pro řešení různých případů. Pro ilustraci ukážeme tedy pouze vysokoúrovňový textový
popis této funkce:
Algoritmus 7.4.1. Vyhodnocení filtrovacího dotazu v manažerské vrstvě
1. Zpracuj textový filtrovací výraz na popis filtru
1.1. Došlo-li k chybě, ulož ji a ukonči funkci
2. Zkontroluj, zda již kurzor neobsahuje filtr
2.1. Požadoval-li uživatel sloučení filtrů, sluč popisy filtrů
2.2. Pokud došlo ke sloučení a nebo stávající filtr je v novém filtru obsažen, poznač
si příznak průchodu přes filtr, jinak stávající filtr odstraň
3. Zálohuj stav kurzoru (index, pozice)
4. Analyzuj popis filtru a vyhledej optimální cestu vyhodnocení
5. Transformuj popis filtru pro optimálnější vyhodnocení
6. Je-li nastavený příznak průchodu filtrem
6.1. Pokud optimalizátorem nalezený použitelný index odpovídá aktuálnímu indexu
filtru
6.1.1. Nalezni vymezený interval prvků ve filtru
6.2. Sekvenčně projdi všechny prvky
6.2.1. Pokud byl nalezen vymezený interval a prvek leží mimo tento interval, od-
straň ho z filtru
6.2.2. Jinak testuj shodu s novou částí popisu filtru a neodpovídající prvky z filtru
odstraňuj
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7. Jinak (není-li nastavený příznak průchodu filtrem)
7.1. Pokud optimalizátor nalezl použitelný index
7.1.1. Nastav tento index a nalezni vymezený interval prvků
7.1.2. Projdi vymezený interval
7.1.2.1. Testuj shodu s popisem filtru a odpovídající prvky zařazuj do filtru
7.2. Jinak sekvenčně projdi všechny prvky
7.2.1. Testuj shodu s popisem filtru a odpovídající prvky zařazuj do filtru
8. Obnov zálohovaný stav kurzoru
9. Pokud nebyl filtr budován dle aktuálního indexu kurzoru, setřiď jej
Jádro optimalizací v algoritmu představuje bod 4. Právě za tímto bodem se skrývají dvě
dříve avizované techniky. Nejdříve tedy zkoumáme jednotlivá filtrovací pravidla. Vybereme
z nich pouze taková, při jejímž vyhodnocování nám pomůže znalost uspořádání prvků. Sa-
mozřejmě jsou to výrazy relační. Kromě relačních pravidel však můžeme zahrnout i některé
typy výrazů na porovnávání se zástupnými znaky. Konkrétně jde o výrazy, jejíchž porovná-
vaná hodnota obsahuje nějaký konstantní prefix. Například tedy AB*. Takovýto prefix totiž
v případě lexikograficky uspořádaných řetězců vymezuje jistý interval. Tímto postupem tak
získáme množinu potenciálně použitelných pravidel. Z těchto pravidel eliminujeme ta, která
nejsou formulovaná nad indexovaným sloupcem. Zbydou nám tak již pouze skutečně použi-
telná pravidla, která umožňují vypustit vyhodnocování filtru pro některé objekty tabulky.
Pokud bylo nalezeno více kandidátních pravidel pro optimalizaci, finální volbu provádíme
prioritně s ohledem na uspořádání vyžadované po filtru. Dále zohledňujeme také složitost
vyhodnocení pravidel. Jelikož optimalizační pravidlo je z popisu filtru při vyhodnocování
odstraněno, preferujeme pravidla náročná jako porovnávání řetězců se zástupnými znaky.
Pokud nám po dokončení výběru indexem provedeného pravidla ještě další pravidla
v popisu filtru zůstanou, změníme jejich pořadí uložení v seznamu dle rychlosti jejich vy-
hodnocování. Nejrychleji jsme schopni vyhodnotit operace relační (jedna operace porov-
nání), dále pak intervaly (dvě operace porovnání s minimem a maximem), rozumně malé
výčty (operace porovnání s každým prvek výčtu), porovnávání se zástupnými znaky, shodu
s regulárním výrazem a na konec velmi obsáhlé výčty. Nejsnadnější operace přesuneme na
první místa v seznamu reprezentujícím dětské uzly logických operací. Této změny pořadí
následně využije zkrácené vyhodnocování, jelikož složitější výrazy budou ležet až na konci
v seznamu a na jejich vyhodnocení často vůbec nedojde.
V případě vyhledávacího dotazu je situace podobná jako u filtru. Liší se akce, kterou
provádíme v případě nalezení odpovídajícího objektu. U vyhledávání pouze vrátíme daný
objekt a algoritmus ukončíme. Zde jsme ale na rozdíl od filtrů při optimalizacích limitovaní
situací, kdy uživatel požaduje znát také pozici nalezeného objektu. V této situaci máme
jasně dané uspořádání, které musíme využít, a proto se hledání optimální cesty zužuje pouze
na tento jeden index.
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Kapitola 8
Zhodnocení výsledků a budoucí
vývoj
Cílem této předposlední kapitoly je zhodnocení dosažených výsledků. Nejdříve zde před-
stavíme jednotlivé testy výkonnosti nového databázového rozhraní a rozebereme jejich vý-
sledky. Následně se podíváme na splnění zadaných požadavků a prodiskutujeme budoucí
vývoj implementovaného projektu.
8.1 Testování
V této podkapitole uvedeme výsledky prováděných testů. Jedná se o testy výkonnostního
srovnání nové a stávající implementace dbi. Testy byly prováděny na tabulce popisující
základní obecný objekt v Rdb. Tato tabulka má následující strukturu:
Název Datový typ Popis
gisid DB INT (8) identifikátor objektu pro párování se systémem GIS
name DB VARCHAR jméno objektu
type DB UINT (1) kód energetického typu objektu
idomain DB UINT (4) identifikační číslo domény objektu
ivlvl DB INT (4) identifikační číslo napěťové úrovně objektu
Tabulka 8.1: Struktura tabulky použité pro srovnávací testy
Čísla v závorkách ve sloupci datového typu určují počet definovaných bytů. Tabulka
obsahuje index nad sloupcem name. Pro relevantnost prováděných testů jsme zvolili počty
prvků v řádech stovek tisíců, konkrétně interval 〈100000, 1200000〉 s krokem 100000. Cílem
testů není ukázat několikanásobný výkonností nárůst pro datové objemy v řádech desítek
milionů. Takovýto výsledek lze předpokládat již z popisu struktur stávajícího a nového dbi.
Podobného výsledku bychom pravděpodobně docílili také při srovnání nového dbi s někte-
rým s kvalitních moderních IMDB systémů pro tabulku ze stovkami miliónu prvků. Úkolem
testu je poměřit výkonnost pro počty prvků v praxi používané v řídícím procesu Rdb.
Každý test byl pro všechny počty prvků zopakován dvacetkrát a výsledná hodnota byla
vypočtena jako průměr těchto měření. Důvodem je snaha maximálně eliminovat nežádoucí
výkonností výkyvy způsobené například dočasným vytížením procesoru některým procesem
operačního systému. V případě nového dbi do testů zahrneme vždy dvě varianty. Tou první
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je běžné nové dbi, druhá varianta zobrazuje výsledky při použití hashe vybudovaného nad
indexem.
Před vlastními testy ještě shrneme prostorové nároky jednotlivých implementací. Ná-
sledující tabulka zobrazuje diskovou a paměťovou kapacitu potřebnou k uchování testované
tabulky. Jelikož hashovací tabulka je tvořena vždy až po rekonstrukci ze snapshotu nebu-
deme tuto variantu do diskových nároků zahrnovat.
Počet
Disk Paměť
Současné Nové Současné Nové Nové + Hash
100000 4MB 5MB 4.4MB 5.0MB 7.0MB
200000 8MB 11MB 8.9MB 10.2MB 14.3MB
300000 12MB 16MB 13.6MB 15.7MB 21.9MB
400000 16MB 21MB 18.2MB 21.1MB 29.5MB
500000 20MB 26MB 22.6MB 26.1MB 36.4MB
600000 23MB 31MB 26.5MB 31.2MB 42.9MB
700000 27MB 36MB 30.4MB 36.1MB 49.5MB
800000 31MB 42MB 34.9MB 41.5MB 56.9MB
900000 35MB 48MB 39.9MB 47.4MB 65.4MB
1000000 39MB 54MB 44.9MB 53.4MB 73.9MB
1100000 43MB 59MB 49.7MB 59.2MB 82.2MB
1200000 47MB 65MB 54.4MB 64.6MB 89.8MB
Tabulka 8.2: Srovnání prostorových nároků současného a nového dbi
V prezentované tabulce je vidět, že nová implementace dbi je jak na diskovou tak na
paměťovou kapacitu náročnější. Tento rozdíl je zapříčiněn neobsazenými pozice ve struktu-
rách idx a var a také zvětšením počtu bytů, které zabírá v objektu datový typ proměnné
velikosti (viz. 7.1.3). Na druhou stranu vidíme, že současné dbi v paměti vyžaduje větší
prostor, než který spotřebuje snapshot na disku. Tento fakt je zapříčiněn způsobem alokace
paměti pro řetězce proměnné velikosti. Jak bylo řečeno dříve (4.8.9), současné dbi alokuje
paměť pro každý řetězec zvlášť. Operační systém však přiděluje dynamické paměťové bloky
s jistým krokem, a tak zůstane relativně velké množství paměti nevyužité. Dále můžeme
z tabulky vypozorovat poměrně vysoké paměťové nároky při doplnění indexu o hashování.
Současná implementace hash tabulky spotřebuje navíc přibližně 40% z celkové vyžadované
kapacity operační paměti.
Doplňme ještě, že všechny testy byly realizovány na stroji s následující specifikací:
Procesor Intel Core i7, 2.20GHz, 4 cores, 8 threads
Cache L1: 32KB, L2: 256KB, L3: 6MB
Operační Paměť 8GB DDR3, 1333MHz
Pevný disk HDD 5400rpm
Operační systém Linux, Ubuntu 12.04, 32bit
Tabulka 8.3: Parametry testovacího stroje
Vzhledem k tomu, že se jedná o testy srovnávací, nepovažujeme konkrétní parame-
try počítače za příliš podstatné. Změna parametrů stroje by jistě ovlivnila absolutní dobu
trvání, avšak poměr výkonnosti současné a nové implementace by se neměl zásadním způ-
sobem lišit. Větší vliv na výsledek testů by teoreticky mohla mít změna operačního či
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souborového systému. Testy ukládání a načítání jsou totiž závislé především na efektivitě
práce s diskem, která stojí právě na těchto dvou aspektech.
Nyní každému testu věnujeme samostatnou podkapitolu. Naměřené časové hodnoty vy-
neseme do grafu. Následně výsledky vyhodnotíme s využitím call grafu ([71]). Pro tvorbu
call grafů byl využit nástroj callgrind ([19]). S interpretací vzniklých call grafů nám pomohla
grafická aplikace kcachegrind ([18]). Měřené časové údaje se pohybují v řádech milisekund.
Poznamenejme ještě, že zobrazovaný časový rozsah (osa Y) je nastaven vždy s ohledem na
naměřené hodnoty, aby v grafu co nejvíce vynikl rozdíl mezi stávající a novou implementací.
8.1.1 Test 1 – Vkládání
Specifikace: 1000× vložení objektu s náhodně generovanými atributy
Výsledný graf :
























Obrázek 8.1: Graf výkonnostního srovnání vkládání prvků
Vyhodnocení: Z grafu vidíme, že pro operaci vkládání se charakteristika rychlosti odezvy
současného a nového dbi výrazným způsobem liší. Pro stanovené počty prvků je rychlost
zpracování požadavku v nové implementaci téměř konstantní. Naproti tomu u stávajícího
dbi způsobuje zvyšování počtu prvků značnou degradaci. Analýza call grafu současného dbi
pro 1200000 prvků ukazuje, že přibližně 96% výpočetního času strávila testovací aplikace
ve funkci dat extend. Tato funkce provádí zvětšení datu spolu s vložením nové položky
na zadané místo. Z toho 50% času prováděl program pouze přesuny paměti s využitím
memmove. Dále můžeme pozorovat, že aktualizace hashovací tabulky pro testované počty
prvků nepřináší téměř žádnou režii.
Výsledky testů mazání a modifikace mají velmi podobný charakter. V případě stávají-
cího dbi zde opět většinu času zaberou úpravy datu. Stejně tak křivka znázorňující rychlost
odezvy v novém dbi má konstantní průběh. Také nutné úpravy hashovací tabulky se na
výsledné rychlosti v takřka neprojevují. Tyto dva testy proto nebudeme ani prezentovat.
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8.1.2 Test 2 – Vyhledávání
Specifikace: 100000× vyhledání objektu dle textového klíče
Výsledný graf :






























Obrázek 8.2: Graf výkonnostního srovnání vyhledávání prvků
Vyhodnocení: Ve vyhledávání dle textového řetězce jasně dominuje hashování. Oproti stá-
vající implementaci přináší téměř dvaceti násobné zrychlení. Překvapením je mírné zvýšení
výkonnosti při vyhledávání půlením intervalů v nové implementaci. Nové dbi zde totiž
musí oproti implementaci stávající řešit kromě samotného algoritmu navíc také nalezení
nejbližšího následující platného prvku v indexu (7.1.2). Příčina tohoto zrychlení není příliš
zřejmá ani z analýzy call grafu. V obou porovnávaných variantách jsou principiálně volány
funkce s podobným účelem. Stejně tak není patrné ani nějaké konkrétní místo, kde by sou-
časné dbi výrazně zaostávalo. Většina potřebných částí je zkrátka v novém dbi provedena
o něco málo rychleji. Akcelerace pramení pravděpodobně pouze z faktu, že dbi bylo im-
plementováno znovu a došlo tak k
”
očištění“ zdrojového kódu od nedostatků zanesených
postupnými úpravami během let vývoje systému RIS.
8.1.3 Test 3 – Sekvenční průchod
Specifikace: dopředný sekvenční průchod přes všechny prvky
Výsledný graf :
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Obrázek 8.3: Graf výkonnostního srovnání sekvenčního průchodu
Vyhodnocení: Zde můžeme vidět téměř shodné výsledky. Nová implementace je v tomto
testu o jednotky milisekund pomalejší. V případě sekvenčního průchodu bylo zmiňované
”
pročištění“ kódu vyváženo přidáním testů na následující platný prvek v indexu (7.1.2) a
především také režií, kterou přináší postupné volání funkce pro předání následníka v jed-
notlivých vrstvách (6.7). Největším zklamáním je ale sekvenční průchod přímo přes dat
(v grafu zobrazený zelenou barvou). Očekávání, že tento typ průchodu přinese podstatné
zrychlení, bylo bohužel mylné. Jelikož je nutné získání prvku na daném iid doplnit o test
jeho platnosti (7.1.1), je rychlost v podstatě shodná s průchodem přes index.
8.1.4 Test 4 – Ukládání snapshotu
Specifikace: zápis snapshotu kompletně modifikované tabulky na disk
Výsledné grafy:






















Obrázek 8.4: Graf výkonnostního srovnání ukládání kompletně modifikované tabulky
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Specifikace: zápis snapshotu přibližně z 1/5 modifikované tabulky tabulky na disk






















Obrázek 8.5: Graf výkonnostního srovnání ukládání přibližně z 1/5 modifikované tabulky
Vyhodnocení: Test ukládání snapshotu byl proveden ve dvou různých situacích. První test
provádí zápis snapshotu zcela modifikované tabulky. Druhý test více reflektuje praktické
použití. Zobrazuje totiž výsledky při ukládání snapshotu částečně modifikované tabulky.
Na první pohled vidíme zajímavý fakt, že rychlost zápisu klasického nového dbi a varianty
s hashem se odlišuje. Hashovací tabulka se přitom na snapshotu žádným způsobem nepo-
dílí. Stejně tak vidíme, že se liší křivky reprezentující současné dbi v prvním a v druhém
grafu. Stávající dbi přitom zapisuje vždy kompletní tabulku bez ohledu na její stav. Obě
tyto skutečnosti jsou způsobeny výkonnostními výkyvy při práci s diskovým souborem.
Tyto výkyvy jsou z pohledu námi měřených hodnot obrovské. Například uložení snapshotu
stejně velké tabulky stejnou verzí dbi trvá jednou 40 milisekund a podruhé 2 sekundy.
Z tohoto důvodu byl tento test opakován pro každou velikost tabulky čtyřicetkrát, namísto
stávajících dvaceti opakování. Vidíme však, že i tak se jedno průměrované měření dosti liší
od jiného. Z interpretace call grafů jsme zjistili, že rychlost ukládání přímo závisí na volání
standardních funkcí jazyka C fwrite a fseek, jejichž nestabilní doba provádění způsobuje
popisované výkonnostní výkyvy.
Přestože jsou výsledky naměřené v rámci tohoto testu spíše orientační, můžeme z grafu
jistý trend vyčíst. Celkově můžeme vypozorovat, že nová implementace ukládá snapshoty
poměrně výrazně rychleji. Stejně tak vidíme, že segmentované ukládání přináší pro větší
datové objemy lepší výsledky než zápis celistvé tabulky. Za povšimnutí stojí nepatřičně
vysoký nárůst času ukládání tabulky nového dbi v prvním grafu mezi hodnotami 1000000 a
1100000. I pro počet prvků 1100000 se hodnoty individuálních měření pohybovaly v širokém
intervalu. Na rozdíl od počtů nižších zde však převážily delší časy ukládání, a tak se výsledný
průměr vyhoupl nad 300 milisekund. Vzhledem k tomu, že podobný trend lze sledovat jak
u červené (nové dbi), tak u žluté křivky (nové dbi s hashem), a stejných výsledků jsme
dosáhli i při opakovaném měření, velmi pravděpodobně se nejedná o náhodu. Pro zjištění
skutečné příčiny tohoto náhlého nárůstu bychom se museli pustit do studia konkrétního
souborového systému.
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8.1.5 Test 5 – Rekonstrukce ze snapshotu
Specifikace: načtení snapshotu z disku a rekonstrukce stavu tabulky
Výsledný graf :





















Obrázek 8.6: Graf výkonnostního srovnání načítání tabulky z disku
Vyhodnocení: Na rozdíl od zápisu snapshotu, v případě jeho čtení z disku nedocházelo
k žádným nenadálým výkyvům. Změna rychlosti vzhledem k počtu prvků současného i no-
vého dbi tvoří v grafu téměř přímku. Vidíme, že nová implementace obnoví testovanou ta-
bulku ze snapshotu přibližné dvakrát rychleji. Velmi zajímavý je zde fakt, že 88% celkového
času načítání tráví nové dbi v interní funkci dbtr resolve var fields. Tato funkce, jak
již název napovídá, obstarává dříve avizovanou rekonstrukci ukazatelů z objektů na řetězce
(7.1.3). Jedná se o jedinou operaci, která vyžaduje nějaké úpravy v načtených stránkách
datových struktur. Jak víme z předcházejícího popisu (4.8.9), stávající dbi při načítání ta-
bulky ze snapshotu musí provádět operace složitější. Alokace paměti pro textový řetězec
atributu name testovací tabulky sebrala přibližně čtvrtinu celkového času. 40% času pak
probíhalo vlastní čtení ze souboru, jelikož současné dbi provádí čtení po malých částech,
ze kterých obnovuje datové typy proměnné velikosti. Zbylý čas pak byly prováděny různé
další potřebné akce.
Výrazně delší dobu trvá rekonstrukce ze snapshotu v případě použití hashování. Hash
tabulka totiž není na disk zapisována, a tak velký časový rozdíl mezi červenou a žlutou
křivkou představuje právě její vytvoření.
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8.1.6 Test 6 – Simulace činnosti řídícího procesu
Specifikace: 100× vložení prvku, 100× smazání prvku, 100× modifikace indexovaného
atributu, 50000× vyhledávání dle textového klíče, 50000× modifikace neindexovaného atri-
butu, 1× zápis snapshotu tabulky na disk
Výsledný graf :

























Obrázek 8.7: Graf výkonnostního srovnání simulace Rdb
Vyhodnocení: Tento závěrečný test je nejblíže skutečné aplikaci dbi v praxi. Jedná se
o zjednodušenou simulaci datových operací prováděných v rámci běžné činnosti procesu
Rdb. Datové operace odrážejí prováděné akce popsané v podkapitole 4.4. Značná pře-
vaha vyhledávacích a modifikačních operací neindexovaného atributu představuje mapo-
vání měřených telemetrií a následnou modifikaci reflektující přijatou změnu. V těchto ak-
cích jsou zahrnuty také dopočty a požadavky na vyhledávání od jiných procesů. Operace
mazání, vkládání a modifikace indexového atributu představující činnost dalších procesů a
také uživatelů v systému.
Z grafu vidíme, že nová implementace vyšla v tomto srovnávacím testu jako výrazně
výkonnější. Podobný výsledek se však dal očekávat již na základě testů předcházejících,
jelikož simulace činnosti Rdb je sestavena z již testovaných operací. Významné zrychlení
zde přináší také hashování, které ušetří spoustu času na vyhledávacích akcích.
8.2 Ověření splnění požadavků
Primárním požadavkem kladeným na novou implementaci dbi bylo zefektivnění práce s většími
datovými objemy. Na základě testů z předcházející podkapitoly je patrné, že dřívější tvr-
zení o zdroji neefektivity u modifikačních operací bylo pravdivé. Při analýze call grafu se
ukázalo, že přes 90% celkového času probíhaly režijní úpravy indexové struktury. Z prove-
dených testů také vidíme, že nově vytvořené dbi tento zásadní nedostatek odstraňuje. Pro
požadované datové kapacity je jeho rychlost odezvy téměř neměnná.
Se slabou podporou větších datových objemů současného dbi souvisel také požadavek na
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rychlejší zápis snapshotu. Na základě výsledků testu 4 můžeme konstatovat, že při běžném
provozu, kdy dochází k modifikacím pouze jisté podmnožiny prvků, nastává s rostoucím
počtem prvků pouze k mírnému zpomalování. Konstatování se opět vztahuje samozřejmě
pouze na v praxi používané datové kapacity, pro něž byly testy prováděny.
Další požadavky se již týkaly rozšíření dbi o novou funkcionalitu. Dle prvního z těchto
požadavků bylo vytvořeno obecné dotazovací rozhraní, jehož aplikací bylo implementováno
filtrování a vyhledávání. Postačující úroveň obecnosti byla ověřena také použitím imple-
mentovaného rozhraní pro tvorbu filtrovacího jazyka v grafických modelech energetických
sestav. Tato úspěšná aplikace rozhraní probíhala paralelně s vývojem tohoto projektu. Sa-
motné filtrování v dbi bylo také doplněno o požadované dynamické chování. Na kurzor
aplikovaný filtr je aktualizován na základě prováděných operací nad tabulkou, a je tedy
z pohledu uživatelských akcí plně transparentní.
Dále bylo dbi obohaceno o možnost třídění podle libovolného sloupce. Tento požadavek
byl uskutečněn pomocí doplnění podpory pro dynamické dočasné indexy. Doplněna byla
také podpora pro deaktivaci a následnou zpětnou aktivaci indexů.
Jako součást projektu proběhla také implementace nového překladače definičního ja-
zyka tabulek. Dle požadavků byl nový překladač zbaven závislostí na vysokoúrovňových
knihovnách systému RIS, a není tedy nadále nutné šířit jeho binární podobu společně se
zdrojovými kódy. Implementace byla provedena v souladu s plánovanými rozšířeními pro
podporu lokalizovaných názvu atributů. Paralelně s vývojem projektu byly vytvořeny také
překladové nástroje umožnující popisované chování. Implementace lokalizace však není pro-
zatím do nového dbi začleněna.
Architektura nového dbi byla rozvrstvena do jednotlivých logických celků. Tato úprava
najde skutečné docenění až časem, kdy bude docházet k dalšímu vývoji a rozšiřování da-
tabázového rozhraní. Podle požadavků došlo k separaci vlastní datové základny a rozhraní
dbi. Konkrétní datová úložiště jsou do databázového rozhraní načítána jako dynamické plu-
giny. Toto rozšíření by mělo do budoucna umožnit výměnu fyzického úložiště. Jako součást
tohoto projektu byl však vytvořen pouze jeden funkční plugin. Vlastní výměna úložiště
tedy nebyla prozatím prakticky odzkoušena. Rozhraní pluginu tak bude zřejmě nutné v bu-
doucnu ještě dále modifikovat. Je ale možné předpokládat, že vytvořený koncept pluginů a
unifikovaného rozhraní bude pro různé datové základny použitelný.
Nad rámec požadovaných úprav byla do implementovaného databázového rozhraní do-
plněna také experimentální podpora pro hashované indexy.
Na základě výsledků srovnávacích testů by mělo nové dbi přinést výrazné zrychlení pro
celý systém RIS. Dle testu 6 (8.1.6) je však především očekávána optimalizace rychlosti
odezvy pro proces Rdb, jehož akcelerace byla hlavním důvodem vzniku celého projektu.
Specifikované požadavky lze tedy považovat za splněné.
8.3 Budoucí vývoj
Firma ELEKTROSYSTEM jako zadavatel projektu ohodnotila dosažené výsledky kladně.
Vývoj projektu pod záštitou společnosti bude tedy dále pokračovat. Primárním cílem se
nyní stává integrace doplňkových funkcí obsažených v současném dbi. Jmenujme zde napří-
klad implementaci datového typu vnořená tabulka, tvorbu pohledů či dynamickou změnu
struktury tabulek. Dříve než bude možné zahájit proces náhrady současného dbi, je sa-
mozřejmě nutné zahrnout do nové implementace kompletní funkcionalitu stávajícího řešení.
Jelikož databázové rozhraní představuje jeden ze základních stavebních kamenů celého sys-
tému RIS, po dokončení zmiňované vývojové etapy bude zásadním krokem kvalitní otesto-
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vání správné funkcionality. Jako vhodné řešení se zde jeví tvorba automatizovaných testova-
cích nástrojů, jejíchž úkolem bude provádět operace nad tabulkami a kontrolovat správnost
výsledků. S využitím tohoto nástroje by pak byly namodelovány datové činnosti kritických
řídících procesů a mohly by probíhat konkrétní testy.
Některé další požadavky pro budoucí vývoj byly zmíněny již v kapitole 5. Uveďme tedy
například popsaný požadavek na zobecnění synchronizačního rozhraní a nebo částečnou
podporu standardizovaného rozhraní ODBC. Spoustu příležitostí pro vylepšení a další op-
timalizace lze nalézt samozřejmě také v implementovaných částech. Jako příklad vezmeme
oblast aplikace dotazovacího rozhraní v dbi. V rámci budoucího vývoje zde bude žádaná
implementace dotazů nad vnořenými a odkazovanými tabulkami. Také by bylo jistě užitečné
začlenit do dbi API pro obecné dotazy SELECT, UPDATE a DELETE, jejichž zpracování dota-
zovací rozhraní již obsahuje. Takto rozšířené možnosti dotazování by ale na druhou stranu
vedly k násobnému zesložitění možných optimalizací vyhodnocování. Dostali bychom se tím
vlastně téměř na složitost optimalizátorů dotazů v běžných databázových systémech.
Další oblastí, které by jistě prospěla vylepšení, je hashování. Současná implementovaná
podpora pro hashované indexy je pouze experimentální. Jelikož se ale v simulačním testu
Rdb doplněné hashování velmi osvědčilo, bylo by vhodné v tomto směru vývoje dbi po-
kračovat. Prvním krokem by zde byla implementace vlastní hashovací tabulky navržené na
míru potřebám dbi.
Na závěr ještě prezentujeme jednu do budoucna plánovanou optimalizační techniku. Při
studiu metody vysoké dostupnosti používané v IMDB systémech jsme dospěli k závěru, že
pro systém RIS by bylo zavedení mechanismu replikace dat významným přínosem. Cílem
zařazení techniky by zde bylo primárně snížení zátěže řídícího procesu Rdb. Připomeňme
si činnosti, které musí Rdb vykonávat (4.4). Kromě náročných výpočtů musí Rdb rozesílat
spontánně změny spoustě různých procesů a také reagovat na dotazy těmito procesy inicio-
vané. Obě tyto činnosti přináší z pohledu výpočtů zbytečné zdržování. S využitím replikace
bychom přitom mohli tyto akce eliminovat. Vytvoříme pomocný proces, do kterého budeme
replikovat data pořízená od Rdb. Tento proces bude zajišťovat rozesílání změn všem ostat-
ním. Stejně tak mohou být na tento proces směrovány všechny dotazy. Sama Rdb pak bude
odesílat změny pouze tomuto pomocnému procesu. Důsledkem bude mírné zpomalení šíření
změn. Z pohledu procesů obstarávajících uživatelské rozhraní je toto zpomalení irelevantní.
Pro jiné řídící procesy je obtížné dělat nějaké závěry již nyní. Pokud by se ukázalo, že pro
některé procesy je zpomalení kritické, není problém vrátit se v jejich případě k přímému
spojení s Rdb.
S touto myšlenkou můžeme jít teoreticky ještě dále. Vzpomeňme si na architekturu
systému RIS (4.6). Procesy komunikující s Rdb jsou roztroušeny na několika klientských
strojích. Můžeme tak vybrat stroje, kde pracují uživatelé požadující pro svoji každodenní
činnost běh velkého množství s Rdb svázaných aplikací. Na takovéto stroje můžeme data
Rdb opět replikovat. Výrazně tak snížíme dobu odezvy klientských aplikací, protože jejich
dotazy na data Rdb budou probíhat v rámci jedné stanice. Navíc tím urychlíme také roze-
sílání změn od Rdb, protože pomocný proces běžící na serveru nebude muset tyto dotazy
řešit. Téměř pro žádné procesy používané přímo na uživatelských počítačích nepředstavuje




Tato práce se zabývala rekonstrukcí a modernizací proprietární paměťové databázového
rozhraní. Hlavním cílem byla implementace v praxi použitelné nové databáze v souladu
s požadavky zadavatele projektu.
Začátek práce byl věnován stručnému úvodu do databázových systému obecně. Byly
zde představeny základní pojmy z této oblasti informačních technologií doplněné o odkazy
do relevantních zdrojů. Teoretické uvedení následně pokračovalo již ke specifické skupině
databázových systémů pracujících v operační paměti. V práci byly představeny výhody
a nevýhody tohoto řešení perzistentního datového úložiště. Byly prozkoumány a zdoku-
mentovány problémy, kterým je nutné v případě této skupiny databázových systémů čelit.
Společně se studiem problematiky paměťových databází byly také prostudovány existující
implementace. Teoretický úvod práce byl tak zakončen stručným přehledem těchto systémů
a jejich specifických vlastností.
Po představení klíčových aspektů databázových systému v operační paměti byl v práci
uveden krátký popis řídícího systému zadavatele projektu. Analýza tohoto systému byla
nutná především proto, aby bylo možné odhalit všechny klíčové rysy jeho proprietární da-
tabáze. Práce tak prezentovala základní charakteristiku některých významných komponent
a technologií řídícího systému. Poté bylo úsilí zaměřeno na zkoumání nedostatků stávajícího
databázového řešení společně se souhrnem požadavků a úprav týkajících se nové implemen-
tace. V práci byla shrnuta specifikace a rozbor těchto požadavků a byly navrženy možné
postupy při jejich řešení.
Dalším krokem již byl vlastní návrh nového databázové rozhraní. Nejdříve byl před-
staven návrh implementované architektury. Zamýšlená koncepce systému byla rozdělena
do separátních vrstev. Následně byly jednotlivé vrstvy rozebrány a byly navrženy datové
struktury a postupy řešící specifikované požadavky.
Poté následoval popis samotné implementace navrženého databázového rozhraní. V práci
byly prezentovány implementační detaily, různé využité optimalizační techniky a také pro-
blémy, kterým bylo nutné při vývoji projektu čelit.
Za charakteristikou realizované implementace byly představeny testy srovnání výkon-
nosti současné a nové implementace. Výsledky jednotlivých testů byly ilustrovány v grafech
a interpretovány s využití analýzy call grafu průběhu testu.
Na závěr shrnula práce dosažené výsledky a konfrontovala je se specifikovanými poža-
davky. Byl diskutován také budoucí vývoj projektu, který bude pokračovat pod vedením
zadavatele.
Jako realizační výstup této diplomové práce vzniklo funkční, požadavky splňující, nové
databázové rozhraní. Implementace nového dbi probíhala zcela od počátku bez přebírání
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částí zdrojového kódu stávajícího řešení. Ze současné implementace byly však převzaty
některé základní principy jako paměťová segmentace datových struktur, sekvenční průchod
přes setříděné indexy či síťová komunikace prostřednictvím partnerských kurzorů nad cmi.
Dle výsledků testů by v budoucnu provedená náhrada stávajícího řešení měla přinést do
systému RIS kromě nové funkcionality také nezanedbatelné zrychlení řídících procesů. Z po-
hledu zadavatele projektu byl tedy výstup hodnocen pozitivně.
Na závěr ještě poznamenejme, že práce byla prezentována na studentské soutěži EEICT
a je publikována ve sborníku této soutěže ([27]).
88
Literatura
[1] Oracle Corporation: Extreme Performance with In-Memory Database Technology -
Real Life Stories [online]. 2012 [cit. 2012-12-25].
URL http://www.oracle.com/technetwork/products/timesten/overview/
usps-customer-case-1446282.pdf
[2] cplusplus.com: function memmove [online]. 2012 [cit. 2013-01-02].
URL http://www.cplusplus.com/reference/cstring/memmove/
[3] cplusplus.com: function fseek [online]. 2012 [cit. 2013-05-04].
URL http://www.cplusplus.com/reference/cstdio/fseek/
[4] cplusplus.com: function fwrite [online]. 2012 [cit. 2013-05-04].
URL http://www.cplusplus.com/reference/cstdio/fwrite/
[5] Elektrosystem: Řídící a informační systém RIS [online]. [cit. 2012-12-03].
URL http://www.esys.cz/ris.php
[6] Microsoft: Microsoft SQL Server [online]. [cit. 2012-12-05].
URL http://www.microsoft.com/sqlserver/en/us/default.aspx
[7] MySQL [online]. [cit. 2012-12-05].
URL http://www.mysql.com
[8] Object Data Management Group [online]. [cit. 2012-12-05].
URL http://www.odbms.org/odmg/
[9] Oracle Corporation: Oracle Database [online]. [cit. 2012-12-05].
URL http://www.oracle.com/us/products/database/index.html
[10] PostgreSQL [online]. [cit. 2012-12-05].
URL http://www.postgresql.org
[11] HSQLDB Chapter 2. SQL Language [online]. [cit. 2012-12-25].
URL http://hsqldb.org/doc/guide/sqlgeneral-chapt.html#sgc_standards
[12] IBM: POWER7 Processors: The Beat Goes On [online]. [cit. 2012-12-25].
URL http://www.ibm.com/developerworks/wikis/download/attachments/
104533501/POWER7+-+The+Beat+Goes+On.pdf
[13] SQLite: How SQLite Is Tested [online]. [cit. 2012-12-25].
URL http://www.sqlite.org/testing.html
89
[14] Bison - GNU parser generator [online]. [cit. 2012-12-30].
URL http://www.gnu.org/software/bison/
[15] flex: The Fast Lexical Analyzer [online]. [cit. 2012-12-30].
URL http://www.gnu.org/software/flex/
[16] Parsing in Perl [online]. [cit. 2012-12-30].
URL http://nereida.deioc.ull.es/~pl/pspdf/otros/YE06-Parsers.pdf
[17] GLib Reference Manual [online]. [cit. 2013-05-01].
URL https://developer.gnome.org/glib/
[18] kcachegrind: Call Graph Viewer [online]. [cit. 2013-05-03].
URL http://kcachegrind.sourceforge.net/html/Home.html
[19] Valgrind User Manual: Callgrind [online]. [cit. 2013-05-03].
URL http://valgrind.org/docs/manual/cl-manual.html
[20] Albutiu, M.-C.; Kemper, A.; Neumann, T.: Massively parallel sort-merge joins in
main memory multi-core database systems. Proc. VLDB Endow., ročník 5, č. 10,
Červen 2012: s. 1064–1075, ISSN 2150-8097.
URL http://dl.acm.org/citation.cfm?id=2336664.2336678
[21] Bagui, S.; Earp, R.: Database design using entity-relationship diagrams. Boca Raton,
FL: CRC Press, druhé vydání, 2012, ISBN 978-1439861769.
[22] Chamberlin, D. D.; Astrahan, M. M.; Blasgen, M. W.; aj.: A history and evaluation
of System R. Commun. ACM, ročník 24, č. 10, Říjen 1981: s. 632–646, ISSN
0001-0782, doi:10.1145/358769.358784.
URL http://doi.acm.org/10.1145/358769.358784
[23] Choinyambuu, S.: In Memory Database: Performance evaluation based on query time
[online]. 21.12.2010 [cit. 2012-12-10].
URL http://wiki.hsr.ch/Datenbanken/files/IMDB.pdf
[24] Codd, E. F.: A relational model of data for large shared data banks. Commun. ACM,
ročník 13, č. 6, Červen 1970: s. 377–387, ISSN 0001-0782, doi:10.1145/362384.362685.
URL http://doi.acm.org/10.1145/362384.362685
[25] Date, C. J.: The database relational model : A retrospective review and analysis.
Reading, MA: Addison-Wesley, 2001, ISBN 978-0201612943.
[26] Deshmukh, P. A.: Review on Main Memory Database. In International Journal of
Computer & Communication Technology (IJCCT), ročník 2, Bhubaneswar, ORISSA,
INDIA, 2011, s. 54–58.
URL http://interscience.in/IJCCT_Vol2Iss7/paper11.pdf
[27] Drahanský, M.; Orság, F. (editoři): Proceedings of the 19th Conference STUDENT
EEICT, Volume 2, Vysoké učení technické v Brně, Fakulta elektrotechniky a
komunikačních technologií a Fakulta informačních technologií, 2013, ISBN
978-80-214-4694-6.
90
[28] Elmasri, R.; Navathe, S. B.: Fundamentals of database systems. Boston:
Addison-Wesley, šesté vydání, 2011, ISBN 978-0-136-08620-8.
[29] Foundation, P. S.: Python Programming Language [online]. [cit. 2013-04-21].
URL http://www.python.org/
[30] Garcia-Molina, H.; Salem, K.: Main Memory Database Systems: An Overview. IEEE
Trans. on Knowl. and Data Eng., ročník 4, č. 6, Prosinec 1992: s. 509–516, ISSN
1041-4347, doi:10.1109/69.180602.
URL http://dx.doi.org/10.1109/69.180602
[31] Garcia-Molina, H.; Ullman, J. D.; Widom, J.: Database systems : The complete book.
Upper Saddle River, N.J 07458: Pearson Prentice Hall, druhé vydání, 2009, ISBN
978-0131873254.
[32] Graves, S.: In-memory database systems. Linux J., ročník 2002, č. 101, Září 2002: s.
10–, ISSN 1075-3583.
URL http://dl.acm.org/citation.cfm?id=566949.566959
[33] Hennessy, J.; Patterson, D. A.: Computer architecture : a quantitative approach.
Waltham, MA: Morgan Kaufmann/Elsevier, 2012, ISBN 9780123838728.
[34] Hunag, J.: Systems Programming – Malloc Lecture [online]. 2012 [cit. 2013-05-02].
URL
http://web.eecs.utk.edu/~huangj/cs360/360/notes/Malloc1/lecture.html
[35] Johnson, M.: LALR Parsing [online]. 2008-06-09 [cit. 2013-01-03].
URL http://dragonbook.stanford.edu/lecture-notes/Stanford-CS143/
11-LALR-Parsing.pdf
[36] Kim, W.: Introduction to Object-Oriented Databases (Computer Systems Series). The
MIT Press, 2008, ISBN 978-0262512169.
[37] Kolltveit, H.: Efficient Commit Processing in High-Availability Main-Memory
Databases. Dizertační práce, Norwegian University of Science and Technology,
Květen 2008.
[38] Kolltveit, H.; Hvasshovd, S.-O.: Efficient High Availability Commit Processing. In
Proceedings of the 2008 Third International Conference on Availability, Reliability
and Security, ARES ’08, Washington, DC, USA: IEEE Computer Society, 2008,
ISBN 978-0-7695-3102-1, s. 64–71, doi:10.1109/ARES.2008.78.
URL http://dx.doi.org/10.1109/ARES.2008.78
[39] Kolltveit, H.; Hvasshovd, S.-O.: Main memory commit processing: the impact of
priorities. In Proceedings of the 13th international conference on Database systems
for advanced applications, DASFAA’08, Berlin, Heidelberg: Springer-Verlag, 2008,
ISBN 3-540-78567-1, 978-3-540-78567-5, s. 470–477.
URL http://dl.acm.org/citation.cfm?id=1802514.1802561
[40] Larson, P.-A.; Blanas, S.; Diaconu, C.; aj.: High-performance concurrency control
mechanisms for main-memory databases. Proc. VLDB Endow., ročník 5, č. 4,
Prosinec 2011: s. 298–309, ISSN 2150-8097.
URL http://dl.acm.org/citation.cfm?id=2095686.2095689
91
[41] Lehman, T. J.; Carey, M. J.: A Study of Index Structures for Main Memory
Database Management Systems. In Proceedings of the 12th International Conference
on Very Large Data Bases, VLDB ’86, San Francisco, CA, USA: Morgan Kaufmann
Publishers Inc., 1986, ISBN 0-934613-18-4, s. 294–303.
URL http://dl.acm.org/citation.cfm?id=645913.671312
[42] Lehman, T. J.; Carey, M. J.: A recovery algorithm for a high-performance
memory-resident database system. SIGMOD Rec., ročník 16, č. 3, Prosinec 1987: s.
104–117, ISSN 0163-5808, doi:10.1145/38714.38730.
URL http://doi.acm.org/10.1145/38714.38730
[43] Lu, H.; Ng, Y. Y.; Tian, Z.: T-Tree or B-Tree: Main Memory Database Index
Structure Revisited. In Proceedings of the Australasian Database Conference, ADC
’00, Washington, DC, USA: IEEE Computer Society, 2000, ISBN 0-7695-0528-7, s.
65–.
URL http://dl.acm.org/citation.cfm?id=520939.785884
[44] Luan, H.; Du, X.-Y.; Wang, S.: Prefetching J+-Tree: A Cache-Optimized Main
Memory Database Index Structure. Journal of Computer Science and Technology,
ročník 24, č. 4, Červenec 2009: s. 687–707, doi:10.1007/s11390-009-9251-2.
URL http://dx.doi.org/10.1007/s11390-009-9251-2
[45] McCallum, J. C.: Memory Prices (1957-2012) [online]. 2012-01-13 [cit. 2012-12-10].
URL http://www.jcmit.com/memoryprice.htm
[46] Mátl, A.: Správcovská příručka systému RIS. ELEKTROSYSTEM a.s., 2012.




[48] Plattner, H.; Zeier, A.: In-memory data management: An inflection point for
enterprise applications. Berlin Heidelberg New York: Springer, 2011, ISBN
978-3642193637.
[49] Pucheral, P.; Bouganim, L.; Valduriez, P.; aj.: PicoDBMS: Scaling down database
techniques for the smartcard. The VLDB Journal, ročník 10, č. 2-3, Září 2001: s.
120–132, ISSN 1066-8888.
URL http://dl.acm.org/citation.cfm?id=767141.767143
[50] Ramakrishnan, R.; Gehrke, J.: Database management systems. Boston: McGraw-Hill,
třetí vydání, 2003, ISBN 0-07-115110-9.
[51] Roebuck, K.: Object-relational mapping: High-impact Strategies - What You Need to
Know. S.l: Emereo Pty Limited, 2011, ISBN 978-1743044759.
[52] Salem, K.; Garcia-Molina, H.: Checkpointing Memory-Resident Databases. In
Proceedings of the Fifth International Conference on Data Engineering, Washington,
DC, USA: IEEE Computer Society, 1989, ISBN 0-8186-1915-5, s. 452–462.
URL http://dl.acm.org/citation.cfm?id=645474.653875
92
[53] Schreiber, F. A.: Main memory databases [online]. [cit. 2012-12-09].
URL http://home.dei.polimi.it/schreibe/TeSI/Materials/Schreiber/
PdfLections/MainMemoryDB0910.pdf
[54] Sedgewick, R.: Implementing Quicksort programs. Commun. ACM, ročník 21, č. 10,
Říjen 1978: s. 847–857, ISSN 0001-0782, doi:10.1145/359619.359631.
URL http://doi.acm.org/10.1145/359619.359631
[55] Sedgewick, R.; Wayne, K.: Algorithms. Upper Saddle River, NJ: Addison-Wesley,
2011, ISBN 978-0321573513.
[56] Silberschatz, A.; Korth, H.; Sudarshan, S.: Database system concepts. Boston:
McGraw-Hill Higher Education, páté vydání, 2006, ISBN 0-07-295886-3.
[57] Wikipedia: Hierarchical database model - Wikipedia, the free encyclopedia [online].
[cit. 2012-12-05].
URL http://en.wikipedia.org/wiki/Hierarchical_database_model
[58] Wikipedia: Network model - Wikipedia, the free encyclopedia [online]. [cit.
2012-12-05].
URL http://en.wikipedia.org/wiki/Network_model
[59] Wikipedia: Test-and-Set - Wikipedia, the free encyclopedia [online]. [cit. 2012-12-05].
URL http://en.wikipedia.org/wiki/Test_and_set
[60] Wikipedia: Non-volatile random-access memory - Wikipedia, the free encyclopedia
[online]. [cit. 2012-12-10].
URL http://en.wikipedia.org/wiki/Non-volatile_random_access_memory




[62] Wikipedia: Bytecode - Wikipedia, the free encyclopedia [online]. [cit. 2012-12-13].
URL http://en.wikipedia.org/wiki/Bytecode
[63] Wikipedia: CPU cache - Wikipedia, the free encyclopedia [online]. [cit. 2012-12-13].
URL http://en.wikipedia.org/wiki/CPU_cache
[64] Wikipedia: SCADA - Wikipedia, the free encyclopedia [online]. [cit. 2012-12-15].
URL http://en.wikipedia.org/wiki/SCADA








[67] Wikipedia: RAID - Wikipedia, the free encyclopedia [online]. [cit. 2012-12-23].
URL http://en.wikipedia.org/wiki/RAID
[68] Wikipedia: Extract, transform, load - Wikipedia, the free encyclopedia [online]. [cit.
2012-12-26].
URL http://en.wikipedia.org/wiki/Extract,_transform,_load
[69] Wikipedia: R (programming language) - Wikipedia, the free encyclopedia [online].
[cit. 2012-12-26].
URL http://en.wikipedia.org/wiki/R_(programming_language)
[70] Wikipedia: Plug-in (computing) [online]. [cit. 2012-12-28].
URL http://en.wikipedia.org/wiki/Plug-in_(computing)
[71] Wikipedia: Call graph - Wikipedia, the free encyclopedia [online]. [cit. 2013-04-29].
URL http://en.wikipedia.org/wiki/Call_graph
[72] Woo, S.; Kim, M. H.; Lee, Y. J.: Accommodating logical logging under fuzzy
checkpointing in main memory databases. In Proceedings of the 1997 international
conference on International database engineering and applications symposium,
IDEAS’97, Washington, DC, USA: IEEE Computer Society, 1997, ISBN
0-8186-8114-4, s. 53–62.
URL http://dl.acm.org/citation.cfm?id=1896452.1896460
[73] Zendulka, J.; Rudolfová, I.: Databázové systémy IDS. Brno, Červenec 2006, studijní
opora, FIT VUT v Brně.
94
Příloha A
Ukázka definičního souboru pro
databázové rozhraní
Příloha zobrazuje výsek ze souboru obsahujícího definice tabulek pro proces Rdb.
#include ” r i s . h”
DRC INCLUDE r i s t y p d e f . drc
/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ Nazvy z d r o j u ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗/
#define RDB SOURCE USR ” usr ”
#define RDB SOURCE SRC ” s r c ”
/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ Trida o b j e k t u ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗/
%%
TABLE r d b o b j c l a s
name CHAR RIS CLAS NAME MAX // nazev
obj CURSOR // o b j e k t y
prop UINT rdb prop t // v l a s t n o s t i
event VARBINARY rdb event t ,RDB EVENT MAX // u d a l o s t i
vprot BINARY r i s p r o t m a s k t // zmena hodnoty
qprot BINARY r i s p r o t m a s k t // zmena k v a l i t y
mccmd VARBINARY rdb mccmd t ,RDB MC CMD MAX // p o v e l y
%%
/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ Generacni o b j e k t ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗/
%%
TABLE r d b o b j c o r e g e n
name VARCHAR DBOBJ NAME MAX // nazev
domain UINT r i s i d d o m a i n t // domena
f l g UINT r d b o f l g t // pr i znaky
i a l g o r INT r d b i c l s t // a l g o r i t m u s
timestamp TIMESTAMP // casova znacka
alarm UINT r i s a l a r m t // alarm
i ob s INT r d b i c l s t // obs
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source VARCHAR DBOBJ NAME MAX // nazev z d r o j e
s o u r c e p id INT p i d t // pid z d r o j e
s o u r c e n id INT mnid t // nid z d r o j e
%%
/∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ Generacni analog ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗/
%%
TABLE rdb ana gen
ITABLE r d b o b j c o r e g e n
c l a s ITABLE r d b a n a c l a s
l im u s r VARBINARY rdb l im t ,RDB LIMIT MAX // meze
ITABLE r i s a q v a l
cs1 ITABLE r i s a q v a l
cs2 ITABLE r i s a q v a l
t e l ITABLE r i s a q v a l
e s t ITABLE r i s a q v a l
t s ITABLE r i s t s a q v a l
hts ITABLE r i s t s a q v a l






Příloha obsahuje kompletní definici gramatiky definičního jazyka v Backus-Naurově formě.
Pro názvy nonterminálních symbolů jsou použita malá písmena, pro symboly terminální
pak písmena velká, případně textové literály.
drc_defs ::= drc_def | drc_defs drc_def
drc_def ::= "%%" table_hdr table_block "%%"
| "%%" flags_hdr flags_items "%%"
| "%%" "%%"
table_hdr ::= "TABLE" T_IDENTIFIER description
table_block ::= table_columns index_block
table_columns ::= table_column | table_columns table_column
table_column ::= tmp_column T_IDENTIFIER fixed_size_type description
| tmp_column T_IDENTIFIER ctype_type type_expr description
| tmp_column T_IDENTIFIER string_type length_expr description
| tmp_column T_IDENTIFIER varbin_type type_expr varbin_length description
index_block ::= "" | indexes
indexes ::= index | indexes index
index ::= index_hdr index_columns
index_hdr ::= "INDEX" T_IDENTIFIER index_options description
index_options ::= "" | "UNIQUE"
index_columns ::= index_column | index_columns index_column
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index_column ::= T_IDENTIFIER
flags_hdr ::= "FLAGS" T_IDENTIFIER description
flags_items ::= flags_item | flags_items flags_item







ctype_type ::= "INT" | "UINT" | "REAL" | "PTR" | "FLAGS"
string_type ::= "CHAR" | "VARCHAR"
varbin_type ::= "BINARY" | "VARBINARY"
type_expr ::= T_IDENTIFIER
| T_IDENTIFIER "*"
| T_IDENTIFIER "*" "*"
varbin_length ::= "" | "," length_expr
length_expr ::= T_INTEGER
| T_IDENTIFIER
| length_expr "+" length_expr
| length_expr "-" length_expr
| length_expr "*" length_expr
| length_expr "/" length_expr
| "(" length_expr ")"
tmp_column :: = "" | "$" | "$$"




Příloha obsahuje kompletní definici gramatiky dotazovacího jazyka v Backus-Naurově formě.
Stejně jako přecházející příloze i zde jsou pro názvy nonterminálních symbolů použita malá
písmena a pro symboly terminální písmena velká či textové literály.
query ::= select_statement | update_statement | delete_statement
select_statement ::= select_where select_order
| select_attrs select_from select_where select_order
select_attrs ::= select_keyword attrs
select_keyword ::= "SELECT"
select_from ::= "" | "FROM" attrs
select_where ::= where_keyword expr
where_keyword ::= "" | "WHERE"
select_order ::= "" | order_keyword =order_attrs
order_attrs ::= order_attr | order_attrs "," order_attr
order_attr ::= attr order_asc_desc
order_keyword ::= "ORDER" | "ORDER" "BY"
order_asc_desc ::= "" | "ASC" | "DESC"
update_statement ::= update_keyword attr "SET" update_attrs where_statement
| update_keyword update_attrs where_statement
update_keyword ::= "UPDATE"
update_attrs ::= update_attr | update_attrs "," update_attr
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update_attr ::= attr "=" expr
delete_statement ::= "DELETE" delete_from where_statement
delete_from ::= "" | "FROM" attr
where_statement ::= "" | "WHERE" expr
expr ::= or_expr
or_expr ::= and_expr | or_expr "OR" and_expr
and_expr ::= not_expr | and_expr "AND" not_expr
not_expr ::= cmp_expr | "!" not_expr
cmp_expr ::= add_expr {
| cmp_expr cmp_expr_oper add_expr
| cmp_expr "=~" string_const_value
| cmp_expr cmp_expr_list_oper "[" expr_list "]"
| cmp_expr cmp_expr_inrange_oper "<" expr_range ">" {
| cmp_expr cmp_expr_outrange_oper ">" expr_range "<"
cmp_expr_oper ::= "=" | "==" | "!=" | "<" | ">" | "<=" | ">="
cmp_expr_list_oper ::= "=" | "==" | "!="
cmp_expr_inrange_oper ::= "=" | "==" | "!="
cmp_expr_outrange_oper ::= "=" | "==" | "!="
add_expr ::= mult_expr | add_expr add_expr_oper mult_expr
add_expr_oper ::= "+" | "-"
mult_expr ::= unary_expr | mult_expr mult_expr_oper unary_expr
mult_expr_oper ::= "*" | "/" | "%"
unary_expr ::= basic_expr | unary_expr_oper unary_expr
unary_expr_oper ::= "+" | "-"
basic_expr ::= primary_expr
| basic_expr "[" expr "]"
| basic_expr "(" ")"
| basic_expr "(" expr_list ")"
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| "(" expr ")"
var_or_string ::= T_IDENTIFIER | T_IDENTIFIER "." attr
attrs ::= attr | attrs "," attr
attr ::= T_IDENTIFIER | T_IDENTIFIER "." attr
string_value ::= T_SQUOTE_STRING | T_DQUOTE_STRING | T_STRING
string_const_value ::= string_value | T_IDENTIFIER
expr_list ::= expr | expr_list "," expr
expr_range ::= add_expr "," add_expr
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Příloha D
Příklad vývoje indexové struktury
v paměti a na disku
Příloha slouží jako příklad k popisu algoritmu ukládání indexové struktury idx na disk
(7.1.2). Zobrazuje postupný vývoj stavu struktury v paměti a na disku. Předpokládá se, že
po dokončení každé akce v paměti se provede uložení na disk. Stav struktury na disku a
v paměti jsou proto v každém kroku shodné. Paměťové stránky jsou v seznamu reprezen-
továny svojí diskovou pozicí. Proto při mazaní nastane situace tvářící se tak, že paměťová
stránka změnila svoji pozici. To ale samozřejmě není pravda, stránka svoji paměťovou pozici
nemění. Změněna je pouze disková pozice uchovávaná u stránky, v paměti zůstane stránka
ležet na stejném místě.
Příklad obsahuje celkem deset akcí vkládání a mazání stránek a jim odpovídající stavy
paměti a disku. Obsah disku je pro lepší přehlednost zobrazován vertikálně. Hodnota před
dvojtečkou označuje diskovou pozici, hodnota za dvojtečkou značí diskovou pozici násle-
dující stránky v pořadí dle idx. Zkratka H představuje úvodní hlavičku souboru, ve které
je uložena disková pozice první stránky. Červeně jsou označeny stránky, jejichž obsah mu-
sel být v daném kroku celý znovu zapsán na disk. Modře jsou pak označeny ty stránky,
u kterých bylo třeba zapsat pouze odkaz na následníka. V případě, že dojde ke změně




Vložení 0, 1, 2, 3 4 mezi 2 a 3 5 na začátek 6 na konec 7 mezi 2 a 4
Disk
H: 0 H: 0 H: 5 H: 5 H: 5
0: 1 0: 1 0: 1 0: 1 0: 1
1: 2 1: 2 1: 2 1: 2 1: 2
2: 3 2: 4 2: 4 2: 4 2: 7
3: -1 3: -1 3: -1 3: 6 3: 6
4: 3 4: 3 4: 3 4: 3
5: 0 5: 0 5: 0
6: -1 6: -1
7: 4
Paměť
0, 1, 2, 3 0, 1, 2, 4, 3 5, 0, 1, 2, 4, 5, 0, 1, 2, 4, 5, 0, 1, 2, 7,
3 3, 6 4, 3, 6
Akce
smaž 1 smaž 5 smaž 5 smaž 3 smaž 0
Disk
H: 5 H: 0 H: 0 H: 0 H: 2
0: 2 0: 2 0: 2 0: 2 0(3): -1
1(7): 4 1: 4 1: 4 1: 3 1: 0(3)
2: 1(7) 2: 1 2: 1 2: 1 2: 1
3: 6 3: 5(6) 3: -1 3: -1
4: 3 4: 3 4: 3
5: 0 5(6): -1
6: -1
Paměť




Seznam typů a datových typů
podporovaných dotazovacím
rozhraním
V této příloze je možné nalézt dvě tabulky. První obsahuje seznam podporovaných datových
typů. V druhé tabulce je zobrazen kompletní seznam typů uzlů, které se mohou vyskytovat
ve stromové reprezentaci filtrovací části dotazu. Jsou zde tedy vlastně obsaženy všechny
podporované operace.
Název Popis
RF VAL BOOL boolovská hodnota – true, false
RF VAL INT celé číslo se znaménkem
RF VAL UINT celé číslo bez znaménka
RF VAL REAL číslo s plovoucí řádovou čárkou
RF VAL TIME datum a čas s přesností na sekundy
RF VAL TIMESTAMP datum a čas s přesností na milisekundy
RF VAL STR textový řetězec
RF VAL RTID identifikátor objektu v RIS
RF VAL COLOR barva
RF VAL POINT bod
RF VAL RECT obdélník
RF VAL REGEXP regulární výraz
RF VAL LIST seznam – více hodnot
RF VAL RANGE interval – dvě hraniční hodnoty
Tabulka E.1: Podporované datové typy v dotazovacím rozhraní
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Název Popis
RF EXPR AND operace logického součinu
RF EXPR OR operace logického součtu
RF EXPR NOT operace logické negace
RF EXPR PLUS operace unární plus
RF EXPR MINUS operace unární mínus
RF EXPR ADD operace sčítání
RF EXPR SUB operace odečítání
RF EXPR MULT operace násobení
RF EXPR DIV operace dělení
RF EXPR MOD operace modulo
RF EXPR EQ operace rovnost
RF EXPR NEQ operace nerovnost
RF EXPR LT operace menší než
RF EXPR GT operace větší než
RF EXPR LTE operace větší rovno
RF EXPR GTE operace menší rovno
RF EXPR INRANGE operace
”
u intervalu“
RF EXPR OUTRANGE operace
”
mimo interval“
RF EXPR INLIST operace
”
v seznamu“
RF EXPR OUTLIST operace
”
mimo seznam“
RF EXPR WILDCARD porovnávání se zástupnými znaky
RF EXPR REGEXP porovnávání s regulárními výrazy
RF EXPR CAST operace přetypování
RF EXPR VAR proměnná
RF EXPR CONST konstanta
RF EXPR FCN funkce
RF EXPR VALS seznam – více uzlů
RF EXPR RANGE interval – dva hraniční uzly





Následující příloha obsahuje jednoduchou ukázku použití dbi. Jedná se o dva procesy, kde
první poskytuje svoji tabulku jako cmi server a druhý klientský proces se na tuto tabulku
napojuje. Nejdříve je představen definiční soubor tabulky (dbdef exam.drc).
// d e f i n i c e t a b u l k y , k t erou z p r a c u j e drcc a v y t v o r i






INDEX year UNIQUE year
%%
Následující kód zobrazuje výsek z výsledného hlavičkového souboru vygenerovaného
pomocí drcc (dbdef exam.h).










// p r o t o t y p s t r u k t u r y
TSTRUCT PACK BEGIN( ) {
STRUCT PACK BEGIN( ) {
char∗ name ;
i n t 3 2 t id name ;
} STRUCT PACK END;
int year ;
} TSTRUCT PACK END( exam t ) ;
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Ve vygenerovaném kódu stojí za krátké vysvětlení dvě skutečnosti. Všimněme si použi-
tých maker TSTRUCT PACK BEGIN a TSTRUCT PACK END. Tato makra zajišťují platformě
nezávislé potlačení zarovnávání jednotlivých atributů struktury (každý atribut struktury
je kompilátorem typicky zarovnán na 4 byty). Vzhledem k principu přístupu k atributům
objektů (7.2.1) si ale podobné zarovnání nemůžeme dovolit. V příkladu také vidíme atribut
id name, který slouží pro identifikaci datového typu proměnné velikosti name. Tento iden-
tifikátor je v případě plugin datového uložiště Dbtr popisovaný index paměťového bloku ve
varu (7.1.3).
Nyní již ukázka serverového procesu, který vytvoří testovací tabulku pojmenovanou
exam se strukturou specifikovanou v definičním souboru. Poté ji vyplní testovacími daty a
následně zveřejní její obsah na cmi serveru s globálním jménem dbsexam.
// h l a v i c k o v y soubor vy tvoreny drcc z ’ dbdef exam . drc ’
#include ”dbdef exam . h”
stat ic const char ∗Names [ ] = {” Jarek ” , ” Petr ” , ”Mirek” , ”Jan” } ;
// makro d e f i n u j i c i pomocne s t a t i c k e promenne , k t e r e
// j s ou nutne pro tvorbu t a b u l k y
DbDefTab(exam ) ;
// vyvoren i nove pametove t a b u l k y d l e d e f i n i c e
// exam tab j e s t a t i c k a promenna def inovana makrem vyse
DbDc cur so r = DbCreate ( ”exam” , 0 , &exam tab ) ;
// nap lneni t a b u l k y ukazkovymi daty
// exam t j e p r o t o t y p o b j e k t u t a b u l k y de f inovany drcc
for ( int i = 0 ; i < 50 ; i++) {
repeat :
exam t exam = {Names [ rand ()%4] , 1930 + ( rand ()%82)} ;
i f ( ! DbInsert ( cursor , &exam ) ) {
// v l o z e n i s e l h a l o k v u l i d u p l i k a c i roku




// r e g i s t r a c e procesu jako cmi s e r v e r u spojena
// se zvere jnenim vsech l o k a l n i c h t a b u l e k
DbListen ( ”/dbsexam” ) ;
// s p u s t e n i cmi smycky u d a l o s t i
CM execute ( ) ;
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Ukázka klientského procesu, který se připojí k tabulce /dbsexam/exam a vypíše všechny
”
Jany a Jarky mladší osmnácti let“. Následně bude výpisem informovat o každém nově
vloženém objektu, který odpovídá výše popsané specifikaci.
// h l a v i c k o v y soubor vy tvoreny drcc z ’ dbdef exam . drc ’
#include ”dbdef exam . h”
// z p r i s t u p n e n i v z d a l e n e t a b u l k y
DbDc cur so r = DbOpen( ”/dbsexam/exam” ) ;
// n a s t a v e n i f i l t r a c n i h o dotazu , pr i zna k DB FILTER DYNAMIC
// urcu je v p r a c i popisovane dynamicke chovani f i l t r u
DbSetFi l t e r ( cursor , DB FILTER DYNAMIC, ”name=’Ja ∗ ’ && year>1995” ) ;
// s e t r i d e n i dat d l e indexu nad rokem ses tupne
// TOR p r e d s t a v u j e souhrne oznaceni pro XIN a CIN
// aby b y l o mozne t r i d i t d l e l i b o v o l n e h o s l o u p c e
DbSetIndex ( cursor , TOR INDEX EXAM YEAR | TOR DESC) ;
// v y p i s ’ Janu ’ a ’ Jarku ’ mlads ich nez 18 l e t
for ( exam t ∗ obj = DbBegin ( cur so r ) ; ( obj = DbNext ( cur so r ) ) ; ) {
p r i n t f ( ”%s : age %d\n” , obj−>name , 2013 − obj−>year ) ;
}
// r e g i s t r a c e obs luzneho c a l l b a c k u
DbMan( cursor , DB MAN CURSOR, man fcn , 0 ) ;
// s p u s t e n i cm smycky u d a l o s t i
CM execute ( ) ;
. . .
// o b s l u z n y c a l l b a c k u d a l o s t i nad t a b u l k o u
int man fcn (DbDc cursor , DbEvent ev , DbEventData ∗evd , void ∗data )
{
exam t ∗ obj ;
DbIid i i d ;
switch ( ev ) {
case DBEV INSERT:
// data u d a l o s t i o b s a h u j i informace
// o nove vlozenem o b j e k t u
obj = evd−>obj . obj ;
i i d = evd−>obj . i i d ;










Příloha zobrazuje jednoduchý tabulkový prohlížeč, který byl vytvořen za účelem demon-
strace použití nového dbi.
Obrázek G.1: Jednoduchý tabulkový prohlížeč pro testování nového dbi
Prohlížeč umožňuje načítat uložené snapshoty tabulek a také otevírat tabulky jiných
procesů. Jeho prostřednictvím je možné také vyhledávat, filtrovat, řadit, vkládat, mazat a
modifikovat objekty. Pro vyhledávání a řazení slouží první dvě textová pole v horní části
prohlížeče. Aktuální třídění lze měnit kliknutím na záhlaví sloupce. Vkládání a mazání je
možné provádět z kontextového menu vyvolaného nad řádek tabulky, modifikace pak přímo
po dvojkliku na hodnoty záznamu v daném sloupci.
Jelikož tabulky nového dbi nevyužívá zatím žádný proces systému RIS, byl do prohlížeče
integrován jednoduchý mechanizmus, jak zveřejnit již načtenou tabulku. K tomuto účelu
slouží třetí textové pole v toolbaru prohlížeče. Zde je možné zadat cmi jméno, na němž bude
prohlížeč naslouchat. Jméno načtené tabulky lze zjistit z titulku okna. Na prezentovaném






projekt.pdf elektronická verze textu diplomové práce ve formátu PDF
src/ zdrojové soubory textu diplomové práce v jazyce LATEX
src/ zdrojové soubory projektu
doc/ vygenerovaná programátorská dokumentace ve formátu HTML
bin/
ris.dvi obraz systému Ubuntu s instalací systému RIS pro VirtualBox
README popis adresářové struktury DVD a návod k použití
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