We describe a ring whose category of Cohen-Macaulay modules 'categorifies' the cluster algebra structure on the homogeneous coordinate ring of the Grassmannian of k-planes in n-space, in the sense that the rigid indecomposable objects in this category correspond to cluster variables and the maximal rigid objects to clusters. This is proved by showing that the quotient of this category by a single projectiveinjective object is Geiss-Leclerc-Schroer's category Sub Q k , which categorifies the coordinate ring of the big cell in this Grassmannian.
Introduction
Let C [G k,n ] denote the homogeneous coordinate ring of the Grassmannian of k-dimensional quotient spaces of C n . As a representation of GL n (C), we have (e.g. by the Borel-Weil Theorem)
where V ω = Λ k (C n ) generates C [G k,n ] as an algebra and V dω is the irreducible summand of Sym d V ω of highest weight dω. Under the action of the diagonal torus of GL n (C), an eigenbasis of Λ k (C n ) consists of Plücker coordinates Φ I , for each k-subset I of {1, . . . , n}. Thus C [G k,n ] is identified as a quotient of the algebra of polynomials in the Φ I by an ideal generated by certain well-known quadratic relations, the Plücker relations (see e.g. [13] ). The shortest such Plücker relations may be written in the form Φ Jac Φ Jbd = Φ Jab Φ Jcd + Φ Jad Φ Jbc , ( 1.2) where J is a (k − 2)-subset of {1, . . . , n} disjoint from {a, b, c, d} and Jxy denotes J ∪ {x, y}.
As an important initial example in their newly developed theory of cluster algebras, Fomin-Zelevinsky [9, §12.2] showed that these short Plücker relations may be considered as the exchange relations for a cluster algebra structure on C [G 2,n ], for which the cluster variables are precisely the Plücker coordinates and the clusters are in bijection with the triangulations of an n-gon. Scott [22] then showed that this cluster algebra structure can be generalised to C [G k,n ], provided one adds more cluster variables of higher degree and consequently more exchange relations. In all cases, these cluster algebras have n 'frozen' variables Φ [j] , for j = 1, . . . , n, where [j] = {j + 1, . . . , j + k} is a cyclic interval, i.e. addition is mod n. Remark 1. 1 . Amongst the Grassmannian cluster algebras C [G k,n ], the ones with finite cluster type are those with k = 2 or n − 2, of type A n−3 , and those with k = 3 or n − 3 and n = 6, 7, 8, of types D 4 , E 6 , E 8 , respectively. This numerology can be linked to more standard 'finite type' phenomena in at least two ways. Firstly, note that the plane curve singularity x k = y n−k is a simple singularity in precisely these cases and its singularity type is the cluster type. Secondly, note that the finite type Dynkin diagrams D n , E 6 , E 7 , E 8 may be converted into A n−3 , D 4 , E 6 , E 8 by removing those nodes of the former diagram with Dynkin label 1; this label is, for example, the coefficient of the simple root in the longest root. In the course of this paper, we will shed some more light on these links.
Let R be the (complete) coordinate ring of the singularity x k = y n−k and G SL 2 (C) be the cyclic group of order n that acts naturally on it (see Section 3 for precise definitions). The main aim of this paper is to show that the category CM G ( R) of G-equivariant (maximal) Cohen-Macaulay Rmodules is a 'categorification' of the cluster algebra C [G k,n ], in the loose sense that the rigid indecomposable objects in CM G ( R) correspond one-toone to the cluster variables (Corollary 4.8) . Indeed, we show more: that such modules have a 'rank', which matches the degree of the cluster variable.
This result is proved by relating it to the celebrated result of GeissLeclerc-Schröer [11] , that proves the corresponding relationship between the cluster algebra structure on the coordinate ring
( 1.3) of the affine open cell in the Grassmannian and a subcategory Sub Q k of the module category mod Π(A n−1 ) of the preprojective algebra of type A n−1 (see Remark 4 .2 for precise definitions). Indeed, as (1.3) would suggest, our main result (Theorem 4.5) proves that Sub Q k is (equivalent to) a quotient of CM G ( R) by the projective-injective object P n corresponding to Φ [n] .
It was observed in [11] that, for a rigid indecomposable M in Sub Q k , the degree of the corresponding cluster variable in C[N ], when lifted to C [G k,n ] by homogenisation, equals dim soc (M ) , the dimension of the socle of M . Thus we also show that dim soc (M ) is equal to the rank of the lift of M into CM G ( R).
After proving our main result, we make (in Section 5) a more careful study of rank one modules in CM G ( R), showing that they correspond precisely to the k-subsets of {1, . . . , n}, i.e. to the Plücker coordinates. We also show (Corollary 6.7) that every rigid indecomposable has a 'generic' filtration by rank one modules, which enables us to describe it in terms of its 'profile', given by the k-subsets that correspond to the rank one modules in this filtration. In particular, this profile determines the class of the module in the Grothendieck group of CM G ( R), which we describe in more detail in Section 8 . In Section 7, we give the Auslander-Reiten quivers of CM G ( R) in the finite cluster-type cases k = 3, n = 6, 7, 8 .
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Motivating observations
For any k ∈ {1, . . . , n − 1}, let J k,n be the graph with n nodes v 1 , . . . , v n where v 1 , . . . , v n−1 form an A n−1 graph (the Dynkin diagram of SL n (C) or GL n (C)) and the extra node v n is joined to the node v k corresponding to the funamental weight ω in (1.1).
In particular J 1,n = A n , J 2,n = D n and J 3,n = E n , while J n−k,n ∼ = J k,n . Thus J k,n is a Dynkin diagram precisely when C [G k,n ] has finite cluster type, which was implicit in Remark 1.1. In addition, J k,n is an affine diagram in precisely the two tame cases
The graph J k,n determines a (possibly infinite dimensional) Lie algebra g J k,n , while the special node v n determines a Z-grading
where each g d is a finite dimensional representation of g 0 and
From the simple combinatorics of removing the special node, we can determine that g 0 ∼ = gl n (C) and that g 1 ∼ = V ω = Λ k (C n ), giving the first indication of a relationship with the Grassmannian.
We may also think of the grading as a Z-valued function on the root lattice Λ(J k,n ) and hence talk about the 'degree' of a root. When J k,n is a Dynkin diagram, i.e. g is finite dimensional, all root spaces have multiplicity 1 and so, for any d > 0, we have dim g d = N d , the number of roots of degree d. Let's look more closely at these cases. First, if k = 2, then g d = 0 for d 2. In the case k = 3, we always have g 2 ∼ = Λ 6 (C n ). Then, if n = 6, 7, we have g d = 0 for d 3, but if n = 8, we have one further non-trivial summand g 3 ∼ = C 8 ⊗ Λ 8 (C 8 ). So we can tabulate N d for the cases of finite cluster type, as follows. We record the following well-known fact for completeness. The argument is also familiar in string theory (e.g. [8, §6] ), where it implies that Seiberg duality is consistent with (gauge) anomaly cancellation.
Lemma 2.1. Every cluster variable for
C [G k,n ] is homogeneous, i.e. is in V dω , for some d.
Proof.
The key is to show that the degrees d i of the cluster variables x i in any seed (Q, x) are 'balanced', in the sense that, for all m ∈ Q 0 ,
If this number is denoted D m , then the mutation formula Thus it remains to check that the balance equation holds for the initial seed; this is true because the initial seed [22, §4] has two arrows in and two arrows out at every mutable vertex and all initial cluster variables are Plücker coordinates, which have degree d = 1. Now, comparing the two tables above suggests the following, which is clear when d = 1 and is confirmed by [22, Thm 6, 7, 8] when k = 3 and n = 6, 7, 8. We can refine this observation by looking more closely at Sub Q k in these finite type cases. We can assign to each rigid indecomposable module M in Sub Q k an 'enhanced' dimension vector, which is a function of the nodes of J k,n given by the ordinary dimension vector on v 1 , . . . , v n−1 together with dim soc(M ) on v n . Note that, by [11, §10] , dim soc(M ) is the degree of the corresponding (homogenised) cluster variable. To see how these two observations are related, we note that the graded root lattice Λ(J k,n ) has a more symmetric description as the lattice
equipped with the grading function δ : Z n (k) → Z given by
and the quadratic form
To see that this is indeed Λ(J k,n ), we consider the following two sets of vectors in Z n (k), defined in terms of the elementary basis vectors e 1 , . . . , e n of Z n :
3)
In the basis, α 1 , . . . , α n−1 , β [n] , the quadratic form q is given by the Cartan matrix of the diagram J k,n , while the grading function δ is the coefficient of β [n] , which corresponds to the special node. (Recall that [n] = {1, . . . , k}.)
Identifying the e i as the weights for the fundamental representation C n of GL n (C) in its weight lattice Z n , we note that the α j are the simple roots for GL n (C), while the β I are the weights of the Plücker coordinates Φ I in the representation
In fact, all cluster variables in C [G k,n ] are homogeneous for the action of the diagonal torus in GL n (C), and thus have a well-defined weight in Z n and, since V dω S d Λ k (C n ), all these weights are in Z n (k). This seems wellknown (e.g. [22, p375] ) and follows by the same argument as in Lemma 2.1, once one observes that the weights of the initial seed are balanced, e.g. because the initial exchange relations are all short Plücker relations (1.2).
Observation 2. 4 . In finite type, the weights in Z n (k) of the cluster variables for C [G k,n ], of degree d > 0 are precisely the roots of degree d. Furthermore, the roots of degree d occur with multiplicity d.
It is then a standard calculation to check that, for every M ⊂ Q k the weight of the homogenised cluster character ϕ M of [11, §10.2] is equal to the enhanced dimension vector of M under the identification of Z n (k) ∼ = Λ(J k,n ). Note that it is possible to include the zero module 0 ⊂ Q k here, but one must make the convention that its enhanced dimension vector is (0, . . . , 0, 1) and so its homogenised cluster character is Φ [n] , whose weight is the lowest weight of V ω .
This observation is clearly a refinement of Observation 2.2 and we shall see in Section 8 how it is related to Observation 2.3 when we show that Z n (k) is naturally the Grothendieck group of CM G (R) and the enhanced dimension vector of M ∈ Sub Q k is the class of lift of M into CM G (R).
Constructing the category
so that G is identified with a finite subgroup of SL 2 (C). Then t = xy is a G-invariant function and f = x k − y n−k is semi-invariant; geometrically, the G action restricts to the singular curve in C 2 with equation
Then G also acts on R and R via (3.1) and we may check that their invariant subrings are
More precisely, observe that C[x, y] G = C[x n , y n , xy], but adding the relation x k = y n−k means that y n = (xy) k and x n = (xy) n−k and so R G may be identified with C[xy], which maps injectively to the quotient C[x, y]/(f ). In fact, every eigenspace (or isotypic summand) of R under the G action is a free Z-module of rank 1. The generators are 1, x, . . . , x k , y n−k−1 , . . . , y. Hence R is a free Z-module of rank n. A similar argument applies to R. The categories mod G (R) and mod G ( R) of G-equivariant (finitely presented) R-modules and R-modules, respectively, are tautologically equivalent to the module categories mod(A) and mod( A) for the twisted group rings
Writing Z, R, A for either Z, R, A or Z, R, A, note that Z is precisely the centre of A (because G acts faithfully on C 2 ) and that A is a free Z-module of rank n 2 . We may alternatively describe mod G (R) as the category of G ∨ -graded R-modules, where G ∨ is the abelian group of linear characters (or eigenvalues) of G, which is canonically identified with Z n , by setting χ k (ζ) = ζ k . As R and A are free over Z, the (maximal) Cohen-Macaulay modules over R or A are those which are Cohen-Macaulay, and hence free, over Z ( [5, ??] ) and so we also have
This is also referred to as the category of 'A-lattices' (cf. [1, §7] , [20, Ch. 13 
]).
A further key property of A is that it is a Z-order. In other words, if K is the field of fractions of Z, then
More explicitly, A may be canonically identified with a subalgebra of the matrix algebra M n (R) of the following form (illustrated in the case n = 5, k = 3), where the ij entry is the G-eigenspace of R with eigenvalue
We may then think of A as a formal matrix algebra over Z of this form, subject to the additional relations that xy = t and x k = y n−k . Alternatively, setting x = t (n−k)/n , y = t k/n , we can realise A as a tiled order of index n, in the sense of Simson [20, §13] . See also Demonet-Luo [7] , in the case k = 2.
Remark 3. 1 . Much of what we do in this paper is insensitive as to whether we are in the 'complete' case, that is, when Z, R, A is Z, R, A, or the 'incomplete', or 'polynomial', case, that is, when Z, R, A is Z, R, A. Indeed, these two cases are closely related by the fact that
Note: here "=" means that the natural map is an isomorphism and is stronger than " ∼ =". Thus, although R and A are in fact completions of R and A, respectively, it is simpler to think of them as being related by base change. Thus, for example, (3.5) follows automatically for A given the result for A. In addition, there is a comparison functor
which satisfies
(cf. [17, Thm 7.11, Exer. 7.7] ) and also takes CM-modules to CM-modules.
On the other hand, there is one crucial respect in which it does make difference which case we are in. Since Z is a complete local ring, the KrullSchmidt Theorem holds in mod( A), but we do not know whether KrullSchmidt holds in mod(A). If it does, then our main result (Theorem 4.5) will also hold for CM(A), but then it will follow that CM(A) and CM( A) are essentially the same, i.e. the comparison functor c induces a bijection on isomorphism classes (it can not, of course, be an actual equivalence of categories). We see no reason to believe that this is not the case, but this lack of knowledge does constitute one sense in which the polynomial case is 'incomplete '. In addition, A is an 'isolated singularity' in the sense of Auslander [2] and so CM( A) has almost split sequences and an Auslander-Reiten quiver. The category CM(A) might, in practice, be presented by the same quiver, but the arrows will not represent irreducible morphisms in the strict sense.
Taking the tiled order point-of-view, as in (3.6), the category CM( A) may be analysed using a covering poset, as in [20, Ch. 13 ] (see also [19] ). In particular, the width of this poset is w = min(k, n − k) and one may thus obtain the anticipated result that CM( A) has finite type for w = 2 and w = 3, n = 6, 7, 8, using Kleiner's criterion [20, Thm 10.1] .
Another way to describe the algebra A, is as a quotient of the path algebra CQ of a quiver Q, namely the McKay quiver of G SL 2 (C). In this case, it is the doubled quiver of a simple circular graph C and so we may also consider that CQ is the path algebra of this graph. More precisely, let C = (C 0 , C 1 ) be the circular graph with vertex set C 0 = Z n = G ∨ and and edge set C 1 = {1, . . . , n}, with edge i joining vertices (i − 1) and (i). Paths on the graph can travel along the edges in either direction and so we have an associated quiver Q = Q(C) with vertex set Q 0 = C 0 and arrows set Q 1 = {x a , y a : a ∈ C 1 } with x a : (i − 1) → (i) and y a : (i) → (i − 1), as illustrated below in the case n = 5.
It is familiar from the McKay correspondence that C[x, y] * G is isomorphic to the preprojective algebra of type A n−1 , which is the quotient of the path algebra CQ by the n relations xy = yx, one beginning at each vertex. If we quotient further by the n relations x k = y n−k , then we obtain R * G, that is, A. To obtain A, one should start with the complete path algebra CQ, that is, the completion of CQ at the arrow ideal.
A first consequence of this description is that one sees explicitly that the algebra A (as before, either A or A) has n indecomposable projective modules P k = Ae k , corresponding to the vertex idempotents e k ∈ A, for k ∈ Q 0 . Note, our convention is that representations of the quiver correspond to left A-modules. Right A-modules are representations of the opposite quiver. (3.5) , which is a simple algebra.
Definition 3.2. For any A-module M we can define its rank
It is easy to check that the rank is additive on short exact sequences, that rk(M ) = 0 for any finite-dimensional A-module (because these are torsion over Z) and that, for any M in CM(A) and every 1 j n,
For any A-module M , we have a dual module M ∨ = Hom Z (M, Z), which is a right (resp. left) module, when M is a left (resp. right) module. If M is Cohen-Macaulay, i.e. free over Z, then so is 
Thus, as either a left or right A-module, A ∨ ∼ = A.
Proof.
Observe that Ae i is generated freely over Z by
Hence, (Ae i ) ∨ is generated over Z by dual generators Since the projective modules are free over Z, the second identity follows from the first, by taking duals of both sides. Finally, since A = k∈Q 0 Ae k as a left module, we deduce that A ∼ = A ∨ , and similarly for A as a right module.
Corollary 3.4. A is Gorenstein (in the sense of [5]) and hence CM(A) is a Frobenius category.
Proof. We must prove that A is left and right noetherian and of finite (left and right) injective dimension. The first is immediate, because A is finitely generated as a module over Z, which is a (commutative) noetherian ring. For the second, because A is a free Z-module, the functor 
Proof. Using (3.12) to write P n = Ae n ∼ = Hom Z (e k A, Z), we have the derived adjunction
noting that both Hom Z (e k A, −) and e k A ⊗ A − are exact and so do not need to be derived themselves.
As an immediate consequence, if we write S j for the simple A-module at vertex j, then we have dim Ext
Let (e n ) be the two-sided ideal generated by the idempotent e n . From the description of A as a quiver algebra, we see that the quotient algebra A/(e n ) is isomorphic to the quotient B of the preprojective algebra Π(A n−1 ), by the additional relations x k = 0 = y n−k . Indeed, an A-module M with e n M = 0 is the same as a B-module. Thus we have a functor
Recall that, to categorify the cluster algebra structure on the affine open cell N of the Grassmannian G k,n , Geiss-Leclerc-Schröer [11] studied the subcategory Sub Q k of mod Π(A n−1 ) consisting of those modules with socle concentrated at the vertex k, that is, modules isomorphic to a submodule of a direct sum of copies of the indecomposable injective Π(A n−1 )-module Q k with socle S k . It is straightforward to check that Q k is actually a B-module and so Sub Q k is a subcategory of mod B. Furthermore, the projective-injective objects in Sub Q k are precisely the projectives in mod B. Since Sub Q k is extension-closed in mod Π(A n−1 ), it is certainly extension-closed in mod B. Thus the exact structure on Sub Q k used in [11] is actually inherited from mod B and the syzygy functor Ω k = τ −1 [11, Prop 3.4 ] is the usual syzygy functor Ω on mod B. It seems that Sub Q k should coincide with CM(B) = {M ∈ mod B : Ext i (M, B) = 0, i > 0}, but we will not need to know this here. 
Furthermore, πM is in Sub Q k and the restricted functor π : CM(A) → Sub Q k is exact and maps projectives to projectives.
Proof. In general, (e n )M is the image of the natural map
noting that Z = End(P n ) and e n M = Hom
, then e n M is a free Z module and so P n ⊗ Z e n M ∼ = P n ⊗ V , for V as stated.
In particular P n ⊗ V is also in CM(A) and hence so is ker η M . However, e n η M is an isomorphism and so ker η M vanishes at vertex n and hence is zero. Thus η M is injective and so (e n )M ∼ = P n ⊗ V .
Hence we have the required short exact sequence (4.4) and applying the functor Hom A (S j , −) gives a long exact sequence containing For the last part, note that M → P n ⊗ Z Hom(P n , M ) is an exact functor. For M in CM(A), this gives the submodule (e n )M and so we deduce that M → πM is exact on CM(A), by the Snake Lemma. Now π : mod A → mod B certainly maps projectives to projectives, but the projectives in mod A are all in CM(A) and so their images are certainly projective (and hence also injective) objects in Sub Q k .
is an isomorphism. Furthermore, the natural map
Proof. For the first part, let h : N → J be the injective hull of N , where J ∼ = (Q k ) ⊕m . Then we have a commuting square
in which all maps are a priori inclusions. However, h * is an isomorphism, because h is the injective hull and ι J is an isomorphism, because ι Q k is an isomorphism. Hence ι N is an isomorphism as required.
For the second part, note that the isomorphism of Lemma 4.1, expanded as (4.1), is functorial in N and hence, because ι N is induced by the functor e k A ⊗ A −, we get an identification of the product
with the product
and thus of α N with the map
is a duality (i.e. a contravariant involution) on finite length Z-modules and so in fact this map gives an isomorphism
which in particular yields the required injectivity.
From now until the end of the section we must have A = A. 
Proof. For any N in Sub Q k , we may form an extension
determined by a classifying element β : V * → Ext 1 (N, P n ). For any simple A-module S, applying Hom A (S, −) to (4.7) yields
For S ∼ = S k , we have Hom(S, N ) = 0 and so Hom(S, M ) = 0. For S = S k , the second map is the composite
where α N is the map of Lemma 4.4, which is an injection. Hence, provided we choose β so that (1 ⊗ β * ) • α N remains injective, we will have that Hom(S k , M ) = 0 also and so M is torsion-free and hence in CM(A). Now, applying Hom A (P n , −) to (4.7) yields an isomorphism Z ⊗ V → e n M and hence an identification of N with πM , by comparison with (4.4). Thus, the functor π : CM(A) → Sub Q k is essentially surjective.
On the other hand, we know from Proposition 4.
which will be classified by some
In particular, this means that any M satisfying (4.6) is minimal.
If ker β M = K * = 0, then we can split of a summand of P n ⊗ K from the extension, so in particular M is not minimal. So, suppose that β M is injective and choose a subspace W * V * , with dim W = dim Hom A (S k , πM ), such that the induced map
is an isomorphism. Then, setting U = ker(V → W ), we have the following diagram of four short exact sequences (with zeroes omitted)
But P n is injective in CM(A) and so, since M ′ is in CM(A), the middle vertical sequence splits. Thus M is only minimal when W = V , in which case it satisfies (4.6).
The above argument also shows that every minimal M in CM(A) is a summand of the universal extension N of N = πM , formed by taking β to be the identity map, and further that N ∼ = M ⊕ (P n ⊗ U ), for some U of determined dimension. Hence, any two such M are isomorphic, by the Krull-Schmidt Theorem. Now, it is straightforward to see that the kernel of the functor π is precisely the ideal of maps factoring through P n , because firstly πP n = 0, while the functoriality of (4.8) implies that any map killed by π is in this ideal.
Thus, to see that the functor is the claimed quotient, it remains to show that every map πM 1 → πM 2 , lifts to a map M 1 → M 2 . It is sufficient to consider that case when both M i are minimal, and then, since such are summands of the universal extension, with only P n s as complements, it is sufficient to consider the case of the universal extension. But the universal extension is formed by taking a cone in the derived category on the natural map πM i → P n [1] ⊗ Hom(πM i , P n [1]) * , so any map φ : πM 1 → πM 2 does lift (non-uniquely) to a morphism of extensions
where V i = Ext 1 (πM i , P n ) * , which is functorial in πM i , so that φ induces a map φ * : 
and hence also an isomorphism of Ext groups
Ext 1 A (X, Y ) ∼ = Ext 1 B (πX, πY ).
Proof. As π is exact and maps projectives to projectives (Proposition 4.3), it induces a triangle morphism π between the corresponding stable categories.
Since π is a quotient by some projective (Theorem 4.5), π is full and faithful and a bijection on iso-classes, so it is a triangle equivalence (cf. [12] ). Since Ext 1 (X, Y ) ∼ = Hom(ΩX, Y ), in both CM(A) and Sub Q k (see Remark 4.2 for the latter), we deduce that π induces an isomorphism on Ext 1 .
Remark 4.7. The functor π : CM(A) → Sub Q k of Theorem 4.5 provides a one-one correspondence between the indecomposable modules in CM(A), other than P n , and the indecomposable modules in Sub Q k and furthermore this restricts to a correspondence between the indecomposable projectives in CM(A), other than P n , and the indecomposable projectives in Sub Q k . Since π induces an isomorphism on Ext 1 , it also gives a one-one correspondence between non-projective rigid indecomposables.
Corollary 4.8. The rigid indecomposable modules of rank r in CM(A) correspond one-to-one with cluster variables of degree
Proof. From [11, §10.1,10.2], we know that the cluster variables of degree r in C [G k,n ], with the exception of the one degree 1 variable Φ [n] , correspond with the rigid indecomposables M in Sub Q k with dim Hom B (S k , M ) = r. Thus the result follows from Theorem 4.5, in particular (4.6), and Remark 4.7, when we make the additional identification of the rank 1 projective module P n with Φ [n] .
Remark 4.9. Geiss-Leclerc-Schröer's correspondence between indecomposable rigid modules in Sub Q k and cluster variables in C[N ] uses their 'cluster character' map M → ϕ M , which they lift into C [G k,n ] by homogenisation. Corollary 4.8 strongly suggests that there should be a 'homogeneous cluster character' map defined directly on objects in CM(A), but we do not currently know how this should be defined. By [4, Prop. II. 1.8(a) ], this condition is equivalent to the a priori weaker condition of being maximal rigid, in any stably 2-Calabi-Yau category that has at least one cluster tilting object and it is known [11, Prop. 7.4 ] that Sub Q k does have at least one cluster tilting object and hence so does CM(A) as these are stably equivalent It is also known [11, Prop. 7 .1] that any maximal rigid object in Sub Q k has at most k(n − k) non-isomorphic indecomposable summands and hence any maximal rigid object in CM(A) has at most k(n − k) + 1 non-isomorphic indecomposable summands. Such objects are called 'complete rigid'.
Geiss-Leclerc-Schröer's main result [11, Thm. 9 .3] gives a bijection between complete (basic) rigid objects in Sub Q k and clusters in C[N ], or [11, Thm. 10.2] with clusters in C [G k,n ] by homogenisation and including Φ [n] .
We may lift this to a more direct bijection between complete rigid objects in CM(A) and clusters in C [G k,n ], using the bijection in Corollary 4. 8 . In this way, CM(A) provides a more natural 'categorification' of C [G k,n ].
Rank one modules
In this section, we return to the situation where Z, R, A denote either Z, R, A or Z, R, A. We study the simplest modules in CM(A), namely those with rank one. Recall that rank is additive on short exact sequences, and so, in particular, on direct sums. Hence any rank one module CM-module is necessarily indecomposable, because all summands of CM-modules are CMmodules and non-zero CM-modules have positive rank.
In fact, we can completely classify the rank one modules and see that they are in canonical one-one correspondence with the Plücker coordinates
Definition 5.1. For any k-subset I ⊆ C 1 , define a rank one module L I in CM(A) as follows. For i ∈ C 0 , set e i L I = Z and, for a ∈ C 1 , set x a : Z → Z to be (multiplication by) 1, if a ∈ I, or t, if a ∈ I, y a : Z → Z to be (multiplication by) t, if a ∈ I, or 1, if a ∈ I.
It is clear that L I is a free Z-module and that the relations xy = yx = t hold. We can also check that x k = y n−k (see the proof of Proposition 5.2), so L I is indeed in CM(A). Proof. For any rank one module M in CM(A), each piece e i M ∼ = Z, where the choice of isomorphism is determined up to Aut(Z). Comparing two adjacent pieces e i M and e i+1 M , the relation xy = t implies that, after rescaling just the isomorphism e i+1 M ∼ = Z, we have either (x, y) = (1, t) or (x, y) = (t, 1). Thus starting from e 0 M and working around to e n M , the module M is characterised by this choice for each pair of arrows (x, y) together with an element λ ∈ Aut(Z) giving the composite Z ∼ = e 0 M = e n M ∼ = Z.
However, the additional relation x k = y n−k implies that λ = 1 and furthermore that the number of times x a = 1 is precisely k. This is necessary (and sufficient) to ensure that, for any choice of paths y n−k and x k with the same head and tail, the number of a such that y a = t (i.e. x a = 1) in y n−k is the same as the number of a such that x a = t (i.e. x a = 1) in x k . Note that the two paths y n−k and x k involve complementary sets of edges in C 1 .
Thus the module M is isomorphic to L I , for some k-subset I ⊆ C 1 . Furthermore, it is clear that L I ∼ = L J , for I = J, because the restrictions of the modules to a single edge in I J are not isomorphic. Example 5. 3 . In the case k = 2, Demonet-Luo [7, Thm. 3.1] show that the indecomposable objects in CM(A) are precisely the rank one modules L ij in Definition 5.1. In the complete case, this may also be deduced from a covering poset argument (see [20, Lem 6 .1 or Thm 13.12] ), but the result of [7] is in the incomplete case and so is stronger. Indeed it shows that CM(A) does satisfy Krull-Schmidt in this case and so the results of Section 4 apply.
Thus, in this k = 2 case, the category CM(A) may be considered as a 'frieze category', which categorifies Coxeter-Conway frieze patterns associated with triangulations of an n-gon. That is, its objects are (labelled by) all diagonals ij, including edges, of an n-gon, with irreducible maps ij → (i + 1)j and ij → i(j + 1) and meshes from ij to (i + 1)(j + 1) when i and j are not adjacent (cf. [7, §3] ). The Auslander-Reiten quiver of CM( A) is as follows (in the case n = 5) and the same quiver presents CM(A). .8), induces an equivalence of stable categories and so we may write CM(A) unambiguously.
Remark 5. 4 . It is straightforward to describe the space of homomorphisms between rank one modules, because such a homomorphism is given by a set of Z-linear maps θ i : Z → Z, for each i ∈ C 0 , subject to the constraint of commuting with the action of x and y. Thus a basis for Hom(L I , L J ) is given by t α = t α i i∈C 0
for exponent vector α ∈ N C 0 satisfying
otherwise.
In other words, the exponent vectors of the basis are given by the set
where d :
is the coboundary map of the cochain complex of C and ε I ∈ Z C 1 is the characteristic function of I. Since any two solutions of (5.1) differ by a constant, we see that Hom(L I , L J ) is a free rank one Z-module, generated by a homomorphism t α with minimal exponent, that is, for which α ∈ N C 0 has at least one zero component. As expected, i.e. since we know it holds in the stable category by [6] , this property is equivalent to Ext-vanishing in the categorification (see also [7, Prop. 3.9] in the case k = 2). 
Proof. We compute Ext
where U = {u ∈ I : u + 1 ∈ I} and V = {v ∈ I : v + 1 ∈ I}. Note that U and V are disjoint sets with the same number of elements, which alternate in the cyclic order. This number is m + 1, where m = rk(ΩL I ). The (m + 1) × (m + 1) matrix D = (d vu ) has only non-zero entries when u, v are adjacent in U ∪ V . More precisely,
Thus D is supported on just two cyclic diagonals:
where matrix
Note that I is precisely the union of the intervals [u, v) in the first case, and hence the complement of I is the union of the intervals [v, u) in the second case. Now Ext 1 (L I , L J ) is a finite length Z-module and Hom(ΩL I , L J ) is a free Z-module of rank m. Hence
On the other hand, the form of D means that every m × m minor of D * has precisely one term,which consists of a product of two intervals, one on each diagonal. One such interval may be empty, if the other contains all but one entry. Thus, all m × m minors of D * |t=0 will vanish precisely when each diagonal contains at least two zeroes and the zeroes on each diagonal do not occur in non-overlapping intervals. Since these zeroes come from strictly positive powers of t in (5.3), this occurs precisely when I and J are 'crossing' in the sense of Definition 5.5. Remark 5. 7 . As conjectured by Scott [21] and proved by Oh-PostnikovSpeyer [18] , any maximal set S of non-crossing subsets has k(n − k) + 1 elements. Hence Proposition 5.6 and Remark 4.10 implies that
is a complete rigid object in CM( A) and a cluster tilting object.
Graded modules and profiles
The symmetry group G of the ring R = C[x, y]/(x k − y n−k ), as introduced in Section 3, is contained in the larger symmetry group
Indeed, G = Γ ∩ SL 2 (C) and so there are dual short exact sequences
Thus the McKay quiver Q of Γ (with vertex set Γ ∨ ) may be visualised as a 'lattice cylinder', which is a Z-cover ρ : Q → Q of the McKay quiver of G.
For example, when n = 5, k = 3, we obtain a cylindrical quiver covering the circular quiver in (3.11) by matching the white dots to identify the left and right columns in the infinite strip depicted below. If we impose the relations xy = yx and x k = y n−k on the path algebra of Q, then the algebra we obtain is the incidence algebra of a poset (Γ ∨ , ). This is closely related to the poset I(A) of [20, (13.15 
There is a covering functor (cf. [20, (13.16 )]), given by completion,
which is invariant under the Z-shift on CM Γ (R), as the product is just considered to be G ∨ -graded, via ρ : Γ ∨ → G ∨ . We may also realise this covering functor as the composite of the forgetful functor CM Γ (R) → CM G (R) with the comparison functor c : CM(A) → CM( A) of (3.8).
Modules M in CM Γ (R) are finitely-generated and torsion-free and hence correspond precisely to finitely-generated, complete poset representations (in the sense of [20, §13.2] ), that is, representations in which all arrows are inclusions and we have
where M * is a vector space of dimension rk M . Thus every module M in CM Γ (R) may be identified with some finite subspace configuration inside M * , of a type determined by its dimension vector α :
The subspace configuration may be considered as being pulled-back from some finite quotient poset of Γ ∨ .
Remark 6.1. We may also consider R, and hence A = R * G, to be Q-graded rings with deg x = k/n and deg y = (n − k)/n). We choose this particular grading so that the centre of A is C[t] with deg t = 1, but one could rescale to make all Z-graded if preferred. There is then a natural completion map CM Q (A) → CM( A), invariant under Q-shift, which is essentially equivalent to (6.1) in the following sense. By regarding Q-graded A-modules as G ∨ ×Q-graded R-modules, they may also be considered as representations of an infinite quiver with vertex set G ∨ ×Q. The identity component of this quiver is precisely the McKay quiver Q and every other component is a Q shift of this. Thus the category CM Γ (R) may be considered as a subcategory of CM Q (A), which is essentially equivalent to the whole category in that every indecomposable in CM Q (A) is a Q-shift of an indecomposable in CM Γ (R). We can use the graded lift of a rigid indecomposable module in CM( A) = CM G ( R) to give a compact notation for it, as we will now explain. Observe first that the dimension vector α of any module in CM Γ (R) is a nondecreasing function on the poset Γ ∨ and furthermore, the sets
will be order ideals and may be described by the contours which separate S d from its complement. Each such contour is a sequence of up or down steps (see (6. 3) below) cutting arrows of type x or y, respectively, which encircles the cylinder, so that one arrow of each index 1, . . . , n is cut. Thus the shape of a contour (which determines it up to shift) may be described by the k-subset I ⊂ {1, . . . , n} that gives the down-steps, i.e the indices on the y-arrows that are cut by the contour.
The following example shows a dimension vector with its contours (in the middle), together with a list of the shapes of those contours (on the left) and the finite quotient poset (on the right) from which any representation of this type must pull-back. Note that the contours of an indecomposable module must be 'closepacked' in the sense that there is no (unoriented) path in Q that goes around the cylinder between the contours. If there were, then the associated quotient poset would have a pinch-point and an indecomposable module must be constant above or below this point. In the example above, the contours below and above 2 are not close-packed and the quotient poset has a pinch point at 2. Hence there will be the following direct sum decomposition. In the third subspace configuration, the first '1' must be the intersection of the two '2's that it is contained in, so may effectively be omitted. Thus all three types of subspace configuration correspond to roots of E 6 , and so there is a unique rigid indecomposable configuration of this type and hence a unique (up to shift) rigid indecomposable graded module with the corresponding dimension vector and profile. It can be independently checked that the completions of these graded modules are also rigid (cf. Remark 6.3).
The profile of any graded module, and thus of any rigid indecomposable, has the following useful interpretation. Proposition 6. 6 . Every module M in CM Γ (R) has a filtration with factors which are rank 1 modules whose types are the k-subsets in its profile.
Proof.
We proceed by induction on r = rk M . The case r = 1 is straightforward, since the dimension vector of a rank 1 module has one contour, whose shape coincides with its type, i.e. the label I in Definition 5.1. Let M * be the limiting vector space for M , as in (6.2). Observe that any subspace V * M * determines a submodule V of M , by setting V i = V * ∩ M i , and that this submodule is 'strict' in the sense that M/V is torsion-free and so still in CM Γ (R), i.e. the inclusion V ֒→ M is a strict monomorphism in the exact structure on CM Γ (R). Indeed, the strict submodules are precisely of those of this form.
If we choose V * to be 1-dimensional and generic, in the sense that it has trivial intersection with every proper subspace M i M * in the representation, then V will be a rank 1 submodule whose type is the shape of the bottom contour in the profile of M and thus V can be the bottom term in the filtration. Furthermore, M/V will have rank r − 1 and a profile given by the rest of the profile of M and so the induction proceeds. We see from the proof above, that such a profile-matching filtration, as constructed in Proposition 6.6, is not canonical; indeed it arises from a generic choice of full flag in M * and so we call it a generic filtration.
Examples
For G 3,6 , the Auslander-Reiten (A-R) quiver of CM( A) is as follows. Note: the quiver is periodic, with the dotted lines identified by a straight translation; all indecomposables are rigid and are denoted by their profiles; arrows go left-to-right, but arrowheads and meshes are omitted. To compute such an example, we may compute the A-R quiver of Sub Q k and then lift the indecomposable modules to CM( A) using Theorem 4. 5. What remains is to locate the new projective P n , i.e. the rank 1 module labelled 123 in this case. For this, we observe that there is an irreducible map from its radical 236 → 123 and then that τ −1 (236) = Ω(236) = 124. We can then compute the almost split sequence 236 → 246 ⊕ 123 → 124 (7.2) which confirms the location of 123, as in the A-R quiver above. Note that π(124) is the simple module S k , and it will always be the case that the lift of S k is the codomain of the (unique) irreducible map from P n . Alternatively, we may compute the A-R quiver directly, using the covering (6.1) as in [20, Thm 13.17] or [19] . Indeed, the next two examples are essentially computed by Simson [20] in his Example 13.28 (Figure 2 ) and Example 13.18 (Figure 1) , respectively, but with a different periodicity as the same coset covers a different tiled order.
For G 3,7 , a piece of the A-R quiver is as follows. The quiver may be continued to the right by adding 3 to all labels (mod 7) until it becomes periodic under a glide reflection. These are precisely the modules depicted in Example 6.5. It may be confirmed that all rank 2 and rank 3 modules above occur in pairs or triples, respectively, whose profiles contain the same contour shapes, but with the layers cyclically reordered. Thus these modules have generic filtrations with the same rank 1 factors and hence must have the same class in the Grothendieck group of CM( A). This empirical phenomenon of cyclic reordering of factors gives a natural explanation of the occurrence of multiple non-isomorphic indecomposables in the same class, but we don't currently have an understanding of why it happens.
Note that this cyclic reordering of factors is quite different from the symmetry of CM(A) that arises from the automorphism of A corresponding to the cyclic symmetry of the McKay quiver (3.11); for example: and thus the class of any M ∈ CM(A) is determined just by adding up the labels that appear in its profile, e.g. 247 135 = e 1 + e 2 + e 3 + e 4 + e 5 + e 7 .
We conclude with the following refinement of the observations in Section 2.
Observation 8. 1 . When CM(A) has finite type (so all modules are rigid), the classes in K(A) of the indecomposable rank r modules are precisely the roots of degree r. Furthermore, if M is an indecomposable rank r CMmodule whose generic filtration has rank 1 factors M 1 | M 2 | · · · | M r , then there is another indecomposable CM-module M ′ of rank r and generic filtration with rank 1 factors M r | M 1 | · · · | M r−1 , which thus has the same class in K(A). This cyclic reordering of generic factors produces r nonisomorphic indecomposable CM-modules of rank r and these are precisely all such modules of class [M ] .
It is tempting to conjecture that the above remains true in infinite type if we replace "indecomposable" by "rigid indecomposable" and "root" by "real root". Unfortunately, this is not the case. For example, when n = 8 and k = 4, the following is the graded dimension vector of (the lift of) a rigid indecomposable module of class e 1 + · · · + e 8 , which has q = 0. For this module, the generic factors can not be reordered to obtain another rigid indecomposable. However, the empirical evidence is at least consistent with the possibility that the classes of all rigid indecomposable modules are roots and, in particular, have q 2. Furthermore, in all known examples where the class is a real root, the generic factors can be cyclically reordered.
