Image Processing Methods for Automatic Cell Counting In Vivo or In Situ Using 3D Confocal Microscopy by G. Forero, Manuel & Hidalgo, Alicia
Selection of our books indexed in the Book Citation Index 
in Web of Science™ Core Collection (BKCI)
Interested in publishing with us? 
Contact book.department@intechopen.com
Numbers displayed above are based on latest data collected. 
For more information visit www.intechopen.com
Open access books available
Countries delivered to Contributors from top 500 universities
International  authors and editors
Our authors are among the
most cited scientists
Downloads
We are IntechOpen,
the world’s leading publisher of
Open Access books
Built by scientists, for scientists
12.2%
122,000 135M
TOP 1%154
4,800
10 
Image Processing Methods for  
Automatic Cell Counting In Vivo or  
In Situ Using 3D Confocal Microscopy  
Manuel G. Forero1 and Alicia Hidalgo2 
1Cardiff University,  
2University of Birmingham, 
United Kingdom 
1. Introduction  
Image processing methods have opened the opportunity to extract quantitative information 
from confocal microscopy images of biological samples, dramatically increasing the range of 
questions that can be addressed experimentally in biology. Biologists aim to understand 
how cells behave and what genes do to build a normal animal, and what goes wrong in 
disease or upon injury. For this, they look at how alterations in gene function and 
application of drugs affect tissue, organ or whole body integrity, using confocal microscopy 
images of samples stained with cell specific markers. Image-processing methods have 
enormous potential to extract information from this kind of samples, but surprisingly, they 
are still relatively underexploited. One useful parameter to quantify is cell number. Cell 
number is the balance between cell division and cell death; it is controlled tightly during 
growth and it can be altered in disease, most notoriously neurodegeneration and cancer. 
Injury (e.g. spinal cord injury) results in an increase in cell death, plus a homeostatic 
regulation of cell proliferation. Thus to understand normal animal development, injury 
responses and disease, it is important to find out how many cells die or divide, or how 
many cells of a given type there are in an organ. Generally, cells are counted using 
automated methods after dissociating cells from a tissue (e.g. fluorescence-activated cell 
sorting, FACS, based), or when they are distributed in a dish in cell culture experiments, 
using image processing techniques in 2D (e.g. using Metamorph software). However, these 
approaches alter the normal cellular contexts and the procedures themselves can alter the 
relative numbers of cells. To maintain information relevant to how genes and cells behave in 
the organism, it is best to count cells in vivo (i.e. in the intact animal) or at least in an entire 
organ or tissue (i.e. in situ). Counting in vivo or in situ is generally carried out manually, or 
it consists of estimates of number of cells stained with a particular cell marker or inferences 
from anatomical alterations. These methods can be extremely time-consuming, estimates can 
be inaccurate, and the questions that can be addressed using these methods are limited. 
Manual counting can be experimentally cumbersome, tedious, labour intensive and error 
prone. The advent of confocal microscopy, which allows the capture of 3D images, has 
enabled the development of automatic and semi-automatic image processing methods to 
count cells in whole tissues or entire small animals. Whereas excellent automated methods 
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can be purchased commercially and are widely used to count cells after dissociation or in 
cell culture, fewer methods have been developed to count cells in situ or in vivo. Such 
methods are challenging, as they require large stacks of images to capture the whole sample, 
and can encounter greater difficulty in distinguishing labelled cells from background signal. 
Some automatic techniques have been developed to segment cell nuclei from mammalian 
tissue sections or from whole Drosophila brains in 2D and 3D images (Lin et al., 2003; 
Shimada et al., 2005; Wählby 2003; Wählby et al., 2004), but they are not useful to analyse 
large sample sizes because the intensive computation slows down the process. Identifying 
all the nuclei is extremely challenging from the point of view of imaging because cells can be 
tightly packed. In any case, counting all nuclei is not always most informative, as it does not 
qualify on cell type (is the number of neurons or glia altered?) or cell state (do the changes 
affect dividing or dying cells?). Cell Profiler (Carpenter, 2006) enables combinations of 
image-processing methods that can be used to count cells, but it is not very user friendly for 
most biologists as it requires computation expertise.  
We have developed a range of publicly available methods that can count the number of 
dividing or dying cells, neurons or glia, in intact specimens of fruit-fly Drosophila embryos 
(Forero et al, 2009, 2010, 2010a). Quantification is automatic, accurate, objective and fast, 
enabling reliable comparisons of multiple specimens of diverse genotypes. Additionally, 
results are reproducible: automatic programs perform consistently and always yield the 
same cell count for a given sample regardless of the number of times it is counted. 
Drosophila is a powerful model organism generally used to investigate gene function, 
developmental processes and model human diseases. Working in vivo or in situ with 
Drosophila is one of the main reasons behind using it as a model organism. Using 
Drosophila, researchers have investigated the number of dying cells, glial cells, and progeny 
cells in a neuroblast lineage, or the number of cells within mosaic cell clones (Maurange et al 
2008; Bello et al, 2006, 2008; Rogulja-Ortmann et al. 2007; Franzdottir et al. 2009; Ho et al. 
2009). Our methods can be used to automate these quantitative analyses. Although our 
image processing methods were developed from Drosophila images, these methods can be 
adapted to work on other sample types (i.e. mammalian tissues).  
The identification and counting of cells is a difficult task both for the human eye and for 
image processing: i) Most often, cell visualisation with immunohistochemical markers 
results in background signal (i.e. spots) as well as the signal corresponding to the cells; ii) 
there is also natural variability within biological samples, as cell size and shape can vary; 
iii) if a marker detects abundant cells, they can be tightly packed and it can be difficult to 
determine the boundaries between adjacent cells; iv) and the properties of the detector, 
the fluorescence settings and the lasers can also introduce error (Dima et al., 2002). As a 
result, it can be difficult to decide what is a cell and what is not. Consequently, manual 
counting is extremely error prone. Image processing methods are ideal for objective 
quantifications, since once a good method has been established to identify the objects, all 
samples are treated in the same way thus eliminating error. When analysing cell counts in 
whole organisms (i.e. Drosophila embryos), tissues or organs, it is not appropriate to use 
projections of a stack of images into a single 2D image, since this will occlude cells and 
form tight clusters rendering it impossible to separate the individual cells. In vivo 
quantification requires object recognition in 3D, which is achievable using confocal 
microscopy.  
In this chapter, we review the most relevant steps to be considered in the development of 
automatic methods to segment and count cells in 3D for in-situ or in vivo preparations. The 
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principles described will enable researchers of multiple disciplines to apply the logic of 
image processing to modify the currently available programs making them applicable to 
their own samples and research questions, as well as help them make further developments. 
For two complementary reviews of image processing techniques and a description of some 
of the existing software employed to analyse biology samples, please see (Meijering & 
Cappellen, 2007) and (Peng, 2008).  
2. Methodology 
Counting cells in Drosophila is a complex task, due to variability in image quality resulting 
from different cell markers. Cells are segmented according to their characteristics. But cell 
shape changes with cell state (i.e. arrest, mitosis, or apoptosis). For instance, during mitosis 
the shape is irregular and it can be difficult to determine when a dividing cell can be 
considered as two daughter cells. Nuclei and glia cells have a more regular shape, between 
elliptical and circular. Apoptotic cells have initially a very irregular shape, later on very 
round, and can appear subdivided into different parts depending on the timing within 
apoptosis. Depending on the kind of cells or cell state to be visualised, a different cell 
marker (i.e. antibody) is employed. As a result, different image-processing methods must be 
developed to quantify cells of different qualities. 
2.1 Visualisation of distinct cell types and states using immunohistochemistry 
Cells to be counted in Drosophila embryos were visualised with immunohystochemistry 
methods, using antibodies as follows (Figure 1). (1) Dying (apoptotic) cells were stained 
with anti-cleaved-Caspase-3 (hereafter called Caspase) (Figure 1a), a widely used marker 
for apoptotic cells. The protein Caspase-3 is evolutionarily conserved. The commercially 
available antibodies that we have used (Caspase-3, Cell Signalling Technology) cross-react 
with a wide range of species, including Drosophila. Caspase is initially cytoplasmic and as 
apoptosis progresses it reveals intense, round, shrunken cells. Organisms stained with 
Caspase yield images with cells of irregular shape and size, low signal intensity and high 
intensity background. (2) Dividing (mitotic) cells were stained with anti-pHistone-H3 
(hereafter called pH3, Figure 1b). pH3 labels the phosphorylated state of the 
evolutionarily conserved Histone-H3 characteristic of M-phase (mitosis) of the cell cycle. 
The commercially available antibodies we used (Upstate Biotechnology) work well in a 
wide range of species. The embryonic nuclei stained with pH3 are sparsely distributed 
and do not tend to overlap or form large clusters. As pH3 stains chromosomes, shape can 
be irregular. Nuclei can appear connected and must be separated. (3) Glial cell nuclei were 
stained with anti-Repo (hereafter called Repo) (Figure 1c). Repo (Developmental Studies 
Hybridoma Bank, Iowa) is the general nuclear marker for all glial cells, except the midline 
glia, in Drosophila. Nuclei stained with Repo tend to be rather regular. pH3 and Repo 
antibodies yield high signal intensity and low background, and stain nuclei that are 
relatively sparsely distributed in the organism. (4) Neuronal nuclei were stained with 
anti-HB9 (hereafter called HB9, gift of H. Brohier) in embryos (Figure 1d). Pan-neuronal 
anti-Elav does not consistently yield stainings of comparable quality and visualising all 
nuclei compromises resolution during object identification. Thus, a compromise solution 
is using HB9, which stains with strong signal and low background a large subset of 
interneurons and all motorneurons. 
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a.    b. 
  
c.    d. 
Fig. 1. Drosophila embryos labelled with: (a) Anti-cleaved-Caspase-3 to visualise apoptotic 
cells. (b) Anti-p-Histone-H3 to visualise mitotic cells. (c) Anti-Repo to visualise glial cells. (d) 
Anti-HB9 to visualise a subset of neuronal nuclei. A fraction of the ventral nerve cord is 
shown in each case; all images show single confocal optical sections. 
Whole embryos were dechorionated in bleach, then fixed in 4% formaldehyde in phosphate 
buffer (PBS) for 20 minutes at room temperature, washed in PBS with 0.1% Triton-X100 
(Sigma) and stained following standard protocols (Rothwell and Sullivan, 2000). Embryos 
were incubated in diluted primary antibodies overnight at 4°C and the following day in 
secondary antibodies for 2 hours at room temperature. Antibodies were diluted in PBS 0.1% 
Triton as follows: (1) Rabbit anti-cleaved-Caspase-3 1:50; (2) Guinea-pig HB9 1:1000; (3) 
Mouse anti-Repo at 1:100; (4) Rabbit-anti-phospho-Histone-H3 at 1:300. Secondary 
antibodies were directly conjugated to Alexa-488 and used at 1:250. Anti-Caspase had a 
tendency to yield high background, and different batches produced by Upstate 
Biotechnology had different staining qualities. Thus each new batch had to be optimised. To 
reduce background, embryos were first blocked in 1% Bovin Serum Albumin (BSA, Sigma) 
and incubated in very small volumes (10 microliters worth of embryos in a 50-100 microliter 
volume of diluted antibody), and the antibody was not reused. Signal amplification was not 
used (i.e. no avidin) since this raised the Caspase background considerably. All other 
antibodies were more robust and worked well using standard conditions, and antibody 
aliquots were reused multiple times. Samples were mounted in Vectashield (Vector Labs) or 
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70% glycerol. Mounted whole embryos were scanned using a BioRad Radiance 2000 or Leica 
TCS-SP2-AOBS laser scanning confocal microscopes. The settings at the confocal microscope 
were fixed for all samples and acquisition was set to ensure that the dynamic range of the 
histogram covered all grey values. The conditions for scanning were 60x lens, no zoom and 
0.5μm slice step, acquisition resolution of 512 x 512 pixels, no averaging. Fixed iris (pinhole 
=1), laser intensity, gain and offset were maintained throughout all samples of the same 
experiment. Software algorithms were developed and evaluated using Java and ImageJ 
under an Ubuntu Linux platform in a PC Pentium 4 running at 3 GHz with 1.5 GB RAM. 
2.1 Development 
Most published techniques segment and count cells in two dimensions. With the appearance 
of confocal microscopes, which allow to visualise cells plane by plane in 3D, new techniques 
have been developed to count them in 3D. 
In general, the automatic and semiautomatic techniques developed to count cells follow 
these steps: 
 Acquisition. 
 Filtering for noise reduction. 
 Segmentation. 
 Post processing, including morphological filtering and separation of cells. 
 Classification. 
2.2 Acquisition 
The acquisition protocol is a very important step. If the quality of the images is poor or 
strongly changes from one stack to another, it renders the development of an automatic 
counting method challenging. For a given experiment were all samples are labelled with the 
same cell marker and fluorophore, there can be considerable variability in the quality of the 
images, and if of bad quality it can even become impossible for an experienced biologist to 
identify reliably the cells. Therefore, several parameters must be optimised experimentally, 
such as those relating to the treatment of samples (e.g. fixative, detergent, dilutions of 
antibodies, incubation period, etc.) and the acquisition (e.g. laser intensity, filters, gain and 
offset of the amplifiers, magnification, etc). Once the best quality of images is obtained, all of 
these parameters must be fixed, and samples that do not produce images of adequate 
quality should be rejected. 
3D image processing techniques can be used to improve the quality of segmentation. This is 
important when the signal to noise ratio is low, given that some spots can be considered 
noise in a 2D image, but recognized as true particles in 3D (Gué, 2005). To work in 3D, other 
techniques should be considered before filtering. In fluorescence confocal microscopy signal 
intensity decreases with tissue thickness. Thus, frequently 3D techniques apply an intensity 
correction. One of the simplest techniques employs the maxima or the average of the 
foreground on each image to construct a function of the intensity attenuation and the 
inverse function is used to compensate the intensity loss (Adiga, 2000; Lin, 2003; Wählby, 
2004). However, the result is not always satisfactory, especially when the background or the 
foreground changes abruptly or the background has some complexity, making it difficult to 
define the foreground automatically. This is a common issue in Drosophila samples. More 
complex techniques can also be used, although they are time-consuming (Conchello, 1995; 
Guan, 2008; Kervrann, 2004; Rodenacker, 2001; Roerdink, 1993; Wu, 2005) or require 
complex acquisition (Can, 2003). 
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Images are also degraded by out-of-focus blur, albeit to a lesser degree than with epi-
fluorescence. The Z resolution is lower than in the X-Y plane, which affects the results of 3D 
segmentation techniques. De-blurring and restoration techniques, which both improve image 
definition and reduce noise should be considered before applying 3D segmentation 
techniques. Some of these methods are based on the knowledge of the Point Spread Function 
(PSF) or are blind when the PSF is unknown. The Richarson-Lucy (Richardson , 1972; Lucy, 
1974) and the Tikhonov deconvolution methods are two of the best known methods. Others 
include maximum likelihood estimation, Wiener and wavelets (see review by Sarder & 
Nehorai, 2006). Deconvolution methods can achieve very good results, but at the expense of a 
very high computational cost. However, if a convenient segmentation technique is used to 
process each image based only in its properties, an intensity correction procedure can be 
avoided. Given such complexity and pitfalls, techniques have been developed to take the 
alternative route of avoiding these steps. Accordingly, images are filtered and segmented in 
2D, and 3D techniques are only applied once the intensity of the cells is no longer relevant, i.e. 
after the images have been segmented, thus gaining speed in the process.  
2.3 Filtering 
3D restoration methods improve the quality of the images reducing noise. When these 
methods are not employed, other noise reduction techniques must be used. In confocal 
microscopy images, noise follows a Poisson distribution as image acquisition is based on 
photon emission. Given that the number of photons produced is very small, statistical 
variation in the number of detected photons is the most important source of noise. Although 
some researchers employ linear filters like the Gaussian operator to reduce noise in confocal 
microscopy (Wählby, 2004; Fernandez, 2010), they are not the most recommended to reduce 
Poisson noise, which is signal dependent. Additionally, the use of linear filters results in a 
lower definition of the cell borders, making it more difficult to distinguish cells, especially 
when they are tightly packed. In the Poisson distribution the mean and variance are not 
independent. Therefore, variance stabilising transformations (VST), like the Anscombe  
(Anscombe, 1948) and, the Freeman and Tukey (Freeman & Tukey, 1950) transforms, which 
approximately transform a random variable following a Poison distribution into a Gaussian, 
could be applied (Kervrann, 2004a) before the use of a linear filter. 
Bar-Lev and Enis (Bar-Lev & Enis 1988) developed a method for obtaining a class of 
variance stabilizing transformations, which includes the Ascombe and, Freeman and Tukey 
transforms. In this case, images are transformed, then filtered by using a linear operator and 
then the inverse transform is applied before segmentation. However these transforms have 
an important limitation, as they are not useful when the number of counts or photons per 
pixel is lower than about 20 (Starck, 2002). Furthermore, bad results are also related to the 
inverse process (Makitalo & Foi, 2011). New efforts have been made to improve these two 
aspects (Foi, 2008, 2009; Makitalo & Foi, 2011, 2011a), but their developments have not been 
tested for cell counting in confocal microscopy samples. Other models based on the analysis 
of the acquisition system have been proposed (Calapez & Rosa, 2010). 
Given the nature of the noise, non-linear filters are more appropriate. These filters in general 
reduce the noise and the significant intensity heterogeneity typical of confocal images, without 
strongly affecting the signal provided by the stained cells. The median filter is one of the 
simplest methods and we found it provides good results (Forero et al, 2009, 2010, 2010a). Many 
other median filter variations can also be employed, although they can require a more 
exhaustive and time-consuming calculation, and some parameters to be fixed (Mitra, 2001; 
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Forero & Delgado, 2003). Outlier filters can also serve to eliminate noise, while keeping the 
edges on the image. In this kind of filter the value of each pixel p is replaced by the mean or the 
median of the pixels included in a window centered in p, if the original value of p is further 
from the mean or the median than a threshold t defined by the user. Noise reduction techniques 
based on wavelets are also employed to filter confocal images. They can yield good results with 
an appropriate bank of filters. Other edge preserving methods like bilateral filters (Tomasi & 
Manduchi, 1998) can also be employed (Shen, 2009; Rodrigues, 2008). 3D filters have also been 
used, but the computational cost is higher and results can be affected by the difference in the 
resolution between the x-y plane and the z-axis. 2D restoration of the 3D methods mentioned 
above can also be employed, but unfortunately they are still time-consuming. 
In addition to the Poisson noise filters, other filters may be required to eliminate noise 
specific to the kind of images being processed. For example, signal intensity is 
heterogeneous in HB9 labelled nuclei, and image background is characterised by extremely 
small spots or particles of very high intensity. To eliminate these small spots and render 
signal intensity uniform, a grey scale morphological opening with a circular structural 
element of radius r, higher than the typical radius of the spots, is applied to each slice of the 
stack. As a generalization, particles of any particular size can be eliminated by 
morphological granularimetry. In this way, granularimetry defined as: 
 G= Open (rmin) - Open (rmax) (1) 
is used to eliminate particles of radius between rmax and rmin. 
Another morphogical noise reduction technique, the alternating sequential filter (ASF) has 
also been used to reduce noise in confocal images (Fernandez, 2010). This filter removes 
particles starting from the smallest ones and moving toward the largest ones by doing an 
alternating succession of opening and closing morphological operations with structural 
elements of progressively larger size (Sternberg, 1986; Serra, 1988).  
2.4 Segmentation 
After filtering, segmentation is carried out. Segmentation is a procedure that subdivides the 
image in disjoint regions or classes in order to identify the structures or objects of interest 
appearing in the image. These structures can be basically identified by their similarity or 
discontinuity. On the one hand, the detection of the edges or contours of the objects of 
interest is given by searching the local discontinuities in the intensity of the grey levels of 
the image. On the other hand, the extraction of the objects can be found by searching the 
homogeneous areas in the grey level values. Thresholding techniques allow separating the 
pixels of the image between background and foreground. In the simplest case, bilevel or 
binarisation, the pixels take only two possible different grey levels. The objects in the 
foreground are considered to belong only to one class and are separated from the 
background by choosing an optimum threshold grey level t, in the interval [0, L], where L is 
the maximum grey level in the image, based on certain criteria. Mathematically,  
binarisation is a process of transformation that converts an image represented by the 
function q(x, y) into the image r(x, y) given by: 
 
1 if ( , )
( , )
0 if ( , )
q x y t
r x y
q x y t
  
 (2) 
where (x, y) represent the position of each pixel in the image.  
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A third kind of method to segment cells in confocal microscopy consists on the use of active 
contour models. In their original description, snakes (Kass et al. 1988), the active contours 
were seen as a dynamic elastic band that was located outside or inside the objects to be 
segmented, and by contraction or expansion of the band the borders of the objects were 
obtained. The snakes look for the borders by minimizing the energy of the band, using the 
gradient of the image as one of the parameters to calculate the energy. This technique is very 
sensitive to noise and initiation (i.e. where the band is initially located), and several methods 
have been developed to overcome the limitations of finding a good initiation and of 
segmenting nuclei (Clocksin, 2003; Chan et al., 2000, Chan & Vese, 2001, Osher & Sethian, 
1988), using level sets (Cheng, 2009). 
As cell borders are fuzzy, we preferred thresholding to edge detection methods for 
segmentation. Depending on the intensity variation in the cells through each image, local or 
global thresholding can be employed. An alternative consists on using more than one global 
threshold (Long et al., 2007). Long et al. calculates a first threshold and cells detected over 
that threshold are segmented and counted. Then the regions where the cells have been 
counted are ignored and a new threshold is calculated. This second threshold is lower than 
the first one and allows detecting cells of lower intensity. Then these new cells are also 
processed and counted. 
Due to fluorescence attenuation through the stack of images, cells are more clearly seen in 
the first slices and for this reason using only one threshold to binarise the whole stack is not 
appropriate. Instead, a threshold value is found for each image.  The method chosen to find 
the threshold t is critical and varies with the marker employed to label the cells or nuclei and 
the characteristics of the resulting images. Thus a different binarisation method was 
developed for each cell marker. 
2.4.1 Neuronal nuclei 
The method employed to binarise images depends on the characteristics of the 
distribution of the intensities of the objects and background in the images, which can be 
studied trough the histogram. One of the most popular thresholding methods, Otsu, 
works especially well when the typical histogram of the images is bimodal, with a 
Gaussian distribution. It works also well in highly contrasted images, where there is a 
strong intensity difference between foreground and background. This was the case for 
nuclei labelled with HB9 antibodies, and therefore this was the method employed to 
binarise such images (Forero et al, 2010). A frequent case to be considered when working 
with stacks, is when no cells or nuclei but only background appear in some images. 
Whereas a very low threshold can be found, this would yield false nuclei. To solve this 
problem, low thresholds are not taken into account when the maximum intensity of an 
image is lower than a quarter of the maximum grey level or if the threshold is lower than 
20, a value found empirically corresponding to the highest standard intensity of the 
background. In these cases, images are binarised using the last valid threshold obtained in 
a previous image of the stack. If a very low threshold is found in the first image of the 
stack, the threshold takes the value of the maximum grey level and the binarised image 
becomes black. The resulting binarised images are employed as masks and combined, 
using a logic AND operation, with the images resulting of the opening operation to 
produce images were the background becomes black (grey level ‘zero’) and the intensities 
of the foreground remain unmodified. For further details, see (Forero et al, 2010). 
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2.4.2 Apoptotic cells 
The typical histogram h(q), where q is the grey level intensity, of median-filtered Caspase 
images is composed of two modes, the first one corresponding to the background and the 
second one to the sample. There isn’t a third mode that would belong to the apoptotic cells, 
due to the very small number of pixels belonging to them. In some Caspase images, the 
histogram becomes unimodal, when the background is so low as to disappear, and images 
only include the sample.  
The following thresholding method was developed. The shape of the second mode, 
corresponding to the sample, can be roughly approximated to a Gaussian function G(q), and 
the pixels belonging to the Caspase cells are considered outliers. The highest local maximum 
of the histogram serves to identify the sample mode. To identify the outliers, assuming the 
sample’s pixel grey level intensities are normally distributed, the Gaussian function Gb(q) 
that best fits the shape of the sample’s mode is found. This is achieved by minimizing the 
square error between the histogram h(q) in the interval corresponding to the mode and G(q), 
that is 
 
min max
( ) arg min ( )
c
b
q q q
G q error q 
      (3) 
where 
 
max
2( ) [ ( ) ( )]
c
q
q
error q G q h q   (4) 
and 
 
2
2
( )
2 ( )( )
q q
qG q e



  (5) 
(q) and (q) are the mean and standard deviation of the mode respectively, calculated in 
the interval [q, qmax], given by 
 
max
max
( )
( )
( )
c
c
q
q q
q
q q
h q q
q
h q
 




    
max
max
2( )( )
( )
( )
c
c
q
q q
q
q q
h q q
q
h q

 





 (6) 
qc is a cut-off value given by the global minimum between the first and the second modes, if 
the histogram is bimodal, or the first local minimum of the histogram, if it is unimodal, and 
qmax is the maximum grey level of the histogram. The threshold is obtained from the standard 
score (z-score), which rejects the outliers of the Gaussian function. The z-score is given by 
 ( )b
b
q
z


  (7) 
where b and b are the mean and standard deviation of the best Gaussian function 
respectively and q is pixel intensity. It is considered that a grey level is an outlier if z3, 
therefore the threshold t is given by 
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 3t b b    (8) 
2.4.3 Mitotic and glial cells 
In images stained with either pH3 or Repo in Drosophila embryos, the mode corresponding to 
the cells is almost imperceptible due to the corresponding small number of pixels compared to 
the number of background pixels. Given the low number of foreground pixels the histogram 
can be considered unimodal. To binarise unimodal images, rather than using thresholding 
techniques, we assumed that the background follows a Gaussian distribution G(q) and 
considered the pH3 cells outliers. To identify the best Gaussian function, we minimised the 
square error in the histogram h(q) in the interval between the mode and threshold, given by 
 3b bt     (10) 
following the same procedure employed to threshold apoptotic cells explained before. 
2.5 Post-processing 
After segmentation, or in parallel, other methods can also be developed to reduce remaining 
noise, to separate abutting cells and to recover the original shape of the objects before the 
classification. Which method is used will depend on the object to be discriminated. 
2.5.1 Filtering 
Some raw Caspase images have small spots of high intensity, which can be confused with cells 
in later steps of the process. To eliminate these spots without affecting the thresholding 
technique (if the spot filter is applied before thresholding the histogram is modified affecting 
the result), the raw images are filtered in parallel and the result is combined with the 
thresholding outcome. If a square window of side greater than the diameter of a typical spot, 
but smaller than the diameter of a cell, is centered in a cell, the mean of the pixel intensities 
inside the window should be close to the value of the central pixel. If the window is centered 
in a spot, the pixel mean should be considerably lower than the intensity of the central pixel. 
To eliminate the spots, a mobile window W is centered in each pixel. Let p(x,y) and s(x,y) be the 
original input image and the resulting filtered image respectively, and m(x,y) the average of 
the intensities inside the window centered in (x,y). If m(x,y) is lower than a certain proportion 
 with respect to the central pixel, it becomes black, otherwise it retains its intensity. That is 
 
0 if ( , ) ( , )
( , )
( , ) if ( , ) ( , )
m x y p x y
s x y
p x y m x y p x y


  
  (11) 
where 
 
,
( , ) ( , )
x y W
m x y p x y

   (12) 
After thresholding, cells and small spots appear white, while after spot filtering the spots 
appear black. The result from both images is combined using the following expression: 
 
0 if  min[ ( , ), ( , )] 0
( , )
1 if min[ ( , ), ( , )] 0
t x y s x y
q x y
t x y s x y
  
 (13) 
where q(x, y) is the resulting image and t(x, y) the image resulting form thresholding. 
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The combination of filtering and thresholding results in separating candidate objects 
(Caspase-positive cells) from background. The spot filter also separates cells that appear 
very close in the z-axis. 
To render the Caspase-positive cells more similar in appearance to the original raw images, 
three-dimensional morphological operations are then performed throughout the whole 
stack. Firstly, morphological closing followed by opening are applied to further remove 
noise and to refine the candidate structures. Secondly, the objects containing holes are filled 
with foreground colour verifying that each hole is surrounded by foreground pixels. 
2.5.2 Cell separation 
Cells that appear connected must be separated. This is most challenging. Several automatic 
and semi-automatic methods deal with the problem of how to separate cells within clusters 
in order to recognise each cell. Initially some seeds or points identifying each cell are found. 
A seed is a small part of the cell, not connected to any other, that can be used to mark it. If 
more than one seed is found per cell, it will be subdivided (i.e. over-segmentation), but if no 
seed is found the cell will not be recognised. In some semiautomatic methods seeds are 
marked by hand. Several methods have been proposed to identify only one seed per cell 
avoiding over-segmentation. The simplest method consists of a seeding procedure 
developed during the preparation of the samples to avoid overlaps between nuclei (Yu et 
al., 2009). More practical approaches involve morphological filters (Vincent, 1993) or 
clustering methods (Clocksin, 2003; Svensson, 2007). Watershed based algorithms are 
frequently employed for contour detection and cell segmentation (Beucher & Lantuejoul, 
1979; Vincent & Soille, 1991), some employing different distance functions to separate the 
objects (Lockett & Herman,  1994; Malpica, 1997). In this way, cells are separated by defining 
the watershed lines between them. Hodneland et al. (Hodneland, 2009) employed a 
topographical distance function and Svensson (Svensson, 2007) presented a method to 
decompose 3D fuzzy objects, were the seeds are detected as the peaks of the fuzzy distance 
transforms. These seeds are then used as references to initiate a watershed procedure. Level 
set functions have been combined with watershed in order to reduce over-segmentation and 
render the watershed lines more regular.  In the method developed by Yu et al. (Yu et al., 
2009) the dynamic watershed is constrained by the topological dependence in order to avoid 
merged and split cell segments. Hodneland et al. (Hodneland, 2009) also combine level set 
functions and watershed segmentation in order to segment cells, and the seeds are created 
by adaptive thresholding and iterative filling. Li et al. propose a different approach, based 
on gradient flow tracking (Li et al. 2007, 2008). These procedures can produce good results 
in 2D, although they are generally time consuming. They do not provide good results if the 
resolution of the images is low and the borders between the cells are imperceptible. 
Watershed and h-domes are two morphological techniques commonly used to separate 
cells. These two techniques are better understood if 2D images or 3D stacks are seen as a 
topological relief. In the 2D case the height in each point is given by the intensity of the pixel 
in that position where the cells are viewed as light peaks or domes separated by dark valleys 
(Vincent, 1993). The basic idea behind watershed consists in imaging a flooding of the 
image, where the water starts to flow from the lower points of the image. The edges 
between the regions of the image tend to be placed on the watershed. Frequently, the 
watershed is applied to the gradient of the image, so the watershed is located in the crests, 
i.e. in the highest values. Watershed and domes techniques are also applied on distance 
images. In this way, each pixel or voxel of an object takes the value of the minimum distance 
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to the background, and the highest distance will correspond to the furthest point from the 
borders. The cells are again localized at the domes of the mountains, while the watershed is 
used to find the lowest points in the valleys that are used to separate the mountains, i.e. the 
cells (Malpica et al., 1997). In this way, watershed can be used to divide joined objects, using 
the inverted of the distance transformation and flooding the mountains starting from the 
inverted domes that are used as seeds or points from where the flooding begins. The eroded 
points and the resulting points of a top-hat transformation can also be used as seeds in 
several watershed procedures. 
2.5.2.1 Apoptotic cells 
The solution to the cell separation problem depends on the shape of the cells and how close 
they are.  Apoptotic cells, for example, do not appear very close, although it is possible to 
find some abutting one another. They can also have a very irregular shape and can appear 
subdivided. Therefore, we reached a compromise when trying to separate cells. When 
watershed was used in 3D many cells were subdivided resulting in a cell being counted as 
multiple cells, thus yielding false positives. On the other hand, if a technique to subdivide 
cells is not used, abutting cells can be counted only as one, yield false negatives.  In general, 
if there are few abutting cells, the number of false negatives is low. A compromise solution 
was employed. Instead of using a 3D watershed, a 2D watershed starting from the last 
eroded points was used, thus separating objects in each plane. In this way, irregular cells 
that were abutting in one slice were separated, whilst they were kept connected in 3D.  The 
number of false negatives was reduced without increasing the number of false positives. 
Although some cells can still be lost, this conservative solution was found to be the best 
compromise. 
2.5.2.2 Mitotic and glial cells 
Mitotic and glial cells in embryos were separated by defining the watershed lines between 
them. To this end, the first step consisted in marking each cell with a seed. In order to find 
the seeds a 3D distance transformation was applied. To mark the cells, we applied a 3D h-
dome operator based on a morphological gray scale reconstruction (Vincent, 1993). We 
found h = 7 to be the standard minimum distance between the centre of a cell and the 
surrounding voxels. This marked all the cells, even if they were closely packed. To avoid a 
cell having more than one seed, we found the h-domes transform of an image q(x,y). A 
morphological reconstruction of q(x,y) was performed by subtracting from q(x,y)-h, where h 
is a positive scalar, the result of the reconstruction from the original image (Vincent, 1992, 
1993), that is 
 hD (q(x,y)) = q(x,y) ρ(q(x,y) h)   (14) 
 where the reconstruction 
 h)y)ρ(q(x,   (15) 
is also known as the h-maxima transform. The h extended-maxima, i.e. the regional maxima 
of the h-maxima transform, can be employed to mark the cells (Vincent, 1993; Wählby 2003, 
Wählby et al. 2004). However, we found that a more reliable identification of the cells that 
prevented losing cells, was achieved by the binarisation method of thresholding the h-
domes images (Vincent, 1993). Given that each seed is formed of connected voxels, 3D 
domes could be identified and each seed labelled with 18-connectivity. 
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Due to the intensity variation of the cells, several seeds can be found in one cell, resulting in 
over-segmentation. To prevent over-segmentation after watershed, redundant seeds must 
be eliminated, to result in only one seed per cell. Wählby et al. (Wählby et al., 2004) have 
used the gradient among the seeds as a way to determine if two seeds belong to a single cell 
and then combine them.  However, we found that for mitotic cells a simpler solution was 
successful at eliminating excess seeds. Multiple seeds can appear in one cell if there are 
irregularities in cell shape. The resulting extra peaks tend not to be very high and, when 
domes are found, they tend to occupy a very small number of voxels (maximum of 10). 
Instead, true seeds are formed of a minimum of 100 voxels.  Consequently, rejecting seeds of 
less than 20 voxels eliminated most redundant seeds. 
Recently, Cheng and Rajapakse (Cheng and Rajapakse, 2009) proposed an adaptive h 
transform in order to eliminate undesired regional minima, which can provide an 
alternative way of avoiding over-segmentation. Following seed identification, the 3D 
watershed employing the Image Foresting Transform (IFT) was applied (Lotufo & Falcao, 
2000; Falcao et al., 2004), and watershed separated very close cells. 
2.5.2.3 Neuronal nuclei 
To identify the seeds in images of HB9 labelled cells, a 2D regional maxima detection was 
performed and following the method proposed by Vincent (Vincent, 1993), a h-dome 
operator based on a morphological gray scale reconstruction was applied to extract and 
mark the cells. The choice of h is not critical since a range of values can provide good 
results (Vincent, 1993). The minimum difference between the maximum grey level of the 
cells and the pixels surrounding the cells is 5. Thus, h=5 results in marking cells, while 
distinguishing cells within clusters. Images were binarised by thresholding the h-domes 
images.  
Some nuclei were very close. As we did with the mitotic cells, a 3D watershed algorithm 
could be employed to separate them. However in our tests the results were not always good. 
We found better and more time-computing efficient results from employing both the 
intensity and the distance to the borders as parameters to separate nuclei. In this way, first a 
2D watershed was applied to separate nuclei in 2D, based on the intensity of the particles. 
Subsequently, 3D erosion was used in order to increase their separation and a 3D distance 
transformation was applied. In this way each voxel of an object takes the value of the 
minimum distance to the background. Then the 3D domes were found and used as seeds to 
mark every cell. A fuzzy distance transform (Svensson, 2007), which combines the intensity 
of the voxels and the distance to the borders, was also tested. Whilst with our cells this did 
not work well, it might be an interesting alternative with different kinds of cells when 
working with other kinds of cells. The images were then binarised. Once the seeds were 
found, they were labelled employing 18-connectivity and from the seeds a 3D region 
growing was done to recover the original shape of each object, using as mask the stack 
resulting from the watershed (see Forero et al, 2010). 
2.6 Classification 
The final step is classification, whereby cells are identified and counted. This step is done 
according to the characteristics that allow to identify each cell type and reject other particles. 
A 3D labelling method (Lumia, 1983; Thurfjell, 1992; Hu, 2005) is first employed to identify 
each candidate object, which is then one by one either accepted or rejected according to the 
selected descriptors. To find the features that better describe the cells, a study of the best 
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descriptors must be developed. Several methods are commonly employed to do this. Some 
methods consider that descriptors follow a Gaussian distribution, and use the Fisher 
discriminant to separate classes (Fisher, 1938; Duda et al., 2001). Other methods select the 
best descriptors after a Principal Components Analysis (Pearson, 1901; Duda, 2001). In this 
method, a vector of descriptors is obtained for each sample and then the principal 
components are obtained. The descriptors having the highest eigen values, that is, those 
having the highest dispersion, are selected as best descriptors. It must be noted that this 
method can result on the selection of bad descriptors when the two classes have a very high 
dispersion along a same principal component, but their distribution overlaps considerably. 
In this case the descriptor must be rejected. 
In our case, we found that dying cells stained with Caspase and mitotic cells with pH3·are 
irregular in shape. Therefore, they cannot be identified by shape and users distinguish them 
from background spots of high intensity by their bigger size. Thus, apoptotic and mitotic 
cells were selected among the remaining candidate objects from the previous steps based 
only on their volume. The minimum volume can be set empirically or statistically making it 
higher than the volume occupied by objects produced by noise and spots of high intensity 
that can still remain. The remaining objects are identified as cells and counted. Using 
statistics, a sufficient number of cells and rejected particles can be obtained to establish their 
mean and standard deviation, thus finding the best values that allow to separate both 
classes using a method like the Fisher discriminator. 
Nuclei have a very regular, almost spherical, shape. In this case more descriptors can be 
used to better describe cells and get a better identification of the objects. 2D and 3D 
descriptors can be employed to analyse the objects. Here we only present some 2D 
descriptors. For a more robust identification the representation of cells should preferably be 
translation, rotation and scale invariant. Compactness, eccentricity, statistical invariant 
moments and Fourier descriptors are compliant with this requirement. We did not use 
Fourier descriptors for our studies given the tiny size of the cells, which made obtaining 
cells’ contours very sensitive to noise. Therefore, we only considered Hu’s moments, 
compactness and eccentricity. 
Compactness C is defined as 
 
2P
C
A
  (16) 
where A and P represent the area and perimeter of the object respectively. New 2D and 3D 
compactness descriptors to analyse cells have been introduced by Bribiesca (2008), but have 
not been tested yet.  
Another descriptor corresponds to the flattening or eccentricity of the ellipse, whose 
moments of second order are equal to those of the object. In geometry texts the eccentricity 
of an ellipse is defined as the ratio between the foci length a and the major axis length D of 
its best fitting ellipse 
 
a
E
D
  (16) 
Its value varies between 0 and 1, when the degenerate cases appear, being 0 if the ellipse is 
in fact a circumference and 1 if it is a line segment. The relationship between the focal length 
and the major and minor axes, D and d respectively, is given by the equation 
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 D2=d2+a2 (17) 
then, 
 
2 2D d
E
D

 
(18)
 
Nevertheless, some authors define the eccentricity of an object as the ratio between the 
length of the major and minor axes, also being named aspect ratio, and elongation because it 
quantifies the extension of the ellipse and is given by 
 21
d
e E
D
    (19) 
In this case, eccentricity also varies between 0 and 1, but being now 0 if the object is a line 
segment and 1 if it is a circumference. 
The moment invariants are obtained from the binarised image of each cell; pixels inside the 
boundary contours are assigned to value 1 and pixels outside to value 0. The central 
moments are given by: 
 
1 1
0 0
( ) ( ) ( , )
N M
r s
rs
x y
x x y y f x y  
 
         for r, s = 0, 1, …, ∞ (20) 
where f(x,y) represents a binary image, p and q are non-negative integers and ( x , y ) is the 
barycentre or centre of gravity of the object and the order of the moment is given by r + s. 
From the central moments Hu (Hu, 1962) defined seven rotation, scale and translation 
invariant moments of second and third order 
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Moments 1 to 6 are, in addition, invariant to object reflection, given that only the 
magnitude of 7 is constant, but its sign changes under this transformation. Therefore, 7 can 
be used to recognize reflected objects. As it can be seen from the equations, the first two 
moments are functions of the second order moments. 1 is function of 20 and 02, the 
moments of inertia of the object with respect to the coordinate axes x and y, and therefore 
corresponds to the moment of inertia, measuring the dispersion of the pixels of the object 
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with respect to its centre of mass, in any direction. 2 indicates how isotropic or directional 
the dispersion is. 
One of the most common errors in the literature consists of the use of the whole set of Hu’s 
moments to characterise objects. They must not be used simultaneously since they are 
dependant (Flusser, 2000), given that 
 5
2 2
7
3 3
4
  
  (22) 
Since Hu’s moments are not basis (meaning by a basis the smallest set of invariants by 
means of which all other invariants can be expressed) given that they are not independent 
and the system formed by them is incomplete, Flusser (2000) developed a general method to 
find bases of invariant moments of any order using complex moments. This method also 
allows to describe objects in 3D (Flusser et al, 2009).  
As cells have a symmetrical shape, the third and higher odd order moments are close to 
zero. Therefore, the first three-order Hu’s moment 3  is enough to recognize symmetrical 
objects, the others being redundant. 
That is, eccentricity can be also derived from Hu’s moments by: 
 1 2
1 2
e
 
 
   (23) 
and, from Equation (19) it can be found that: 
 22
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2
1E e

      (24) 
Therefore, eccentricity is not independent of the first two Hu’s moments and it must not be 
employed simultaneously with these two moments for classification. 
3. Conclusion 
We have presented here an overview of image processing techniques that can be used to 
identify and count cells in 3D from stacks of confocal microscopy images. Contrary to 
methods that count automatically dissociated cells or cells in culture, these 3D methods 
enable cell counting in vivo (i.e. in intact animals, like Drosophila embryos) and in situ (i.e. 
in a tissue or organ). This enables to retain normal cellular context within an organism. To 
give practical examples, we have focused on cell recognition in images from fruit-fly 
(Drosophila) embryos labelled with a range of cell markers, for which we have developed 
several image-processing methods. These were developed to count apoptotic cells stained 
with Caspase, mitotic cells stained with pH3, neuronal nuclei stained with HB9 and glial 
nuclei-stained with Repo. These methods are powerful in Drosophila as they enable 
quantitative analyses of gene function in vivo across many genotypes and large sample 
sizes. They could be adapted to work with other markers, with stainings of comparable 
qualities used to visualise cells of comparable sizes (e.g. sparsely distributed nuclear labels 
like BrdU, nuclear-GFP, to count cells within a mosaic clone in the larva or adult fly).  
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Because automatic counting is objective, reliable and reproducible, comparison of cell 
number between specimens and between genotypes is considerably more accurate with 
automatic programs than with manual counting. While a user normally gets a different 
result in each measurement when counting manually, automatic programs obtain 
consistently a unique value. Thus, although some cells may be missed, since the same 
criterion is applied in all the stacks, there is no bias or error. Consistent and objective criteria 
are used to compare multiple genotypes and samples of unlimited size. Furthermore, 
automatic counting is considerably faster and much less labour intensive.  
Following the logical steps explained in this review, the methods we describe could be 
adapted to work on a wide range of tissues and samples. They could also be extended and 
combined with other methods, for which we present an extended description, as well as 
with some other recent developments that we also review. This would enable automatic 
counting in vivo from mammalian samples (i.e. brain regions in the mouse), small 
vertebrates (e.g. zebra-fish) or invertebrate models (e.g. snails) to investigate brain structure, 
organism growth and development, and to model human disease.  
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