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RÉSUMÉ
Le jeu de poursuite se déroule sur un graphe, entre policiers et voleur, l’objectif
ultime du policier étant d’attraper Fintrus, soit le voleur. Les joueurs occupent
des sommets du graphe et se déplacent en alternance en utilisant les arêtes de ce
dernier. Les participants disposent de toute Finformation concernant leurs positions
respectives.
Dans ce mémoire, nous considérons une généralisation de la version classique
du jeu au jeu sur un graphe irréflexif où les joueurs sont obligés, parfois, de quitter
leur sommet courant.
Au travers d’une présentation des résultats établis dans le cas de jeu sur graphe
réflexif, nous analysons leur validité une fois les boucles complètement ou partielle
ment éliminées. Nous proposons également une analyse des stratégies adoptées par
les ,joueurs.
Mots clés: Graphe réflexif. Graphe irréflexif, Jeu de poursuite, Stratégie
ABSTRACT
The pursuit garne is played on a graph. between policemen and a robber. The
ultimate purpose of the policemen is to arrest the intruder. The players move
alternately lising the graph edges and stop at vertices. The game assumes perfect
information sharing.
In this thesis, we consider a generalization of the game to irreflexive graph where
the players are aiways forced to move.
Through an analysis of the results established for the game on a reflexive, or
partially reflexive. graph, we check their vahdity an irreflexive graph. We also
propose an analysis of strategies.
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NOTATION
2’ t ensemble de parties d’un ensemble
() t ensemble de parties de taille p d’un ensemble ‘
cardinalité de l’ensemble E
V(G) t ensemble de sommets d’un graphe G
E(G) t ensemble d’arêtes d’un graphe G
t ordre d’un graphe G
t complément d’un graphe G
N(u) t voisinage ouvert d’un sommet u d’un graphe
N[n] t voisinage fermé d’un sommet u d’un graphe
AT*(u) t voisinage ouvert d’un sommet u d’un graphe moins le sommet lui même
d(u) t degré d’un sommet u d’un graphe
[u. y] t aête entre deux sommets u et y d’un graphe
d(u. y) : la distance entre deux sommets u et u d’un graphe
graphe complet d’ordre n
complément d’un graphe complet d’ordre n
GA : sous graphe induit par les sommets dans A, A C V(G)
G G’ : les graphes G et G’ sont isomorphes
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INTRODUCTION
Foin un enfant, le temps passé à jouer n’est pas perdu. c’est là où il apprend,
teste et explore le monde qu’il est entrain de découvrir. Cest aussi ce qui va forger
son expertise pour le préparer au lendemain.
La théorie des jeux est un vaste domaine qui ne peut être résumé en quelques
lignes ou même quelques pages. Néanmoins, on peut explorer un jeu. qui cette fois,
est plutôt pour les grands et qui parfois prend une forme réelle et peut avoir des
résultats fatales pour un joueur la poursuite.
Une description succincte du jeu de poursuite serait deux joueurs, un policier
et un voleur, jouent à « attrapes moi si tu peux » en se déplaçant en alternance
d’un sommet à un autre sur un graphe en empruntant une arête à la fois. Si le
policier arrive à occuper le même sommet que le voleur, le policier gagne, dans
tous les autres cas le voleur gagne.
Les règles de base du jeu sont simples et peuvent être énumérées comme suit
— un joueur occupe un sommet à la fois;
— un joueur peut passer d’un sommet à un autre si ces deux sommets sont liés
par une arête du graphe;
— à chaque tour (règle détaillée plus bas)
— u joueur peut utiliser une arête au plus;
— un joueur doit utiliser une arête au plus;
— le jeu commence par un choix d’un sommet du graphe par le policier;
— le jeu se termine si les deux joueurs occupent le même sommet.
Le policier gagne s’il réussit à occuper le même sommet que ]e voleur au bout d’un
nombre fini de coups. Le voleur gagne s’il réussit toujours à éviter cette situation.
La règle qui stipule qu’un joueur peut utiliser une arête au plus à tout coup implique
qu’un joueur a le choix d’utiliser une arête pour se déplacer ou de rester sur le même
sommet. Cette règle peut être reformulée pour forcer le déplacement du joueur à
chaque coup.
Une telle règle engendre plusieurs variantes du jeu de poursuite selon la nature
réflexive ou non réfiexive du graphe ou bien par un changement des règles en
obligeant les participants à quitter leur sommet courant à chaque tour.
Comme dans [14], cette contrainte permet de considérer deux variantes du jeu
— jeu passif chaque joueur dispose de l’option de ne pas jouer et faire un «
Passe » du jeu. Cette règle ne peut être que bénéfique pour le voleur qui en
profite pour rester sur place si le fait de bouger va le mettre en danger.
— jeu actif : chaque joueur doit se déplacer et changer de sommet à chaque
tour.
On peut réaliser les deux variantes simplement en exigeant que les joueurs se
déplacent à chaque coup et en considérant un graphe réfiexif (jeu passif) ou non
(jeu actif).
La figure 1 montre deux situations pour lesquelles le voleur doit faire « Passe
» pour pouvoir gagner. Sur les deux graphes, le voleur R est obligé de rester sur la
même position e sinon il sera capturé par le policier C. Ceci a suscité notre intérêt
dans les graphes sans boucles appelés aussi irréfiexifs. Plusieurs résultats établis






FIG. 1 Graphes réfiexifs
—c
a b
FIG. 2 — Graphe partiellement réfiexif
une fois privés de leurs boucles, en piège pour le voleur.
La figure 2 en montre une situation où le policier doit faire « Passe »
Beaucoup de recherches ont été faites pour les graphes réfiexifs, nous nous de
mandons jusqu’à quel point nous pouvons les adapter aux graphes non réfiexifs.
Ainsi, le premier chapitre est consacré à un rappel sur des notions de base sur la
théorie des graphes utiles pour la suite de notre exposé. Dans le deuxième chapitre,
nous donnons une définition du jeu dans sa version initiale, classique, et nous
A
4étendons quelques résultats établis au jeu de poursuit.e irréfiexif, ce qui constitue
notre principal apport au sujet. Un survol des caractérisations des graphes policiers
gagnants est donné dans le troisième chapitre. Nous proposons, dans le quatrième
chapitre. une formalisation des notions de stratégies et de concepts nouvellement
définis relatifs à cette vision globale du jeu, jeu sur un graphe irréfiexif.
CHAPITRE 1
DÉFINITIONS ET PRÉLIMINAIRES
L’histoire de la théorie des graphes commence au 1$ ème siècle par les travaux
d’Euler et plus précisément avec l’étude d’un certain nombre de problèmes tels
que celui des ponts de Kinisberg. Ce problème posait la question suivante est-il
possible, en partant d’un endroit donné, de traverser tous les ponts d’une ville sans
passer deux fois par le même pont et revenir au point de départ?
Par la suite, cette fameuse théorie a connu une grande évolution en tant que
discipline mathématique grâce aux travaux de Kinig, Menger, Cavley et Erdôs.
pour ne nommer que ces derniers. Elle a aujourdhui une place confirmée dans
diverses domaines notamment la chimie, la biologie, les sciences sociales, l’économie.
La théorie des graphes fournit un outil simple et puissant pour modéliser un
ensemble d’objets et leurs relations, et propose des solutions à un grand nombre
de problème par le biais d’objets et des connexions entre ces objets.
Dans ce chapitre, nous présenterons les notions de base de la théorie des graphes,
particulièrement les définitions qui seront utilisées tout le long de ce mémoire.
1.1 Graphe et sous graphe
1.1.1 Définition d’un graphe
Graphe. Un graphe G
=
(V, E) est une relation binaire E définie sur un
ensemble de sommets I . Tout couple (u, y) e I2 qui vérifie la relation binaire de
61 dans V. noté nu et il est appelé un arc. On note E Fensemble de ces arcs.
On note (G) et E(G) respectivement FensemNe des sommets et Fensemble
des arcs du graphe G.
Graphe non orienté. Si on ne distingue pas entre les arcs nu et vu,équivalents
quand la relation E est symétrique, on appelle les élément de E des arêtes et le
graphe est dit non orienté.
Graphe fini. Si lensemble des sommets du graphe est fini le graphe est dit
fini.
Notons B(G) l’ensemble {(xx)x E V(G)}.
Dans tout ce qui suit, nous nous intéressons juste aux graphes non orientés,
finis que nous allons appeler par abus de langage juste des graphes. Nous notons
une arête nu.
Graphe réflexif. Si la relation binaire qui défini le graphe est réflexive, le
graphe est dit réfiexif.
Boucle. Une arête qui relie un sommet à lui même est une boucle. ie. une
boucle est un élément de 3(G).
Graphe irréfiexif. Si le graphe ne contient aucune boucle alors il est dit
irréfiexif.
Pour un graphe G, on pose
— G° le graphe G avec une boucle en chaque sommet, je. V(G°) =
E(G°) = E(G) U 3(G).
- c le graphe G sans aucune boucle, ie. G = V(G), E() = E(G) \ 3(G).
Ordre de graphe. Le nombre de sommets du graphe G est appelé l’ordre de
fe
FIG. 1.1 — Exemple de représentation de graphe
G. on le note ord(G) ou IGL
Représentation graphique. Un graphe est représenté par un diagramme
formé de points et de lignes qui représentent respectivement les sommets et les
arêtes entre les sommets (figure 1.1).
Graphe complet. Un graphe est dit complet si V(u. u) E 72 u, nu E E,
i.e., tous les sommets sont reliés deux à deux par une arête. On le note IÇ si1 a n
som mets.
Notons que le graphe complet ne contient aucune boucle.
Le graphe K7 est donné comme exemple de graphe complet (figure 1.2).
Graphe vide. Un graphe est dit vide si E = 0, et on le note s’il a n
sommets.
1.1.2 Sous graphe
Sous graphe. Un graphe G’ est un sous graphe de G si V(G’) C V(G) et E(G’)
= E(G) fl(V(G’))2 contient toutes les arêtes de G dont les extrémités sont dans
a C
$FIG. 1.3
— Sous graphe du graphe de la figure 1.1
FiG’). Le graphe de la figure (1.3) est un sous graphe du graphe de la figure 1.1.
Si on pose A = V(G’), on dit que G’ est Je sous graphe induit de G par A.
On peut le noter GJA ou G(A)
Graphe partiel. Le graphe G’ = (V, E’) est un graphe partiel du graphe
G = (V, E) si E C E’. Le graphe G’ est obtenu à partir du graphe G en éliminant
certaines arêtes (figure 1.4).
1.2 Voisinage
Dans un graphe. deux sommets constituant une arête sont dits adjacents et
deux arêtes ayant un sommet en commun sont dites incidentes. Un sommet qui




Fic. 1.4 — Graphe partiel du graphe de la figure 1.1
n’admet aucune arête est dit isolé.
Le graphe vide par exemple, contient ri sommets isolés et le graphe complet
IÇ ne contient aucun sommet isolé.
Voisinage. L’ensemble des sommets adjacents à un sommet u, noté N(u), est
appelé le voisinage du sommet u.
Voisinage fermé. L’ensemble des sommets adjacents à un sommet u , noté
N[u], est appelé le voisinage fermé du sommet u.
Voisinage ouvert. L’ensemble des sommets adjacents à un sommet u et différent
de u, noté N*(u). est appelé le voisinage ouvert du sommet u.
Observation 1.2.1. Si un sommet u a une boucte ators u E N(u) et N(u) = N[u].
Degré. Le degré d’un sommet u de G, noté d(u), est le nombre d’arêtes inci
dentes de u.
Observation 1.2.2. Une boucle est comptée deux fois dans le degré du sommet




Observation 1.2.3. Si un sommet u a une boucle alors d(u) = N(u) + 1.
Observation 1.2.4. Si un sommet u n’a pas de boucle ators d(u) N(u)j et
I\I*(u)
= N(u).
Degré ouvert. Le degré ouvert dun sommet u de G, noté &(n), est le nombre
d’arêtes incidentes de u sans compter sa boucle.
d(u) =
Observation 1.2.5. Dans un graphe complet IÇ tout sommet est de degré n — 1.
Observation 1.2.6. Dans un graphe vide i tout sommet est de degré 0.
Un sommet de degré 1, est appelé pendant. Si un sommet est adjacent à tous
les sommets, il est dit universel.
Lemme 1.2.7. Soit un graphe G = (V,E), atoTs Zîd(u) = 21E1
Démonstration. Soit nu une arête du graphe G, elle est comptée dans le degré de
u et aussi dans le degré de u. Dans le cas d’une boucle, l’arête un est comptée deux
fois dans le degré u. Alors la somme des degrés de tous les sommets du graphe
compte chaque arête deux fois. D
Lemme 1.2.6. Dans un graphe G, le nombre de sommets de degré impair est pair.
Démonstration. Supposons que le nombre de sommets de degré impair est impair.
Ona
Z17 d(u) = Zd(u)pair d(u) + Zd(u)impair d(u).
Or
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Zd(ti)pair d(u.) est pair
Comme
Zd(u)impair d(u) est impair
Alors
Z7 d(u) est impair
Ce qui est en contradiction avec le lemme 1.2.7.
Matrice d’adjacence. Soit un graphe G
=
(IÇ E) dordre n, la matrice d’ad
jacence de G est la matrice carrée M = [m,] d’ordre n dont les coefficients sont O
ou 1 telle que = 1 si uzt est une arête et O sinon.
La matrice d’adjacence est symétrique, puisque si est égale à 1 alors nju
= ujnj E E donc mj est égale à 1.
Lemme 1.2.9. La somme de tons tes coefficients de ta matrice ptus tes coefficients
de ta diagonate est égate à deux fois te nombre des aTêtes du graphe.
1.3 Connexité
Dans cette section, on ne considère que des graphes irrefléxifs, les boucles
n’ayant aucune influence sur la connexité.
Chaîne. Une chaîne C dans un graphe est une suite de sommets, XO..Xk, OÙ
toute paire de sommets consécutifs est une arête du graphe. La longueur de la
chaîne C, notée L(C) = k, est le nombre de ses arêtes.
Si XkXQ E E, la chaîne est appelée un circuit.
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Une chaîne est dite harniltonienne si elle passe une et une seule fois par tous les
sommets.
Une chaine est dite eulérienne si elle passe une et une seule fois par toutes les
arêtes du graphe.
Chafne minimale. Soient deux sommets u, r d’un graphe G, soit C une chaine
entre n et u. Une chaîne C entre n et u est dite minimale si pour toute chaîne C’
entre u et u on a L(C) < L(C’).
Chaîne simple. Une chaîne simple est une chaîne où t.out sommet apparaît
une seule fois.
Distance. La distance entre deux sommets d’un graphe est la longueur d’une
chaîne minimale reliant ces deux sommets.
Connexité. Un graphe est dit connexe s’il existe une chaîne entre chaque paire
de sommets.
Observation 1.3.1. Dans un graphe connexe il n’existe aucun sommet isolé.
Cycle. Un cycle est une chaîne simple dont le premier et le dernier sommets
sont reliés.
Maille. Une maille «un graphe G est la longueur minimale d’un cycle de G (la
maille de G est infinie si G est sans cycle). On appelle maille impaire d’un graphe
G la longueur minimale «un cycle de G de longueur impaire (la maille impaire de
G est infinie si G ne contient aucun cycle impair).
Arbre. Un arbre est un graphe connexe sans cycle.
Forêt. Une forêt est un graphe sans cycle.
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Soit la relation R définie dans V(G) l’ensemble des sommets d’un graphe G
par:
(‘u. y) R ssi il existe Ull chemin entre n et y.
Ceci est une relation d’équivalence.
Composante connexe. Une composante connexe d’un graphe G est une classe
d’équivalence de la relation R.
Lemme 1.3.2. Un graphe connexe d’ordre n contient au moins n — 1 arêtes.
Démonstration. Soit G un graphe connexe.
Pour n = 1. c’est évident.
Pour n = 2, un graphe à deux sommets connexe contient alors au moins une
arête; donc le lemme est vérifié.
Supposons que la proposition du lemme est vraie pour n vérifiant la pour n + 1,
ce qui veut dire : un graphe d’ordre n possède au moins n — 1 arêtes. Soit G un
graphe d’ordre n + 1, on distingue deux cas
— Tous les sommets du graphe sont de degré 2, donc chaque sommet du
graphe possède au moins deux arêtes. Le graphe a a]ors 2n/2 =((n+1)-
1)arêtes et la proposition est bien vérifiée.
— Le graphe possède au moins un sommet de degré égal à 1. On considère alors
le sous graphe G’ obtenu à partir du graphe G en éliminant le sommet de
degré 1. Ce graphe résultant est connexe de degré n — 1. Par application de
l’hypothèse de récurrence, ce graphe possède au moins n — 1 arêtes.
Le graphe G admet n arêtes et donc au moins n — 1.
E
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1.4 Opérations sur graphes
Union. L’union de deux graphes G ( E) et H = (V’, E’) est le graphe
GuH=(VuV’,EuE’).
Intersection. L’intersection de deux graphes G
= (V E) et H = (V’, E’) est
le graphe
GflH= (VflV’EflE’)
Différence. Soient un graphe G
= (‘ E), u un sommet dans 1’. Le graphe
G — u est défini par
G - u = (V(G) \ {u}, E \ {uv : e e V(G)}).
Produit carré. Le produit carré ou cartésien de deux graphes G et H est le
graphe GH défini par
— V(GEJG’) = V(G) x V(G’)
— E(GG’) = [(ui, vi), (u2, u2)] : (u1, y1), (u2, u2) e V(G) x V(G’), (ui = u2 et
[vi, e2] e E(G’)) ou (u1 u2 et [ni, u2] e E(G))}
Voir exemple de produit cartésien de graphe (figure 1.5 ).
Produit catégorique. Le produit croisé de deux graphes G et G’, noté x,est
le graphe G x xG’ avec
-
l’(G x G’) = 17(G) x V(G’)
- E(G) x G’) = {[(u1, e1), (u2, e2)]: (ui, vi), (u2, u2) e V(G) X V(G’), [ui, n2] e










— Produit cartésien de graphes
b








FIG. 1.7 — Produit complet de graphes
Voir l’exemple de produit catégorique de graphe sur la figure 1.6.
Produit complet . Le produit complet ou fort de deux graphes G et G’, noté
, est le graphe GG’ avec
- U(G G’) = V(G) X V(G’)
— E(G G’) {[(u1, vi), (u2, y2)] : (ui. e,). (u2, u2) E V(G) X V(G’), (u, = u2
et [vi. u2] E E(G’)) ou (y, = u2 et [u,, u2] E E(G)) ou ([u,, u2] E E(G) et
[v,,v2] E E(G’))}
Voir l’exemple de produit complet de graphe sur la figure 1.7.
1.5 Homomorphisme et rétracte
1.5.1 Homomorphisme
Homomorphisme. Soient G et H deux graphes. Un homomorphisme de G





adjacents dans G, f(u) et f(v) sont adjacents dans H.
On dit que la fonction f conserve les arêtes. Par abus on écrit : G — H.
Les graphes G et H sont dits homomorphes. Soit E E(G) — E(H) définie par
PE([’U. y]) = [(u). ø(v)].
On appelle le graphe (G) = ((V(G)),E(E(G))) Fimage homomorphe de G
dans H.
Endomorphisme. Un homomorphisme de G vers lui même est appelé un en
domorphisme.
Isomorphisme. Soient G et H deux graphes. Un isomorphisme de G dans H
est une fonction bijective f V(G) —+ H(G) telle que f et sa réciproque f ‘ sont
des homomorphismes. Les graphes G et H sont dits isomomorphes, notés G H.
Si G = H. f est dit automorphisme.
1.5.2 Rétracte
Soit q un endomorphisme de G. L’image de G par ç est un sous graphe de G.
Un rétract de G est un sous graphe H de G tel qu’il existe un homomorphisme.
appelé rétraction telle que la restriction de p à H est égale à l’identité idH.
La composition de deux rétractions est aussi une rétraction et le rétracte d’un







— Rétracte d’un graphe 1-4
CHAPITRE 2
JEU DE POURSUITE SUR GRAPHE
Dans ce qui suit, nous définissons le jeu dans sa version originale décrite par
Nowakowski et Winkler [15], et, indépendemment, par Quilliot [19]. Par la suite
nous exposons quelques unes des autres versions. Tout le long de cette présentation
nous donnons des résultats que nous allons réévaluer pour le jeu sur un graphe
irréfiexif.
2.1 Définition du jeu
La version originale du jeu de poursuite a été définie par Nowakowski et Winkler
[15] pour un graphe réfiexif fini non orienté, avec un policier et un voleur. Le jeu
consiste en un déplacement en alternance entre les deux participants. Chacun des
joueurs occupe un sommet et utilise une arête pour se déplacer sur un sommet
adjacent à sa position cdurante. Le policier commence la partie par un choix de
sa position initiale. Le voleur est capturé si le policier occupe le même sommet
que celui-ci. Un graphe est appelé policier gagnant si le policier a une position
initiale à partir de laquelle il capture le voleur quelque soit la position initiale et
les déplacements de ce dernier, après un nombre fini de coups. On dira dans ce
cas que le policier a une stratégie gagnante. Dans le cas contraire, où le voleur
n’est jamais capturé, le graphe est dit voleur gagnant. À chaque tour, un joueur
doit choisir un sommet parmi tous ceux de son voisinage (une décision). Le jeu
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se déroule avec un partage parfait de Finformation, cest-à-dire que chacun des
joueurs connaît exactement sa position courante et celle (le SOfl adversaire. Le jeu
de poursuite est sans mémoire. Autrement dit, la décision que doit prendre un
joueur ne dépend que des positions courantes des joueurs.
Nous appelons jeu de poursuite irréfiexif un jeu de poursuite qui se déroule
sur un graphe irréflexif. Autrement dit, chacun des joueurs est obligé de changer
de position à chaque tour à la différence de la version originale du jeu. vu que le
sommet occupé par le joueur ne possède pas de boucle qui peut être utilisée par ce
dernier pour rester sur place.
2.2 Quelques résultats
Dans ce qui suit nous donnons quelques résultats relatifs au jeu de poursuite
réflexif et leur application éventuelle au jeu de poursuite irréflexif.
Observation 2.2.1. Un graphe complet est policier gagnant qu’il soit réflexif ou
non.
Démonstration. Initialement, le policier choisit n’importe quel sommet de IÇ.
Quelque soit la position choisie par le voleur, ce dernier sera capturé au prochain
coup.
Observation 2.2.2. Un graphe non connexe est voleur gagnant.
Démonstration. Initialement, le policier choisit un sommet du graphe. Il suffit que
le voleur choisisse un sommet sur une composante connexe différente de celle conte
nant le sommet occupé par le policier pour échapper éternellement à la capture. D
2Observation 2.2.3. Un graphe non connexe est voleur gagnant pour te jeu de
poursuite iTréflexzf.
Démonstration. La même démonstration que l’observation précédente rest.e valide.
E
Lemme 2.2.4. Soit G un graphe possédant un sommet pendant ‘u. Si G est policier
gagnant alors te graphe G’ = G - u est aussi policier gagnant.
Démonstration. Soit G un graphe policier gagnant possédant un sommet pendant
u adjacent au sommet y. Supposons que G est policier gagnant, alors le policier
dispose d’une stratégie gagante sur G.
Soit un sommet w de G dans le voisinage de y différent de u.
Sur le graphe G - u, le policier va suivre la même stratégie gagnante que sur
G, en susbtituant tout déplacement de y vers u par un déplacement de y vers w et
tout déplacement de n vers u par un déplacement de w vers u.
Le voleur ne quitte pas V - n. Puisquil finit par être capturé sur G, alors il sera
capturé sur G - u suivant la stratégie décrite ci-dessus. E
Lemme 2.2.5. 2but cycle de longueur n tel que n > 4 est voleur gagnant.
Démonstration. Le voleur choisit initialement une position sur le cycle différente
de celle du policier et à une distance minimum de 2. Par la suite, il lui suffit de se
déplacer le long du cycle en évitant de se jeter dans les griffes de son adversaire. E






Pic. 2.1 — Graphe partiellement réflexif
Démonstration. Soit G un graphe ayant un cycle d’une longueur> 4. On distingue
deux cas de figures
— Le policier choisit un sommet du cycle. Le voleur peut trouver un sommet du
cycle à une distance minimum de 2 de celui-ci, puisqu’il n’a pas de cycle de
longueur 3.
— Le policier choisit un sommet à Fextérieur du cycle. Comme il n’existe aucun
sommet du graphe connecté à deux sommets consécutifs du cycle. sinon il y
aurait des cycles de longueur 3 Je voleur pourra toujours se positionner à une
distance minimum de 2 du policier.
Par la suite le voleur continue à se déplacer sur les sommets du cycle en préservant
une distance minimum de 2 avec le policier. D
Observation 2.2.7. Tout graphe avec cycle et où tout cycle est de longueur 4
n’est pas nécessairement voleur gagnant pour te jeu de poursuite irréflexif.
Démonstration. Ceci est un contre exemple cycle de longueur 4 avec une boucle
sur un seul sommet, le policier commence en ce sommet (voir figure 2.1) D
Lemme 2.2.8. Tout arbre est policier gagnant
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Démonstration. Le policier choisit une position initiale sur le graphe. Le voleur
choisit ensuite sa position. Comme ils sont sur tin arbre. à chaque tour le policier
se déplace sur la chaîne unique qui relie sa position à celle du voleur et comme
l’arbre est fini, la distance entre les deux joueurs se réduit éventuellement jusqu’à
s’annuler. E
Observation 2.2.9. Tout arbre est poticieT gagnant pour le jeu de poursuite iTréftexif.
Démonstration. La même preuve reste valide. E
Lemme 2.2.10. Un rétracte d’un graphe policier gagnant est policier gagnant.
Démonstration. Soient G un graphe policier gagnant et H un rétracte de G. Le
policier dispose d’une stratégie S gagnante sur G. Soit l’homomorphisme h : G —+
H.
Une stratégie S’ gagnante du policier sur H serait d’appliquer l’image de sa
stratégie gagnante S sur G, c’est à dire que chaque fois que sa stratégie lui dicte
un déplacement vers un sommet u de G, alors que le voleur est sur un sommet u
nécessairement dans H, le policier se déplace vers h(n) qui est dans H.
Puisque la stratégie S garantit que le voleur et le policier se retrouveront sur
le même sommet et le voleur ne peut quitter H. Alors les deux adversaires vont se
rencontrer sur un sommet de H et la stratégie S’ est gagnante. E
Observation 2.2.11. Un rétract d’un graphe policier gagnant est policier gagnant
pour le jeu de poursuite irréflexif
Démonstration. La même preuve reste valide. E
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Théorème 2.2.12. Tout produit catégorique fini de graphes poticiers gagnant est
policier gagnant.
DérnonstTatiOn. Soit, H le graphe produit de n graphes policiers gagnants G1. G2,
Chaque fois quun joueur occupe un sommet u sur G. ceci correspond à n
projections sur les graphes G, soient zt1, ‘u2,...
La partie jouée sur le graphe G est équivalente à n parties sur chaque compo
sante G7.
Une stratégie gagnante sur G est d’adopter la composition des stratégies ga
gnantes sur chacune des composantes. Autrement dit, à partir d’un sommet (n1. n,
occupé par le policier, un sommet (vi, y2, ...v) occupé par le voleur, le policier
décide de se déplacer vers un sommet w = (w1. w2, ...w) où io correspond aux
choix de la stratégie gagnante des policiers dans G correspondant aux positions
n, u du policier et du voleur respectivement. Puisque sur chaque composante G,
la projection du policier est capable d’aller de n vers w, donc u, w sont adja
cents, ce qui garantit l’adjacence des sommets u et w dans G puisque le produit
est catégorique.
À partir du moment où sur un graphe G, la projection du voleur est capturé
par celle du policier, ce dernier se contente de l’accompagner lors des prochaines
déplacements. D
Observation 2.2.13. Tout produit fini de graphes policiers gagnants pour te jeu
de poursuite irréfiexif est policier gagnant pour te jeu de poursuite irréfiexif.
Démonstration. La même preuve reste valide. E
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2.3 Variantes du jeu
Plusieurs variantes du jeu ont été définies, notamment le jeu tandem. et le
jeu où K-policiers poursuivent un voleur. Une variante du jeu qui nous intéresse
particulièrement est celle du jeu sur un graphe irréflexif, que nous baptisons jeu de
poursuite irréflexive et pour laquelle nous dirons les conditions que le graphe soit
policier gagnant.
Dans cette section, nous décrivons ces trois variantes du jeu de graphe, tout
en explorant quelques résultats les concernant en essayant de les généraliser aux
graphes irréflexifs. Rappelons que pour un graphe G réflexif, nous adoptons G
comme notation pour le graphe obtenu à partir de G en éliminant toutes les boucles
de celui-ci.
2.3.1 Un voleur et plusieurs policiers
Il est bien évident que sur un graphe muni d’un policier à chaque sommet, le
voleur na aucune chance de s’en sortir. D’où l’utilité de trouver le nombre minimum
de policiers pour que le graphe soit policier gagnant. On appelle ce minimum le
le nombre de policiers et on le note cn(G). Dans la littérature, le nombre de
policiers est souvent appelé « search number » ou « cop number » (Voir [10]).
Nous dirons qu’un graphe est K-policiers gagnant si K policiers sont suffi
sants pour capturer le voleur en un nombre fini de coups.
Exemple 2.3.1. Un cycle de longueur 4 est 2-policier gagnant.
Théorème 2.3.2. Si G est un graphe fini réfieuif avec un degré ouvert minimum
d sans cycle de longueur 3 ou 4 alors te cn(G) aL
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Démonstration. Soit G un graphe fini réflexif de degré ouvert minimum d, sans
cycle de longueur 3 ou 4. Supposons que cn(G) < d. Remarquons que si G nest
pas (U — 1) policiers gagnant alors il nest pas k policiers gagnant pour tout entier
k <U. Il suffit alors de supposer que U — 1 policiers suffisent.
Supposons que le voleur vient de se déplacer au sommet u qui est Favaiit dernière
position du voleur avant «être capturé. Notons u pour O <j < U — 1 les positions
des (d—1) policiers à cette étape du jeu. Le voisinage ouvert de u est inclus dans la
réunion des voisinages des (U—1)-positions des policiers, donc pour tout w e Nt(v)
il existe u tel que w e N(u).
Or, le degré ouvert de u est au minimum U donc le voisinage ouvert de y compte
au moins U éléments. Il existe alors une position u d’un policier qui est adjacente
à deux éléments du voisinage de u. soient w1 et w2.
On distingue deux cas
— Si u est dans Nt (u) alors les sommets u, u et w1 forment un cycle de longueur
3. Ce qui est impossible dans G.
— Si u n’est pas dans Nt(v) alors les sommets u, u, w1 et w2 forment un cycle
de longueur 4. Ce qui est impossible dans G.
D
Lemme 2.3.3. Soit G un graphe réflexif policier gagnant. Le graphe 5 est 2 poli
ciers gagnant.
Démonstration. On considère un graphe G policier gagnant. Le policier possède
donc au moins une stratégie gagnante sur G. Sur le graphe G sans boucle, un
policier va suivre la même stratégie que sur G. le second policier est placé sur un
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sommet voisin et suit le premier. Lors d’un coup où le policier doit rester sur le
même sommet (boucler), les deux policiers vont échanger leurs places. E
Nous pouvons généraliser ce résultat comme suit
Lemme 2.3.4. Soit G un graphe réftexif k policiers gagnant. Alors G est 2k-
policiers gagnant.
Démonstration. la preuve est la même que dans le cas précédent, chaque policier
sera accompagné d’un autre pour assurer l’effet de la boucle E
Lemme 2.3.5. Soit G un graphe réflexif, si G est k policiers gagnant alors G est
(k + 1) policiers gagnant.
Démonstration. Soit G un graphe irréflexif k-policier gagnant.
Sur un graphe G, les policiers vont suivre la même stratégie que sur , un
policier additionnel peut se placer avec un des policiers sur le même sommet. Le
fait d’ajouter une flexibilité pour les policiers ne changent rien pour leur stratégie.
Pour le voleur, s’il choisit de ne pas bouger (boucler), le (k + 1)eme policier va se
rapprocher de lui, quand le voleur bouge les policiers poursuivront leur stratégie.
Le rôle principal du policier annexé au groupe de policiers est d’assurer que le
voleur va changer de sommet pour retrouver le contexte de graphe sans boucles.
Si le voleur choisit de rester sur un sommet assez longtemps il sera capturé par
le policier annexe; le temps pour ce dernier de se rendre, à partir de sa position,
jusqu’à la position du voleur. E
2$
2.3.2 Tandem
Dans cette variante, les policiers se déplacent en tandem. «est à dire chacun
des policiers a un co-équipier qui reste, après chaque coup, à une distance de Ï de
l’autre. Un graphe est dit tandem-gagnant si un tandem est suffisant pour capturer
le voleur en un temps fini.
Cette structure permet de simuler les boucles dans le cas des graphes irréflexifs,
il suffit que les deux partenaires échangent leurs places. Plusieurs résultats concer
nant les tandems gagnants ont été prouvés, nous nous limiterons à citer quelques
uns parmi ceux obtenus dans [6—8].
Lemme 2.3.6. Un gTaphe G policier gagnant est aussi tandem gagnant.
Démonstration. Comme il existe déjà une stratégie gagnante sur le graphe pour un
policier, l’ajout d’un autre policier n’aura aucun effet, puisque il aura qu’a suivre
son co-équipier qui applique sa stratégie gagnante. D
Lemme 2.3.7. Soit G un graphe tandem gagnant. AtoTs G est tandem gagnant
Démonstration. On considère G, un graphe tandem gagnant. Alors il existe une
stratégie gagnante pour le tandem sur G. Sur G, les policiers vont suivre la même
stratégie gagnante comme sur G. Pour les boucles, les policiers du tandem vont
alteriier leurs places. E
Lemme 2.3.8. Soit G un graphe réflexif Si G est tandem gagnant alors G est S
policiers gagnant.
Démonstration. La démonstration est similaire à celle du lemme 2.3.5. En effet,
l’ajollt d’un policier au tandem qui se déplace vers le voleur chaque fois que ce
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dernier utilise une boucle servira à forcer le voleur à changer de position pour
retrouver le contexte du graphe sans boucle.
Théorème 2.3.9. Tout rétracte H d’un graphe tandem gagnant est tandem ga
gnant.
Démonstration. Comme dans [7] : soient G un graphe tandem gagnant et H un
rétracte de G. Soit f une rétraction de G vers H. Remarquons d’abord que si le
tandem occupe des sommets a, b dans G alors leurs images par f, f(a), f(b) sont à
une distance inférieure ou égale à 1. Autrement dit, ces images sont permises pour
un tandem que nous allons appeler image du tandem.
D’autre part, jouer sur H revient à jouer sur G en imposant aux joueurs de ne
pas sortir de V(H). Nous proposons alors que le tandem adopte la même stratégie
gagnante sur G en remplaçant les sommets occupés par le tandem par leurs images
dans H. Comme G est tandem gagnant. alors le tandem finira par attraper le voleur
dans G mais dont les déplacements sont. restreint à V(H). Aussi l’image du tandem
finira par attraper le voleur dans H.
E
CHAPITRE 3
CARACTÉRISATION DES GRAPHES POLICIER GAGNANT
Nous présentons trois caractérisations des graphes policier gagnant dues aux tra
vaux développés indépendemment par A. Quilliot, par R.J. Nowakowski et P. Wink
1er et par G. Hahn et G. MacGillivray. Ces caractérisations concerne spécialement
les graphes réfiexifs policier gagnant. Il s’agit spécifiquement de la relation triviale,
la dominance et de l’approche algorithmique.
3.1 Caractérisation des graphes policier gagnant réfiexifs
3.1.1 Relation triviale
Dans [15] R.J. Nowakowski et P. Winkler ont énoncé et démontré le théorème
suivant
Théorème 3.1.1. Un graphe est policier gagnant si et seulement si ta relation <
(définie ci-dessous) est triviale.
Définition 3.1.2. Soit G un graphe réfiexif. On définit pour chaque entier c ta
retation <a sur V(G), t’ensembte des sommets de G, tette que
Four tout x, y dans V(G)
— Four û = o, x <j y si et seulement si z
= y
— Four û > , z <c, y si et seulement si pour tout u e N(x), il existe y e N(y)
etp <û tel que u <PU.
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— La relation <l est un quasi-ordre, ce qui signifie qu’elle est réflexive et tran
sitive.
En effet, comme < <, < est réfiexive.
Pour le transitivité, soient z. y et z trois sommets du graphe tels que
X <a y et y <a z alors
— pour tout u é T\T(’p) il existe u e N(y). p < tel que u < V
—
pour u e N(y) il existe t e N(z), 1< c tel que y < t;
donc u <max(p,1) Z d’où < est transitive.
— Puisque V(G) est fini, il existe c’ tel que <a’+l =
Démonstration. Supposons que la relation est triviale. Il s’agit de trouver une
stratégie gagnante pour le graphe. Soit cm le plus petit entier tel que
Soit z la position initiale du policier, le voleur choisit le sommet Yi. Comme <a,
est triviale. y < x. Il existe x e N[xo] et < tel que Yi < x. Le policier
se déplace vers z1. Après la je itération, le policier se trouve en x et le voleur en
y avec yj <, x. Quand le voleur se déplace sur un sommet Yj+i e N(y), il y a
une position xi+i e N(z) telle que Yi+i <, x avec û1 < Q. Le policier va
choisir le sommet x1 pour son prochain déplacement. On obtient ainsi une suite
(o) de nombres positifs ou nuls strictement décroissante qui va converger vers O. Il
existe alors un entier n tel que , = O, doù x, = y. Donc le policier et le voleur
occupent le même sommet, et le graphe est alors policier gagnant.
32
Supposons que le graphe est policier gagnant et montrons que la relation est
triviale. Nous procédons par l’absurde.
On considère le graphe G policier gagnant et nous supposons que la relation
n’est pas triviale. Il existe alors au moins deux sommets xo et Yo de G tels que Yo
x0. Supposons que le policier est obligé de commencer en x0.
Puisque Yo s0 alors il existe Yi E N[yo] tel que pour tout .x1 e N(xo) on a y
s, par définition.
Le voleur va choisir Yi comme sommet de départ. De cette manière, le voleur
est assuré de trouver pour tout entier i un sommet Yi--i é gj telle que pour tout s
E N(s), Yi+i s.
Après la eme itération, le policier se trouve en x et le voleur en y avec Yi--1
s pour tout x e N(x). De cette façon le voleur ne sera jamais attrapé.
Il reste à ajouter que le si le policier avait une stratégie gagnante à partir d’un
sommet autre que il l’aurait atteint à partir de s0 et il aurait gagné. D
3.1.2 Dominance
Définition 3.1.3. Sommet irréductible. Un sommet u d’un graphe G est zrréductzbte
s’it existe un sommet y de G différent de u tet que N[u] N[vj. On dit atOTs que
te sommet u domine te sommet u.
Définition 3.1.4. Un graphe G, IG = n, est démontable s’il existe une indexation
des sommets (vi, u2, ...v) tette que
Four tout i E 1, 2 n — 1, u est irréductible dans Gi =G / u1, u2, ...,
Dans {15], les auteurs présentent une caractérisation des graphes policier ga
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gnant décrite comme suit
Théorème 3.1.5. Un graphe fini G est poticier gagnant si et seulement si il est
démontable.
R.Nowakowski et P.Winkler ont basé la démonstration de ce théorème sur le
lemme 2.2.10 [15] qui dit tout rétracte d’un graphe réflexif policier-gagnant est,
policier-gagnant.
Observation 3.1.6. Dans te même contexte que ta démonstration précédente,
soient tes sommets p’ e G’et p e G tets que p’ = h(p). Si te policier, selon sa
stratégie sur G, est censé alter de p’ vers p, la stratégie sur G’ telle que définie plus
haut se traduit par un déplacement de p’ vers p’.
D’où la nécessité des boucles pour cette démonstration pour ce lemme.
Comme la preuve du théorème de la caractérisation des graphes policier gagnant
par dominance faisait appel au lemme 2.2.10, la démonstration n’est plus valide
dans le cas de graphe irréfiexif.
3.1.3 Algorithme
Dans [11], G. Hahn et G. MacGillivray ont élaboré une caractérisation algorith
mique des graphes finis policier gagnant qui s’applique aussi bien sur des graphes
orientés ou non orientés, que sur des graphes réflexifs ou irréfiexifs.
Le jeu se déroule sur un graphe G = (V(G), A(G) entre un policier et un voleur.
Après chaque déplacement, l’état du jeu est totalement défini sachant les positions
des deux joueurs et connaissant celui qui a le tour pour jouer.
34
Nous adoptons les notations c1,, r à la place des triplets de la forme (x. g. e)
et (x. g, r). Ces triplets désignent la position du policier (x). la position du voleur
(y) et celui qui va jouer (e pour policier et r pour voleur).
On construit un graphe des déplacements de G, noté M.
L’ensemble des sommets de M est défini par
V(M)
— CM U RM
avec CM = {c1 : ï, y e V(G)} et RA = {r1 $ X. y e V(G)}.
Un arc existe de c1, vers r, si
x y et xw E E(G).
Un arc existe de vers si
x y et yz E E(G).
Observation 3.1.7. Le nombre de sommet de M est 2V(G)l2 et te nombre d’arête
est au ptus 2IE(G). Ce graphe peut donc être construit en un temps potynomiate
en V(G)f à partir de G.
Observation 3.1.8. Les arcs de M d’origine c, respectivement r1, représentent
tes déptacements possibtes pour te poticier, respectivement pour te voteur.
Nous décrivons ci-dessous les étapes de l’algorithme. Initialement, à chaque
sommet u E V(M) on affecte une étiquette (valeur entière non négative), noté 1(v)
qui indique le nombre de coups nécessaires pour le policier afin d’attraper le voleur.
Algorithme:
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Pour chaque e E l(M). 1(e) := oc
Pour chaque u E V(G), i(c1) := 1(r1) := O
Répéter tant que au moins une étiquette change de valeur
Pour chaque paire (x,v) telle que z y
Si i(c) = oc alors Ï(c) := 1 + min{i(r1î) z’ E N(x)}
Pour chaque paire (x,y) telle que z y
Si i(r) = oc alors t(r) rnaz{t(r’) t y’ E j\T(y)}
Cet algorithme se termine en au plus 2V(G)2 itérations.
Dans [11], les auteurs ont démontrés que
— Le policier a une stratégie gagnante optimale en k tours à partir de si et
seulement si t(c) = k quand Falgorithme est terminé;
— Le voleur a une stratégie gagnante optimale en k tours à partir de r si et
seulement si t(r) = k quand l’algorithme est terminé.
Cet algorithme décide qu’un graphe, réflexif ou non, est k-policiers gagnant en




Soit G un graphe. Une stratégie est une fonction de décision utilisée par un
joueur pour connaïtre le nouveau sommet vers lequel il doit se déplacer étant donné
sa position courante et celle de son adversaire.
Formellement, nous définissons une stratégie d’un joueur j {p : policier, r
voteur} par la fonction S suivante
V x V V
S(u.u) = u’, avec u’ E N(n)
Nous appelons S. la stratégie du policier et S la stratégie du voleur.
Définition 4.1.1. Un graphe est policier gagnant si il existe une position initiale
Po du poticier et une stratégie $, telle que quetque soit u0 position initiate du voleur
et S une stratégie du voleur, te policier capture le voleur en utilisant la stratégie
S,, en un nombre fini de coups.
Définition 4.1.2. On appelle stratégie optimale du policier dans G la stratégie
qui lui permet de capturer le voleur en un nombre minimum de coups.
Définition 4.1.3. On appelle stratégie optimale du voleur dans G la stratégie
qui lui permet de survivre le plus longtemps possible.
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Cela signifie que la stratégie optimale pour le voleur lui permet de jouer le
nombre maximum de tours contre la stratégie optimale du policier qui minimise
le nombre de tours.
Nous avons déjà défini la distance entre deux sommets u et y comme étant la
longueur d’une chaîne minimale reliant ces deux sommets.
Définition 4.1.4. La stratégie associée à une stratégie S du policier et une
stratégie S du voleur est définie comme suit
$ : V x V — V x V
$‘(u,v) = (S(n.v), Sr(Sp(n,v),v))
Vk> $k(uy) = (Sp(Sk_l(u,v)), $r(Sp(Sk_I(U,v))))
Où S’(u. y) est l’évaluation de ta fonction S pour (u, y) à l’étape j du jeu.
Les évaluations des fonctions de stratégies des joueurs et de leur stratégie as
sociée sont conditionnnelles des choix des positions initiales du policier et du voleur,
soient P0, u0.
Définition 4.1.5. On appelle distance joueurs ta distance qui sépare le policier
et le voleur à l’étape k d’une partie du jeu pour une stratégie associée S.
Soit dk(u,v) = d(i(Sk(u,v)),7r2(Sk(u,v)))
Avec iri(a,b) = a, ir2(a,b) = b.
Où 7r(x,y) est la jeme projection de (x,y), ie. 7r1(x,y) = x, ir2(x,g) = y




4.2 Sommet non utilisé - sommet stratégique
Les sommets d’un graphe, sur lequel se déroule une partie du jeu de poursuite,
n’ont pas nécessairement la même importance ponr les joueurs. Dans un graphe
G = ({a. b, e, d}, {ab. ac. ad}) (figure 4.1). il est clair que le sommet o est plus
intéressant pour le policier vu la position centrale qu’il occupe. D’autre part, en
jouant une stratégie optimale. le policier n’est pas censé perdre du temps avant de
capturer le voleur.
Définition 4.2.1. Soit S une stratégie optimale du poÏzczer sur un graphe G po
licier gagnant. Soit u un sommet de G.
V u’ e V, V r E V — {u}, S(u’, r) u.
Ceci veut dire que te policier ne va jamais sur te sommet u sauf pour te capturer te
voleur voir figure.2 pour un exempte.
Le sommet u est dit sommet non utilisé par la stratégie S.




— Graphe G : a sommet stratégique
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Si u est utilisé par toute stratégie optimale, il est dit sommet stratégique
Dans Fexemple de la figure 4.1, le sommet a est un sommet stratégique. Les
trois sommets b, e et d sont des sommets non utilisés pour la stratégie optimaie
sur ce graphe. Dans le cas particulier de ce graphe, nous avons une seule stratégie
optimale.
Observation 4.2.2. Un graphe policier gagnant ne possède pas nécessairement un
sommet stratégique. Exemple : te graphe complet IÇ.
Définition 4.2.3. Soit un graphe G, une stratégie S, est dite stratégie parentée
à S sur tes sommets Po et Pi Si
V p’ e V, V r e V
—
{p},
si S(p’,r) =Pi alors S,(p’,r) Po•
Lemme 4.2.4. Soient une stratégie optimale du policier sur un graphe policier
gagnant. Soit Pi un sommet non utilisé par la stratégie S alors
— G
—
p’ est policier gagnant.
— de plus, la restriction de S, à G’ est policier gagnante optimale.
Démonstration. Selon la stratégie Si,, le policier ne se déplace vers Pi que pour
attraper le voleur sur le dernier coup. Donc, si le voleur ne va jamais sur le sommet
Pi le policier non plus n’ira pas sur ce sommet. Ceci est équivalent à jouer sur un
sous graphe de G où le sommet p, est supprimé. Nous avons alors G’ = G
— Pi qui
est policier gagnant et la restriction de la stratégie S, à G—p1 est policier gagnante
et optimale sur G’.
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Lemme 4.2.5. Soit G un graphe policier gagnant avec G > 2 et soient Po, Pi
deux sommets de G tels que
1. N(pi)CN[p0].
2. Po et Pi sont adjacents et P0 a une boucte.
AÏ0T5 pour tonte stratégie gagnante optimale du policier S, il existe une stratégie
S gagnante optimale du policier parentée à S. sur les sommets Po et Pi FOUT la
quelle Pi est un sommet non utilisé.
La figure 4.2 représente l’inclusion des sommets adjacents à Pi autre que Po
dans le voisinage de Po.
Démonstration. Remarquons d’abord que tous les sommets accessibles par Pi sont
accessibles par Po• Donc, tout ce que peut faire le policier à partir du sommet Pi, il
sera capable de le faire à partir du sommet Po• Ainsi, une stratégie optimale peut
ne pas utiliser le sommet Pi•
Le cas particulier où le policier va de Pi vers Po, dans ce cas le policier va juste
utiliser sa boucle pour rester sur le sommet Po
Fic. 4.2 — Graphe G : Pi sommet non utilisé
11
En effet, soit une stratégie gagnante optimale du policier. Définissons la
stratégie S déduite de S de la façon suivante
— tout déplacement du policier dun sommet u vers Pi est remplacé par un
déplacement de u vers P0. tant que le voleur ne se trouve pas sur Pi.
— tout déplacement du policier de Pi vers un sommet u est remplacé par un
déplacement de Po vers u.
formellement
V p’ e V, V r e V
— {pi}, S(p’, r) = Po S $p(p’, r) = Pi
Rappelons que ces opérations sont possibles puisque N(pi) N[po]. De plus, selon
la stratégie S, le policier ne se déplace vers Pi que si le voleur s’y trouve pour le
capturer. Si, suivant la stratégie S le policier se trouve en Pi, selon la stratégie S,
il se trouve en Po
Cette stratégie S’, est policier gagnante optimale puisqu’elle ne fait que copier
le comportement de $ en substituant Pi par Po
Lemme 4.2.6. Le lemme précèdent .2.5 reste valide en remplaçant ta deuxième
condition du temme par un des cas suivants
— les sommets Po, Pi sont adjacents et tes deux ont des boucles (figure .3);
— les sommets P0, Pi ne sont pas adjacents et aucun n’a de bouctes (figure 4.);
— tes sommets Po p ne sont pas adjacents et Po a une boucle (figure ..5);
— tes sommets Po, Pi ne sont pas adjacents et tes deux ont des boucles (figure
. 6).
Démonstration. Soient les cas suivants
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— les sommets P0, Pi sont adjacents et les deux ont des boucles : remarquons
que nous navons pas posé de restriction concernant, la boucle sur Pi. Si le
policier reste sur le sommet Pi dans la stratégie S. il reste sur le sommet Po
dans la stratégie S.
— les sommets Po, Pi ne sont pas adjacents et aucun na de boucle : la stratégie
S7’,, telle que définie pius haut, reste valable. En plus, le policier ne peut pas
se déplacer de Pi vers Po, donc le policier n’a pas besoin de boucle sur Po.
— les sommets Po, Pi ne sont pas adjacents et Po a une boucle: la même remarque
que dans le cas précédent s’applique. La boucle sur le sommet Po n’a pas
d’impact sur l’élimination du sommet Pi de la stratégie.
— les sommets Po, Pi ne sont pas adjacents et les deux ont des boucles : la même
stratégie reste valide. En particulier, si le policier utilise la boucle suivant
pour rester sur le sommet Pi, il utilise la boucle de Po pour rester sur place.
E
Observation 4.2.7. Sur tes 8 cas possibtes, seuts tes cas suivants ne sont pas
couverts pa tes temmes précédents
— tes sommets Po, Pi sont adjacents et aucun n’a de boucle (figure . 7);
— tes sommets Po, Pi sont adjacents et Pi a une boucle (figure .4.8);
— tes sommets Po, Pi ne sont pas adjacents et Pi a une boucle (figure .4.9).
Lemme 4.2.8. Dans te cas particulier où N(po) = N(pi) et au moins un des deux
à une boucle, tes deux cas suivant vérifient aussi le lemme cité plus haut .4.2.5 en
permutant les rôles de Po et Pi
— les sommets Po, Pi sont adjacents et Pi a une boucle (figure .4.8);
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Fic. 4.4
— Graphe G les sommets Po, Pi ne sont pas adjacents et aucun n’a de
boucle.
— les sommets Po, Pi ne sont pas adjacents et Pi a une boucle (figure .9).
Démonstration. En effet, il suffit de permuter ces sommets pour que Po aie une
boucle. Ainsi nous retrouvons l’un des cas du dernier lemme 4.2.6. E
4.3 Théorème de non croissance
Dans cette section, nous nous intéressons à la distance qui sépare les joueurs pen
dant une partie du jeu. Nous prétendons que celle-ci est une fonction décroissante
si le policier joue une stratégie optimale. Autrement dit, après chaque tour du jeu
la distance entre le policier et le voleur décroît ou reste égale à sa valeur précédente.
Fic. 4.3 — Graphe G les sommets Po, Pi sont adjacents et les deux ont des boucles.
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FIG. 4.5 — Graphe G : les sommets Po, Pi ne sont pas adjacents et P0 a une boucle.
FIG. 4.6 — Graphe G: les sommets Po, Pi ne sont pas adjacents et les deux ont des
boucles.
FIG. 4.7 — Graphe G: les sommets Po Pi sont adjacents et aucun n’a de boucle.
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FIG. 4.8 Graphe G les sommets Po Pi sont adjacents et Pi a une boucle.
p
FIG. 4.9 — Graphe G les sommets Po, Pi ne sont pas adjacents et Pi a une boucle.
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En apparence, ceci est évident puisque l’objectif du policier est d’annuler cette
distance le plus vite possible. Toutefois, voici un contre-exemple de graphe orienté
(voir figure 4.10) où la distance commence par augmenter même quand le policier
utilise sa stratégie optimale. Le policier choisit le seul sommet a, à partir duquel
il peut gagner le plus rapidement possible. Si le voleur choisit e comme point de
départ, le policier ne peut qu’attendre que le voleur fasse le tour forcé. Remarquons
que la distance augmente puis s’annule en a.
Rappelons aussi que la distance entre deux sommets u et u sur un graphe orienté
est la longueur minimale de la chaîne allant de u vers u.
Nous nous sommes intéressés à la nature des déplacements du policier s’il veut
accomplir sa tache au plus vite. Est-il possible que le policier perde du temps en
restant sur le même sommet une fois qu’il a joué?
Cependant, ceci est possible! Sur le graphe de la figure 4.11, le policier choisit
a comme sommet de départ. Si le voleur choisit b, e ou U la partie est terminée
après un coup du policier. Alors que, si le voleur choisit le sommet e, le policier est





— Graphe G : le policier reste en a même avec une stratégie optimale.
obligé de rester sur le sommet a pour voir le déplacement suivant du voleur, si non
la stratégie n’est plus optimale.
Lemme 4.3.1. Soit G un graphe réflexif potzczer gagnant avec G 2. Si S
est une stratégie optimale du potzczer alors ils existent des sommets P0, Pi et une
stratégie $ parentée à sur Po etp1 tels que le sommet Pi soit non utilisé par S.
Démonstration. Soit une partie du jeu où le policier utilise la stratégie S et le
voleur utilise une stratégie S optimale. Juste avant la fin d’une partie du jeu sur
G, le voleur se trouve piègé par le policier. Soient r, Pa les positions occupées pas
le voleur et le polJcier respectivement à ce moment.
Le voleur ne peut plus échapper au policier. Autrement dit, tout sommet adja
cent à Ta est adjacent à Pa, soit N(ra) Ç N[pa].
Puisque le graphe est réfiexif alors les sommets Pa, Ta ont des boucles d’où
N[Ta] Ç N[pa].
Par application du lemme 4.2.5 de la section précédente, Ta est un sommet non




Dans ce qui suit, nous démontrons une partie du théorème de non croissance
entre le voleur et le policier, quand ce dernier joue une stratégie optimale.
Théorème 4.3.2. Soit G un graphe réflexif policier gagnant avec G 2.
Soient S une stratégie optimale du policier et $ une stratégie du voleur, soit
S ta stratégie associée. Alors dk(u,v) < dk_i(u,v).
Démonstration. Montrons par récurrence sur le nombre de sommets de G, IGI = n,
que la distance entre le policier et le voleur est non croissante.
Pour n égale à 2 ou 3, le théorème est bien vérifié. En effet, le voleur est attrapé
après 0, 1 ou 2 coups et par analyse des cas possibles le résultat est confirmé.
Supposons que le théorème est vérifié pour n et démontrons le pour n + 1.
Soit G un graphe policier gagnant d’ordre n + 1. Soit une stratégie optimale
du policier. Suivant le lemme 4.3.1, ils existent des sommets Po, Pi et une stratégie
paTentée à S sur les sommets P0, Pi telle que Pi est non utilisé par S,.
Choisissons py comme étant la dernière position du voleur, jouons une stratégie
optimale (comme dans la preuve du lemme précédent).
Nous avons alors N[Ta] C N[pal. D’où
— premier cas : V p e V, d(p,p) = d(p,po);
— deuxième cas V p e V
— {po,pi}, d(p,pi) = d(p,po) + 1 dans le cas où Pi
est un sommet pendant.
Seul le premier cas est traité ici.
Suivant le lemme 4.2.4, le graphe G’ = G(V(G)
— {p’}) est policier gagnant.
En plus la stratégie 5 définie par restriction de la stratégie S à G’ est policier
gagnante optimale.
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Le graphe G’ est policier gagnant d’ordre n, la stratégie S’ policier gagnante
optimale. Suivant l’hypothèse de récurrence. la distance entre les deux joueurs est
non croissante sur G’. lors d’une partie où le policier utilise la stratégie S.
Soit une partie du jeu sur le graphe G où le policier utilise la stratégie S. Tant
que le voleur ne quitte pas le sous graphe G’, et puisque le sommet Pi est non
utilisé par S, alors la stratégie S est équivalente à S’. Ainsi la distance entre les
joueurs reste non croissante.
Dans le cas où Pi n’est pas un sommet pendant, le policier peut considérer que
le voleur est en Po chaque fois que celui-ci est en Pi en utilisant la stratégie S7’ sur
le graphe G’. Puisque pour tout sommet dii graphe les distances de ce sommet à
Po ou à Pi sont égales, donc la distance pendant le jeu sur G ne croit pas. Tant que
le voleur ne fait que visiter le sommet Pi et retourner dans G’ la distance entre les
joueurs reste non croissante.
Supposons que le jeu se déroule jusqu’à ce que le policier se trouve en Po et le
voleur en Pi La partie va se terminer après un seul coup sur le graphe G. Cette
partie du jeu est supposée se terminer sur G’ en ce moment. Juste avant cet instant,
sur le graphe G’ la distance entre le policier et le voleur (supposé être en Po) est
égale à L Sur le graphe G en ce moment la distance entre le policier et le voleur
est supérieure ou égale à 1. Donc après ces deux derniers coups du policier sur le
graphe G, la distance ne peut que décroître.
Cette démonstration est incompléte, il reste à traiter le cas du sommet pendant.
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4.4 Extension des graphes policiers gagnants
Lemme 4.4.1. Un graphe G’ construit à partir d’un graphe G policier gagnant
auquel on ajoute un sommet pendant est policier gagnant. En plus, une stTatégze
S poticier gagnante optimale dans G peut être étendue en une stratéqie S policier
gagnante optimale dans G’.
Démonstration. Soient G un graphe policier gagnant. r0 un sommet du graphe G
et u0 un nouveau sommet.
Le graphe G’ = (V(G) U {uo}, E(G) u {uoro}), u0 est un sommet pendant ajouté
à G. Soit r’ un sommet choisi de G dans le voisinage de r0.
Considérons S, une stratégie gagnante optimale dii policier sur G. On définit
une stratégie étendue de S sur G’, notée S, en supposant que le voleur est en r’
chaque fois qu’il se déplace en ‘u0.
Formellement
S(p. r) = S(p. r) si p et T sont deux sommets de G:
S(p,uo) = S(p,r’).
La partie se déroule sur G’. Tant que le voleur utilise juste des sommets de G,
le policier réussira à le capturer suivant sa stratégie S. en un temps optimal.
Une fois que le voleur quitte le graphe G pour se positionner sur u0, le policier
le voit comme s’il était en r’.
Si le jeu se déroule jusquà ce que le policier arrive en r’, la l)artie doit être
terminée sur G en un temps optimal. À cet instant, le policier est en r’ et le voleur
est en u.
On distingue alors deux cas de figures
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— si c’est. le tour du policier à jouer, celui ci va en r et le voleur est rattrapé
après sou déplacement forcé de u vers r.
— si c’est le tour du voleur, il est forcé de se déplacer en r où il sera attrapé
après un seul coup du policier.
E
Observation 4.4.2. La stratégie qui considère à chaque fois que te voleur s ‘en
va sur u0, comme s’il est sur r0, n’est pas toujours policier gagnante. En effet te
graphe suivant avec une boucle n’est pas poticier gagnant.
Lemme 4.4.3. Un graphe G’ construit à partir d’un graphe G policier gagnant
auquel on ajoute un sommet tel qu’il soit non utilisé par une stratégie policier
gagnante est policier gagnant. En plus, une stratégie S, policier gagnante optimale
dans G peut être étendue en une stratégie S policier gagnante optimale dans G’.
Démonstration. découle des résultats préedentes. E
4.5 Métrique des stratégies
Nous jugeons qu’il est utile de définir une métrique pour les stratégies. Ainsi,
en utilisant des caractéristiques telles que
— temps moyen de capture;
— le rapport du temps de capture moyen par le nombre de sommets du graphe;
— le rapport du temps de capture moyen par le nombre d’arêtes du graphe;
— etc...
Ces caractéristiques nous permettront de définir la notion de distance entre stratégies.
Cet outil servira à établir une classification des stratégies pour un jeu sur un
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même graphe. voire sur des graphes différents. Pour deux stratégies parentées,
par exemple. la distance seraient nulle.
CONCLUSION
Le jeu de poursuite sur un graphe a émergé comme un sujet intéressant d’op
timisation qui ne cesse de trouver place en tant qu’approche souple, simple et
pratique pour modéliser un grand nombre de problèmes. Plusieurs variantes ont
été élaborées selon les paramètres définissant le contexte du jeu. Parmi ces der
niers, nous pouvons citer et nous sommes loin d’être exhaustifs : les règles du jeu,
la présence de boucles, la visibilité des joueurs les uns par rapport aux autres, la na
ture des déplacements des participants. La majorité des recherches s’est intéressée
au jeu sur les graphes munis de boucle en chaque sommet et ont mis au point des
caractérisations pour les graphes réflexifs policiers gagnant, notamment la relation
triviale, la dominance et l’approche algorithmique. Partant de ces recherches, le
présent mémoire explore une variante du jeu qui élimine totalement ou partiel
lement les boucles du graphe et présente une évaluation d’un certain nombre de
résultats établis. Nous nous sommes vite rendus compte que l’extrapolation de ces
acquis aux graphes irréfiexifs est loin d’être automatique et même dans certains
cas, les résultats ue sont plus valides. Ainsi, les concurrents ont besoin parfois de
rester sur place lors de coups successifs pour jouer d’une manière optimale ou bien
pour pouvoir gagner la partie. Par ailleurs, les stratégies adoptées par les joueurs
représentent un élément décisif sur la conclusion d’une partie du jeu. Cependant
l’intérêt porté par les recherches à un tel aspect reste modeste. Aussi, avons nous
réservé tout un chapitre pour définir de nouveaux concepts relatifs aux stratégies du
jeu et pour l’analyse de celle ci sur des graphes irréfiexifs. Les résultats élaborés dans
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ce volet présente un premier jet prometteur dans ce domaine de jeu, notamment les
notions de sommet utilisé ou non utilisé, sommet stratégique, parenté et métrique
des stratégies. Ces dernières permetraient de faire des classifications des stratégies
selon leurs coûts. Jusqu’à présent, ce dernier est lié au nombre de déplacements des
joueurs. D’autres facteurs pourraient influencer la notion de stratégie optimale, en
l’occurrence, la pondération des arêtes.
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