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Abstract
In the stochastic limit the resonances play a fundamental role because
they determine the generalized susceptivities which are the building blocks
of all the physical information which survives in this limit. There are two
sources of possible divergences: one related to the singularities of the form
factor; another to the chaoticity of the spectrum. The situation will be
illustrated starting from the example of the discrete part of the hydrogen
atom in interaction with the electromagnetic field.
1 Introduction
Beyond the scheme microscopic-mesoscopic-macroscopic, there are many levels
of description, probably an infinite hierarchy, in which the specific properties of a
given level express some kind of cumulative or collective behaviour of properties
of systems corresponding to lower levels.
These cumulative phenomena are, typically, nonlinear effects. In absence
of generally applicable methods, one introduces asymptotic methods which ap-
proximate the values of individual quantities of physical interest. Among these
asymptotic methods, the scattering theory is concerned with the long-term be-
haviour of physical system, for which t → ∞, and the perturbation theory is
concerned with weak effects, for which λ → 0, where λ is a parameter upon
which the interaction Hamiltonian depends.
The stochastic limit [1] puts together the scattering and perturbation the-
ories by studying the long-term cumulative effects of weak actions, working as
a magnifying glass of all phenomena pertaining to the scales of magnitudes we
are interested in and as a filter of those pertaining to all the remaining scales.
∗In Memory of I. Prigogine. Presented at the CFIF workshop on time asymmetric quantum
theory: the theory of resonances, Lisbon, Portugal, 23–26 July, 2003.
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One starts from the usual quantum Hamiltonian dynamics in interaction rep-
resentation, see Sect.2. Depending such dynamics on a parameter λ, one rescales
some parameters in the associated evolution (typically time) and obtains in the
limit λ → 0 a new dynamical system driven by a singular Hamiltonian. The
new unitary evolution is an approximation of the original one which preserves
much nontrivial information on the original complex system, see Sect.3.
The limit Hamiltonian is a functional of some white noise, see Sect.5. The
idea is that, if we look at the fast degrees of freedom of a nonlinear system with
a clock, adapted to the slow ones, then the former look like an independent
increment process, typically white noise.
Moreover, in the limit we shall have not a single, but an infinity of indepen-
dent quantum noises, one for each Bohr frequency of the system. This is the
stochastic resonance principle, see Theorem 4.
A standard scheme to describe dissipation and irreversibility passes through
the so-called open system (or system-reservoir) approach, the basic physical idea
of which is that dissipation an irreversible behaviour arises when two systems,
traditionally denoted S (system: slow degrees of freedom) and R (reservoir: fast
degrees), interact and one of them (R) exhibits some macroscopic or chaotic
features, see Sect.4.
In the open-system approach the master equation corresponds to the adia-
batic elimination of the fastly relaxing variables, a technique also called coarse
graining, obtained just by taking the partial expectation of Langevin equations
(stochastic limit of the Heisenberg evolution) with respect to the reference state
of the master field.
The stochastic limit goes far beyond the master equation because it does not
eliminate the fast degrees of freedom. This allows to estimate the probabilities of
some collective states, or more generally, the behaviour of a complex (nonlinear)
system with many degrees of freedom in terms of relatively few functions of the
microscopic characteristics of the quickly relaxing degrees of freedom. According
to the interpretation, these functions are called order parameters, kineticies,
susceptibilities or susceptivities, transport coefficients, etc, see Sect.5.
There is one generalized susceptivity factor for each Bohr frequency; its real
part is a δ-function and its imaginary part a generalized Hilbert transform, both
over each resonant surface, see Eq. (31). We shall establish some connections
between these real and imaginary parts in Sect.6.
The transport coefficients appear as Ito correction terms in the white noise
Hamiltonian equations, which introduce quantum mechanical fluctuation-dissi-
pation phenomena in the evolution. The imaginary part of the Ito correction
term corresponds to a global shift in the spectrum of the system Hamiltonian,
whereas the evolution corresponding to the real part of the Ito term is a con-
traction, i.e. dissipative.
Finally, in Sect.7 we shall illustrate the situation with a concrete physical
example. We will study the bound states of the hydrogen atom in interaction
with the electromagnetic field. In this case we shall obtain some sufficient
conditions for the existence for the generalized susceptivity factors and calculate
them explicitly.
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2 The Interaction Representation
LetH be a Hamiltonian and let ψ(t) be a solution of the corresponding Schro¨dinger
equation (~ = 1)
∂tψ(t) = −iHψ(t).
Given a decomposition of H into a free and an interacting parts,
H = H0 +HI ,
the wave function ΨI(t) in the interaction representation is defined by
ψI(t) := e
itH0ψ(t) = eitH0e−it(H0+HI )ψ0, (1)
and it satisfies the Schro¨dinger eq. in the interaction representation
∂tψI(t) = −iHI(t)ψI(t), HI(t) := eitH0HIe−itH0 . (2)
The solution of Eq. (2) with initial condition ψI(t0) is given by ψI(t) =
U(t, t0)ψI(t0), where the propagator U is
U(t, t0) = e
itH0e−i(t−t0)(H0+HI )e−it0H0 , (3)
which verifies
U(t, t0) = U(t, s)U(s, t0), U(t, t0)
∗ = U(t0, t), U(t, t) = I, (4)
U(t+ r, t0 + r) = e
irH0U(t1t0)e
−irH0 (5)
∂tU(t, t0) = −iHI(t)U(t, t0), U(t0, t0) = I. (6)
The S matrix is formally defined as the limit
S = lim
t→∞
U(t,−t). (7)
In interaction representation the Heisenberg evolution is
jt,t0(A) = At := U(t, t0)
∗AU(t, t0)
and satisfies the flow equation
jt,t0(A) = js,t0jt,s(A), (8)
whose differential form is the Heisenberg equation in the interaction representa-
tion
∂tAt = −i[HI(t), At]. (9)
In what follows, by a dynamical system we mean a pair {H, H}, where H is
a Hilbert space and H a Hamiltonian, or we mean a triple system
{H, H0, U(t, s)},
where {H, H0} is an integrable dynamical system and U(t, s) is a propagator
satisfying the cocycle equations (4) and (5). If U(t, s) is differentiable with
respect to t, then the two definitions are equivalent. However, the generalized
definition also allows the possibility for U(t, s) to satisfy a stochastic differential
or white noise Hamiltonian equation.
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3 A First Approach to the Stochastic Limit
The stochastic limit approximates the fundamental laws themselves in the fol-
lowing sense: One starts with a family of quantum dynamical systems {Hλ, H(λ)0 , U (λ)t },
depending on a parameter λ, verifying the symbolic relation1
lim
λ→0
{Hλ, H(λ)0 , U (λ)t/λ2} = {H, H˜0, Ut}, (10)
where {H, H˜0, Ut} is a new quantum dynamical system.
The equation satisfied by the dynamical evolution U
(λ)
t is
2
∂tU
(λ)
t = −iH(λ)I (t)U (λ)t , U (λ)0 = I, (11)
interpreted as a Schro¨dinger equation in interaction picture (and not as the usual
Schro¨dinger equation with time-dependent Hamiltonian). With the change of
variables t 7→ λ2t Eq. (11) takes the form
∂tU
(λ)
t/λ2 = −i
1
λ2
H
(λ)
I (t/λ
2)U
(λ)
t/λ2 , U
(λ)
0 = I. (12)
The first step of the stochastic limit is to prove that
lim
λ→0
1
λ2
H
(λ)
I (t/λ
2) = Ht, (13)
this implies U
(λ)
t/λ2 → Ut and Ut is the solution of
∂tUt = −iHtUt.
The following lemma says us that when H
(λ)
I (t) is independent of λ and an
integrable function of t, then the limit Hamiltonian Ht is simply a multiple of
the δ-function in t characterizing the white noise correlations.
Lemma 1 For any integrable function F on R one has
lim
λ→0
1
λ2
F
(
τ − t
λ2
)
= δ(τ − t)
∫
R
F (σ) dσ, (14)
in the sense that, for any bounded continuous function ψ on R,
lim
λ→0
∫
R
1
λ2
F
(
τ − t
λ2
)
ψ(τ) dτ = ψ(τ)
∫
R
F (σ) dσ. (15)
Why the rescaling t → t/λ2 as the new time scale is best understood by
considering second-order perturbation theory:
1In Sect.5 we will see that the limit (10) has to be understood in the sense of correlators.
2Note that U
(λ)
t
is the adjoint of the backward wave operator at time t, i.e. U
(λ)
t
=:
Ω
(λ)∗
−
(t)→ Ω
(λ)∗
−
, where Ω
(λ)
−
is the backward wave operator.
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Lemma 2 Denote by 〈·〉 = 〈Φ, ·Φ〉 the expectation value with respect to a fixed
vector Φ. Suppose that the Hamiltonian has mean zero, is time-translation in-
variant and such that the function s 7→ 〈HI(0)HI(s)〉 is integrable, i.e.
〈HI(t)〉 = 0,
〈HI(t1 + s) · · ·HI(tn + s)〉 = 〈HI(t1) · · ·HI(tn)〉,∫
R
|〈HI(0)HI(t)〉| dt <∞.
Then the expectation value of the second-order term of the iterated series for
U
(λ)
t , i.e.
− λ2
∫ t
0
dt1
∫ t1
0
dt2 〈HI(t1)HI(t2)〉, (16)
has a finite nonzero limit as λ→ 0 and t→∞ iff
lim
λ→0, t→∞
λ2t = τ = cte 6= 0(<∞).
In this case the limit of (16) as λ→ 0 is equal to
− τ
∫ 0
−∞
ds 〈HI(0)HI(s)〉. (17)
The integral in Eq. (17) can be interpreted as a quantum transport coeffi-
cient. In several cases (e.g. in the weak coupling, but not in the low-density)
the transport coefficient allows us to compute the lifetimes and energy shifts in
agreement with the Fermi golden rule.
4 Open Systems
Given two quantum dynamical systems, the system S = {HS , HS} and the
reservoir R = {HR, HR}, the quantum dynamical composite system will be of
the form
{HS ⊗HR, HSR = HS ⊗ 1R + 1S ⊗HR +HI},
where the interaction Hamiltonian HI contains all the new physics, with respect
to the isolated systems, while H0 = HS + HR (resp. HS , HR) is the free
Hamiltonian (resp. of S, R).
As reservoir R we will consider a quantum field ak, a
+
k over R
d, d ≥ 3, for
which the quantities of physical interest are the correlators 〈aǫ1k1 · · · aǫnkn〉, where〈·〉 is a expectation value or state (i.e. a positive linear functional on the field
algebra). Giving an expectation value is equivalent to giving a representation
of the field algebra in a Hilbert space H and a unit vector Φ ∈ H such that
〈aǫ1k1 · · · aǫnkn〉 = 〈Φ, aǫ1k1 · · ·aǫnknΦ〉
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Recall that the field ak, a
+
k′ together with the expectation value 〈·〉 is called
a mean zero Gaussian field if
〈aǫ1k1 · · · aǫnkn〉 = 0, if n is odd,
〈aǫ1k1 · · · a
ǫ2p
k2p
〉 =
∑
P0(2p)
ǫ(i1, j1; . . . ip, jp) 〈aǫi1ki1a
ǫj1
kj1
〉 · · · 〈aǫipkipa
ǫjp
kjp
〉,
where P0(2p) is a subset of the ordered partitions (i1, j1; . . . ip, jp) of the set
(1, . . . , 2p) such that i1 < · · · < ip and iα < jα, and ǫ(i1, j1; . . . ip, jp) is a
complex number.
For a mean zero Gaussian field the state 〈·〉 is determined by its covariance( 〈a+k ak′〉 〈akak′〉
〈a+k a+k′〉 〈aka+k′〉
)
.
The aǫk are operator-valued distributions. The translation from the distribu-
tion to the operator language requires integration against suitable test functions
g:
A+(g) =
∫
M
g(k)a+k dk, A(g) =
∫
M
g(k)ak dk.
The rigorous meaning of the multiplication of distributions aǫk is the multipli-
cation of the corresponding operators Aǫ(g).
In what follows we shall assume that the reservoir R is a mean zero Gaussian
quantum field ak, a
+
k over R
d, d ≥ 3, which satisfies the q-commutation relations
[ak, a
+
k′ ]q = aka
+
k′ − qa+k′ak = δ(k − k′)
for some complex number q. In this case ak are called annihilators and a
+
k′
creators. We speak of a boson field if q = 1, of a Fermi field if q = −1, of a
Boltzmann field if q = 0.
If ak, a
+
k are boson creation and annihilation operators, there exists a real-
valued function ω(k) such that the associated free Hamiltonian has the form
H0 =
∫
ω(k)a+(k)a(k) dk, (18)
in the sense that the commutator with H0 of any polynomial in the field opera-
tors coincides with the commutator of the same polynomial with the right hand
side of Eq. (18). In particular, for all k we have
∂tak(t) = −i[H0, ak(t)] = −iωkak(t) ⇒ ak(t) = e−itωkak(0).
The function ω(k) is called the free 1-particle Hamiltonian. Usually one wants
ω(k) to be positive and vanishes nowhere. For example, k2/(2m),
√
k2 +m2,
|k|.
Consider a system-reservoir Hamiltonian
HSR = HS ⊗ 1R + 1S ⊗HR +HI ,
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for which the interaction Hamiltonian HI is of dipole-type, i.e. it has the form
HI =
∫
dk
{
D(k)⊗ a+(k) +D+(k)⊗ a(k)}, (19)
where {D(k) : k ∈ Rd} is a family of system operators (acting on HS) called
the response terms or currents and containing local information about the in-
teraction.
If the free system Hamiltonian HS has a discrete spectrum, i.e.
HS =
∑
n
εnPn =
∑
n
εn|εn〉〈εn|,
the time evolved interaction Hamiltonian becomes
HI(t) =
∫
dk
∑
m,n
PmD(k)Pn ⊗ eit(ωk+εm−εn)a+k + h.c. (20)
Introducing the operators
Dω(k) :=
∑
εn−εm=ω
PmD(k)Pn =
∑
εn−εm=ω
〈εn|D(k)|εm〉, |εm〉〈εn|, (21)
for which we have eitHSDωe
−itHS = e−itωDω(k), Eq. (20) becomes
HI(t) =
∫
dk
∑
ω
Dω(k)⊗ eit(ωk−ω)a+k + h.c. (22)
Moreover, assume that the system operators Dω(k) verify the generalized
dipole approximation, i.e.
Dω(k) = D
dipole
ω (k) = g(k)Dω,
where g is a test function, the cutoff or form factor describing the strength of the
interaction of the system with the environment, and Dω is a fixed system oper-
ator. Then, if there is only one Bohr frequency ω, the interaction Hamiltonian
(19) becomes
HI = D
+ ⊗A(g) +D ⊗A+(g) =
∫
Rd
dk {D+ ⊗ g(k)ak +D ⊗ g(k)a+k }.
and its free evolution is
HI(t) =
∫
dk
{
D+ ⊗ gke−it(ωk−ω)ak +D ⊗ gkeit(ωk−ω)a+k
}
=: D+at +Da
+
t ,
(23)
where we omit the symbol ⊗ and
at :=
∫
dk gke
−it(ωk−ω)ak.
Let us show how quantum white noises arise as stochastic limits of free fields.
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5 The Stochastic Resonance Principle
A quantum field b±(t, k) (t ∈ R, k ∈ Rd) with expectation value 〈·〉 is called a
white noise if it is a mean zero Gaussian field with covariance
〈bǫ(t, k)bǫ′(t′, k′)〉 = δ(t− t′)Gǫ,ǫ′(k, k′),
where Gǫ,ǫ′(k, k
′) is a positive definite distribution (as a function of the variables
ǫ, k, ǫ′, k′).
The convergence will be taken in the following sense. Let a±λ (k) be a family
of fields with cyclic vector Φλ, parametrized by a real number λ, and let a
±
k be
another field with cyclic vector Φ. a±λ (k) is said to converge to a
±
k in the sense
of correlators3 as λ → λ0 if, for any natural n, for any k1 . . . kn ∈ Rd, and any
choice of ǫ1 . . . ǫn ∈ {0, 1}, one has, in the sense of distributions,
lim
λ→λ0
〈Φλ, aǫ1λ (k1) · · ·aǫnλ (kn)Φλ〉 = 〈Φ, aǫ1k1 · · · aǫnknΦ〉.
It is well known that if, as λ → 0, the correlators 〈Φλ, aǫ1λ (k1) · · · aǫnλ (kn)Φλ〉
converge to a distribution F (k1 . . . kn), then there exists a field {a±k ,H,Φ} such
that F (k1 . . . kn) = 〈Φ, aǫ1k1 · · · aǫnknΦ〉.
Coming back to the time evolved interaction Hamiltonian given in Eq. (23).
The Schro¨dinger equation in interaction representation takes the form, see Eq.
(11):
∂tU
(λ)
t = −iH(λ)I (t)U (λ)t = −iλ
(
D+at +Da
+
t
)
U
(λ)
t . (24)
The rescaled evolution operator satisfies the rescaled Schro¨dinger equation, see
Eq. (12):
∂tU
(λ)
t/λ2 = −i
1
λ2
H
(λ)
I (t/λ
2)U
(λ)
t/λ2
= −i 1
λ
(
D+at/λ2 +Da
+
t/λ2
)
U
(λ)
t/λ2
(25)
The next result shows that the rescaled fields 1λat/λ2 converge in the sense
of correlators to a quantum white noise bt. The new fields operators b act on
some new Hilbert space and are called the master fields or quantum noises.
Theorem 3 If the field a±(k) is mean zero Gaussian and satisfies the q-deformed
relations
a(k)a+(k′)− qa+(k′)a(k) = δ(k − k′),
then the rescaled field
1
λ
a±(t/λ2, k) :=
1
λ
e±iω(k)t/λ
2
a±(k)
converges in the sense of distribution correlators to a q-deformed white noise
b±t (k), i.e., satisfying
bt(k)b
+
t′ (k
′)− qb+t′ (k′)bt(k) = 2π δ(t− t′) δ(ω(k)) δ(k − k′).
3The correlation functions are also called Wightman functions in quantum field theory or
mixed moments in probability theory.
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Thus, from Eq. (25),
lim
λ→0
1
λ2
H
(λ)
I (t/λ
2) = Ht = D
+bt +Db
+
t (26)
and the white noise Hamiltonian equation is
∂tUt = −iHtUt = −i(D+bt +Db+t )Ut. (27)
One has to bring equation (27) to its normally ordered form, i.e. instead of
the term btUt we would like to have the term Utbt. If the reference state of the
a field is the Fock vacuum, then the normally ordered form of the white noise
Hamiltonian (27) is the following equation
∂tUt = −i
(
D+Utbt +Db
+
t Ut
)− Y Ut, (28)
where
Y := γ−D+D, (29)
γ− :=
∫ 0
−∞
dt
∫
Rd
dk e−it(ωk−ω)|g(k)|2. (30)
The operator Y defined by Eq. (29), the coefficient of Ut in the term not
including noise operators in Eq. (28), is called the operator transport coeffi-
cient, drift coefficient or Ito correction term. This term corresponds to a non-
selfadjoint correction to the system Hamiltonian that can be considered as the
prototype of the quantum mechanical fluctuation-dissipation relation:
iHS → iHS − γ−D+D = i(HS + Im(γ−)D+D)−Re(γ−)D+D.
Since HS commutes separately with the real and imaginary part, the imagi-
nary part of the Ito correction term is a global shift in the spectrum of the system
Hamiltonian. On the other hand, the evolution generated by −Re(γ−)D+D is
a contraction, in general nonunitary, i.e. dissipative. In fact, 2Re(γ−) = 〈btb+t 〉
is a measure of the strength of the fluctuations.
For the generalized susceptivity factor γ− defined by Eq. (30), using the
identity ∫ 0
−∞
e−itω dt =
−i
ω − i0 = πδ(ω)− iP.P.
1
ω
,
we can write
γ− = π〈g, δ(ωk − ω)g〉 − i〈g, P.P. 1
ωk − ωg〉
= π
∫
Rd
dk |g(k)|2δ(ωk − ω)− iP.P.
∫
Rd
dk
|g(k)|2
ωk − ω .
(31)
Assuming that ω(k) > 0 almost everywhere, the argument of the δ-function
in Re(γ−) can be zero only if ω > 0. Since 2Re(γ−) = 〈btb+t 〉, the fact that the
contribution relative to a given frequency vanishes means there is no master field
9
with that characteristic frequency. So, in the stochastic limit only the master
fields corresponding to positive Bohr frequencies survive. But Eq. (31) also
shows that this is not the case for the imaginary part. In the stochastic limit
the negative Bohr frequencies contribute with an overall red shift to the energy.
For more than one Bohr frequency the time evolved interaction Hamiltonian
is of the form, see Eq. (22):
HI(t) =
∫
dk
∑
ω
Dωg(k)e
it(ωk−ω)a+k + h.c. (32)
This decomposition of the interaction Hamiltonian suggests that, before the
limit, the original field splits into a family of effective fields, each of which is
interacting with its own Bohr frequency ω and with the other effective fields.
The following theorem says that, if it is possible to interchange the sum, the
integral and the limit, the mutual interaction of these effective fields becomes
negligible in the stochastic limit, and after the limit this mutual independence
becomes exact.
Theorem 4 Let a(t, k), a+(t, k) be a mean zero Gaussian quantum field with
respect to a given state 〈·〉. suppose that the process a±(t, k) is stationary and
its covariance matrix is time-integrable in the sense of distributions, i.e.∫
R
dt
∣∣∣∣
∫
dkdk′ f(k)g(k′)〈aǫ(0, k)aǫ′(t, k′)〉
∣∣∣∣ <∞, f, g ∈ S(Rd).
For each real number ω define the new process
aω(t, k) := e
−itωa(t, k).
Then the limit, in the sense of distribution correlators,
lim
λ→0
1
λ
aω(t/λ
2, k) = bω(t, k),
exists and is the white noise bω(t, k) of the same Gaussian type as a(t, k) and
with covariance
〈bǫω(t, k)bǫ
′
ω (t
′, k′)〉 = δ(t− t′)
∫
R
ds e−isω〈aǫ(0, k)aǫ′(s, k′)〉.
Moreover, the quantum white noises {bω(t, k) : ω ∈ R} are mutually indepen-
dent.
This illustrates the stochastic resonance principle: In the limit we shall have
not a single, but an infinity of independent quantum noises, one for each Bohr
frequency of the system.
Thus, for each Bohr frequency we will have a generalized susceptivity factor
given by Eq. (31), whose real part is a δ-function and its imaginary part is a
generalized Hilbert transform, both over each resonant surface. Let us pass to
study these real and imaginary parts.
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6 The Distribution (ω(k)− ω)−1
Let
k ∈ Rd → ω(k)− ω ∈ R
be a C∞-function except perhaps for some closed set of singular points with
d-dimensional Lebesgue measure zero. In this section we study, for each test
function φ ∈ D(Rd), the integral
〈 1
ω(k)− ω , φ(k)〉 =
∫
Rd
φ(k)
ω(k)− ω dk
and its Cauchy principal value or principal part
〈P.P. 1
ω(k)− ω , φ(k)〉 = limǫ→0
∫
|ω(k)−ω|>ǫ
φ(k)
ω(k)− ω dk ,
just the imaginary part of the generalized susceptivity factor γ−, see Eq.(31).
To this end, assume that ∇ω(k) 6= 0 for each regular point k ∈ Rd. Then
the equation ω(k) − ω = cte defines a regular surface Sc of dimension d − 1 in
a neighbourhood sufficiently small of each regular point verifying the equation
and, in such neighbourhood, we can consider a local change of variables ψ :
(u1, . . . , ud)→ (k1, . . . , kd) such that the surface Sc is given by fixing one of the
u’s to the value of the constant c. So, for example, we can choose ω(k)−ω = u1
and arbitrarily the u2, . . . , ud, but with the condition that the Jacobian Jψ(u)
is different from zero. Then, by the change of variables theorem, we will have4∫
Rd
φ(k)
ω(k)− ω dk =
∫
ψ−1(Rd)
φ(ψ(u))
u1
Jψ(u) du ,
being the last integral, by Fubini’s theorem, equal to
∫ b
a
1
u1
[∫
ψ−1u1
φ(ψ(u))Jψ(u) du2 . . . dud
]
du1 , (33)
where ψ−1(Rd) = {u1 × ψ−1u1 |u1 ∈ [a, b]}.
We can write the integral (33) in terms of differential forms. For it, consider
the form Ωc of order d − 1 associated to the function W (k) = ω(k) − ω on the
surface Sc by the equation
dW ∧ Ωc = dv , (34)
where dv = dk1 ∧ · · · ∧ dkd is the volume element in Rd. Such form Ωc ex-
ists in a certain d-dimensional domain containing the surface Sc because in a
neighbourhood of any point of that surface one can introduce a local system
of coordinates u1, . . . , ud such that one of these coordinates, for example uj, is
4We can assume that the support of φ is contained in the neighbourhood where the local
change of variables is given, else we consider a suitable locally finite partition of the unity.
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the quantity W (k); then, if ψ : (u1, . . . , ud)→ (k1, . . . , kd) is the corresponding
change of coordinates, we will have
dv = Jψ(u) du1 ∧ · · · ∧ duj−1 ∧ dW ∧ duj+1 ∧ · · · ∧ dud
and then
Ωc = (−1)j−1Jψ
∣∣
uj=c
du1 ∧ · · · ∧ duj−1 ∧ duj+1 ∧ · · · ∧ dud. (35)
In particular, if in a neighbourhood of a given point we have ∂W (k)/∂kj 6= 0,
we can take as coordinates u
u1 = k1, . . . , uj =W, . . . , ud = kd ,
we have then
Jψ(u) =
1
Jψ−1(k)
=
1
∂W (k)/∂kj
and the form Ωc defined in Eq. (35) becomes
Ωc = (−1)j−1 dk1 ∧ · · · ∧ dkj−1 ∧ dkj+1 ∧ · · · ∧ dkd
∂W/∂kj
.
The form Ωc verifying Eq. (34) is not unique since we can add to it any
form Λ orthogonal to dW , that is, such that dW ∧Λ = 0. Such forms Λ can be
written as Λ = γ ∧ dW , where γ is a certain form of order d− 2.
We note also that the form Ωc does not depend on the choice of coordinates
u1, . . . duj−1, uj+1, . . . , ud, but it does on the functionW defining the surface Sc.
For example, if instead ofW (k) = c one considers the equation α(k)
[
W (k)−c] =
0, where α is a nowhere zero function, then d(α(W − c)) = αdW + (W − c) dα
and along the surface Sc we will have
Ω1c =
dv
d(α(W − c)) =
1
α
Ωc .
Coming back to the situation of formula (33), for coordinates u1 = W,u2, . . . , ud,
by formula (35) we have
Ωc = Ωu1 = Jψ(u)
∣∣
u1=c
du2 ∧ · · · ∧ dud
and from Eq. (33) we obtain
∫
Rd
φ(k)
ω(k)− ω dk =
∫ b
a
1
u1
[∫
Su1
φ(ψ(u))Ωu1
]
du1 . (36)
In terms of the distribution δ(W − u1) = δ(ω(k)− ω − u1) formula (36) can
also be written as5 ∫ b
a
1
u1
〈δ(W − u1), φ〉 du1 .
5For a definition of the distribution δ(W − u1) see, for example, the chapter 3 of [2].
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We note that the function
Φ(u1) =
∫
Su1
φ(ψ(u))Ωu1 , (37)
that appears in formula (36) is a test function belonging to D(R). Indeed, the
change of variables ψ, being bicontinuous, transforms compact sets into compact
sets, and vice versa. Moreover, since ψ is a C∞-function, φ ◦ ψ ∈ D(Rd) and
then its product with the C∞-function Jψ is also in D(Rd). Thus, the integral
with respect to Ωu1 of that product extends into a set of finite measure and
then is a bounded C∞-function of u1 with compact support. Finally, similar
arguments can be applied to its derivatives.
The same reasoning can be applied when, instead of D(Rd), we consider
the Schwartz space S(Rd), whenever the Jacobian Jψ and its derivatives are of
polynomial growth.
Since Φ(u1) ∈ D(R), the integral∫
Rd
φ(k)
ω(k)− ω dk =
∫ b
a
1
u1
Φ(u1) du1 .
is improper only at u1 = 0 when a ≤ 0 ≤ b. Then, for the study of the
convergence of this integral it is convenient to obtain an asymptotic development
of Φ(u1) for small values of u1. To this end, let us consider the functional
depending on the complex parameter λ
〈Wλ+, φ〉 =
∫
W>0
Wλ(k)φ(k) dk . (38)
If the C∞-function W is such that the equationW (k) = 0 defines locally a d−1
dimensional surface of regular points, that is, for each point k0 in the surface
there exist a neighbourhood V of k0 in R
d and a local system of coordinates
u1, . . . , ud such that W (k) = u1 for every k ∈ V (for example, when ∇W (k0) 6=
0), and the same is valid for the equation W (k) = c with c > 0, then the
distribution Wλ+ is meromorphic with singularities the sequence of simple poles
[2, sect.3.4.2]
λ = −1,−2, . . . ,−n, . . .
The residue of the function (38) at each of these poles can be expressed by
means of the test function Φ(u1) defined in formula (37), being the residue at
λ = −n equal to
Res(〈Wλ+, φ〉, λ = −n) =
Φ(n−1)(0)
(n− 1)! .
In terms of the distributions δ(k)(W ), we have then
Res(〈Wλ+, φ〉, λ = −n) =
(−1)n−1
(n− 1)! 〈δ
(n−1)(W ), φ〉
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and we can say that the residue of Wλ at the simple pole λ = −n is
Res(Wλ+, λ = −n) =
(−1)n−1
(n− 1)! δ
(n−1)(W ) ,
in complete analogy with the unidimensional case for the distribution xλ+.
Since the behaviour of Φ(u1) for u1 > ǫ > 0 has not influence over the
singularities of the integral ∫ ∞
0
uλ1 Φ(u1) du1 ,
the knowledge of these singularities permits us write an asymptotic development
of Φ(u1) for small values of u1. Indeed, in our case [2, sect.3.4.5]
Φ(u1) ≃
∞∑
n=0
(−1)n
n!
〈δ(n)(W ), φ〉un1 , for u1 small . (39)
From these results it is easy to derive the following
Proposition 5 Let W (k) = ω(k) − ω be a C∞-function, except perhaps for
some closed set E of singular points with d-dimensional Lebesgue measure zero,
such that the equation W (k) = 0 defines a d−1 dimensional surface S0 of regular
points, that is, for each point k0 in the surface there exist a neighbourhood V of
k0 in R
d and a local system of coordinates u1, . . . , ud such that W (k) = u1 for
every k ∈ V (for example, when ∇W (k0) 6= 0), and the same is valid for the
equation W (k) = c with c ∈ (a, b), where Rd\E = ∪c∈(a,b)Sc. Then, given a test
function φ ∈ D(Rd), we have:
(i) When a ≤ 0 ≤ b, the integral
〈 1
ω(k)− ω , φ(k)〉 =
∫
Rd
φ(k)
ω(k)− ω dk =
∫ b
a
1
u1
Φ(u1) du1
is finite if and only if 〈δ(ω(k)− ω), φ(k)〉 = 0.
(ii) When a ≤ 0 ≤ b, the Cauchy principal value
〈P.P. 1
ω(k)− ω , φ(k)〉 = limǫ→0
∫
|ω(k)−ω|>ǫ
φ(k)
ω(k)− ω dk
= lim
ǫ→0
[∫ −ǫ
a
1
u1
Φ(u1) du1 +
∫ b
ǫ
1
u1
Φ(u1) du1
]
is always finite.
(Recall that, when 0 6∈ [a, b], the integrals in (i) and (ii) are always finite.)
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Proof: Since Φ(u1) ∈ D(R), the asymptotic development (39) of Φ(u1) is
valid in a neighbourhood of u1 = 0 and also we can assume that a and b are
finite.
(i). The unidimensional integral
∫ b
a Φ(u1)/u1 du1 converges if and only if for
any α > 0 we have Φ(u1, ω) ≃ uα1 as u1 → 0. By formula (39), this condition is
satisfied if and only if 〈δ(ω(k)− ω), φ(k)〉 = 0.
(ii). It is well known [4, theor.1.35] that for a function of the form Φ(u1)/u1,
Φ being continuous in a neighbourhood of u1 = 0, the integral in the P.P. sense
exists. 
Corollary 6 Proposition 5 is satisfied also for every φ ∈ S(Rd) if, in addition,
the Jacobian Jψ and its derivatives are of polynomial growth.
Proof: Recall that, if φ ∈ S(Rd), then also ΦS(Rd) when the Jacobian Jψ
and its derivatives are of polynomial growth. 
Example 7 For the radiative dispersion ω(k) = |k| =
(∑d
j=1 k
2
j
)1/2
, if we take
u1 = ω(k)− ω, u2 = θ1, . . . , ud = θd−1, (40)
where θ1, . . . , θd−1 are the usual angles in spherical coordinates, we obtain
Ωu1 = dσSu1+ω ,
being dσSu1+ω the Euclidean element of surface for the sphere Su1+ω with centre
the origin and radius u1 + ω. In this case we have∫
Rd
φ(k)
ω(k)− ω dk =
∫ ∞
−ω
1
u1
[∫
Su1+ω
φ(ψ(u)) dσSu1+ω
]
du1 . (41)
Let us put Φ(u1, ω) =
∫
Su1+ω
φ(ψ(u)) dσSu1+ω .
For ω < 0 the integrals of Eq. (41) converge because Φ(u1, ω) is in D(R) as
function of u1.
If ω > 0, we are under the hypothesis of proposition 5 and then the integrals
in Eq. (41) converge if and only if 〈δ(ω(k) − ω), φ(k)〉 = 0, and they converge
in the P.P. sense for all φ ∈ D(Rd).
If ω = 0, we cannot apply proposition 5 since the equationW (k) = ω(k) = 0
does not define a regular surface else a singular point k = 0, but in this case the
integrals of Eq. (41) converge because Φ(u1, 0)→ 0 as u1 → 0.
By corollary 6, the same results are satisfied for φ ∈ S(Rd).
Example 8 For ω(k) = k2 =
∑d
j=1 k
2
j , applying again the change of variables
(40), now we have
Ωu1 =
1
2
(∑d
j=1 k
2
j
)1/2 dσS√u1+ω = 12√u1 + ωdσS√u1+ω .
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Then, in this case we obtain
∫
Rd
φ(k)
ω(k)− ω dk =
∫ ∞
−ω
1
u1
[∫
S√
u1+ω
φ(ψ(u))
2
√
u1 + ω
dσS√
u1+ω
]
du1 . (42)
Here, Φ(u1, ω) =
∫
S√
u1+ω
φ(ψ(u))
2
√
u1+ω
dσS√
u1+ω
and we can apply the same ar-
guments than in example 7 to determine the convergence of the integrals in
(42). Thus, for ω ≤ 0 the integrals of (42) converge for every φ ∈ D(Rd)
and, on the other hand, when ω > 0 these integrals converge if and only if
〈δ(ω(k)− ω), φ(k)〉 = 0 and they converge in the P.P. sense for all φ ∈ D(Rd).
By corollary 6, the same results are satisfied for φ ∈ S(Rd).
These results are of applicability in the following physical example.
7 The Hydrogen Atom in the EM Field
It is well known [3] that in a central potential, caused here by the hydrogen
nucleus, the bound states of a spinless electron are determined by three quantum
numbers n, l and m.
The total or energy quantum number n, whose range of values is n =
1, 2, 3, . . . ,+∞, determines the energy En of the electron
En = −1
2
Zme4
n2~2
= − Ze
2
2a0n2
, (43)
where m and e are the mass and charge of the electron, a0 is the Bohr radius
a0 =
~
2
me2
= 0.53× 10−8 cm (44)
and, for the hydrogen atom, Z = 1.
The orbital and magnetic quantum numbers, l and m, determine the an-
gular momentum and the angular momentum along the axis of quantization,
respectively, and their ranges of values are l = 0, 1, 2, . . . , n − 1 and m =
−l,−l+ 1, . . . ,+l.
In the following q shall denote the position of the electron in the 3-dimensional
space and we shall assume that the nucleus of the hydrogen atom is fixed at the
origin.
In spherical coordinates, the associated total eigenfunctions ψnlm are given
by
ψnlm(|q|, θ, φ) = Rnl(|q|)Ylm(θ, φ) , (45)
being the radial eigenfunction corresponding to the quantum numbers n and l,
Rnl, equal to
Rnl(|q|) = −
[(
2
na0
)3
(n− l − 1)!
2n[(n+ l)!]3
]1/2
e−|q|/2 |q|l L2l+1n+l (|q|) , (46)
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where L2l+1n+l is the associated Laguerre polynomial
L2l+1n+l (|q|) =
n−l−1∑
s=0
(−1)s+2l+1 [(n+ l)!]2 |q|s
(n− l − 1− s)! (2l+ 1 + s)! s! (47)
and the spherical harmonics of order l, Ylm, are given by
Ylm(θ, φ) = (−1)m
[
2l+ 1
4π
(l −m)!
(l +m)!
]1/2
Pml
(
cos(θ)
)
eimφ
= (−1)l+m 1
2l l!
[
(2l + 1)!
4π
(l −m)!
(l +m)!
]1/2
sin|m|(θ)
×
(
d
d(cos(θ))
)l+m
sin2l(θ) eimφ ,
(48)
where Pml denotes the associated Legendre function of the first kind
Pml (ξ) = (1− ξ2)m/2
1
2l l!
dl+m
dξl+m
(ξ2 − 1)l . (49)
In the following we shall consider only states of the electron with orbital
number l = 0. Recall that Y00(θ, φ) = (4π)
−1/2.
For Quantum Electrodynamics, the expansion of the EM vector potential in
Fourier integral is
A(q) =
∫
dk g(k)eik·qak,
where, as until now, q denotes the position of the electron in the 3-dimensional
space, and k ∈ R3 corresponds to momentum coordinates. From this expansion
we obtain the response terms
D(k) =
eik·q
|k|1/2 , (50)
being the cutoff or form factor g(k) = |k|−1/2.
Let us introduce some notation. For the positive Bohr frequencies we shall
write, see Eq. (43),
ωmn := Em − En = − e
2
2a0
(
1
m2
− 1
n2
)
, m > n , (51)
and for the matrix elements of the operators D(k) we shall put
gmn(k) := 〈ψm00, D(k)ψn00〉
= 〈Rm0(|q|)Y00(θ, φ), D(k)Rm0(|q|)Y00(θ, φ)〉 .
(52)
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Now suppose that for the positive Bohr frequency ωmn there exists a unique
pair of energy levels εm = Em, εn = En in SpecHS such that ωmn = Em−En.6
Then, the operator Dωmn defined by Eq. (21) can be written as
Dωmn(k) = gmn(k) |ψn00〉〈ψm00|
and the imaginary part of the corresponding generalized susceptivity factor γωmn−
is of the form, see Eq. (31),
Im(γωmn− ) = −P.P.
∫
Rd
|gmn(k)|2
ω(k)− ω dk . (53)
In what follows we shall study the generalized Hilbert transform of the right
hand side of Eq. (53) in terms of the cutoff function g. We restrict our attention
to the dispersion function ω(k) = |k| of example 7. For ω(k) = k2 the results
are very similar.
7.1 Cutoff Functions of the form
1
|k|ν , (ν ≥ 0).
When the response terms under consideration are of the form
D(k) =
eik·q
|k|ν , ν ≥ 0 , (54)
the matrix element corresponding to the states of the electron with energy
numbers m and n and orbital number l = 0 is
gmn(k) =
i
2 |k|1+ν
m+n∑
s=2
Cmns
(
1
(1 + i|k|)s −
1
(1− i|k|)s
)
, (55)
where
Cmns :=
(−1)s 4
s a30 (mn)
3/2
min{n−1,s−2}∑
α=max{0,s−m−1}
(
n− 1
α
)(
m− 1
s− 2− α
)(
s
α+ 1
)
.
(56)
The change of variables (40) gives us a more convenient expression of the
right hand side of Eq. (53). For the dispersion function ω(k) = |k| we have
P.P.
∫
R3
|gmn(k)|2
ω(k)− ωmn dk = P.P.
∫ ∞
−ωmn
π
u1 (u1 + ωmn)2ν
×
×
∣∣∣∣∣
m+n∑
s=2
Cmns
(
1(
1 + i(u1 + ωmn)
)s − 1(
1− i(u1 + ωmn)
)s
)∣∣∣∣∣
2
du1 .
(57)
We can already determine the values of the parameter ν for which the imag-
inary part of the generalized susceptivity factor γωmn− exist.
6This is not the case for every positive Bohr frequency ωmn of the hydrogen atom, but
by means of a little perturbation the hydrogen atom becomes a system verifying this generic
assumption.
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Proposition 9 Let us consider the interaction of a spinless electron in the
hydrogen atom with an electromagnetic field, in which the response terms are of
the form
D(k) =
eik·q
|k|ν , ν ≥ 0 . (58)
Then, for the dispersion functions ω(k) = |k| (and also for ω(k) = k2), the
Cauchy Principal Values
P.P.
∫
R3
|gmn(k)|2
ω(k)− ωmn dk , m > n ∈ N , (59)
are finite if and only if ν < 3/2.
7.2 Cutoff Functions of the form g(|k|).
Now, let us consider response terms of the form
D(k) = g(|k|) eik·q , (60)
being the cutoff function g, at first, a medible function of |k|.
In this case the matrix element corresponding to the states of the electron
with energy numbers m and n and orbital number l = 0 is
gmn(k) =
i g(|k|)
2 |k|
m+n∑
s=2
Cmns
(
1
(1 + i|k|)s −
1
(1− i|k|)s
)
, (61)
where the coefficient Cmns is given by Eq. (56).
For the dispersion function ω(k) = |k|, the change of variables (40) gives us
now
P.P.
∫
R3
|gmn(k)|2
ω(k)− ωmn dk = P.P.
∫ ∞
−ωmn
π |g(u1 + ωmn)|2
u1
×
×
∣∣∣∣∣
m+n∑
s=2
Cmns
(
1(
1 + i(u1 + ωmn)
)s − 1(
1− i(u1 + ωmn)
)s
)∣∣∣∣∣
2
du1 .
(62)
From the last expression we can deduce sufficient conditions on the form
factor g in order that the imaginary part of the generalized susceptivity factor
γωmn− exist.
Proposition 10 Let us consider the interaction of a spinless electron in the
hydrogen atom with an electromagnetic field, in which the response terms are of
the form
D(k) = g(|k|) eik·q , (63)
Then, for the dispersion function ω(k) = |k|, the Cauchy Principal Values
P.P.
∫
R3
|gmn(k)|2
ω(k)− ωmn dk , m > n ∈ N , (64)
are finite if the function g verify the following conditions:
19
(a1) |g(u1 + ωmn)|2/u41 ∈ L1
(
[b,∞)), with respect to u1, for some b > 0; for
example, if |g(u1 + ωmn)| ≃ uν1 as u1 →∞, for ν < 3/2;
(a2) the integrand of the right hand side of Eq. (62), in a neighbourhood of
u1 = 0, is the sum of an antisymmetric function f1 and a symmetric
function f2 such that
∫ ǫ
→0 f2(u1) du1 is finite for some ǫ > 0; for example,
when g is bounded in a neighbourhood of ωmn (or, equivalently, g(u1+ωmn)
is bounded for u1 in a neighbourhood of 0);
(a3) |g(u1+ωmn)|2(u1+ωmn)2 ∈ L1
(
[−ωmn,−ωmn+ ǫ]
)
with respect to u1, for
some ǫ < ωmn; for example, if |g(u1+ωmn)| ≃ (u1+ωmn)ν as u1 → −ωmn,
for ν > −3;
(a4) g(u1 + ωmn) ∈ L2
(
[−ωmn + ǫ,−ǫ] ∪ [ǫ, b]
)
, with respect to u1, for some
0 < ǫ < ωmn and any finite b > ǫ.
Note that condition (a2) implies some special behaviour of the cutoff function
g in a neighbourhood of the resonance surface u1 = ω(k)− ωmn = 0.
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