ABSTRACT Multilayer feedforward neural networks (MFNNs) have been widely used for classification or approximation of nonlinear mappings described by a data set consisting of input and output samples. In many MFNN applications, a common compressive sensing task is to find the redundant dimensions of the input data. The aim of a regularization technique presented in this paper is to eliminate the redundant dimensions and to achieve compression of the input layer. It is achieved by introducing an L 1 or L 1/2 regularizer to the input layer weights training. As a comparison, in the existing references, a regularization method is usually applied to the hidden layer for a better representation of the dataset and sparsification of the network. Gradient-descent method is used for solving the resulting optimization problem. Numerical experiments including a simulated approximation problem and three classification problems (Monk, Sonar, and the MNIST data set) have been used to illustrate the algorithm.
I. INTRODUCTION
When a linear or nonlinear mathematical model is used for classification or approximation of a mapping represented by a dataset consisting of input and output samples, the information conveyed through certain dimensions of the input data can be redundant or insignificant. It is a common compressive sensing task to identify these redundant dimensions to reduce the size of the mathematical model and to eliminate the redundant input information. It is well known that, as a tool for sparsification, L 0 regularization method can deliver the sparsest result. But L 0 regularization involves solving an NP hard optimization problem. In 2001, Donoho and Huo [1] and Chen et al. [2] proposed Basis Pursuit from the perspective of sparse reconstruction. They proved that under certain conditions the solutions of the L 0 regularization are equivalent to those of the L 1 regularization for the sparsity problems. In 1996, Tibshirani [3] proposed the Lasso method, which has developed rapidly into other variants [4] - [7] . L 1 regularization has become one of the main tools for today's data analysis. Later on, Xu et al. [8] , [9] , Zeng [10] , and Miao and Yu [11] proposed an L 1/2 regularization method which has a nonconvex penalty and possesses many promising properties comparable to that of L 1 regularization such as sparsity, unbiasedness and oracle properties.
MFNNs have been widely used as a universal computational intelligence model for model building, regression and pattern recognition [12] - [15] . Specifically, different autoencoders [16] - [19] developed in recent years have been shown powerful to perform these tasks. Regularization methods have been typically applied to the hidden layer for sparsification of MFNNs (see e.g. [20] - [22] ) so as to reduce the size and improve the robustness of the network. Other methods for eliminating the redundant inputs include the Perturbation Method [23] based on the concept of linear sensitivity and the Jacobian matrix of weights and the Mutual Information Feature Selector [24] .
In this paper, we propose to apply L 1 or L 1/2 regularization method for eliminating the redundant dimensions of the input data to compress the input layer of the MFNN. To this end, we introduce an L 1 or L 1/2 regularizer term into the error function in the learning process to drive the redundant input weight vectors to zero such that we can remove some nodes of the input layer without deteriorating the classification or the approximation ability of the network for a given dataset. Therefore, this approach not only provides a mathematical model for the problem under consideration, but also improves the interpretability of the data (cf. the Remark in Section II for details). Numerical experiments on a simulated approximation problem and three classification problems (Monk, Sonar and the MNIST dataset [25] ) have been conducted to show the efficiency of the algorithm.
The rest of this paper is arranged as follows: The MFNN and the gradient learning method with regularization are described in Section II. Supporting numerical experiments are presented in Section III. Relevant conclusions are given in Section IV.
II. MULTILAYER FEEDFORWARD NEURAL NETWORKS WITH REGULARIZATION
Consider a MFNN with I input nodes, K hidden nodes and M output nodes. Let W
. . , I ) be the weight vector connecting the ith input node with the hidden layer, and let
be the weight vector connecting the kth hidden node with the output layer, and let W (2) = (W
1 , W
2 , . . . , W
K ) ∈ R M ×K be the hidden weight matrix. We write these two weight matrices into a single matrix W = {W (1) , W (2) }. Similarly, let b = {b (1) , b (2) } represent biases of the network, where b (1) ∈ R K ×1 and b (2) ∈ R M ×1 . Let g : R → R and f : R → R be given activation functions. For a training sample (x, O), x ∈ R I ×1 , O ∈ R M ×1 , the output of the network y with respect to x is computed by
where h ∈ R K ×1 is the hidden activation vector. The network tries to learn a function to make
To optimize the parameters θ = {W (1) , W (2) , b (1) , b (2) } for a given set of R training samples x r , O r R r=1 , the mean square error is used as the cost function,
A batch gradient descent algorithm is used to minimize Eq. (3). Starting from an arbitrary initial value θ 0 , the gradient method updates the parameters iteratively as follows:
where η > 0 is the learning rate. Remark: Note that the weight vector W (1) i contains all the input weights connected to the ith input node. Hence, if W (1) i is 0 or almost 0, then the ith input node does not make any real contribution to the network, and could be eliminated.
Apart from compressing the input layer, this also eliminates the redundant information of the data used for training.
Write
We penalize β so as to find out the expected input redundancy by driving corresponding weight vectors to zero. Therefore, we supplement the error function Eq. (3) with an additive regularizer term
where λ is a regularization coefficient, and βis defined as β= I i=1 |β i | q . Correspondingly, the new rule for updating the weights is to compute
As mentioned above, L 1 regularizer is one of the main tools for today's data analysis and L 1/2 regularizer is an improved tool that yields good sparsity comparable to that of L 1 regularizer. In this paper, we use L 1 and L 1/2 regularizer term in Eq. (6) and define them, respectively, as
and
The cost functions with L 1 or L 1/2 regularizers can be expressed, respectively, as
If only the input dataset is available, our method can be used for O = x, and tested through an autoencoder network. For the training set x r R r=1 , the cost function of an autoencoder (AE) training equals to the average reconstruction error as below,
We can also impose the L 1 and L 1/2 regularization as shown in the Eq. (8) and Eq. (9), respectively, on the input weight matrix W (1) of the AE for the input layer regularization.
The cost functions of the L 1 regularization AE (L 1 AE) and
To improve the generalization of the network and prevent over-fitting [26] , a weight decay term is frequently used. Therefore, the final cost functions of the L 1 AE and L 1/2 AE for the input layer regularization are defined, respectively, as
where α is the weight decay term coefficient, and M = I . We use the limited-memory BFGS (L-BFGS) quasiNewton method [27] , [28] to minimize the Eq. (13) and Eq. (14).
III. NUMERICAL EXPERIMENTS
This section discusses four numerical examples. Examples 1-3 are about an artificial approximation problem and two real world classification problems and use Eq. (10) and Eq. (11) . Example 4 is to analyze the MNIST digit dataset by using Eq. (13) and Eq. (14) . For comparison, we also perform the experiments of neural networks without regularization and with L 2 regularization.
In order to choose optimal learning ratio η and penalty ratio λ, we first choose a suitable η through experiments initially with λ = 0. Then we increase λ gradually, until too many weights are close to zero after training and the performance of the classification or the regression is degraded. Finally, we choose the best λ corresponding to the best performance. Other details are as follows: In the experiment of Example 1 we observe that the algorithm with λ ≥ 0.3 over-penalizes the weights in that too many weights are close to zero after training. On the other hand, when λ ≤ 0.05, the algorithm fails to reach an acceptable sparsity of the weights. After performing experiments with different λ's in the range (0.05, 0.3), we obtain optimal results with λ = 0. To avoid overtraining in the experiments, we use the k-fold cross validation method [29] , [30] to train the networks. The original samples are randomly divided into k roughly equal sized sets of subsamples. One of the k sets is used as the validation data for validating the model, and the remaining k − 1 sets are used as training data. The cross-validation process is repeated k times (k folds), with each set is used exactly once as the validation data. The k results can then be averaged to produce a single estimation.
In the experiments, the learning process stops when one of the following three stopping criteria is satisfied: The number of training steps reaches a given maximum iteration number, the variation of the validation errors of successive 20 steps is below 0.000001, or the validation error is below 0.001. In particular, the maximum iteration numbers are 10,000, 20,000, 60,000 and 400 for Examples 1, 2, 3 and 4, respectively.
In the experiments, the numbers of hidden nodes are determined as follows. For each of Examples 1-3, we use the usual BP algorithm with 5-fold cross validation and without regularization to train the networks with different numbers of hidden nodes, and then fix the number of hidden nodes that leads to the best validation error. As a result, the numbers of hidden nodes for Examples 1-3 are set to be 6, 6 and 10, respectively. As for Example 4 (the MNIST data set), since it has been studied in many references, we follow the usual setting of 200 hidden nodes according to the references.
A. EXAMPLE 1: AN ARTIFICIAL APPROXIMATION PROBLEM
We use a network as in Eq. (1) with eleven input nodes, six hidden nodes and one output node to approximate the sine function. Let the activation functions g and f be a tan-sigmoid function and a linear function defined below, respectively:
For an input sample x = (x 1 , x 2 , · · · , x 11 ) T , the target output is sin(x 2 + · · · + x 10 + x 11 ). Obviously, x 1 is a redundant input in that it does not influence the target output. It is our expectation that the vector W
1 of the input weight matrix is 0 or almost 0, that is, β 1 (cf. Eq. (5)) becomes zero or very small (below 0.001) after learning with regularization. The results of our algorithm are compared with those of the network without regularization and with L 2 regularization. 101 samples are given randomly and 5-fold cross validation method is used to train the networks. Fig. 1a shows that the gradient learning for the MFNN either with L 2 regularization or without regularization at all fails to find out the redundancy of x 1 in that β 1 does not tend to zero, while the learning with L 1 or L 1/2 regularization successfully finds out the redundancy of x 1 by making β 1 go to zero during the learning process.
Next, we remove the redundant first input dimension, and restart the learning process with the input dimension being 10 and λ = 0. The results are summarized in Table 1 and Fig. 1b in which the error J E (θ ) is computed by Eq. (3). From Table 1 , it can be seen that the test error is significantly decreased after the redundant dimension is removed, which clearly indicates the efficiency of the regularization method. From the comparison between L 1 and L 1/2 regularization, we observe that the L 1/2 regularization finds out the redundancy faster and produces a smaller test error.
In addition, the validation error curves are shown in Fig. 1b . it happens that the maximum iteration number is reached when the iterations stop in this example, that is, the variation of the validation error of successive 20 steps is not below 0.000001. However, at the end of the training processing, the variation of the validation error is small and keeping decreasing. This means that our networks have been well trained and the overfitting does not happen in the training process.
B. EXAMPLE 2: THE MONK's PROBLEM
Next we consider a real world classification problem: the Monk's problem (https://archive.ics.uci.edu/ml/datasets/ MONK's+Problems). The data has 432 samples with six attributes and two categories (class 0 and class 1). We use a three layer MFNN with six input nodes corresponding respectively to the six attributes, six hidden nodes and one output node. 10-fold cross validation method is used to train the networks. Define activation functions g and f as Eq. (15) and map 'class 0' to −1 and 'class 1' to 1.
At the end of a training process, we regard the i-th input dimension as a redundant dimension, if the corresponding component β i of β is small enough, that is, if β i is below a threshold. In our paper, we set this threshold as 0.001.
Suppose that there are m (1 ≤ m < I ) redundant dimensions, which correspond to β i 1 , β i 2 , . . . , β i m . For the convenience of plotting the figures (cf. Fig. 2a and Fig. 3a) , we plot the maximum values of β i 1 , β i 2 , . . . , β i m in the training process on the figures. Of course, if it happens that none of the components of β tends to zero, it indicates that the network fails to single out any redundant dimension.
First, the MFNN is trained with L 1 or L 1/2 regularization. The third, fourth and sixth components of the input vectors are found redundant, indicated by the fact that the maximum of β 3 , β 4 and β 6 at each iteration tend to zero as shown in Fig. 2a . For comparison, we also perform the usual training of the network with L 2 regularization or without regularization. From the experiment results we see that our method can successfully single out some redundant components of the input vector, while the MFNN with L 2 regularization or without regularization can not do it as indicated by the fact that the minimum component of β at each iteration doesn't tend to zero as shown in Fig. 2a .
Next, the redundant third, fourth, and sixth dimensions are removed so that the input is three dimensional, and the regularization is no longer used, λ = 0. Then, the classification accuracy and the validation error curve after training the network is compared with other results in Table 2 and Fig. 2b . It can be seen from Table 2 that after the redundant dimensions are removed, the classification accuracy is 100% which demonstrates that the redundant dimensions found out by the method is correct. It can also be observed that the L 1/2 regularization finds out the redundancy faster and produces a higher testing accuracy than L 1 regularization. From Fig. 2b , it can be seen that the variation of the validation error of every network is small, especially for the network of 3 dimensions without regularization. This demonstrates that our networks have been well trained without overfitting. 
C. EXAMPLE 3: THE SONAR PROBLEM
The Sonar problem is a well-known benchmark classification problem (http://archive.ics.uci.edu/ml/datasets.html). It has 208 samples with sixty attributes and two categories (class mine and class rock). We use a three layer MFNN with sixty input nodes, which correspond respectively to the sixty attributes, ten hidden nodes and one output node. 10-fold cross validation method is used to train the networks. Define activation functions g and f as Eq. (15) and map 'class rocks' to −1 and 'class mine' to 1.
Four MFNNs are trained with L 2 , L 1 , L 1/2 regularization and without regularization, respectively. The results are shown in Fig. 3 . The following conclusions can be drawn from the experiments: (1) The L 1 regularization successfully singles out ten redundant dimensions of the input data, which correspond to β 1 , β 50 − β 51 , β 53 − β 58 and β 60 .
(2) The L 1/2 regularization singles out twelve redundant dimensions, which correspond to β 1 and β 50 -β 60 .
(3) The usual MFNN with L 2 regularization or without regularization fails to find out any redundant dimension of the input data.
Finally, let the ten and twelve redundant dimensions found by L 1 and L 1/2 regularization, respectively, be removed, we get new problems with 50 and 48 input dimensions and λ = 0. Then, the classification accuracies after training the network are compared with other results in Table 3 . It can be observed from Table 3 that the highest testing accuracy is reached after VOLUME 5, 2017 the redundant dimensions found out by L 1/2 regularization are removed. In this example, L 1/2 regularization finds out more redundant dimensions and produces higher testing accuracy than L 1 regularization.
D. EXAMPLE 4: THE MNIST DATASET
In this experiment, the MNIST dataset [25] is used to test the performance of L 1 AE and L 1/2 AE. It is composed of 60,000 training and 10,000 testing digit images with 0 to 255 gray level pixels in a 28 × 28 box. We reshape all the image matrices as vectors with 784 components or pixels equivalent to 784 input nodes. Based on tests in [19] , 200 nodes are chosen in the hidden layer. The purely sigmoidal activation function is used.
After training the L 1 AE and L 1/2 AE, it has been found that 100 and 168 input dimensions of MNIST are redundant in L 1 AE and L 1/2 AE, respectively. If the redundant input dimensions are set as zeros, some redundant pixels of the original digit images are eliminated as shown in Fig. 4 . On the other hand, we have also trained a plain AE or AE with L 2 regularization which was unable to identify any redundant dimensions.
Let the 100 and 168 redundant dimensions found by L 1 AE and L 1/2 AE, respectively, be removed. Therefore, we get two new datasets: MNIST-684 with 684 input dimensions and MNIST-616 with 616 input dimensions. To investigate the classification performance, deep AE networks are trained on MNIST, MNIST-684 and MNIST-616 by using the greedy layer-wise algorithm [31] , that is, two layers of plain AE and a layer of softmax classifier [32] are trained step by step with the hidden activations of the previous step as input for the next step, followed by stacking the SAE and softmax layers, and fine-tuning the deep network. The deep AE network has 200 hidden nodes in first hidden layer, 100 hidden nodes in second hidden layer and 10 softmax classifier nodes in the output layer. All networks are trained for up to 400 iterations before fine-tuning using the L-BFGS quasi-Newton method. The classification accuracies averaged over 10 experiments are shown in Table 4 , where p-value ≤0.05 or p-value >0.05 mean significantly different or not significantly different between two accuracies. The results demonstrate that the classification result of MNIST-616 is significantly better than that of MNIST after fine-tuning, but only marginally better than the results of MNIST-684.
Remark: We also have performed many experiments by using our method to see the influence for our purpose of finding the redundant dimensions with different numbers of hidden nodes. The results show that our method have basically the same performance for different numbers of hidden nodes.
IV. SUMMARY
Multilayer feedforward neural networks that learn with L 1 or L 1/2 regularization for input layer are proposed in this paper with the aim of reducing the dimension of the input data and hence the number of input nodes of the network. This approach eliminates the redundant dimensions and achieves compression of the input layer. Numerical experiments have been performed for an artificial approximation problem and three classification problems. In the experiments, some redundant dimensions of the input data have only been discovered and eliminated by the proposed regularization. As a result, after the redundant input dimensions are removed, the network can perform the approximation or classification equally good as, or even a little bit better than the original network with full input dimensions. Comparing the two regularization techniques, L 1/2 regularization produces on average a better performance due to its sparsity property. 
