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Mobile devices and digital platforms such as 
social media gather considerable amounts 
of data about our movements and activities. 
For a geographer, these data offer endless 
possibilities for discovering spatial and 
temporal patterns.  
In this thesis, I have investigated how these 
new user-generated sources of geographic 
information can be used responsibly to fill in 
knowledge gaps about human activities in 
national parks and green spaces.  
Despite various challenges and biases, user-
generated data provide diverse information 
about where, when and how people enjoy 
nature. In some areas, user-generated data 
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ABSTRACT
In this thesis I have investigated how user-
generated data can be applied to studying 
human-nature	 interactions	 on	 different	
spatial and temporal scales. User-generat-
ed geographic information refers to spatial 
data sets generated by and about people, 
such as social media data, sports tracking 
data, mobile phone data and participatory 
geographic information. Users of various 
digital platforms and mobile devices gen-
erate considerable amounts of data about 
their observations, activities and prefer-
ences	in	different	environments.	These	da-
ta	can	potentially	be	used	to	fill	informa-
tion gaps about spatial and temporal pat-
terns of human activities in nature.
The aim with this thesis is to gain im-
proved understanding of human-nature 
interactions based on user-generated geo-
graphic information with a focus on social 
media data from national parks and green 
spaces. The main objectives are to gain 1) a 
novel understanding about user-generated 
data, and 2) insights about human activities 
in	nature	on	different	scales	through	these	
questions: Where and when are people visit-
ing nature? What are people doing and valu-
ing in nature? Which users have shared their 
data from national parks and green spaces? 
This thesis consists of four articles and 
an introductory section. Article I provides an 
overview of social media data sources and 
analysis methods relevant for nature conser-
vation, and highlights that most of the ana-
lytical opportunities are still unexplored in 
the growing body of literature using social 
media data in conservation science. Article 
II compares social media data with national 
park	visitor	survey	and	finds	similar	trends	
in both data sources regarding popular ac-
tivities and visited places. Article III com-
pares methods for detecting national park 
visitors’ place of residence from geotagged 
social	media	and	assesses	biases	that	affect	
the analysis. Article IV compares the use of 
social media data, sports application data, 
mobile phone data and participatory geo-
graphic information for understanding the 
use of urban green spaces and suggests that 
combining information from several sourc-
es provides a more comprehensive under-
standing of green space use and preferences.
Overall, user-generated geographic in-
formation	 offers	 valuable	 insights	 about	
where, when and how people use and value 
nature, especially from areas that are other-
wise	difficult	to	monitor.	There	are	several	
issues related to data access, bias and pri-
vacy in these data. Despite evident limita-
tions, these data contribute to a better un-
derstanding of human activities in nature 
and complement traditional data sources 
with new and dynamic perspectives. In 
some areas, user-generated data might be 
the best available information about human 
activities. Data comparisons from national 
parks and green areas presented in this the-
sis	also	feed	into	other	fields	of	research	us-
ing social media and other user-generated 
data for studying human spatial behaviour.
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TIIVISTELMÄ
Tämän väitöskirjan tavoitteena on hank-
kia uutta tietoa ihmisen ja luonnon vuoro-
vaikutussuhteesta sosiaalisen median ja 
muiden uusien käyttäjälähtöisten paikka-
tietoaineistojen pohjalta. Tutkimus kes-
kittyy viheralueille ja kansallispuistoihin. 
Hyödynnän sosiaalisen median aineisto-
ja, sekä muita mobiililaitteiden käytöstä 
syntyviä aineistoja viheralueiden ja kan-
sallispuistojen käytön tutkimisessa, ja 
arvioin näiden aineistojen käytettävyyttä 
maantieteellisen tiedon lähteenä. Tutki-
muksen tavoitteena on tarjota menetel-
mällistä ymmärrystä käyttäjien tuotta-
mien paikkatietoaineistojen hyödyntämi-
sestä luonnonsuojelututkimuksessa, sekä 
tuottaa tietoa luontovirkistyksen alueel-
lisesta ja ajallisesta vaihtelusta eri mit-
takaavatasoilla. Tarkastelen tavoitteita 
seuraavien kysymysten kautta: Missä ja 
milloin ihmiset viettävät aikaa luonnos-
sa? Mitä ihmiset tekevät viheralueilla ja 
kansallispuistoissa, ja mitä he näillä alu-
eilla arvostavat? Ketkä jakavat maantie-
teellistä tietoa luontovierailuistaan?
Väitöskirja koostuu johdanto-osiosta ja 
neljästä osatyöstä. Artikkeli I luo katsauk-
sen sosiaalisen median aineistojen hyödyn-
tämiseen luonnonsuojelututkimuksessa, ja 
kuvailee keskeiset aineistolähteet ja analyy-
simenetelmät. Artikkelissa tunnistetaan lä-
hestymistapoja, joiden mahdollisuuksia ei 
vielä ole täysin hyödynnetty luonnon ja ih-
misen vuorovaikutuksen tutkimisessa. Ar-
tikkeli II vertailee sosiaalisen median ai-
neistoja kyselytutkimukseen ja kävijätilas-
toihin Pallas-Yllästunturin kansallispuis-
tosta. Suosituimmat aktiviteetit ja vierailu-
kohteet toistuvat molemmissa aineistoissa. 
Artikkeli III vertailee aika- ja paikkatietoon 
pohjautuvia menetelmiä sosiaalisen median 
käyttäjien kotimaan tunnistamiseen ja arvi-
oi analyysiin liittyviä rajoitteita. Artikkeli IV 
vertailee sosiaalista mediaa, matkapuheli-
naineistoja, urheilusovellusdataa, ja osallis-
tavan paikkatietokyselyn tuloksia kaupun-
gin viheralueiden käytön tutkimisessa. Ai-
neistot tarjoavat toisiaan täydentävää tietoa 
viheralueiden käytöstä ja arvostuksesta.
Käyttäjälähtöiset paikkatietoaineistot 
auttavat ymmärtämään missä, milloin ja 
miten ihmiset käyttävät ja arvostavat kan-
sallispuistoja ja viheralueita, erityisesti alu-
eilla joita on muuten hankala monitoroida. 
Aineistojen epävarma saatavuus kuitenkin 
rajoittaa näiden aineistojen käyttöä tutki-
muksessa. Lisäksi käyttäjäryhmiin ja ai-
neistojen maantieteelliseen kattavuuteen 
liittyvät vinoumat sekä yksityisyyden suo-
jaan liittyvät kysymykset rajoittavat käytän-
nön sovelluksia. Rajoitteista huolimatta ih-
misten itse tuottamat paikkatietoaineistot 
tarjoavat arvokasta lisätietoa kansallispuis-
tojen ja viheralueiden suunnittelun ja kestä-
vän hallinnan tueksi. Kansallispuistoista ja 
viheralueilta tuotetut analyysit ja aineisto-
vertailut tarjoavat uutta tietoa myös muille 
sovellusaloille joilla hyödynnetään uusia ai-
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… even imperfect measures of their value, if understood as such, are better than simply ignoring 
ecosystem services altogether as is generally done in decision making today.
Daily et al. 1997, p. 8
Advances in information technology have 
revolutionized	the	collection	of	geograph-
ic information (Kitchin, 2014a). Remote-
ly sensed data, such as satellite images, 
provide near-real time information about 
the environment, and mobile sensors and 
online platforms provide continuous in-
formation about people’s observations, 
activities and movements (Pimm et al., 
2015;	Toth	&	Jóźków,	2016).	We	are	living	
in a so-called information age (Castells, 
2000)	-	an	era	characterized	by	consid-
erable amounts of digital data. 
At the same time, we are living in the 
Anthropocene Epoch - a new geological 
era	 characterized	 by	 significant	 human	
impact on the global environment and 
biodiversity	 (Steffen	et	al.,	2011).	Biodi-
versity and ecosystems are fundamental-
ly important to human life (Daily et al., 
1997; Haines-Young & Potschin, 2010; 
MA, 2005), but human activities contin-
ue	 to	 cause	 declines	 in	 nature	 (Díaz	 et	
al., 2019). Understanding the diversity of 
ways in which nature contributes to peo-
ple’s well-being is crucial for successful 
nature conservation and sustainable de-
cision-making	(Díaz	et	al.,	2018).
In particular, understanding human 
dimensions of nature conservation is 
crucial	 for	 finding	 successful	 solutions	
for protecting biodiversity and ecosys-
tems (Bennett et al., 2017; Venter et al., 
2016). Despite the increasing availability 
of digital data, there is still a lack of spa-
tially and temporally accurate informa-
tion about threats to biodiversity (Jop-
pa	et	al.,	2016),	and	 the	benefits	people	
get from nature (Beeco & Brown, 2013). 
Collecting data on human-nature interac-
tions is resource-intesive, and funding for 
such	data	collection	efforts	is	often	lack-
ing (Waldron et al., 2013). 
Different	 types	 of	 green	 spaces	 and	
protected areas are important for bio-
diversity and the well-being of people 
(Niemelä et al., 2010; Watson et al., 2014). 
Protected areas attract over eight billion 
visitors per year globally (Balmford et 
al., 2015), and nature-based tourism can 
provide funding and political support for 
maintaining protected areas and natural 
sites in place (Buckley, 2009). National 
parks are protected areas particularly de-
signed for both protecting nature and pro-
viding recreational and other cultural op-
portunities for people1. Park management 
in	different	 contexts	benefits	 from	spa-
tially explicit data on social phenomena, 
such	as	the	type	and	intensity	of	different	
activities (Beeco & Brown, 2013; Picker-
ing et al., 2018). For example, informa-
tion about how people use and value parks 
and green spaces can support sustainable 
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and equitable land use planning while al-
so supporting biodiversity conservation 
(Burkhard et al., 2012; Haaland & van 
den Bosch, 2015). However, information 
about human activities and values have 
been	difficult	 to	acquire,	 especially	 in	a	
spatially explicit form (Beeco & Brown, 
2013; McIntyre et al., 2008).
Emerging data sources from crowd-
sourcing	initiatives,	citizen	science	proj-
ects and big data feeds have become a 
recognized	 source	 of	 geographic	 infor-
mation	alongside	official	data	 sets	pro-
duced by scientists and government au-
thorities (Elwood et al., 2012; Goodchild, 
2007; See et al., 2016). Users of vari-
ous online platforms and mobile devices 
generate considerable amounts of data 
about their observations, activities and 
preferences in a range of environments. 
Web-based social media services allow 
users	 to	 generate	 and	 share	 different	
types of online content such as text, im-
ages and video, and users may also link 
their	content	to	a	specific	location	using	
place names and geotags (McCay-Peet & 
Quan-Haase, 2017). 
Location-based social media plat-
forms, such as Flickr, Instagram and Twit-
ter contain information particularly about 
people’s leisure time and positive experi-
ences, which makes them an appealing 
data source for studying nature-based 
tourism (Di Minin et al., 2015; Hausmann 
et al., 2018). Rich content on social media 
allows for human activities to be under-
stood	“beyond	the	geotag”	(Crampton	et	
al., 2013); not only the time and location, 
but also the networks, observations, ac-
tivities and motivations of people. It has 
been suggested that user-generated da-
ta,	 such	 as	 social	media,	 could	help	fill	
in information gaps about both threats 
to biodiversity and opportunities for na-
ture conservation (Di Minin et al., 2015).
This work builds on an emerging body 
of literature that examines human-nature 
interactions through user-generated data 
sets, such as social media data. A grow-
ing number of studies has used social me-
dia data in environmental research in the 
past decade (Ghermandi & Sinclair, 2019; 
Teles da Mota & Pickering, 2020). For 
example, previous research has brought 
forward promising results on using so-
cial media for detecting visitor rates in 
protected areas (Levin et al., 2015; Ses-
sions et al., 2016; Tenkanen et al., 2017; 
Wood et al., 2013), and in-situ activities, 
preferences and values (Hausmann et al., 
2018; Richards & Friess, 2015; van Zant-
en et al., 2016). 
There are many challenges with social 
media data analysis not tackled in the cur-
rent literature. The main limitations to 
applying social media data analysis in any 
field	of	research	are	related	to	data	qual-
ity, biases, data availability and ethical use 
(Di Minin et al., in press; Ruths & Pfef-
fer, 2014; Senaratne et al., 2017; Zook et 
al., 2017). In this thesis, I have addressed 
some of these gaps in the context of study-
ing human-nature interactions and have 
extended the discussion to other types of 
user-generated geographic information 
beyond social media. This thesis com-
bines data from a range of sources and 
takes a holistic perspective by incorpo-
rating several elements of user-generated 
geographic information for studying the 
spatial and temporal patterns of human 
activities in nature (Figure 1).
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Figure 1. User-generated geographic information provide insights about different aspects of human activities in 
nature: Where and when are people visiting nature? What are people doing and valuing in nature? Who 
are those that have shared their data from nature destinations? (Adapted from Articles II, IV & Di Minin 
et al., 2015).
1.2. OBJECTIVES
The aim of this thesis is to lead to a bet-
ter understanding of the use of novel da-
ta sources for studying human-nature in-
teractions with a particular focus on hu-
man activities and preferences in national 
parks and urban green spaces. This work 
included data from social media plat-
forms, mobile network operators, sports 
tracking applications and map-based sur-
veys (PPGIS data). The overall objectives 
of this thesis are to:
1. Describe and understand how us-
er-generated data can be used as a 
source of geographic information 
about the use of national parks and 
green spaces.
2. Discover spatial and temporal pat-
terns of human activities in nature 
on different scales of observation 
from user-generated geographic in-
formation. 
To achieve these objectives, I looked at 
elements of user-generated geographic 
information and related analysis meth-
ods using the framework presented in Fig-
ure 1: Where and when are people visiting 
national parks and green spaces? What 
are people doing and valuing in national 
parks and green spaces? Who are the us-
ers who have shared their data from na-
tional parks and green spaces?
I addressed the research objectives 
in	 the	 four	articles	and	summarized	the	
main	findings	in	this	summary	report	(the	
synopsis). Articles I-III focused on social 
media data, and Article IV also includ-
ed other sources of user-generated geo-
graphic information. Each article is re-
lated to a combination of the questions 
about where, when, what, who and why 
(Figure 1), and contributes to both of the 
main objectives through methodological 
understanding (objective 1), and empiri-
cal observations (objective 2).
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Article I contains a review of current 
literature using social media data in con-
servation science and an overview of rel-
evant data sources and analysis meth-
ods. The main objectives were to de-
scribe the kind of information available 
from	different	social	media	platforms,	to	
provide a detailed overview of social me-
dia analysis methods, to provide practi-
cal examples of the applicability of these 
methods to conservation science, and to 
highlight the limitations of using social 
media data for studying human-nature 
interactions. 
In Article II social media data were 
compared with visitor survey data from 
Pallas-Yllästunturi National Park which 
is the most popular national park in Fin-
land. The main objective was to evaluate 
how insights derived from social media 
data	 correspond	 to	official	 visitor	 infor-
mation, and to improve understanding of 
social media usage patterns in a national 
park context. Data comparisons present-
ed in this article provide insights for using 
social media data to complement existing 
sources of visitor information regarding 
the questions about where, when, what, 
why and who. 
Article III compares spatial and tem-
poral measuring techniques for identify-
ing the place of residence of national park 
visitors from social media data. The main 
objectives were to propose the most reli-
able approach to detect country of resi-
dence from geotagged social media data 
and to identify aspects in the data that 
affect	the	analysis.	This	article	provides	a	
methodological understanding for analys-
ing	who	the	users	are	and	offers	insights	
about the limitations of social media as 
a data source. 
Article IV extends the focus from so-
cial media data to include other types of 
user-generated geographic information. 
The main objective was to compare how 
social media data, sports application data, 
mobile phone data and PPGIS data can be 
used to study where, when and how people 
use and value urban green spaces. This ar-
ticle highlights the complementarity of the 
different	data	sources	in	answering	ques-
tions about urban green space use and val-
ues. This article provides practical insights 
about using new data sources for under-
standing visits to areas where systematic 
visitor monitoring rarely takes place. 
Overall, this thesis is linked to the 
fields	of	geography,	GIScience,	conserva-
tion science and environmental studies in 
the broader context of studying human-
nature interactions through novel data 
sources. Articles in this thesis are rele-
vant to scientists and practitioners aim-
ing to improve their understanding of the 
dynamics of human-nature interactions 
on	different	 scales,	 and	 to	 those	aiming	
to understand the potential and limita-
tions of user-generated geographic infor-
mation better. 
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Figure 2. Elements of a social-ecological system in a conceptual diagram. The underscored text gives examples of 
topics that could be studied via user-generated geographic information. Diagram adapted from Resilience 




Human-nature interactions is a broad 
concept that captures interlinkages be-
tween human and natural systems (Liu 
et al., 2007). Human impact on the envi-
ronment has accelerated profoundly since 
the	Industrial	Revolution	(Steffen	et	al.,	
2011), while human life and well-being 
continue to rely on nature (MA, 2005). 
From a systems-thinking perspective, so-
cial and ecological processes are integrat-
ed in social-ecological systems (Figure 2) 
on	different	scales	ranging	from	local,	re-
gional to global (Berkes & Folke, 1998). 
The Millennium Ecosystem Assessment 
(MA, 2005) used the concept of ecosys-
tem services to describe the direct or in-
direct	 benefits	 human	 societies	 receive	
from nature. More recently, the Intergov-
ernmental Platform on Biodiversity and 
Ecosystem Services (IPBES) has concep-
tualized	the	benefits	from	nature	to	good	
quality of life as nature’s contributions to 
people (Díaz	et	al.,	2018;	Pascual	et	al.,	
2017). These concepts pinpoint that un-
derstanding the contributions of nature 
to people can help support the sustain-
able use and conservation of ecosystems 
and biodiversity. 
Understanding the complexities of 
coupled human-nature systems requires 
an interdisciplinary approach (Liu et al., 
2007). In this thesis, I have contributed 
to the topic from the viewpoint of geog-
raphy, geographic information science 
and environmental sciences. In particu-
lar, this thesis looks into human-nature 
interactions with a focus on human sys-
tems (Figure 2) and direct interaction be-
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tween humans and nature, such as in the 
case of recreation. In the ecosystem ser-
vice literature this perspective is studied 
in the context of cultural ecosystem ser-
vices (MA, 2005), in which social media 
and other digital data sources have gained 
increasing interest as a data source (see 
for example Richards and Friess, 2015). 
Methods and insights for understanding 
human activities in nature presented in 
this thesis may further feed into broader 
analyses and decision-making processes 
that also cover other aspects of social-eco-
logical systems, such as species and land 
cover, as long as evident limitations of 
these data sources are taken into account.
2.2. DIGITAL GEOGRAPHIES
Digital geographies capture a broader 
disciplinary turn in geography that in-
cludes the emergence of digital tools, 
practices and phenomena as the tool and 
focus of geographic inquiry (Ash et al., 
2018). This development is not unique 
to geography, as digital technologies are 
impacting research practices across dif-
ferent	fields.	This	thesis	is	also	linked	to	
an	emerging	field	of	digital conservation 
that combines the use of digital technol-
ogy and nature conservation (Arts et al., 
2015), and digital humanities, which re-
fers to the intersection of computer sci-
ence and disciplines that study human so-
ciety (Berry, 2012). 
Advancements in digital technol-
ogy forms the basis of using novel da-
ta sources in geographic research. First 
digital mapping projects and Geograph-
ic Information Systems (GIS) emerged in 
the 1960s in North America (Tomlinson, 
1967) and since then, GIS has become 
an important tool for producing, storing, 
managing, analysing, and representing 
spatial data. Overall, GIS has evolved as 
an umbrella term for the creation, man-
agement and analysis of spatial data and 
has been widely used in academia and 
industry for solving geographic ques-
tions (Longley, 2000). As a distinction 
from GIS only as a tool in research, Geo-
graphic information science (GIscience) 
has emerged as a discipline that focuses 
on the theories, methods and technologies 
related to transforming geographic data 
into useful information (Goodchild, 1992; 
Mark, 2003) and this thesis builds upon 
and contributes also to this literature.
Critical	 geographers	 have	 criticized	
the use of GIS and the related quanti-
tative approach in geography about its 
supposed objectivity and inability to cap-
ture human experiences (Ash et al., 2018; 
Kwan & Schwanen, 2009). More recent-
ly, geographic information generated by 
regular people might have bridged this 
gap to some extent (Elwood et al., 2012; 
Goodchild, 2007). Cultural and techno-
logical developments have allowed users 
of various online platforms to start gen-
erating geographic data – as opposed to 
authoritative data sources that were pre-
viously the main source of geographic in-
formation (Sui & Goodchild, 2011). 
New data sources and analytical tools 
have allowed for the testing of older geo-
graphic theories in practice, including the 
ideas of time geography (Hägerstrand, 
1970) which investigates human activi-
ties in space and time through asking the 
questions about where, when and who. 
These ideas from time geography form 
the basis of the questions asked in this 
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Figure 3. Illustration of the digital space, physical space and their intersection – the hybrid space. Inspired by Ash 
et al. (2018); de Souza e Silva (2006).
thesis (Figure 1). GPS devices and mo-
bile sensors allow these spatial and tem-
poral questions to be studied with real-
world data, and social media in particular 
have extended the possible questions to 
include what and why through their rich 
content (Di Minin et al., 2015).
Geotags and other location referenc-
es are practical means of linking digital 
data to the physical world in a GIS envi-
ronment. Conceptually, while cyberspace 
would refer to virtual space or online com-
munities that exist primarily in the digi-
tal space, hybrid spaces are a combina-
tion of digital and physical space con-
nected through location-based technolo-
gies	 such	 as	 the	 smartphone	 (de	Souza	
e Silva, 2006) (Figure 3). The main as-
sumption in this conceptual approach is 
that objects from the digital space (such 
as a geotagged photo), represent some-
thing that happened in the physical space 
(such as a national park visit). The idea 
of hybrid spaces then provides the basis 
for analysing human activities in nature 
through digital data – which is the focus 
of this thesis. 
There are several limitations to spatial 
big data research from an epistemologi-
cal perspective (Thatcher, 2014). For ex-
ample, it is relevant to ask critically if we 
are really capturing the physical use of 
space through digital data, and if so, how 
accurately. Furthermore, researchers us-
ing digital data sources for studying geo-
graphic phenomena should ask critically 
if the observed patterns exist only in the 
digital space and not in real life. For ex-
ample, if someone has geotagged a pho-
to into a national park, did they actually 
visit the place?
An underlying assumption in big data 
approaches often is that user-generated 
content reveals relevant and meaningful 
information (Kitchin, 2014a; Thatcher, 
2014). The assumption is that the data 
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are not only noise and from the emergent 
patterns,	we	can	find	an	explanation	for	
the observed phenomena. With this the-
sis my aim is to question this assumption 
by investigating whether user-generated 
geographic information contains mean-
ingful information for studying human-
nature interactions.
When studying geographic phenom-
ena through digital data, it is important 
to consider whose data we are actually 
analysing. The fact that social media plat-
forms	are	used	by	specific	groups	of	peo-
ple is a major limitation for using these 
data to understand socio-spatial phe-
nomena	more	generally	(Ruths	&	Pfeffer,	
2014). Also, not everyone geotags their 
social media posts, and the tendency to 
add	a	geotag	varies	 in	different	 cultural	
regions (Huang & Carley, 2019). Unequal 
representation	across	different	geograph-
ic regions is a relevant issue when using 
social media and other online data sourc-
es. The popularity of social media plat-
forms – and the overall access to internet 
varies	in	different	regions.	The	concept	of	
digital divides (Castells, 2000; Crampton, 
2009) captures the fact that access to digi-
tal technology and the internet is uneven-
ly distributed. Understanding who shared 
their data from national parks and green 
spaces is one of the main sub-objectives 
of this work (Figure 1). 
2.3. USER-GENERATED 
GEOGRAPHIC INFORMATION
The concept of user-generated geographic 
information captures several types of data 
sets produced through interactions with 
people and location-based technologies. 
Examples of such data sets include social 
media data, sports tracking data, mobile 
phone data and participatory geographic 
information. There are several interrelat-
ed concepts that describe ‘novel’ sources 
of geographic information such as big da-
ta, crowdsourced data, volunteered geo-
graphic information (VGI), and user-gen-
erated content (Table 1). In this work, I 
chose to use the broadest possible concept 
that covers several kinds of geographic 
information generated through the active 
or passive interaction of people and loca-
tion-based technologies. 
The conceptual starting point for user-
generated geographic information is the 
idea	of	“citizens	as	censors”	and	the	no-
tion of volunteered geographic informa-
tion (VGI) (Goodchild, 2007) – a special 
case of user-generated content on the in-
ternet and the so-called web 2.0 (Table 1). 
However, as a concept, VGI puts an em-
phasis on the act of volunteering, which 
refers to active and aware contribution. 
On	the	one	hand,	VGI	is	a	good	definition	
when it comes to spatial data contributed 
to	citizen	science	projects,	or	OpenStreet-
Map (www.openstreetmap.org), which is 
an open-source database for street net-
works and other geographic features 
that anyone can edit (“the Wikipedia of 
maps”).	On	the	other	hand,	there	are	ma-
ny user-generated geographic data sets, 
such as geotagged social media data, and 
mobile phone records that are stored and 
used for purposes other than those origi-
nally intended, and which cannot be cate-
gorized	as	actively	volunteered	data.	From	
this perspective, the concept of user-gen-
erated geographic information captures 
both actively and passively contributed 




The exact concept of user-generated geo-
graphic information has been used occa-
sionally (Shelton et al., 2015) but not very 
often, perhaps due to its length and the 
plurality of related concepts available (See 
et al., 2016).
The concept of ‘big data’ aims to cap-
ture the overwhelming nature of these 
vast data sets and data streams. Big data 
don’t only refer to storage space require-
ments. In addition to their huge volume, 
big	data	are	characterized	by	high	veloc-




data provide new opportunities for study-
ing	people	and	nature	and	might	fill	in	da-
ta gaps in nature conservation (Di Minin 
et al., 2015). In this thesis, however, the 
data sets used eventually become small 
data (Poorthuis & Zook, 2017) – smaller 
extracts of the huge volumes of publicly-
shared	content	from	different	social	me-
dia platforms and data sources.
Geotagged social media data is the 
primary example of user-generated geo-
Table 1. Key concepts related to user-generated geographic information. Finnish translation is provided 
in the parenthesis. Definitions adapted from: See et al. 2016; Oxford dictionary (https://www.
oxfordlearnersdictionaries.com/).
Concept Definition Examples
Big Data (fin. massadata) Large and complex data that pose 
challenges to computation and stor-
age. 
Data streams from social media such 
as Twitter
Web 2.0 Participatory form of the World Wide 
Web where users have a central 
role in generating content.
Social media platforms where users 
can share text, images and video; Dif-
ferent Wiki pages that anyone can 
edit, such as Wikipedia
User-generated content (fin. 
käyttäjien tuottama sisältö)
Content, such as text photographs 
or video created and shared by us-
ers of online platforms.




The practice of obtaining informa-
tion through contributions from a 
large number of people (paid or un-
paid) typically via the Internet.
OpenStreetMap is a crowdsourced 
dataset where registered users can 
edit the map from anywhere in the 
world. 
Citizen science (fin. kansal-
aistiede)
Engagement of the general public in 
scientific research through data col-
lection, data analysis or defining the 
actual research problem. 
eBird is a citizen science project fo-
cused on bird observations. iNaturalist 
is a citizen science platform for col-
lecting species observations. iNatural-
ist uses crowdsourcing and machine 
learning for species identification.
Public Participation GIS 
(PPGIS) (fin. osallistavat 
paikkatietomenetelmät, 
“pehmoGIS”)
An approach for using geospatial 
technologies to enable participation 
in public processes.
Map-based surveys, such as http://
kerrokartalla.hel.fi/ by the city of 
Helsinki
Volunteered Geographic In-
formation (VGI) (fin. vapaaeh-
toisten tuottama paikkatieto)
Geographic information produced 
by volunteer contributors.
OpenStreetMap data consists (mostly) 
of volunteered contributions. In iNatu-




Figure 4. Elements of social media data as illustrated in Article I.
graphic information used in this work. By 
definition,	 social	media	are	 “web-based	
services that allow individuals, communi-
ties	and	organizations	to	collaborate,	con-
nect, interact, and build a community by 
enabling them to create, co-create, modi-
fy, share, and engage with user-generated 
content	that	is	easily	accessible”	(McCay-
Peet & Quan-Haase, 2017). A social media 
post refers to an item such as text, image, 
video or combination of these that a user 
has shared on a social media platform. 
Different	 elements	of	 social	media	data	
(Figure 4; Article I) provide new possi-




of big data; social media feeds are huge 
in volume, high in velocity, diverse in va-
riety,	exhaustive	in	scope,	fine-grained	in	
resolution	 relational	 in	nature,	flexible,	
and scalable – in line with the charac-
terization	of	big	data	by	Kitchin	(2014b).	
In this thesis, I used social media as 
a source of information about the where-
abouts and activities of people. Social me-
dia data also provide other perspectives 
about human-nature interactions be-
yond in-situ visits. Social media have a 
role in disseminating information, rais-
ing awareness, or as a platform for dis-
cussions, but these viewpoints on social 
media are outside the scope of this thesis.
This work also includes other types 
of user-generated content in addition to 
social media data. Mobile phone data 
contain location information and other 
details about mobile devices in the mo-
bile phone operator’s network (Ahas et 
al., 2010). GPS tracking data collected 
via sports applications contain spatial 
and temporal information about physi-
cal activities with relatively high accura-
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cy. Public participatory GIS (PPGIS) 
and participatory geographic information 
systems (PGIS) refer to approaches that 
combine participatory methods with geo-
graphic information technologies to sup-
port public processes such as planning 
(Brown & Kyttä, 2014).
We	can	 further	 categorize	 user-gen-
erated geographic information accord-
ing to the level of participation and en-
gagement. Building on Arnstein’s (1969) 
ladder of participation, Haklay (2013) 
identified	 several	 levels	of	participation	
in	 geographic	 citizen	 science	 projects,	
ranging	 from	 citizens	 as	 merely	 infor-
mation	providers	 (Level	 1:”Crowdsourc-




media data, sports app data and mobile 
phone data represent crowdsourcing (the 
lowest level of participation), as the data 
producer is most likely to be unaware of 
the research or planning project in which 
their data are used. PPGIS data belongs to 
somewhere between Level 2: “distributed 
intelligence”	and	Level	3:	 “participatory	
science”	having	a	higher	level	of	partici-
pation and interaction between the citi-
zen	data	producer	and	the	end	analyst	in	
comparison with the other data sources.
However, Haklay’s typology focuses on 
the	values	in	specific	projects,	which	aim	
to collect new information and I would ar-
gue that it does not directly apply to data 
sets generated for other purposes. For ex-
ample,	while	social	media	data	fit	under	
“crowdsourcing”	and	the	idea	of	citizens	
as sensors to some extent, there is still a 
clear distinction with crowdsourced data 
for	citizen	science,	and	data	mined	from	
online networks. Social media data exist 
regardless of research and planning ini-
tiatives (unless special promotion cam-
paigns have taken place), and thus the re-
searcher has less control of the structure 
and content of the generated data in com-
parison	with	conventional	citizen	science	
data sets for which data are collected, for 
example, via a custom-made application. 
Overall, the literature has attempted to 
define,	categorize	and	position	the	exist-
ing	interrelated	concepts	in	different	ways	
(Brown & Kyttä, 2014; Mocnik et al., 2019; 
See et al., 2016), but there seems to be a 
lack	of	a	common	typology	 for	different	
types of user-generated geographic data 
sets that persists over time. For example, 
previous studies have referred to social 
media data as volunteered geographic 
information (VGI), ambient geographic 
information, mobile big data, and (pas-
sively) crowdsourced data to name a few 
categorizations.	The	user	base,	 content,	
technical structure and availability of us-
er-generated data evolve over time, and 
that	 is	why	it	 is	difficult	to	set	one	label	
on these novel data sources. 
2.4. PREVIOUS WORK USING 
SOCIAL MEDIA DATA 
FOR STUDYING HUMAN-
NATURE INTERACTIONS 
An increasing number of studies on hu-
man-nature interactions based on user-
generated data, social media in particu-
lar, have been analysed since the emer-
gence of these new data sources in the 
two	first	decades	of	 the	2000s.	Article	I	
in this thesis reviewed the relevant liter-
ature and analysis methods in the con-
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text of conservation science, and other 
recently-published review articles have 
reported summaries of the use of social 
media data in the context of environmen-
tal research (Ghermandi & Sinclair, 2019) 
and nature-based tourism studies (Teles 
da Mota & Pickering, 2020). Work related 
to this thesis has often been framed un-
der the interrelated topics of ecosystem 
service mapping, nature-based tourism, 
digital conservation, and other aspects 
of environmental studies more generally.
Studies focusing on ecosystem services 
have used a range of indicators for map-
ping	ecosystem	service	demand	(Wolff	et	
al., 2015). For cultural ecosystem servic-
es such as recreation and aesthetics (MA, 
2005), demand has been measured as the 
direct use of the service, or preferences 
and	values	attached	to	the	service	(Wolff	
et	 al.,	 2015).	 PPGIS	 emerged	 first	 as	 a	
new way of mapping cultural ecosystem 
services (Brown, Schebella, et al., 2014; 
Brown, Weber, et al., 2014; Ives et al., 
2017; Laatikainen et al., 2015), and so-
cial media data have also been increas-
ingly	used	in	this	context	(Gliozzo	et	al.,	
2016;	Oteros-Rozas	et	al.,	2016;	Richards	
& Friess, 2015). 
Visitor monitoring in protected ar-
eas and green spaces has been tradi-
tionally conducted using surveys and 
on-site counters (see for example Ka-
jala et al., 2007). User-generated data 
sources have provided new opportuni-
ties for complementing existing visitor 
monitoring schemes and understanding 
use patterns and values in unmonitored 
areas. Several studies have focused spe-
cifically	 on	using	 social	media	 for	 esti-
2 https://naturalcapitalproject.stanford.edu/software/invest
mating visits to protected areas (Fisher 
et al., 2018; Hausmann et al., 2017; Levin 
et al., 2015; Sessions et al., 2016; Ten-
kanen et al., 2017; Wood et al., 2013), 
urban parks and trails (Donahue et al., 
2018; Hamstead et al., 2018; Wu et al., 
2017), in-situ activities and preferences 
(Hausmann et al., 2018), and landscape 
values (van Zanten et al., 2016). Recre-
ational use estimates based on geotagged 
photos from Flickr (approach from Wood 
et al., 2013) are integrated in the InVest 
software2 used by researchers and prac-
titioners for ecosystem service mapping.
Studies framed under conservation 
culturomics have leveraged content anal-
ysis methods for understanding cultural 
trends related to nature conservation (La-
dle et al., 2016). Culturomics studies often 
focus on the digital space (Figure 3), for 
example, focusing on online sentiment for 
iconic animals (Fink et al., 2020), or pub-
lic awareness of the value of biodiversity 
(Cooper et al., 2019). While most conser-
vation culturomics studies have focused 
on	text	content	(by	definition,	culturomics	
refers to analysis of large bodies of text), 
there have been calls for visual content al-
so to be leveraged in this approach (Sher-
ren, Smit, et al., 2017).
While the articles included in this the-
sis focus mainly on the positive aspects 
of human-nature interactions such as 
nature recreation that can in turn pro-
mote opportunities for conservation, us-
er-generated data can also inform scien-
tists and practitioners about threats to 
biodiversity, as proposed by Di Minin et 
al. (2015). For example, social media of-
fer new opportunities to study the ille-
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gal trade in wildlife products (Di Minin 
et al., 2018). Geotagged social media data 
may also serve as proxy for human-in-
duced threat in protected areas, while at 
the	same	time	offering	valuable	informa-
tion to support nature-based tourism and 
management in vulnerable sites (Haus-
mann et al., 2019).
While the number of publications us-
ing social media data to study human-na-
ture interactions is increasing rapidly, it 
is still uncertain how applicable this ap-
proach will be in the long term, as the 
data sources are relatively new. There is a 
need to focus on known information gaps 
related to human-nature interactions and 
it continues to be important to improve 
understanding of how to address the 
known limitations of social media data. 
Many	studies	only	utilize	a	limited	portion	
of the available data, for example, only 
focusing on the geotags, or text content, 
or a single data source (Article I; Gher-
mandi and Sinclair, 2019; Teles da Mota 
and Pickering, 2020). Most of the stud-
ies applying social media have been con-
ducted in North America and Europe by 
North American and European research-
ers (Teles da Mota & Pickering, 2020). 
Furthermore, patterns observed from so-
cial	media	are	difficult	to	validate	due	to	
the absence of ground-truth data, and 
limitations related to data quality, data 
availability and ethical use persist. Devel-
oping	robust	workflows	that	help	protect	
personal data are needed (Di Minin et al., 
in press). This work aims to address some 
of these gaps in the four articles that build 
on and complement the existing body of 
literature.
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3 Article I: https://github.com/DigitalGeographyLab/some-conservationscience 
4 Article III: https://github.com/DigitalGeographyLab/some-origins-demo 
5 Article IV: https://github.com/DigitalGeographyLab/some-urbangreens 
Article I presents an overview of analys-
ing social media data following the main 
steps	of	a	generic	data	mining	workflow	
(Figure 5; Han et al., 2011). The main 
steps	include	defining	the	research	ques-
tion;	acquiring	and	storing	the	data;	fil-
tering, enriching and analysing the data; 
and	finally,	critically	assessing	the	results.	
If needed, these steps should be iterated 
and adjusted, for example, to collect addi-
tional	data	or	to	do	further	data	filtering.	
In this work, the main empirical ques-
tions are related to the spatial and tem-
poral use of national parks and green 
spaces, related activities and preferenc-
es, as well as understanding better who 
the users are, as illustrated in Figure 1. 
All articles include analysis of social me-
dia data, and article IV also includes other 
sources of user-generated geographic in-
formation. Furthermore, Articles II and 
III	use	official	national	park	visitor	data.	
We acquired the data from Application 
Programming Interfaces (APIs), open da-
ta portals, and through collaborations. To 
answer the questions, we used spatial and 
temporal analysis approaches, as well as 
visual and textual content analysis meth-
ods. The data collection tools were writ-
ten in the Python programming language 
(Python versions 3.5, 3.6 and 3.7; www.
python.org), and the data storage used a 
PostgreSQL (Versions 9.5 and 11.7) data-
base with a PostGIS extension on a secure 
server. Centrographic methods in Article 
III used tools available in ArcMap 10.3. 
implemented in Python 2.7.
The main analysis scripts and support-
ing information for Articles I, III and IV 
are available online via GitHub.com3,4,5. In 
principle, the raw social media data sets 
Figure 5. Main steps in a social media data analysis 
workflow as illustrated in Article I.
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used in this thesis have not been made pub-
licly-available due to the terms and condi-
tions of the platforms and in order to pro-
tect the privacy of data subjects. However, 
the scripts for Article III are accompanied 
by a fabricated data set representing the 
global posting history of social media users 
that can be used to test how the code works 
and how the data should be structured. 
3.1. STUDY AREAS
The scale of observation in this thesis 
spans from global to regional to local. Ar-
ticle I presents analysis examples at several 
scales. Article II focuses on Finland’s most 
popular national park (Pallas-Yllästunturi 
National Park) and its subregions, and al-
so looks into the users’ countries of origin. 
Article III looks into the countries of origin 
of social media users who visited Kruger 
National Park in South Africa based on a 
global	data	set.	Article	IV	zooms	into	ur-
ban green spaces in Helsinki, Finland, and 
uses a 250 m x 250 m statistical grid for 
comparing several sources of user-gener-
ated geographic information.
3.2. DATA SOURCES
Geotagged social media data aggre-
gated into national parks (and subregions), 
statistical grids, green spaces, countries 
and regions were the starting point for all 
analyses in this thesis. Empirical examples 
in this work include data from three dif-
ferent social media platforms: Flickr, In-
stagram and Twitter. The data collection 
tools, developed by Tenkanen (2017) were 
used to access publicly shared geotagged 
content via the Application Programming 
Interfaces (APIs) of each platform. In prin-
ciple, social media APIs allow program-
matic access to publicly-available content, 
including text, media links (photographs, 
video)	and	user	profiles.	
Flickr is a photo-sharing platform 
that is popular for sharing nature-related 
Figure 6. Study areas included in this thesis. The global map shows the input data used in Article III representing 
posting history of social media users who visited Kruger National Park in South Africa. The darker the 
shade, the more data from that location.
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content. The Flickr API allows free access 
to publicly-available content as long as 
the restrictions set by the users are hon-
oured6. For example, a user might have 
attached an additional creative commons 
license to their photographs. The loca-
tion information on the Flickr platform 
is often relatively precise (Hochmair et 
al., 2018), as the platform allows users 
to upload coordinate information direct-
ly from their device. Alternatively, users 
might geotag their posts afterwards by 
zooming	in	on	a	web	map.
Instagram is a photo and video shar-
ing platform that allows users to geotag 
their content. The Instagram platform 
and the related API has changed during 
the execution of this thesis. Earlier, Insta-
gram posts could contain precise geotags 
based	on	device	location,	as	exemplified	in	
the Article I supplements. At the time of 
data collection for this thesis, Instagram 
geotags were only attached to points-of-
interest (POIs); a set of place names at 
various	 scales	 linked	 to	 a	 specific	 loca-
tion (in coordinates). For example, a POI 
can	represent	a	specific	café	inside	a	na-
tional park, and there can also be a POI 
for the entire national park, as illustrated 
in Article II.
Twitter is a social media platform for 
sharing short messages (currently max 
270 characters, max 140 characters up un-
til November 2017) and related content. 
Twitter API allows several approaches 
for data collection. The standard search 
functionality is limited to public content 
approximately from the past seven days, 
which means that the data have to be con-
6 https://www.flickr.com/help/terms/api 
7 https://www.strava.com/heatmap 
tinuously collected in order to capture tem-
poral	trends	from	a	specific	area	or	related	
to	a	specific	key	word.	Timeline	function-
ality allows collecting tweet history from a 
single user up to 3200 tweets by the time of 
writing. Commercial options, such as Twit-
ter’s	enterprise	API	offer	improved	access	
to data. Many geotagged tweets are origi-
nally from Instagram (Heikinheimo et al., 
2018) potentially allowing for alternative 
access to Instagram content. 
Social media data from Flickr, Insta-
gram and Twitter were compared to other 
user-generated data sets in Article IV to 
investigate the spatial and temporal use 
patterns of urban green spaces in Helsin-
ki, Finland. 
Sports tracking data from Stra-
va (Article IV) were acquired as a pre-
processed data product (Strava Metro) 
through collaboration with the City of 
Helsinki. The data analysed covers 2015. 
Strava Metro is an aggregated data prod-
uct; the data represent the number of ath-
letes and trips in each road segment based 
on users’ tracks on the Strava sports track-
ing	application.	Global	heatmap	visualiza-
tion of Strava data is openly available on-
line7, and can, for example, be added as a 
background layer in the QGIS software. 
Mobile phone data were acquired 
from a major Finnish mobile network op-
erator company Elisa Oyj (Article IV). The 
data covered a two-and-half month period 
(from 28.10.2017 to 9.1.2018). The origi-
nal data contained the number of hourly 
data use attempts (for example, browsing 
the internet on a mobile device) in the mo-




operator and included a random error up 
to 200 metres. Bergroth (2019) aggregated 
the data from regular weekdays (Monday 
to Thursday) into 250 m x 250 m statistical 
grid squares on an hourly interval follow-
ing the dasymetric interpolation method 
(Järv et al., 2017). Each grid square in the 
final	data	set	contains	information	about	
the relative share of estimated population 
across the whole region. Grid squares with 
their centroid in the green space polygons 
were	considered	in	the	final	analysis.	
Public participatory GIS (PPGIS) 
data (Article IV) used in this work came 
from two PPGIS surveys conducted by 
the City of Helsinki. We downloaded the 
data from the Helsinki Region Infoshare 
open data portal8. The Helsinki 2050 sur-
vey was conducted in 2013 to support the 
preparations of the master plan for the 
municipality (Kahila-Tani et al., 2016). 
The National Urban Park Survey was con-
ducted in 2017 to support the planning of 
a national urban park in Helsinki9. From 
both data sets, we used questions related 
to green space use and preferences, and 
further selected those markers that inter-
sected the green space polygons. 
National Park visitor statistics 
from Finland and South Africa were 
compared to results from social media in 
Articles II and III. Parks & Wildlife Fin-
land (Luontopalvelut, Metsähallitus) pro-
vided visitor surveys and visitor counter 
information from the Pallas-Yllästunturi 
National Park used in Article II. In Fin-




tor numbers are estimated using on-site 
counters (Kajala et al., 2007). Entrance to 
the parks is free, and visitors do not need 
to register. South African National Parks 
(SANParks) provided the visitor informa-
tion from Kruger National Park used in 
Article III. In South Africa, visitors enter 
fenced parks through gates, and need to 
sign up (and pay) when entering the park. 
3.3. SPATIAL AND TEMPORAL 
ANALYSIS
This work includes place-based and 
person-based approaches for spatial and 
temporal analysis (see Article I for full de-
scription). These approaches require di-
rect or indirect information about the lo-
cation and time related to the post. In this 
study, all the social media posts analysed 
contained a geotag added by the user and 
an automatically generated timestamp. 
Articles I, II and III included place-
based analysis of observations aggregat-
ed to national parks. Article II also focused 
on national park sub-regions, and Article 
IV focused on statistical grid squares and 
green space polygons in an urban area. 
Aggregated data sets included count of 
photos, count of users and count of pho-
to-user-days per unit area. A photo-user-
day counts each user only once per day 
they have posted content (Tenkanen et al., 
2017; Wood et al., 2013). Counts of unique 
users or photo-user-days is often a better 
measure of visitor rates instead of number 
of posts, as one user might contribute hun-
dreds or thousands of photos in one day.
We inspected the social media data 
for evident outliers, such as bots (auto-
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matically generated content) or users who 
would	have	posted	a	significant	number	
of posts compared to other users, perhaps 
for marketing purposes. We also manual-
ly inspected the location precision of posts 
inside the national park (Article II) and 
in urban green spaces (Article IV) to ex-
clude posts with an imprecise geotag. For 
example, posts tagged to “Pallas-Yllästun-
turi	National	Park”	were	excluded	 from	
the within-park analysis. 
Articles I, II and III included person-
based analysis of time and location to esti-
mate the origins of national park visitors. 
Article I introduced the general approach, 
Article II used a simple approach com-
monly used in related literature for de-
tecting visitors’ origins based on the maxi-
mum number of photos per country (see 
eg. Hawelka et al., 2014). 
Article III applied various spatial and 
temporal approaches for detecting the 
place of residence of national park visi-
tors with the aim of suggesting the most 
suitable method(s) for this purpose. Spa-
tial approaches included simple aggre-
gation to countries and regions, spatial 
clustering (DBSCAN-method Ester et al., 
1996; implementation following Boeing, 
2018), and four centrographic measures. 
The centrographic measures included the 
calculation of mean centres (average of x 
and y coordinates), median centres (mini-
mizes	distance	to	all	points),	as	well	as	the	
centroids of standard deviational ellipses 
and circles. Temporal approaches focused 
on the duration of stay in one place based 
on	different	thresholds.	We	calculated	the	
maximum number of unique days (max 
days), weeks (max weeks) and months 
(max months) in one country as well as 
the	longest	distance	between	the	first	and	
last post (max timedelta) in one country. 
These approaches have been applied in 
the related literature for detecting home 
locations	on	different	scales	(for	example,	
Bojic et al., 2016; Hawelka et al., 2014; Li 
et al., 2018), but rarely validated. 
We evaluated these methods using two 
approaches in Article III: 1) comparing 
the detected countries of residence to an 
expert assessment at an individual level, 
and 2) comparing the detected countries 
of	residence	to	official	visitor	statistics	at	
a country level. 
Two experts (myself and a research as-
sistant) manually estimated the country of 
origin for a 33% sample of all users who 
had visited Kruger National Park in 2014 
(n=430) to establish a ground truth of the 
users’ origins. Those users whose origins 
the experts agreed on were included in the 
final	 ground	 truth	 (n=375).	We	used	F1	
scores (see e.g. Ajao et al., 2015 for a re-
lated application) as implemented in the 
Scikit-learn Python-package (Pedregosa et 
al., 2011) to evaluate each method against 
the expert assessment. F1 score is calcu-
lated as the harmonic mean of precision 
(proportion of correctly detected origins 
of users from a given country) and recall 
(proportion of users from a given country 
in the ground truth detected correctly by 
the method) for each label (country). In 
other words, precision takes into consid-
eration the number of false positives de-
tected by the approaches for each coun-
try, and recall considers false negatives. 
Finally, we considered the macro-average 
of F1 scores, which is calculated as the un-
weighted mean of F1 score, precision and 
recall and for each country. The macro-
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average corrects the estimate for the im-
balanced distribution of countries of origin 
in the data, where domestic visitors from 
South Africa were the biggest visitor group 
(n=172 in the expert assessment subset).
We compared the detected countries 
of	 residence	 to	 the	official	visitor	 statis-
tics using spearman rank-order correla-
tion, i.e. we compared the rank of coun-
tries detected by each approach to the 
rank of countries based on the number 
of	official	visitors.	
For Article IV we used the Jaccard in-
dex to compare the spatial overlap bet-
ween	 the	 spatial	 distributions	 of	 diffe-
rent data sets following the approach pre-
sented by Lehtomäki et al. (2015). The 
Jaccard index calculation divides the in-
tersection of two sets with their union. 
Value 1 on the Jaccard index refers to 
complete overlap between the two sets, 
and value 0 means no overlap.
3.4. SOCIAL MEDIA 
CONTENT ANALYSIS
The aim of the content analysis of social 
media data was at enriching the data with 
information about observations, activities 
and preferences of the visitors to nation-
al parks and green spaces. Furthermore, 
content	analysis	helped	 to	 confirm	 that	
the content of the social media posts was 
relevant for studying human-nature in-
teractions.
Article	I	describes	and	exemplifies	ana-
lysis methods for visual and textual context 
analysis of social media data and sets the 
methodological direction for future work. 
Other articles in this thesis applied manual 
content	classification	following	the	appro-
ach presented in Hausmann et al. (2018). 
Detailed manual analysis was feasible due 
to the focused study areas with relative-
ly small extracts of data. In Article II, we 
manually labelled photograph content 
(Instagram) from Pallas-Yllästunturi na-
tional	park,	and	in	Article	IV	we	classified	
geotagged photographs (Flickr and Insta-
gram) from urban green spaces. 
Content categories in Article II were 
adapted from the national park visitor 
surveys conducted by Parks and Wild-
life Finland in order to allow the two da-
ta	 sources	 to	be	compared.	The	classifi-
cation also included categories related to 
landscape	and	different	seasons.	Content	
categories in Article IV were more general 
with the main focus of detecting if the con-
tent was overall relevant to urban green 
spaces, and further detecting what activi-
ties	appeared	in	the	different	data	sources.	
In Article II, we compared the fre-
quency distribution of activities indenti-
fied	from	social	media	content	with	activ-
ities reported in the visitor survey using 
Pearson’s Chi-square test. In Article IV, 
we plotted venn-diagrams to compare the 
proportion	of	different	content	categories	
in Instagram and Flickr visually.
Article IV also included language detec-
tion of the text content implemented follo-
wing the approach presented in Hiippala et 
al. (2019). Language was detected for each 
sentence from each user using the FastText 
algorithm (Bojanowski et al., 2017). We 
excluded sentences less than seven cha-
racters long, as well as results with low lan-
guage	detection	confidence.	We	further	de-
tected the primary language for users who 
had posted in multiple languages based on 
the count of sentences in each language, 
excluding English.
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4.1. DIVERSE INFORMATION 
ABOUT HUMAN-NATURE 
INTERACTIONS
Social media and other user-gener-
ated data provide diverse informa-
tion about human-nature interac-
tions. This work included a combination 
of elements from these data in order to 
answer questions about where, when and 
how people use and value national parks 
and urban green spaces, and to under-
stand better who are represented by these 
data. User-generated data contain infor-
mation about people; about the human 
aspects of social-ecological systems as il-
lustrated in Figure 2. They also contain in-
formation about landscapes, ecosystems 
and species (see Article I for literature 
and examples) as observed and experi-
enced by people. There are information 
gaps when it comes to human behaviour 
(Bennett et al., 2017), and human pres-
sures on the environment (Venter et al., 
2016) in the Anthropocene Era and this 
work suggests that several elements of us-
er-generated data (geotags, timestamps, 
content,	user	profile)	may	help	fill	some	
of these gaps as long as the limitations of 
these data are taken into account. 
The literature review in Article I high-
lighted that user-generated data provide 
multiple perspectives for understanding 
social-ecological systems and human-
environment relationships ranging from 
nature-based tourism to species informa-
tion and public attitudes. Three main cat-
egories of research focus emerged from 
the review: 1) humans in nature, 2) bio-
diversity monitoring, and 3) online dis-
cussions.
The focus of most of the articles re-
viewed was on spatial and spatio-tempo-
ral aspects of human activities in nature 
based on geotags and timestamps. Analy-
sis of human activities based on images, 
video and textual content were less prom-
inent in the articles. Overall, the review 
in Article I suggests that image content is 
still	under-utilized	when	analysing	loca-
tion-based activities of people in nature. 
There is a lot of potential in applying im-
age content analysis in conservation sci-
ence to complement social impact assess-
ments (Sherren, Parkins, et al., 2017), for 
example.
The reviewed studies used social me-
dia for biodiversity monitoring with the 
aim of gathering location-based observa-
tions of animal species from a group of 
enthusiasts	–	 i.e.	 similar	 to	 citizen	 sci-
ence approaches (See et al., 2016). Biodi-
versity information can be extracted from 
existing data from several social media 
platforms, or asking for active contribu-
tions	from	users,	such	as	using	a	specific	
hashtag or in a focused online group. In 
a	way,	some	citizen	science	applications,	
such	as	iNaturalist	also	match	the	defini-
tion of a social media platform.
Studies related to online discussions 
reviewed in Article I aimed at understand-
ing	the	online	attention	on	species	(Jarić	
et al., 2016), or to understand online re-
actions to a controversial topic such as 
trophy hunting (Macdonald et al., 2016), 
among other examples. While the rest of 
this thesis focuses mainly on location-
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based data, aspatial studies that focus 
on online discussions, such as those re-
lated to conservation culturomics (Ladle 
et	al.,	 2016)	also	offer	valuable	 insights	
into understanding the complex dynam-
ics of human-nature interactions in the 
information era.
Social media and other user-generat-
ed data sets are often voluminous and di-
verse,	matching	the	definition	of	big	data	
(Kitchin, 2014a). The strength of using 
these data does not rely on one aspect, 
such as the geotags or timestamps, but in 
combined understanding of where, when, 
what, how, and who. At the same time, 
these data do not represent the whole 
population, and might contain data gen-
erated by bots, trolls and technical errors 
that increase the volume of the data with 
noise. Despite evident limitations, user-
generated data might often be the best 
available information about human activ-
ities and preferences in nature. Even im-
perfect measures, if understood as such, 
can support sustainable planning deci-
sion-making (Daily et al., 1997). 
Overall, this work highlights the po-
tential of combining information from 
several elements of social media data 
and	from	different	data	sources	in	order	
to gain the most diverse and versatile un-
derstanding about human-nature interac-
tions	from	different	perspectives.
4.2. WHERE? – SPATIAL 
HOTSPOTS AND FLOWS
User-generated data contains in-
formation about visitor flows and 
hotspots in national parks and 
green spaces on different scales. 
Geotags and other references to location 
allow linking digital data to physical loca-
tions in a new way, combining the digital 
space to the physical space as illustrated 
in Figure 3. Spatially accurate informa-
tion about human-nature interactions so 
far have been rarely available over large 
areas, and in this thesis I investigated 
how user-generated geographic informa-
tion	could	fill	 in	 some	of	 the	data	gaps.	
This thesis presents methods for analys-
ing spatial patterns in user-generated da-
ta,	 and	compares	different	data	 sources	
in order to learn more about their appli-
cability to studying human presence and 
movements in nature. 
Data comparisons between social me-
dia data and national park visitor statistics 
in this work (Article II) and related studies 
(Tenkanen et al., 2017) show that social me-
dia	reflects	visiting	patterns	in	popular	na-
tional parks such as the Pallas-Yllästuntu-
ri National Park in Finland and frequently 
visited sub-regions. At the same time, da-
ta from remote and less popular national 
parks	and	sub-regions	often	do	not	reflect	
the popularity-rank of the destination. 
Sporadic data and the lack of digital 
footprints might be caused by poor mo-
bile network connections or long travelled 
distances and a drained battery, in addi-
tion to low visitor numbers as such in a 
particular destination (Article II; Tenk-
anen et al., 2017). Social media platforms 
also allow users to post and tag content 
afterwards, which allows geotagging da-
ta to areas without network coverage, for 
example. However, posting and tagging 
photos afterwards might lead to coarse 
or imprecise geotagging. 
In	Article	 IV,	 the	hotspots	 of	 differ-
ent user-generated data sets from urban 
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green spaces had relatively distinct pat-
terns and low overlap as measured by the 
Jaccard index. This might indicate that 
one single data source does not capture 
all popular and valuable sites.
Analysis in Articles II and IV also in-
vestigated if data geotagged to national 
parks and green spaces actually repre-
sents those places, i.e. in what cases the 
digital space was not in fact linked to the 
physical space even if the geotag indicated 
so. In both cases – Pallas-Yllästunturi Na-
tional Park and urban green spaces in Hel-
sinki, Finland – the proportion of irrel-
evant data was relatively low. This might 
indicate that geotagged data from nation-
al parks and green spaces is often relevant 
for studying the actual use of these areas. 
However,	this	result	might	be	specific	to	
national parks and green spaces particu-
larly in Finland, while the amount of noise 
might be greater in larger cities and inter-
nationally-renowned destinations. Users 
might also intentionally falsify geotags – 
a	practice	referred	to	as	location	spoofing	
(Zhao & Sui, 2017). However, I did not 
observe instances of fake geotags in the 
manually assessed samples.
Enriching the spatial information with 
other elements is the biggest strength of 
social media data, i.e. asking the ques-
tions when, what and why at the same 
time when looking at spatial patterns. 
Studying	 visitor	 flows	 is	 an	 example	 of	
combining the questions of where, when 
and who. Social media data allow study-
ing	visitor	movements	and	flows	to	and	in-
side national parks if location-based data 
have been collected from a longer period 
of time for each user (Article I, Article II, 
Article III). Similar person-based analy-
sis could be possible using mobile phone 
data, if available. 
4.3. WHEN? – TEMPORAL 
TRENDS AND DYNAMICS
Continuously generated data sets 
provide unique information about 
temporal trends of human activi-
ties in nature. Even in areas with an 
established monitoring system, user-
generated	 data	may	 offer	 complemen-
tary information over a more frequent 
time	interval	in	comparison	with	official	
visitor statistics, as Article II suggests. In 
areas that are not regularly monitored, 
user-generated data might be the only 
source of temporal information about 
human activities. 
User-generated data sets applied in 
this work have relatively good temporal 
coverage in comparison with tradition-
al data sources such as surveys (Article 
II). Passively contributed data sets allow 
continuous near-real time data, while 
data generated through active participa-
tion (such as PPGIS) are more limited in 
temporal extent and granularity (Article 
IV).	Social	media	data	reflect	activities	af-
ter	office	hours,	while	mobile	phone	data	
and GPS data also cover commuting in 
the morning (Article IV).
Social	media	 data	 reflect	 visits	 over	
time	 captured	 in	 official	 visitor	 counts	
in popular parks such as the Pallas-Yl-
lästunturi National Park (Article II; Ten-
kanen et al., 2017). Results from urban 
green spaces highlight that social media 
data capture mostly leisure time activi-
ties (Article IV), while mobile phone da-




Temporal aggregation reveals periodi-
cal trends even if data would be sporadic 
(Article I, Article II, Article IV). For exam-
ple, combining observations over a longer 
period of each weekday or hour of the day, 
shows the general trend of sharing data 
on social media from green spaces dur-
ing leisure time after work and on week-
ends (Article IV). At the same time, this 
might mean that social media data are 
not	fit	 for	near-real	 time	monitoring	of	
visitor	flows,	and	only	reveal	the	general	
temporal patterns when aggregating over 
longer periods of time. 
Temporal questions are often coupled 
with spatial questions as was done in all 
articles in this thesis, but temporal trends 
can	also	be	observed	without	specific	ref-
erence to location or area. The combina-
tion of when and what is common when 
studying nature-related questions from 
digital data. For example, temporal analy-
sis	of	specific	topics	can	reveal	public	in-
terest and reactions to topical issues re-
lated to biodiversity conservation (Box 4 
in Article I; Fink et al., 2020).
User-generated data accumulate con-
tinuously as users post content on so-
cial media and use their mobile phones 
and GPS tracking applications. However, 
these continuous data streams are not au-
tomatically available for research. Social 
media APIs might change their function-
ality and access to data (Article I; Freelon, 
2018), mobile phone companies might 
give out data products for limited time 
periods, accumulation of sports applica-
tion data is dependent on user’s activity 
similarly to social media, and PPGIS stud-
ies are often limited in time for practi-
cal reasons (Ives et al., 2017) as they re-
quire	active	effort	 from	researchers	and	
the study participants.
4.4. WHAT AND WHY? 
– ACTIVITIES AND 
PREFERENCES 
Content analysis of social media 
texts and images allows under-
standing activities and preferences 
in national parks and green spaces 
from a new perspective. Studies us-
ing social media for understanding hu-
man activities in nature have previously 
focused mostly on analysing human pres-
ence and absence through geotags (Article 
I,	Table	1).	Earlier	studies	have	recognized	
content analysis of social media photo-
graphs as a rapid way of analysing the use 
of natural areas (Richards & Friess, 2015), 
but more information is still lacking about 
the	applicability	of	different	data	sources	
in	different	geographic	 contexts	 (Article	
I; Ghermandi and Sinclair, 2019; Teles 
da Mota and Pickering, 2020). This the-
sis will contribute to a better understand-
ing	how	social	media	content	reflects	sur-
veyed activities (Article II), and will high-
light	differences	of	 available	 content	on	
different	platforms	(Article	IV).	
Visual content analysis in this thesis 
was focused on identifying physical ac-
tivities in social media photographs in 
addition	 to	 characterizing	 the	visual	 in-
formation content in general, and detect-
ing what proportion of the content was 
relevant to the use of national parks and 
green spaces. This thesis shows that con-
tent	analysis	of	social	media	helps	to	filter	
out irrelevant data (Articles I, II, IV), and 
to enrich the spatial and temporal dimen-
sions with information about what peo-
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ple are doing and valuing in green spaces 
(Articles I, II, IV).
Image content analysis in Articles II 
and IV showed that most of the visual con-
tent shared from parks and green spaces 
was relevant for studying human activities 
in nature. Non-relevant data included ad-
vertisement and internet memes that had 
been geotagged to the parks and green 
spaces.
 In the Finnish context where wildlife 
is	 relatively	difficult	 to	 spot	 and	photo-
graph, most of the content from nation-
al parks and green spaces portrayed peo-
ple, landscapes and generic nature pho-
tos (Articles II and IV). In a related study 
from Kruger National Park in South Af-
rica, large-bodied mammals, such as el-
ephants (Loxodonta africana) and lions 
(Panthera leo), were more frequently por-
trayed on social media in comparison to 
landscapes and human activities (Haus-
mann et al., 2018). 
Activities detected from social media 
content	 reflected	 surveyed	 activities	 in	
Pallas-Yllästunturi National Park, Fin-
land (Article II); hiking and cross-coun-
try skiing were the most popular activi-
ties both in the survey and in social media 
data. This supports previous work con-
ducted in Kruger National Park regard-
ing visitors’ preferences for nature-based 
experiences (Hausmann et al., 2018). So-
cial media photographs from Pallas-Ylläs-
tunturi National Park also contained ac-
tivities not captured in the survey, such 
as winter biking – an activity which has 
gained popularity only in the recent years 
in the study area. In practice, social me-
dia content could serve as an indicator 
of emerging activities, and could provide 
insights when designing new surveys, for 
example. 
Social media content is most clearly 
linked to the questions about what and 
why, as illustrated in Figure 3, but images 
and text can also contain relevant insights 
about the other questions. For example, 
presence or absence of snow in geotagged 
photographs	reflects	seasonal	patterns	in	
the Pallas-Yllästunturi national park (Ar-
ticle II), and analysing the language of text 
content	can	give	hints	about	different	user	
groups (Article IV).
Automated content analysis methods 
allow high volumes of data to be anal-
ysed (Lee et al., 2019; Richards & Tunçer, 
2018; Väisänen et al., in press). In this 
thesis, Articles II and IV applied manu-
al content analysis relying on expert as-
sessment	and	a	pre-defined	classification	
scheme.	The	number	of	classified	photo-
graphs in these studies was manageable 
as the geographic extent and timeframe 
of these studies was limited. Article I pro-
vided an introduction to and examples of 
automated analysis of visual and textual 
content setting the direction for future 
work. Automated methods could be es-
pecially useful for analysing continuous 
flows	of	data.	
In summary, rich content in social me-
dia provides an opportunity to gain deep-
er understanding of what people are doing 
in parks and green spaces, and perhaps 
also why they have chosen to visit these 
areas. This spatially-explicit information 
about activities and preferences can be 
useful, in planning and managing the ar-
eas – information that has been previ-
ously	difficult	to	gather	(Beeco	&	Brown,	
2013). While expert assessment of image 
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content (manual analysis) allows for in-
depth interpretation of activities and pref-
erences, automated methods provide op-
portunities to analyse large quantities of 
content that would otherwise be labori-
ous or impossible to go through system-
atically.
4.5. WHO? – ORIGINS AND 
OTHER CHARACTERISTICS
Understanding who the users are is 
important for assessing data qual-
ity and for understanding who the 
visitors to national parks and green 
spaces are. This thesis provides new in-
formation about the visitors who share 
their data from national parks (Articles 
II, III) and green spaces (Article IV), and 
presents approaches for enriching user-
generated data - social media in particu-
lar - with additional information about 
who the users are. 
Social media and other user-generat-
ed data sets provide continuous informa-
tion about where and when people vis-
it nature, and even about what they are 
doing while visiting parks, as discussed 
in the previous sections, but linking this 
information to relevant demographic in-
formation is often a challenge, as high-
lighted in Article I. Even basic infor-
mation about the user base is often not 
readily available via social media APIs. 
Lack of information about who produced 
the data is one of the key epistemolog-
ical limitations of user-generated data 
(Ruths	&	Pfeffer,	2014),	and	GIS	analysis	
in general (Ash et al., 2018). It is thus im-
portant to ask whose nature-based expe-
riences are we eventually studying based 
on these data. 
The who question can be approached 
from multiple perspectives including the 
age, gender, origins, and even preferences 
of	people.	Article	I	(Table	3)	identified	ap-
proaches for deriving information about 
the	users	based	on	different	elements	of	
social media data. Previous studies have 
used	 social	media	user	profile	 informa-
tion to derive demographic data such as 
age, nationality and occupation (Longley 
et al., 2015; Sloan et al., 2015). For exam-
ple, distinguishing between national and 
international visitors can be an important 
analysis step for understanding national 
park visitors (Sessions et al., 2016).
National park survey reported in Ar-
ticle	II	confirms	that	not	everyone	shares	
their national park experience on social 
media. According to the survey results, 
the average age of social media users 
was lower in comparison to the average 
age of national park visitors in general. 
Findings in Article III further highlight 
that social media data captures both lo-
cal and international visitors in a popular 
national park but omits completely visi-
tors from many African and Asian coun-
tries, where other social media platforms 
are more popular. Furthermore, it should 
be acknowledged that data sets used in 
this thesis omit social media users who 
do not geotag their posts (Huang & Car-
ley, 2019). Other related work highlights 
the potential gender bias in social media 
data; in a recent study we found that the 
majority (75%) of Flickr data shared from 
Finnish National parks was generated by 
Finnish men (Väisänen et al., in press).
Detecting the origins of people at an 
aggregate and privacy-preserving lev-





simple approach for detecting the poten-
tial home location of social media users 
based on maximum number of posts, re-
vealing similar trends as the survey re-
garding both national and international 
visitors.	Also,	visitor	group	sizes	observed	
from social media were similar with the 
group	 sizes	 reported	 in	 the	official	 visi-
tor statistics. 
Article	III	 further	explored	different	
methods for detecting the home loca-
tions of national park visitors based on 
their posting history and suggests that 
the combination of spatial and temporal 
information (the maximum number of 
unique months in a country) yields best 
results for detecting the user’s country 
of origin. Social media usage patterns, 
namely the number of countries visited 
and the temporal duration of posting his-
tory, had an impact on the reliability of 
the results.
The level of detail about the users var-
ies between user-generated data sources, 
as highlighted in Article IV. For exam-
ple, sports application data might contain 
metadata about the user base, at least on 
an aggregate level. Sports tracking data 
often represent active men over other 
groups, which should be acknowledged 
when using these data (Article IV; Ok-
sanen et al., 2015). Similarly, PPGIS da-
ta used in Article IV contained aggregat-
ed metadata about the respondents. Mo-
bile phone operators possess information 
about the account holders and this infor-
mation has been used in research (see for 
example Järv et al., 2015), but this infor-
mation was not available for analysis in 
Article IV. In the future, aggregated data 
products could perhaps contain some of 
this information without compromising 
the privacy of individual users.
Overall, the level of user details varies 
between data sources and self-selection 
bias is an inherent property of user-gen-
erated data sets. Population biases are of-
ten neglected in studies based on social 
media data, due to the lack of readily-
available information. Further analysis 
of	 social	media	user	 profiles	 and	post-
ing history can help understanding dif-
ferent user groups in the data, and in-
tegrating	different	data	sources	into	the	
analysis	allows	different	groups	of	people	
to be taken into account, as highlighted 
in Article IV. For example, combining 
user-generated data, such as social me-
dia posts or mobile phone records from 
recruited participants to further survey 
questions would allow for deeper under-
standing of the sample.
4.6. SCALE AND CONTEXT 
MATTER
Spatial and temporal context mat-
ter when selecting the data source 
and analysis methods. Spatial accura-
cy and extent of user-generated data var-
ies between platforms and data sources 
affecting	the	selection	of	applicable	data	
as highlighted in Article IV. Also, the time 
range	of	the	study	affects	the	selection	of	
the appropriate data source, and seasonal 
phenomena	and	events	can	influence	the	
accumulation of data.
The advantage of social media data 
in general is that they are available over 
large areas across national borders and 
even globally. Social media data also ac-
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cumulate continuously as users post new 
content. This work included social media 
data from Flickr, Twitter and Instagram - 
platforms that are popular in the Global 
North and applicable to protected areas 
popular with visitors from these regions 
(Tenkanen et al., 2017). For example, in 
Asia, other platforms such as Sina Wei-
bo would be a more optimal data source 
for capturing visitors from that region, as 
highlighted in Article I. 
The varying scale of points-of-inter-
est (POIs) in social media data should be 
taken into account in subsequent analy-
sis (Hochmair et al., 2018). For exam-
ple, the data set used in Article II con-
tained posts geotagged to a POI called 
“Pallas-Yllästunturi	National	Park”,	and	
this POI was located outside the park 
borders. These points were included 
in the park-level analysis but discard-
ed in the sub-region analysis. Latitude 
and longitude coordinates in social me-
dia geotags might give the impression 
of high spatial accuracy, but analysis is 
often more meaningful at a coarser ag-
gregate level.
Articles II and III included the global 
posting history of users who visited the 
national parks. Even if these are global da-
ta sets, they are related to the local context 
of the national parks and capturing typical 
visitor groups for those destinations. Re-
sults from Article III revealed the evident 
spatial bias in a global social media data 
set	reflecting	digital	divides	at	least	when	
it comes to the use of Instagram. Even the 
best method in Article III did not capture 
visitors from most Asian or sub-Saharan 
African countries indicating that national 
park visitors from these countries are not 
represented in the social media platform 
that was used.
For studying nature-based tourism, 
social media continue to be an interest-
ing source of data due to the global scope 
and diverse content. Instagram would be 
the most versatile data source in terms of 
activities and users, but access to data is 
limited. While Flickr data continue to be 
accessible via the API, and it is a popular 
data source among nature enthusiasts (Di 
Minin et al., 2015), its user base is nar-
row in comparison to Instagram. Twitter 
is another data source for a destination 
with visitors from western countries, but 
it is less optimal than Flickr and Insta-
gram for studying national park visitors 
(Tenkanen et al., 2017) and urban green 
spaces (Article IV). 
On local to regional scales, GPS tracks 
and mobile network data may provide 
more meaningful information about spa-
tial patterns if available, and PPGIS stud-
ies	and	other	surveys	offer	tools	for	gain-
ing insights about activities and prefer-
ences	in	finer	detail.	
Meaningful scale of analysis for mo-
bile phone data is determined by the an-
tenna network, and potential data ag-
gregation by the operator. The accuracy 
of mobile phone data can be enhanced 
through dasymetric interpolation (Järv et 
al., 2017) but in principle, mobile phone 
data are not the optimal source for study-
ing small area units such as smaller ur-
ban parks (Article IV). Also, identifying 
national park visits from mobile network 
data can be challenging, for example, if 
there is a big road or urban area right next 
to the park. Mobile phone data is often 
available on a national scale, sometimes 
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also containing information about inter-
national visits (Ahas et al., 2008). In this 
work, the acquired mobile phone data was 
specific	to	the	Helsinki	region.	The	time-
range of the mobile phone data used in 
Article IV was not optimal, capturing only 
winter months.
GPS data from sports tracking appli-
cations	offer	high	spatial	accuracy,	but	
often to a limited spatial extent in com-
parison with social media data or mo-
bile phone data. For example, if inter-
ested	in	studying	specific	route	choices	
inside national parks or green area net-
works, then GPS based data are often 
the best option. 
Spatial accuracy of PPGIS data de-
pends on the technique used, and local 
knowledge of the respondent. On the oth-
er hand, other types of data, such as GPS 
tracks can also be contributed through a 
participatory campaign (Korpilo et al., 
2017), in which case the spatial accura-
cy would be higher, as suggested in Ar-
ticle IV.
Season and events evidently im-
pact observed patterns in different da-
ta sources. While social media data re-
flect temporal fluctuations of visitors in 
popular national parks (Article II; Ten-
kanen et al., 2017) social and natural 
events might lead to an increase or de-
crease in social media activity. One user 
might post a significant number of pho-
tos from a single sports event (Väisänen 
et al. under review) and natural events 
such as flower blooming might show up 
in increased social media activity (Tenk-
anen et al., 2017). Overall, selecting the 
appropriate data sources is often a com-
promise. 
4.7. MAIN CHALLENGES
Main challenges related to using 
user-generated geographic infor-
mation include data quality, limit-
ed access to data and privacy issues. 
Uncertainty about data reliability, chang-
es in data access and concerns over pro-
tecting personal information hinder the 
use of these data in research and practice 
(boyd	&	Crawford,	2012;	Ruths	&	Pfeffer,	
2014; Zook et al., 2017). 
User-generated data sets are often 
heterogenous and of varying quality 
(Senaratne et al., 2017). As discussed in 
Article IV, the data sources used in this 
thesis	differ	 in	positional	and	temporal	
accuracy, thematic content and informa-
tion about the users. When possible, gaps 
in these aspects can be complemented 
with other available data. For example, 
different	social	media	platforms	can	be	
combined for an improved understand-
ing of human activities in nature (Arti-
cle IV; Tenkanen et al., 2017). Thorough 
data exploration is an important part in 
a	data	analysis	workflow	(Article	I)	that	
helps identify shortcomings in the data 
and select appropriate analysis methods. 
For example, if the positional accuracy 
does	not	allow	fine-grained	analysis	in-
side a national park, meaningful insights 
can still be acquired by aggregating the 
data. Overall, the relative shortcomings 
of data sources are pointed out in all ar-
ticles in this thesis.
Limited	access	to	data	affects	the	re-
peatability of the analysis and the ex-
ecution of longitudinal research proj-
ects (Lomborg and Bechmann, 2014; 
Article I). To a large extent, this work 
was based on Instagram data collected 
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in spring 2016 and the applied data col-
lection approach is no longer feasible. 
Future studies in which Instagram data 
would be the best data source might need 
to rely on alternative means of access, 
such as web scraping or purchasing an 
access or a data product as discussed in 
Article I. However, web scraping is tech-
nically more challenging in comparison 
with data access through APIs and re-
mains legally and ethically in the grey 
area (Freelon, 2018).
Acquiring other types of user-gener-
ated data can also be challenging. For 
example, mobile phone data from na-
tional parks was unfortunately not avail-
able for this study, and negotiations for 
acquiring the data for Article IV were 
lengthy. Data collection from active par-
ticipants is possible through designing 
and	implementing	citizen	science	cam-
paigns and participatory surveys. In 
Finland, PPGIS surveys conducted by 
the City of Helsinki have been released 
as open data (as those used in Article 
IV),	and	citizens’	biodiversity	observa-
tions from iNaturalist feed into the glob-
al GBIF1 biodiversity database. Howev-
er,	citizen	science	campaigns	are	often	
geared towards the natural system, and 
active data collection approaches about 
the human system come with their own 
challenges, such as low response rates 
(Brown, 2017) and limited duration and 
extent for practical reasons (Ives et al., 
2017), and thus do not fully complement 
the information available continuously 




Collecting, storing, analysing and pub-
lishing results based on user-generated 
data sources require special consideration 
of privacy issues. Even if using publicly 
shared content, or purchased data prod-
ucts, researchers still need use the data 
responsibly, protect privacy, and mini-
mize	potential	harm	 (Zook	et	 al.,	 2017;	
Di Minin et al. in press). The European 
Union (EU) general data protection reg-
ulation GDPR (2016/679) that came in-
to	 effect	 in	2018	aims	 to	protect	 an	 in-
dividual’s privacy rights and sets restric-
tions on the processing of personal data 
in the EU. The GDPR also applies to user-
generated information such as social me-
dia data that contain any personal data, 
i.e. any information that can be linked to 
an	identifiable	person	(Di	Minin	et	al.	in	
press). According to the GDPR, personal 
data must be processed fairly for speci-
fied	purposes	on	a	legal	basis.	Processing	
of personal data can be considered law-
ful if the data subject has given consent, 
or if the task is carried out in the public 
interest (such as research), among oth-
er potential legal bases (Article 6 in the 
GDPR2). In the context of user-generated 
data, informed consent is often feasible to 
obtain when collecting actively contrib-
uted data through PPGIS (for example, 
Brown et al., 2014b). However, with mo-
bile big data from mobile phone opera-
tors or social media platforms, acquiring 
consent from study participants is often 
not feasible (Ayers et al., 2018; Di Minin 
et al. in press). 
Data	 minimization	 (collecting	 and	





protect users’ privacy while allowing for 
responsible use of social media data in re-
search (Di Minin et al., in press). Pseud-
onymization/de-identification	of	individ-
uals is also possible through aggregating 
the data into larger groups or area units 
following the area-based approach pre-
sented in Article I. From a legal perspec-
tive,	 if	 data	 are	 properly	 de-identified	
(for example through aggregation) they 
are no longer considered to be person-
al data. However, simply removing per-
sonal	identifiers	might	leave	the	data	re-
identifiable.	For	 example,	 even	a	 single	
quote can be enough to re-identify pseud-
onymized	social	media	users	(Ayers	et	al.,	
2018). Protecting personal data is impor-
tant	at	different	stages	of	the	data	analysis	
workflow	and,	if	possible,	should	be	done	
at the data collection stage (Di Minin et 
al. in press). Results of a person-based 
analysis can also be further aggregated 
into area units in order to preserve the 
privacy of individual users, even if analy-
sis needs to be done at an individual level 
as was done in Article III. 
Terminology plays a key role when 
considering privacy issues. It is important 
to distinguish the level of participation by 
the data producer (Haklay, 2013; See et 
al.,	2016)	in	order	to	differentiate	between	
actively and passively contributed data. If 
social media data are referred to as volun-
teered data (Goodchild, 2007) this might 
give the impression that users have di-
rectly given their consent for use of their 
data. I would argue that in addition to 
data sources like the OpenStreetMap, the 
concept of volunteered geographic infor-
mation better suits location-based crowd-
sourcing campaigns such as the iNatural-
ist application through which volunteers 
contribute biodiversity observations, 
whereas examples of people volunteer-
ing data about themselves are scarce. The 
idea	of	“citizens	as	censors”	by	Goodchild	
(2007) still holds with currently available 




Overall, careful consideration is needed if 
the data have been actively volunteered or 
not and if the data are about people them-
selves, the environment or both (Figure 




Different sources of user-gener-
ated geographic information can 
complement each other’s gaps. All 
articles in this thesis highlight the po-
tential	and	challenges	of	different	social	
media platforms, and Article IV extend-
ed the focus to sports application data, 
mobile phone data and PPGIS data. Dif-
ferent	data	sources	capture	different	us-
er	bases	from	different	spatial	and	tem-
poral extents, as highlighted in Article 
IV. Social media captures being in the 
park, while sports tracking data and mo-
bile	phone	data	reflect	moving through 
the park during the daily commute. PP-
GIS	data	reflects	valuing	specific	places.	
Relying only on one source of data evi-
dently provides a limited view of the use 
patterns and values related to human ac-
tivities in nature. 
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This thesis highlights that social media 
platforms such as Instagram and Flickr, 
contain information particularly about 
people’s leisure time activities and expe-
riences, which makes them an appealing 
data source for studying human activities 
in nature. The proportion of information 
about activities and landscapes was simi-
lar in both data sets (Article IV), but their 
user	 bases	 and	 usage	 patterns	 differed.	
Instagram is a popular social media plat-
form that also contains relevant content 
from national parks and green spaces as 
highlighted in this thesis (Article II; Ar-
ticle IV) and other relevant work (Haus-
mann et al., 2018). However, changes in 
the Instagram API have restricted access 
to data limiting their use in research. Flickr 
is popular among nature enthusiasts (Di 
Minin et al., 2015), and thus an optimal 
source of data for looking at biodiversity-
related content. At the same time, the user 
base of Flickr is narrow in comparison to 
other platforms. Twitter is widely used in 
geographical research due to its popular-
ity and continuous access to data through 
the platform API. However, Twitter is the 
least useful platform for studying human 
nature interactions among the data sets in-
cluded	in	this	thesis	according	to	the	find-
ings from Finland and South Africa (Arti-
cle IV; Tenkanen et al., 2017). At the same 
time, Twitter allows secondary access to 
geotagged Instagram posts, as users tend 
to	 share	 the	 same	content	across	differ-




5 pre-prints https://osf.io/3wx5a/ and https://osf.io/preprints/socarxiv/97qa4/ 
6 https://blogs.helsinki.fi/digital-geography/2020/06/01/covid-madagascar-protectedareas/ 
Sports tracking data and mobile phone 
data	would	best	fit	the	purpose	of	answer-
ing detailed questions about the spatial 
and temporal patterns of human activities 
in nature. For example: Where and when 
are people moving in national parks and 
green spaces? 
The COVID-19 coronavirus pandemic 
has motivated technology companies to 
release mobility data (data about where, 
when and what) to support the global 
health response during 2020. For ex-
ample, Google3 and Apple4 have released 
aggregated	and	anonymized	information	
about the temporal mobility patterns in 
different	 land	 uses	 and	 different	 trav-
el modes. Mobile phone operators have 
also released new data products for re-
search and practice during spring 2020. 
The Google mobility index for parks is 
particularly interesting for understand-
ing the recreational demand of national 
parks and green spaces, and the topic is 
starting to be further investigated at the 
time of writing this synopsis5. In contrast 
to increased use of green spaces in coun-
tries like Finland and Sweden, The Google 
mobility index for parks also indicates a 
decline in visitor rates in the Global South. 
The lack of income from tourism might 
lead to complex issues and land use pres-
sures in many regions6. Combining infor-
mation	from	aggregated	and	anonymized	
mobile big data sources might be one way 
forward to capture the rapidly changing 
patterns of human activities in nature 
globally. However, the long-term avail-
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ability of these data is unclear. Main limi-
tations for using these new data sources 
are mostly the same as highlighted in Arti-
cle IV for social media data, mobile phone 
data and sports tracking data.
Overall,	different	sources	of	user-gen-
erated geographic information comple-
ment each other in answering questions 
related to where, when, what, why and 
who (Article IV). For example, sports ap-
plication data mobile phone data might 
provide the best information about the 
temporal	 use	 patterns	 of	 a	 specific	 ar-
ea, while social media data provide hints 
about what people are doing in that area. 
PPGIS could further provide in-depth un-
derstanding	of	the	motivations	of	differ-
ent visitor groups in a focus area. I see 
user-generated geographic information 
such as social media data best used in 
so called pre-emptive mapping that can 
then inform about the need for more in-
depth	data	collection	efforts	such	as	sur-
veys. Overall, user-generated data com-
plement, but do not replace authoritative 
and traditional data sources.
Figure 7. An illustration of the potential applicability of different sources of user-generated geographic information 
for answering the questions where, when, what, why and who. Article IV.
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5. CONCLUDING REMARKS
Overall, this thesis highlights the poten-
tial of using user-generated geographic 
information	 for	understanding	different	
perspectives of human activities in na-
ture, while pointing out the evident limi-
tations	of	different	data	sources	and	anal-
ysis approaches. User-generated data of-
fer unique information that can be used 
to incorporate the value of nature in de-
cision making, as long as the limitations 
of these data are acknowledged and taken 
into account.
Further studies using social media 
and	other	user-generated	data	 in	differ-
ent contexts should pay attention to the 
strengths and limitations of the used da-
ta and if possible, complement some of 
the gaps using other data sources. A mix-
ture of active and passive participation 
for acquiring information about the use 
of green spaces is one potential way to-
wards integrating perspectives. For exam-
ple, insights from social media could in-
form a PPGIS survey design, or research-
ers and practitioners could use existing 
online platforms to request data and ob-
servations from crowds. Furthermore, re-
searchers should pay increasing attention 




oping such data packages further is one 
potential way forward for the continuous 
and systematic use of user-generated geo-
graphic information in research and prac-
tice.
Data comparisons from national parks 
with a systematic visitor-monitoring 
scheme provide insights into using these 
data in other environments including non-
monitored natural areas and heterogenous 
urban regions. In Finland, national park 
visitor monitoring is conducted in a sys-
tematic and reliable way, and user-gen-
erated	data	offer	mostly	complementary	
information about visitors, their activities 
and movements. In contrast, other non-
monitored areas in Finland and beyond 
can potentially gain unique data about visi-
tors and visitation patterns through user-
generated data sets. Platform, user base 
and available content might vary according 
to the region, scale and time period, and 
that is why thorough consideration of suit-
able data sources and analysis methods is 
needed in a new context.
Applying user-generated geographic 
information in practice is still under-de-
veloped, for many reasons. Access to data, 
and questions about data quality, owner-
ship and ethical use are under continu-
ous debate and change. However, even 
imperfect measures of nature’s contribu-
tions to people are better than ignoring 
them completely, as pointed out by Dai-
ly et al. (1997). The same applies to in-
corporating understanding about mobil-
ity patterns and place-based experiences 
and preferences into decision-making in 
general. Despite challenges, there is a lot 
of potential to analyse user-generated da-
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User-Generated Geographic  
Information for Understanding  
Human Activities in Nature
VUOKKO HEIKINHEIMO
Mobile devices and digital platforms such as 
social media gather considerable amounts 
of data about our movements and activities. 
For a geographer, these data offer endless 
possibilities for discovering spatial and 
temporal patterns.  
In this thesis, I have investigated how these 
new user-generated sources of geographic 
information can be used responsibly to fill in 
knowledge gaps about human activities in 
national parks and green spaces.  
Despite various challenges and biases, user-
generated data provide diverse information 
about where, when and how people enjoy 
nature. In some areas, user-generated data 
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