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Type of features Number of features Description
Substitution matrix score 5
Score of the amino acid substitution in the BLOSUM50, BLOSUM62, BLOSUM80 (1), PAM60 (2), and Miyata (3) matrices.
Physical properties difference 8
Relative and absolute difference in volume (4), hydrophobicity (5) and free energy transfer octanol-water (6); Kyte-Doolittle hydropathy index (7) and position in the protein sequence.
Protein interactome graph topology 6
Descriptors of the protein in the interactome graph: degree and five measures of centrality: betweenness, cross-clique, closeness, eigenvector and degree centrality.
Sequence conservation 196
Sequence conservation features are extracted from 4 different sources: two PSI-BLAST (8) searches over UniRef100 and UniRef90 clusters (9) , and two multiple sequence alignments by Kalign2 (10) of the sequences found by PSI-BLAST.
Each of these 4 alignments is filtered in 4 different ways: 1) taking all the sequences, 2) keeping only the human sequences, 3) excluding all the human sequences and 4) (only in PSI-BLAST) taking the matches under an stricter e-value threshold.
From each of these 14 conservation sources, a set of 14 features is computed, which you can find in the Table S2 . 
number of wt ) * Each of these features is computed both in a weighted and unweighted fashion. The weighted features give more importance to the most similar sequences in the alignment. Matches in the PSI-BLAST searches are weighted using the BLAST score and matches in the multiple sequence alignment are weighted using the sequence similarity. The metrics are the result of a 10-fold cross-validation on protein families with 50% sequence identity exclusion (no sequence in the testing set shares more than 50% sequence identity with any protein in the training set). AUC is the Area under the Receiver Operating Characteristic curve and MCC is the Matthews correlation coefficient. iterative_features_ selection Select features using the iterative algorithm described in Figure S1 .
cross_validate Perform a cross-validation with the provided variants, classifiers and fold generation technique.
evaluate Evaluate a prediction using a standard set of metrics: accuracy, precision, sensitivity, specificity, ROC AUC and MCC.
roc_curve Plot a ROC curve using evaluation data.
train Train a predictor.
predict Predict the pathology of variants using a given predictor.
get_learning_curve Plot learning curve (to estimate how better a predictor can be expected to get by making the training set bigger).
. These dependencies are documented in the official repository package ( https://pypi.python.org/pypi/pymut ) and will be installed automatically by the standard Python package manager (pip). Figure S1 . Iterative feature selection algorithm.
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Features are added to the selected set until the performance increase in terms of the Matthews correlation coefficient (MCC) is negligible. At each step, the two features that increase the MCC the most are added and then the least important feature is removed. This approach is intended to skip local minima in performance. Table S4 . Random Forest presents the best performance, closely followed by AdaBoost. We map the Random Forest score to and using an univariate spline regression. The PV N PV P PV N and the give us the probability that a prediction is correct for the Neutral and Disease cases PV P respectively.
