ABSTRACT: Measurements of the hygroscopic response of aerosol and the particle-to-gas partitioning of semivolatile organic compounds are crucial for providing more accurate descriptions of the compositional and size distributions of atmospheric aerosol. Concurrent measurements of particle size and composition (inferred from refractive index) are reported here using optical tweezers to isolate and probe individual aerosol droplets over extended timeframes. The measurements are shown to allow accurate retrievals of component vapor pressures and hygroscopic response through examining correlated variations in size and composition for binary droplets containing water and a single organic component. Measurements are reported for a homologous series of dicarboxylic acids, maleic acid, citric acid, glycerol, or 1,2,6-hexanetriol. An assessment of the inherent uncertainties in such measurements when measuring only particle size is provided to confirm the value of such a correlational approach. We also show that the method of molar refraction provides an accurate characterization of the compositional dependence of the refractive index of the solutions. In this method, the density of the pure liquid solute is the largest uncertainty and must be either known or inferred from subsaturated measurements with an error of <±2.5% to discriminate between different thermodynamic treatments.
INTRODUCTION
The equilibrium partitioning of water and organic components between the gas and condensed phases is critical in determining particle size distributions and compositions in atmospheric aerosol impacting on the tropospheric particulate mass burden, cloud droplet formation, heterogeneous chemistry, and the direct radiative forcing of aerosol. 1−3 Many techniques have been developed to measure changes in the mass of water partitioned to the liquid phase with change in water activity/gas phase relative humidity (RH, see for example refs 4−7). The partitioning of semivolatile organic components between the gas and condensed phases can be inferred from equilibrium state partitioning models, provided values of the pure component vapor pressures of the organic components are known or can be estimated, and subject to the availability of models of the water activity dependent activity coefficients of the organic species. 8, 9 Laboratory and field measurements often seek to isolate the changes in gas−particle partitioning of water and (semi-) volatile organic compounds, collectively referred to as S-VOCs below, by assuming that the equilibrium partitioning for S-VOCs and water is approached on considerably different time scales. 10 However, recent simulations of the activation of cloud condensation nuclei (CCN) have reminded us that the two are intimately linked and the cocondensation of both water and water-soluble S-VOCs must be considered to accurately predict cloud droplet number. 11, 12 Hygroscopic growth measurements are frequently reported for submicrometer diameter particles as a change in the wet size of a particle relative to the dry size with variation in RH using a hygroscopic tandem differential mobility analyzer (HTDMA 4 ). Alternatively, the relative change in mass or radius of a single particle captured in either an electrodynamic or optical trap can be measured in the laboratory with variation in RH for aerosols of specific composition to provide robust data for equilibrium state models. 13 Pure component vapor pressures of S-VOCs can be measured from bulk phase samples, from ensembles of particles, or from single trapped particles. 13−15 Knudsen cell effusion methods are usually restricted to measuring the vapor pressures of bulk phase solid samples. 14 The value for a subcooled liquid, typically required for atmospheric aerosol, must then be inferred using the enthalpy of fusion, the change in heat capacity on melting, and the melting temperature. 14, 16, 17 Aerosol ensemble and single particle techniques can allow direct access to subcooled liquids and can even permit measurements of vapor pressures on supersaturated aqueous solutions. However, a restricted sensitivity to changes in size over a fixed period of time can often be limiting when performing a measurement, and inferred vapor pressures can be susceptible to fluctuations in environmental conditions (temperature and RH). 18 Indeed, the impact of fluctuations/ changes in environmental conditions should be recognized as driving concomitant changes in the gas−particle partitioning of both water and any S-VOC often leading to ambiguity in measurements. 10 Although measurements of aerosol hygroscopicity and volatility are standard aerosol analyses that are commonly reported, a number of important challenges remain both in performing measurements and in their interpretation. Ensemble measurements of aerosol volatility now commonly represent the volatility of organic components using a volatility basis set derived from measurements at elevated temperatures under dry conditions. 19−25 Reported vapor pressures of even individual semivolatile components measured by different laboratory techniques can vary by more than 4 orders of magnitude. 26 The scarcity of accurate pure component vapor pressures for organic compounds with the low vapor pressures (<10 −2 Pa) and multifunctionalities representative of atmospheric components limits the validation and improvement of vapor pressure estimation techniques. Barley et al. 10, 27, 28 have shown that the ambient condensed mass of secondary organic aerosol (SOA) can vary by orders of magnitude dependent on the vapor pressure estimation method used. Indeed, they have also examined the sensitivity of the ambient SOA mass to the degree of nonideality in the solution behavior of organic components when in an aqueous solution droplet. Drying SOA prior to performing a growth measurement using an HTDMA can lead to significant changes in the gas−particle partitioning of SVOCs and, thus, RH dependent growth curves that can be substantially in error. Indeed, many of the thermodynamic treatments are derived from measurements that attempt to isolate the partitioning of water from S-VOCs leading to models that may depend on data that are not self-consistent. In this brief overview of the challenges faced in characterizing the equilibrium state of aerosol, we have omitted to even mention the possible kinetic limitations that may be imposed on measurements by the formation of amorphous, viscous, or even glassy aerosol, 29−32 and the uncertainty in the value of the mass accommodation/evaporation coefficient. 33, 34 Recently, we have described a new approach for exploring the equilibrium properties of mixed component aqueous aerosol particles using optical tweezers. 18 Rather than attempting to isolate the gas−particle partitioning of water and the S-VOCs in independent measurements, the technique is instead derived from exploiting the intimate coupling between the two. Simultaneous and accurate measurements of the refractive index and size of aqueous aerosol can allow parallel estimations of the change in composition as well as size, providing concurrent information on the gas−particle partitioning of both the S-VOC and water. Conventional measurements instead rely simply on measurements of changes in particle size to measure either the evaporation of an S-VOC or the evaporation/condensation of water. 13 Indeed, rather that attempting to maintain steady environmental conditions (e.g., RH) during measurements of the vapor pressure of an S-VOC, fluctuations in RH are central to the technique, allowing parallel and self-consistent measurements of the equilibrium vapor pressures of S-VOCs and the hygroscopicity of the aerosol. Having previously outlined the framework for performing these measurements, we report new measurements of the hygroscopic growth and vapor pressures of a number of organic components in this publication and compare them with predictions from thermodynamic models. Section 2 provides an overview of the equilibrium state models used to compare with the experimental data. In section 3, we consider some of the inherent uncertainties arising in measurements of the equilibrium behavior of aerosol and consider the sensitivities to key experimental variables, and we briefly summarize the framework used to interpret single particle measurements in section 4. Finally, in section 5 we report equilibrium state measurements for a variety of binary aqueous/organic aerosol droplets.
THERMODYNAMIC MODELS
Water and solute activities in liquid mixtures containing water and organic compounds such as the dicarboxylic acids of interest here can be calculated using the universal quasichemical functional-group activity coefficient (UNIFAC) group-contribution method. 35 UNIFAC treats solutions as a mixture of interacting molecular structural groups. The parameters that describe these interactions are determined by fitting to a wide range of vapor−liquid equilibrium and activity data (e.g., Wittig et al., 2003, 36 and references therein). Peng et al. 37 have optimized six of the a i,j UNIFAC energy parameters, using their own measurements of water activities of solutions of seven dicarboxylic acids at room temperature to improve the representation of solvent and solute activities for this class of compounds (see their Figures 1 to 7 ). In the UNIFAC approach all compounds are assumed to be nondissociating (i.e., there is no treatment of ions). The UNIFAC-Peng equations (i.e., the UNIFAC model with Peng parameters) are used frequently within atmospheric chemical models to estimate the contributions of dicarboxylic acids and other organic compounds to the thermodynamic properties of inorganic−organic acid−water mixtures, for example in the extended AIM aerosol thermodynamic model (E-AIM) 38 ,39 and the aerosol inorganic−organic mixtures functional groups activity coefficients model (AIOMFAC). 17, 40 Thus, it should be noted that references to UNIFAC-Peng calculations below can also be viewed as the results from the AIOMFAC model. Alternatively, the relationship between water and solute activities and composition can be represented by empirical expressions fitted directly to measurements for the compounds of interest. For example Clegg and Seinfeld 41 have fitted the Redlich−Kister equation 42 to measured water activities of aqueous dicarboxylic acids, including data for solutions supersaturated with respect to the solids. While this approach is highly accurate for the range of concentrations for which there are data (and to which the equation is fitted), extrapolations to higher concentrations and to the pure liquid melt may not be accurate. This extrapolation is important because the activity coefficient of the solute acids relative to a reference state of the pure liquid solute is needed in order to
The Journal of Physical Chemistry A obtain estimates of the hypothetical vapor pressure of the pure liquid. As an alternative, Dutcher et al. have therefore used a model based upon a multilayer adsorption isotherm, 43 ,44 which appears to extrapolate particularly well to zero solvent activity (the hypothetical pure liquid solute). The model expresses solute−water interactions in terms of multiple energies of sorption, C i , where i is the layer number of the adsorbed solvent surrounding the solute molecule. In this work we have fitted the energy of adsorption parameters so that they yield very similar results to the RK predictions over the range of concentrations for which there are experimental data, but extrapolate differently to the pure liquid solute. The results of this model are referred to as "isotherm-RK".
In this work we compare measurements describing the volatility of S-VOCs, and the hygroscopicity of SVOC aerosol droplets, to predictions using both the UNIFAC-Peng and the isotherm-RK models. Figures S1 and S2 in the Supporting Information illustrate the degree of variability between model approaches. In Figure S1 in the Supporting Information, the predicted osmotic coefficient using the UNIFAC-Peng and the isotherm-RK models are compared to experimental data. In Figure S2 in the Supporting Information, we compare concentrations (as mole fraction of solute, x), and activity coefficients of aqueous solutions calculated using the isotherm-RK and UNIFAC-Peng models for malonic acid, and isotherm-PL and E-AIM 37,38 models for sodium chloride. For the isotherm-RK model, the empirical fit parameters for eq 19 in Dutcher et al. 44 are reported in Table 1 for each binary solution explored in subsequent sections. The large number of fit parameters used here for the isotherm-RK model is an intentional contrast to the fully predictive UNIFAC-Peng treatment. Note, however, that alternative isotherm treatments with only one or two empirical fit parameters, using power law relationships ("isotherm-PL") to describe successive values of the energy of sorption parameters, are also successful in predicting properties within the uncertainty of the available data. 44 Isotherm-PL models are used here only for the isotherm treatment of NaCl and glycerol, which improves the representation of the water activity data for aqueous NaCl over E-AIM, particularly for supersaturated solutions.
UNCERTAINTIES IN SINGLE PARTICLE VAPOR
PRESSURE MEASUREMENTS We now assess the uncertainties inherent to measurements of equilibrium state properties, particularly the pure component vapor pressure estimated from evaporation measurements when the evolving size of a particle is the single observable. In particular, we examine the sensitivity of the retrieval of the vapor pressure of an S-VOC to the associated hygroscopic response of the particle. This assessment will be used to provide justification for the new approach used and the recommendation that accurate measurements of both size and composition should be made if many of the challenges in characterizing the equilibrium state of aerosol containing S-VOC are to be addressed. As an S-VOC that has been studied frequently, we use glutaric acid as a benchmark system.
3.1. Oscillations, Drifts, and Fluctuations in Relative Humidity. Monitoring the time evolving size of a single droplet held in an EDB or optical trap is a standard approach from which the vapor pressures of S-VOCs can be inferred or from which the hygroscopic response can be probed. Indeed, vapor pressures are often inferred from measurements with solution droplets in single particle measurements. However, changes in the partitioning of water and the organic component between the condensed and gas phases occur concurrently in any measurement of volatility or hygroscopicity, and isolating one from the other is not always possible.
A simulation of the concerted influence of hygroscopicity and irreversible evaporation of an S-VOC component in driving droplet size change is illustrated in Figure 1 . The RH dependence of the equilibrium mass of water partitioned to the particle is calculated from the isotherm-RK model and assumed to be equivalent to the hygroscopicity of glutaric acid throughout. The mass flux of the S-VOC from the solution droplet depends on the RH and size of the droplet and is calculated from an adapted form of the Maxwell equation, accounting for slow diffusional transport of mass away from the particle in the gas phase, as described in our recent publication. 18 Gas diffusion constants for the S-VOC are estimated by the Chapman−Enskog method. Five values for the pure component vapor pressure of the S-VOC have been considered spanning the range 10 −2 to 10 −6 Pa; the true value for glutaric acid is ∼4.9 × 10 −4 Pa, but we consider a range of values here to examine the accuracy with which a hypothetical vapor pressure could be measured. Two types of environmental variation occurring on different time scales are included in the simulation: a sinusoidal oscillation in RH with a period (1800 s) and magnitude (±0.5%) typical of those in an airconditioned laboratory, and short-time Gaussian-limited noise (an instantaneous fluctuation) over a 10 s period with a much finer amplitude (taken as a standard deviation of ±0.5%). These two components have been reported by us as typical in previous measurements. These variations occur about a single mean RH of 75%.
It is clear from the time dependence in radius shown in Figure 1 that size changes driven by hygroscopic response dominate over evaporation of the organic component for all S-VOC volatilities except the very highest when measurements are made over a time scale of a few thousand seconds or less. Even for a droplet containing an S-VOC of vapor pressure of order 10 −3 Pa, typical of the dicarboxylic acids, simply inferring the vapor pressure from the time-dependent size can lead to significant errors of orders of magnitude, depending on the phase in the RH oscillation during which the vapor pressure is retrieved (see inset for the time dependence of radius). Ambiguity is apparent in interpreting the size change: separating out the S-VOC evaporation from the hygroscopic response is challenging. The accuracy required in the retrieval of droplet size must be at the nanometer level, particularly for droplets containing S-VOCs with vapor pressures of 10 −4 Pa and lower. Although we use RH cycling here for illustrative purposes, long time drifts over hours typical in laboratory Figure 1 the corresponding fluctuations in solution composition (grams of solute per liter of solution, a molarity scale) and droplet refractive index; we will return to the treatments used for these in a later section.
In Figure 1 we have considered one specific set of experimental parameters, a droplet initially of 5 μm radius at a RH of 75% and with a range of S-VOC volatility. The accuracy with which the pure component vapor pressure can be retrieved from such measurements is dependent on each of these quantities. For example, measurements of the vapor pressure of more volatile components are less susceptible to periodic oscillation and long-time drift. We consider the accuracy in the determination of pure component vapor pressure to the droplet size being studied, the RH of the measurement, and the vapor pressure being determined in Figure 2 . Numerical values for the errors are given in Table S1 in the Supporting Information. The oscillation in RH is not included in these simulations. Instead, we merely include the Gaussian noise in RH fluctuating on a 10 s time scale with varying amplitude (defined as the standard deviation of the distribution) as indicated. The uncertainty in the fitted slope of the simulated time dependence of size, including the "noise" from the RH fluctuations, is then used to infer the upper and lower limits on the vapor pressure, and these are compared to the value of the vapor pressure used to simulate the timedependent trends, leading to an estimate of the percentage error in vapor pressure. , and 10 −3 Pa are blue, green, and red, respectively), and the symbol sizes correspond to different time periods for the measurement (small to larger, 10 3 , 10 4 , and 10 5 s, respectively).
The accuracy of the retrieved vapor pressure for a component of vapor pressure 10 −4 Pa from simulations of droplets of different size and at different RH is considered in Figure 2a . Substantially higher errors are incurred in estimated S-VOC vapor pressure when measurements are made at high RH due to the much larger size changes driven by hygroscopic response. Larger fluctuations in RH lead to larger errors in vapor pressure determinations, and measurements must be performed over a longer period of time to resolve a change in size due to volatilization of the S-VOC. Further, provided we assume that the droplet size can be determined with unlimited accuracy, more accurate retrievals of vapor pressure result when measurements are made on smaller droplets. An instant recommendation from Figure 2a is that measurements should be made on droplets smaller than 5 μm in radius if the error in the vapor pressure determination is to be below ±10% over the full RH range over a 10000 s measurement period. We have also considered the uncertainties in retrieved vapor pressures arising from systematic errors and fluctuations in temperature. Given the accuracy of temperature measurements, these uncertainties are extremely small when compared to those that arise from RH drifts and fluctuations. However, for completeness we include the results of the uncertainty analysis in Figure S4 in the Supporting Information.
The estimated errors in vapor pressure can be compared with the uncertainties in our previous EDB and optical tweezers measurements of the vapor pressures of malonic and glutaric acid. 45 At typical RHs and droplet radii (3−4 μm) of optical tweezers measurements, even at as high an RH as 90%, the uncertainty in the slope of the time dependence of the mass of S-VOC in the droplet is ≪±0.5% when the RH variation is within ±0.2%. For a single droplet measurement, this corresponds to an error in retrieved vapor pressure of ≪1%, consistent with Figure 2a . It should be noted that this does not consider reproducibility between measurements on different droplets, but only represents the error for a single measurement on a single particle.
At an intermediate RH of 75%, the influence of RH fluctuations on the error in the vapor pressure measurement increases as the pure component vapor pressure decreases from 10 −3 to 10 −4 and 10 −6 Pa, Figure 2b . Again, the measurement period is defined as 10000 s. Errors can exceed 100% when measuring vapor pressures of 10 −6 Pa on coarse mode particles, particularly when larger than 9 μm radius, typical of EDB measurements. This severely limits the accuracy of single particle techniques for measuring the vapor pressures of low volatility organic compounds, the very compounds that are most likely to partition to the condensed phase entirely in the atmosphere and for which values are required. At 75% RH, measuring vapor pressures in excess of 10 −3 Pa should have an accuracy of ≪±1% under all possible measurement conditions. Clearly, to measure vapor pressures of 10 −5 Pa or lower, the time of the measurement must be increased for accurate measurements to be made; the dependence of the error in vapor pressure retrieval on the duration of the measurement is considered in Figure 2c . To reduce the uncertainty to <±10% for a component vapor pressure of 10 −6 Pa using a 5 μm radius droplet at 75% RH requires that the measurement be made over a time ≫10000 s. However, it must be remembered that measurements over such long time frames become susceptible to long-term drift in the environmental conditions, such as temperature, introducing new errors into the measurement.
Systematic Inaccuracies in RH Determination.
Not only can the RH oscillate about a mean value or fluctuate on a short time scale, but the actual measurement of RH may be systematically in error due to inaccuracies in probe response or calibration. We have shown previously that the retrieval of the refractive index of an optically tweezed aerosol droplet can allow extremely accurate measurements of the RH that the droplet is equilibrated with, typically <±0.1%. 46, 47 Based on the relationship of refractive index to mass fraction of solute and, thus, water activity (see later for a detailed discussion), correlation plots of the form shown in Figure 3a can be derived. The accuracy of using the droplet RI to determine water activity is partly dependent on the accuracy of the thermodynamic treatment used to relate mass fraction of solute to water activity. However, even though the droplet RI is typically determined with an accuracy as good as ±0.05%, the RI accuracy remains the limiting factor governing the uncertainty in the retrieved RH as the thermodynamic treatments are considerably more accurate. 47 Measurements of RH have been performed both with trapped aqueous sodium chloride and aqueous glutaric acid droplets and a typical capacitance RH probe, calibrated independently prior to the measurement. The data shown in Figure 3a is intended only to be representative, but indicates that typical systematic errors of ±2% or larger can result when a typical capacitance probe is used and the error is RH dependent, consistent with the stated accuracy of such hygrometers.
We consider the error in the inferred pure component vapor pressure resulting from systematic errors in RH in Figure 3b for an aqueous glutaric acid droplet. A systematic error in the water activity translates into a systematic error in the mass fraction of solute in the droplet and in the activity coefficients then used to infer the pure component vapor pressure. As suggested above, typical errors in RH may be ±2% although these only lead to errors in the estimated vapor pressures in the range ±10%, smaller than the errors arising from fluctuations and drifts in the RH discussed above.
3.3. Uncertainties in Determination of Droplet Size. As suggested by the discussion of Figure 1 , measurements of the vapor pressures of low volatility S-VOCs require extremely accurate measurements of size. In Figure 4 (Table S2 in the Supporting Information), we consider how the uncertainty in the size measurement limits the accuracy with which pure component vapor pressures can be determined when the evolving size is measured over a time window of 10000 s. For a 5 μm radius droplet, uncertainties in radius measurement of ±0.05, 0.5, 2, and 5% correspond to uncertainties of 2.5, 25, 100, and 250 nm, respectively. While the lowest value corresponds to the uncertainty in droplet size from an aerosol optical tweezers measurement using cavity enhanced Raman spectrum, 48 the upper limit is more comparable to the level of error in an elastic light scattering phase function measurement of size used in an EDB or Bessel beam trap. 49−51 A random Gaussian distribution in the size determination is imposed on the size in a similar manner as the fluctuation in RH in Figure 1 .
When measuring the vapor pressure of an S-VOC of volatility 10 −4 Pa, larger uncertainties in size retrieval will obviously lead to larger errors in the estimation of the vapor pressure, as shown in Figure 4a . Figure 4b , the error in the vapor pressure arising from the uncertainty in size exceeds ±10% only for measurements of vapor pressures of 10 −6 Pa and less when the error in the size measurement is >±0.5%.
Clearly, measurements must be made over longer time intervals if the error in radius is large, as shown in Figure 4c . For an uncertainty in radius of ±5%, measurements made over 10 4 s lead to an uncertainty of >±100% for all vapor pressures considered, and consequently measurements should instead be made over a time period ≫10 4 s. However, it should also then be remembered that slow drifts in the environmental conditions can impose significantly restrictions on making such long time frame measurements.
3.4. Nonzero Background of Evaporating S-VOC. Evaporation flux measurements either from single particles or from ensembles can be severely compromised by a background level of the evaporating S-VOC that is not zero. This can be a significant issue if measurements are made of a volatile component from an ensemble of particles or if the gas flow rate through the cell containing a single trapped particle is not sufficient to remove the evaporating component. The presence of a background level of the evaporating S-VOC leads to a diffusional concentration gradient from the surface of the aerosol droplet into the gas phase that is artificially lower than it would otherwise be. The elevation of the background level of the S-VOC leads to a suppression in the mass flux of S-VOC from an aerosol droplet and the estimation of a vapor pressure that is systematically low. Again for the case of glutaric acid, the underestimate of the vapor pressure that would be retrieved if the background concentration of glutaric acid were elevated up to 15% of its pure component value is shown in Figure S3 in the Supporting Information for measurements over a range of RHs. Greater error is incurred when measurements are performed at higher RH due to the lower mass fraction of solute in the droplet and the lower vapor pressure above the solution. Notably, this error can also be significant and can lead to errors of an order of magnitude or more in the estimated value of the pure component vapor pressure if the elevation in the background level of the S-VOC exceeds 10% of the pure component value.
CORRELATIONAL FRAMEWORK FOR AEROSOL
OPTICAL TWEEZERS MEASUREMENTS The challenges of achieving the required stability in environmental conditions and accuracy in determination of droplet size have been described in section 3. Instabilities in RH and inaccuracies in the determination of droplet radius can lead to substantial errors in the estimation of S-VOC vapor pressures, Figure 4 . Sensitivity of estimation of pure component vapor pressure to the uncertainty in the measurement of particle size. The uncertainty in size is assumed to be a random uncertainty (white noise) with a standard deviation as indicated by the x-axis as a percentage. (a) The pure component vapor pressure is 10 −4 Pa, and the evolving size is simulated for 10000 s. The different symbol sizes correspond to droplets of different radii (large to small, 9, 5, and 3 μm, respectively) and the different colors to RHs (90, 75, and 45% RH are blue, green, and red, respectively). (b) The RH is 75%, and the evolving size is measured for 10000 s. The different symbol sizes correspond to droplets of different radii (large to small, 9, 5, and 3 μm, respectively) and the different colors to different pure component vapor pressures (10 −6 , 10 −4 , and 10 −3 Pa are blue, green, and red, respectively). (c) The RH is 75%, and the droplet radius is 5 μm. The different colors correspond to different pure component vapor pressures (10 −6 , 10 −4 , and 10 −3 Pa are blue, green, and red, respectively), and the symbol sizes correspond to different time periods over which the evaporation is measured (small to large, 10 3 , 10 4 , and 10 5 s, respectively).
particular if the vapor pressure is 10 −4 Pa or lower. Long experiments are required on individual droplets, introducing additional complications such as contamination by species (e.g., ammonia) within any gas flow. Measurements at high RH are particularly challenging even though it is frequently desirable to map out the solution vapor pressures over a wide range in RH in order to validate models of the activity coefficients of the organic components within the aerosol as well as the activity coefficient of water. Direct measurements of the evolving composition of the aerosol as well as the size are highly desirable if accurate measurements of droplet hygroscopicity and S-VOC vapor pressures are to be achieved.
We have recently shown that simultaneous measurements of the evolving size and RI of aqueous optically tweezed aerosol can be achieved with high accuracy, <±0.05% in both cases. 46, 48 From the RI, the composition of the aerosol can be inferred. Given that the variations in size and composition can be attributed to changes in the partitioning of water and any semivolatile components between the particle and the gas phase, changes in water partitioning due to hygroscopic response (leading to changes in refractive index) can be conveniently separated from changes in water and S-VOC partitioning due to the evaporation/condensation of the S-VOC component (with no associated change in RH and RI). Thus, the hygroscopicity and vapor pressures of S-VOCs can be inferred from a time series of both size and refractive index. Indeed, rather than attempting to achieve the high stability in environmental conditions that is required if just the size is measured, this new approach relies on short time fluctuations in RH and long-term trends in size and composition to resolve the changes occurring due to water and S-VOC partitioning.
We have described the framework for analyzing the correlated changes in droplet size and refractive index in detail in ref 18 and refer the reader to this publication. In brief, from a time series of radius, r, and composition measurements, such as that shown in Figure 1 , we have demonstrated that a correlational analysis can be used to estimate the water activity dependence of the solute concentration and the vapor pressure of the S-VOC. More specifically, the Maxwell equation, ) in the multicomponent droplet, equivalent to the density of the organic liquid in a single component droplet. The mass flux of the organic component depends on the difference between the vapor pressure of the organic component at the droplet surface (p org,r ) and the partial pressure at infinite distance (p org,∞ ); this is written as Δp org . In most experimental determinations of vapor pressures, the background partial pressure at infinite distance can be assumed to be 0. M org and D org,gas are the molar mass and diffusion coefficient 54−58 of the organic component in the gas phase, respectively. In multicomponent droplets, such as the aqueous binary solutions investigated in this study, the equilibrium vapor pressure of the organic component at the droplet surface is related to the vapor pressure of the pure liquid organic by
where x org and γ org are the mole fraction of the organic species in solution and the mole fraction activity coefficient relative to the pure liquid reference state, respectively. Then, in this form, a graph of r 2 dC org /dt against r dr/dt is linear with gradient and intercept, which allows the determination of the hygroscopic response (solute concentration at a particular RH) and vapor pressure of the organic component. Specifically, 
It should be noted that including the radius scaling in the ordinate and abscissa allows data to be directly compared for droplets of differing size.
Correlational plots of the transient gradients in radius and solute concentration for all simulations shown in Figure 1 are presented in Figure 5 , with transient gradients taken at each time over the neighboring ±10 s of data (in this case simulated data). While panel a shows the correlation over all of the entire data sets, panels b−d show progressively expanded views around the intercepts. As suggested above, the y-intercept allows the vapor pressure to be determined with extremely high accuracy, even down to 10 −6 Pa for the simulations presented in Figure 1 . It should be noted that if size alone were to be recorded in these measurements, the size changes due to evaporation of the S-VOCs over 10000 s would be 1229. Pa, and 10 −6 Pa, respectively. All of the simulated timedependencies show the same gradient in Figure 5 as the hygroscopic response was assumed to be that of glutaric acid throughout. If measurements were performed around a sequence of widely varying set RH values, a different gradient would be apparent in the correlation plot for each RH from which the variation in solute concentration with RH can be retrieved. We now apply this framework in the determination of component vapor pressures
AEROSOL OPTICAL TWEEZERS MEASUREMENTS
OF VAPOR PRESSURES AND HYGROSCOPICITIES 5.1. Experimental Description. The aerosol optical tweezers system, including the application of Raman spectroscopy to determine particle size and refractive index, has been described in detail previously 47, 59, 60 and will be only briefly summarized here. The optical trap is formed by focusing light from a solid-state Nd:YVO 4 laser, frequency doubled to give a wavelength of 532 nm, through a 100× oil immersion objective (numerical aperture of 1.25). The tightly focused beam exerts a gradient force on any aerosol droplet drifting into the focal volume; a cloud of aerosol is introduced to the trapping cell from a medical nebulizer (Omron MicroAIR Pocket Nebulizer). Typical droplets with diameters between 4 and 20 μm can be captured with laser powers of 5−15 mW. A blue LED provides illumination for recording an image by conventional bright-field microscopy. The laser and LED illumination wavelengths are removed from the backscattered Raman signal from the droplet by appropriate notch and long pass filters, before being focused through the entrance slit of a 0.5 focal length spectrograph. The Raman scatter is dispersed by a 1200 grooves/nm grating and the wavelength resolved spectrum recorded by a CCD array of 1024 × 256 pixels. The spectroscopic time resolution is 1 s. The broad underlying spontaneous Raman bands can be used to confirm the presence of organic components and estimate the solute concentration. In addition, stimulated Raman scattering occurs at wavelengths commensurate with whispering gallery modes (WGMs) Tang; 64 red, CRC handbook; 70 orange, Soonsin et al. 66 ). The green symbols in panel a are from Clegg et al. 62 The black lines represent the fits to the subsaturation density data and the estimated refractive index from the molar refraction mixing rule. The gray envelope indicates the uncertainty in refractive index and density assuming an uncertainty in the pure component density of ±2.5% in the unconstrained fit. In panel c, the cyan line is the density fit constrained to the crystalline value at an mfs of 1 and the green line is the fit constrained to the prediction using the method of Girolami with associated uncertainty of ±0.049 g cm Time dependence in droplet radius, RH (direct measurement from capacitance probe), solute concentration, and RI for a typical measurement with aerosol optical tweezers for an aqueous citric acid droplet (different colors represent different RH). The gray envelope on the estimated composition shows the sensitivity of the compositional retrieval to ±2.5% uncertainty in the pure solute density for citric acid. superimposed on the spontaneous bands. The unique fingerprint that results can be used to estimate both the size and composition of the droplet with high accuracy by comparing the observed WGM wavelengths with predicted wavelengths from Mie scattering calculations. 46 The droplet size and refractive index can be in principle determined with uncertainties of ±2.2 nm and ±0.00065, respectively, based on numerical simulations. 48 Uncorrelated fluctuations from successive frames provide a measure of the errors associated with the fitting rather than the real fluctuations that occur as a result from fluctuations in RH over a longer time scale. Uncertainties of ±5.0 nm and ±0.00061 in refractive index are typical over a period of 10 s for the measurements presented here. Then, gradients associated with the fluctuations in size and composition are calculated between successive 10 s steps from the averaged size and composition over ten 1 s data points.
The RH experienced by the trapped aerosol droplet is varied by adjusting the ratio of dry nitrogen gas flow and a nitrogen gas flow humidified by passing through a bubbler containing deionized water. The mass flow rate of each flow is controlled by a needle valve and displayed by flow meters (MKS, U.K.). The RH of the gas flow is monitored by capacitance probes (Honeywell HIH 4602), one before and a second after the sample cell. The total mixed gas flow rate introduced into the cell was kept constant at 100 cm 3 min −1 ; only the proportions of humidified and dry flows were varied. To infer the hygroscopicity and component vapor pressure from the correlation approach, the RH is varied over as wide a range as practicable, usually up to 90% and below 40% or as low as possible without the droplet undergoing crystallization. The Figure 8 . (a) Examples of correlation plots from hygroscopicity data recorded for an aqueous citric acid droplet for the data shown in Figure 9 with the same color gradation. (b) The hygroscopic growth curve (RH−concentration) derived from the correlational analysis for the data set in panel a (blue points). Measurements are compared with predictions from the isotherm-RK model (orange line) and UNIFACPeng model (red line). The gray envelope on the estimated composition in Figure 7 is indicated by the y-error bar in the measured values. Figure 9 . Time dependence in droplet radius, RH (direct measurement from capacitance probe), solute concentration, and RI for a typical measurement with aerosol optical tweezers for an aqueous malonic acid droplet (different colors represent different RH). The gray envelope on the estimated composition shows the sensitivity of the compositional retrieval to ±2.5% uncertainty in the pure solute density for malonic acid. RH may be decreased/increased in steps or change more gradually with typical time scales to effect an RH change of 100 s. The chemicals were purchased from Sigma-Aldrich with high purity (≥99%) and were used without further purification.
The Estimation of Droplet Solution
Composition from Measurements of Refractive Index. Although the refractive index can be retrieved with high accuracy from optical tweezers measurements, we must consider the accuracy with which the composition (in units of solute molarity for use in the correlation analysis) can be inferred. Although a number of mixing rules for estimating the refractive indices of mixed component solutions have been used routinely, the method of molar refraction provides a self-consistent treatment for predicting both the solution density and refractive index from their relationship through the Lorentz−Lorenz equation. 61 This method will be used here. From predictions of the dependence of solution density and refractive index on mass fraction of solute, the dependence of the refractive index on solute molarity can be inferred. Then, the refractive index retrieved in the measurement at any point in time can be converted directly into a value of the solute molarity, as indicated in Figures 1 and  S2 in the Supporting Information.
On a mole fraction basis, the molar refraction of a solution, R e , can be calculated from the molar refractions of the individual components, R i , and the mole fractions, x i . 61 For a solution containing N components
The molar refraction of component i can be estimated from the refractive index, n i , molar mass, M i (g mol −1 ), and mass density, ρ i (g cm −3 ), of component i in its pure form. More specifically,
A similar expression relates the molar refraction of the solution to the effective molar mass, M e , of the solution and the density of the solution, where
From the equations presented so far, the molar refraction of the solution, and thus the refractive index, can be estimated accurately as a function of the mole fractions of solutes and the molar masses of the solutes, provided the densities and refractive indices of the pure solutes are known and assuming the density of the solution as a function of mole fraction can be measured. It should be noted that the conversion between mole fraction and mass fraction of solute (mfs) is trivial and we will use the two interchangeably. If volume additivity is assumed, the density of the solution can in fact be estimated from the densities of the pure components and the mole fractions alone. In this case, the only quantities needed to predict the solution densities and refractive indices of the full range of solution compositions are the pure component values. However, the volume additivity approach breaks down for real solutions where interactions between solutes can be significant. 62 To avoid the assumption of volume additivity to estimate solution density, a parametrization of solution density as a 
The fit must ideally be constrained to the pure component density of the solute in the liquid phase, a thermodynamically unstable phase for both sodium chloride and glutaric acid at room temperature. For inorganic salts, we use the approach adopted by Clegg et al. 62 to estimate the density of the melt at room temperature, defining accurately the value of the density at an mfs of 1. For organic solutes, three possible approaches can be used for treating the density of the pure solute. The fit can be constrained at an mfs of 1 to the crystalline value, to an estimate from the method of Girolami for a subcooled liquid, 63 or can be unconstrained and extrapolated from a fit to the measured densities of water and subsaturated aqueous solutions at low mfs.
The fitted parametrizations for the densities of aqueous solutions of sodium chloride and glutaric acid are shown in Figures 6a and 6c along with the refractive indices then estimated from the molar refraction mixing rules in Figures 6b  and 6d . In Figure 6a , the compositional dependence of the density of aqueous sodium chloride represented by eq 9 compares well with the previous measurements and literature parametrizations. In Figure 6c , the use of the crystalline value for the density of the pure solute provides an upper limit for the estimation of the solution density and the method of Girolami provides a lower limit. A fit of eq 9 to the subsaturated data alone provides an intermediate trend. Additionally, we will consider below the sensitivity of the analysis to this unconstrained fit including an uncertainty in the pure solute density that is ±2.5% from the unconstrained best fit value, the gray envelope in Figure 6c . Notably, the uncertainty associated with the Girolami predictions leads to values that compare adequately within the level of uncertainty associated with the unconstrained fit. Overall, the range of solution density treatments leads to a considerable uncertainty in the estimation of the solution composition from the refractive index when all three methods for the treatment of the pure solute density are compared. This is evident from the spread in retrieved compositions that could be expected by considering the possible range of compositions that would give a mixture of the same refractive index when the mass fraction of solute is >0.6 in Figure 6d . The refractive index of the pure solute is inferred from an extrapolation to solution phase data in the same way as the density of the pure solute.
From a measurement of the refractive index of a binary solution droplet, inferring the composition is straightforward once a particular value for the pure solute density, and thus the parametrization, is assumed. Again, it is important to note that the only parameters needed for the estimation of the refractive index of a solution of any composition are the refractive indices of the pure solutes and water, and a parametrization of the composition-dependent density. The sensitivity of the vapor pressure and hygrosopicity measurements that follow from the uncertainties in the density treatment will be considered in the following section. We will consider a fuller evaluation of the molar refraction mixing rule and sensitivities to pure component densities and refractive indices in a subsequent publication.
Measurements of Aerosol Hygroscopicity and Component Vapor Pressures.
Having established the correlational framework for interpreting measurements of evolving particle size and refractive index and the approach for estimating the solute molarity from the refractive index, we now turn to measurements of hygroscopicity and component vapor pressures. Specifically we consider a homologous series of dicarboyxlic acids (oxalic, malonic, succinic, and glutaric acids), citric acid, glycerol, maleic acid, and 1,2,6-hexanetriol, providing a varied sequence of benchmark compounds of wide ranging hygrosopicity and vapor pressure. We present the data for citric acid and malonic acid in Figures 7−10 , showing time series of RH, size, refractive index, and composition and correlational plots for both systems. In each case, the gray envelope on the estimated composition (Figures 7 and 9) shows the sensitivity of the compositional retrieval to the ±2.5% uncertainty in the pure solute density for the solute, using the unconstrained fit to the bulk phase data (the gray envelope in Figure 6 ). The correlational plots (Figures 8 and 10 ) are color coded for composition using the scale denoted in the appropriate timedependent data. The change in both gradient and intercept with RH for each system is clear. The response in solute molarity to RH retrieved from the gradients is shown and compared with predictions from UNIFAC-Peng and the isotherm-RK models. Notably, the limiting constraint in interpreting the measurements remains the uncertainty in the RH measurement, a common factor in all such measurements, and it is not possible to determine which model is more accurate. 13, 47 In Figures 8 and 10 we also indicate the uncertainty in the hygroscopic growth curves resulting from the systematic uncertainty in the trend in refractive index with solution composition arising from uncertainties in the pure solute density. We have chosen to show only the sensitivity arising from the unconstrained fit of the density with a ±2.5% systematic shift in the value of the pure solute density, indicated by the error bar in the solute concentration. More specifically, we show the sensitivity of the hygroscopicity curves inferred from measurements to the three different density treatments for pure malonic, glutaric, and citric acid in Figure 11 . If the fit to subsaturated data without unconstraint at the pure solute limit is used to parametrize the solution density, good agreement between measurements and predictions is found for all three systems. When the pure component density is constrained to the value predicted by the Girolami method or the crystalline value, system dependent agreement is observed with significant deviations from the thermodynamic model predictions. This suggests that the unconstrained fit to bulk phase data below the solubility limit provides a good description of the compositional dependence of the solution density. Given that the fit is to a function of the square root of the mass fraction of solute, this strongly weights the low concentration data in defining the shape of the solution density parametrization.
We summarize the pure component vapor pressures estimated for all of the systems studied in Figure 12 and Table 2 . The sensitivity of the determination to the thermodynamic treatment used to estimate the activity coefficients and mole fractions at each water activity (eq 3) is also shown with very little change in the estimated pure component vapor pressures between the two models. Notably, the estimated vapor pressures fall within the uncertainty ranges stated in previous determinations published in the literature for all systems apart from maleic acid and 1,2,6-hexanetriol for which the available data is limited. The value for the vapor pressure of citric acid falls between the very large and very small values reported recently by Booth et al. 14 and Huisman et al. 26 for citric acid in a subcooled pure liquid state. The former set of measurements are made using the Knudsen effusion mass spectrometer approach on bulk solid samples and are corrected for the expected dependence on phase with us showing estimated values for the subcooled liquid in Figure 12 .
Measurements by Huisman et al. 26 were made on single particles using an EDB. The reason for the discrepancies remains unclear. To seek reconciliation of measurements, a range of calibration measurements are required across all techniques to compare and validate the regimes under which vapor pressures can be accurately determined.
CONCLUSIONS
Using a new correlational approach for interpreting fluctuations in aerosol droplet size and composition, we report simultaneous measurements of the hygroscopicity and vapor pressure of a range of semivolatile organic compounds with vapor pressures in the range 10 −2 to 10 −5 Pa. Unlike conventional measurement strategies that attempt to separate the hygroscopic response from the gas−particle partitioning of the organic component by separating them according to time scale, we have shown that the natural fluctuations and longtime drift in size and refractive index can be used to provide accurate measurements that compare well with past measurements and models. Having presented the framework for these measurements in a previous paper, 18 we provide here a benchmark study over a range of systems encompassing a homologous series of dicarboyxlic acids, citric acid, maleic acid, glycerol, and 1,2,6-hexanetriol. We also consider in detail the estimation of The Journal of Physical Chemistry A Article droplet composition from the refractive index of the droplet and the potential uncertainties in composition, inferred from the cavity enhanced Raman scattering measurement. We have concluded that the molar refraction mixing rule provides an accurate method of retrieving the composition, provided the pure component density of the organic component is known in the pure liquid state or can be estimated from a fit to subsaturated data. In addition, we consider the inherent uncertainties in measurements of component vapor pressures from conventional approaches that report only the evolving size of aerosol droplets, which strongly indicate the advantages in simultaneous measurements of droplet composition (through refractive index) for an accurate determination of component vapor pressures.
So far, we have only considered the use of the correlational framework in the examination of the hygroscopic response and vapor pressures of binary component droplets containing water and a single solute. In subsequent work, we shall extend this approach to study the properties of more complex mixtures of inorganic and organic solutes. In addition, the accuracy of the approach remains limited by the accuracy with which the relative humidity in the gas phase can be determined. In principle, a more accurate method would be to use a comparative droplet approach in which we correlate fluctuations in size and composition between pairs of droplets, an extension of some of our previous work. Finally, the treatment of refractive index used here appears to provide an accurate characterization of droplet composition but a wider range of aerosol of differing composition must be studied to more fully assess the accuracy of the molar refraction mixing rule and the treatments of solution density that are commonly used.
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