Abstract -This paper analyzes the link between rising city crime rates and urban flight. Each additional reported crime is associated with a roughly one-person decline in city population. Almost all of the crime-related population decline is attributable to increased out-migration rather than a decrease in new arrivals. Households that leave the city because of crime are much more likely to remain within the Standard Metropolitan Statistical Area (SMSA) than those that leave the city for other reasons. Migration decisions of highly educated households and those with children are particularly responsive to changes in crime. Causality appears to run from rising crime rates to city depopulation.
I. Introduction
T HE DIFFICULTIES confronting large American cities in recent decades are well documented (e.g., Bradbury et al., 1982; Gottdeiner, 1986 , Wilson, 1987 Inman et al., 1994) . Crime is one of the greatest challenges facing large American cities. Violent crime rates in U.S. cities with populations over 500,000 in 1993, were four times higher than in cities with populations below 50,000, and seven times greater than in rural areas. 1 The level of crime in large cities is even more remarkable when one considers that both per capita expenditures on police and the level of victim precaution (e.g., locked doors, private security guards, alarm systems) are much greater in large cities. 2 Recent estimates suggest that the average crime victimization cost per resident in large cities is over $1,000 annually (Miller et al., 1993) .
This paper examines the link between crime and urban flight. Anecdotal evidence suggests that rising crime rates in cities like Detroit drove residents to the suburbs, but there has been little formal analysis of the issue. A number of studies have included the crime level as an explanatory variable in determining city population (e.g., Frey, 1979; Grubb, 1982; Katzman, 1980; Sampson & Wooldredge, 1986) , but the role of crime has generally not been the primary focus. 3 It is important to note that economic theory does not necessarily predict a strong link between rising crime and urban flight. If the costs of crime are fully capitalized into property values, then unexpected rises in crime impose costs on property holders, but need not lead to depopulation. Even with full capitalization, however, some population decline might be expected, since lower housing costs may lead residents to demand more housing per person (leading to a smaller equilibrium population level). Rises in crime could also lead to urban flight if there are fixed costs of upkeep on housing. Then, crime-related declines in values may lead some housing units to fall below a critical level, leading to abandonment. Rising crime will also lead to city depopulation if disamenities are not fully capitalized.
The results we obtain are consistent with a strong relationship between changes in crime rates and urban flight. Regardless of the time-scale of the observations (i.e., annual data, 5 yr. differences, or 10 yr. differences), the level of aggregation (city-level versus household-level data), or the control variables included in the analysis, our basic finding is remarkably robust. Each additional reported index crime in a central city is associated with a net decline of approximately one resident. A 10% increase in crime corresponds to a 1% decline in city population. Using household-level data, we are able to determine the relative responsiveness of different population subgroups. Our results suggest that almost all of the impact of crime on city population results from increased out-migration; the link between changes in crime and in-migration appears weak.
Highly educated households and households with children are most responsive to crime.
The results described in the preceding paragraph are based on correlational analysis. We attempt to distinguish between correlation and causality using lagged changes in the punitiveness of the state criminal justice system as instrumental variables for changes in a city's crime rate. These state criminal justice variables are demonstrated to affect city-level crime in the predicted manner and are plausibly excluded from the city population equation. Using either 2SLS or LIML, the instrumental variables estimates are at least as large as the OLS coefficients, suggesting that the correlational results may understate the true causal impact of crime rates on city population.
The remainder of the paper is structured as follows. Section II describes the methodology and data used in the analysis. Section III demonstrates the strong empirical relationship between changes in crime rates and changes in city population, as well as exploring the sensitivity of the results to changes in specification. Section IV uses householdlevel data from the 1980 census to isolate the responsiveness of different population subgroups to crime. Section V concludes.
II. Methodology and Data
Our empirical strategy involves regressing various measures of urban flight on changes in crime rates and an extensive collection of covariates and indicator variables (e.g., year dummies and city-fixed effects). We focus primarily on the link between changes in population and changes in crime rates. There are both theoretical and methodological justifications for examining changes in crime rates. From a theoretical perspective, it seems more logical to look at changes. If a city has a historically high crime rate, then that information will already have been incorporated into the past location decisions of residents. Only as crime rises (or as expectations of future crime rise) will there be an increased incentive for residents to flee the city. On a practical level, focusing on changes mitigates the problems associated with noncomparabilities in crimereporting rates, crime definitions, and police department practices across cities (O'Brien, 1985) .
The analysis is based on three different data sets. Table 1 presents the summary statistics for the variables used in each of the data sets. The appendix describes in detail the sources and construction of the variables.
The first data set consists of city-level data covering the last three decennial census years for 127 U.S. cities with populations greater than 100,000 in 1970. The benefit of limiting the sample to census years is the wealth of city-level variables that are available only in census years: median family income, racial breakdowns, education levels, employment by sector, percentage in owner-occupied housing, etc. These data allow us to examine the long run (10 yr.) relationship between city population and crime rates. The availability of such an extensive list of covariates lessens the Notes: a This entry corresponds to net migration, rather than overall population changes, which also includes births and deaths. Column 1 presents city-level data from the 1970, 1980, and 1990 censuses for 127 U.S. central cities with populations greater than 100,000 in 1970. Column 2 presents annual observations from 1976 to 1993 for the same set of cities. Column 3 presents city-level data for the 81 cities in the preceding sample for which 1980 PUMS data are available. See the appendix for more-detailed variable definitions. For the variables in levels that are used as controls in the regressions, the reported values are for the base year (i.e., 1980 if we are considering changes between 1980 and 1990 in the decadal data). Standard deviations are in parentheses. Within-city standard deviations are in square brackets. Since the 1980 PUMS data are a single cross section, there is no within-city variation.
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concerns about the importance of omitted variables. The mean population for cities in the sample is roughly 400,000. These cities are growing slowly (approximately 3.5% per decade). Roughly nine index crimes are reported annually per 100 city residents, a number which increases slightly over time.
The second data set is a yearly city-level panel for the same set of cities described above, covering the years 1976 to 1993. Using this annual frequency data, it is possible to estimate the short-run (within a year) relationship between city population and crime rates. These yearly data will also prove useful in testing the sensitivity of our results to alternative specifications and instrumental variables approaches. The primary shortcoming of the data is the limited collection of city-level variables that is available on an annual basis. Both city population data and crimes reported to the police are available yearly. It should be noted, however, that in noncensus years the population data are not exhaustive counts, but rather estimates that are derived from Current Population Reports and birth and death records. The other variables that we use are either for more-aggregated geographic areas or interpolated between census years. Lacking other covariates, we utilize year and region dummies-and, in some cases, city-fixed effects and/or regionyear interactions-in an attempt to control for omitted factors.
The final data set is drawn from household-level data in the Public Use Microdata Sample (PUMS) 5% sample of the 1980 census. Half of those households included in the PUMS data were asked the place of residence of the household head in 1975 and 1980, which allows us to construct measures of net migration. Due to census datacollection methods, we are able to identify the city of residence for only 81 of 127 cities included in the city-level data sets described above. In the other cities, census areas do not correspond to city boundaries. These 81 cities are on average larger than the overall sample, but appear otherwise representative. 4 We divide households within these cities into three migration categories: stayers, comers, and goers. Households that do not move, or move but remain within city limits, are categorized as stayers. Those who arrive in a city or leave the city are classified as comers or goers, respectively.
Despite the drawback that these data represent only a single cross section, they allow us to conduct an expanded analysis of the migration response. Initially, we aggregate this net migration variable to the city level in order to confirm the results of the other two data sets and to explore the responsiveness of population subgroups. We then conduct household-level analysis for the nearly 400,000 households in these 81 cities, including detailed information on the household itself.
For all three data sets employed, the measure of crime used is the per capita number of index crimes that are reported to the police and collected in the Federal Bureau of Investigation's Uniform Crime Reports. 5 In a previous version of this paper, we attempted to disaggregate crimes into violent and property, obtaining similar coefficients on both types. In the current version, we present only estimates aggregated over all crime categories in the tables.
The proxy used for urban flight depends on the data set. When using city-level aggregates (the first two data sets described), we are limited to net population changes, which include not only migration in and out of cities, but also births, deaths, and immigration. Empirically, however, the primary factor that drives city population changes is migration. Roughly 6% of the U.S. population moves across county lines each year (Schwartz, 1987) , compared to the annual rates of birth (1.5), death (0.9), and immigration (0.2) per hundred annually. When we use household-level data, we are able to focus directly on net migration and obtain similar results.
III. Correlation Between Changes in Crime and Changes in City Population
We begin our analysis by looking at simple correlations between changes in crime and city population using data from the 1970, 1980, and 1990 censuses (the first data set described above). Figure 1 plots 10 yr. changes in per capita crime rates against the log change in city population over the same period. Although visual inspection of the data does not reveal an obvious pattern, the slope of a simple regression (which is overlaid in the figure) is Ϫ1.20 (standard error equal to 0.48). The regression coefficient can be interpreted as the reduction in city residents per crime.
Much of the variation in city populations in figure 1 represent systematic differences in city growth rates over time (e.g., sun-belt cities growing much more quickly than rust-belt cities). Figure 2 is identical to figure 1, except that city-fixed effects have been removed. The slope of the regression line is virtually unchanged (Ϫ1.29 with a standard error of 0.23), but the points are now much more tightly clustered.
The multiple regression equivalent of figures 1 and 2 adds a range of covariates to capture socioeconomic, economic, and demographic characteristics of the city, Standard Metropolitan Statistics Area (SMSA) and state:
where the subscripts i, r, and t index cities, regions, and years. X represents a vector of covariates that differs according to specification and data set. One-year lags are used for all of the covariates to reduce potential endogeneity problems. 6 and ␥ represent year and region dummies, respectively. In some specifications, city-fixed effects and/or region-year interactions replace region dummies. Since the dependent variable is in changes, including city-fixed effects is equivalent to removing a city-specific trend. Because the population variable is in log changes (whereas the two crime variables are in changes in per capita rates), this specification allows the impact of changes in crime on mobility to be independent of the level of crime. Other specifications such as log changes in both crime and population, or changes in levels of both variables, yield similar results when evaluated at the sample mean. We present results from this particular specification solely to ease interpreting the coefficients. It is straightforward to demonstrate that the crime coefficient is roughly interpretable as the decline in the number of city residents associated with each additional crime. 7 Our estimation technique is weighted least squares with weights proportional to city population. 8 Table 2 presents the basic findings for each of our three data sets. The first two columns of the table report results from 10 yr. changes based on decennial censuses, columns 3 and 4 present results using annual changes, and column 5 shows results using the 1980 PUMS data, aggregated to the city level. The PUMS data captures mobility between 1975 and 1980. Columns 2 and 4 include city-fixed effects. City-fixed effects cannot be included in the 1980 PUMS sample because the only source of variation is crosssectional.
The coefficients on changes in the crime rate are in the top row. They range from Ϫ0.50 and Ϫ1.21. These estimates are of the same order as those reported in figures 1 and 2 (which did not include any control variables), but are generally somewhat smaller. The crime coefficients are generally statistically significant at the 0.05 level, except in column 5 where the number of observations is limited. Evaluated at the sample means, a change of one standard deviation in city crime rates (roughly a 10% change in crime) translates into a decline in city population of slightly less than 1%. Somewhat surprisingly, the coefficients based on 1 yr. changes (columns 3 and 4) and 10 yr. changes (columns 1 and 2) are not that different in magnitude, suggesting that much of the link between crime and population appears to occur without a substantial lag.
The other covariates enter in a plausible manner, although the standard errors are generally quite large except when using the annual data set. Changes in SMSA unemployment are associated with a decline in city population. The coefficients in columns 3 and 4 translate into a decrease of roughly 15 to 40 city residents for each 100 additional persons unemployed. That estimate is roughly similar in magnitude to the state-level estimates in Blanchard and Katz (1992) . There is mixed evidence on the impact of median family income in a city. The evidence is also unclear as to whether cities with a higher initial fraction of black residents grow more slowly. The age coefficients-which are relative to the omitted category ''over age 65''-flip sign with the inclusion of city-fixed effects. Using the decennial census data in columns 1 and 2, there is some evidence that the percent employed in manufacturing, a high proportion of 6 We have experimented with including the covariates in either levels or changes, or both levels and changes simultaneously. The crime coefficients are not sensitive to this choice. 7 In practice, this interpretation slightly exaggerates the magnitude of the impact. The larger the variation in crime rates relative to the variation in city populations, the closer the approximation. In our data, the standard deviation of percent changes in year-to-year crime rates is five to six times larger than the corresponding value for city populations. 8 The results are not sensitive to weighting. high-school graduates, warm temperatures, and low precipitation are all associated with city population growth. In order to test the sensitivity of the crime coefficients to different choices of specification, we present results from a range of alternative regressions. The penultimate row of table 2 presents the crime coefficients from regressions that are identical to those in the table, except that region-year interactions (based on the nine census regions) are also included. The decadal results in columns 1 and 2 are somewhat sensitive, with the crime coefficient shrinking in the specification that does not include fixed effects and increasing in the second column, which includes fixed effects. In specifications using the annual data, the crime coefficient increases slightly. The bottom row of table 1 presents estimates limiting the sample to the 81 cities in column 5 to test for evidence of sample selection in the PUMS data set. While the coefficients from the 10 yr. analysis are larger, there is no apparent difference when the restricted sample of cities is used with the annual data. Table 3 presents a range of other specification checks performed using the annual data set. The small number of observations and long elapsed periods between observations (10 yr. years in the decennial census data and 5 yr. in the PUMS data) make it difficult to test alternative specifications. 9 The first column of table 3 is simply a baseline regression correponding to column 3 of table 2. The next column adds three lags of the level of crime to test the hypothesis that levels of crime matter, rather than just the changes in crime. The inclusion of lagged levels of crime has almost no impact on the coefficient on changes in crime. Although the individual lags are statistically significant, the cumulative effect of the three lags (i.e., the sum of the three coefficients) is virtually zero. The absence of a cumulative effect of lags of crime is robust to the number of lags included.
Up to this point, we have focused exclusively on changes in city crime rates, and have ignored changes in suburban crime. As suburban crime rates fluctuate, the relative attractiveness of leaving the city will be affected. If changes in central city and suburban crime are positively correlated, then omitting suburban crime from the regression may understate the impact of crime on urban flight. Column 3 of table 3 adds crime rates in the rest of the Standard Metropolitan Statistical Area (SMSA) excluding the central city as a proxy for suburban crime. As predicted, the city-crime coefficient increases somewhat with the inclusion of suburban crime. The positive coefficient on suburban crime implies that higher crime rates outside the city tend to keep residents in the city. Although the absolute magnitude of the coefficients on city and suburban crime are the same, the differing construction of the two variables means that the interpretation of the coefficients is not the same. In particular, the suburban crime measure is per suburban resident, rather than per city resident. Thus, the interpretation of this coefficient depends on the relative sizes of the city and suburban populations. In our data, suburbs on average have three times as many residents as central cities. To determine 9 For instance, our instrumental variables lose almost all power when these longer lags are used. More generally, it should be noted that the estimates obtained using the annual data set are more robust than those based on the decennial censuses. Notes: Dependent variable is ⌬ln(city population). Columns 1 and 2 are 10 yr. differences using the years 1970, 1980, and 1990 for 127 cities with populations greater than 100,000 in 1970. Columns 3 and 4 are first differences using annual observations from 1976 to 1993 for the same sample of cities. Column 5 is 5 yr. differences (1975 to 1980) for the 81 cities (out of 127) for which 1980 PUMS data are available. Number of observations is equal to 241 in columns 1 and 2; 2,044 in columns 3 and 4; and 81 in column 5. Year dummies are included in all regressions. All variables are available annually, except for % black, which is linearly interpolated between decennial census years in columns 3 and 4, and median family income, which is interpolated between census years using fluctuations in state per capita income. Control variables are once-lagged to minimize endogeneity. See the appendix for further information about the level of geographic disaggregation of the covariates. The method of estimation is weighted least-squares with the weights proportional to city population. Standard errors are in parentheses. The bottom two rows of the table respectively present estimates of the crime coefficient including region-year interactions and limiting the sample to the 81 1980 PUMS cities. 163 CRIME, URBAN FLIGHT, AND THE CONSEQUENCES FOR CITIES the change in city residents per additional suburban crime at the mean of our sample, one must divide the suburban crime coefficient by three.
Column 4 adds once-lagged state population changes to the specification. To the extent that city population is influenced by broader patterns of migration, state population changes may be an important determination of city growth rates. Although this variable enters the regression very strongly, the crime coefficient is virtually unchanged. The last column of the table includes not only all of the covariates in the baseline specification, but also changes in all of those variables as further controls. Once again, the crime coefficient is not greatly affected.
The bottom two rows of table 3 present instrumental variables estimates using 2SLS and LIML on each of the specifications. 10 Unlike the correlational estimation techniques, the instrumental variables (IV) approaches can provide a possible causal interpretation. Valid instruments for the crime variable must affect city crime rates, but not otherwise belong in the equation determining city population changes. The particular instruments used are oncelagged changes in the commitment and release rates of state prison systems per reported crime in the state. 11 Commitments include both new prison terms resulting from criminal convictions and commitments resulting from probation and parole violations. 12 These variables capture both incapacitation effects and deterrence via the certainty and severity of punishment in the state. A high commitment rate implies a high likelihood of detection and conviction. A low release rate translates into a longer mean punishment per conviction. Because the instrumental variable approaches are not the main focus of this paper, we limit the discussion of the justifications of this choice of instruments, as well as their potential shortcomings. An exhaustive discussion of the issue is presented in an earlier version of this paper; interested readers should consult Cullen and Levitt (1996) .
The first-stage and reduced-form relationships are reported in table A-1 of the appendix. The instruments perform very well in the first stage, entering strongly and with the expected sign. Lagged increases in prison commitment rates in a state are associated with decreases in city crime; lagged increases in state prison releases lead to rising city crime. The reduced-form estimates mirror the patterns in the first stage, further increasing our confidence in the instruments. The 2SLS and LIML estimates are reported in the bottom of table 3. 13 Across all of the specifications, the instrumental 10 Recent research suggests that 2SLS frequently has poor small sample properties and converges slowly to asymptotic values (Bound et al., 1995; Staiger & Stock, 1997) . Thus, we present LIML estimates as well for comparison purposes.
11 Prison overcrowding litigation, used as an instrument in Levitt (1996) is not effective here because the overcrowding litigation is concentrated in small, mostly rural states, and thus has little explanatory power in the first stage on our current data set. 12 When entered separately, new commitments and parole-and probationrelated commitments had similar coefficients in the first-stage regression, and the 2SLS results were not substantially affected. 13 None of the standard errors we report on the instrumental variables estimates take into account the correlation in errors across different cities in the same state because of the difficulty in doing so with LIML. For two-stage least squares, allowing for such a correlation increases the standard errors by approximately 15%. variables estimates are larger than the corresponding OLS estimates. These results imply not only that the direction of causality runs from changes in crime rates to city depopulation, but that the OLS estimates may in fact understate the magnitude of the true causal relationship. One reason for this understatement is that big cities cause higher crime rates, perhaps due to greater anonymity, more criminal opportunities, or by attracting likely criminals (Glaeser & Sacerdote, 1996) .
IV. Using 1980 PUMS Data to Isolate the Relationship Between Crime and Migration Among Population Subgroups
In this section, we attempt to identify differential relationships between crime and migration among subgroups of the population. We consider three dimensions along which to characterize city residents: education, race, and the presence of children. With respect to education, households are divided into three categories depending on whether the household head did not complete high school, completed high school but did not attend college, or attended college. With respect to race, we report results separately for whites and blacks. Each household is also classified either as having children present or absent in 1980.
For each of the 81 available cities, the fraction of stayers, comers and goers among each group is computed. Table 4 presents summary statistics on migration patterns for these various groups. For all city residents, net migration (comers minus goers as a fraction of 1975 population) for the 5 yr. period is approximately Ϫ8%. 14 Net migration rates were larger for those with at least a high-school degree (Ϫ10%) relative to high-school dropouts (Ϫ4%). Blacks flowed into cities on net, while the nonblack population declined by 10%. Households with children declined much more sharply than households with no children present. Roughly 30% of households residing in one of these central cities in 1975 had left that city by 1980 (as shown in the row labeled ''Goers''), with high-school dropouts and blacks less likely to leave. New arrivals to cities offset three-fourths of these leavers. Sixty percent of city out-migrants left the SMSA, and over 70% of the new arrivals to central cities came from outside the SMSA. Table 5 presents regression estimates of the responsiveness of the migration decisions of various population subgroups to crime rates. Each entry in table 5 is the coefficient on changes in crime rates from a separate regression based on the specification in table 2, column 5. The top row of each column reports the impact of crime on net migration. (These coefficients parallel those in the earlier tables except that they correspond to population subgroups.) The other rows of table 5 decompose the overall impact of crime on net migration. For instance, the second row reports the impact of crime changes on the number of new arrivals to the city. The third and fourth rows further disaggregate new arrivals based on whether they come from within or outside the SMSA. The last three rows show the impact of crime on the decision of city residents in 1975 to leave the city by 1980, and whether or not they remain in the SMSA. The coefficient on goers (row 5) minus the coefficient on comers (row 2) equals the total crime-related impact on net-migration (row 1).
Net migration in response to crime increases with the education level of the household head. Those with some college are over 50% more responsive to crime than high-school dropouts. 15 There is little apparent difference between blacks and nonblacks. Those with children are twice as responsive to crime as those without. (See also Glendon, 1996.) Almost all of the crime-related impact on mobility arises from increased out-migration, as evidenced by the large 165 CRIME, URBAN FLIGHT, AND THE CONSEQUENCES FOR CITIES magnitudes on goers compared to comers. One possible explanation for this pattern is that current residents are better informed about recent changes in crime than are potential in-migrants. The other notable result that emerges from table 5 is the high proportion of those leaving the city in response to crime who remain within the SMSA. Comparing the bottom two rows of table 5, those leaving cities in response to crime remain in the SMSA roughly 80% of the time overall (less frequently for the well educated, less frequently for blacks and families without children). In contrast, for all out-migrants (as reported in the bottom two rows of the summary statistics in table 4), only 40% remain in the SMSA. This result is consistent with households leaving SMSAs when moves are due to economic or job-related factors, whereas households fleeing to the suburbs in response to crime keep their jobs in the city.
Up to this point, we have focused exclusively on aggregated data. One possible shortcoming of this approach is that it is impossible to include a particular household's characteristics as covariates. Thus, we explore the results from household-level regressions.
We use the results of the preceding city-level analysis to guide our choice of specification. Table 5 demonstrates that almost all of the crime-related net migration from cities is due to increased outflows of residents. Therefore, in the following analysis we focus exclusively on the decision of current city residents to stay or to leave. This restricted focus limits the sample to residents of large cities in 1975, approximately 400,000 observations, or roughly 15% of the 1980 PUMS mobility sample.
The results of the household-level analysis are presented in tables 6a and 6b. For simplicity of interpretation, we present estimates from linear probability models in which the dependent variable is equal to 1 if a household residing in one of the large central cities in our sample in 1975 remains in that city through 1980, and 0 if the household leaves the central city before 1980. As before, the 5 yr. change in the per capita reported crime rate captures the effect of crime. Probit and logit yield similar marginal effects when evaluated at the sample means. 16 All specifications in tables 6a and 6b include the full set of city, state, and region controls that were used in table 5. With the exception of the first column, the regressions also include a wide array of household-level controls: the education, age, sex, race, and marital status of the household head, and whether the household head is a homeowner, in the armed forces in 1975, or attends college in 1975. The reported standard errors have been corrected to take into account correlation in the error term for households in a given city. Failing to account for within-city correlations leads to standard error estimates that are roughly twenty times too small on the crime coefficients. Because all of the variation in the crime variable is at the city level, there is actually very little information gain in moving from city-level aggregates to household-level estimation, as reflected by the fact that the standard errors in tables 5 and 6 are not very different. For comparison purposes, we report the corresponding coefficient from the city-level regressions in the bottom panel of table 6 .
Column 1 of table 6a includes only aggregate controls for the full sample of households. Each additional reported crime is associated with 1.23 residents leaving the city.
Column 2 of table 6a is identical to column 1 except that a full complement of household-level controls are added to the specification. It is interesting to note that, while these variables significantly improve the R 2 of the regression (0.151 versus 0.030), the estimated impact of crime is largely unaffected. This increases our level of confidence in the earlier estimates using city-level aggregates, where there was concern that the set of controls was incomplete. Having controlled for city-level characteristics, household heads who are old, male, black, single, have children, or have Notes: Each cell is the coefficient on the change in per capita city crime from a separate regression in which the dependent variable is either the fraction coming to or leaving the central city as indicated. The covariates included are identical to those of table 2, column 5. The method of estimation is weighted least squares with the weights proportional to city population. Within comers and goers, the crime effect is further decomposed according to whether the migration crosses SMSA lines. The number of observations is 81.
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THE REVIEW OF ECONOMICS AND STATISTICS lower educational attainment are more likely to stay in central cities. Members of the military and those attending college are far more likely to leave the city. The last three columns of table 6a divide the sample according to educational attainment of the household head, which is likely to be highly correlated with household income. Those with more than a high-school education are roughly twice as responsive to crime as are those who did not complete high school. Those with a high-school diploma, but no college, fall in the middle. The other covariates tend to carry similar coefficients across education groups, although being married is a much better predictor of leaving the city among the well educated. The first two columns of table 6b divide the sample between blacks and nonblacks. As before, little differential effect of crime is observed across races. The final two columns of table 5b split the sample into households with and without children. Households with children are more likely to leave central cities in response to rising crime. This result is particularly interesting given that, in the other regressions of this table, households with children are found to be more likely to remain in the city. In other words, the direct effect of having children in the household is to keep people in cities, but the interaction between children and rising crime drives families from the city.
V. Conclusions
This paper examines the connection between crime and urban flight. Across a wide range of specifications and data sets, each reported city crime is associated with approximately a one-person decline in city residents. Almost all of the impact of crime on falling city population is due to increased out-migration rather than a decrease in new arrivals. Households with high levels of education or with children present are most responsive to changes in crime rates. Crime-related out-migrants are much more likely to stay within the SMSA than those who leave the city for other reasons. Instrumenting using measures of criminal justice system severity yields larger estimates than OLS, which suggests that rising city crime rates are causally linked to city depopulation.
Having established a link between crime and urban flight, the logical next step is to understand and quantify how the costs and benefits of such crime-related migration are distributed. To what extent are these costs borne by property owners versus renters? How are city and suburban tax bases affected? If the highly educated are more responsive to crime, does this leave behind a population with a greater dependency on city-provided public services? All of these questions provide avenues for future study. Notes: The sample includes only households residing in one of the 81 central cities included in the sample in 1975. The dependent variable is an indicator equal to 1 if the household remains in the central city through 1980, and 0 otherwise. The complete set of regressors from table 2 are also included in the specifications. We allow for correlation in the error term across households in a given city so as not to understate the standard errors.
CRIME, URBAN FLIGHT, AND THE CONSEQUENCES FOR CITIES APPENDIX: Data Sources and Variables
The following data sources provided variables used in the paper:
A. City and County Data Book (Bureau of the Census)
City-level measures are available in census years (1970, 1980, 1990) for percent black, median family income, percent high-school graduates, percent home owners, and percent of workers employed in manufacturing. In the panel data set of annual observations, percent black is linearly interpolated between census years. City median family income is interpolated using the pattern of changes in state per capita income (which is available annually), constraining the endpoints to match the true values in census years.
In addition, we use mean January temperature, mean July temperature, and mean annual precipitation for each city from this source. Note, however, that there is no within-city variation in the weather variables.
B. Uniform Crime Reports of the United States (Federal Bureau of Investigation)
This source provide annual city-level data on the number of crimes reported to police in the seven Index I crime categories (murder, rape, robbery, aggravated assault, burglary, larceny, and auto theft). Our crime measure is simply the total number of reported crimes across all of these categories in a city and year. In those specifications where suburban crime is included as a regressor, suburban crime is calculated as SMSA crime minus central city crime. 
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These reports also include annual city population estimates. These population data are provided to the FBI by the Bureau of the Census and are estimated using the Current Population Survey and birth and death records.
C. 1980 Census Public Use Micro Sample (PUMS) (Bureau of Census)
The 1980 PUMS is a 5% sample of the U.S. population. Half of this sample is included in the migration subsample, providing a migration sample covering 2.5% of the U.S. population. Because states are not required to match PUMAs (the basic geographic identifier in the census) with city boundaries, city of residence is only available in a subset of cities (81 out of 127).
The migration sample asks the household head's place of residence in 1975 and 1980. Consequently, we use the household as our unit of analysis. We classify households in a given city in both 1975 and 1980 as stayers (regardless of whether the household changed residences within the city). Goers are households within city boundaries in 1975, but not in 1980. Comers are those that move to the city between 1975 and 1980. We also record whether moves to and from cities cross SMSA boundaries.
The PUMS data also provides all of the household-level variables used in the analysis: race and sex of household head, educational attainment of household head, presence of children, marital status, service in the armed forces in 1975, and college attendance in 1975.
D. Correctional Population in the United States (Bureau of Justice Statistics)
This data source, published annually, provides information on statelevel prison commitments and releases. Commitments include both new commitments and those returned to prison as a result of probation and parole violations. These numbers include prisoners under the jurisdiction of the state prison system, regardless of where the prisoners are held in custody.
E. Statistical Abstract of the United States (Bureau of Census)
This source provides a number of annual, state-level control variables: state population, state per capita personal income, and state age distributions.
F. Earnings and Employment (Department of Labor)
This publication provides annual estimates of SMSA-level unemployment rates. Notes: Dependent variables are changes in per capita city crime in columns 1 and 2, and ⌬ln (changes in city population) in columns 3 and 4. The sample is composed of annual observations from 1976 to 1993 for 127 U.S. central cities with populations greater than 100,000 in 1970. Year dummies are included in all specifications. Region dummies are included when city-fixed effects are omitted. Due to missing data, the number of observations is equal to 2,044 in all columns. Prison commitment and release data are defined at the state level and are changes in rates per reported crime. All variables are available annually, except for % black, which is linearly interpolated between decennial census years, and median family income, which is adjusted as described in the data appendix. Control variables are once-lagged to minimize endogeneity. The method of estimation is weighted least squares with the weights proportional to city population. Standard errors, in parentheses, have been adjusted using White's generalized method to take into account the fact that the prison variables are defined at the state level. The bottom row of the table gives the F-value of the joint significance of the four prison variables. 169 CRIME, URBAN FLIGHT, AND THE CONSEQUENCES FOR CITIES
