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Forecasting the Price-Response of a Pool of
Buildings via Homothetic Inverse Optimization
Ricardo Ferna´ndez-Blanco, Juan Miguel Morales, Salvador Pineda
Abstract—This paper focuses on the day-ahead forecasting of
the aggregate power of a pool of smart buildings equipped with
thermostatically-controlled loads. We first propose the modeling
of the aggregate behavior of its power trajectory by using a
geometric approach. Specifically, we assume that the aggregate
power is a homothet of a prototype building, whose physical and
technical parameters are chosen to be the mean of those in the
pool. This allows us to preserve the building thermal dynamics
of the pool. We then apply inverse optimization to estimate the
homothetic parameters with bilevel programming. The lower
level characterizes the price-response of the ensemble by a set of
marginal utility curves and a homothet of the prototype building,
which, in turn, are inferred in the upper-level problem. The
upper level minimizes the mean absolute error over a training
sample. This bilevel program is transformed into a regularized
nonlinear problem that is initialized with the solution given by
an efficient heuristic procedure. This heuristic consists in solving
two linear programs and its solution is deemed a suitable proxy
for the original bilevel problem. The results have been compared
to state-of-the-art methodologies.
Index Terms—Bilevel programming, data-driven approach,
forecasting, homothet, inverse optimization, smart buildings.
NOMENCLATURE
The main notation used throughout the text is stated below
for quick reference. Matrices are defined in bold and upper-
case, vectors are indicated in bold and lower-case, superscript
·′ means observed, and symbol ·̂ refers to an estimated
parameter. Other symbols are defined as required.
A. Sets and Indices
B Set of blocks, indexed by b = 1 . . . nB .
D Set of days, indexed by d.
H Set of hours, indexed by h = 1 . . . nH .
Ωp/a/i Set of physical- and technical-related parameters for
the prototype/aggregate/individual building, respec-
tively.
Φp/a Set of model-related parameters for the proto-
type/aggregate building, respectively.
i Index for individual building.
r Index for regressor.
B. Parameters
a1 Energy dissipation rate.
a2 Parameter defining the product of η ·R.
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C Thermal capacitance.
nB Number of power blocks.
nH Number of hours in a day.
P Rated power of a thermostatically-controlled load.
R Thermal resistance.
UA Heat transfer coefficient between the room air and the
ambient.
ι Parameter used in the regularization technique.
η Coefficient of performance of a thermostatically-
controlled load.
θ0,d Initial indoor air temperature in day d.
θr User-specified temperature set-point.
~ Heterogeneity factor.
δ Discretization period.
∆ Half of the temperature deadband.
cs Vector of penalty costs for slack variables, where the
hth component is csh.
λd Electricity price in day d, where the hth component
is λh,d.
θambd Outdoor air temperature in day d, where the hth
component is θambh,d .
A,B Matrices associated with the matricial form of the
building’s discrete dynamics.
Zd Matrix of regressors in day d, where each component
is expressed as zh,r,d at hour h and for regressor r.
Λ The inverse of matrix A.
C. Other symbols
We remark that most of these symbols, except for the
acronyms MAE and RMSE, take on the role of parameters in
the forecasting model, while acting as variables in the (bilevel)
inverse optimization problem.
β Scaling factor of the homothetic transformation.
νb Intercept for the marginal utility of block b.
MAE Mean absolute error.
RMSE Root mean square error.
c
p/a
d Vector representation of the building’s initial condi-
tions in day d for the prototype/aggregate building,
where component hth is cp/ah,d .
eb,d Length of the power block b in day d, where compo-
nent hth is eh,b,d.
p
p/a
d Power of the thermostatically-controlled load in day
d for the prototype/aggregate building, where compo-
nent hth is pp/ah,d .
mb,d Marginal utility of block b and day d, where compo-
nent hth is mb,h,d.
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pab,d Power of the thermostatically-controlled load in block
b and day d for the aggregate building, where com-
ponent hth is pah,b,d.
p
p/a
d Minimum power of the thermostatically-controlled
load in day d for the prototype/aggregate building,
where component hth is pp/ah,d .
p
p/a
d Maximum power of the thermostatically-controlled
load in day d for the prototype/aggregate building,
where component hth is pp/ah,d .
sad Slack variable for the temperature-related constraints
of the aggregate building in day d, where component
hth is sah,d.
t
p/a
d Vector representation of the component of the build-
ing’s discrete dynamics associated with the ambi-
ent temperature in day d for the prototype/aggregate
building, where component hth is tp/ah,d .
θ
p/a
d Indoor air temperature in day d for the proto-
type/aggregate building, where component hth is θp/ah,d .
θ
p/a
d Minimum indoor air temperature in day d for the
prototype/aggregate building, where component hth is
θ
p/a
h,d .
θ
p/a
d Maximum indoor air temperature in day d for the
prototype/aggregate building, where component hth is
θ
p/a
h,d .
τ Translation factor of the homothetic transformation,
where component hth is τh.
ρ Vector of coefficients relative to the affine dependence
of marginal utility on regressors, where component rth
is ρr.
I. INTRODUCTION
D ISTRIBUTED energy resources (DERs), such as dis-tributed generators, electric vehicles, energy batteries
or demand response programs, are constantly growing every
year and play a crucial role in the provision of multiple
benefits to the power system [1]. In this paper, we focus
on a recently popular DER, namely, an ensemble of smart
buildings. This pool of buildings may efficiently utilize their
thermal capacity while keeping the indoor air temperature at
user-defined comfort levels in order to provide some degree
of flexibility to the power system, by shifting their load in
time or reducing the peak demand. In addition, this flexibility
may allow its participation in a day-ahead electricity market
or could even be viewed as a non-wire alternative to capacity
expansion. However, as with any load in the electricity system,
its prediction is key to fully exploit the benefits that can bring
to the power system operation and planning [2].
Load forecasting has been extensively studied in the tech-
nical literature by using a plethora of methods such as auto-
regressive models with exogenous inputs [3] or neural net-
works [4]. However, all those models neglect the nature of
the load to be predicted, e.g. thermostatically-controlled loads
and electric vehicles are governed by different technical and
physical constraints. Recently, the authors in [5] devised a
novel inverse optimization (IO) approach to statistically fore-
cast the aggregate load of a pool of price-responsive buildings
in an hour-ahead setting. In that paper, they characterize the
response of the load to the price by means of an optimization
problem. The limitations of the model proposed in [5] are
threefold: (i) the methodology is based on heuristics, (ii) the
optimization models are tailored to single-step forecasts, and
thus its use for multi-step forecasting is inappropriate, and,
as a consequence, (iii) the building thermal dynamics are
disregarded in the forecasting process.
As done in [5], we apply IO to forecast the aggregate re-
sponse to the electricity price of a pool of buildings. However,
our goal is to predict it in a day-ahead framework while
also incorporating the building thermal dynamics into the
optimization process. The goal of an IO problem is to infer
the optimization model parameters given a set of observed
decision variables or measurements collected by an observer.
Recent advances on IO can be found in [6]–[9], and refer-
ences therein. IO has also been applied to characterize price-
responsive consumers in [10] and [11]. Saez-Gallego et al.
[10] proposed an IO approach by using bilevel programming
to infer the market bid parameters of a pool of price-responsive
households such as step-wise marginal utility functions, max-
imum load pick-up and drop-off rates, and maximum and
minimum power consumption bounds. Although [10] accounts
for a refined model of the aggregate load of the households
by including the ramping rates, it still neglects the thermal
inertia governing the households’ decisions. Lu et al. [11]
applied IO to estimate the demand response characteristics
of price-responsive consumers, as similarly done in [10],
and thus sharing the same shortcoming. Finally, reference
[12] described a data-driven method to empirically estimate
a robust feasible region of a pool of buildings. However, the
thermal dynamics of the buildings were once again ignored
from the estimation procedure.
One of the main contributions of this paper is the application
of a geometric approach, i.e. we resort to the concept of
homothety, to characterize the price-response of the ensemble
of buildings for forecasting purposes. A homothety is a spatial
transformation of an affine space. Hence, we assume that the
feasible region of a pool of buildings can be represented as
a homothet of a chosen prototype building by means of a
dilation factor and a translation vector, namely the homothetic
parameters. The homothetic representation of an aggregate
of buildings has been first proposed in [13]. Specifically,
Zhao et al. [13] put forward the modeling of the aggregate
flexibility of a pool of thermostatically-controlled loads by
using a geometric approach. The thrust of that paper was to
derive sufficient and necessary virtual battery models that can
be approximated by homothets of a virtual battery prototype.
The authors demonstrated the benefits of such homothetic
representation in the provision of flexibility for regulation
services. To the best of our knowledge, this is the first time
that a homothetic representation of an aggregate load has been
applied for forecasting purposes. Consequently, we only rely
on the estimation of the homothetic parameters to shape the
aggregate feasible region of the pool, thus considerably reduc-
ing the computational complexity of the estimation algorithm
and avoiding an undesirable overfitting. This work contributes
to the technical literature as follows:
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• From a modeling perspective, we propose a novel day-
ahead forecasting technique for a pool of buildings via
homothetic inverse optimization. The aggregate price-
response is characterized by a set of marginal utility
curves and a homothet of a prototype building. As
novel distinctive features, this geometric approach en-
dogenously accounts for the aggregate building thermal
dynamics and allows us to solely rely on the estimation of
two homothetic parameters and a set of marginal utility
curves. We then apply IO to infer them through a given
forecasting problem1 mimicking the price-response of the
pool. Our approach, therefore, drastically reduces the
complexity of the price-response model to be statistically
estimated, while still capturing the thermal dynamics of
the ensemble of buildings.
• The application of IO gives rise to a bilevel programming
problem. We then propose the transformation of this
bilevel program into a regularized nonlinear model which
can be readily solved by nonlinear commercial solvers. To
avoid meaningless local optimal solutions, we initialize
this regularized model with the solution given by an
efficient heuristic procedure.
• The proposed forecasting technique has been compared
with existing methodologies emphasizing its benefits for
different degrees of heterogeneity among buildings.
The paper is outlined as follows. Section II provides the
derivation of the feasible region for a pool of buildings by
using a homothet of a building prototype. In Section III,
we provide the proposed IO methodology based on a bilevel
program. Section IV describes the forecasting methodologies
used to benchmark our proposal. Section V provides insightful
results. Finally, conclusions are duly drawn in Section VI.
II. DERIVATION OF THE FORECASTING MODEL
In Section II-A, we first present the feasible region of a
prototype building which can be representative of the ensemble
of buildings. Subsequently, in Section II-B, we provide the
feasible region of an aggregate building which is built upon the
prototype building by using the concept of homothet. Finally,
in Section II-C, we derive the forecasting model.
A. Building Prototype
We consider that the prototype building is the one repre-
senting the average behavior of those in the pool. To do that,
we model the prototype building as a single thermostatically-
controlled load characterized by a thermal resistance, R =
1/UA, being UA the heat transfer coefficient between the
room air and the ambient, and the thermal capacitance of
the room air, C. In addition, we assume that the building
is equipped with a cooling system with a rated power P
and a coefficient of performance η. Bearing in mind both the
temperature comfort bounds by the building’s occupants and
the technical power limits of the cooling device, the feasible
region of the prototype building for nH time periods within a
day can be mathematically expressed as:
θph = a1θ
p
h−1 + (1− a1)
[
θambh − a2pph
]
, ∀h ∈ H (1a)
1Also known as forward problem in the jargon of inverse optimization.
θph ≤ θph ≤ θ
p
h, ∀h ∈ H (1b)
pp
h
≤ pph ≤ pph, ∀h ∈ H, (1c)
where θph = θ
r − ∆ and θph = θr + ∆, being θr the
user-specified temperature set-point and ∆ the half of the
temperature deadband; and a1 = 1− δ
RC
and a2 = ηR, with δ
being the discretization period. Besides, pp
h
= 0 and pph = P .
To sum up, the set of physical and technical parameters of
the prototype building is Ωp = {R,C, θr,∆, η, θ0, P}. These
values are assumed to be the average of the values for the
same set of parameters corresponding to each building of the
ensemble. In this section, we have dropped index d for the sake
of clarity. Note that, in equation (1a) and throughout the paper,
we assume a linear system for modeling the building thermal
dynamics of thermostatically-controlled loads as opposed to a
nonlinear switching model. This assumption allows to simplify
the analysis of the aggregate behavior of an ensemble of
buildings and, when the population of buildings is large, the
aggregate power demand of the nonlinear switching models
can be accurately approximated by a linear system model [13].
Conveniently and following the notation in [13], we can
recast the thermal model (1) in matricial form:
pp ≤ pp ≤ pp (2a)
θp ≤ ΛBpp +Λcp +Λtp ≤ θp, (2b)
where Λ is the inverse of A; A = InH + diag(−a1;−1),
wherein InH is the identity matrix of dimension nH and
diag(−a1;−1) is a matrix of dimension nH with values −a1
on the lower subdiagonal; B = −a2 (1− a1) In; cp is the
vector of initial conditions [a1θ0, 0, ..., 0]T , being superscript
T the transpose operator; and tp is the vector related to
the ambient temperature, i.e. θamb (1− a1). We denote the
set of model-related parameters for the building prototype as
Φp = {cp,pp,pp, tp,θp,θp}.
B. Aggregate Building Model
We can approximate the feasible region of the aggregation
of buildings, for each day d, as another thermal building
model, that is,
pa
d
≤ pad ≤ pad (3a)
θad ≤ ΛBpad +Λcad +Λtad ≤ θ
a
d. (3b)
However, the set of model-related parameters of the
pool of buildings associated with (3), i.e, Φa =
{cad,pad,pad, tad,θ
a
d,θ
a
d}, are unknown. One possibility would
be to infer all these parameters from observations of the
aggregate power of the pool of buildings. However, this is most
likely to be a lost cause (due to unobservability issues), lead to
overfitting, and result in instability of the estimation algorithm.
To overcome such difficulty, we assume that the aggregate
feasible region is a homothet of the prototype building, i.e.,
the power trajectory of the aggregate of buildings for each
day d can be expressed in terms of the power trajectory of the
prototype building as follows:
pad = βp
p
d + τ , (4)
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where β > 0 is a scaling factor, and τ is a vector of translation
factors. Expression (4) is the formal definition of a homothet
for the aggregate power in RnH , i.e. vectors pad, p
p
d, and τ
contains nH components.
By using the definition of homothet (4) and the prototype
feasible region (2), we can recast the feasible region of the
aggregation in terms of the homothetic parameters β and τ :
βpp
d
+ τ ≤ pad ≤ βppd + τ (5a)
βθpd +ΛBτ ≤ ΛBpad +Λβ (cpd+tpd) ≤ βθ
p
d +ΛBτ . (5b)
The feasible region of the homothetic aggregate building (5)
depends entirely on the homothetic parameters and the set of
model-related parameters of the prototype building Φp (which
are given), thus dramatically reducing the complexity of the
model to be estimated and avoiding the undesirable overfitting
effect. To the best of the authors’ knowledge, this is the first
time in the literature that such a geometric approach is used to
drastically simplify the task of forecasting the price-responsive
aggregate power of a pool of buildings via IO, as explained
below.
C. Forecasting Model
Let us assume that the feasible region of the ensemble
of buildings is a homothetic representation of a prototype
building and that the utility function of the pool is a step-
wise price function with nB blocks. Under these assumptions
and given the electricity prices, the forecasting model for each
day d can be mathematically expressed as:
max
pab,d,s
a
d
∑
b∈B
(
mTb,d − λTd
)
pab,d − cs,Tsad (6a)
subject to:
βpp
d
+ τ ≤
∑
b∈B
pab,d ≤ βppd + τ : (d, d) (6b)
βθpd +ΛBτ − sad ≤
∑
b∈B
ΛBpab,d+Λβ (c
p
d+t
p
d) : (κd) (6c)∑
b∈B
ΛBpab,d+Λβ (c
p
d+t
p
d) ≤ βθ
p
d +ΛBτ + s
a
d : (κd) (6d)
0 ≤ pab,d ≤ eb,d : (φb,d,φb,d), ∀b ∈ B (6e)
sad ≥ 0 : (ϕd), (6f)
where mb,d, λd, and cs are the vectors of marginal utilities,
electricity prices, and penalty costs. The dual variables are
shown in parentheses after a colon next to the corresponding
constraints.
The objective function (6a) aims to maximize the welfare
of the pool of buildings while minimizing the slack variables
associated with the evolution of the building thermal dynamics.
Constraints (6b)–(6d) are almost identical to the homothetic
representation of the aggregate feasible region (5). Without
loss of generality, we have incorporated some degree of
flexibility into the forecasting model by: (i) modeling step-
wise marginal utility functions to adequately learn the price-
response of the pool of buildings, and (ii) including the slack
variable in the temperature-related constraints (6c)–(6d) to
capture the infeasibilities that the (approximate) modeling of
Upper-level problem (7a)–(7c)
(Minimize the MAE of the aggregate power)
Lower-level problems (7d) for each day d
(Forecasting model)
mb,d, β, τ p
a
b,d
Fig. 1. A conceptual diagram of the interfaces of the bilevel problem.
the building thermal dynamics may cause. Constraints (6e)
impose lower and upper bounds on the aggregate power per
block b, being eb,d the length of the power per block b in day
d. Finally, constraints (6f) set the non-negative character of
slack variables.
As previously mentioned, the feasible region of the ensem-
ble is parameterized in terms of the homothetic parameters
β and τ . Therefore, in this problem, the vector of marginal
utilities mb,d, as well as the homothetic parameters β and τ
are parameters to be estimated through IO, as explained in
Section III.
III. INVERSE OPTIMIZATION METHODOLOGY
In this section, we describe the proposed IO methodology to
infer the parameters mb,d, β, and τ of the forecasting model
(6). First, we present the bilevel program and its transformation
into a parametric (or regularized) nonlinear single-level equiv-
alent program that can be solved by commercial solvers. Then,
we thoroughly explain the steps of the proposed approach.
A. Bilevel Problem
The bilevel problem consists of two optimization levels, as
depicted in Fig. 1. In the upper-level problem, we seek to
minimize the mean absolute error (MAE) of the aggregate
power of the ensemble of buildings. This level provides the
marginal utilities mb,d as well as the homothetic parameters
β and τ needed to build the homothetic representation in
the lower-level problem. In contrast, in the lower level, we
solve the maximization of the welfare of the pool of buildings
and the minimization of the violations related to the building
thermal dynamics for each day of the training set. In turn, the
lower level passes the values of the optimal aggregate power
on to the upper-level problem.
Let us denote the vector of observed aggregate power in day
d as pa
′
d . Therefore, the bilevel problem can be formulated as
follows:
min
mb,d,pab,d,s
a
d,β,τ ,νb,ρ
∑
d∈D
∣∣∣∣∣∣∑
b∈B
pab,d − pa
′
d
∣∣∣∣∣∣
1
(7a)
subject to:
mb,d = νb +Zdρ, ∀b ∈ B, d ∈ D (7b)
νb ≥ νb+1, ∀b < nB (7c)
Lower-Level Problem (6), ∀d ∈ D. (7d)
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On the one hand, the upper-level problem (7a)-(7c) min-
imizes the absolute error of the estimated aggregate power
of the pool with respect to the observed one, as given by
(7a). Constraints (7b) impose linear regression functions, with
νb and ρ as the coefficients to be estimated, so that the
marginal utilities are related to the regressors. Constraints (7c)
set the marginal utilities to be monotonically non-increasing,
as commonly done in electricity markets [14]. The lower-level
problems (7d) are essentially the forecasting problem (6) for
each day d. These lower levels are solely parameterized in
terms of the marginal utilities mb,d, as well as the homothetic
parameters β and τ , and thus rendering the lower levels as
linear programs. Therefore, we can apply the Karush-Khun-
Tucker necessary optimality conditions to the lower level and
apply the regularization described in [15], [16] to transform the
original bilevel model (7) into the following nonlinear single-
level equivalent:
min
ΞNRP
∑
d∈D
∣∣∣∣∣∣∑
b∈B
pab,d − pa
′
d
∣∣∣∣∣∣
1
(8a)
subject to:
mb,d = νb +Zdρ, ∀b ∈ B,∀d ∈ D (8b)
νb ≥ νb+1, ∀b < nB (8c)
βpp
d
+ τ ≤
∑
b∈B
pab,d ≤ βppd + τ (8d)
βθpd +ΛBτ − sad ≤
∑
b∈B
ΛBpab,d+Λβ (c
p
d+t
p
d) (8e)∑
b∈B
ΛBpab,d+Λβ (c
p
d+t
p
d) ≤ βθ
p
d +ΛBτ + s
a
d (8f)
0 ≤ pab,d ≤ eb,d, ∀b ∈ B, d ∈ D (8g)
sad ≥ 0, ∀d ∈ D (8h)
− d + d −BTdΛTd κd +BTdΛTd κd − φb,d + φb,d
= mb,d − λd, ∀b ∈ B, d ∈ D (8i)
κd + κd +ϕd = c
s, ∀d ∈ D (8j)
d, d,κd,κd,ϕd ≥ 0, ∀d ∈ D, (8k)
φ
b,d
,φb,d ≥ 0, ∀b ∈ B, d ∈ D, (8l)∑
d∈D
Td
(∑
b∈B
pab,d − βppd − τ
)
+
∑
d∈D
Td
(
βppd + τ −
∑
b∈B
pab,d
)
+
∑
d∈D
κTd
(∑
b∈B
ΛBpab,d +Λdβ
(
cpd + t
p
d
)
−βθpd −ΛBτ + sad
)
+
∑
d∈D
κTd
(
βθ
p
d +ΛBτ −
∑
b∈B
ΛBpab,d
−Λdβ
(
cpd + t
p
d
)
+ sad
)
+
∑
d∈D
∑
b∈B
[
φ
T
b,d
(
eb,d − pab,d
)
+ φT
b,d
pab,d
]
+
∑
d∈D
ϕTd s
a
d ≤ ι, (8m)
where the set of decision variables is ΞNRP =
{mb,d,pab,d, sad, νb,ρ, d, d,κd,κd,φb,d,φb,d,ϕd, β, τ}.
For the sake of simplicity, we assume blocks of identical
length, i.e., eb,d = (βp
p
d + τ ) /nB for block b and day d.
Expressions (8a)–(8c) represent the upper-level problem
(7a)–(7b) while expressions (8d)–(8m) represent the regular-
ized KarushKuhnTucker optimality conditions associated with
the lower-level problems (6).
In problem (8), we basically relax the sum of all com-
plementary slackness conditions in (8m) by means of the
parameter ι > 0. When this parameter is sufficiently small, we
can speed up the search of a locally optimal solution found
by a nonlinear solver.
B. Steps of the Proposed Approach
A common shortcoming of any nonlinear program is its sen-
sitivity to the initial search point. In order to avoid meaningless
local optima, we propose the use of an efficient heuristic
procedure in which two convex programs are sequentially
run to infer the marginal utilities mb,d and the homothetic
parameters β and τ . The result of this procedure can be
utilized as a proxy of the IO problem (7), and thus can be
used to yield more interpretable local optimal solutions from
the regularized nonlinear problem (8). The proposed heuristic
procedure is built upon the one put forward in [5], but has
been substantially modified to account for the building thermal
dynamics. For the sake of completeness, this procedure is fully
described in the supplementary material [17].
Next, we list the steps of the proposed forecasting technique,
which we denote as rnp:
1) We first solve the two-step heuristic estimation process
described in the supplementary material [17] for a train-
ing set. This gives us a suitable proxy for the solution of
the original bilevel problem (7). From this procedure, we
obtain the marginal utilities mb,d and the corresponding
estimates νb and ρ, as well as the homothetic parameters
β̂ and τ̂ .
2) We then run the forecasting model (6) for the training set
to compute the value of the in-sample aggregate power
pab,d, slack variable s
a
d, and the dual variables.
3) Afterwards, we run the regularized nonlinear program (8)
with fixed homothetic parameters β̂ and τ̂ . In addition,
we take the solution from the forecasting model (6)
evaluated in the training set (previous step) as initializa-
tion. Here, we essentially re-optimize the marginal utility
curves with the aim of improving the solution given by
the heuristics.
4) Finally, the forecasting model (6) is built with the homo-
thetic parameters β̂ and τ̂ and the estimates ν̂b and ρ̂ for
the marginal utility curves resulting from step 3 above.
IV. COMPARISON METHODOLOGIES
We compare the forecasting capabilities of the proposed
approach against four benchmarks: (i) the nonlinear problem
(8) with β and τ free, without any initialization of the decision
variables, and with ι = 0, denoted as np w/o init; (ii) a
simpler two-step estimation procedure taken from [5] and
denoted as s2s; (iii) an AutoRegressive Integrated Moving
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Average Model with eXogenous (arimax) variables; and (iv) a
persistence model denoted as naive. The benefits of all models
are compared by analyzing two error metrics on the aggregate
power of the ensemble of buildings: the MAE and the root
mean square error (RMSE) on a test data set.
The forecasting problem associated with the two-step pro-
cedure s2s is driven by the maximization of the welfare of the
pool of buildings subject to solely the power bounds. In this
benchmark, the indoor temperature bounds are ignored, thus
overlooking the effect of the building thermal dynamics. Fur-
thermore, in s2s, the marginal utilities and the power bounds
are inferred by successively running two linear programs so
that the RMSE is minimized in a validation data set. The
interested reader is referred to [5] for a detailed description of
this methodology.
The arimax model has been implemented in Python [18]
via the SARIMAX class of the package statsmodels. We
have set the maximum number of iterations to 1000 and the
stopping rule is based on the estimator Akaike information
criterion (AIC).
The forecast values of the aggregate power in day d are
equal to the observed values in the previous day d− 1 for the
naive model. The forecast error of this model is indicative of
how hard predicting the demand of the pool of buildings is.
V. CASE STUDY
We aim to learn the aggregate power of a population of 100
heterogeneous buildings. We first summarize the process to
synthetically generate the data set. Then, we present the input
data for testing the forecast capabilities. Finally, we discuss
the results obtained with the proposed approach rnp and the
benchmarks.
A. Data Generation for a Pool of Buildings
We assume that the consumption of each building i for each
day d is driven by the following optimization problem:
min
ph,sh,θh
∑
h∈H
(
phλh + %sh
)
(9a)
θh = a1θh−1 + (1− a1)
[
θambh − a2ph
]
,∀h ∈ H (9b)
− sh + θh ≤ θh ≤ θh + sh, ∀h ∈ H (9c)
0 ≤ ph ≤ ph, ∀h ∈ H (9d)
sh ≥ 0, ∀h ∈ H, (9e)
where % represents a penalty cost related to the violation
of the temperature-related constraints. Each building aims to
minimize its electricity and penalty costs, as in (9a), while
satisfying the building thermal dynamics (9b), the temperature
comfort bounds (9c), and the power bounds of the cooling
device (9d). Slack variables are declared non-negative in (9e).
The technical parameters Ωp for the prototype building are
shown in Table I. As done in [13], the model parameters
Ωi for each building i of the pool are assumed to be uni-
formly distributed based on a factor ~ modeling the degree
of heterogeneity. For instance, the samples for the thermal
capacitance Ci are drawn from a uniform distribution in the
interval
[(
1 − ~)Cp, (1 + ~)Cp], where Cp is the thermal
TABLE I
TECHNICAL PARAMETERS Ωp FOR THE PROTOTYPE BUILDING
C (kWh/◦C) 10 η 2.5 ∆ (◦C) 1
R (◦C/kW) 2 θr (◦C) 20 θ0 (◦C) 22.5
P (kW) 5.4
TABLE II
STATISTICS ON THE AGGREGATE POWER
~ = 0.1 ~ = 0.75
Maximum (kW) 541.0 218.4
Mean (kW) 64.0 42.0
Total (MW) 118.2 77.6
# hours without consumption (%) 61.8 0.0
capacitance of the prototype building. The discretization step
δ is assumed to be one hour and the penalty cost % is set to
0.01 e/◦C·h for all buildings. Ambient temperature, electricity
prices, and the building technical parameters Ωi are given in
[17], for the sake of reproducibility.
B. Input Data for Testing the Forecasting Models
We run simulations for 1872 hours (78 days) by using model
(9) for two different values of the heterogeneity factor: (i) ~ =
0.1 (low heterogeneity among buildings), and (ii) ~ = 0.75
(high heterogeneity among buildings). To avoid undesirable
border effects, we disregard the results from the first day of
the simulation. The sizes for the training, validation, and test
sets are 35, 35, and 7 days, respectively, in chronological order.
For each case, reference [17] includes the aggregate power and
the initial indoor air temperature per day. Table II summarizes
some statistics on the aggregate power for both cases. The
higher the degree of heterogeneity among buildings is, the
smoother the power curve becomes. In other words, 10% of
heterogeneity leads to load synchronization with a maximum
power peak of 541.0 kW and 61.8% of periods where the
buildings’ load is 0. Conversely, 75% of heterogeneity causes a
lower peak, 218.4 kW, and a more distributed load. Assuming
that the ambient temperature is perfectly forecast, we consider
five regressors to estimate the marginal utility curves, namely
the ambient temperature at hours h− 2, h− 1, h, h+ 1, and
h + 2, which are also reported in [17]. Finally, we consider
that cs is large enough, i.e., cs = 1 for all time periods.
The simulations have been performed on a Windows-based
computer with four CPUs clocking at 1.8 GHz and 8 GB of
RAM. For the linear programs, we use CPLEX 12.8 [19] under
Pyomo 3.7.3 [20]. For the model rnp, we use the nonlinear
solver CONOPT [21] connecting to the NEOS server [22].
C. Results
We analyze the impact of the degree of heterogeneity of
the pool of buildings on the forecasting capabilities of the
proposed technique. Besides, for the models rnp, np w/o init,
and s2s, we further study the behavior of the models when
considering either (i) a number of power blocks nB = 1,
and (ii) nB = 6. Table III provides the forecast error metrics,
namely RMSE and MAE, for all models outlined in Section IV
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TABLE III
ERROR METRICS – COMPARISON OF MODELS
Model
~ = 0.1 ~ = 0.75
nB = 1 nB = 6 nB = 1 nB = 6
RMSE MAE RMSE MAE RMSE MAE RMSE MAE
rnp 106.7 52.7 103.7 52.5 31.3 22.5 25.3 16.9
np w/o init 165.3 76.3 165.3 76.3 35.9 22.9 - -
s2s 132.8 87.5 133.0 88.9 38.4 24.0 30.3 26.0
arimax 161.8 108.3 161.8 108.3 31.6 23.0 31.6 23.0
naive 177.5 90.4 177.5 90.4 36.9 24.2 36.9 24.2
and the aforementioned cases. In this table, we highlight the
best results in bold.
First, we discuss the results for an heterogeneity factor
~ = 0.1 when considering a single power block, i.e. nB = 1.
In this setup, the proposed method rnp leads to the best
forecasting performance in terms of RMSE and MAE since
they are reduced by 39.9% and 41.7% compared to the naive
model. Solving the model np w/o init, i.e. without fixing the
homothetic parameters, without using any initialization, and
with ι = 0, raises the RMSE and MAE by 54.9% and 44.8%,
in that order, regarding the ones obtained with the proposed
model rnp. In Fig. 2, we represent the forecast power for all
benchmarks as well as the observed power of the first day of
the test set. Unlike the method np w/o init, we can observe
that rnp closely follows the observed power curve and is able
to predict the peak periods thanks to the initialization.
The nonlinear model np w/o init converges to the local
optimal solution with β = 0, which seems to be an attractive
solution due to the nature of this mathematical problem.
The reason behind this outcome relies on the definition of
homothet (4). β = 0 implies a constant objective function in
the lower-level problem (7d) and a feasible region that boils
down to the singleton pad = τ ,∀d ∈ D, according to the
definitions mentioned above. Therefore, the upper level (7a)–
(7c) basically seeks the vector τ minimizing the MAE over
the training data set.
Both models s2s and arimax make substantially higher
forecasting errors than the proposed technique rnp, i.e. RMSE
increases by 24.5% and 51.6%, in that order, whereas the
respective increase in MAE is 66.0% and 105.5%. As seen
in Fig. 2, the method arimax may work better for smoother
processes and, as expected, it overlooks the irregularities of
the aggregate power pattern. Method s2s tends to adapt to
the peak periods better than other benchmarks, although it
is not successful in identifying them. The reason for those
poor forecasts is that both models disregard the effect of the
building thermal dynamics in the forecasting process. Finally,
the naive performs worse than any other technique in terms of
RMSE for the test set, however its performance for the first
day is not as bad as for the other days of the test set (see
Fig. 2).
For the case of ~ = 0.1, when increasing the number
of power blocks to 6, the proposed method rnp refines the
solution achieved with only one block, i.e., RMSE and MAE
decreases by 2.8% and 0.4%, in that order. This is an indication
that there is a small degree of sensitiveness of the power to
the price, which is captured by means of the marginal utilities
in the proposed forecasting model.
Fig. 3 illustrates the forecast and observed aggregate power
for all methods for the first day of the test set with ~ = 0.75
and nB = 1. We can see that now the power forecasts of
all benchmarks are more alike because the aggregate power
becomes smoother along the time for the high-heterogeneity
case. Therefore, we need to resort to Table III so we can
quantify the forecast error in terms of the error metrics in
the test set. Due to the smoothness of the aggregate power,
the naive model provides a better accuracy compared to the
results with a low heterogeneity factor, i.e. RMSE = 36.9 and
MAE = 24.2. In terms of RMSE, the proposed technique rnp
exhibits the best forecasting performance with nB = 1, which
results in a 15.2%, 18.5%, 12.8%, and 0.9% of improvement
over the error metrics attained by the naive, s2s, np w/o init,
and arimax models, in that order. However, this improvement
over the naive model (15.2% in RMSE) is substantially lower
than when the buildings are more alike, wherein there is a
reduction of 39.9% in RMSE.
In addition, for the case of high heterogeneity, the fore-
casting performance of the proposed technique considerably
enhances the error metrics when increasing the number of
blocks to nB = 6. Specifically, there is a reduction of 19.2%
in RMSE and 24.9% in MAE over the solution with only
one block, whereas this reduction is just 2.8% and 0.4%,
respectively, for ~ = 0.1. We show, for the first day of the
test set, the power forecast provided by rnp in the high-
heterogeneity case when considering either nB = 1 or nB = 6
in Fig. 4. Some forecast values are improved due to the
power-price sensitiveness captured by the increasing number
of blocks and, therefore, they are close to their respective
observed values.
A similar observation can be made for s2s, which also
captures the price-responsiveness of the pool of buildings by
estimating a step-wise utility function. However, the forecast-
ing capabilities of the model s2s are by far worse than those
from the proposed technique due to the fact that the former
ignores the building thermal dynamics in the forecasting
process. Finally, the model np w/o init is unable to find a
solution and the solver CONOPT returns an evaluation error.
This is probably caused because model (8) with ι = 0 is
inherently ill-posed, as pointed out in [15].
VI. CONCLUSION
This paper has proposed a novel day-ahead forecasting
technique for an aggregation of smart buildings equipped with
thermostatically-controlled loads. From a modeling perspec-
tive, the aggregate power of the pool of buildings is repre-
sented by using a geometric approach, i.e., its price-response
is characterized by a set of marginal utility curves and a
homothet of a prototype building. This intuitive representation
of the aggregate allows us to account for the building thermal
dynamics while drastically reducing the number of parameters
to be estimated. Hence, the computational complexity of the
estimation algorithm is decreased, thus avoiding the unde-
sirable overfitting effect. From a methodological perspective,
inverse optimization is applied to infer the marginal utilities
JOURNAL OF LATEX CLASS FILES, VOL. XX, NO. X 8
               
 7 L P H  S H U L R G   K 
 
   
   
   
   
   
 $
 J J
 U H
 J D
 W H
  S
 R Z
 H U
   N
 :
 
 R E V H U Y H G
 U Q S
 Q S  Z  R  L Q L W
 V  V
 D U L P D [
 Q D L Y H
Fig. 2. Forecast and observed aggregate power for the first day of the test
set with an heterogeneity factor of 0.1 and nB = 1.
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Fig. 3. Forecast and observed aggregate power for the first day of the test
set with an heterogeneity factor of 0.75 and nB = 1.
and the homothetic parameters by means of bilevel program-
ming. We can conclude that (i) accounting for the building
thermal dynamics in the forecasting technique improves the
forecasting error by 20–40% compared to existing and per-
sistence methodologies when the buildings are more alike,
and that (ii) the use of an increasing number of blocks for
the marginal utilities in the forecasting process substantially
improves the accuracy of the proposed forecasting technique
when the heterogeneity among buildings is high. Future work
will be devoted to further improving the accuracy by increas-
ing the number of geometric parameters (e.g. a rotation of
the homothet). Besides, we will explore the extension of the
geometric parameters to be regressor-dependent.
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