Abstract
Introduction
We have developed an on-line recognition system for handwritten characters which is aimed at being used in personal digital assistants (F'DAs) and other portable handheld devices [3]. The system applies continuous adaptation to the user's writing style. The adaptation takes place simultaneously with the normal operation of the system and, therefore, there is no need for a separate training period of the device.
Character recognition in our system is currently performed by using Dynamic T i e Warping (DTW) matching of elastic templates [6] . However, DTW algorithm implemented with Dynamic Programming @P) is both time and memory consuming. Therefore, we have searched for alternative recognition methods. Also, the implementation of effective committee classifiers necessitates the use of different types of member classifiers whose errors should be as independent from each other as possible. In our current study, we transformed the deformable templates to pixel images. Feature vectors of constant dimension, and thus usable with statistical and neural classifiers, were then extracted from the images. The characters were recognized with methods which were earlier found to be effective for off-line recognition of numerals written on paper [2]. As the particular neural-type classification algorithm we have used an adap tive version of the Local Subspace Classifier (LSC) 111.
Feature extraction
The on-line recognition system for isolated characters produces zycoordinate pairs and pressure information at a fixed frequency. In our Wacom ArtF'ad 11 equipment, the spatial resolution is 100 l/mm and the samphg frequency 200 Hz. In our first feature extraction method, the straight lines connecting the measured zy-points were thickened to the width of 2r units in a coordinate system where the image was centered in a 1024 x 1024-sized frame. The thickening process was carried out by drawing filled circles of radius T along the path of the stylus. The original b e was then downsampled to the size of 32x32 by averaging. stroke. The particular value of r = 50 has been used. The effect of the averaging in downsampling can be observed as grey shades around the character boundary.
In the second feature extraction method, two 32x32-sized images were created instead of one. The directions of the lines connecting the sampled pen positions were used as additional information when creating the images. In the first one, illustrated in Figure IC , the vertical component of the direction of pen movement was used in thickening the path. The filling value was obtained as f,, = sin 8 where 8 is the line direction in polar coordinates. Likewise, the horizontal part fh = cos8 was used in the second image as depicted in Figure Id . In both illustrations, white represents positive and black negative values, respectively.
The feature extraction process was in both cases continued by concatenating the pixel values of the grey-scale images.
This gave rise to 1024dimensional pattern vectors in the former and to 2048dimensional vectors in the latter case. The available training data constituted of the total of 8461 lowercase charactem and numerals written by 21 subjects.
The covariance matrix of this set was calculated after the feature extraction. The first 64 eigenvectors of the covariance maaix were used in projecting the pattern vectors to a 64-dimensional feature space using the Karhunen-Lobve Transform 0.
Local Subspace Classifier (LSC)
The Local Subspace Classifier (LSC) method [ 11 models the distribution of the pattern classes in a nonparametric fashion by using existing prototypes to span lowerdimensional local subspaces in the feature space. Instead of measuring distances to the discrete prototypes, as with the &Nearest Neighbor (k-NN) classification rule, the distance is now defined between the input sample and the linear manifold nearest to it. The LSC procedure can be defined as follows. .cuj,moj: % = UjU?(X -moj) .
Calculate the residual of x relative to the manifold
The vector x is then classified according to minimal IlEjIl to the class j , i.e., the classification decision function g(x) can be written as In any case, the residual length from the input vector x to the linear manifold is equal to or smaller than the distance to the nearest prototype, i.e., 11Zj 11 5 IIx -w j l l . The LSC method degenerates to the 1-NN rule when D = 0.
By introducing the multipliers {~j , . . . , C D~} forming the coefficient vector c j = (~j . . . C D~)~, and using the matrix Mj = (wj . . . rnoj), the projection vector ?j can be expressed
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The explicit values for the coefficients c j j can be solved with matrix pseudo-inversion
In a modification of the basic LSC method, named the Convex Local Subspace Classifier (LSC+), the c j j coefficients are required to be non-negative. This is accomplished by setting the negative coefficients to zero, which equals to removing the corresponding vectors from the basis. The projection and the coefficients are then iteratively resolved until an orthogonal projection to the convex subspace spanned by a subset of the nearest prototypes has been found.
In the present experiments, we created the LSC classifiers individually and adaptively for each writer in the test set. During the adaptive creation of the prototype set used by the classifier, we utilized two distinct rules controlling the inclusion of the input character into the classifier. The 'E rule stated that the prototype was added only if the LSC classifier had misclassified the input. The 'A' rule forced the addition of every input character.
Setup of Experiments
We have used a corpus of 21 writers in initializing the recognizer in a user-independent fashion. The training set of 8461 numerals and lowercase characters including three Scandinavian diacriticals 'a', 'o', and 'A', was first used in the determination of the KLT transformation matrix. Our initial experiments with the first feature extraction method revealed that the best recognition accuracy for k-NN classification was obtained with the dimensionality d = 45 for the feature vectors. This value was exclusively used in later studies. The same experiments showed that the best value for k in the k-NN classification rule was 1.
The initial user-independent 1-NN classifier was formed by using the K-means algorithm [4,5] to extract a set of typical representatives for each character class. The value for K was varied in the experiments between 1 and 10, thus resulting to prototype set sizes between 39 and 390. The adaptation to each test writer's writing style was performed as follows. Every input character was classified with both the user-independent 1-NN classifier and the adaptive userdependent LSC classifier. The joint classification decision of the two was given by the one with shorter distance to either to the nearest prototype or the nearest local subspace, respectively. This was possible as the both types of classifiers are based on the Euclidean distance metrics and measure the residuals in same units.
If the class provided by the 1-NN classifier was incorrect, the corresponding prototype in the K-means-initialized prototype set was removed. The input character was added to the LSC prototype set either always (the ' A' rule) or only if the LSC classifier had misclassified it (the 'E' rule). As a result, the size of the 1-NN classifier decreased while the size of the LSC classifier increased during the adaptation. As a consequence, the classification decisions were increasingly determined by the latter.
The userdependent adaptive behavior of the system was evaluated with an independent set of 8 writers, each of whom had contributed approximately 580 lowercase and digit characters. "bo figures of performance were recorded for every writec first, the average error rate during the whole adaptation run, second, the error rate for the last 200 characters written. These figures are denoted in the tables as total andjinul error rates, respectively.
Results
The averages of the results for the individual writers when the first feature extraction method was used are collected in Between the tables it can be seen that the two feature extraction methods yield quite similar recognition rates. The additional information on the line directions in the latter features seems therefore not to be beneficial in classification. This result was quite unexpected as people tend to draw character strokes in a consistent order and direction, which should be helpful when designing a classifier.
The results in the tables can be compared to the nonadaptive recognition rates obtained with the user-independent 1-NN classifier only. For both feature sets, the approximate error rates were 40% total and 42afinal. These rates were obtained with K = 10 prototypes per class. The fact that the final error rate in this case is higher than the total rate results from the writers being bored in their writing and producing in the end characters that are harder to classify than in the beginning. As the classifier was static, this phenomenon could not be compensated by adaptahon. 
Conclusions
The present results of the performed experiments have showed that the proposed method is not as powerful recognition method for on-line characters as the elastic matching realized with Dynamical Time Warping. This can mostly be accounted for as a weakness of the feature extraction stage.
The adaptive Local Subspace Classifier itself was shown to perform better than the equivalent k-Nearest Neighbor classifier.
Even though it seems that the performance of the proposed feature extraction methods and the recognition system as such is not sufficient for the implementation of a PDA system, the present methodology may still be of important advantage. The approach can prove to be beneficial in committee classifiers in which multiple member classifiers are combined to produce the classification decision. In such systems, it is advisable that the errors produced by the members are as independent itom each other as possible. Therefore, the combination of a recognizer based on elastic matching and a subsystem based on classification of the pixel images of the characters will be worth an examination.
