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especially active by a good number of submissions. The EasyChair conference management 
system was used for the handling of electronic submissions, allocation of reviewing duties, 
filing of reviews, and calculation of scores to support the electronically conducted program 
committee meeting.  The result of the reviewing process gives an acceptance rate of 38 %. 
Special thanks to Damien Masson from ESIEE, Paris, for the setting of the Easychair  
conference submission system.  
 
 
We would like to thank all the reviewers who spent their precious time to read the 
submitted manuscripts and comment on them. Thanks to the Program Committee members 
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            Real-Time Scheduling for Control Systems 
 
 
 
Schedulability analysis consists of performing a guarantee test to verify whether a given 
scheduling algorithm is able to execute a set of real-time tasks within their deadlines, 
assuming their values are known and given in advance. However, at a design stage, it is not 
always clear how task deadlines should be assigned to best meet the system requirements. 
Also, in Fixed Priority scheduling the process of assigning priorities is often driven by the 
relative "importance" of the tasks in the application. However, there may be very important 
tasks that could run with lower priority, as well as less important tasks that are sensitive to 
delay that would require to run at higher priority. 
The problem of assigning performance parameters (such as priorities, deadlines or periods) is 
that their effect is difficult to measure quantitatively in terms of application requirements. 
Control systems represent a case in which measuring the performance is possible and there 
are techniques that relate stability, speed of convergence, and sampling error to performance 
requirements. 
This talk presents an overview of the techniques that can be used to design control systems 
taking performance requirements into account since a design stage. Extending such methods 
to other application fields is also discussed.
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Abstract
Safety-critical real-time standards define several criti-
cality levels for the tasks (e.g., DO-178B - Software Con-
siderations in Airborne Systems and Equipment Certifi-
cation). Classical models do not take into account these
levels. Vestal introduced a new multiple criticality model,
to model more precisely existing real-time systems, and al-
gorithms to schedule such systems. Such task model repre-
sents a potentially very significant advance in the model-
ing of safety-critical real-time systems. Baruah and Vestal
continues this investigation, with a new algorithm under
fixed and dynamic priority policies.
In this paper, we provide some results about the op-
timality of Vestal’s algorithm and analyze an interesting
property of this algorithm. We also adapt sensitivity anal-
ysis developed by Bini et al. for multiple criticality sys-
tems.
1. Introduction
Execution times of a recurring task are different from
one execution to another. Schedulability analysis of real-
time systems is based on the worst-case execution time
(WCET). The execution time of a task never exceeds its
WCET otherwise it is impossible to guarantee the system
schedulability. Determining an exact WCET value for ev-
ery task occurrence is a very difficult problem. So in prac-
tice, the used WCET is an upper bound of execution re-
quirements.
Since computing WCET is a complex problem, two
different approaches can be considered:
• The first one is to allow some WCET exceedance (for
instance, due to a optimistic approximation of the
WCETs). Some models allow to take into account
this kind of problem. For example, Bougueroua, in
[7], introduced the notion of allowance to achieve
this aim.
• The second one is to consider several levels of confi-
dence for WCET. A high required confidence task
have to never miss a deadline whereas a low re-
quired confidence task can miss some deadline some-
times without great consequences on the safety of the
whole system. In such cases, the WCET of high re-
quired confidence tasks have to be evaluated with the
maximum possible precision because an underesti-
mated value can cause the task to miss a deadline,
which can be very critical for the system, and an
overestimated value can lead a feasibility test to con-
clude that a task is not feasible whereas no deadline
miss can occur at run-time. So, the idea is to per-
form tight evaluation of the WCET for tasks having
a high confidence level and to allow more approxi-
mate (i.e., average) evaluation for tasks with low con-
fidence levels.
Some software standards define several criticality lev-
els which define several levels of required confidence. For
example, the RTCA DO-178B software standard [3] de-
fines 5 levels of criticity, denoted from A to E. A failure
of a A-criticality task can have catastrophic results (i.e.,
crash of an airplane) whereas a failure of a E-criticality
task has no effect on the safety of the airplane. The failure
conditions, reported in Table 1, are categorized by their
effects on the aircraft, crew, and passengers.
A way to take into account these different levels of
confidence is to perform a time partitioning between the
different software applications which allows to enforce
temporal isolation of tasks like described, for example,
in the ARINC 653 standard [1]. ARINC 653 is an Ap-
plication Programming Interface that provides time parti-
tioning among applications having different required De-
sign Assurance Levels. The timeline is defined as a set of
time partitions. Each partition has a fixed predetermined
amount of time. Each task (or a set of dependent tasks)
is attached to a partition and a classical scheduling algo-
rithm is executed on each partition. Since each partition
has a fixed predetermined amount of allocated time, a par-
tition cannot interfere with another one. In other words, a
Level Failure condition Description
A Catastrophic Failure may cause a crash.
B Hazardous Failure has a large negative impact on safety or performance,
or reduces the ability of the crew to operate the plane due to physical
distress or a higher workload, or causes serious or fatal injuries among the passengers.
C Major Failure is significant, but has a lesser impact than a Hazardous failure
(for example, leads to passenger discomfort rather than injuries).
D Minor Failure is noticeable, but has a lesser impact than a Major failure
(for example, causing passenger inconvenience or a routine flight plan change)
E No Effect Failure has no impact on safety, aircraft operation, or crew workload.
Table 1. The required Design Assurance Level in the DO-178B.
task, which belongs to a partition A, cannot interfere with
a task which belongs to a partition B. Moreover, by affect-
ing task with the same required level of confidence on the
same partition, it is possible to ensure temporal isolation
between tasks requiring different levels of confidence.
Another way to take into account different levels of
confidence was discussed by Vestal in a recent paper [13].
Vestal introduced a new formal model for representing
real-time task sets. This model, based on the considera-
tion of several WCETs instead of a single one, allows to
require more or less confidence depending on the critical-
ity of the tasks. Baruah and Vestal gave this definition in
[4]: ’the more confidence one needs in a task execution
time bound, the larger and more conservative that bound
tends to be in practice’.
In [13], Vestal provided two fixed priority algorithms
in order to schedule such systems: one based on period
transformation [12] and another based on the Audsley’s
algorithm [2]. In [4], these works were completed by
Vestal and Baruah. They established a link between classi-
cal sporadic task systems and multiple criticality task sys-
tems. The corresponding sporadic task system is defined
as the initial multiple criticality task set in which only
the WCET corresponding to its critical confidence level
is considered for every task. They proved an interesting
property for the feasibility analysis: a multiple criticality
sporadic task system is feasible if and only if the corre-
sponding traditional sporadic task system is feasible (i.e.,
schedulable when temporal isolation of task executions is
enforced by the operating system).
On-line scheduling algorithms can be classified into
three different categories: fixed-task-priority (FTP, all oc-
curences of a given task have the same priority as for
Rate Monotonic (RM) or Deadline Monotonic (DM) pri-
ority assignment policies); fixed-job-priority (FJP, every
job has a fixed priority, but subsequent jobs of a given
task can have different priorities - the Earliest Deadline
First (EDF) is such an algorithm); and lastly, Dynamic
Priority (DP, the most general class of scheduling algo-
rithms). For Liu and Layland’s task systems, a classical
result is that FTP scheduling algorithms are dominated by
EDF [11]. That is to say, if a task system is schedulable
by an FTP scheduling algorithm, then it is schedulable by
EDF. This result does not hold for multiple criticality task
system since Baruah and Vestal gave a counter-example
of a task system which can be scheduled by FTP algo-
rithm and cannot be scheduled by EDF. In other words,
FTP scheduling algorithms and EDF cannot be compared.
To overcome the fact that EDF and FTP algorithms are
not comparable, Vestal and Baruah proposed an hybrid-
priority scheduling algorithm able to schedule any task
system schedulable by Vestal’s algorithm and/or by EDF,
that is to say by any FTP algorithm or by EDF, since
Vestal’s algorithm is optimal for the FTP algorithm class.
This hybrid-priority scheduling belongs to the class of the
fixed job-priority (FJP) scheduling. A last result provided
in [4] is that this hybrid-priority scheduling is not optimal
in the FJP algorithm class.
This Research. In this paper, we give a modest step in
the study of multiple criticality task systems. Precisely,
we provide a complete proof that the original Audsley’s
algorithm already is optimal for this kind of problem. We
then analyse the sensitivity of system parameters from
processor speed and task execution requirements:
• What is the required processor speed so that a mul-
tiple criticality task set is schedulable under Vestal’s
algorithm. Precisely, we show that Vestal’s algorithm
can be easily adapted to compute such a processor
speed.
• What is the the allowed variations of WCETs of a
task so that it is still schedulable. For that pur-
pose, we adapt the sensitivity analysis introduced by
Bini in [6] for analyzing multi-criticality task sys-
tems scheduled under a FTP scheduling policy.
Organization. The paper is organized as follow: Sec-
tion 2 introduces the multiple criticality model as well as
some known results we will discuss later. We prove, in
Section 3, the optimality of the original Audsley’s algo-
rithm [2] for the kind of independent task systems with
constrained-deadlines under fixed priority policy. Sec-
tion 4 deals with Vestal’s algorithm, and the fact the
returned schedule has the highest critical scaling factor
among all the possible schedules. In Section 5, we per-
formed sensitivity analysis on multiple criticality based
systems followed by an example.
2. Task Model and known results
2.1. Task Model
The model developed by Vestal in [13] is based on the
classical Liu and Layland’s one [11]. Let τ denote a task
system composed of n tasks. Each task τi for i = 1, . . . , n
is composed of:
• a worst-case execution timeCi, which corresponds to
the required processor time per instance of the task,
• a period Ti, which is the minimum inter-arrival sepa-
ration time between two consecutive instances of the
task τi,
• a relative deadline Di, which corresponds to the
maximum autorized amount of time between the ac-
tivation and the end of an instance of the task τi.
For the multiple criticality model, Vestal introduced the
following parameters:
• A WCET function Ci : N+ → R+, which specifies
the WCET for different criticality levels. We can no-
tice that Ci is no more a constant for a given task but
a function. Thus, the WCET for the criticality level `
is denoted by Ci(`).
• A criticality level Li, Li ∈ N+, which specifies the
required confidence for the task τi. By convention, it
is assumed that the level 1 is the lowest critical level.
In addition to these parameters, we introduce the prior-
ity pii of a task τi, which allows to determine which task
have to be executed at a given time: the task with the high-
est priority is executed first. By convention, a high numer-
ical value for pii denotes a low priority task. Thus, the task
having a priority equal to 0 has the highest priority.
In this paper, we assume that tasks have constrained-
deadlines (i.e., Di ≤ Ti for each task). ui(`) def= Ci(`)/Ti
denotes the processor utilization factor of task τi and the
system utilization factor is the sum of task utilization fac-
tors. Any task set having a utilization factor greater that
1 is said overloaded and it is well known that such sys-
tem cannot be scheduled by any DP scheduling algorithm.
Moreover, it is supposed that tightness of WCET increases
according to critical levels. Thus, for all task τi and for all
criticality level l, the following relation is verified [13]:
Ci(`) ≤ Ci(`+ 1) (1)
From a multi-criticality task τ set can be defined the
corresponding sporadic task system τ ′ as follows: to every
multi-critical task τi is defined a corresponding sporadic
task τ ′i(Ci(Li), Di, Ti). The key assumption to enforce
(i.e., Theorem 1 [4]) that a multiple criticality sporadic
task system is schedulable if and only if the correspond-
ing traditional sporadic task system is feasible, it must be
enforced that:
∀i ∈ [1, n] ,∀j ∈ [1, Li] , Ci(j) = Ci(Li) (2)
τi Ti Di Li Ci(1) Ci(2)
1 5 5 1 1 2
2 5 5 2 2 5
Table 2. Example of violation
Let us consider the task set presented in Table 2. The
classical schedulability analysis of the corresponding task
set concludes that it is unschedulable, since no DP algo-
rithm can schedule a task set having the utilization factor
is greater than 1:
C1(L1)
T1
+
C2(L2)
T2
= 1.2 > 1 (3)
However, from a multiple criticality schedulability
analysis, this task system is schedulable when assigning
the highest priority to the task τ2 and the lowest priority to
the task τ1. The corresponding worst-case response time
of τ1 and τ2 are:
Tr1 = C1(L1) = 5 ≤ D1 (4)
Tr2 = C1(L2) + C2(L2) = 3 ≤ D2 (5)
Thus, all deadlines seem to be met which is obviously im-
possible in any overloaded system. Remember that task
execution requirements must satisfy the Equation (2) for
every multiple criticality task.
2.2. Known results
Scheduling algorithm In [13], Vestal introduced a
modified version of the Audsley’s algorithm [2]. The
Vestal’s algorithm is optimal in the category of the fixed
priority algorithms for independent task systems with
constrained-deadlines [4].
The Audsley’s algorithm is based on the following ob-
servation: the response time of a task depends only of
the set of the higher priority tasks, and it is unnecessary
to know the exact priority assignment. So, the principle
of the Audsley’s algorithm is to enumerate each priority
level from the lowest to the highest. At each priority level
is assigned the first task which is schedulable at this prior-
ity level (ties are broken arbitrarily). If there is at least one
priority level with no task which can be assigned to it, then
the task system is unschedulable using a fixed-priority al-
gorithm.
Vestal modified this algorithm in the following way:
instead of taking the first task which can be scheduled at
a given priority level, Vestal’s algorithm assigns the task
with the highest critical scaling factor i.e., factor which
corresponds to the maximum factor by which we can mul-
tiply the WCET of the task without the task τi missed a
deadline [9]. We recall the previse definition of the crit-
ical scaling factor of a system because it will be reused
hereafter:
∆∗ def=
 max
1≤i≤n
min
t∈Si
i∑
j=1
Cj
t
⌈
t
Tj
⌉−1 (6)
where Si is the set of scheduling points as defined in [10]:
Si
def=
{
kTj |j = 1, . . . , i; k = 1, . . . ,
⌊
Di
Tj
⌋}
(7)
This critical scaling factor corresponds to the maxi-
mum factor by which we can multiply all Ci of the tasks
without a deadline failure. If we consider tasks separately,
the critical factor of a task can be defined as follows:
∆i
def=
min
t∈Si
i∑
j=1
Cj
t
⌈
t
Tj
⌉−1 (8)
In [4], Baruah and Vestal claimed that this algo-
rithm is optimal for scheduling independent task sets with
constrained-deadlines under a fixed priority policy with-
out providing a complete proof.
We show next that the original Audsley’s algorithm al-
ready is optimal for this kind of problem (i.e., without
considering the critical scaling factors as a tie braking
rule) and, as a consequence, that Vestal’s algorithm also
is optimal. We also show that Vestal’s algorithm returns
a schedule having the highest possible critical scaling fac-
tor.
We give an example of Vestal’s assignment algorithm
in Figure 1. The upper table summarizes the task charac-
teristics. The bottom table is a trace of Vestal’s algorithm.
For example, when we are looking for a task to assign at
the priority level 3, we compute the critical scaling factor
of each task, and we choose the one having the highest
critical scaling factor which is, in this case, τ3. So, we
continue this process at the priority level 2 without forget
to remove task τ3. The task with the highest critical scal-
ing factor at this level is τ0, so τ0 is assigned at the priority
level 2. And so on.
The critical scaling factor of the system is given by the
minimum of the critical scaling factor of each task when
all tasks are assigned of a priority. In this case, the critical
scaling factor of the system is determined by the critical
scaling factor of τ3.
Schedulability analysis. In [9], the critical scaling fac-
tor is a basic sensitivity analysis on independent task sys-
tems under fixed priority policy.
In [6], Bini et al. performed a sensitivity analysis
which extends the Lehoczky’s one. Two methods are de-
scribed: one to perform schedulability in theC-space (i.e.,
studying the modification of the execution time Ci of the
tasks), and an other in the f-space (i.e., studying the mod-
ification of the period Ti of the tasks).
This method allows to represent graphically these
spaces (i.e., Figure 2 for an example of a C-space graphi-
cally represented).
In the following, we focus on schedulability inC-space
since we are interested by the impact of using a model
with several WCETs per task instead a single one. So,
readers interested by schedulability in f-space can report
themself to the original paper from Bini et al. [6].
τi Ti Di Li Ci(1) Ci(2)
0 164 104 1 7 17
1 89 44 2 4 4
2 191 80 1 12 16
3 283 283 2 85 85
Priority Trace
3
∆τ0 = 0.928571
∆τ1 = 0.360656
∆τ2 = 0.740741
∆τ3 = 1.69461
⇒ pi3 = 3
2
∆τ0 = 3.86957
∆τ1 = 1.18919
∆τ2 = 3.47826
⇒ pi0 = 2
1
∆τ1 = 2.2
∆τ2 = 5
}
⇒ pi2 = 1
0 ∆τ1 = 11
}⇒ pi1 = 0
∆ = min∆i = 1.69461
Figure 1. Vestal’s priority assignment trace
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Figure 2. Example of the representation of
the C-space of a system composed of 2
tasks, with T1 = D1 = 9.5 and T2 = D2 = 22
The method to perform sensitivity analysis on the C-
space allows to choose the direction in which we want to
perform the analysis, that is to say to choose which subset
of tasks we want to study, and the weighting for each task.
The starting point of the method is the fact that a task
system is schedulable if, and only if:
max
1≤i≤n
min
t∈Si
i∑
j=1
Cj
⌈
t
Tj
⌉
≤ t (9)
or, in a vectorial form:
max
1≤i≤n
min
t∈Si
Cini(t) ≤ t (10)
where Ci is a vector of the i highest prior-
ity task Ci = (C1, C2, . . . , Ci), and ni(t) =(⌈
t
T1
⌉
,
⌈
t
T2
⌉
, . . . ,
⌈
t
Ti−1
⌉
, 1
)
.
By replacing Ci by Ci + λdi in the Equation 10, we
obtain (the complete proof can be found in [6]):
λ = min
i=1,...,n
max
t∈sched(Pi)
t− ni(t)Ci
ni(t)di
(11)
where λ is a scaling factor and sched(Pi) is a subset of
Si.
The vector di correspond to the studied direction. If we
want to perform schedulability analysis on τk only, then di
is equal to ((0, . . . , 0,
kth element︷︸︸︷
1 , 0, . . . , 0︸ ︷︷ ︸
i elements
).
If we want to perform a sensitivity analysis on the
whole system, then di must be equal to Ci. The corre-
sponding analysis leads to define the critical scaling factor
of the system.
The schedulability in the C-space is a generalization of
the schedulability analysis introduced by Lehoczky in [9]
in the sense that the computation of a critical factor for
a single task or for the whole tasks system are particular
cases of the Bini’s method. Indeed, Bini’s method allows
to choose the direction on which the sensitivity analysis is
performed. Thus, it is possible to study only one task, the
whole task system or any subset of tasks of the system.
In this paper, one of our contributions is to adapt this al-
gorithm to multiple criticality task systems (see Section 5)
in the case of sensitivity analysis on the C-space.
3. Optimality of Audsley’s algorithm
Our first contribution corresponds to the following re-
sult:
Theorem 1. The Audsley’s algorithm is optimal for
scheduling multiple criticality independent task systems
with constrained-deadlines under a fixed-priority policy.
To prove this theorem, we will use the lemmas de-
scribed next:
Lemma 1. When studying a specific task τi, we can con-
sider corresponding task system instead of a multiple crit-
icality task system, with the WCETs corresponding to the
ones on critical level Li, the criticality level of the studied
task τi.
Proof. This lemma can be deduced from the definition of
a multiple criticality task system. When we compute the
worst-case response time (WCRT) of the task τi, we con-
sider only the WCET of the criticality level of τi as we can
see in the following equation, which is the modified ver-
sion of the Joseph and Pandya’s equation [8] introduced
by Vestal in [13] to compute the WCRT for multiple criti-
cality systems:
Tri =
i∑
j=1
⌈
Tri
Tj
⌉
Cj(Li) (12)
Thus, when we are studying the task τi, we can con-
sider only a classical task system with the WCETs corre-
sponding to the WCET of the criticality level of τi, that is
to say Li.
If we have a look to the task system given in Figure 1,
we can see that the critical scaling factor of task τ1 when
assigned at the priority 2 is greater than the critical scaling
factor of the task τ1 when assigned at the priority 3 (i.e., at
a lower priority level). This intuitive result is summarized
in the following lemma:
Lemma 2. Let τi to be a task which has a critical factor
of ∆i,j when assigned of the priority j. If τi is assigned
of the priority j − 1 then the critical factor of τi for this
priority verifies ∆i,j < ∆i,j−1
Proof. For the following proof, we will consider a task τi
which can be assigned at the level priority j or j − 1. It is
important to notice that the only difference between these
two assignments is that the set of higher priority tasks,
when τi is assigned at the priority level j contains one
additional task than the set of higher priority tasks when
τi is assigned at the priority level j − 1. By convenience,
we suppose the additional task to be τj , but since the task
set of higher priority tasks are not ordered, it can be any
higher priority task.
By definition, from [9]
∆i,j
def=
[
min
t∈Si,j
1
t
j∑
k=1
Ck(Li)
⌈
t
Tk
⌉]−1
(13)
∆i,j−1
def=
[
min
t∈Si,j−1
1
t
j−1∑
k=1
Ck(Li)
⌈
t
Tk
⌉]−1
(14)
These definitions were just adapted to multiple critical-
ity task systems, replacing classical WCET Ck by multi-
ple criticality task WCET at level Li which is equal to
Ck(Li).
Si,j denotes the set of scheduling points for the task τi
when assigned of the priority j. This set is defined by the
following equation:
Si,j
def=
{
kTm|m = 1, . . . , j; k = 1, . . . ,
⌊
Di
Tm
⌋}
∪{Di}
(15)
We were aware that Bini et al. introduced in [5] a suf-
ficient subset of scheduling points, but for our proof, we
need to consider the set of all scheduling points.
So, according to Equations 13 and 14, there exists tj
and tj−1 such as
∆i,j =
[
1
tj
j∑
k=1
Ck(Li)
⌈
tj
Tk
⌉]−1
(16)
∆i,j−1 =
[
1
tj−1
j−1∑
k=1
Ck(Li)
⌈
tj−1
Tk
⌉]−1
(17)
One can remark than Si,j−1 ⊂ Si,j . So, we have two
cases to take into account: tj ∈ Si,j−1 and tj /∈ Si,j−1:
• If tj ∈ Si,j−1. It is obvious that:
∀t, 1
t
j∑
k=1
Ck(Li)
⌈
t
Tk
⌉
>
1
t
j−1∑
k=1
Ck(Li)
⌈
t
Tk
⌉
(18)
So, if t = tj then:
1
tj
j∑
k=1
Ck(Li)
⌈
tj
Tk
⌉
>
1
tj
j−1∑
k=1
Ck(Li)
⌈
tj
Tk
⌉
(19)
Since tj ∈ Si,j−1 and tj−1 minimize
1
t
∑j−1
k=1 Ck(Li)
⌈
t
Tk
⌉
(see definition of tj−1,
Equation 17), we have:
1
tj−1
j−1∑
k=1
Ck(Li)
⌈
tj−1
Tk
⌉
≤ 1
tj
j−1∑
k=1
Ck(Li)
⌈
tj
Tk
⌉
(20)
Equations 19 and 20 give:
1
tj−1
j−1∑
k=1
Ck(Li)
⌈
tj−1
Tk
⌉
<
1
tj
j∑
k=1
Ck(Li)
⌈
tj
Tk
⌉
(21)
That is to say:
∆i,j−1 > ∆i,j (22)
• Now, we consider the case when tj /∈ Si,j−1.
By definition, we have to notice thatDi = max(Si,j)
and Di = max(Si,j−1). Since tj /∈ Si,j−1, we have
tj 6= Di. So,
∃tk ∈ Si,j−1, tj < tk (23)
We can notice than
∑j−1
k=1 Ck(Li)
⌈
t
Tk
⌉
is a piece-
wise function and tj is not a point of discontinuity
since tj /∈ Si,j−1, so:
∃tk ∈ Si,j−1,{
tk > tj∑j−1
k=1 Ck(Li)
⌈
tj
Tk
⌉
=
∑j−1
k=1 Ck(Li)
⌈
tk
Tk
⌉
(24)
Moreover,
j−1∑
k=1
Ck(Li)
⌈
tj
Tk
⌉
<
j∑
k=1
Ck(Li)
⌈
tj
Tk
⌉
(25)
So, Equations 24 and 25 lead to:
j−1∑
k=1
Ck(Li)
⌈
tk
Tk
⌉
<
j∑
k=1
Ck(Li)
⌈
tj
Tk
⌉
(26)
Since tk > tj , we have 1tk <
1
tj
. And, if we use
Equation 26, we have:
1
tk
j−1∑
k=1
Ck(Li)
⌈
tk
Tk
⌉
<
1
tj
j∑
k=1
Ck(Li)
⌈
tj
Tk
⌉
(27)
By definition of tj−1 (i.e., Equation 17), we have
1
tj−1
j−1∑
k=1
Ck(Li)
⌈
tj−1
Tk
⌉
= min
t∈Si,j−1
1
t
j−1∑
k=1
Ck(Li)
⌈
t
Tk
⌉
(28)
And then, since tk ∈ Si,j−1:
1
tj−1
j−1∑
k=1
Ck(Li)
⌈
tj−1
Tk
⌉
≤ 1
tk
j−1∑
k=1
Ck(Li)
⌈
tk
Tk
⌉
(29)
If we combine Equations 27 and 29, we obtain:
1
tj−1
j−1∑
k=1
Ck(Li)
⌈
tj−1
Tk
⌉
<
1
tj
j∑
k=1
Ck(Li)
⌈
tj
Tk
⌉
(30)
That is to say,
∆i,j−1 > ∆i,j (31)
We proved that in both cases (tj ∈ Si,j−1 and tj /∈
Si,j−1), ∆i,j−1 > ∆i,j . This prove the lemma.
Now, we have the material to prove Theorem 1.
Proof of Theorem 1. Using Lemma 1, studying the
schedulability of a multiple criticality task can be done
by studying the schedulability of the equivalent task sys-
tem on the criticality level of the studied task. And taking
into account Lemma 2, the critical scaling factor of a task
can only increase when we assign the task to a higher pri-
ority level. In other word, the interference due to higher
priority tasks can only decrease.
Thus, if a task is schedulable at a priority level j, then
it is schedulable when assigned of a higher priority. Since
the hypothesis of the classical task model are also re-
spected in the case of the multiple criticality task model,
we can deduce that the Audsley’s algorithm is also opti-
mal for multiple criticality task systems.
And having the previous theorem, we can easily state
the following theorem:
Theorem 2. The Vestal’s algorithm is optimal to sched-
ule a set of independent tasks with constrained-deadlines
under a fixed priority scheduling policy.
Proof. Since Vestal’s algorithm is a particular case of
Audsley’s algorithm (i.e., task critical scaling factors are
used for braking ties), and since Audsley’s algorithm is
optimal due to Theorem 1, we can conclude that Vestal’s
algorithm is also optimal to schedule independent task
systems with constrained-deadlines under fixed priority
policy.
4. Processor speed
For multiple criticality task systems, Audsley’s algo-
rithm is optimal. But, if the system is not schedulable,
then computing the minimum amount of supplementary
processor speed so that the system becomes schedulable
under a FP assignment is an important issue for system
designers.
Clearly, for sporadic tasks with constrained-deadlines,
priority assignment (i.e., DM) and speed up factor compu-
tation are independent problems. We prove next that such
a result is also valid for multiple criticality task system
and furthermore that both problem can be solved simul-
taneously (i.e., the speed up factor can be computed in a
greedy manner while performing the priority assignment).
Algorithm 1 Processor speed modulation and priority as-
signment
Require: τ∗ = set of tasks to schedule
Ensure: ∆∗ = maximum scaling factor
Ensure: τ˜ = scheduled task system
τ ⇐ τ∗
τ˜ ⇐ ∅
for j from n to 1 do
τVestal = ∅
for τA ∈ τ do
if τVestal = ∅ then
τVestal ⇐ τA
∆∗ = ∆(τA, τ)
else
if ∆(τVestal, τ) < ∆(τA, τ) then
τVestal ⇐ τA
end if
end if
end for
pi(τVestal)⇐ j
τ ⇐ τ − {τVestal}
τ˜ ⇐ τ˜ ∪ {τVestal}
if ∆(τVestal, τ) < ∆∗ then
∆∗ = ∆(τVestal, τ)
end if
end for
The Algorithm 1 presents an implementation of our
algorithm in pseudo-code. It computes a priority as-
signment and a critical scaling factor ∆∗. The function
∆(τi, τ) computes the critical scaling factor of the task τi
when the higher or equal priority task set is equal to τ .
If the critical scaling factor ∆∗ is greater than 1, then it
corresponds to the maximum factor by which we can di-
vide the processor speed without having deadline failure.
If ∆∗ < 1, then the initial task set is not schedulable and
∆∗ corresponds to the minimum factor by which the pro-
cessor speed must be accelerated to lead to a schedulable
task system.
The main result (i.e., Theorem 3) will be based on the
following property:
Lemma 3. Let τ denote a task system and τi and τj be
two tasks with τi having a higher priority than τj . If the
critical scaling factor of the task τi at the priority level of
τj is greater than the critical factor of the task τj at the
same level, then inserting the task τi at the priority level
of the task τj can only increase the critical factor ∆ of the
task system.
τi
τj τi
τj
1
2
3
1
2
3
Figure 3. Scheme of the transformation
Proof. We shall use an interchange argument to prove the
result. The Figure 3 represents the basis of the transfor-
mation. Each zone corresponds to the following:
• Zone 1 is composed of tasks with higher priority than
task τi,
• Zone 2 is composed of tasks with intermediate prior-
ity, that is to say with lower priority than τi but higher
priority than τj ,
• Zone 3 is composed of tasks with lower priority than
the task τj .
If we study the evolution of the critical scaling factor
of each task when performing the transformation, we can
observe that:
• The critical factor of tasks in Zone 1 are not modi-
fied by the priority modifications of tasks with lower
priority,
• The critical factor of tasks in Zone 3 are not modified
by the modifications of the priority order of tasks of
higher priority,
• The critical factor of tasks in Zone 2 can only in-
crease due to Lemma 2.
And if we perform the transformation, it is, by hypoth-
esis because task τi has a higher critical scaling factor at
priority level of τj than τj .
In other words, in all the cases, the critical scaling fac-
tor of each task can be either unchanged or increased, ex-
cept for task τi. But by assumption the new critical scaling
factor of task τi is greater than the old critical scaling fac-
tor of task τj . The result follows.
Now, using this lemma, it is easy to prove the following
theorem.
Theorem 3. Vestal’s algorithm returns a priority assign-
ment with the greatest critical scaling factor of tasks (i.e.,
minimum speed up factor if the system is not schedulable
under a unit-speed processor).
Proof. Let τ denote the task system. This task system is
composed of n tasks, τ1, . . . , τn, and each task is assigned
to a priority. To prove the result, we build-up Vestal’s
schedule from τ using Lemma 3. The method is straight-
forward: we are looking for the task having the highest
critical scaling factor at the priority level n among the
tasks having a priority higher or equal to n. Then, we
insert this task to this level. Due to Theorem 2, the critical
scaling factor of the new task system τ ′ is greater or equal
to the critical scaling factor of ∆. We repeat this opera-
tion, replacing τ by τ ′ and looking for the task to insert at
the level priority n−1, and so on until the studied priority
task level is equal to 1.
By this way, we construct a new schedule from the
initial one, which is the same than this one produced by
Vestal’s algorithm because in both cases, the same task
selection is performed. Since the transformation used can
only increase the critical scaling factor of the initial task
set τ and since the initial task set τ can represent any task
set, we can conclude that the task set resulting of Vestal’s
algorithm has the highest possible critical scaling factor
for fixed priority policy. This proves the Theorem 3.
So, Vestal’s algorithm, by providing a schedule with
the highest possible critical scaling factor, has a great in-
terest since it offers a simple way to define the minimum
processor requirement so that a multiple criticality task set
is schedulable.
5. Sensitivity analysis on WCET
We next adapt the Bini et al. sensitivity analysis (i.e.,
initially developed for classical real-time task systems [6])
to multiple criticality task systems. We only focus to the
sensitivity analysis in the C-space, since the multiple crit-
icality task model distinguishes from classical sporadic
task systems by considering a set of WCETs for every
task).
5.1. Sensitivity analysis in the C-space
We extend the sensitivity analysis in the C-space by
analyzing tasks at the same critical level. Instead of hav-
ing one λ in the studied direction d, we define one λ` per
criticity level `.
τi Ti Di Li Ci(1) Ci(2)
τ1 137 65 1 9 29
τ2 286 139 2 86 86
τ3 248 168 1 32 160
Table 3. Example of a multiple criticality
tasks system
λ`
def= min
i = 1, . . . , n
Li = `
max
t∈sched(Pi)
t− ni(t)Ci(`)
ni(t)di
(32)
A particular attention must be focused on the modified
Ci. Indeed, the modifications can break a basic assump-
tion of multiple criticality system expressed by Equation
1 (a complete example is detailed in the next section). In
practice, such a problem can be easily solved by setting
Equation 2 as a constraint in Bini et al. sensitivity analy-
sis method. Precisely, it is necessary to normalize execu-
tion requirements of every task so that the assumption on
execution time stated in the task model is respected (i.e.,
Equation 1).
For that purpose every time that Equation 1 is not sat-
isfied:
∃`, Ci(`) > Ci(`+ 1) (33)
then, we assign the value of Ci at criticality level `+ 1 to
the Ci at criticality level `
Ci(`)← Ci(`+ 1) (34)
5.2. Example
After this simple normalization step, Bini et al. sen-
sitivity analysis can be easily performed. Let study the
example of multiple criticality task system where charac-
teristics are given Table 3.
And let focus on the task τ2 on which we will perform
the sensitivity analysis. Bini et al. showed in [6] that when
the schedulability analysis is performed only on a single
task, Equation 321 can be rewritten in:
δCmaxk = min
i=k,...,n
max
t∈sched(Pi)
t− ni(t)Ci⌈
t
Tk
⌉ (35)
To apply the sensitivity analysis, scheduling points
must be computed. In [5], Bini uses these recursive defi-
nition to find them:
sched(Pi)
def= Pi−1(Di)
P0(t) def= {t}
Pi(t) def= Pi−1
(⌊
t
Ti
⌋
Ti
)⋃Pi−1(t) (36)
1We do not use the Bini’s notation∆Cmaxk to avoid possible confu-
sion with the critical scaling factor∆. We use δCmaxk instead.
τ2 τ3
t δC2
137 22
139 -5
t δC3
137 10
168 32
Table 4. Trace of the δCi
τi Ti Di Li Ci(1) Ci(2)
τ1 137 65 1 9 29
τ2 286 139 2 118 108
τ3 248 168 1 32 160
Table 5. Sensitivity analysis before normal-
ization step
Applying Equation 36 to τ2 and τ3 to have their
scheduling points give us the following sets:
sched(P2) = {T1, D2} (37)
sched(P3) = {T1, D3} (38)
So, we can now compute the critical scheduling fac-
tor for task τ2 and τ3 (a trace of the computations can be
found in Table 4):
δC2 = max(22,−5) = 22 (39)
δC3 = max(10, 32) = 32 (40)
Having these δCi, we can now compute the critical
scaling factor per criticity level:
δCmax2 (1) = min
i=1,...,n∧Li=1
(δCi)
= min({δC3}) (41)
δCmax2 (2) = min
i=1,...,n∧Li=2
(δCi)
= min({δC2}) (42)
If we apply the modification to the task system, we
obtain the system shows in Table 5. We can easily see
that the basic hypothesis of multiple criticality task sys-
tem (Equation 1) is not satisfied for task τ2 since C2(1) >
C2(2). So, we have to perform a normalization step, as
describe in the previous section.
After normalization, we obtain the task system de-
scribes in Table 6. Figure 4 shows the multiple criticality
C-space for the task τ2, that is to say the possible value
for C2(1) and C2(2) in order to satisfy Equation 2.
6. Conclusion and future work
In this article, we investigate the multiple criticality
task scheduling model introduced in [13] and [4]. Such
task model represents a potentially very significant ad-
vance in the modeling of safety-critical real-time systems.
We first formally proved the original Audsley’s algorithm
τi Ti Di Li Ci(1) Ci(2)
τ1 137 65 1 9 29
τ2 286 139 2 108 108
τ3 248 168 1 32 160
Table 6. Sensitivity analysis after normaliza-
tion step
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Figure 4. Multiple criticality C-space for task
τ2
is already optimal in the class of fixed-priority algorithm
for scheduling independent task systems with constrained-
deadlines, and as a consequence that the tie braking rule
used in Vestal’s algorithm is not useful for assigning fixed-
priority to multi criticality tasks.
Moreover, we performed two kind of sensitivity anal-
ysis: we first showed that Vestal’s algorithm can be ex-
tended to compute the minimum processor speed so that a
multiple criticality task set is schedulable. For that pur-
pose, Lehoczky’s critical scaling factor is used as a tie
breaker at each task priority level.
We also show how to adapt the sensitivity analysis in
the C-space originally developed by Bini in [6] for the
case of multiple criticality task systems. Such an exten-
sion allows to analyse a subset of tasks. From a practical
point of view, it is particularly useful to analyse all tasks
belonging to the specific critical level.
Future work Lehockzy, in [9] performed a sensitivity
analysis for a single task and the whole task system. Bini
et al., in [6] extends this method to allow a task sensitivity
analysis according to a given direction. Future works may
concern the sensitivity analysis of a task system to draw
the C-space without considering any particular direction.
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Abstract 
This paper examines the relative effectiveness of fixed 
priority pre-emptive scheduling in a uniprocessor system, 
compared to an optimal algorithm such as Earliest 
Deadline First (EDF). The quantitative metric used in this 
comparison is the processor speedup factor, defined as the 
factor by which processor speed needs to increase to 
ensure that any taskset that is schedulable according to an 
optimal scheduling algorithm can be scheduled using fixed 
priority pre-emptive scheduling. For implicit-deadline 
tasksets, the speedup factor is 1/ln(2) . For 
constrained-deadline tasksets, the speedup factor is 
. In this paper, we show that for arbitrary-
deadline tasksets, the speedup factor is lower bounded by 
 and upper bounded by 2. Further, when 
deadline monotonic priority assignment is used, we show 
that the speedup factor is exactly 2. 
1.44270  ≈
76322.1/1 ≈Ω
76322.1/1 ≈Ω
693.0)2ln(
 
1. Introduction 
In this paper, we are interested in determining the 
largest factor by which the processing speed of a 
uniprocessor would need to be increased, such that any 
feasible taskset (that was previously schedulable according 
to an optimal scheduling algorithm) could be guaranteed to 
be schedulable according to fixed priority pre-emptive 
scheduling. We refer to this resource augmentation factor 
as the processor speedup factor [14]. 
In 1973, Liu and Layland [18] considered fixed priority 
pre-emptive scheduling of synchronous1 tasksets 
comprising independent periodic tasks, with bounded 
execution times, and deadlines equal to their periods. We 
refer to such tasksets as implicit-deadline tasksets. Liu and 
Layland showed that rate monotonic priority ordering 
(RMPO) is the optimal fixed priority assignment policy for 
implicit-deadline tasksets, and that using rate monotonic 
priority ordering, fixed priority pre-emptive scheduling can 
schedule any implicit-deadline taskset with a total 
utilisation ≈≤U . 
Liu and Layland also showed that Earliest Deadline 
First (EDF) is an optimal dynamic priority scheduling 
algorithm for implicit-deadline tasksets, and that EDF can 
schedule any such taskset with a total utilisation 1≤U . 
In 1974, Dertouzos [11] showed that EDF is in fact an 
optimal pre-emptive uniprocessor scheduling algorithm, in 
the sense that if a valid schedule exists for a taskset, then 
the schedule produced by EDF will also meet all deadlines. 
Combining the result of Dertouzos [11] with the results 
of Liu and Layland [18] for both EDF and fixed priority 
pre-emptive scheduling, we can see that the processor 
speedup factor required to guarantee that fixed priority pre-
emptive scheduling can schedule any feasible implicit-
deadline taskset is 1 44270.1)2ln(/ ≈ . 
Research into real-time scheduling during the 1980’s 
and early 1990’s focussed on lifting many of the 
restrictions of the Liu and Layland task model. Task 
arrivals were permitted to be sporadic, with known 
                                                 
1 A taskset is synchronous if all of its tasks share a common release time. 
minimal inter-arrival times, (still referred to as periods), 
and task deadlines were permitted to be less than or equal 
to their periods (so called constrained deadlines) or less 
than, equal to, or greater than their periods (so called 
arbitrary deadlines). 
In 1982, Leung and Whitehead [15] showed that 
deadline monotonic2 priority ordering (DMPO) is the 
optimal fixed priority ordering for constrained-deadline 
tasksets. Exact fixed priority schedulability tests for 
constrained-deadline tasksets were introduced by Joseph 
and Pandya in 1986 [13], Lehoczky et al. in 1989 [17], and 
Audsley et al. in 1993 [1]. 
In 1990, Lehoczky [16] showed that deadline 
monotonic priority ordering is not optimal for tasksets with 
arbitrary deadlines; however, an optimal priority ordering 
for such tasksets can be determined, in at most 2/)1( +nn  
task schedulability tests, using Audsley’s optimal priority 
assignment algorithm3 [1]. 
Exact schedulability tests for tasksets with arbitrary 
deadlines were developed by Lehoczky [16] in 1990 and 
Tindell et al. in 1994 [20]. 
Exact EDF schedulability tests for both constrained and 
arbitrary-deadline tasksets were introduced by Baruah et 
al. in 1990 [6], [7]. 
In 2008, Baruah and Burns [5] showed that the 
processor speedup factor for constrained-deadline tasksets 
is lower bounded by 1.5 and upper bounded by 2. In 2009, 
Davis et al. [10] derived the exact speedup factor for 
constrained-deadline tasksets;  (where 76322.1/1 ≈Ω Ω  
is the mathematical constant defined by the transcendental 
equation , hence, ). Ω=Ω)/1ln( 0.567143 ≈Ω
In this paper, we derive the speedup factor for fixed 
priority pre-emptive scheduling of arbitrary-deadline 
tasksets. We are able to give an exact speedup factor when 
deadline monotonic priority assignment is used, and upper 
and lower bounds assuming an optimal priority 
assignment. 
It is known that an exact condition for the schedulability 
of a constrained or arbitrary-deadline taskset under an 
optimal pre-emptive uniprocessor scheduling algorithm, 
such as EDF [11], is that a quantity referred to as the 
processor LOAD (see Section 2.3) does not exceed the 
capacity of the processor (i.e. LOAD ) [6], [7]. 1≤
The processor speedup factor derived in this paper 
shows that every arbitrary-deadline taskset with 
LOAD  is guaranteed to be schedulable according to 
fixed priority pre-emptive scheduling using either 
5.0≤
                                                 
2 Deadline monotonic priority ordering assigns priorities in order of task 
deadlines, such that the task with the shortest deadline is given the highest 
priority. 
3 This algorithm is optimal in the sense that it finds a schedulable priority 
ordering whenever such an ordering exists. 
deadline-monotonic priority assignment or an optimal 
priority assignment algorithm. 
This result complements the earlier results of Davis et 
al. [10] that every constrained-deadline taskset with 
LOAD 567143.0≤ Ω ≈  is guaranteed to be schedulable 
according to fixed priority pre-emptive scheduling using 
deadline-monotonic priority assignment; and the seminal 
result of Liu and Layland [18] ( 693.0)2ln( ≈≤U ), that 
applies to implicit-deadline tasksets. 
While the results presented in this paper are mainly 
theoretical, they also have practical utility in enabling 
system designers to quantify the maximum penalty for 
using fixed priority pre-emptive scheduling in terms of the 
additional processing capacity required. This performance 
penalty can then be weighed against other factors such as 
implementation overheads when considering which 
scheduling algorithm to use. 
1.1. Related work on average case sub-optimality 
This paper examines the sub-optimality of fixed priority 
pre-emptive scheduling in the worst-case, other research 
has examined its behaviour in the average-case. 
In 1989, Lehoczky et al. [17] introduced the breakdown 
utilisation metric: A taskset is randomly generated, and 
then all task execution times are scaled until a deadline is 
just missed. The utilisation of the scaled taskset gives the 
breakdown utilisation. Lehoczky et al. showed that the 
average breakdown utilisation, for implicit-deadline 
tasksets of large cardinality under fixed priority pre-
emptive scheduling is approximately 88%, corresponding 
to a penalty of approximately 12% of processing capacity 
with respect to an optimal algorithm such as EDF. 
In 2005, Bini and Buttazzo [8] showed that breakdown 
utilisation suffers from a bias which tends to penalise fixed 
priority scheduling by favouring tasksets where the 
utilisation of individual tasks is similar. Bini and Buttazzo 
introduced the optimality degree metric, defined as the 
number of tasksets in a given domain that are schedulable 
according to some algorithm A. divided by the number that 
are schedulable according to an optimal algorithm. Using 
this metric, they showed that the penalty for using fixed 
priority-pre-emptive scheduling for implicit-deadline 
tasksets is typically significantly lower than that assumed 
by determining the average breakdown utilisation. 
1.2. Organisation 
The remainder of this paper is organised as follows. 
Section 2 describes the system model and notation used, 
and recapitulates exact schedulability analysis for both 
fixed priority and EDF scheduling. Section 3 illustrates the 
processor speedup factor via a simple example. Section 4 
derives the processor speedup factor required for arbitrary-
deadline tasksets under fixed priority pre-emptive 
scheduling. Section 5 concludes with a summary of the 
results. 
2. Scheduling model and schedulability 
analysis 
In this section, we outline the scheduling model, 
notation and terminology used in the rest of the paper. We 
then recapitulate the exact schedulability analysis for both 
fixed priority pre-emptive scheduling and EDF scheduling. 
2.1. Scheduling model, terminology and notation 
In this paper, we consider the pre-emptive scheduling of 
a set of tasks (or taskset) on a uniprocessor.  
Each taskset comprises a static set of n tasks ( nττ ..1 ), 
where n is a positive integer. We assume that the index i of 
task iτ  also represents the task priority used in fixed 
priority pre-emptive scheduling, hence 1τ  has the highest 
fixed-priority, and nτ  the lowest. 
Each task iτ  is characterised by its bounded worst-case 
execution time iC , minimum inter-arrival time or period 
i , and relative deadline i . Each task iT D τ  therefore gives 
rise to a potentially infinite sequence of invocations, each 
of which has an execution time upper bounded by iC , an 
arrival time at least iT  after the arrival of its previous 
invocation, and an absolute deadline  time units after its 
arrival.  
iD
ii TDIn an implicit-deadline taskset, all tasks have = . 
In a constrained-deadline taskset, all tasks have ii TD ≤ , 
while in an arbitrary-deadline taskset, task deadlines are 
independent of their periods, thus each task may have a 
deadline that is less than, equal to, or greater than, its 
period. The set of arbitrary-deadline tasksets is therefore a 
superset of the set of constrained-deadline tasksets, which 
is itself a superset of the set of implicit deadline tasksets. 
The utilisation i , of a task is given by its execution 
time divided by its period ( iU = iC / iT ). The total 
utilisation U, of a taskset is the sum of the utilisations of 
all of its tasks: 
U
∑
=
=
n
i i
i
T
CU
1
       (1) 
The following assumptions are made about the 
behaviour of the tasks: 
o The arrival times of the tasks are independent and 
hence the tasks may share a common release time. 
o Each task is released (i.e. becomes ready to 
execute) as soon as it arrives. 
o The tasks are independent and so cannot block 
each other from executing by accessing mutually 
exclusive shared resources, with the exception of 
the processor. 
o The tasks do not voluntarily suspend themselves. 
A task is said to be ready if it has outstanding 
computation and so is awaiting execution by the processor. 
A taskset is said to be schedulable with respect to some 
scheduling algorithm and some system, if all possible 
sequences of task invocations (or jobs) that may be 
generated by the taskset can be scheduled on the system by 
the scheduling algorithm without any deadlines being 
missed. 
Under Earliest Deadline First (EDF) scheduling, at any 
given time, the ready task invocation with the earliest 
absolute deadline is executed by the processor. In contrast, 
under fixed priority pre-emptive scheduling, at any given 
time, the highest priority ready task is executed by the 
processor. 
When a taskset is scheduled according to fixed 
priorities, task priorities need to be assigned according to 
some algorithm. Optimal priority assignment algorithms 
are known for implicit-deadline [18], constrained-deadline 
[15], and arbitrary-deadline [1] tasksets. 
A priority assignment policy P is said to be optimal 
with respect to some class of tasksets if there are no 
tasksets in the class that are schedulable according to fixed 
priority pre-emptive scheduling using any other priority 
ordering policy that are not also schedulable using the 
priority assignment determined by policy P. 
A taskset is said to be feasible with respect to a given 
system model if there exists some scheduling algorithm 
that can schedule all possible sequences of task activations 
that may be generated by the taskset on that system 
without missing any deadlines. Note, in this paper, we are 
primarily interested in a reference system model that 
consists of a pre-emptive uniprocessor with unit processing 
speed. 
A scheduling algorithm is said to be optimal with 
respect to a system model and a tasking model if it can 
schedule all of the tasksets that comply with the tasking 
model and are feasible on the system. 
We note that EDF is known to be an optimal pre-
emptive uniprocessor scheduling algorithm for tasksets 
compliant with the tasking model described in this section 
[11]. Least Laxity First is another such optimal algorithm 
[19]. 
A schedulability test is termed sufficient, with respect to 
a scheduling algorithm and system model, if all of the 
tasksets that are deemed schedulable according to the test 
are in fact schedulable on the system under the scheduling 
algorithm. Similarly, a schedulability test is termed 
necessary, if all of the tasksets that are deemed 
unschedulable according to the test are in fact 
unschedulable on the system under the scheduling 
algorithm. A schedulability test that is both sufficient and 
necessary is referred to as exact. 
2.2. Schedulability analysis for fixed priority pre-
emptive scheduling 
In this section, we give a brief summary of Response 
Time Analysis [2] used to provide an exact schedulability 
test for fixed priority pre-emptive scheduling of 
constrained-deadline tasksets. We then recapitulate on 
response time analysis for arbitrary-deadline tasksets. 
First, we introduce the concepts of worst-case response 
time, synchronous arrival sequence, and busy periods, 
which are fundamental to response time analysis. 
For a given taskset scheduled under fixed priority pre-
emptive scheduling, the worst-case response time i  of 
task i
R
τ is given by the longest possible time from release 
of the task until it completes execution. Thus task iτ  is 
schedulable if and only if , and the taskset is 
schedulable if and only if . 
ii
DRi ≤∀
DR ≤
ii
A synchronous arrival sequence refers to a pattern of 
arrival such that all tasks arrive simultaneously, and then 
subsequently as early as possible given the constraints on 
minimum inter-arrival times. 
The term priority level-i busy period refers to a period 
of time  during which the processor is busy 
executing computation at priority i or higher, that was 
released at the start of the busy period at 1 , or during the 
busy period but strictly before its end at t . 
),[ 21 tt
t
2
The synchronous arrival sequence generates the longest 
possible priority level-i busy period. For constrained-
deadline tasksets, the length i  of this busy period 
corresponds directly to the worst-case response time of 
task i
w
τ . In the remainder of this paper, when we refer to a 
priority level-i busy period, we mean the longest such busy 
period. Further, when it is clear which priority level is 
referred to we use the more concise term, busy period. 
The busy period comprises two components, the 
execution time of the task itself, and so called interference, 
equal to the time for which task iτ  is prevented from 
executing by higher priority tasks. 
For constrained-deadline tasksets, the length of the busy 
period i , can be computed using the following fixed 
point iteration [2], with the summation term giving the 
interference due to the set of higher priority tasks hp(i).  
w
j
i jT ⎥⎥⎢⎢)
m
i
m
i ww =+1
R
hpj
ii CCw ∑
∈∀
⎥⎢+=
(
m Dw >+1
m
im w+ ⎤⎡1     (2) 
Iteration starts with an initial value , typically 
ii , and ends when either  in which case 
the worst-case response time i , is given by i , or 
when ii  in which case the task is unschedulable. 
The fixed point iteration is guaranteed to converge 
provided that the overall taskset utilisation is less than or 
equal to 1. 
0
iw
Cw =0
1+mw
 Equation (2) gives an exact schedulability test for the 
fixed priority pre-emptive scheduling of constrained-
deadline tasksets with any fixed priority ordering. 
For arbitrary-deadline tasksets, execution of one 
invocation of a task may not necessarily be complete 
before the next invocation is released. Hence a number of 
invocations of task iτ  may be present within the longest 
priority level-i busy period, with earlier invocations 
delaying the execution of later ones. In general it is 
therefore necessary to compute the response times of all 
invocations within the busy period in order to determine 
the worst-case response time [20]. 
The length of the busy period i , starting at the 
simultaneous arrival of all tasks and extending until the 
completion of the qth invocation of i
)(qw
τ  (where q = 0 is the 
first invocation) is given by the fixed point iteration: 
∑
∈∀
+
⎥⎥⎥
⎤
⎢⎢⎢
⎡++=
)(
1 )()1()(
ihpj
j
j
n
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i CT
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Cqqw
)(0 qwi
Cqqw )1()(0 += )()(1 qwqw nin =+
)(qR
n qTqw −+ )(1
i
n DqTqw >−+ )(1
Tqqw )1()(
  (3) 
Iteration starts with an initial value , typically 
ii , and ends when either i  
in which case the worst-case response time i , of 
invocation q, is given by ii  or when 
ii  in which case invocation q is 
unschedulable. 
Invocation q can only impinge upon the execution of 
subsequent invocations if its completion occurs after their 
release. Hence, response times need to be calculated for 
invocations q=0,1,2,3… until an invocation q is found that 
completes at or before the earliest possible release of the 
next invocation q+1, i.e. where: ii +≤
i
. The 
worst-case response time of task τ  is then given by: 
))((max iiqi qTqwR −= ∀
DR
    (4) 
Again, the task is schedulable provided that ii . ≤
Equations (3) and (4) give an exact schedulability test 
for the fixed priority pre-emptive scheduling of arbitrary-
deadline tasksets with any fixed priority ordering. 
The exact schedulability test given by Equations (3) and 
(4) potentially requires the examination of a large number 
of invocations of the task of interest. 
A simpler sufficient schedulability test for a task iτ  in 
an arbitrary-deadline taskset can be derived by considering 
the maximum amount of task execution at priority i and 
higher released within an interval of length i  starting 
with simultaneous arrival of all tasks. If all of this 
execution can be completed by i , then this indicates that 
the length of the longest priority level-i busy period is at 
most i , and hence that all invocations of i
D
D
D τ  released in 
that busy period meet their deadlines, and so iτ  is 
schedulable. This sufficient schedulability test is given by 
Equation (5): 
ij
ihepj j
i DC
T
D ≤
⎥⎥⎥
⎤
⎢⎢⎢
⎡∑
=∀ )(
      (5) 
Where hep(i) is the set of tasks with priorities higher 
than or equal to i. 
2.3. Exact schedulability analysis for EDF 
The schedulability of an arbitrary-deadline taskset under 
EDF can be determined via the processor demand bound 
function h(t) given below:  
i
i i
C
T
th ∑
= ⎟⎠⎜⎝
+⎥⎦⎢⎣
=
1
1,0max)(
1≤
n
iDt ⎟⎞⎜⎛ ⎥⎢ −    (6) 
Baruah et al [6], [7] showed that a taskset is schedulable 
under EDF if and only if a quantity referred to as the 
processor LOAD is  where the processor LOAD is given 
by: 
LOAD ⎟⎠
⎞⎛ th )(⎜⎝= ∀ ttmax
],0( L
    (7) 
Further, they showed that the maximum value of  
occurs for some value of t in the interval , where L is 
defined as follows, thus limiting the number of values of t 
that need to be checked to determine schedulability. 
tth /)(
⎟⎟⎠⎜
⎜
⎝ ⎟⎠⎜⎝ −
−=
∀ U
DTDDDL iiin 1
)(max,...,max ,21
DkTti +=∀
⎞⎛ ⎞⎛ U  (8) 
The only values of t that need to be checked in the 
interval  are those where the processor LOAD can 
change, i.e.  for integer values of k. 
],0( L
ii
Significant developments have been made, extending 
the scope of the schedulability tests for both fixed priority 
pre-emptive scheduling and EDF; however, these basic 
forms are sufficient for the purposes of this paper. 
2.4. Definitions 
Definition 1: Let  be a taskset that is feasible (i.e. 
schedulable according to an optimal scheduling algorithm) 
on a processor of speed 1. Now assume that 
Ψ
)(Ψf  is the 
lowest speed of any similar processor that will schedule 
taskset  using scheduling algorithm A. The processor 
speedup factor  for scheduling algorithm A is given by 
the maximum processor speed required to schedule any 
such taskset . 
Ψ
Ψ
( (=f A
1≥Af
Af
1=Af
Af
))Ψmax
Ψ∀
f         
 
For any scheduling algorithm A, we have , with 
smaller values of  indicative of a more effective 
scheduling algorithm, and  implying that A is an 
optimal algorithm. 
In the remainder of the paper, unless otherwise stated, 
when we refer to the processor speedup factor, we mean 
the processor speedup factor for fixed priority pre-emptive 
scheduling using an optimal priority assignment policy. 
 
Definition 2: A taskset is said to be speedup-optimal if it 
requires the processor to be speeded up by the processor 
speedup factor in order to be schedulable under fixed 
priority pre-emptive scheduling. Hence for a speedup-
optimal taskset Ψ , . Aff =Ψ)(
iC iT iD
3. Example 
The concept of processor speedup factor defined in the 
previous section can be illustrated by means of an 
example. 
Consider the arbitrary-deadline taskset S comprising the 
two tasks defined in Table 1. The parameters of these tasks 
appear to have some unusual values; however, this is 
because they have been chosen so that the taskset is just 
schedulable according to EDF, yet requires a speedup 
factor of 1.8 in order to be schedulable according to fixed 
priority pre-emptive scheduling, with priorities ordered via 
deadline monotonic priority assignment. 
 
Table 1 
Task    
 1.8 2 16 1τ
 14.4 ∞ 17 2τ
 
We now show that taskset S is schedulable according to 
EDF  
Under EDF scheduling, the processor demand bound 
function  for taskset S is the sum of the processor 
demand bound functions 1
)(th
),( τth ),( and 2τth  for tasks 1τ  
and 2τ  respectively, where i ),(th τ is the processor 
demand bound at time t for a single task iτ , given below: 
i
i
i
i CT
Dtth ⎟⎟⎠
⎞
⎜⎜⎝
⎛ +⎥⎦
⎥⎢⎣
⎢ −= 1,0max),( τ    (9) 
Thus: 
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⎣ ⎦ yxyx //as ≤ , we have:  
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t
th τ
2
  (11) 
Similarly, the processor demand bound function for task 
τ  is: 
⎭⎬
⎫
⎩⎨
⎧
≥
<=
174.14
170
),( 2 t
t
th τ    (12) 
Recall that any arbitrary-deadline taskset is schedulable 
according to EDF, provided that: 
LOAD = 1)(max ≤⎟⎠
⎞⎜⎝
⎛
∀ t
th
t
     (13) 
Now, given the following: 
(i) The value of tth /)(  at times 16=t , 17=t , and 
18=t  are 1.8, 16.2 and 18 respectively. 
(ii) From Equations (11) and (12), an upper bound on 
the value of tth /)(  at time 18=t  is 18. 
(iii) From Equation (11), the rate of increase of the 
upper bound on tth /)(  for 18≥t  is 0.9. 
Hence, the maximum value of  occurs at time 
. The processor LOAD of taskset S is therefore 1, 
indicating that the taskset is just schedulable according to 
EDF. 
tth /)(
18=t
 We now consider the schedulability of taskset S when 
scheduled according to fixed priority pre-emptive 
scheduling, using deadline monotonic priority assignment, 
on a processor that has been speeded up by a factor of 1.8. 
The parameters of the taskset on this faster processor are 
given in Table 2. We refer to this taskset as V. 
 
Table 2 
Task iC  iT  iD  
1τ  1 2 16 
2τ  8 ∞ 17 
 
Figure 1 illustrates the execution of taskset V under 
fixed priority pre-emptive scheduling, assuming a 
synchronous arrival sequence. 
 
 
 
Figure 1 
We note that the worst-case response time of task 1τ  is 
1 and that of task 2
4. Processor speedup factor for arbitrary-
deadline tasksets 
In this section, we derive the exact processor speedup 
factor required for the (non-optimal) case where deadline 
monotonic priority ordering is used in conjunction with 
arbitrary-deadline tasksets. Further, we provide upper and 
lower bounds on the processor speedup factor required for 
the general case where an optimal priority assignment 
algorithm [1] is used to determine task priorities. 
4.1. Arbitrary-deadline tasksets with deadline 
Monotonic priority ordering 
Initially, we consider the case of arbitrary-deadline 
tasksets where task priorities are assigned in deadline 
monotonic priority order (DMPO). Recall that DMPO is 
not optimal in this case [16]; nevertheless, fixed priority 
pre-emptive scheduling using DMPO is a simple 
combination of scheduling algorithm and priority 
assignment policy that is used in many real-time systems. 
We now derive an exact processor speedup factor for this 
combination. 
 
Lemma 1: An upper bound on the processor speedup 
factor for fixed priority pre-emptive scheduling of 
arbitrary-deadline tasksets using deadline monotonic 
priority assignment is 2. 
 
Proof: Let S be any taskset that is schedulable on a 
processor of unit speed according to an optimal scheduling 
policy such as EDF. 
 For each task kτ , in S, consider the processor demand 
bound during an interval of length k . As taskset S is 
schedulable according to EDF, it follows that:  
D2
τ  is 16. Taskset V is only just 
schedulable under fixed priority pre-emptive scheduling, 
using deadline monotonic priority assignment. Any 
reduction in processor speed would result in the taskset 
being unschedulable. The processor speedup factor 
required is therefore 1.8. 
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   (14) 
Where s = 1 is the speed of the processor. 
Next, consider taskset S scheduled according to fixed 
priority pre-emptive scheduling on a processor of speed s = 
2 using deadline monotonic priority assignment. DMPO 
implies that ki . ∀ ≤ ≤
From Equation (14) above, assuming speed s = 2, and 
discarding the contribution from all tasks of lower priority 
than k we have: 
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    (16) 
Equation (16) is recognisable as the sufficient 
schedulability test for task kτ  in an arbitrary-deadline 
taskset S, scheduled under fixed priority pre-emptive 
scheduling (see Equation (4) in Section 2.2). Repeating the 
above argument for each task kτ  in S proves that the 
taskset is schedulable on a processor of speed 2 under 
fixed priority pre-emptive scheduling using deadline 
monotonic priority assignment □ 
 
Theorem 1: An exact bound on the processor speedup 
factor for fixed priority pre-emptive scheduling of 
arbitrary-deadline tasksets using deadline monotonic 
priority ordering is 2. 
 
Proof: Consider taskset V with the following parameters 
on a processor of speed : f
1τ : , T ,  kC 2/11 = k/11 = 11 =D
2τ : , T , 2/1=C2 2 2∞= D k2/11+=  
where k is an integer, and task 1τ  has a higher priority than 
task 2τ  i.e. deadline monotonic priority ordering. The 
execution of taskset V under fixed priority pre-emptive 
scheduling is illustrated in Figure 2. (Note the similarity to 
the taskset used as an example in Section 3). 
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Figure 2 
We observe that with fixed priority pre-emptive 
scheduling, any increase in the execution time of either 
task will cause task 2τ  to miss its first deadline following 
simultaneous release of the two tasks. 
We now consider the execution of taskset V under EDF 
on a processor of unit speed. Let taskset S be formed from 
taskset V by increasing the execution times of tasks 1τ  and 
2τ  by a scaling factor  to form tasks 1f τ ′  and 2τ ′ , thus 
accounting for the reduction in processor speed. 
We observe that  is an upper bound on the 
maximum scaling factor that could possibly result in a 
schedulable taskset under EDF as this scaling factor results 
in task 
2=f
1τ ′  having a utilisation of 100%. 
Under EDF scheduling, the processor demand bound 
function  for taskset S is the sum of the processor 
demand bound functions 
)(th
),( 1τ ′th  and ),( 2τ ′th  for tasks 1τ ′  
and 2τ ′  respectively. 
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Similarly, the processor demand bound function for task 
τ ′  is: 
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Recall that any arbitrary-deadline taskset is schedulable 
according to EDF, provided that: 
LOAD = 1)( ≤⎟⎠
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⎛
∀ t
th
t
=
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Now, given the following: 
(i) The value of tth /)(  at time 1=t  is kf 2/ .  
(ii) An upper bound, from Equations (18) and (19), on the 
value of tth /)(  at time )2/1(1 kt +  is: 
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(iii) The rate of increase of the upper bound on tth /)(  for 
)2/1(1 k+>
2
 is 2/f  (from Equation (18)). 
Then for values of ≤f
tth /)( kt 2/11+=
, the maximum value of the upper 
bound on  occurs at time , therefore: 
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From Equation (22), the minimum value for the 
processor LOAD is achieved in the limit as ∞→k
2/f
, and 
this value is . From Equation (22), for = ∞k
2=f
, taskset 
V is schedulable according to EDF when its task execution 
times are scaled up by a factor of  to form taskset S. 
Hence taskset S requires a processor speedup factor of 2 in 
order to be schedulable under fixed priority pre-emptive 
scheduling with deadline monotonic priority ordering. As 
the processor speedup factor for fixed priority pre-emptive 
scheduling of arbitrary-deadline tasksets using deadline 
monotonic priority ordering is also upper bounded by 2 
(Lemma 1), the exact processor speedup factor is 2 □ 
 
Corollary 1: Taskset S defined in the proof of Theorem 1 
(with = ∞k ), is a speedup-optimal taskset for fixed 
priority pre-emptive scheduling of arbitrary-deadline 
tasksets using deadline monotonic priority ordering. 
 
It is interesting to note that the speedup-optimal taskset 
(requiring the largest speedup factor), includes a task 1τ , 
with a deadline much larger than its infinitesimal period, 
and a task 2τ , with a deadline much smaller than its 
infinite period. 
 
Theorem 2: An upper bound on the processor speedup 
factor for fixed priority pre-emptive scheduling of 
arbitrary-deadline tasksets using an optimal priority 
assignment algorithm is 2. 
 
Proof: Follows directly from the fact that using an optimal 
priority assignment algorithm, fixed priority pre-emptive 
scheduling can schedule any taskset that is schedulable 
using deadline monotonic priority ordering. Hence the 
processor speedup factor required can be no greater with 
optimal priority assignment than the exact processor 
speedup factor given by Theorem 1 for deadline monotonic 
priority ordering □ 
 
Theorem 3: A lower bound on the processor speedup 
factor for fixed priority pre-emptive scheduling of 
arbitrary-deadline tasksets using an optimal priority 
assignment algorithm is  = 1.76322. Ω/1
 
Proof: Follows directly from the fact that the set of 
arbitrary-deadline tasksets is a superset of the set of 
constrained-deadline tasksets, and the proof given by 
Davis et al. [10] that the exact speedup factor required for 
constrained-deadline tasksets is  □ Ω/1
5. Summary and conclusions 
In this paper, we have examined the relative 
effectiveness of fixed priority pre-emptive scheduling for 
tasksets with arbitrary deadlines. Our metric for measuring 
the effectiveness of this scheduling algorithm is a resource 
augmentation factor known as the processor speedup 
factor. 
The processor speedup factor is defined as the minimum 
amount by which the processor needs to be speeded up so 
that any taskset that is feasible (i.e. schedulable by an 
optimal algorithm such as EDF) can be guaranteed to be 
schedulable under fixed priority pre-emptive scheduling. 
Table 3 shows the processor speedup factor needed for 
fixed priority pre-emptive scheduling given the different 
taskset classifications (implicit-, constrained-, and 
arbitrary-deadline) and different priority assignment 
policies. In Table 3, when a single value is shown for both 
the upper and lower bounds, this implies that the bounds 
are the same and the value is exact. (Note the results 
shown are for tasksets of arbitrary cardinality). 
 
Table 3: Fixed priority pre-emptive 
scheduling processor speedup factors 
Taskset constraints 
[Priority ordering] 
Lower 
Bound 
Upper 
Bound 
Implicit-deadline 
[Optimal (RMPO)] 
)2ln(/1 = 
1.44269 
Constrained-deadline 
[Optimal (DMPO)] 
Ω/1 = 
1.76322 
Arbitrary-deadline 
[Not optimal 
(DMPO)] 
 
2 
Arbitrary-deadline 
[Optimal algorithm] 
Ω/1 = 
1.76322 
 
2 
 
In conclusion, the major contributions of this paper are 
as follows: 
o Proving that the exact processor speedup factor for 
fixed priority pre-emptive scheduling of arbitrary-
deadline tasksets with priorities assigned 
according to deadline monotonic priority 
assignment is 2. 
o Proving that the processor speedup factor for fixed 
priority pre-emptive scheduling of arbitrary-
deadline tasksets with priorities assigned 
according to Audsley’s optimal priority 
assignment algorithm, is upper bounded by 2 and 
lower bounded by Ω/1  = 1.76322. 
The seminal work of Liu and Layland [18] characterises 
the maximum performance penalty incurred when an 
implicit-deadline taskset is scheduled using rate-
monotonic, fixed priority pre-emptive scheduling instead 
of an optimal algorithm such as EDF. 
The research in this paper provides an analogous 
characterisation of the maximum performance penalty 
incurred when arbitrary-deadline tasksets are scheduled 
using fixed priority pre-emptive scheduling instead of an 
optimal algorithm such as EDF. Table 4 summarises the 
maximum extent of these performance penalties, when 
deadline monotonic priority assignment is used. 
 
Table 4: Sub-optimality of fixed priority pre-
emptive scheduling using deadline 
monotonic priority assignment 
 Optimal 
(e.g. EDF) 
Fixed 
Priority 
(DMPO) 
Speedup 
factor 
Implicit-
deadline 
1≤U )2ln(≤U
693147.0≈
)2ln(/1
44270.1
 
 
 
 
 
≈  
Constrained-
deadline 
LOAD Ω/1
76323.1
 1≤  
 
LOAD≤  
 
Ω
567143.0≈ ≈  
Arbitrary-
deadline 
LOAD 1≤  
 
LOAD≤
 
5.0 2  
 
Note that although in this paper, we have made 
numerous references to EDF as an example of an optimal 
pre-emptive uniprocessor scheduling algorithm, and made 
use of results about EDF in our proofs, our results are valid 
with respect to any optimal pre-emptive uniprocessor 
scheduling algorithm, for example Least Laxity First [19]. 
This is because all such optimal algorithms can by 
definition schedule exactly the same set of tasksets: all 
those that are feasible. 
In conclusion, this paper provides for the first time, 
bounds on the sub-optimality of fixed priority pre-emptive 
scheduling for uniprocessor systems with arbitrary-
deadlines 
Future work 
Although this paper provides upper and lower bounds, 
the exact sub-optimality of fixed priority pre-emptive 
scheduling with respect to arbitrary-deadline tasksets 
assuming optimal priority assignment remains an open 
question. To the best of our knowledge, no research has yet 
been done to characterise the average-case sub-optimality 
of fixed priority pre-emptive scheduling for arbitrary-
deadline tasksets. This is also an interesting area for future 
research. 
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Abstract
During the design of embedded real-time systems,
engineers have to consider the temporal behavior of
software running on a particular hardware platform.
Measurement-based timing analysis is a technique that
combines elements from static code analysis with execu-
tion time measurements on real physical hardware. Be-
cause performing exhaustive measurement is generally
not tractable, some kind of abstraction must be used to
deal with the combinatoric complexity of real software.
We propose an adaptable measurement-based analysis
approach that uses the novel flexible abstraction of a seg-
ment graph to model control flow at varying levels of de-
tail. We also present preliminary experimental results pro-
duced by a prototype implementation.
1 Introduction
In real-time systems the term correctness does not only
refer to the functional behavior of calculations. Compli-
ance with temporal requirements is an essential part in
the design process. If transient violations of timing con-
straints are tolerated we speak of soft real-time systems.
Think of a mobile phone for instance where short commu-
nication delays are acceptable. On the other hand, safety-
critical hard real-time systems include at least one tempo-
ral requirement the violation of which would potentially
lead to a catastrophe. An airbag not releasing in time or a
non-reacting aircraft control unit for instance can lead to
a fatal disaster.
Consequently, there is an inherent demand for verifi-
cation techniques that focus on the temporal behavior of
real-time systems. Usually, a design is composed out of
∗The research leading to these results has received funding from
the Austrian Science Fund (Fonds zur Fo¨rderung der wissenschaftlichen
Forschung) within the research project Formal Timing Analysis Suite of
Real-Time Systems (FORTASRT) under contract P19230-N13 and the
research project ‘Sustaining Entire Code-Coverage on Code Optimiza-
tion (SECCO) under contract P20944-N13.
tasks to handle complexity. A schedule ensures that func-
tional as well as temporal dependencies are adhered to.
Most of the common schedulability analysis techniques
demand the knowledge of a safe upper bound of the worst-
case execution time (WCET) for each single task. For hard
real-time systems those deadlines are strict. However, soft
real-time systems can tolerate violations to some degree.
A comprehensive overview of WCET analysis tech-
niques is given in [22]. In summary, determining the
WCET is hard due to the inherent complexity and the
partly complementary requirements to the analysis:
• Safety is the property that the obtained WCET esti-
mate may not underestimate the real WCET
• Precision is an indicator of the deviation between the
obtained WCET estimate and the real WCET
• Performance of the WCET analysis denotes the
amount of computational resources needed to per-
form the analysis
• Accessibility of the WCET analysis covers aspects
like available granularity of WCET results, the back-
annotation of WCET results to the source code, and
the necessary effort to perform the WCET analysis
on a new target hardware
There are three categories in which the various WCET
analysis techniques can be classified. In end-to-end black
box testing the program is simply executed on a set of in-
put data. The advantage is that the test environment is
easy to set up. However, there is no way to state anything
about precision or safety. In contrast, static analysis ex-
amines a software/hardware model of the system under in-
vestigation without executing the program. This approach
allows for deriving safe and sufficiently precise execution
time bounds, which makes it suitable for verifying safety-
critical real-time systems [9]. Still, modeling and analyz-
ing the system adequately takes much effort. It can even
be impossible if the system behavior is too complex or
partly unknown (e.g. the documentation provided by the
processor manufacturer may be incomplete w.r.t. temporal
aspects). A third category encompasses measurement-
based techniques, i.e. all approaches that combine ex-
ecution time measurements and static program analysis.
Measurement-based techniques is usually designed with
the explicit goal to provide a trade-off between safety, pre-
cision on the one hand and performance, accessibility on
the other hand.
This article illustrates the overall architecture and seg-
mentation technique for a flexible and easily accessible
measurement-based approach that is supposed to give a
WCET estimate where the precision depends on how
much effort the developer is willing to invest. The overall
goal is to make it applicable in several development stages
of the system under investigation. We focus on soft real-
time systems because we cannot in general avoid underes-
timation of the actual WCET. However, the method is still
appropriate for hard real-time systems in an early stage of
development when preliminary results are needed.
The basic concepts of measurement-based timing anal-
ysis are discussed in Section 2, which is followed by a
discussion of related work on measurement-based WCET
analysis. Program segmentation, as described in Sec-
tion 4, is the key strategy to provide an adjustable cov-
erage metric for the systematic execution time measure-
ments. The details of the algorithm for program segmen-
tation are given in Section 5. In Section 6 we illustrate the
setup of experiments on a prototype implementation of the
Formal Timing Analysis Suite (FORTAS)1, which yields
preliminary results regarding the applicability and con-
sequences of adaptable program segmentation for WCET
analysis.
2 Measurement-based Timing Analysis
Measurement-based Execution Time Analysis (MBTA)
is a hybrid WCET analysis technique, i.e., it combines
static program analysis techniques and execution time
measurements. As shown in Figure 1, measurement-based
timing analysis typically consists of the following three
phases:
Analysis and Decomposition:
For WCET analysis, the maximal end-to-end execution
time of the software is of interest. In general, to ob-
tain a perfectly accurate timing model, we would have to
consider the execution time of all possible operation se-
quences that can be performed by the computer while ex-
ecuting the given computer program. Measuring all these
sequences is in general intractable, as there are simply too
many of them. Therefore, reducing the number of execu-
tion time measurements is crucial for MBTA. One way to
do this is to decompose the program behavior into subsets
and to ensure coverage on each subset.
The control flow graph (CFG) is a common graph-
based program representation in compiler construction,
1http://www.fortastic.net
where nodes represent the operations of the software and
where edges represent possible successive executions2.
We have chosen to operate on the CFG as a good basis
for MBTA, because the execution time depends largely on
which specific instructions are executed.
We use the technique of segmentation to decompose
the CFG of ANSI C programs into smaller subgraphs.
Depending on how we decompose the program into seg-
ments, we can adjust the trade-off between safety, preci-
sion on the one hand, and performance, accessibility on
the on the other hand.
Execution Time Measurement:
Once the program is decomposed, the execution time is
determined for each segment.
We measure the execution time on the real hardware,
allowing us to take hardware characteristics into account
without modeling them in full detail.
Timing Composition:
Having performed systematic execution time measure-
ments for each segment, the timing results from all seg-
ments have to be composed to obtain a WCET estimate.
As said above, due to hardware features like pipelines,
caches, or out-of-order executions, without additional pre-
cautions our MBTA approach will not provide sufficient
state coverage to guarantee safe WCET bounds.
Analysis and 
Decomposition
Execution Time 
Measurement
Timing 
Composition
WCET Estimate
Source Code
Figure 1: Measurement-based Timing Analysis.
Our design choice of decomposing C programs based
on their CFG and learning a hardware model closely re-
lated to the CFG has two major ramifications:
Accessibility: the derived timing information can be re-
lated to the source code. At least at the granularity
of our segmentations it is directly possible to assign
timing values to source code regions representing a
segment. It is also possible to relate the timing of
individual paths within a segment back to the source
2The traditional definition of a CFG does not allow for linear se-
quences of operations, i.e., the nodes must constitute so-called basic
blocks. We relax this requirement and allow for general graphs, as the
restriction the basic blocks is neither strictly necessary, nor particularly
useful in our context.
code. However, due to compiler optimizations, this
can sometimes lead to timing distributions that may
not be obvious at the source code level. Here the
user would have to investigate the generated code to
fully understand the timing results. Overall, our ap-
proach provides the software developer with a con-
venient representation of the timing information.
Furthermore, since we do not make use of a hardware
model, any systems can be analyzed as long as the
target platform offers the necessary means for mea-
surement.
Safety and Precision: the measurement-based tim-
ing analysis framework is generally used to provide
WCET estimates of reasonable precision instead of
safe WCET bounds. The WCET estimate can be po-
tentially unsafe due to the following reasons:
• Compiler optimizations can introduce new con-
trol flow paths, which may not be covered
by our test data generation based on the pro-
gram source code. This is a given fact with
today’s compilers which can only be avoided
by deactivating code optimizations. However,
we are also working on a more intelligent ap-
proach where the goal is to let the compiler ac-
tivate only those code optimizations that do not
threaten the preservation of a selected code cov-
erage [13]. The advantage of this approach is
that it will be relatively easy to integrate it into
existing compilers.
• State coverage of hardware components is usu-
ally very hard to achieve by measurement-
based timing analysis methods [14]. Thus,
on hardware where the instruction timing de-
pends on the current state of the processor,
the WCET estimate provided by our method
may miss the worst-case initial hardware state
for an execution-time measurement. A work-
around to this problem would be the explicit
enforcement of a predictable state at well-
known program points [20]. Measurement-
based WCET analysis can potentially out-
perform static WCET analysis in precision.
However, due to the statistical operation of
measurement-based WCET analysis, this can-
not be guaranteed.
The discussions so far leads to the following main
requirement for our measurement-based WCET analysis:
The degree of precision and safety of the analysis has
to be adaptable to the resources (e.g. analysis time) the
developer is willing to invest. All involved means have
to be conveniently accessible and capable of being in-
tegrated smoothly into a design process at multiple stages.
One way to achieve this goal is to make use of tech-
niques where the level of abstraction is adaptable. We use
program segmentation for splitting the CFG into overlap-
ping subgraphs called segments. Each segment is small
enough to be measured exhaustively w.r.t. path coverage
(also referred to as predicate coverage [16]).
The implicit premise of path coverage is that there is
only a finite number of paths that need to be considered.
Practically, this amounts to ruling out infinite loops and in-
finite recursion, which is a reasonable assumption for the
kind software components we consider. Concretely we as-
sume each task to be analyzed to be a so-called transfor-
mative system, i.e., a subsystem that takes its input data
and transforms them into output data [2].
Following common practice, we assume the availabil-
ity of iteration bounds for all cycles in the CFG. In many
cases, such bounds can be derived automatically via static
analysis techniques [7, 6]. Otherwise they must be pro-
vided by a human expert.
The input data for the measurements is produced by
FSHELL [10, 11], a database engine dispatching queries
about a C program to program analysis tools. The version
at hand utilizes the bounded model checker CBMC [5],
which supports full ANSI-C, including function-pointers,
bit-operations, and floating-point arithmetic. As a re-
sult, FSHELL is able to cope with full ANSI-C, but—due
to the nature of bounded model checking—requires loop
bounds to be given for all loops or recursive calls with
non-constant bounds.
For deriving a global WCET estimate we use the Im-
plicit Path Enumeration Technique (IPET) [17, 15], for
which the segment graph forms the input, i.e., the linear
equations model the flow between segments and the cost
for a segment is the worst case observed execution time
thereof.
As we will show, the segment size inherently affects
analysis complexity and precision and must therefore be
adaptable to satisfy our main requirement of having the
precision and safety adaptable. Moreover, we will see that
segments can be formed out of any graph-like structure
such that hardware effects can potentially be incorporated.
This enables our measurement-based WCET analysis to
increase the level of precision and safety.
3 Related Work
A means for control flow segmentation is discussed
in [12] where the program is decomposed into a hierar-
chical tree of Regions. Each region has a single entry and
a single exit (SESE) like our segments. We do not make
use of any hierarchical structure, though. Furthermore, the
presented algorithm to form the regions does not specifi-
cally target the reduction of possible control flow paths.
Bernat et al. [3] and Ernst et al. [8] use program seg-
mentation explicitly to target WCET analysis. Because
they do not address the problem of systematic generation
of input data and the implicit goal of reducing control flow
paths, both the structures and the segmentation algorithms
differ from ours.
Our work is largely motivated by Wenzel et al. [21].
The idea of CFG partitioning to reduce the amount of lo-
cal paths for exhaustive measurements and the successive
compositions of timing information for WCET calculation
is first discussed in their work. We extend the segmenta-
tion to deal with loops and unstructured code. Further-
more, our approach is more flexible in the sense that we
extend the degree of freedom for decomposition.
The idea for an adaptable abstraction by using seg-
ments is discussed in [1]. However, while we decompose
the CFG, their segmentation splits the IPET equation sys-
tem for reducing complexity.
4 Segmentation
To obtain a perfectly accurate timing model, we gen-
erally have to consider the execution time of all possible
operation sequences that can be performed by the com-
puter while executing the given computer program.
In compiler construction, the traditional program rep-
resentation that makes all statically possible operation se-
quences explicit is the control flow graph (CFG), a graph
where nodes represent the operations of the software, and
where edges represent possible successive execution.
There are richer graph-like system representations for
the set of possible operation sequences, like, e.g., the
kripke structures used in formal methods, which can en-
code detailed information on the system state (the CFG
merely distinguishes different code locations). Also, it is
possible to enrich a CFG with additional state informa-
tion, e.g., by using preconditions. In this paper we will
only consider plain CFGs, but it should be noted that the
concepts presented here can be adapted to other graph-like
representations on different levels of abstraction.
A CFG does not include information about the dynam-
ics of the software. It therefore overapproximates the (dy-
namically) feasible operation sequences, a subset of all
statically possible operation sequences.
More precisely, each path through the CFG (from a dis-
tinguished start node to a distinguished end node) repre-
sents a (statically) possible operation sequence. By con-
sidering all these paths, we can conclude about the timing
behavior of the complete program, from the timing be-
havior of the individual paths. For example, if we know
the Worst Case Execution Time (WCET) of each path, we
could, in principle, derive the WCET of the complete pro-
gram.
Consider the C source code in Listing 1. We can see
that the false branch of the second conditional statement
cannot be taken, if the false branch of the first conditional
statement has been taken before. As a consequence, only
three of the four statically possible paths through the cor-
responding CFG (Figure 2) are feasible.
The infeasible path e7, e6, e3, e2 does not contribute to
the timing behavior of the program, because it can never
Figure 2: Maxseg segment graph induced by the program
in Listing 1, an equivalent of the programs CFG. There are
four statically possible paths. Assuming that edges 5 and 2
correspond to a successful test of the conditions x != 0
and x % 2 == 0, respectively, the path e7, e6, e3, e2 is
dynamically infeasible.
i f ( x != 0)
f l a g s = 1 ;
e l s e
f l a g s = 0 ;
i f ( x % 2 == 0)
f l a g s = f l a g s | 2 ;
e l s e
f l a g s = f l a g s | 4 ;
Listing 1: Source code of a program with two consecutive
tests, where the second test can only fail after the first test
has succeeded.
be executed. It should therefore be excluded from timing
analysis.
The CFG alone cannot represent this information.
What we would like to have is a representation that is ex-
pressive enough to represent individual paths. However,
considering the prohibitively large number of paths in
most real software, the representation must also be capa-
ble of representing collections of paths concisely. Lastly,
our representation should be similar to a CFG, so that tim-
ing analysis methods like IPET, which operate on a CFG,
can be used with minimal adaption.
Definition 1 (Segment Graph) A segment graph Σ of a
CFG G is a tuple
〈G,S, I, nodes, edges, entry, exit〉,
where
G = 〈N,E, init, final〉
is a CFG with nodes N , edges E ⊆ N × N , an unique
initial node init ∈ N , and an unique final node final ∈
N . Moreover,S is a set of segment names, I ⊆ S×S is a
set of inter edges (edges between segments), nodes : S →
P(N) is a function designating the nodes in each segment,
edges : S → P(E) is a function designating the edges in
each segment, entry : S → N is function designating
the entry node of each segment, and exit : S → N is a
function designating the exit node of each segment.
For any inter edge 〈s, t〉, we require that
〈exit(s), entry(t)〉 ∈ E.
An intra edge in a segment s is an edge 〈v, w〉 with
〈v, w〉 ∈ edges(s).
Each node and each intra edge must be in at least one
segment, i.e.,
⋃
s∈S
nodes(s) = N and
⋃
s∈S
edges(s) = E.
Furthermore, entry and exit nodes must be in their corre-
sponding segments, i.e.,
{entry(s), exit(s)} ⊆ nodes(s).
Moreover, the source and target nodes of all intra edges
must also be in the corresponding segment, i.e.,
〈v, w〉 ∈ edges(s)⇒ v ∈ nodes(s) ∧ w ∈ nodes(s).
An initial segment is a segment s with init ∈
nodes(s). Likewise, a final segment is a segment s with
final ∈ nodes(s).
A segment path pi(s) through a segment s is a sequence
pi(s) = 〈v1, v2〉〈v2, v3〉 . . . 〈vn−2, vn−1〉〈vn−1, vn〉
of intra edges 〈vi, vi+1〉 that are all in the segment s, i.e.,
〈vi, vi+1〉 ∈ edges(s), for some s ∈ S.
Moreover, the path must start in the segment’s en-
try node and end in the segment’s exit node, i.e., v1 =
entry(s) and vn = exit(s).
Figure 3 visualizes a segmentation of the CFG from
Figure 2 with three segments. We can seen that segments
s1 and s3 are initial segments, because they contain the
CFG’s initial node, whereas segments s2 and s3 are final
segments, because they contain the CFG’s final node. En-
try and exit of each segment indicated by dashed or dot-
ted borders, respectively. We can see that nodes and in-
tra edges can be shared between segments. Although not
shown in this figure, it is also possible that an inter edge
can at the same time be an intra edge for some segments.
Semantically, a segment graph of a CFG G is a descrip-
tion of a subset of the paths in G. A segment graph can
therefore be seen as a restriction of a CFG to a certain set
of paths.
Definition 2 (Paths in a Segment Graph) Let Σ be a
segment graph
〈G,S, nodes, edges, entry, exit〉.
The set of paths in Σ is the set of all CFG paths
pi = pi1(s1)e1pi2(s2)e2 . . . en−1pin(sn),
where the piisi are segment paths that constitute dy-
namically feasible subpaths in G, and where ei =
〈exit(si), entry(si+1)〉, i.e., the segment paths are con-
nected via inter edges.
It can be shown that the set of paths in a segment graph
of a CFG G is a subset of the paths in G.
There are two interesting special cases of segment
graphs:
minseg: The minseg segment graph is the segment graph
where each node is contained in its own segment,
and where no segment contains any edge, i.e.,
nodes(sv) = {v}, for any v ∈ N , edges(sv) = ∅,
entry(sv) = v, and exit(sv) = v. The paths in a
minseg segment graph of a CFG G are the statically
possible paths described by G.
maxseg: There is a single segment s, which contains all
nodes and edges of the CFG, i.e., nodes(s) = N ,
edges(s) = E, entry(s) = init, and exit(s) =
final. The paths in a maxseg segment graph of a
CFG G are the dynamically feasible paths of G.
Applying the semantic definitions on the segment
graph visualized in Figure 3, we obtain the following seg-
ment paths:
s1 :{e5}
s2 :{e1e0, e3e2}
s3 :{e7e6e1e0, e7e6e3e2}.
Because the path e7e6e3e2 is a dynamically infeasible
path, the set of paths in the segment graph is
{e5e1e0, e5e3e2, e7e6e1e0}.
Figure 3: A segment graph that was obtain from the one
in Figure 2 by splitting at edge e4. In this example the
segment split into three smaller segments. Segment s1
now holds all paths that went from the original entry node
of the prevision segment to the source node of the split
edge, without passing the split edge itself. Segment s2
contains all paths that went from the target node of the
split edge to the exit node, without passing the split edge
itself. Segment s3 contains all paths that went from the
entry node to the exit node, without passing the split edge.
Edge e4 has become an inter edge.
The segment graph framework as presented here does
not include any special construct for handling function
calls. However, function calls are easily supported via
inlining the body of called functions at their respective
call sites. This approach allows for unrestricted segments
across calling borders. On the other hand, function calls
that have not been inlined are handled transparently, as
atomic operations. This black-box view can be particu-
larly useful in the case of closed-source third-party code.
5 Segmentation Algorithm
For a given CFG, many different segment graphs are
possible, so which one should we choose for our purpose
of measurement-based timing analysis? The two corner
cases are minseg and maxseg. The minseg segment graph
is only interesting for comparison purposes, as it describes
the same set of paths as the plain CFG. On the other hand,
performing an analysis on a maxseg segment graph would
mean that all statically possible paths have to be checked
for feasibility and, in case they are found feasible, be sub-
ject to measuring and analysis.
In this paper, we consider a segmentation algorithm
that is based on the following idea: in order to exclude
from the analysis as many infeasible paths as possible, we
would like to have segments that are as large as possible
in terms of the total number of segment paths. However,
the total number of segment paths must not become too
large, because we can only check, measure, and analyze a
limited number of paths.
Our algorithm starts out with a maxseg segment graph
and iteratively splits segments into smaller segments un-
til the number of segment paths3 is small enough in each
segment.
Because we have ruled out infinite loops, the number of
paths in a segment is always finite and can be calculated as
exact or approximate solution of a combinatorial problem
that incorporates the given iteration bounds.
Segments are always split at some intra edge and are
thereby reduced to up to four smaller segments–details
follow below. The new segments are put into a priority
queue that is ordered by the number of segment paths.
Multiple copies of the same segment are merged into a sin-
gle segment, as soon as they occur. The algorithm keeps
on splitting the largest segment (unless it is already small
enough) until the queue is empty. As split edge, the algo-
rithm chooses an edge with a maximal edge betweenness
centrality measure.
Edge betweenness is a centrality measure for graphs
that indicates the relative importance of an edge as a pas-
sageway for shortest paths. It is defined as
Σv,w∈N
σv,w(e)
σv,w
, (1)
where σv,w designates the number of different shortest
paths4 from node v to node w, and where σv,w(e) desig-
3An alternative measure is the total number of paths over all seg-
ments.
4I.e., shortest statically possible CFG paths, in our case.
nates the number of shortest paths from node v to node w
that pass through edge e.
The rationale for choosing an edge with maximal edge
betweenness for splitting is that cutting such an edge will
produce new segments of considerably smaller size than
the original segment, i.e., the algorithm will converge to a
solution quickly. Moreover, the solution will feature rela-
tively few, but large segments, which can be advantageous
during further analysis, e.g., to keep the constraint system
in an IPET analysis small.
Edge betweenness can be computed very efficiently.
Brandes [4] presents a method for computing betweenness
and related shortest-path based centrality measures. The
algorithm has an asymptotic worst-case time complexity
ofO(n·m), and an asymptotic worst-case space complex-
ity of O(n+m), where n and m are the number of nodes
and edges in the graph, respectively. Our current imple-
mentation of segmentation makes use of the BGL [18, 19]
implementation of Brandes’ algorithm.
Algorithm 1 illustrates our implementation.
Algorithm 1 Pseudo code of the maximum betweenness
segmentation algorithm.
1: procedure SEGMENTATE MAXBET(cfg, limit)
2: g ← maxseg segment graph of cfg
3: s← the segment of g
4: insert s into priority queue q
5: while q is not empty do
6: pop segmentation s from q
7: if number of paths in s > limit then
8: e← intra edge of s w/max. betweenness
9: new segments← split s at edge e
10: replace s with new segments in g
11: insert new segments into q
12: merge equivalent segments in q
13: end if
14: end while
15: return g
16: end procedure
Splitting
Splitting a segment s at an intra edge (v, w) means re-
moving (v, w) from s and turning it into one or more inter
edges e1, . . . , en that connect the segments in the segment
graph in such a way that, semantically, no dynamically
feasible path is lost.
When the split edge is removed, the previous segment
breaks into up to four new segments:
tosplit segment: A segment capturing all paths in the
previous segment s from node entry(s) to node v
that do not pass through edge (v, w).
fromsplit segment: A segment capturing all paths in the
previous segment s from node w to node exit(s) that
do not pass through edge (v, w).
bypass segment: A segment capturing all paths in the
previous segment s from node entry(s) to node
exit(s) that do not pass through edge (v, w).
loop segment: A segment capturing all paths in the pre-
vious segment s from node w to node v that do not
pass through edge (v, w).
Figure 4 shows how these segments are connected by
inter edges. Figures 5 and 6 show a concrete example of
splitting at a back edge.
Figure 4: Connection scheme of new segments after split-
ting. The left hand side shows segment s together with
two predecessor segments, s1 and s2, and two succes-
sor segments, s3 and s4. On the right hand side s has
been replaced by the new segments tosplit, fromsplit,
bypass, and loop. These segments have been connected
among each other as well as to their environment.
Figure 5: A maxseg segment graph of a CFG that contains
a loop.
Complexity Considerations
In the course of repeated splitting, it may happen that
some of the produced segments are very similar. In par-
ticular, our experimental evaluation showed that the plain
Figure 6: A segment graph that was obtained from the
one in Figure 5 by splitting at the back edge e8. Because
the previous segment contained a loop, loop segment s3
was produced. This segment can be reached directly from
the tosplit segment, and directly reaches the fromsplit seg-
ment, as well as itself, via a self loop.
maximum betweenness segmentation algorithm, as pre-
sented above, can produce a large number of identical seg-
ments. Mostly, this happens when overlapping segments
with a common entry or exit node are found to have their
maximum betweenness in a shared edge. Our implemen-
tation of the maximum betweenness segmentation algo-
rithm can optionally be configured to merge identical seg-
ments after each splitting step, which can reduce the size
of the intermediate and final segment graphs significantly.
During our experimental evaluation, our optimized
segmentation algorithm was seen to work fine in prac-
tice. For a formal worst case complexity analysis of the
algorithm, one would have to consider the combination
of two diametrically opposed tendencies. On the one
hand, each splitting step will replace a segment with up
to four smaller segments. Even though many of these seg-
ments are immediately collapsed by the subsequent merg-
ing step, this can lead to exponential space complexity in
the number of splitting steps. On the other hand, however,
the bypass segment yielded by splitting is linearly smaller
(in terms of paths) than the original segment. Moreover,
the size of the to split, from split, and loop segments
yielded by splitting at the edge with maximum between-
ness is typically a fractional power of the size of the orig-
inal segment. We have not performed a formal analysis of
the overall space and time complexity of our algorithm.
6 Experiments
To highlight the adaptable character of the segmenta-
tion techniques we will compare two segmentations of the
same input program. They represent two extreme cases
where the first includes segments as large as possible (at
most 100 paths per segment, i.e. test case generation is
barely feasible for the number of contained paths) and the
second one forms a single segment for each CFG node
(i.e. one path per segment), respectively. This way we il-
lustrate the dependency between analysis complexity and
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Figure 7: The FORTAS architecture.
the WCET estimate’s precision.
We utilize the FORTAS framework to perform our ex-
periments by which means we have access to all basic
functions we need. Figure 7 illustrates the FORTAS ar-
chitecture that combines a collection of modules/plug-
ins. The core manages the communication between these
plug-ins by distributing XML-RPC protocol messages. It
potentially allows for running plug-ins on different hosts
for instance to parallelize the measurement and the test
case generation processes. The presented algorithm is
implemented in the segmentor. It gets the CFG from
C modeler, an extension of LLVM and the Clang fron-
tend. The derived segment graphs are added to the repos-
itory plug-in which provides a consistent and persistent
way to access both intermediate and final analysis re-
sults. For each segment, we automatically derive a query
for FSHELL [10, 11] which in turn generates a test data
set yielding path coverage for the according segment. A
query to FSHELL is formed by a sequence of program lo-
cations such that the generated input data result in an exe-
cution sequence including those locations. The input lan-
guage also includes negations to exclude code locations
for a test case and commands to target coverage metrics.
By these means, each path in a segment can be expressed
by the sequence of its CFG nodes. Query generation is
therefore straightforward and convenient.
Once all test data are generated, the consecutive mea-
surement process takes the input data set and performs
execution time measurements on the target platform. In
a next step the longest observed execution time for each
segment is filtered out from all measurements. The IPET
plug-in assembles those values and the segment graph to
apply the implicit path enumeration technique, yielding
a global WCET estimate. The so far unmentioned con-
troller implements the demonstrated work flow as well as
means of logging, monitoring and verification. All plug-
ins and the core run on a 2.66 GHz Intel Core2 Quad host
with 8 GB of RAM.
Target Platform and Measurement
We perform measurements on an Infineon TriCore
TC1796 microcontroller. It includes an instruction cache
and a processor pipeline which leads to potential underes-
timations of the global WCET since we do not incorporate
execution histories at segment entries on the one hand. We
also cannot capture all data-dependent execution time jit-
ter on the other hand, as the CFG is a too coarse abstrac-
tion. However, for less complex hardware, e.g. the HCS12
microcontroller, the introduced timing analysis produces a
safe WCET bound. We have chosen the TriCore for our
measurements, because we plan to tackle the shortcom-
ings of the approach w.r.t. complex hardware in the near
future. Furthermore, the TC1796 includes On-Chip De-
bug Support (OCDS) level 2, providing means for cycle-
accurate execution tracing. We utilize the Lauterbach
LA-7690 Powertrace device to document both timing and
flow of control, rendering code instrumentation obsolete:
not only measurements have a higher resolution, also the
source code can remain unchanged. A measurement starts
with test data injection right before the call of the main
function where all relevant registers (e.g. function argu-
ments) and global variables are set. Note, that the hard-
ware state (cache, pipeline, etc.) is unknown at this point.
However, due to a previous initialization script this state is
identical for every measurement. The measured execution
(or trace) then includes not only the execution of main but
also of all its children in the function call graph. In a post-
processing phase the resulting trace is related to the source
code, its CFG and segments by the Measurement plug-in
using debug information from the binary.
OCDS Level 2 provides traces of temporally high resolu-
tion, i.e. every executed machine instruction gets a time
stamp. Consequently, the duration of a measured segment
path can be derived precisely as the machine instructions
can be related to all CFG nodes in the corresponding seg-
ment. If measurements are too coarse, not every CFG
node of a path through a segment will get a time stamp.
This happens for instance when software instrumentation
is used to raise hardware signals at certain program points
to externally assign timestamps. In this case we choose
the splitting edges during segmentation such that they are
near to CFG nodes that can be mapped to a time stamp.
Consequently, the level of freedom in choosing segment
borders is an important feature for guaranteeing portabil-
ity of our approach.
One problem that comes along with OCDS is that the trace
buffer might overflow if too many control flow changing
instructions follow in succession. A lack of timing infor-
mation in the trace influences measurement precision if it
occurs at segment borders in which case the first/last avail-
able time stamp after/before the gap is taken as a reference
for calculating the duration of a segment path. Although
this potentially introduces a source of pessimism, we did
not observe any trace gaps so far for any benchmark.
Benchmark
The input program on which we carried out the analy-
sis is an engine control unit implemented in ANSI C. The
reason for choosing the benchmark is manifold: (a) it rep-
resents a practical application from the automotive indus-
try (provided by Magna Steyer Fahrzeugtechnik), (b) the
code is generated by Matlab/Simulink and demonstrates
that the analysis can potentially be integrated into a mod-
ern design process, (c) with 2952 source code lines and a
size of 201430 bytes, it is considerably large and (d) it in-
volves a complex control flow structure (1632 CFG nodes,
2164 transitions) with more than 1045 statically possible
paths. The target function has one subfunction which is
called at most three times per execution. The benchmark
includes 230 integer variables that potentially affect con-
trol flow. Unfortunately, we cannot make the benchmark
publicly available due to a non-disclosure agreement.
1 Paths per Segment 1 ≤ 100
2 Number of segments 1287 73
3 Sum of statically possible segment paths 1287 2139
4 Sum of feasible segment paths 1201 1403
5 Analyzed and/or measured paths 387 2139
6 Segmentation time [s] 166 81
7 Test case generation time [s] 6025 177464
8 Measurement [s] 4447 10706
9 IPET time [s] 1423 0.005
10 Overall analysis time [s] 12061 188251
11 Analysis time / path [s] 20 83
12 WCET estimate [µs] 20789 1975
13 WCOET [µs] 728 728
14 Pessimism [%] 2756 171
Table 1: Summarized results.
Preliminary Results
The relation between maximal number of paths per
segment, analysis complexity and precision is illustrated
in Table 1. We see the results for two segmentations with
a maximum of 1 and 100 paths per segment, respectively.
The most important effects of these parameters, i.e. anal-
ysis complexity and precision are emphasized in rows 10
and 14: the more time is spent the less pessimistic the
WCET estimate gets. Here, pessimism is defined as the
difference between WCET estimate and the worst-case
observed execution time (WCOET), divided by the WCET
estimate. There were no manual efforts to maximize the
WCOET, i.e. the WCOET is the execution time of max-
imal observed length. Note, that this metric is only an
approximation for this target hardware. However, com-
paring WCOET and WCET estimate is the best metric
available.
The overall analysis time comprises applying the seg-
mentation algorithm (6), test case generation via FSHELL
(7), measuring the feasible segment paths (8) and timing
composition via IPET (9) to get a WCET estimate. Test
case generation uses up most of the analysis time: it has
to generate input data or prove infeasibility for each stati-
cally possible segment path in each segment.
The difference in analysis time per path is due to an
optimization technique. In the experiment with one path
per segment, we instructed FSHELL to generate input
data yielding basic block coverage for the whole program
which implies path coverage for each segment in this spe-
cial case. This also causes the reduced set of 387 out of
1287 paths that had to be analyzed and measured. In con-
trast, using a path bound of 100, all 2139 statically feasible
paths have to be analyzed individually.
A critical point that we observe is the too pessimistic
estimate for a path bound of 1. Our major concern is now
to find better segmentation parameters and to improve the
overall performance such that useful results can be derived
over night.
Potential for Optimization
So far, measurement and test case generation are pro-
cessed sequentially although they can be pipelined. Ta-
ble 1 shows that measurements are too time consuming.
This is due to a bottleneck in our prototypical measure-
ments device and will be improved in the future.
All measurements are performed end-to-end such that a
program execution causes the control flow to pass multiple
segments sequentially. However, we do not test whether
there is already a measurement in the repository for the
segment path that we want to cover. We expect a dras-
tic performance enhancement for this optimization tech-
nique.
Another option which is not accounted for so far is to
initially apply heuristic test case generation prior to model
checking. This technique proved to boost performance
considerably in [21].
7 Conclusion and Outlook
In this paper we presented a measurement-based timing
analysis approach that incorporates an abstraction tech-
nique to express a real-time system’s temporal behavior a
varying levels of detail. This enables the analysis to be
adaptable in terms of complexity, precision and safety.
We have introduced the segment graph as a novel, flex-
ible control flow abstraction that can be used to exclude
dynamically infeasible paths from further analysis. As a
basic operation on a segment graph, we have presented the
splitting of individual segments at a given intra edge. This
operation forms the foundation of the maximum between-
ness segmentation algorithm, which tries to heuristically
find a good segmentation.
Although we have only considered CFG-like program
representations in this paper, the concept of a segmenta-
tion graph is not restricted to this representation. Segmen-
tation graphs can be constructed over other graph-based
representations, like, e.g., kripke structures.
Lastly, we have presented preliminary results of exper-
iments that were performed using a prototype implemen-
tation of our approach.
Immediate next steps are the further improvement of
our prototype implementation which is still in an early
stage of development, and performing further experi-
ments. Our more ambitious plans include the develop-
ment of an adaptive analysis approach that employs an
incremental refinement strategy to improve the analysis
results.
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Abstract
Multi-core architectures, which have multiple processors
on a single chip, have been adopted by most chip manu-
facturers. In most such architectures, the different cores
have private caches and also shared on-chip caches. For
real-time systems to exploit multi-core architectures, it is
required to obtain both tight and safe estimations of a num-
ber of metrics required to validate the system temporal be-
haviour in all situations, including the worst-case: tasks
worst-case execution times (WCET), preemption delays and
migration delays. Estimating such metrics is very challeng-
ing because of the possible interferences between cores due
to shared hardware resources such as shared caches, mem-
ory bus, etc.
In this paper, we propose a new method to estimate
worst-case cache reload cost due to a task migration be-
tween cores. Safe estimations of the so-called Cache-
Related Migration Delay (CRMD) are obtained through
static code analysis. Experimental results demonstrate the
practicality of our approach by comparing predicted worst-
case CRMDs with those obtained by a naive approach. To
the best of our knowledge, our method is the first one to pro-
vide safe upper bounds of cache-related migration delays in
multi-core architectures with shared instruction caches.
1 Introduction
Most chip manufacturers have adopted multi-core tech-
nologies to both continue performance improvements and
control heat and thermal issues. In most multi-core architec-
tures, the different cores have private caches and also shared
on-chip caches.
For real-time systems to exploit multi-core architectures,
it is required to obtain both tight and safe estimations of a
number of metrics required to validate the system temporal
behaviour in all situations, including the worst-case:
• tasks worst-case execution times (WCET), for each
task considered in isolation,
• worst-case preemption delays, including the time re-
quired to refill the architecture caches after a preemp-
tion,
• worst-case migration delays, including the time to
reload the missing information into the caches after a
migration.
Estimating such metrics is very challenging because of
the possible interferences between cores due to shared hard-
ware resources such as shared caches, memory bus, etc.
In this paper, we propose a new method to estimate the
worst-case cache reload cost due to the migration of a task
between cores. Such a delay is called hereafter CRMD
for Cache Related Migration Delay. CRMD is due to the
cache refill activity occurring after a migration, and is il-
lustrated below in Figure 1. Figure 1 depicts the impact of
task migration on the contents of private and shared caches
in a multi-core platform. The depicted platform is made of
C cores, each having a private L1 instruction cache and a
shared L2 instruction cache.
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Figure 1. Impact of task migration on cache
contents
Consider a task, initially running on Core 1, which mi-
grates on Core C. At the migration point (see Fig. 1), both
the private and the shared instruction caches contain some
program blocks. Some program blocks, termed reused
blocks, will be used after the task migration, whereas some
other blocks, termed non-reused blocks, will not be reused
after the task migration. After the migration, all reused
cache blocks will be reloaded in all levels of the cache hier-
archy.
Task migration thus results in additional cache misses
compared to a migration-free execution. Such cache misses
occur in the private cache, to load reused blocks. They may
also occur in the shared cache in case a reused block has
been evicted after first loaded, which can occur when using
non inclusive cache hierarchies.
Since exact migration points are not statically known, a
task migration may result in additional cache accesses in
the shared caches compared to a migration-free execution.
We chose to account for these accesses when estimating the
WCET of a task. Such a WCET, called migration-aware
WCET assumes that the task may migrate and thus may
cause additional accesses to the shared caches, but does not
include the cache reload cost itself. Additional cache misses
(in the private L1 cache and shared cache levels) are here-
after called Cache Related Migration Delay (CRMD).
We propose in this paper methods to compute safe esti-
mations of the migration-aware WCET and the Cache Re-
lated Migration Delay (CRMD), using static analysis of the
code of the task subject to migration. Experimental results
demonstrate that estimated CRMDs are much lower than
when using a naive approach assuming that all useful blocks
must be reloaded in all cache levels after a migration.
Contributions. The paper contains two tightly-coupled
contributions:
• The first contribution is the proposal of a migration-
aware cache analysis method. The method estimates
the worst-case number of cache hits/misses of an iso-
lated task running on a multi-core platform and subject
to migrations, regardless of the number of migrations it
will suffer at run-time. The proposed migration-aware
cache analysis method accounts for every possible mi-
gration point on the shared cache, but does not inte-
grate the impact of the cache-related migration cost it-
self.
• The second contribution is a method to compute a
tight upper bound of the cache-related migration de-
lay (CRMD) an isolated task will suffer after each mi-
gration to reload the reused cache blocks. The pro-
vided CRMD is tight because the CRMD does not con-
sider as misses the accesses that are already detected as
misses by the migration-aware cache analysis method.
This metric, together with the migration-aware WCET
estimate, provides a safe bound of cache-related mi-
gration costs in a multi-core system. It can be used
in any real-time multi-processor schedulability test for
global and semi-partitioned scheduling [3, 2, 14] to the
extent that the worst-case number migrations is known.
To the best of our knowledge, our method is the first one
to provide safe upper bounds of cache refill costs in case of
migrations for multi-core architectures with shared instruc-
tion caches. This approach focuses on the computation of
the CRMD of a task in isolation and has to be used in com-
bination with a cache-related preemption delays estimation
method [20, 25].
Related work. Many static WCET estimation methods
have been designed in the last two decades (see [28] for
a survey). Static WCET estimation methods need a low-
level analysis phase to determine the worst-case timing be-
havior of the micro-architectural components (pipelines and
out-of-order execution, branch predictors, caches, etc.). Re-
garding cache memories on mono-core architectures, two
main classes of approaches have been proposed: static
cache simulation [18, 19], based on dataflow analysis, and
the methods described in [9, 26, 10], based on abstract in-
terpretation. Both classes of methods provide for every
memory reference a classification of the outcome of the ref-
erence in the worst-case execution scenario (e.g. always-
hit, always-miss, first-miss, etc.). These methods, orig-
inally designed for code only, and for direct-mapped or
set-associative caches with a Least Recently Used (LRU)
replacement policy, have been later extended to other re-
placement policies [13], data and unified caches [27], and
caches hierarchies [12]. Cache-aware WCET estimation
methods have recently been extended to multi-core plat-
forms [29, 11]; the cited methods take into account the in-
terferences caused by shared caches. The proposed method
for evaluating migration-aware WCETs is based on [12],
itself based on abstract interpretation for static cache analy-
sis [9, 26, 10].
The presence of caches not only impacts the execution
time of tasks considered in isolation but also results in
an indirect cost required to refill the caches after a pre-
emption. Static analysis techniques, close to those de-
signed for cache-aware WCET estimation, aim at producing
safe upper bound of CRPDs (cache-related preemption de-
lays) [20, 25]. Such techniques statically analyze the code
of the preempted and preempting tasks to determine which
blocks from the preempted task may be reused after the
preemption and will have to be reloaded. The method we
propose to evaluate CRMDs uses similar analyses and data
structures as the ones used to estimate CRPDs.
Extensive empirical evaluations of the impact of real-
world overheads (including cache-related preemption and
migration overheads) on multiprocessor scheduling algo-
rithms have been presented in [5, 4]. In contrast to our
work, these studies focus on giving average-case and worst-
measured overheads and do not aim at providing safe upper
bounds of cache-related overheads.
Cache-aware multi-core scheduling have been presented
in [6, 7] for soft real-time applications; the idea of this di-
rection of work is to improve task scheduling in multi-core
platforms based on the cache behaviour of real-time tasks.
In this paper, we focus on the estimation of cache-related
overheads, and consider their exploitation by multiproces-
sor scheduling algorithms as outside the scope of the paper.
Finally, [24] which is the work closest to ours, assumes a
multi-core architecture with a private cache hierarchy. They
introduce new hardware support to move the cache contents
from one private cache to another to reduce the migration
cost. Our approach do not require any hardware modifica-
tion and the cache hierarchy can be shared between cores
except the first cache level.
Paper outline. The rest of the paper is organized as fol-
lows. Section 2 presents the assumptions our analysis is
based on, regarding the target architecture and task schedul-
ing. Section 3 presents the migration-aware cache analy-
sis method. Section 4 focuses on the estimation of cache-
related migration delays. Experimental results are given and
discussed in Section 5. Finally, Section 6 gives some con-
clusions and direction for future work.
2 Assumptions
A multi-core architecture is assumed. Each core has a
private first-level (L1) instruction cache, followed by shared
instruction cache levels. Each shared cache is shared be-
tween all the cores of the architecture. The caches are set-
associative and each level of the cache hierarchy is non-
inclusive:
− A piece of information is searched for in the cache
of level ℓ if and only if a cache miss occurred when
searching it in the cache of level ℓ−1. Cache of level 1
is always accessed.
− Every time a cache miss occurs at cache level ℓ, the
entire cache block containing the missing piece of in-
formation is always loaded into the cache of level ℓ.
− There are no actions on the cache contents (i.e. in-
validations, lookups/modifications) other than the ones
mentioned above.
Our study concentrates on instruction caches; it is as-
sumed that the shared caches do not contain data. This
study can be seen as a first step towards a general solution
for shared caches. It can also push to the use of separate
shared instruction and data caches instead of unified ones1.
1Unified caches could be partitioned at boot time for instance in a A-
way instruction cache and a B-way data cache.
Our method assumes a LRU (Least Recently Used)
cache replacement policy. Furthermore, an architecture
without timing anomalies as defined in [16] is assumed.
The access time variability to main memory and shared
caches, due to bus contention, is supposed to be bounded
and known, by using for instance Time Division Multiple
Access (TDMA) like in [23] or other predictable bus arbi-
tration policies [21]. Figure 2 illustrates two different sup-
ported architectures.
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Figure 2. Two examples of supported archi-
tectures
The focus in this paper is to estimate the worst-case
cache related migration delay (CRMD) suffered from a hard
real-time task after a migration from one core to another in
a multi-core platform. The migrated task is considered in
isolation from the tasks running at the same time on the
multi-core platform. The computation of interferences due
to intra-core or inter-core of other tasks is considered out
of the scope of this paper; for related studies tackling these
issues, the reader is referred to [20, 25] regarding intra-core
interferences or [29, 11] regarding inter-core interferences.
3 Migration-aware multi-level cache analysis
As a first step to present the migration-aware cache anal-
ysis method, paragraph 3.1 focuses on the analysis of the
worst-case behaviour of the memory hierarchy when com-
pletely ignoring task migrations, what we call migration-
ignorant cache analysis. The impact of task migration on
shared caches is considered in paragraph 3.2.
3.1 Migration-ignorant cache analysis
The cache analysis, originally presented in [12] and
briefly described is applied successively on each level of the
cache hierarchy, from the first cache level to the main mem-
ory. The analysis is contextual in the sense that it is applied
for every call context of functions (functions are virtually
inlined). The references considered by the analysis of cache
level ℓ depend on the outcome of the analysis of cache level
ℓ − 1 to consider the filtering of memory accesses between
cache levels, as depicted in Figure 3 and detailed below.
The outcome of the static cache analysis for every cache
level ℓ is a Cache Hit/Miss Classification (CHMC) for each
Cache analysis
Cache access
classificationreferences
Memory
computation
WCET
Cache hit/miss
classification
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classification
Cache hit/miss
classification
Cache access
classification
Level ℓ
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Figure 3. Multi-level cache analysis without
task migration
reference, determining the worst-case behavior of the refer-
ence with respect to cache level ℓ:
− always-miss (AM): the reference will always result in
a cache miss,
− always-hit (AH): the reference will always result in a
cache hit,
− first-miss (FM): the reference could neither be classi-
fied as hit nor as miss the first time it occurs but will
result in cache hit afterwards,
− not-classified (NC): in all other cases.
Moreover, at every level ℓ, a Cache Access Classification
(CAC) specifies if an access may occur or not at level ℓ, and
thus should be considered by the static cache analysis of that
level. There is a CAC, noted CACr,ℓ,c for every reference
r, cache level ℓ, and call context c2. The CAC defines three
categories for each reference, cache level, and call context:
− A (Always): the access always occurs at cache level ℓ.
− N (Never): the access never occurs at cache level ℓ.
− U (Uncertain) when the access cannot be classified in
the two above categories.
The cache analysis at every cache level is based on a
state-of-the-art single-level cache analysis [26], based on
abstract interpretation. The method is based on three sepa-
rate fixpoint analyses applied on the program control flow
graph, for every call context:
2The call context c will be omitted from the formulas when the concept
of call context is not relevant.
− a Must analysis determines if a memory block is al-
ways present in the cache at a given point: if so, the
block is classified always-hit (AH);
− a Persistence analysis determines if a memory block
will not be evicted after it has been first loaded; the
classification of such blocks is first-miss (FM).
− a May analysis determines if a memory block may be
in the cache at a given point: if not, the block is classi-
fied always-miss (AM). Otherwise, if neither detected
as always present by the Must analysis nor as persis-
tent by the Persistence analysis, the block is classified
not classified (NC);
Abstract cache states (ACS) are computed for every
basic block according to the semantics of the analysis
(Must/May/Persistence) and the cache replacement policy
by using functions (Update and Join) in the abstract do-
main. Update models the impact on the ACS of every ref-
erence inside a basic block; Join merges two ACS at con-
vergence points in the control flow graph (e.g. at the end of
conditional constructs).
Figure 4 gives an example of an ACS of a 2-way set-
associative cache with LRU replacement policy on a Must
analysis (only one cache set is depicted). An age is asso-
ciated to every cache block of a set. The smaller the block
age the more recent the access to the block. For the Must
analysis, each memory block is represented only once in the
ACS, with its maximum age. It means that its actual age at
run-time will always be lower than or equal to its age in the
ACS.
At every cache level ℓ, the three analyses (Must, May,
Persistence) consider all references r guaranteed to occur at
level ℓ (CACr,ℓ = A). References with CACr,ℓ = N are
not analysed. Regarding uncertain references (CACr,ℓ =
U ), for the sake of safety, the ACS is obtained by exploring
the two possibilities (CACr,ℓ = A and CACr,ℓ = N ) and
merging the results using the Join function (see Figure 5).
For all references r, CACr,1 = A, meaning that the L1
cache is always accessed.
Since task migrations are not considered in this para-
graph, the CAC of a reference r for a cache level ℓ only de-
pends on CHMC of r at level ℓ−1 and the CAC of r at level
ℓ − 1 to model the filtering of accesses in the cache hierar-
chy (see Figure 3). Table 1 shows all the possible cases of
computation of CACr,ℓ fromCHMCr,ℓ−1 andCACr,ℓ−1.
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Figure 4. Join and Update functions for the Must analysis with LRU replacement
The CHMC of reference r is used to compute the cache
contribution to the WCET of that reference (i.e. the sum
of the cache level latencies where the access to r may oc-
cur plus the memory latency if the access may occur in
the memory), which can be included in well-known WCET
computation methods [17, 22].
U
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ACSout
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Figure 5. Function for U access
3.2 Migration-aware cache analysis
As previously depicted in Figure 1, migrating a task re-
sults in additional accesses to the shared caches after the
migration. Since the exact migration points are not known
off-line, some accesses to the shared cache levels that would
not occur in a migration-free execution may occur after the
migration. Thus, our migration-aware cache analysis ac-
count for every possible migration point without integrating
the cache-related migration cost itself.
As it was previously demonstrated in [12], considering
these additional accesses to the shared caches as always oc-
curring might not be safe, because this can lead to an un-
derestimation of the reuse distance of blocks in the shared
caches. As a consequence, the migration-aware cache anal-
ysis considers all accesses to the first shared cache level
(usually L2 cache) as Uncertain (CACr,ℓ = U with ℓ the
first shared cache level). This ensures a safe cache analy-
sis of the shared cache levels in the presence of unknown
migration points. Apart from the introduction of U ac-
cesses in the first shared cache level, the cache analysis
and computation of migration-aware WCETs, noted here-
after WCETMA are achieved as described in § 3.1.
Note that WCETMA is more pessimistic than
its migration-ignorant counterpart. This is because
WCETMA accounts for the impact of migrations on
the shared cache(s), which are not accounted for when
estimating the migration-ignorant WCET. The additional
pessimism due to the consideration of possible task
migrations is evaluated in Section 5.
4 Computing Cache-Related Migration De-
lay (CRMD)
This section focuses on the computation of the Cache-
Related Migration Delay (CRMD) suffered by a task τ ev-
ery time it migrates from one core to another. When τ mi-
grates n times, its WCET is then:
WCETMA + n ∗ (CRMD + δ)
with δ the migration cost excluding cache reloads. The
maximum number of migrations suffered by a task at run-
time depends on the scheduling policy3.
Due to the use of the migration-aware cache analysis, the
CRMD only depends on the additional accesses to the mem-
ory hierarchy after the migration. As explained before, and
previously illustrated in Figure 1, extra accessed concern
blocks reused after the migration of τ , and may introduce
additional misses in the L1 cache as well as in the shared
cache levels.
Useful cache blocks. To bound the number of reused
blocks of the L1 cache at each program point, we use the no-
tion of useful cache blocks previously defined in [15] for the
computation of Cache-Related Preemption Delay (CRPD).
A useful cache block is defined as follows: a useful cache
block at an execution point is defined as a memory block
that may be re-referenced before being replaced. In other
3This estimation is independent from any scheduling policies. It can
be reduced by considering the n highest values of the CRMD instead of
n times the maximal value with some extra restrictions on the migration
points.
words, the set of useful cache blocks at a given program
point p is a safe over-approximation of the set of reused
blocks at program point p.
The technique used to determine the useful cache blocks
is based on the traditional reaching definitions and live vari-
ables data flow analyses [1]:
• Similarly to the reaching definitions analysis, the
reaching memory blocks (RMB) analysis determines
all the memory blocks that may be in the cache at a
program point p when p is reached via any incoming
program path.
• As in the live variables analysis, the live memory
blocks (LMB) analysis determines all the memory
blocks that may be referenced before their eviction via
any outgoing path from p.
The useful cache blocks at program point p (noted
useful(p)) are the memory blocks that are present in the
result of both the RMB analysis (noted RMB(p)) and the
LMB analysis (noted LMB(p)).
useful(p) = RMB(p) ∩ LMB(p)
Suppose that task τ migrates at program point p. In-
stead of considering a miss in all cache levels for each use-
ful cache block at point p, our computation produces tighter
results by integrating in the CRMD only misses which are
not already integrated in the migration-aware WCET esti-
mate.
Notations. Before detailing the computation of the
CRMD, let us introduce some formulae obtained from the
results of the migration-aware cache analysis. First, we in-
troduce the notion of always-persistent block to determine
if a cache block cb is ensured to hit after a migration in a
given shared cache level ℓ (i.e. its cache hit/miss classifica-
tion is always-hit or first-miss in all execution contexts):
always persistentℓ(cb) =



true if ∀ctx, ∀instr ∈ cb,
CHMCℓ,ctx(instr) = AH
∨ CHMCℓ,ctx(instr) = FM
false otherwise
We also define the notion of always-filtered block by a
previous shared cache level(s) of ℓ if the cache block cb is
always-persistent in at least one previous shared cache level:
always filteredℓ(cb) =
{
false if ℓ = 2∨ℓ−1
pℓ=2 always persistentpℓ(cb) otherwise
Similarly, we introduce at least once persistentℓ(cb)
to detect the case where a cache block cb produces a hit in
shared cache level ℓ in at least one execution context:
at least once persistentℓ(cb) =



true if ∃ctx, ∃instr ∈ cb,
CHMCℓ,ctx(instr) = AH
∨ CHMCℓ,ctx(instr) = FM
false otherwise
and at least once filteredℓ(cb) by a previous shared
level(s) of ℓ if the cache block cb is at-least-once-persistent
in at least one previous shared level:
at least once filteredℓ(cb) =



false if ℓ = 2∨ℓ−1
pℓ=2 at least once persistentpℓ(cb)
otherwise
Finally, we define private-filtered to determine if a cache
block is completely filtered by the private L1 cache in
at least one execution context during the computation of
WCETMA:
private filtered(cb) =
∃ctx, ∀instr ∈ cb, CHMCL1,ctx(instr) = AH
Computing CRMD. A miss that could occur for the first
reference in the case of a first-miss is already counted by
the cache-aware migration analysis and there is no need
to count it twice except in the case the access is private-
filtered.
The L1 cache is always accessed, thus the latency of the
L1 cache is already included in WCETMA and do not need
to be counted in the CRMD. For a given shared cache level
ℓ, an access to a useful cache block ucb after a migration
has to be counted if the access is private-filtered because in
this case, the access could be not have been counted dur-
ing WCETMA computation. Moreover, if the access is not
private-filtered but this access is not filtered by a previous
shared cache level (i.e. ¬always filteredℓ(ucb)) and is
at-least-once-persistent, the access has to be counted. Re-
mark that if the access is ensured to never produce a hit (i.e.
¬at least once persistentℓ(ucb)), the latency of this ac-
cess in shared cache level ℓ is already in WCETMA. More
formally, we define the cost added to the CRMD of a shared
cache level ℓ at a given program point p as follows:
cost share level
p
ℓ =| {ucb ∈ useful(p),
(¬always filteredℓ(ucb)
∧ at least once persistentℓ(ucb))
∨private filtered(ucb)} |
∗ latencyℓ
The accesses to the main memory which have to be in-
cluded in the CRMD are similar. If the access is private-
filtered, this access could be not counted duringWCETMA
computation. Moreover, if the access is not private-filtered
but this access is not filtered by any previous shared cache
levels (i.e. ¬always filteredhℓ+1(ucb) where hℓ repre-
sents the level of the highest cache level and hℓ+1 represent
the level of the main memory) and is at-least-once-filtered
by a shared cache level, the main memory latency of the ac-
cess have to be counted. More formally, we define the cost
added to the CRMD of the main memory at a given program
point p as follows:
cost memoryp =| {ucb ∈ useful(p),
(¬always filteredhℓ+1(ucb)
∧ at least once filteredhℓ+1(ucb))
∨private filtered(ucb)} |
∗ latencymemory
Thus the CRMD at program point p, noted CRMDp is
the sum of the cost of each shared cache level plus the mem-
ory cost.
CRMDp = cost memoryp +
hℓ∑
ℓ=2
cost share level
p
ℓ
Finally, the CRMD of one single migration is equal to
the biggest value of CRMDp computed for all the program
points:
CRMD = max(CRMDp, ∀p ∈ program)
5 Experimental results
5.1 Experimental setup
Cache analysis and WCET estimation. The experi-
ments were conducted on MIPS R2000/R3000 binary code
compiled with gcc 4.1 with no optimization and with the
default linker memory layout. The WCETs of tasks are
computed by the Heptane timing analyzer [8], more pre-
cisely its Implicit Path Enumeration Technique (IPET). The
analysis is context sensitive (functions are analysed in each
different calling context). To separate the effect of the
caches from those of the other parts of the processor micro-
architecture, WCET estimation only takes into account the
contribution of instruction caches to the WCET. The effects
of other architectural features are not considered. In par-
ticular, timing anomalies caused by interactions between
caches and pipelines, as defined in [16] are disregarded.
The cache classification not-classified is thus assumed to
have the same worst-case behavior as always-miss during
the WCET computation in our experiments. For space con-
sideration, WCET computation is not detailed here, inter-
ested readers are referred to [12].
The migration points considered in the experiments are
the ends of basic blocks of the analyzed task.
Name Description Code size
(bytes)
crc Cyclic redundancy check computation 1432
fft Fast Fourier Transform 3536
jfdctint Integer implementation of the forward
DCT (Discrete Cosine Transform)
3040
matmult Multiplication of two 50x50 integer
matrices
1200
minver Inversion of floating point 3x3 matrix 4408
adpcm Adaptive pulse code modulation algo-
rithm
7740
statemate Automatically generated code by
STARC (STAtechart Real-time-Code
generator)
8900
Table 2. Benchmark characteristics
Benchmarks. The experiments were conducted on seven
benchmarks (see Table 2 for the applications characteris-
tics). All benchmarks are maintained by Ma¨lardalen WCET
research group4.
Cache hierarchy. The results are obtained on a 2-level
cache hierarchy composed of a private 4-way L1 cache of
1KB with a cache block size of 32B and a shared 8-way
L2 cache of 2KB (or 4KB for the two biggest benchmarks
adpcm and statemate) configured with a cache block size
of 32B or 64B. Cache sizes are small compared to usual
cache sizes in multi-core architectures. However, there are
no large-enough public real-time benchmarks available to
experiment our proposal. As a consequence, we have se-
lected quite small commonly used real-time benchmarks
and adjusted cache sizes such that the benchmarks do not fit
entirely in the caches. All caches are implementing a LRU
replacement policy. Latencies of 1 cycle (respectively 10
and 100 cycles) are assumed for the L1 cache (respectively
the L2 cache and the main memory).
4http://www.mrtc.mdh.se/projects/wcet/benchmarks.html
5.2 Results
First, the overestimation resulting from accounting for
possible migration points when estimating the WCET of
tasks is estimated. Then, the CRMD estimated using
our method is compared to a baseline CRMD estimation
method considering that all useful blocks are reloaded in all
cache levels after a task migration. Finally, the execution
time of CRMD estimation is evaluated.
Impact of migrations on task WCET for a non-
migrating task. In this paragraph, we focus on the
comparison of the estimated migration-ignorant WCET
(noted WCETMI ) and the migration-aware WCET (noted
WCETMA) when the task does not migrate. The results are
mainly given in Table 3, which shows the WCET overesti-
mation in cycles resulting from considering every possible
migration point. More details regarding the results of cache
analysis are given in Table 4.
Benchmarks WCETMI WCETMA delta ratio
(cycles) (cycles) (cycles)
crc (2KB-32B) 152753 152753 0 0%
crc (2KB-64B) 151953 152753 800 0.53%
fft (2KB-32B) 188655 188655 0 0%
fft (2KB-64B) 187555 188655 1100 0.59%
jfdctint (2KB-32B) 25389 25389 0 0%
jfdctint (2KB-64B) 20689 25389 4700 22.72%
matmult (2KB-32B) 16704 16704 0 0%
matmult (2KB-64B) 16504 16704 200 1.21%
minver (2KB-32B) 20646 20646 0 0%
minver (2KB-64B) 16446 20646 4200 25.54%
adpcm (4KB-32B) 310391 316391 6000 1.93%
adpcm (4KB-64B) 322125 383439 61314 19.03%
statemate (4KB-32B) 141303 142603 1300 0.92%
statemate (4KB-64B) 115903 152325 36422 31.42%
Table 3. Migration-ignorant WCET vs
migration-aware WCET
We observe from Table 4 three different situations,
which allows to explain the results given in Table 3.
• The first situation is when the migration-ignorant
cache analysis does not detect any hit in the L2 cache,
or detects very few hits in the L2 cache (in Table 4
number of L1 misses ≈ number of L2 misses). This
situation occurs when the migration-ignorant cache
analysis does not detect spatial and temporal locality
in the L2 cache. In this situation, the migration-aware
WCET is very close to the migration-ignorant WCET.
• The second situation occurs when the migration-
ignorant cache analysis detects temporal locality but
no spatial locality in the L2 cache (in Table 4 number
of L1 misses ≫ number of L2 misses, with L2 cache
lines of 32B). In this situation, the migration-aware
Benchmarks Metrics Migration- Migration-
ignorant aware
crc (2KB-32B) nb of L1 accesses 141643 141643
nb of L1 misses 101 101
nb of L2 misses 101 101
crc (2KB-64B) nb of L1 accesses 141643 141643
nb of L1 misses 101 101
nb of L2 misses 93 101
fft (2KB-32B) nb of L1 accesses 80305 80305
nb of L1 misses 7575 7575
nb of L2 misses 326 326
fft (2KB-64B) nb of L1 accesses 80305 80305
nb of L1 misses 7575 7575
nb of L2 misses 315 326
jfdctint (2KB-32B) nb of L1 accesses 8039 8039
nb of L1 misses 725 725
nb of L2 misses 101 101
jfdctint (2KB-64B) nb of L1 accesses 8039 8039
nb of L1 misses 725 725
nb of L2 misses 54 101
matmult (2KB-32B) nb of L1 accesses 11204 11204
nb of L1 misses 50 50
nb of L2 misses 50 50
matmult (2KB-64B) nb of L1 accesses 11204 11204
nb of L1 misses 50 50
nb of L2 misses 48 50
minver (2KB-32B) nb of L1 accesses 4146 4146
nb of L1 misses 150 150
nb of L2 misses 150 150
minver (2KB-64B) nb of L1 accesses 4146 4146
nb of L1 misses 150 150
nb of L2 misses 108 150
adpcm (4KB-32B) nb of L1 accesses 186301 186301
nb of L1 misses 3759 3759
nb of L2 misses 865 925
adpcm (4KB-64B) nb of L1 accesses 186435 186569
nb of L1 misses 3779 3797
nb of L2 misses 976 1589
statemate (4KB-32B) nb of L1 accesses 10933 10933
nb of L1 misses 1797 1797
nb of L2 misses 1124 1137
statemate (4KB-64B) nb of L1 accesses 10673 10945
nb of L1 misses 1763 1798
nb of L2 misses 876 1239
Table 4. Migration-ignorant vs migration-
aware cache analysis (estimated number of
accesses)
WCET is still close to the migration-ignorant WCET.
The good result comes from the presence of the persis-
tence analysis, which detects blocks as persistent even
though accesses to the L2 cache are considered as Un-
certain (U ).
• Finally, the third and last situation occurs when the
migration-ignorant cache analysis detects both tempo-
ral and spatial locality in the L2 cache (in Table 4 num-
ber of L1 misses ≫ number of L2 misses, with L2
cache lines of 64B). In this situation, the migration-
aware WCET might be significantly larger than is
migration-ignorant counterpart. This is because the in-
troduction of U accesses in the migration-aware cache
analysis prevents the cache analysis from detecting
spatial locality in the L2 cache.
It can be remarked that there are for some benchmarks
(adpcm and statemate) a variation of worst-case execution
path between the migration-aware and migration-ignorant
cases (different numbers of accesses along the worst-case
execution path for the L1 cache).
Benchmarks # useful CRMD baseline CRMD
cache block in cycles in cycles
crc (2KB-32B) 31 3410 510
crc (2KB-64B) 31 3410 400
fft (2KB-32B) 32 3520 1050
fft (2KB-64B) 32 3520 610
jfdctint (2KB-32B) 20 2200 460
jfdctint (2KB-64B) 20 2200 360
matmult (2KB-32B) 17 1870 190
matmult (2KB-64B) 17 1870 140
minver (2KB-32B) 14 1540 280
minver (2KB-64B) 14 1540 240
adpcm (4KB-32B) 24 2640 970
adpcm (4KB-64B) 24 2640 690
statemate (4KB-32B) 5 550 20
statemate (4KB-64B) 5 550 110
Table 5. Estimated Cache-Related Migration
Delay (CRMD)
Evaluation of CRMD. Table 5 compares for every
benchmark and cache configuration the CRMD obtained by
our proposed method (column 4) to a simple baseline, al-
beit safe method considering that all useful blocks have to
be reloaded in all cache levels after a task migration (col-
umn 3). Column 2 gives the number of useful cache blocks
per benchmark and cache configuration.
The numbers given in the table show that the estimated
CRMD, obtained by the proposed approach, is much lower
than when using the simple baseline approach. Compar-
ing estimated CRMD with measured ones is left for future
work.
5.2.1 Analysis time.
The longest measured time to estimate the migration-aware
WCET plus to estimate the CRMD was 5 minutes for the
biggest benchmarks. This shows empirically that the com-
plexity of CRMD estimation is similar to the one of cache
analyses used when estimating WCETs.
6 Conclusions and future work
We have proposed in this paper a new method, based
on static analysis, to estimate the worst-case cache reload
cost due to the migration of a task between cores (CRMD,
for Cache Related Migration Delay). To the best of our
knowledge, our method is the first one to provide safe up-
per bounds of cache-related migration delays in multi-core
architectures with shared caches. Experimental results have
shown that the estimated CRMDs are much less pessimistic
than the simple baseline safe approach except when the
cache block sizes in the different cache levels are not the
same.
As future work, we plan to compare the estimated CR-
MDs with measured ones in order to evaluate the tightness
of our approach. Other research directions will be to extend
the approach to data or unified caches. Finally, selecting
task scheduling based on CRMD information would be of
interest.
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Abstract 
Code compression techniques might be useful to meet 
code size constraints in embedded systems. In the 
average case, the impact of code compression on the 
performance is double-edged: on one side, the number of 
accesses to memory hierarchy is reduced because 
several instructions are coded in a single word, and this 
is likely to reduce the execution time; on the other side, 
the decompression penalty increases the processing time 
of compressed instructions. Nevertheless, experimental 
results show that the execution time might be lowered by 
code compression. 
In this paper, our goal is to analyze the impact of 
code compression on the estimated Worst-Case 
Execution Time of critical tasks that must meet at the 
same time code size constraints and timing deadlines. 
Changes in the access patterns to the instruction cache 
are indeed likely to alter the accuracy of the cache 
analysis within the process of determining the WCET. 
Experimental results show that, besides reducing the 
code size, our code compression scheme also improves 
the WCET estimates in most of the cases.  
 
1. Introduction 
Embedded systems are often constrained in terms of 
different criteria like code size, execution time or energy 
consumption. Various techniques have been proposed to 
improve one of these criteria: code compression schemes 
aim at reducing the code size, compiler optimizations 
help in improving the execution time and various 
approaches determine the best placement of instructions 
and data in the memory space to limit the energy 
requirements.  
However, the impact of the techniques that improve 
one of the criteria onto the other ones is seldom 
analyzed. It is the goal of the French MORE1 project to 
                                                          
1 MORE stands for Multicriteria Optimization for Real-time 
Embedded systems. This project is supported by the ANR French 
National Agency for Research. 
get insight into such board effects and to determine sets 
of code transformations that jointly improve several 
criteria. 
In this paper, we focus on the impact of code 
compression techniques on the execution time and more 
particularly on the Worst-Case Execution Time (WCET) 
of time-critical software. 
Code compression reduces the code size by 
compacting the original code into a non executable 
format. At runtime, a decompression step is needed to 
retrieve the initial code.  Code compression has been and 
is still an active research area [5][24]. In this paper, we 
consider a compression scheme that combines two state-
of-the-art approaches [7][21]. A dictionary-based 
compression algorithm is used to replace sequences of 
instructions by special instructions that trigger 
decompression at runtime.  Decompression takes place 
in the processor pipeline, between the fetch and decode 
stages. This is compatible with wide-issue high 
performance superscalar architectures, contrary to post-
cache decompression, while still leaving compressed 
code in the instruction cache. Thus, the number of cache 
misses is reduced which might improve both the 
execution time and the energy consumption. 
To estimate Worst-Case Execution Times, we 
consider state-of-the-art techniques: the worst-case 
execution costs of basic blocks are computed using 
parameterized execution graphs [22], the behavior of the 
instruction cache is analyzed using abstract 
interpretation [1][3] and an upper bound of the whole 
program execution time is derived using the IPET 
method [19]. All these algorithms can be invoked within 
the OTAWA framework [6] and have been adapted for 
this study to take into account the effects of code 
compression: the execution costs of basic blocks include 
decompression penalties and the instruction cache 
analysis considers the instruction addresses in the 
compressed code. 
The paper is organized as follows. Section 2 gives an 
overview of code compression techniques and details the 
algorithm considered in this study. Section 3 presents the 
strategy used to estimate WCETs and discusses the 
expected (theoretical) impact of code compression on the 
accuracy of the estimates. The methodology for 
experiments is detailed in Section 4 and experimental 
results are provided and analyzed in Section 5. Section 6 
concludes the paper. 
2. Code compression 
2.1. State-of-the-art  
 
Code compression has been and remains a hot 
topic [5][24]. The proposed approaches differ in the 
compression strategy (statistical as Huffman coding, 
dictionary-based or any combination of both) as well as 
in the implementation (by software or in hardware) and 
in the location of the decompression engine: between the 
cache and the memory for the pre-cache approaches, 
between the cache and the processor for post-cache 
schemes or inside the processor core. 
A pre-cache decompression engine is only invoked on 
cache misses: decompression operations are then less 
frequent than for post-cache schemes but, since the 
cache contains original (uncompressed) code, the 
decompression time penalty cannot be balanced by a 
reduced number of cache misses. This makes it 
necessary to trade-off between the code size 
improvement and the execution time degradation [18]. 
IBM‟s Code Pack is an example of pre-cache dictionary-
based compression scheme used in some processors of 
the PowerPC family [16]. Every half-word of a cache 
line is encoded using a variable-size encoding word. On 
an instruction cache miss, two compressed cache lines 
are decompressed and fetched into the cache. For some 
programs, this might act as a prefetch and balance the 
decompression timing overhead [18]. 
Besides reducing the size of the code, compression 
can also improve the performance and reduce the energy 
requirements if the compressed code is stored in the 
instruction cache [21]. However, since post-cache 
decompression is done on the critical path and is 
potentially needed on every access to the cache, it must 
be fast to avoid increasing the processor cycle time or 
the cache access time. This approach requires coping fast 
with two addressing spaces, one related to the 
compressed code and the other one seen by the processor 
for which the code compression is completely 
transparent [14][21]. Moreover, post-cache 
decompression is very hard to implement for superscalar 
processors and might impair the efficiency of a branch 
predictor. 
Decompression can also be done within the pipeline: 
it is then very close to the translation engine for micro-
coded instructions [7]. This is the solution that we have 
considered in this paper since it suits any superscalar 
architecture and avoids handling two address spaces. 
 
Another approach to reduce the size of binary codes 
consists in using shorter instructions. Some processors 
support dual-width instruction sets: 16-bit instructions 
can be used to limit the code size while 32-bit 
instructions might be preferred to fit performance 
requirements. The ARM Thumb is the best known 
example of dual-width instruction sets [11]. The 
translation of 16-bit instructions into 32-bit codes is 
immediate in the decode stage. A binary code that uses 
16-bit Thumb instructions is typically smaller by 30% 
than regular code and suffers longer execution times due 
to the limited expressiveness of 16-bit instructions. To 
limit the performance degradation, the most frequently 
executed code regions are usually compiled with 32-bit 
instructions while less frequently executed regions are 
compiled with 16-bit instructions.  
Code compression techniques are orthogonal to the 
use of reduced instruction sets since, besides shortening 
the instruction codes, they exploit their redundancy.  
Earlier works report a mean reduction of the code size 
by 20% with dictionary-based approaches and 
performance and energy gains that vary according to the 
applications and to the cache sizes. 
 
As far as we know, the only paper on reducing the 
code size for real-time applications focuses on the use of 
a 16-bit instruction set [17]. It shows that it is necessary 
to trade-off between the reduction of the code size and 
an increase of the Worst-Case Execution Time. The 
proposed strategy then consists in limiting the use of 
16-bit instructions to code regions that have a little 
impact on the overall WCET, so that it is not too much 
degraded. 
In this paper, we show that the code compression 
technique that we considered  can improve both the code 
size and the WCET of hard critical software.  
2.2. Compression scheme  
 
In the MORE project, we decided to use a post-cache 
code compression technique that is likely to optimize at 
the same time the code size and the energy consumption. 
Since our intention is to consider high-performance 
processors, we have opted for in-pipeline decompression 
that, in addition, avoids the complexity of handling 
different address spaces. Since the decompression 
overhead was critical, we designed dictionary-based 
compression scheme that might be less efficient (in 
terms of compression rate) than statistical algorithms but 
that allows faster decompression. 
In our solution, the dictionary contains full 
instructions. In order to limit the cost of the dictionary 
and to keep its access time short, it is desirable to restrict 
its size. Keeping the dictionary small is also necessary to 
limit the width of the dictionary index (log(n) bits are 
required for an n-entry dictionary), which is important to 
insure the efficiency of the code compression scheme: 
the smaller the index width, the better the compression 
rate.  Moreover, a dictionary does not need to hold all 
the instructions that appear in the code: when an 
instruction in the dictionary appears only once in the 
code, the code size is not improved and even degraded 
[4] (since the instruction is stored twice: once in the 
code, in a compressed form, and once in the dictionary).  
As far as the dictionary does not hold all the 
instructions, the compressed code contains both 
compressed and uncompressed instructions. For our 
compression scheme design, we have fixed the 
dictionary size to 256 entries, which is a standard size 
for hardware implementation and one-cycle 
decompression [12][21]. Besides, this size allows 
covering a significant part of the static code and reaching 
good compression rate even with large applications (the 
most redundant instructions are generally not numerous). 
 Our compression scheme replaces two or three 
successive instructions present in the dictionary by one 
32-bit encoding instruction (ISA-width encoding avoid 
alignment issues). This encoding instruction is composed 
of an invalid code operation of the target ISA, two 
information bits and three 8-bit slots that contain the 
index of the dictionary entries that store the 
corresponding instructions. This is illustrated in 
Figure 1. Absolute branch instructions can be included in 
the dictionary by patching them afterwards. Relative 
jumps can also be included if the jump displacement is 
nullified and the patched relative value is encoded into 
the encoding instruction.  
invalid 
opcode
invalid 
opcode
slot 1 slot 2 slot 3
1 2
depl9 11
0     0   add r1, r2 , r3
1     0   mul r8, r2, r9
2     0   ld r8, 0(r9)
3 0   st r2, 4(r3)
4 0   mov r3, r4
5 0   call 0x678990
6 0   addi r4, r24, 8
7 0   xor   r15, r4, r1 
8 0   jmp 0x443545
9 1   sll r1, r2, 4
10 1   bgtz r7, 0
11 1   bltz r11, 0
12
13
…
Dictionary
Bits to indicate if
2 or 3 instructions
Does the next slot contain 
the branch displacement ?
Encoding instruction
 
Figure 1.  Encoding instructions 
 
The main issue of a dictionary-based compression 
scheme is how the dictionary is built. To maximize code 
size reduction, it is preferable to include the most 
statically repeated instructions whereas selecting the 
most executed instructions favours the reduction of the 
number of instruction cache misses. To benefit from 
both code size and cache miss rate improvement, our 
compression scheme builds P% of the dictionary with 
the most executed instructions and fills the remaining 
entries with the most statically repeated instructions.  
Once the dictionary is built, sequences of instructions 
that are in the dictionary are encoded. To avoid 
impairing branch prediction, only instructions that 
belong to the same basic block can be encoded together.  
 
2.3. Decompression  
 
Decompression is done in the processor pipeline. A 
decompression stage must be added except if the 
processor already has a stage for translation of micro-
coded instructions into instructions as in the Intel IA-32 
architecture. The decompression stage is placed between 
the fetch and the decode stages. Non-compressed 
instructions are simply forwarded to the decode stage. In 
case of a compressed instruction, extra cycles are needed 
to access the dictionary. As the dictionary is much 
smaller and less complex than a cache, a one-cycle 
access is feasible. The dictionary access fills the pipeline 
with two or three new instructions depending on the 
number of instructions encoded into a single one.   
3. WCET analysis 
3.1. General overview  
 
The estimation of Worst-Case Execution Times 
(WCETs) usually includes three steps: the flow analysis 
determines flow facts like loop bounds and infeasible 
paths [2][9][10][13][15]; the low-level analysis computes 
the worst-case execution costs of basic blocks taking into 
account the specifications of the target hardware 
[20][22][23]; and finally the WCET computation 
combines the flow facts and the execution costs to find 
out the longest path and its execution time [19]. 
The low-level analysis step is in turn split into two 
sub-steps: the first one examines the behavior of history-
based components (mainly the instruction and data 
caches) and the second-one computes the execution cost 
of each basic block when executed in the pipeline. 
Since code compression has no impact on flow facts, 
we focus, in this paper, on the low-level analysis. 
3.2. Instruction cache analysis and computation of 
execution costs 
Instruction cache analysis. The most popular technique 
to analyze the behavior of the instruction cache is based 
on the determination of Abstract Cache States (ACS): an 
ACS is the set of concrete cache states that are possible 
at a given point in the Control Flow Graph (CFG) during 
the execution of the program [1]. It associates a set s of 
possible l-blocks2 to each cache line. 
                                                          
2 An l-block results from the projection of the CFG on the 
cache line map: a cache line that contains instructions 
belonging to n different basic blocks is considered as n 
l-blocks. 
Abstract interpretation techniques [8] are used to 
compute abstract cache states in input and output of each 
basic block. The Update function computes the output 
ACS of a basic block from its input ACS, and the Join 
function merges the output ACS of all the predecessors 
of a basic block to produce its input ACS. The Update 
and Join functions are applied repeatedly until the 
algorithm reaches a fixed point. 
This process is applied to May and Must analyses that 
determine the set s of l-blocks that may (resp. must) be in 
the cache at each program point. A third analysis, called 
Persistence analysis, is used to detect l-blocks that 
belong to a loop body and remain in the cache between 
successive iterations (but might miss at the first 
iteration). 
Finally, the results of the May, Must and Persistence 
analysis are used to assign a category to each l-block 
among: Always Hit (each fetch is guaranteed to hit in the 
cache), Always Miss (each fetch is guaranteed to miss), 
Not Classified (the analysis is not able to predict a fixed 
issue for this fetch) and Persistent (the fetch misses each 
time the heading loop is entered and hits while the loop 
iterates).  
Execution cost computation. The execution cost of a 
basic block also depends on the history. The possible 
states of the pipeline when the block starts executing can 
be determined using abstract interpretation techniques, 
as in [23]. However, to keep the analysis cost (as well in 
terms of memory space as in terms of computation 
time), we have developed another technique that 
considers any possible pipeline state without 
enumerating them one by one [22]. It is based on 
execution graphs that express the data, control and 
structural dependencies between instructions and 
computes the possible instruction schedules as a 
function of the state of the pipeline when the block starts 
executing. From these possible schedules, an upper 
bound of the execution cost is derived. This technique is 
much faster than the one that uses abstract interpretation, 
at the cost of a limited loss of accuracy. 
Integration of cache miss penalties in execution costs. 
The instruction cache and the pipeline are often 
analyzed in a totally decoupled manner: the block 
execution costs are estimated considering cache hits and 
a penalty is added for each possible miss detected by the 
instruction cache analysis. While very convenient, this 
approach is not safe when the processor has not been 
proved “timing-anomaly-free”. The term of “timing 
anomaly” refers to situations where, by example, an 
increase of the latency of an instruction by i cycles leads 
to an increase of the block execution time by more than 
i cycles. As far as the instruction cache is concerned, 
this means that the block execution cost with a cache 
miss might be shorter than with a cache hit. 
It is generally hard to prove that a processor is not 
prone to timing anomalies. In this case, a safe approach 
is to compute the possible costs of each basic block 
considering all the possible cache behaviours (for all the 
instructions of the block). As said before, l-blocks that 
have been classified as Always Hit or Always Miss have 
a fixed latency, while those labelled as Not Classified 
can experience either a hit or a miss latency. Thus, for 
the latter, both latencies must be considered when 
computing the block cost which means that, if n l-blocks 
in the basic block are Not Classified, as many as 2
n
 costs 
must be evaluated (and the maximum value is kept). 
Fortunately, cache analysis is usually accurate enough to 
limit the number of Not Classified l-blocks. Persistent  
l-blocks might undergo a miss latency when the heading 
loop is entered and always hit when the loop iterates. 
Again, both cases must be considered and two block 
costs must be computed: one for each entrance into the 
loop, and one for the other iterations. If n l-blocks in the 
block are Persistent, they generally have the same 
heading loop and then exhibit the same behaviour (they 
all hit or all miss). Then only two costs have to be 
computed for all these instructions. 
This can be illustrated considering the example given 
in Figure 2. In this example, basic block bj contains six 
l-blocks that belong to different categories. Three 
l-blocks are Persistent with two different headers. For 
this basic block, eight cost values must be computed. 
They are listed in Table 1 („H‟ stands for hit and „M‟ for 
miss). For Persistent and Not Classified  l-blocks, both 
cases (hit and miss) must be considered. When two 
l-blocks are Persistent with the same header (lb3 and 
lb4), they must have the same behaviour. 
 
bi
h1
h2
bj
lb0: Not Classified
basic block bj
lb1: Persistent (h1)
lb2: Always Hit
lb3: Persistent (h2)
lb4: Persistent (h2)
lb5: Always Miss
 
Figure 2. Example. 
cost 
value 
considered behaviours 
lb0 lb1 lb2 lb3 lb4 lb5 
C
[0] 
H H H H H M 
C
[1] 
H H H M M M 
C
[2] 
H M H H H M 
C
[3]
 H M H M M M 
C
[4] 
M H H H H M 
C
[5] 
M H H M M M 
C
[6] 
M M H M M M 
C
[7] 
M M H M M M 
 
Table 1. Possible cache behaviors 
for basic block bj of Figure 2. 
 
3.3. Expected impact of code compression on 
estimated WCETs 
 
The decompression penalty of compressed 
instructions must be taken into account when estimating 
block costs. It is expected to have an impact equivalent 
to the one it has on the observed execution time. 
In addition, code compression is likely to have an 
impact on the results of the instruction cache analysis. 
The reason for this is that it is expected to alter the 
number of l-blocks in the program as well as their size. 
 Figure 3 is a reminder of how l-blocks are built: in 
this example, basic block b has three l-blocks, one that 
we describe as full since it corresponds to a complete 
cache line and two that we describe as partial since they 
share their cache lines with other l-blocks that belong to 
basic blocks b-1 and b+1. Each basic block contains f 
full l-blocks, where f can take any value, including zero, 
and p partial l-blocks with p in {0, 1, 2}. The number of 
full l-blocks depends on the basic block length and the 
number of partial l-blocks depends on its alignment with 
respect to cache line boundaries. 
line  n-1
line  n
line  n+1
bb b-1
bb b
bb b+1
 
Figure 3. Construction of l-blocks. 
Let us now discuss what can change when the code is 
compressed. Figure 4 shows the possible impact on the 
example code of Figure 3. Here, we assume that several 
instructions are compressed. As a result, the length of 
basic block b is decreased from 7 to 3 instructions and it 
has now a single (partial) l-block. More generally, code 
compression shortens the basic blocks and is then likely 
to reduce their number of full l-blocks. The impact on 
the number of partial l-block is less predictable since it 
depends on the alignment to cache line boundaries. 
original
code
compressed
code
 
Figure 4. Construction of l-blocks 
in the compressed code. 
Now, how these changes on the number and size of 
the l-blocks might impact the cache-related contribution 
to the WCET? 
First, a smaller number of l-blocks means a smaller 
number of accesses to the instruction cache, and this is 
prone to reduce the Worst-Case Execution Time (as well 
as the average-case execution time). 
Second, an increase of the proportion of partial 
l-blocks might change the distribution into categories. 
On one hand, partial l-blocks are more likely to Always 
Hit than full l-blocks since a cache line that contains the 
beginning of a basic block might have been fetched on 
the execution of the previous basic block that shares the 
cache line. In other words, partial l-blocks benefit from 
spatial locality. On the other hand, partial l-blocks are 
prone to generate inaccuracy in the cache analysis: it 
often cannot be determined whether an l-block will hit or 
miss in the cache when the basic block it belongs to has 
several possible predecessors. As a result, partial 
l-blocks are prone to be annotated as Not Classified. 
To conclude, it is difficult to predict whether code 
compression will improve or degrade the WCET. It 
might improve it because it reduces the number of 
accesses to the instruction cache and because the 
proportion of remaining l-blocks classified as Always Hit 
is likely to increase. On the contrary, it might degrade 
the WCET because the proportion of Not Classified 
l-blocks should increase. The goal of this study is to 
decide between these two possibilities through an 
experimental approach. 
4. Methodology 
4.1. Implementation of code compression and WCET 
analysis 
 
All the techniques involved in this study have been 
implemented within the OTAWA framework [6]. 
OTAWA comes as a library that provides a series of 
classes and tools used for WCET analysis. 
Our code compression scheme has been implemented 
within OTAWA. Two new Code Analysis passes have 
been developed: the first one scans the binary code to 
compute the frequency of static instructions and the 
second one simulate the program execution to determine 
the dynamic frequency of the instructions. These passes 
have been complemented with a Dictionary Builder that 
is parameterized by the proportion P of the dictionary 
that must be filled with the instructions that exhibit the 
highest dynamic frequency. Finally, we implemented the 
Code Compressor that tries to build as many full (i.e. 
including three original instructions) encoding 
instructions as possible, while respecting basic block 
boundaries. The computation of the addresses in the 
compressed code, including the branch targets, is done 
after the encoding.  
In order to avoid the cost of developing a compressed 
code generator and a compressed code loader for WCET 
analysis, our code compression algorithm annotates the 
Control Flow Graph of the program under analysis to 
indicate which instructions are compressed and what 
their addresses in the compressed code are. Then the 
same CFG can be used to analyze both the original and 
the compressed codes. 
To handle compressed code, both the execution cost 
computation part (building of execution graphs) and the 
l-block builder have been modified to consider the 
addresses of compressed instructions. 
OTAWA also includes a cycle-level simulator built 
on the SystemC library. This simulator has been 
modified to include the decompression engine. 
4.2. Experimental procedure 
 
So far, OTAWA is not able to consider several cost 
values for each basic block, related to the different 
possible cache behaviors found by the preliminary cache 
analysis. It considers instead a single cost value which is 
the maximum of all the computed values for the basic 
block. 
In order to obtain results that correctly reflect the 
accuracy of the cache analysis, we have decided to 
compute estimated WCETs from flow information 
determined by profiling. The program under analysis is 
simulated and the execution count xi,j of each two-block 
sequence bi-bj is observed. Then what we refer to as the 
WCET in this paper is estimated as: 
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where S is the set of possible two-block sequences, 
1
, jic  is the maximum cost of block bj in sequence bi-bj, 
computed considering that the l-blocks of bj that have 
been classified as Persistent miss (first loop iterations) 
and 
1
, jic  the maximum cost computed when they hit 
(other iterations). These maximum cost values are 
estimated considering both possibilities for all the 
Not Classified l-blocks. The set of loop header edges 
related to the Persistent l-blocks is denoted as Hi,j and xh 
is the execution count observed for an header edge. 
Whenever the block contains several Persistent l-blocks 
with different headers, a maximum value is computed 
considering all the possible cost values, which is likely 
to generate overestimation. Fortunately, this case is 
rather infrequent. When the block does not contain any 
Persistent l-block, max(xh) is null. 
To illustrate this formula, let us consider the example 
given in Figure 2 and Table 1. In this example, the 
contribution of basic block bj to the estimated WCET 
would be computed as: 
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This way, we estimate the Worst-Case Execution 
Time related to the flow facts obtained by profiling. For 
some of the benchmarks, the input data really drive the 
execution on to the longest path. For other ones, we were 
not able to determine the worst-case input data and thus 
the profiled execution path might not be the worst-case 
path. Nevertheless, we estimated the WCET for this path 
which makes sense since our goal is to analyze the 
accuracy of the cache and pipeline analysis, not that of 
the flow analysis. 
4.3. Benchmarks 
 
For the experiments, we used the benchmarks listed in 
Table 2. Most of them come from the collection hosted 
on the Mälardaalen University website [26], which is 
often used for WCET analysis experiments. The seg 
code, that we have developed, implements well-known 
algorithms, includes three functions that are considered 
as three benchmarks (but reside in the same executable 
file): seg1 corresponds to the function that finds regions 
of adjacent similar pixels in the image, seg2 refers to the 
function that fuses adjacent regions and seg3 relates to 
the function that fuses pixels that belong to fused 
regions. We also have developed the airbag benchmark 
that implements the algorithms described in [25]. 
4.4. Processor architecture and cache configuration 
 
Since we were mainly interested in the effects of code 
compression on the analysis of the cache instruction, we 
have considered a simple pipeline configuration: two-
way superscalar, with in-order execution, no branch 
prediction and a perfect data cache (i.e. all the accesses 
to data hit in the cache). 
We have considered several instruction cache 
configurations with a cache line size of 16 or 32 bytes 
and a cache size ranging from 128 to 2048 bytes (to get 
realistic results for small benchmarks). In all cases, the 
instruction cache has been considered as 4-way set 
associative. 
 
adpcm Adaptative Differential Pulse Code 
Modulation 
crc Cyclic Redundancy Check 
compress Data compression 
matmul Matrix multiplication 
nsischneu Simulation of a Petri net 
seg1, 
seg2, 
seg3 
Image segmentation (3 steps) 
airbag Airbag control software 
Table 2. Set of benchmarks. 
4.5. Code compression  
 
Code compression is parameterized by the proportion 
of the dictionary that is built from dynamic instruction 
profiles instead of static code information. In a 
preliminary study, we have found that, for most of the 
benchmarks, a value of P=75% limits the degradation of 
the reduction in code size (compared to P=0) while 
increasing the quantity of compressed code fetched into 
the cache at runtime (which is maximum when 
P=100%). This way, code compression is effective 
while also improving the execution time and the energy 
consumption. This is why we considered P=75% in our 
experiments. 
5. Experimental results 
5.1. Impact of code compression on the code size and 
on the observed execution time 
 
Let us first examine how the code compression 
scheme is efficient in reducing the code size. Table 3 
gives the compression rate for all the benchmarks 
considered in this paper: the first column indicates the 
raw compression rate of the text section while the second 
column accounts for the dictionary data into the 
compressed code size (these data might be included in 
the executable file and loaded into the dictionary before 
starting the execution). Since we do not analyze the 
execution time of the whole codes, but only that of the 
main function, we report in Table 4 the code size 
reduction of this function (this ignores the prologue and 
epilogue as well as unreached library functions). Sizes 
are given in bytes.  
 
Benchmark 
Compression 
rate 
Compression 
rate including 
dictionary cost 
adpcm 19.2% 9.5% 
crc 24.5% 10.4% 
compress 22.1% 10.1% 
nsischneu 29.1% 18.4% 
seg(1,2,3) 18.5% 11.3% 
airbag 31.8% 25.1% 
Table 3. Code size reduction 
of the whole benchmarks 
Benchmark 
Size of 
original 
code 
Size of 
compressed 
code 
Compression 
rate 
adpcm 4 040 3 164 21.7% 
crc    656    308 53.0% 
compress 1 820 1 212 33.4% 
nsischneu 3 092 1 744 43.6% 
seg1 1 052 1 020   3.0% 
seg2 1 600 1 564   2.3% 
seg3   972   932   4.1% 
airbag 9 076 5 196 42.8% 
Table 4. Code size reduction of the 
analyzed functions 
Now, as said before, the impact of code compression 
on the execution time is hard to predict because the 
penalty due to the decompression scheme might be 
balanced by the gain due to a lower number of accesses 
to the instruction cache. Figure 5 shows the variation in 
the observed execution time when the code is 
compressed. The different sets of bars relate to different 
cache configurations. For most of the benchmarks, the 
execution time is sometimes noticeably decreased, in 
particular for small caches and small cache lines.  
These results can be explained considering the impact 
of code compression on the number of instruction cache 
misses per instructions. For some of the benchmarks 
(adpcm, seg1, seg2 and seg3) and cache 
configurations (larger than 512 bytes for crc, compress 
and nsischneu), the number of misses per executed 
instruction in the original code is very low, as shown in 
Table 5. This means that cache misses do not contribute 
much to the execution time. As a consequence, the 
reduction in cache misses due to code compression 
improves only slightly the execution time. Note that the 
execution time is even increased for seg3 with cache 
configuration 32-128: this is due to the fact that the 
number of accesses to the cache is unexpectedly 
increased by code compression, which might be due to 
changes into the alignment of the code with respect to 
cache line boundaries.  
 
 cache size (bytes) 
 line = 16 bytes line = 32 bytes 
 128 512 2048 128 512 2048 
adpcm 0.7% 0.7% 0.3% 0.4% 0.4% 0.2% 
crc 7.9% 0.3% 0.2% 6.3% 0.2% 0.1% 
compress 27.4% 1.9% 1.9% 18.6% 1.0% 1.0% 
nsischneu 17.4% 4.5% 4.5% 16.9% 2.3% 2.3% 
seg1 2.0% 1.4% 0.2% 1.2% 0.8% 0.1% 
seg2 0.5% 0.2% 0.1% 1.0% 0.1% 0.0% 
seg3 1.6% 0.5% 0.5% 6.1% 0.3% 0.3% 
airbag 25.8% 7.9% 4.8% 5.8% 4.3% 2.5% 
 
Table 5. Mean number of instruction cache 
misses per executed instruction 
in the original code 
 
On the contrary, when the original code exhibits a 
significant number of cache misses per instruction 
(which is the case with 128-byte cache configurations for 
airbag, crc, compress and nsischneu), the decrease 
of the number brought by code compression is larger. 
0%
20%
40%
60%
80%
100%
120%
16-128 16-512 16-2048 32-128 32-512 32-2048
inst. cache configuration (line size - capacity)
adpcm crc compress nsischneu seg1 seg2 seg3 airbag
Figure 5. Impact of code compression on the 
observed execution time 
The results above show that code compression, while 
mainly intended to reduce the code size, also improves 
the execution time in the average case. In the following 
section, we will check whether this is still true in the 
worst-case. 
5.2. Impact of code compression on the Worst-Case 
Execution Time 
 
The impact of code compression on the estimated 
Worst-Case Execution Time is shown in Figure 7 and 
Table 6 compares the average variation of the observed 
execution time (over all the benchmarks) to that of the 
WCET. On a mean, code compression improves the 
WCET less than the observed execution time for small 
caches and more than the observed execution time for 
larger caches. This respectively corresponds to a 
decrease or an increase of the WCET estimation 
accuracy. However, the impact in the WCET is 
noticeably different from one benchmark to the other 
one.  
To validate the hypothesis that the lower 
improvement on the WCET than on the observed 
execution time is due to a loss of accuracy in the cache 
analysis, we have carried out some experiments 
considering perfect (always-hit) instructions caches. 
They showed that the WCET of the compressed code is 
almost the same as that of the original code, for every 
benchmark and cache configuration. This confirms that 
code compression sometimes impairs the instruction 
cache analysis. 
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inst. cache configuration (line size - capacity)
adpcm crc compress nsischneu seg1 seg2 seg3 airbag
 
Figure 6. Impact of code compression 
on the WCET 
 
 
 cache size (bytes) 
 line = 16 bytes line = 32 bytes 
 128 512 2048 128 512 2048 
observed -26.0% -7.0% -5.6% -16.0% -1.5% -1.2% 
WCET -19.2% -8.6% -8.7% -10.0% -4.4% -6.4% 
 
Table 6. Impact of code compression on the 
mean observed and worst-case execution times 
As mentioned in Section 3.3, code compression has 
an impact on the profiles of l-blocks. The curves in 
Figure 7 show that the rate of partial l-blocks is 
significantly increased for most of the benchmarks. The 
increase is greater with 16-byte cache lines because the 
proportion of partial l-blocks is already high in the 
original code with 32-byte lines (many basic blocks are 
shorter than 8 instructions). 
Benchmarks that have few instruction cache misses 
per instruction do not see their estimated WCET much 
improved by code compression (in the same way as their 
observed execution time is not impacted). This is the 
case of adpcm, seg1, seg2 and seg3. 
Other benchmarks, like compress and nsischneu 
have their estimated WCET improved by code 
compression while their observed execution was not 
impacted (larger cache configurations). A look at the 
l-block categories for nsischneu reveals that the 
number of Always Miss l-blocks is cut by about 45% in 
the compressed code compared to the original code, 
which reflects that the spatial locality is improved.  At 
the same time, the number of Not Classified l-blocks is 
cut by 50% to 70% (depending on the cache 
configuration) and this significantly helps the accuracy 
of WCET estimation. This explanation also holds for 
compress. 
Finally, two benchmarks, crc and airbag, exhibit a 
reduction of their WCET mainly for small cache 
configurations.  
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Figure 7. Impact of code compression on the 
number of partial l-blocks 
To sum up, our code compression scheme tends to 
improve the accuracy of WCET estimates through an 
increased precision of the cache analysis. It can then 
beneficially be implemented in systems subjected both to 
time and memory size constraints.  
6. Conclusion 
Embedded systems often have to meet constraints of 
different nature: time deadlines for real-time 
applications, limitation of code size related to low 
memory capacity and restrictions on energy consumption 
imposed by requirements on autonomy and low power 
dissipation.  
The goal of the MORE project is to develop a 
framework to optimize embedded software with respect 
to two or three of these criteria (WCET, code size and 
energy consumption) at the same time. 
In this paper, we focus on the impact of code 
compression, techniques used to reduce the code size on 
the Worst-Case Execution Time.  
The impact of code compression on the average-case 
execution time could be two-edged: on one side, the 
number of accesses to the instruction cache and the 
number of cache misses are likely to be reduced; on the 
other side, the overhead of decompression might 
increase the execution time. Thanks to the use of an in-
pipeline decompression engine, the decompression time 
penalty is hidden by pipelined execution. This is why 
experiments show an improvement of the observed 
execution time besides to the reduction of the code size. 
The impact on the Worst-Case Execution Time is 
more difficult to predict: it is expected that the 
decompression overhead would not have more impact on 
the WCET than on the observed execution time. But the 
changes in the placement of code in memory engendered 
by code compression are likely to impact the results of 
the cache analysis. This is confirmed by our experiments 
that show that the profile of l-blocks is modified (the 
proportion of partial l-blocks, shared by several basic 
blocks, is greater in the compressed code) and that the 
distribution of l-block categories is changed. The result 
is, in most of the cases, an improvement of the WCET 
that is more significant than that of the average-case 
execution time. In other words, the impact of the code 
compression on the statistics of the l-blocks translates 
into a more accurate cache analysis and then more 
accurate WCET estimates. 
These results show that code compression can be used 
in real-time critical systems without negative impact on 
Worst-Case Execution Times. 
As future work, we plan to study how WCET-related 
information could be used in addition to static and 
dynamic information within the compression process to 
increase the accuracy of the cache analysis. This might 
help to improve further the WCET estimates. 
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Abstract 
 
With the increasing development of real-time and 
multimedia applications, there is a need to provide 
bandwidth and delay guarantees. Most of QoS ad hoc 
network routing protocols select path guaranteeing 
delay and/or bandwidth. However, they don’t consider 
throughput optimization, which results in a low 
number of admitted real-time and multimedia flows. In 
this paper, we propose a cross-layer TDMA-based 
routing protocol to meet delay and bandwidth 
requirements while optimizing network throughput. 
Since in TDMA-based ad hoc networks, slot 
reservation impacts two-hops neighbors, our routing 
protocol selects paths with the lowest number of 
neighbors. To show the effectiveness of our protocol, 
we present simulations using NS-2. 
 
1. Introduction 
 
With the continuously growing wireless 
technologies, mobile Ad hoc networks (MANETs) 
have emerged as a popular area of research. Recent 
growing interest in using MANETs to support real-time 
and multimedia applications led to the need to consider 
QoS support. One of the key issues to provide QoS 
guarantees in MANETs is routing. 
Most routing protocols for MANETs, such as 
AODV [1], OLSR [2], DSR [3], are designed without 
explicitly considering QoS of the routes (also called 
paths) they select. Hop number is the most common 
criterion adopted by such routing protocols. It is 
becoming increasingly clear that such routing protocols 
are inadequate for real-time and multimedia 
applications, such as installation/environment 
monitoring and video conferencing, which often 
require QoS guarantees. QoS routing must find a path 
-from source to destination- which meets QoS 
requirements. In conventional wired networks, QoS 
support is easier to provide than in wireless networks. 
Moreover, the unpredictable and potentially rapid 
changes in routes and bandwidth availability are some 
significant challenges which need to be addressed 
before QoS techniques can be deployed in MANETs. 
In spite of these difficulties, some QoS routing 
protocols in MANETs have been proposed, such as 
QoS-AODV [4], ODQOS [5], ADQR [6], QuART [7], 
MSMR [8], QoS-ASR [9], TDR [10], TBP [11], 
QRMP [12], QuaSAR [13], AQOR [14] and LAOR 
[15]. These protocols provide reactive routing, where 
control (i.e. routing) packets are only transmitted when 
important events occur such as route creation or route 
breakage. Almost all these protocols use slot 
reservation techniques during the creation route phase. 
None optimize the network bandwidth. They consider 
bandwidth constraints (eg. ADQR and ODQOS), delay 
constraints (eg. MSMR and LAOR) or both (eg. QoS-
AODV), but don’t meet these constraints while 
optimizing the network throughput. 
We propose a reactive routing protocol, which 
provides bandwidth and delay constraints. The basic 
idea of our protocol to optimize network throughput is 
to minimize the number of neighbors associated with 
paths. Selecting paths with a low number of flows on 
neighboring nodes results in fewer collisions thus in 
more available slots to be used by nodes to establish 
real-time connections. 
The rest of the paper is organized as follows. 
Section 2 is an overview of related work. Section 3 
analyzes how time slots allocated to a flow may impact 
network throughput. Section 4 presents our routing 
protocol. Section 5 presents simulation results. Finally, 
we conclude the paper in section 6.   
 
2. Related work 
 
Providing QoS guarantees in MANETs is a 
challenge. Indeed node movement (i.e. network 
topology changes), low bandwidth, interferences and 
collisions, make it very difficult to meet QoS 
constraints imposed by real-time and multimedia 
applications. 
For collision avoidance, QoS routing protocols may 
use MAC protocols with no contention such as TDMA 
or CDMA-over-TDMA. In TDMA-based MANETs 
[16], nodes use their reserved slots to transmit data 
without collisions. Using contention-free MAC 
protocols, QoS routing protocols may easily provide 
some QoS guarantees in terms of bandwidth, delay, and 
jitter.  
Other routing protocols may provide QoS 
guarantees even over contention MAC protocols. 
However, they only provide soft QoS guarantees. 
Consequently, observed QoS metrics (eg. delay or 
bandwidth) may exceed those bounds required by real-
time and multimedia applications.  
The following is a brief introduction to the most 
known and innovative routing protocols which provide 
bandwidth and/or delay guarantees.  QoS-AODV [4], 
QoS-ASR [9], TDR [10], and AQOR [14] are reactive 
routing protocols, which provide bandwidth and delay 
guarantees 
QoS-AODV forwards route search request only if 
the path meets bandwidth constraint and has a delay 
lower than the one of already received requests (if any). 
This protocol setups slot allocation when the source 
receives the route acknowledgement.  
ODQOS [5] is a TDMA-based reactive routing 
protocol. It selects path to the destination with the 
minimum delay (or hops if the delay is the same for all 
paths). During the route search phase, all nodes, which 
receive a route request, reserve appropriate free slots. 
During the route acknowledgement phase, nodes that 
aren’t on the selected path release reserved slots. 
ADQR [6] is a multiple disjoint path reactive 
routing protocol. During route search phase, when a 
node receives a request, it forwards it only if the route 
is disjoint with previously received requests and the 
bandwidth requirements are met. Periodically, nodes 
transmit Hello packets. Neighbors determine signal 
strength and stability of the sender node. Source node 
selects the path with the highest stability. Resource 
reservation is done once the source node has selected 
the path.  
QuART [7] is a reactive routing protocol, which 
selects routes with available bandwidth higher than 
required bandwidth. To correctly estimate the available 
bandwidth, route selection takes into account the 
potential interferences. Periodically, nodes send 
packets with their available bandwidth. When nodes 
receive these packets, they determine, according to the 
signal strength, if the sender is in the interference area 
or in the transmission area. 
TBP [11] is another reactive routing protocol. It 
uses tickets to find route with QoS. Two types of 
tickets are used: yellow and green. A yellow ticket 
indicates a preference for paths with shorter delay. A 
green ticket indicates preference for lower-cost paths. 
Three levels of path redundancy are provided in TBP. 
To determine eligible path, QoS-ASR protocol [9] 
uses a weight function taking into account seven 
metrics. During route search phase, nodes broadcast 
route request only if the sub-path meets the delay and 
bandwidth requirements and the path weight is less 
than a threshold. 
With TDR protocol [10], each node sends 
periodically packets with its location and its mobility 
information. This protocol provides two methods to 
reroute packets when a breakage in the route is 
imminent. Nodes detect imminent breakage situations 
according to the signal strength of periodic packets. 
AQOR [14] is IEEE 802.11 MAC based. 
Periodically, each node transmits Hello packets to 
inform its neighborhood about its available bandwidth. 
When a node receives a route request packet, it 
forwards the packet if it has sufficient available 
bandwidth.  
None of the previous protocols optimize the 
network throughput. That is why, we propose a routing 
protocol to reduce time slot wasting due to the 
selection of paths including many neighbors. 
 
3. Slot allocation impacts  
In order to allocate the medium without collisions 
in the TDMA environment, the medium access time is 
divided into superframes. Each superframe is divided 
into control and data time slots. Each node is assigned 
a control time slot it uses to transmit its control 
information. The rest of the superframe is used for data 
transfer. Nodes must compete to reserve time slots. 
A time slot s is considered free and may be 
allocated to send data from a node x to a node y if the 
following conditions hold [17]: 
1) Slot s is not scheduled for receiving or 
transmitting in both nodes. 
2) Slot s is not scheduled for receiving in any node z 
which is a 1-hop neighbor of node x. 
3) Slot s is not scheduled for sending in any node z 
which is a 1-hop neighbor of node y. 
 
When time slots are allocated on a link (x, y), 1-hop 
neighbours cannot use them, otherwise interferences 
may occur. Allocated time slots on a link impact nodes 
of this link but also their neighbours. The higher the 
neighbour number is, the more important the impact of 
slot allocation is. “Time slot allocation impact” means 
how allocation of some time slots to support a flow f 
may prevent nodes to send or receive data packets 
other than flow f packets. Decreasing the number of 
free slots results in a decrease of either the bandwidth 
assigned to nodes or the number of admitted flows.  
Slot allocation impacts two subsets of nodes:  nodes 
forwarding the data packet of the new flow (i.e. nodes 
forming the new path) and their neighbour nodes. 
When slots are allocated on a link <x, y>: 
- the previous hop of x doesn’t receive data in these 
slots and the next hop of y can’t send data in these slots 
to avoid interferences,  
- all nodes in the neighbourhood of the sender can’t 
receive data and all nodes in the receiver 
neighbourhood can’t send data.  
Consequently, it is of paramount importance not 
only to reduce the number of hops in a path but to 
select nodes such that the number of impacted 
neighbours is as low as possible.  
The number of allocated slots takes into account the 
number of hops. In a path, an intermediary node 
receives data and relays them to next hop. So, it needs 
to reserve slots for reception and other slots for 
transmission. Thus, given a flow that requires k slots, 
each intermediary should be allocated 2k slots. Source 
(respectively destination) node should reserve k slots 
for transmission (respectively for reception). 
The amount of time slots allocated for flows is given 
by theorem 1. 
 
Theorem 1: given a flow with k-slot requirements 
forwarded via a path P=<v1,…,vN>, the amount of 
time slots allocated to such a flow is SA(P) = 2k (N-1). 
 
When a node reserves bandwidth, the higher the 
number of neighbors is, the lower the network 
throughput is. Consequently, QoS-aware routing 
protocols should select paths with the lowest impact on 
the network, thus enabling the admission of more flows 
and/or flows with high bandwidth requirements.  
The impact of slot allocation is given by theorem 2. 
A time slot at a node j is impacted by a node i (which 
relays flow f packets) if such a slot can’t be used to 
send or receive data to avoid interferences between 
nodes i and j. Let SR(P) denote slots reserved for a 
flow f crossing path P by the number of slots impacted 
by the flow f. Theorem 2 gives the number of slots 
reserved by a flow f. 
 
Theorem 2: given a flow with k-slot requirements 
forwarded via a path P=<v1,…,vn>, the flow impact on 
the neighborhood of path P, denoted SR(P), is : 
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 where Ni is the number of neighbors of node vi. 
As shown by lemma 1, the impact of time slot 
allocation for a flow is derived from theorems 1 and 2. 
Lemma 1 provides a bound on the number of slots 
impacted by a flow f.  
 
Lemma 1: given a flow with k-slot requirements 
forwarded via a path P=<v1,…,vn>, the flow impact on 
the overall network, denoted SI(P), is:  
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4. Routing Protocol 
 
4.1 Routing problem statement 
 
Routing problem we are considering is denoted 
DBCONT (Delay and Bandwidth Constrained Optimal 
Network Throughput) routing. 
Using Lemma 1, the optimal routing protocol which 
solves the DBCONT problem is defined as follows: 
Given a source s and destination d, the optimal routing 
protocol is the protocol that returns a path P ∈pi(s,d) 
such that P meets  bandwidth and delay requirements 
and ∀P’∈pi(s,d) ⇒ SI(P) ≤ SI(P’). pi (s,d) is the set of 
path between s and d. 
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Figure 1. Impacts of paths selected by LD 
and optimal routing protocols  
 
Figure 1 compares the Least Delay (LD) routing 
protocol to the optimal routing protocol. It considers a 
flow between nodes S and D that requires one time slot. 
The optimal routing protocol selects path P1 whereas 
the LD routing protocol selects path P2. Using path P1, 
the number of impacted slots is 16. For path P2, the 
number of impacted slots is 14. So the optimal routing 
protocol yields a lower impact on the neighbourhood 
compared to another routing protocol.  
The effectiveness of a path P may be measured by 
means of impacted bandwidth, denoted BI(P), which 
represents the bandwidth made unavailable because of 
slot allocation impact: 
( ) ( ) CTPSI
T
PBI s
1
=  
where T is the TDMA superframe duration, Ts the slot 
duration and C the link capacity. 
 
4.2. Overview of proposed routing protocol 
 
Our protocol is an extension to the well-known 
AODV protocol. It relies on two procedures: route 
discovery and route maintenance. During the route 
discovery, it uses a weight function to determine the 
best path. It is loop-free.  
Route discovery and maintenance procedures use 
three metrics for each path: end-to-end delay and 
bandwidth and the number of neighbors of all the nodes 
included in the path. These metrics are updated 
according to information captured at link layer (i.e. 
delay, bandwidth, and neighbors of each link forming 
the path).  
Each node maintains two tables: a routing table and 
a reverse routing table. Routing table keeps information 
to reach the destination: source node, destination node, 
next hop, source sequence number, bandwidth, and 
delay requirements. Reverse routing table keeps 
information to forward the route confirmation from the 
destination to the source: source node, destination 
node, source sequence number, sub-path weight and 
previous node. 
 
4.3 Weight function 
To enable selection of the best path, intermediate 
nodes compute a cost function to decrease the impact 
of paths on the network. Path selection must meet the 
delay requirements and minimize the neighbor number. 
To minimize the latter, the path weight function 
penalizes paths with higher neighbor number and lower 
delay and privileges paths with higher delay and lower 
neighbor number. 
The path with the lowest weight is selected by the 
destination. The weight function of path P is given by 
the formula (1): 
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where De2e is the delay constraint, D(P) the path delay, 
AS(i,i+1) the available slots on link <i,i+1> which are 
the intersection between the slots available for 
transmission of i and the slots available for reception of 
i+1, Be2e the bandwidth constraint and Ni the number of 
node i neighbors. 
 
Notice that w(P)→∞ when D(P)>De2e+ε and 
w(P)=0 when D(P)=0. 
 
4.4 Route construction phase 
This procedure is a modification to the one used  in 
AODV. First, new fields are added in the route request 
packet (RREQ): bandwidth and delay requirements, 
sub-path neighbor number, sub-path delay, and time 
slot list. Moreover, according to node position along 
the path, three different algorithms may be executed as 
explained below. 
 
1) Source node algorithm 
The source node first checks its bandwidth 
availability. If there are sufficient free time slots at 
source node, the source sends a RREQ packet. If no 
response is received within a fixed time, the source 
node resends (a maximum number of RREQ 
retransmission is checked before retransmitting) 
another RREQ packet. Upon receiving a response 
packet (RREP), the path is setup. Then, the source 
node allocates time slots before starting data packet 
transmission. 
 
2) Intermediate node algorithm 
Upon receiving a RREQ packet, each intermediate 
node forwards such a request if it meets the QoS 
constraints (figure 2). Intermediate node checks if the 
route included in the request is better than previously 
received request for the same couple of source and 
destination nodes. The node updates the reverse path 
and inserts its transmission-free slots and its Id in the 
request if the path weight (given by formula 1) is better 
than the already known path weight and if it has 
sufficient free time slots to fulfill QoS constraints 
included in the received request. If both checks are 
positive, the modified request is broadcast. Whenever 
an intermediary node receives a RREP packet, it 
allocates time slots according to the slot list included in 
RREP packet, and forwards it to the previous node on 
the reverse path. 
 
BEGIN
RREQ received from i?
yes
no
AvailableSlot(i, j) k
Already received a RREQ?
Discard
Packet
- Select slots to allocate on 
link <i, j> and store them in 
slot list
- Compute delay D(P)
- Compute number of 
neighbors
- Compute path weight
yes no
- Create a new 
reverse path
New sequence number or 
same and better Weight?
Discard
Packet
no
yes
- Update reverse path
- Update RREQ fields
- Store slots available for transmission
- Broadcast updated RREQ
RREP received?
yes
no
no
- Check slots to allocate in 
the RREP 
- Allocate slots in emission 
for the link <j, nh>
- Allocate slots in reception 
for the link <ph, j>
- Forward to ph the RREP
- Create or update the route 
in the routing table
yes
D(P)≤De2e
Discard
Packet
no
yes
 
Figure 2. Intermediate node algorithm 
executed at node j 
 
3) Destination node algorithm 
Destination node algorithm is shown on figure 3. 
For each received RREQ packet, the total cost of the 
path is computed by the destination node. The latter 
maintains a timer for waiting RREQ packets. When the 
timer expires, the destination node selects the least-cost 
path. Then, it sends towards the source node a route 
reply packet (RREP) carrying the list of slots to reserve 
for the selected path. 
 
4.5 Route maintenance 
Node mobility may result in route broking, and 
consequently in degradation (loss) of QoS. Thus, route 
maintenance is of paramount importance for QoS 
routing in MANETs. We propose a simple route 
maintenance method. In case of node movement, 
broken route is detected by the upstream node (closer 
to source), e.g. assume the upstream node i sends a 
packet to node i+1. Node i will assume the route 
broken if it does not hear any transmission from node 
i+1 for a certain time. If the existing QoS route is 
broken, the upstream node on the route will send a 
RERR packet to the source. When an intermediary 
node receives the RERR packet it releases slots 
allocated for the broken flow. Downstream nodes 
release the slots when the connection timer expires (a 
timer is associated with each allocated slot and it is 
reset each time a packet is sent). When the source 
receives this packet it will start a new route discovery 
process. 
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Discard
Packet
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Packet
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no
yes
D(P) De2e
yes
Discard
Packet
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Figure 3. Destination node algorithm 
 
5. Simulation 
 
5.1 Simulation model 
To assess the performance of our routing protocol, 
we conducted intensive simulation using network 
simulator NS-2. To analyze a realistic network model, 
we designed a program which randomly places M 
nodes on a 1000m*1000m plan.  
The chosen node range is 150 meters. Link capacity 
is 11 Mb/s. The underlying MAC protocol is TDMA. 
There are 5 TDMA superframes. Each superframe is 
composed of 350 time slots. Each slot enables the 
transmission of a 500-byte packet. Since control slots 
are used either to send routing packets or TDMA 
control packets, the data slots is 350 - M. 
Simulations use a communication model in which 
the half of nodes establish connections with the nodes 
of the other half. The traffic is CBR. The data packet 
length is 500 bytes. Each flow requires 20 kb/s. The 
simulation duration is 500 sec, and the flows start 
randomly in [0 .. 500 sec]. 
For each simulation run, we use 20 snapshots 
composed of different topologies with their traffic 
patterns. The reported results are the averages of 20 
snapshot results.  
We compare our algorithm with QoS-AODV and 
AODV protocols. QoS-AODV protocol returns the 
lowest delay path (LD path). Nodes forward RREQ 
packets only if the sub-path has a better delay than the 
previously stored sub-path associated with the same 
couple of source and destination nodes.  
QoS-AODV and our protocol include slot 
reservation mechanism. For fair comparison between 
our protocol and AODV (which does not assume any 
reservation mechanism, as it is a best effort protocol), 
our simulation model is based on the following: once 
an AODV route is found, a procedure is undertaken to 
reserve slots along the route. If such a procedure 
succeeds, the flow is started. Otherwise, the route is 
rejected, a new attempt is made (no more than three 
reservation attempts are made).  
 
5.2 Result discussion 
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Figure 4. Percentage of admitted flows 
 
When the number of nodes is higher than 100, 
AODV protocol results in more selected routes than the 
other protocols, because AODV does not check 
bandwidth availability along the selected routes. Once 
AODV has found a route, we use a procedure to 
reserve bandwidth. However, such a procedure may fail 
in reserving slots on the selected route when the traffic 
is high. Consequently the route selected by AODV is 
rejected. Above 200 nodes, QoS-AODV and our 
protocol may fail in finding routes. However, our 
protocol allocates up to 20% routes more than 
QoS-AODV at high load. Around 300 node density, 
QoS-AODV and AODV experience similar 
performance. 
Our protocol weight function is efficient since it 
enables to select paths with a low number of neighbor 
nodes. QoS-AODV protocol doesn’t optimize the 
network throughput. It only quickly returns a path 
which guarantees bandwidth and delay requirements.   
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Figure 5. Routing packets sent to obtain 
paths 
 
Figure 5 shows the overhead (in terms of routing 
packets) to obtain routes. The number of RREQ 
packets increases with the number of nodes of the 
scenario. Recall that the number of flows is the half of 
node number. After three failures in finding a route, the 
source stops sending RREQ packets. Route discovery 
failures increase the overhead of routing protocols 
because several attempts are needed to detect that no 
path meets QoS constraints. 
More RREQ packets are sent by our protocol 
because its weight function takes into account not only 
the delay but also the number of neighbors. 
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Figure 6. Network throughput 
 
Figure 6 shows the network throughput, which is the 
bandwidth used by packets correctly sent. 
When the number of nodes is less than 150, all 
flows can reserve slots. Consequently, the network 
throughput is the same for all the considered protocols.   
When the number of nodes is greater than 100 some 
nodes have no available slots to establish new 
connections. AODV protocol returns paths but which 
do not meet QoS requirements because AODV does 
not check resource availability. In this case, AODV 
throughput is lower than the one of the other protocols. 
Above 200 nodes, the flow number increases and 
thus the number of data slots decreases. For example, 
at 250 nodes, only 100 slots are allocated to data 
packets while there are 125 flows. All flows cannot 
meet their bandwidth requirements. In such a case, the 
network throughput decreases because a few flows are 
admitted in the network. When the network load is 
high, our protocol is more efficient since the bandwidth 
is less impacted compared to QoS-AODV. Our 
protocol enables more admitted flows than QoS-
AODV. 
 
6. Conclusions  
 
In this paper, we present the importance of QoS 
routing in Ad hoc mobile networks, the challenges we 
tackle, and the approach we take. We discuss our 
extension to AODV protocol to provide QoS support.  
We propose a QoS routing protocol to be used in 
TDMA-based MANETs. Our protocol selects paths 
with a low impact on the network. Decreasing the 
impact (i.e. the amount of bandwidth consumed by 
admitted flows) of flows results in more accepted 
admitted flows and/or more bandwidth used by 
established flows.   
To show the effectiveness of our protocol, we 
compare it to the well-known QoS-AODV and AODV 
protocols. From a performance point of view, our 
protocol has less impact on the network than the other 
protocols.  
When the network load increases, our protocol 
provides a higher network throughput than other 
protocols. In such a case, more flows are admitted. 
The improvement of network throughput comes 
with a cost. Our protocol has a higher overhead than 
QoS-AODV. 
Finally, it should be noticed that our protocol is 
more scalable than QoS-AODV and AODV. It is 
particularly efficient in dense environments where 
MANET may be deployed.  
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Abstract
Priority-based wormhole switching with a priority share
policy has been proposed as a possible solution for real-time
on-chip communication. However, the blocking introduced
by priority share complicates the analysis process. In this pa-
per, we propose a new “per-priority” basis analysis scheme
which computes the total time window at each priority level
instead of each traffic-flow. By checking the release instance
of each flow at the corresponding priority window, we can
determine schedulability efficiently.
1 Introduction
On-chip networks (NoCs) [8, 3], have emerged as a new
design paradigm to overcome the limitation of current bus-
based communication infrastructure [9], and are increasingly
importance in today’s System-on-Chip (SoC) designs. The
typical architecture of on-chip networks consists of multi-
ple intellectual property (IP) modules connected through an
interconnection network. This architecture offers a general
and fixed communication platform which can be reused for a
large number of SoC designs.
Multiple IP-cores based design using NoC allows multi-
ple applications to run at the same time. These applications
execute data processing and exchange information through
the underlying communication infrastructure. Some appli-
cations have very stringent communication service require-
ments, the correctness relies on not only the communication
result but also the completion time bound. A data packet re-
ceived by a destination too late could be useless. These crit-
ical communications are called real-time communications.
For a packet transmitted over the network, the communica-
tion duration is denoted by the packet network latency. The
maximum acceptable duration is defined to be the deadline of
the packet. A traffic-flow is a packet stream which traverses
the same route from the source to the destination and requires
the same grade of service along the path. For hard real-time
traffic-flows, it is necessary that all the packets generated by
the traffic-flow must be delivered before their deadlines even
under worst case scenarios.
The on-chip network is a significant solution for com-
plex communication of SoCs and outperforms the traditional
busses or a point-to-point approach in many ways [8]. But
it also introduces unpredictable network delay since the ex-
pensive hardware resources ( e.g. link bandwidth and buffer
space) are usually shared by a number of applications. When
more than one packet tries to access the shared resource at
the same time, contention occurs. The contention problem,
which leads to packet delays and even missing deadlines, has
become the major influence factor of network predictability.
So how to solve contention problem is a key issue in imple-
menting guaranteed performance service in NoC design.
Contention avoidance and contention acceptance are two
basic approaches to address the contention problem. First
approach considers that contention is avoidable by trying
to pre-arrange and allocate resources before the start of
the communication, so that two packets never access the
same resource at the same time. Time division multiplex-
ing (TDM) and circuit switching are two common contention
avoidance schemes. In Ætheral [10] and Nostrum [15], the
whole link transmission capacity is partitioned into fixed
time-slots, each of which represents a unit of time when a
single application can occupy this physical link exclusively
for data transmission. But this scheme requires a global no-
tion of time in the network. Besides that, the latency is
coupled to bandwidth, preventing low latency from being
provided to low rate requirement without over-allocating.
A circuit-switching technique is used in [20, 19]. A ded-
icated connection is constructed between source and desti-
nation nodes by reserving a sequence of wiring resources.
The major problem of this scheme is that the resources that
have been reserved for a flow can not be used by any other
flow which results in the under-utilized links. The contention
avoidance policy requires the network resource to be config-
ured before the communication which lacks flexibility and
wastes the links transmission capacity.
A contention acceptance policy normally utilizes an ar-
biter at running time. QNoC [6] divides network services
into four levels and utilizes a priority arbiter to implement
the differentiated services. But this scheme only offers the
coarse-granularity service and does not seem to be suitable
for hard real time application. Kavaldjiev et al [12] pre-
sented a simple round-robin arbiter to cater for the real time
services. In Mango NoC project [5], a new arbiter is de-
signed which combine round-robin and priority to bound la-
tency and bandwidth. But both of them suffer the same prob-
lem as TDM that the latency is coupled with bandwidth. As
a new solution, a priority based wormhole switching tech-
nique [17] is introduced to provide communication service
guarantees. The hard timing bound is delivered by this ap-
proach with the support of a priority based router infrastruc-
ture which allocates each traffic-flow with a distinct priority
and virtual channel independently. This scheme successfully
overcomes the problem of latency coupled with bandwidth
and thus supports a wide range of traffic types. Latency anal-
ysis and validation have been discussed in a number of pa-
pers [2, 11, 13, 14, 17]. But the drawback of the priority-
based wormhole switching approach is precisely that the dis-
tinct priority per traffic-flow implementation policy results in
higher area and energy overhead and hence limits its employ-
ment and development in on-chip networks. To solve this
problem, Shi and Burns [18] proposed a priority share pol-
icy to reduce the resource overhead while still achieving hard
real-time communication guarantees. The priority share pol-
icy permits multiple traffic-flows to contend for a single vir-
tual channel and share the same priority level. In that paper
[18], the authors also presented a composite model analysis
scheme. But this approach requires that all the traffic-flows
must meet the constrain that network latency is no more than
period. This is a strong restriction. The more complex the
system, with long communication delays over several hops,
the greater the global delays will become.
In this paper, we propose a new analysis approach which
can efficiently handle wormhole switching with a priority
share policy. The new analysis is based on “per-priority ba-
sis”, that is, it computes the total time window at each prior-
ity level instead of each traffic-flow. By checking the packet
release instance of each traffic-flow at the corresponding pri-
ority window, we can verify the timing semantics of real time
traffic-flow with a simple yet efficient mechanism. The dead-
line no more than period constraint is successfully removed
by this approach with a low computational complexity. In
addition, we also find that the previous result proposed in
[18] is just a special case covered by this new analysis.
The rest of this paper is organized as follows: Section
2 introduces wormhole switching networks with a priority
share policy. Section 3 describes the real-time communica-
tion model and notations used in this paper. A novel schedu-
lability analysis technique and related example are presented
in sections 4 and 5. Finally, section 6 concludes the paper.
2 Wormhole switching with priority share
2.1 Wormhole switching structure
Wormhole switching [16] is an increasingly common in-
terconnect scheme for NoC as it minimizes communication
latencies, requires small buffer and is simple to implement.
Each packet in a wormhole network is divided into a number
of fixed size flits [16]. The header flit takes the routing infor-
mation and governs the route. As the header advances along
the specified path, the remaining flits follow in a pipeline
way. If the header flit encounters a link already in use, it is
blocked until the link becomes available. In this situation,
all the flits of the packet will remain in the routers along the
path and only a small flits buffer is required in each router.
Figure 1. Output Arbitration with Priority
Share
In order to ensure hard real-time service guarantees with
limited resources, a priority share based flit-level arbitration
structure is introduced [18], Figure 1 shows such a structure.
There are a number of prioritized virtual channels [7] avail-
able at each router output port. The virtual channels (VCs)
area resource allocation technique which provides multiple
independent buffers for each physical link. Each of these
buffers is considered as a virtual channel and can hold one
or more flits of a packet. The credit-based flow control pro-
vides each virtual channel of each router with some credit,
which is equal to the buffer size of that virtual channel of
the subsequent router. The credit is decremented upon trans-
mitting a flit and incremented upon receiving a buffer-free
notification from the next router. A priority based arbitra-
tor controls the access to the shared physical link for all the
virtual channels. Since VCs are not mutually dependent on
each other, the transmitting packet can bypass a blocked one
through the different VCs. This strategy efficiently utilizes
the network resource (link bandwidth) and improves the per-
formance with a very small buffer overhead [4].
Differing from previous works [11, 13, 17], the distinctive
characteristic of the priority share scheme is that multiple
traffic-flows per virtual channel are supported. These traffic-
flows sharing the same virtual channel will be mapped to the
same priority. Each packet generated by the traffic-flow in-
herits this priority. A packet with priorityGi can only request
the virtual channels associated with priority Gi. At any time,
a flit of a given packet will be sent out through its respective
output port if it has the highest priority and it has credit(s).
In addition, a higher priority packet can also preempt a lower
priority packet during its transmission. As a hybrid solution,
best-effort traffic-flows also can be multiplexed on the same
links with lowest priority (any real time flow has higher pri-
ority than best-effort flows). In the case where no real time
flow is available, best-effort flows make use of spare band-
width.
2.2 The problem of blocking
By sharing priority, the hardware resource overhead can
be reduced dramatically compared with the traditional dis-
tinct priority per traffic-flow scheme [11, 13, 17]. But on the
other side, it may lead to significantly blocking and unpre-
dictable network latency. Consider the fact that traffic-flows
within the same virtual channel are served in first-in-first-out
(FIFO) order because the priority preemption is only avail-
able between the different virtual channels. When a packet
has to wait for the transmission of another packet (this packet
can be released from the same flow or other flow) in the same
buffer due to priority share, blocking occurs. Therefore, a
packet can be blocked by every packet with the same prior-
ity which arrives just before it. Once a packet is blocked by
another packet with the same priority which holds a virtual
channel for a prolonged duration, it can block other packets,
which can in turn block other packets, and so on.
Figure 2. A Case of Traffic-flows with Priority
Share
As a simple example to motivate the blocking problem,
consider Figure 2, which illustrates a number of traffic-flows
loaded on a NoC platform. Flows τ1, τ2 and τ3 share the
same priority G1, τ4 and τ5 share the same priority G2 and
G1 is higher a priority than G2. We assume that a packet
from τ5 is released, because of priority share, τ5 can be
blocked by τ4 if it arrives just after τ4. During τ4’s transmis-
sion, it can be preempted by the packet releases from higher
priority flows τ2 and τ3. Note that when τ2 or τ3 is active,
τ4’s packet service will be suspended but will still occupy
link resources. In this situation, only after τ4’s completion,
can the packet from τ5 resume its transmission service. So
the interference suffered by τ4 actually extends the possible
completion time of τ5. Besides that, flow τ1 in this case also
can introduce some interference (see [18]) which delays the
network latency of τ5 further. Eventhough flows τ1, τ2 and
τ3 never share any physical link with τ5, they still can play
a major role in determining τ5’s transmission latency. This
phenomenon only exists when the network supports priority
share. The latency analysis in this situation is very hard due
to the complicated blocking inter-relationship between the
flows.
To simplify the blocking problem, the analysis in [18] im-
poses a deadline no more than period restriction so that one
traffic-flow can not be blocked by another flow with the same
priority more than once; this is termed single blocking. With
this property, all the flows sharing the same priority are trans-
formed into a single scheduling unit and the maximum net-
work latency is addressed by this new model. However, with-
out this enforced constraint, we find two additional blocking
phenomena may appear which also need to be considered.
Multiple blocking : A set of traffic-flows sharing the same
priority; one could block another more than once. Figure
3(A) shows such a situation. The solid up arrow indicates
the packet release instance. The packet’s latency is depicted
as horizontal arrow line. τa shares the same priority as τi, if
the transmission latency of τi is bigger than the period of τa,
τi could be blocked by τa more than once.
Figure 3. The Blocking Problem
Self-blocking : In a situation while the end flits from a
previous packet are being delivered, the start flits of the next
packet from the same flow are already introduced. Therefore,
the possible blocking delay suffered by the new arrival packet
comes from not only the other flows with the same priority
but also the flow itself, we refer to this as self-blocking. Fig-
ure 3(B) shows such a situation. In this example, the second
packet released from τi is blocked by the first one until its
completion. Similarly, the third packet is also blocked by the
second one, etc.
3 System model and definition
3.1 Traffic-flow model
A wormhole switching real-time network Γ comprises
n real-time traffic-flows Γ ={τ1, τ2, . . . τn}. Each traffic-
flow τi has a set of properties and timing requirements
which are characterized by six-tuple attributes τi = (Gi, Ci,
Ti, Di, J
R
i , J
I
i ). We assume that all the traffic-flows which
require timely delivery are periodic or sporadic. The lower
bound interval on the time between releases of successive
packets is called the period Ti for the traffic-flow τi. The
maximum basic network latency Ci is the maximum dura-
tion of transmission latency when no traffic-flow contention
exists [17]. Each real-time traffic-flow has relative deadline
Di which is the upper bound restriction of network latency.
There is no restriction on the relationship between deadline
Di and period Ti. Any flow’s deadline can be less than, equal
to or greater than its period. JRi is the release jitter [1] and
denotes the maximum deviation of successive packet releases
from its period. If a packet from τi is generated at time a,
then it will be released for transmission by time a+ JRi and
have an absolute deadline of a + Di. JIi is interference jit-
ter [17] which denotes the maximum deviation of successive
packets start transmission time. Besides these, each traffic-
flow has a priority Gi. The value 1 denotes the highest pri-
ority and larger integers denote lower priorities. We assume
the traffic-flow is prioritized by any possible priority assign-
ment policy, e.g. a greedy priority allocation algorithm has
been proposed in [18]. All the traffic-flows competing for the
same virtual channel will be allocated to the same priority.
Therefore, each priority level Gi can be regarded as a flow
set denoted by S(i). The priority should be assigned off-line
and remain constant at run-time. We also define a functions
G(τi) to obtain the corresponding priority for a traffic-flow
τi. It follows that τi ∈ S(G(τi)).
3.2 Inter-relationships between traffic-flows
To capture the relations between traffic-flows and the phys-
ical links of the network, we formalize the mesh network
topology defined as a directed graph G : V × E. V is a
set, whose elements are called nodes, each node vi denotes
one router in the mesh network. E is a set of ordered pairs
of vertices, called edges. An edge ex,y = {vx → vy} is
considered to be a real physical link from router vx to router
vy; vx is called the source and vy is called the destination.
We define a mapping space from the traffic-flow set to the
physical links Γ → E. Given a set of n traffic-flows Γ,
we can map them to the target network. The routing <i of
each traffic-flows τi is denoted by the ordered pairs of edges,
<i = {e1,2, e2,3, . . . , en−1,n}. If a traffic-flow τi shares at
least one link with τj , the intersection set between them is
<i ∩ <j . If <i ∩ <j = ∅, τi and τj are disjoint.
Based on whether they share the same physical links,
we introduce two different relationships between the traffic-
flows: direct competing relationship, and indirect compet-
ing relationship. The direct competing relationship means
a traffic-flow has at least one physical link in common with
the observed traffic-flow. For any two traffic-flows τi and τj ,
if direct competing relationship exists between them, then
<i ∩ <j 6= ∅. In the indirect competing relationship, on
the contrary, the two traffic-flows do not share any physi-
cal link but there is (are) intervening traffic-flow(s) between
the given two traffic-flows. For example, if there are three
flows τi, τj , τk meeting the following situation, <k∩<i = ∅,
<k ∩ <j 6= ∅ and <i ∩ <j 6= ∅; τj is the intervening flow
in this case, then there is an indirect competing relationship
between τi and τk. Notice that indirect competing has transi-
tivity. If more than one intermediate flow exists, the indirect
competing relationship still holds. Following the above case,
if there is a new flow τa which has an indirect competing re-
lationship with τj (τk is intermediate flow between τa and
τj), and τa does not share any physical link with τi, then
there is an indirect competing relationship between τa and τi
(both τk and τj are intermediate flows). Figure 4 shows the
situation.
Figure 4. Transitivity in indirect competing re-
lationship
Assuming that the priorities have been assigned to each
traffic-flow, if a packet is released, the possible delays it suf-
fered before completion consist of all the interferences from
higher priority traffic-flows and the blocking from the traffic-
flows with the same priority. Based on different priority lev-
els and the competing relationships, we categorize the delays
into four different types:
• Direct interference from traffic-flow with higher pri-
ority
When two traffic-flows τi and τj have a direct compet-
ing relationship and meet the condition G(τj) > G(τi),
τj will force a direct interference with the observed
traffic-flow τi. For flow τi, we define a direct interfer-
ence set SDi which includes all the traffic-flows meet-
ing the above conditions, SDi = {τj |<j ∩ <i 6= ∅ and
G(τj) > G(τi) for all τj ∈ Γ}.
• Indirect interference from traffic-flow with higher
priority
When two traffic-flows τi and τk have an indirect com-
peting relationship and meet the condition G(τk) ≥
G(τj) > G(τi), τj is the intervening flow, τi may suffer
an indirect interference from τk even when they do not
share any physical link, see [17] for detailed descrip-
tion. For flow τi, we define an indirect interference
set SIi which includes all the traffic-flows meeting the
above conditions, SIi = {τk|τk has indirect competing
relationship with τi and G(τk) ≥ G(τj) > G(τi) for
all τk ∈ Γ, where τj is any intermediate flow}.
• Direct blocking from traffic-flow with same priority
When two traffic-flows τi and τj have the direct compet-
ing relationship and meet the condition G(τj) = G(τi),
if the packet from τj is release just before τi, τj will
force a blocking with τi. For flow τi, we define a direct
blocking set SSDi which includes all the traffic-flows
meeting the above conditions, SSDi = {τj |<j ∩ <i 6= ∅
and G(τj) = G(τi) for all τj ∈ Γ}.
• Indirect blocking from traffic-flow with same prior-
ity
When two traffic-flows τi and τk have an indirect com-
peting relationship and meet the conditions G(τk) =
G(τj) = G(τi), τj is the intervening flow, τi may suf-
fer an indirect blocking from τk even they do not share
any physical link. An indirect blocking example has
been shown in Figure 2 where τ1 blocks τ3 and further
blocks τ2. For flow τi, we define an indirect blocking
set SSIi which includes all the traffic-flows meeting the
above conditions, SSIi = {τk|τk has indirect competing
relationship with τi and G(τk) = G(τj) = G(τi) for
all τk ∈ Γ, where τj is any intermediate flow}.
Note that the affect of the direct and indirect interferences
has been presented in [17]. The priority share policy intro-
duces the new direct and indirect blockings. Especially with-
out constraint of D ≤ T, there are three different blocking re-
lationships which severely complicate the analysis progress.
So in this paper, we propose a new scheme which changes
the analysis view from per flow to per priority. The detailed
issues will be discussed in the next section.
Return to the example in Figure 2. Five traffic-flows
τ1, τ2, τ3, τ4 and τ5 are mapped into two sets, the set with
priority G1 includes τ1, τ2 and τ3, S(1) = {τ1, τ2, τ3}, the
set with priority G2 includes τ4 and τ5, S(2) = {τ4, τ5};
G1 > G2 in this case. Traffic-flows τ1, τ2 and τ3 have no
shared links with any higher priority flow so no direct or di-
rect interference. Due to sharing the same priority, the direct
and indirect blocking set for τ1, τ2 and τ3 are SSD1 = {τ3},
SSI1 = {τ2}, SSD2 = {τ3}, SSI2 = {τ1}, SSD3 = {τ1, τ2}
and SSI3 = ∅. Flow τ4 directly competes with higher pri-
ority flows τ2 and τ3 and indirect suffers interference from
τ1, SD4 = {τ2, τ3}, SI4 = {τ1}. Flow τ5 does not have any
higher priority flow, so SD5 =, S
I
5 = ∅. Besides that, τ4 and
τ5 share the same priority level, thus SSD4 = {τ5}, SSI4 = ∅,
SSD5 = {τ4} and SSI5 = ∅.
4 Network latency upper bound analysis
4.1 Priority window model
The correctness of the design and development of practical
real-time applications in priority-based wormhole switching
relies on efficient schedulability analysis. The schedulability
test in this paper is based on the computation of the worst
case network latency for each traffic-flow. If the worst case
network latency, R, of a flow is no more than its deadline,
R ≤ D, then the traffic-flow is schedulable. If all the traffic-
flows loaded on a network are schedulable, then the traffic-
flow set is called schedulable.
The term priority level-Gi shared resource is introduced
which denotes all the link resources required by the flows
with the same priority Gi. This shared resource is modeled
as a single competing unit. A priority window W (i) is used
to define a contiguous time interval during which this pri-
ority level-Gi shared resource keeps the network busy and
serves all the traffic-flows of priority higher than or equal
to the priority Gi. The priority window will continue until
the time when the shared resource becomes idle, ready for
the next transmission and yet there is no service requirement
from priority levelGi or higher waiting to be transmitted. As
shown in Figure 2, for the priority level G2 shared resource,
the links between router 3 and 6, the corresponding priority
window is the contiguous time duration where the shared re-
source keeps serving all the queueing packets with priority
G2 or higher (G1 in this case). Figure 5 illustrates a prior-
ity level-G2 window. The bold circle denotes the time the
packet is received completely at the destination node. In this
example, the total window W (2) at priority level-G2 shared
resource is the time span from the first release of τ2 to the
completion time of the second instance of τ5.
For a set of traffic-flow S(i) with the same system priority
level Gi, next, we show how to compute the corresponding
priority window W (i).
Lemma 1. The priority level-Gi window W (i) upper bound
can be calculated by the following relation:
W (i) = E(i) + I(i) (1)
Figure 5. Priority Level-G2 Window
where E(i) denotes the summation of service requirements
generated by all the traffic-flows with the priority Gi and
I(i) accounts all the interferences from the higher priority
traffic-flows which contend the level-Gi share link resource
during this window.
Proof. According to the definition of priority window, all
the arrival packets of priority Gi or higher before the end
of the priority window must be transmitted during the win-
dow. Besides that, any packet with priority lower than Gi is
unable to delay current window. Therefore, the width of the
priority window is equal to the time interval taken to serve
the transmission requirements, E(i), made by all the traffic-
flows with the priorityGi and all the interferences, I(i), from
the higher priority traffic-flows which contend the level-Gi
share link resource during this window.
The value E(i) and I(i) determine the priority window
for the level-Gi shared resource. So if we can find an up-
per bound of E(i) and I(i), the maximum priority win-
dow W (i) is then trivially computed. Note that, when we
explain how to calculate the priority window for Gi prior-
ity level, we assume that analysis for all the higher priority
G1, G2, . . . , Gi−1 has been completed.
Theorem 1. The maximum priority window W (i) for prior-
ity level Gi share resource can be found by:
W (i) =
∑
∀τn∈S(i)
dW (i) + J
R
n
Tn
eCn+
∑
∀τj∈hp(i)
dW (i) + J
R
j +Rj − Cj
Tj
eCj
(2)
where hp(i) is the higher priority set, all the flows in SDi ,
τi ∈ S(i), are the members of the set hp(i),
hp(i) =
⋃
∀τi∈S(i)
SDi (3)
where
⋃
is the union operation of the flow sets.
Proof. Supposing that we can find an upper bound of the to-
tal priority windowW (i), the maximum number of instances
of a flow τn with priority Gi that can delay this window is
computed as follows:
dW (i) + J
R
n
Tn
e (4)
assuming the worst case release scenario of τn: the first
packet release starts JRn later than the first arrival, and the
subsequent releases are maximum packet size with the maxi-
mum release rate of 1/Tn. Consequently, the service require-
ment summation from all the flows in S(i) is thus:
E(i) =
∑
∀τn∈S(i)
dW (i) + J
R
n
Tn
eCn (5)
On the other hand, the interferences produced by all the
higher priority flows which compete the level-Gi shared re-
source also delay the corresponding priority window. The
maximum interference analysis has been discussed in [18].
During any time interval, an upper bound of interference pro-
duced by any higher priority traffic-flow τj when interference
jitter exists is:
dW (i) + J
R
j +Rj − Cj
Tj
eCj (6)
where Rj − Cj is the maximal possible jitter upper bound
and Rj is the worst case latency of τj . Theorems 2 and 3 be-
low will show that the network latency of τj can be found by
calculating the corresponding priority window. The interfer-
ence jitter phenomenon only happens when indirect higher
priority flow exists. The paper [18] has discussed two pos-
sible conditions, SDj ∩ SIi 6= ∅ or SSDj ∩ SIi 6= ∅, where
τi ∈ S(i) and τj ∈ SDi , either of which can result in the
interference jitter.
Any packet release from the higher priority flows which
compete the priority level-Gi shared resource will finally ex-
tend the corresponding priority window W (i). For conve-
nience, we define a higher priority set hp(i), all the flows in
SDi , τi ∈ S(i) are inserted into set hp(i). The maximum
interferences produced by these higher priority flows can be
computed as follows:
I(i) =
∑
τj∈hp(i)
dW (i) + J
R
j +Rj − Cj
Tj
eCj (7)
Combining Eq.(1), Eq.(5) and Eq.(7) , an upper bound of
priority level-Gi window in case of interference jitter and
release jitter is given by:
W (i) =
∑
∀τn∈S(i)
dW (i) + J
R
n
Tn
eCn+
∑
∀τj∈hp(i)
dW (i) + J
R
j +Rj − Cj
Tj
eCj
(8)
The result of W (i) can be solved using the iterative tech-
nique [1]. The iteration starts with W (i)0 =
∑
∀τn∈S(i) Cn
and terminates when W (i)n no longer increases, it has con-
verged. By this iterative technique, the maximum priority
window can be calculated (W (i) = W (i)n+1 = W (i)n).
4.2 Maximum network latency
Based on the maximum priority window of Gi, the next
step is how to find the maximum network latency for each
flow in S(i). For any observed flow τi, τi ∈ S(i), the max-
imum delay occurs when it is released with all the higher
priority flows simultaneously and all the other flows sharing
the same priority as τi start their services just before τi, this
will produce the maximum service requirements on the share
resource. So the earliest starting time of τi is the same as the
priority level Gi window beginning. To calculate the worst
case network latency, we need to find the latest completion
time. Due to the multiple blocking and self-blocking prob-
lems, if more than one packet instance is released from the
same flow during a priority level Gi window, then it is nec-
essary to check these instances in order to find the overall
worst case network latency of traffic-flow.
Motivated by the observation of the relation between pri-
ority window and period, we check the priority window at
three different situations: W (i) ≤ min(Tn−JRn ),min(Tn−
JRn ) < W (i) ≤ Ti − JRi and W (i) > Ti − JRi , (τn is any
flow in S(i)) as showed in Figure 6.
Figure 6. Three possible relations between pri-
ority window and period
Theorem 2. The maximum network latencyRi for τi is given
by:
Ri = W (i) + JRi (9)
when W (i) ≤ Ti − JRi
Proof. The interval [0, Ti − JRi ] is divided into two subin-
tervals [0, min(Tn − JRn )] and (min(Tn − JRn ), Ti − JRi ].
If condition W (i) ≤ min(Tn − JRn ) for ∀τn ∈ S(i) is
true, then the priority window ends at or before any repeated
release from flow with priorityGi. This means that no traffic-
flow can be blocked by any other flow sharing the same prior-
ity more than once. The multiple blocking and self blocking
discussed in section 2.2 do not occur. In the worst case, τi
will be the last flow getting transmission opportunity in this
priority window. So the ending of the priority window is the
completion time of τi’s packet instance. The maximum net-
work latency Ri for τi is hence given by:
Ri = W (i) + JRi (10)
We also find that for ∀τn ∈ S(i), the relation
dW (i)+JRnTn e = 1 is always true. Eq.(5) in this situation is
simplified as
∑
∀τn∈S(i) Cn and the priority window analy-
sis scheme is degraded to the composite analysis presented
in [18]. Actually, the composite model analysis is only a
specific case in the priority window analysis when W (i) ≤
min(Tn − JRn ).
If min(Tn − JRn ) < W (i) ≤ Ti − JRi is true, this implies
that only the first packet instance of τi is served during this
window and no self-blocking occurs. But multiple packet in-
stances from any other flow in S(i) may fall into the current
window because of ∃τn ∈ S(i), dW (i)+J
R
n
Tn
e > 1. These
multiple blockings will delay the completion time of the cur-
rent packet, but the worst case latency still can be found by
checking the priority window. In this case, only one packet
instance is released by τi, hence the existing relation showed
by Eq.(10) is still valid and hence provides the maximum
network latency.
From the above discussion, the maximum network latency
is calculated by Eq.(10) when W (i) ≤ Ti − JRi .
If W (i) > Ti − JRi , then more than one packet instance
of τi is generated during a priority level-Gi window. Some
successive generated packets from τi might be blocked by
previous ones. In this situation, the delay from self-blocking
also needs to be taken into account.
Theorem 3. The maximum network latencyRi for τi is given
by:
Ri = max
q=1,...,dW (i)+J
R
i
Ti
e
(wq(i)− (q − 1)Ti + JRi ) (11)
where q is the index of packet instance, and wi(q) is given
by:
wq(i) = qCi +
∑
∀τn∈S(i),τn 6=τi
dwq(i) + J
R
n
Tn
eCn+
∑
∀τj∈hp(i)
dwq(i) +Rj − Cj + J
R
j
Tj
eCj
(12)
when W (i) > Ti − JRi .
Proof. The number of packets that could be released from τi
before the end of the priority window is given by:
dW (i) + J
R
i
Ti
e (13)
To determine the worst case network latency, we must check
all the packet instances during the priority window. The max-
imum of these values gives the worst case network latency.
Figure 7. Priority Level-Gi window with Self-
blocking
Figure 7 shows self-blocking during a priority level-Gi
window. We use the index variable q to denote a packet in-
stance of τi. The first packet in the window corresponds to
q = 1 and the final one is q = dW (i)+JRiTi e. Therefore, the
time from the first release of τi until achieving the qth trans-
mission is given as a collection of service requirements from
all the flows which compete the priority-Gi shared resource.
We assume a new time phase wq(i) which denotes the time
interval from the beginning of the priority window until the
completion of the qth packet transmission. The time phase
for the 1st, the 2nd and the 3rd packet in the window are
shown in Figure 7 as w1(i), w2(i) and w3(i) respectively.
The time phase wq(i) is given by:
wq(i) = qCi +
∑
∀τn∈S(i),τn 6=τi
dwq(i) + J
R
n
Tn
eCn+
∑
∀τj∈hp(i)
dwq(i) +Rj − Cj + J
R
j
Tj
eCj
(14)
The variable qCi accounts for the transmission service
time of the first q packet instances of τi during the priority
window. The final part of the right hand side of this equa-
tion includes all the service requirements from priority level
Gi or higher flows which fall in this time windows wq(i).
The value of wq(i) can be found by the similar iteration pol-
icy while starting with wq(i)0 = Ci + qTi and ending when
wq(i)n+1 = wq(i)n. The generation time of the qth packet
happens at instant (q − 1)Ti relative to the start of priority
window so the network latency of the qth instance is given
by:
Ri(q) = wq(i)− (q − 1)Ti + JRi (15)
The maximum network latency can occur at any one of
these packet releases during the priority window. We will
consecutively analyze each release until τi stops blocking it-
self; which means the packet transmission service finishes
within the same period as it is released, W (i) ≤ qTi − JRi .
Thus maximum network latency is given by:
Ri = max
q=1,...,dW (i)+J
R
i
Ti
e
(wq(i)− (q − 1)Ti + JRi ) (16)
Finally, flow τi is schedulable, if and only if Ri ≤ Di.
5 A case example
Revisiting the example given in Figure 2. The inter-
relations between these traffic-flows have been examined in
section 3.2. The attributes of the traffic-flows are showed in
Table 1. The time units are not necessary in this analysis as
long as all the traffic-flows use the same base.
Real-Time Traffic-flow C G T D JR
τ1 2 1 8 8 0
τ2 2 1 11 11 0
τ3 4 1 13 13 0
τ4 3 2 8 12 0
τ5 1 2 30 30 0
Table 1. Traffic-flows Description
Flows τ1, τ2 and τ3 share the same priority G1. Utilizing
priority window analysis, first we calculate theW (1) accord-
ing to Eq.(2):
W (1) = dW (1)T1 eC1 + d
W (1)
T2
eC2 + dW (1)T3 eC3
Utilizing the iterative technique,
W (1)0 = 2 + 2 + 4 = 8
W (1)1 = d 88e2 + d 811e2 + d 813e4 = 2 + 2 + 4 = 8
The recurrence stops at W (1) = 8 which is less than
min(Tn − JRn ) for ∀τn ∈ S(1). So R1=R2=R3 = W (1)
=8 less than D.
Flows τ4 and τ5 share the priority level G2. The maximum
window for G2 not only considers the blocking but also the
interference from higher priority flow. In this case, τ2 and τ3
contend for the priority level G2 shared resources and hence
contribute direct interference. Besides that, the activity of
indirect higher priority flow τ1 also can introduce some ex-
tra interference which is treated as interference jitter. So the
window for G2 is given by:
W (2) =
dW (2)T2 eC2 + d
W (2)+R3−C3
T3
eC3 + dW (2)T4 eC4 + d
W (2)
T5
eC5
which iteratively results in W (2) = 22.
For τ5,W (2) < T5, so only one instance is released during
this window. According to Theorem 2, R5 = W (2) = 22.
For τ4, since dW (2)T4 e = 3, there are three packet instances
released during the priority window. We need check all these
instances to determine the worst case network latency. Uti-
lizing Theorem 3, the window phases for the first packet, first
two packets and the first three packets are w1(2), w2(2) and
w3(2) respectively. Using Eq.(14) and Eq.(15), we get:
w1(2) = 10 and R4(1) = 10− 0 = 10
w2(2) = 19 and R4(2) = 19− 8 = 11
w3(2) = 22 and R4(3) = 22− 8 ∗ 2 = 6
The maximum network latency is thus max(R4(1), R4(2),
R4(3)) = 11. All the flows meet their deadlines and the set
is schedulable.
6 Conclusion
The new on-chip communication architectures need to pro-
vide different levels of service for various components on the
same network. Wormhole switching with fixed priority pre-
emption has been proposed as a possible solution for real-
time on-chip communication. Utilizing a priority share pol-
icy, the resource overhead can be reduced effectively. How-
ever, in order to simplify the analysis process, an existing
technique imposes a deadline no more than period restric-
tion which will bring inflexibility to network exploration and
design. In this paper, we relax this constraint and present a
novel analysis approach to cover all possible situations. Uti-
lizing this new analysis scheme, we can flexibly evaluate at
design time the schedulability of traffic-flow sets with dif-
ferent QoS requirements in a real-time communication plat-
form.
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Abstract
Wireless sensor networks have resources of limited capac-
ity (e.g. bandwidth, processing power, memory and en-
ergy). That is why these resources should be efficiently
used. Node activity scheduling is a technique that allows
nodes to alternate sleep and awake states. This technique
spares energy insofar as the sleep state is the state us-
ing the smallest power. Moreover, by allowing several
nodes to transmit simultaneously without interfering, spa-
tial reuse of the bandwidth is obtained. Furthermore with
a smart schedule, data gathering can be done in a single
cycle. All these reasons render node activity scheduling
very attractive in wireless sensor networks. We propose in
this paper a three-hop coloring algorithm for data gather-
ing applications. Simulation results allow us to evaluate
the number of colors needed to color all network nodes
and hence to determine the reduced size of the activity
period in each polling cycle. The complexity of our al-
gorithm is given in terms of number of messages sent per
node. We can then determine the network configurations
for which coloring brings interesting benefits, namely a
more efficient use of the bandwidth and the node energy,
as well as a shorter delay to collect data ensuring their
time consistency.
1. Introduction
With the increasing number of applications in domains
as various as environment protection (detection of for-
est fire or seismic event, wild life protection), civilian
protection (building and bridge monitoring), emergency
rescue, exploration mission in hostile environments and
home monitoring, wireless ad hoc and sensor networks
have a promising future. However, nodes in such networks
can have a limited amount of energy. This energy can
be difficult, expensive or even impossible to renew. The
protocols operating in such networks should be energy ef-
ficient to maximize the network lifetime. Node activity
scheduling is one class of energy efficient techniques [1].
Since the sleep state is the least power consuming state,
compared with the receive, transmit and idle states, the
∗This study has been partly funded by the ANR OCARI project.
idea of the node activity scheduling protocols is to sched-
ule node state between sleeping and active to minimize
energy consumption while ensuring network and applica-
tion functionalities.
Node activity scheduling allows nodes not only to spare
energy but also to use bandwidth more efficiently. Some
solutions take advantage of spatial reuse to determine the
time intervals dedicated to node activity. Indeed, dur-
ing the same time interval two transmitters can transmit
simultaneously and successfully if they do not interfere.
Spatial reuse can be obtained by means of a coloring al-
gorithm. The coloring algorithm must allow unicast as
well as broadcast transmissions. For instance, nodes need
to broadcast Hello messages in their one-hop neighbor-
hood to indicate that they are still alive and to declare on
the one hand the nodes they hear only (i.e. unidirectional
links), and on the other hand the nodes they hear and are
heard from (i.e. bidirectional links). Moreover as the ra-
dio propagation is versatile, an immediate acknowledge-
ment is often required in unicast transmissions. Thus the
sender is ensured that the (one-hop) receiver has correctly
received its message, otherwise it retransmits it.
In this paper, we focus on node activity scheduling ob-
tained with a node coloring algorithm and study the ben-
efits brought to a data gathering application. The col-
lected data correspond to a physical phenomenon that
evolves with time. It is then essential to minimize the de-
lay needed to collect these data from sensors generating
them. Furthermore, ensuring that all data are gathered in
a single polling cycle guarantees their time consistency.
To achieve these goals and then maximize the advantage
brought by coloring, coloring must take into account the
data gathering tree in color selection. Otherwise, it can
take, in the worst case, a number of polling cycles equal
to the number of hops to reach the data sink from the con-
sidered sensor. The data gathering tree can be computed
by the Prim’s algorithm where the sink broadcasts a mes-
sage to all sensor nodes. This message contains a number
representing the level of the sending node in the tree. Ini-
tially, this number is set to 0 by the sink and is incremented
at each retransmission.
This paper deals with node activity scheduling in wireless
sensor networks used by data gathering applications. It is
organized as follows. In Section 2 we give a brief state of
the art related to node activity scheduling distinguishing
four classes of solutions. We then recall the complexity of
node coloring and present different types of coloring al-
gorithms. In section 3, we first justify the design choices
of our algorithm. The main principles of the coloring al-
gorithm are given as well as the messages exchanged and
the information maintained by each node. The algorithm
itself is described. The performances of this algorithm
are evaluated in Section 4 by means of simulations with
different network configurations. The number of colors
allows us to determine when coloring provides real ben-
efits. The average number of messages sent per node is
an indication of the induced overhead. With this informa-
tion, we can then evaluate the activity period and the data
gathering delay. In Section 5, we show how the coloring
algorithm can adapt to message losses, tree changes and
late arrivals of nodes. Finally, we conclude in Section 6.
2. State of the art
We first present different techniques for scheduling node
activity. We then move to graph coloring that can be used
to schedule node activity.
2.1. Node activity scheduling
The best way to save energy nodes is to turn off the sensor
radio when it does not receive or transmit data, so keeping
sensor nodes in the sleep state. This must be accompanied
by a node scheduling activity to prevent network partition
and message loss when some nodes are in sleep state. We
can distinguish four classes of node activity scheduling
• Computation of connected sets of active nodes.
In [2], Simplot et al propose a solution building a
connected dominating set (i.e. each node is either
in this subset or is a neighbor of a node in this sub-
set). Only the nodes of this set are active. All other
nodes can change their state to sleep mode. It is a
distributed and localized solution: only information
about one hop and two hops neighbors is needed.
Other solutions like [3] propose to extend network
lifetime by dividing the network nodes in disjoint
sets, such that each node set meets the network and
application functions. These sets are activated suc-
cessively, and at any time only the nodes of one set
are active. All others nodes are in the sleep state.
To improve network lifetime, the number of disjoint
sets must be maximized which is NP-complete. The
solution proposed is centralized. These authors have
shown in [4] that network lifetime can be improved
by allowing non-disjoint sets.
• CSMA/CA. In [5], S-MAC, an energy efficient MAC
protocol for sensor networks is introduced. The
main goal of S-MAC protocol is to reduce energy
consumption by using a periodic sleep-wake up cy-
cle, while supporting good scalability and collision
avoidance. It consists of three major components: 1)
periodic listen and sleep, 2) collision and overhear-
ing avoidance, and 3) message passing. It is based
on a CSMA/CA channel access and the RTS/CTS
mechanism, whose overhead reduces the protocol ef-
ficiency. Many other variations of S-MAC are pro-
posed like T-MAC [6] with an adaptive length of ac-
tive state, D-MAC [7] to reduce the network latency,
O-MAC [8] to improve the throughput...
• TDMA. In its basic version, TDMA provides one
transmission slot per node in the network. It pro-
vides a guaranteed access per cycle for every node
and avoids collisions. However, it does not adapt
to traffic variations. Many improvements have been
proposed in order to take advantage of spatial reuse
in wireless networks. Among them, USAP (Unifying
Slot Assignment Protocol) [9, 10] has drawn a lot of
attention. USAP [9] is a distributed TDMA slot as-
signment protocol for mobile multihop packet radio
networks. It allows any node Ni to select a slot for
transmission that is unassigned in its neighborhood.
A slot is unassigned from Ni point’s of view if no
one-hop neighbor of Ni transmits or receives during
this slot.
In [11], a deterministic solution based on slot as-
signment named TRAMA is proposed. It consists in
three modules: 1) a neighborhood discovery proto-
col, 2) a schedule exchange protocol and 3) an adap-
tive election algorithm that selects the transmitter and
receiver(s) for each time slot. Only nodes having data
to send contend for a slot; notice however, that a node
does not know which of its 1-hop and 2-hop neigh-
bors have data to send. The node with the highest
priority in its two-hop neighborhood wins the right
to transmit in the slot considered. Each node declares
in advance its next schedule containing the list of its
slots and for each slot its receiver(s). The adaptivity
of TRAMA to the traffic rate comes at a price: its
complexity. To reduce the complexity of TRAMA,
FLAMA [12] is introduced. However, this proto-
col is designed only for data gathering applications
in sensor networks based on tree structure. The pro-
tocol is simplified both in terms of message exchange
and processing complexity. The number of slots al-
located by FLAMA to a node with a given traffic rate
highly depends on node priority computation.
• Hybrid. Z-MAC [13] operates like CSMA under
low contention and like TDMA under heavy con-
tention, reducing collisions among two-hop neigh-
bors by means of an initial slot assignment made by
DRAND [14]. The goal of Z-MAC is to optimize the
bandwidth efficiency of the MAC protocol, selecting
CSMA/CA and TDMA when they exhibit the best
performance. We can notice that Z-MAC does not al-
low an immediate acknowledgement of unicast mes-
sages. Indeed, this acknowledgement could cause a
conflict, as illustrated in Figure 1. Moreover, since a
slot that is unused by its owner can be used by one
of its neighbors, the nodes must stay awake in or-
der to be able to receive this message if they are the
destination. From the energy point of view, Z-MAC
reduces the activity period in the polling cycle en-
forced by the application but does not allow nodes to
sleep during the activity period, what does our col-
oring algorithm presented in Section 3, whose goal
is to maximize network lifetime by scheduling node
activity. DRAND [14] assigns slots to nodes in such
a way that one-hop and two-hop neighbors have dif-
ferent slots. This randomized algorithm has the ad-
vantage of not depending on the number of network
nodes but at the cost of an asymptotic convergence.
It appears that different techniques have been used to
schedule node activity. The techniques based on CSMA
variants behave well in case of light loads and easily adapt
to topology changes, whereas techniques based on TDMA
variants outperform them in case of high loads. In this
study, we focus on wireless sensor nodes, where only a
few nodes are mobile. Graph coloring has been introduced
to increase the efficiency of TDMA with spatial reuse: two
nodes with the same color transmit simultaneously with-
out interfering [15, 23].
2.2. Graph coloring
One-hop graph coloring consists in coloring nodes with
the minimum number of colors such that two adjacent
nodes have not the same color. The problem of one-hop
coloring has been shown NP-complete in [18] for the
general case. The first one-hop graph coloring algorithms
proposed were centralized. Among the greedy algorithms
(i.e. no color backtracking), Dsatur, [16, 17], where
the vertex with the highest number of already colored
neighbor vertices is colored first, exhibits very good
performances, even if it is not optimal. It is then followed
by Largest First, where the node with the highest degree
is colored first.
Distributed one-hop graph coloring algorithms also exist.
Some are probabilistic such as [20, 19]. Other algorithms
are deterministic such as [22] where Distributed Largest
First (DLF) is proposed. Another approach consists in
finding maximum independent sets and then coloring
these sets independently, as in [24], because both prob-
lems are related [21].
The efficiency of a distributed coloring algorithm, [22,
21], can be evaluated by:
• the number of colors needed to color a graph G.
• the average number of messages sent per node. This
shows the overhead induced by the coloring algo-
rithm.
• its time complexity, expressed in the case of a
distributed algorithm, by the maximum number of
rounds needed to color each node. A round is such
that every node can:
– send a message to all its one-hop neighbors,
– receive the messages sent by them,
– perform some local computation based on the
information contained in the received mes-
sages.
In wireless ad hoc and sensor networks, distributed col-
oring algorithms based on decision rounds require less
messages than those based on the alternation of pro-
posal/decision rounds, such as Distributed Largest First
[22]. A comparative performance evaluation can be found
in [15] for two-hop graph coloring. In fact, in a round, a
node sends a message to its one-hop neighbors, this mes-
sage contains its color and the colors of its one-hop neigh-
bors. It receives the messages from its one-hop neighbors
and takes a decision if it has the highest priority. This is
the principle of our coloring algorithm presented in Sec-
tion 3.
Two-hop graph coloring has also been investigated in the
case of data gathering applications [23], where the goal
is to reduce the duration needed to gather data from all
sensors. Starting to color the highest level in the tree and
ending by the sink as in [23] is easy, but the insertion of a
new leaf can lead to recolor the tree.
3. Algorithm for three-hop coloring of a tree
and properties
3.1. Design choices
From the state of the art, it turns out that:
• the coloring problem being NP-complete, we seek
for an heuristic. The state of the art points out that the
algorithms achieving the best performances are those
taking into account the node degree (i.e. number of
one-hop neighbors if one-hop coloring) and having
identical rounds (no alternate of proposal/decision
rounds).
• Furthermore, link coloring specifies the sender and
the receiver whereas node coloring specifies only the
sender. Hence, only node coloring enables broadcast
transmissions.
• Node coloring must be such that two nodes having
the same color can transmit simultaneously without
interfering. Interferences being assumed to be lim-
ited to two-hop, two-hop coloring is needed. How-
ever, as Figure 1 shows, it is not sufficient if a node
is allowed to transmit an immediate acknowledge-
ment of the received data: nodes A and D, 3-hop
away, use the same color and the data message sent
by A collides with the ack message sent by C to
node D. Hence, three-hop coloring is needed to ac-
commodate immediate acknowledgement of unicast
transmissions. In other words, with three-hop color-
ing, the same color can be reused four-hop away. For
instance, nodes A and E can have the same color. In
such a case, node A can transmit data to B while D
is acknowledging the data received from E without
interfering.
Figure 1. Collision with two-hop coloring
and immediate acknowledgement.
• Without care, node activity scheduling increases the
delay needed to collect information from a sensor. In
the worst case, a number of cycles equal to the dis-
tance, in hop number, to the sink is needed to reach
the sink. To avoid this phenomenon, a node must
transmit its data before its parent in the data gather-
ing tree. To achieve that, the color of a node must be
higher than the color of its parent in the tree and slots
are assigned in the decreasing order of colors.
3.2. Notations
We consider any data gathering tree T and any node N in
this tree.
Let N 3(N) denote the neighborhood up to 3 hops
from N . This set contains the 1-hop, 2-hop and 3-hop
neighbors of N .
Let parent(N) denote the parent of N in T . By descen-
dant, we mean the children, children of the children and
so on...
Let Desc(N) denote the set of descendants of N in T .
Let |Desc(N)| denote the cardinal of this set.
For any node N , we say that N has a higher priority than
node N ′ ∈ N 3(N) if and only if:
• either N ′ meets |Desc(N ′)| > |Desc(N)|
• or (|Desc(N ′)| = |Desc(N)| and
identifier(N ′) < identifier(N)).
Colors are assumed to be represented by positive integers
starting with 0, the color of the root of the data gathering
tree.
3.3. Principles
To achieve the goals given in section 1, our coloring algo-
rithm is based on the two following rules:
• Rule R1: any node N colors itself if and only if:
– all nodes in N 3(N) having a strictly higher
number of descendants are already colored,
– and all nodes in N 3(N) having the same num-
ber of descendants and a smaller identifier are
already colored.
• Rule R2: node N takes the smallest color available
in N 3(N) strictly higher than the color used by its
parent.
It follows that:
• the first node to color is the root of the tree.
• each node has a color strictly higher than the color of
its parent and of all its ascendants.
• each node has a color higher than or equal to its level
in the tree (i.e. distance to the root in the tree ex-
pressed in hop number).
Figure 2 depicts the colors assigned to 15 nodes called
A,B...O building a tree rooted at nodeA. Eight colors are
needed. Hence, eight slots are sufficient instead of 15 for
classical TDMA. The same color can be used by several
nodes (e.g; color 6 is used by nodes K , L, M and O).
Figure 2. Colors assigned to a tree of 15
nodes.
Figure 3 depicts the slot assignment. For instance, nodes
K , L, M andO that have the color 6 transmit in the same
slot, numbered 6. Notice that each child transmits before
its parent. Hence, in the cycle of eight slots illustrated
by this figure, any sensor can send its value to the sink,
assuming data aggregation.
Figure 3. Slots assignment.
3.4. Messages exchanged
In this algorithm, two messages are exchanged:
• the Color message: it is the only message needed to
color all network nodes.
• the MaxColor message: this message is needed at
the end of the coloring algorithm to inform the root
of the tree of the number of colors used in the tree.
The Color message contains:
• the node identifier,
• its sequence number,
• its number of descendants,
• its color, if already assigned,
• for any one-hop neighbor node:
– the node identifier,
– its sequence number,
– its number of descendants,
– its color, if already assigned,
• for any two-hop neighbor node:
– the node identifier,
– its number of descendants,
– its color, if already assigned,
The Color message is broadcast one-hop. The sequence
number of the sender is incremented at each change in
the fields of the Color message, except the sequence
number fields. In order to tolerate message losses, a
node N retransmits its Color messages until all its
one-hop neighbors have sent a Color message containing
a sequence number for N equal to the current one. Notice
that in case of topology changes, a link can be broken
causing an update in the set N 3(N).
The Maxcolor message contains:
• the node identifier of the sender,
• its sequence number,
• the maximum color used by all the descendants of
the sender node.
The MaxColor message is sent from any node N to its
parent until reaching the root. This unicast message is
acknowledged. When it reaches the root, it contains the
maximum number of colors used.
3.5. Information maintained by each node
Each node maintains the following information:
• its node identifier,
• its sequence number,
• its number of descendants,
• its color, if already assigned,
• its parent in T ,
• for each child in T ,
– the node identifier,
– the maximum color used by this node and its
descendants,
– a sequence number,
• for any one-hop neighbor node:
– the node identifier,
– its sequence number,
– its number of descendants,
– its color, if already assigned,
• for any two-hop neighbor node:
– the node identifier,
– its number of descendants,
– its color, if already assigned,
• for any three-hop neighbor node:
– the node identifier,
– its number of descendants,
– its color, if already assigned,
3.6. Algorithm
We now give the three-hop coloring algorithm for a data
gathering application:
Algorithm 1 Three-hop coloring algorithm of a data gath-
ering tree
1: Procedure Process(Colormessage)
2: begin procedure
3: if there is a change in the 1, 2 or 3-hop neighborhood
or in the tree then
4: update N 3(N)
5: update T , parent(N) and Desc(N)
6: end if
7: if |Desc(N)| has not yet been computed and the 1,2
and 3-hop neighborhoods as well as |Desc(M)| for
each child M are known then
8: compute |Desc(N)| by adding the values of 1 +
|Desc(M)| for each M , child of N .
9: end if
10: maintain the priority and color of any node in N 3(N)
11: if N is the node with the highest priority among the
uncolored nodes in N 3(N) then
12: N selects the smallest color unused in N 3(N)
strictly higher than color(parent(N))
13: end if
14: end procedure
15: Main
16: repeat
17: repeat
18: N broadcasts (1-hop) its Color message con-
taining:
- a sequence number seq incremented at each
change in the Color message fields, except the
sequence number fields
- its identifier
- its priority and color if already assigned
- its list of one-hop neighbors with their iden-
tifier, their sequence number, their priority and
color if already assigned
- its list of two-hop neighbors with their identi-
fier, their priority and color if already assigned.
19: N waits for the Color message of its 1-hop
neighbors
20: upon receipt of a Color message,
21: N Process(Colormessage)
22: until all one-hop neighbors have received the
Color message of N with number seq
23: until all nodes in N 3(N) are colored
3.7. Computation of the number of colors
We now evaluate the number of colors needed to color all
network nodes. We first assume that the neighborhood up
to 3-hop does not bring additional constraints to the one
represented in the tree.
Property 1: If at each level p in the tree, each node has
the same number of children nbchildp and there is no
additional constraints to the one depicted in the tree, then
the number of colors used is equal to:
nbcolor = 1 +
depth−1∑
p=0
nbchildp.
If N 3(N) introduces additional constraints to those given
in the tree, there exists a node N that has for 1-hop,
2-hop or 3-hop a node N ′ that is neither its parent,
grandparent, brother, uncle, child, nephew, grandchild. in
such a case, colors cannot be reused so easily, we then get:
Property 2: If at each level p in the tree, each node
has the same number of children nbchildp and there are
additional constraints to the one depicted in the tree, then
the number of colors used is equal to:
nbcolor = 1 +
depth−1∑
p=0
nbchildp +
∑
N
δN,N ′ , with
δN,N ′ = 1 if and only if N cannot take a color in
[color(parent(N)) + 1, cmax] with cmax the highest
color used by the nodes N ′ colored before N . Initially
cmax = color(parent(N)) + 1 and cmax = cmax + 1
each time a new color is used to color N .
We can get the formula giving the color of a node,
depending on the color of its parent and the colors already
used in its neighborhood up to three hops.
Property 3: The color of any node N is given by:
color(N) = 1 + color(parent(N)) +∑
N ′ already colored ∈N 3(N)
δN,N ′
with δN,N ′ = 1 if and only if N cannot take a color
in [color(parent(N)) + 1, cmax] with cmax the
highest color used by the nodes N ′ ∈ N 3(N) colored
before N . Initially cmax = color(parent(N)) + 1
and cmax = cmax + 1 each time a color in
[color(parent(N))+1, cmax] cannot be used to colorN .
3.8. Comparison with another tree coloring algorithm
In this section, we compare our coloring algorithm with
another one proceeding level by level (from the lowest
level to the highest one) and applying the rules R’1 and
R2 instead of rules R1 and R2, where the rule R’1 is:
• Rule R’1: any node N colors itself if and only if:
– any node N ′ in N 3(N) having a level strictly
lower than the level of N is already colored,
– and any node N ′ in N 3(N) of the same level
as N but |N 3(N ′)| > |N 3(N)| is already col-
ored,
– and any node N ′ in N 3(N) of the same level
as N but |N 3(N ′)| = |N 3(N)| and a smaller
identifier than N is already colored.
• Rule R2: node N takes the smallest color available
in N 3(N) strictly higher than the color used by its
parent.
The simple example depicted on Figures 4 and 5 shows
that the number of colors used by our algorithm (here 4
colors) is smaller than this used by this other algorithm
(here 5 colors). The reason comes from the fact that our
algorithm favors the nodes with a high number of descen-
dants. As they are colored first, they can get smaller col-
ors unlike in the other algorithm. The nodes with a small
number of descendants are colored at the end, but they
can reuse colors used by nodes that are not in their up to
3-hop neighborhood. We will see in subsection 4.4 that
the number of colors used by our algorithm is consider-
ably smaller than the number of colors used by the other
algorithm using rules R’1 and R2.
Figure 4. Tree colored
with our algorithm.
Figure 5. Tree colored
with the other algorithm.
4. Performance evaluation
4.1. Simulation parameters
For performance evaluation purpose, we have considered
different network configurations. Each configuration is
characterized by a node number and a node density. The
nodes are randomly deployed over the network area. The
number of nodes ranges from 50 to 200, whereas the node
density (i.e. the average number of one-hop neighbors
per node) ranges from 10 to 20. For each configuration,
we have run 10 simulations and the result depicted in the
curves is the average of these 10 simulations. The data
gathering tree is the tree of the shortest paths. This study
can also be extended to the case where the data gathering
tree is built taking into account residual energy of nodes
and their capacity to forward messages.
For all the network configurations generated, we have
computed different performance criteria such as the num-
ber of colors needed to color all network nodes, the av-
erage number of messages sent per node. We then show
how this small number of colors benefits to the active pe-
riod duration and the data gathering delay.
4.2. Number of colors
We now evaluate the number of colors needed by our al-
gorithm to color all network nodes of the generated con-
figurations. Simulation results are illustrated in Figures 6
and 7.
We first depict in Figure 6 the number of colors as a func-
tion of the number of nodes for different densities. We
observe that this number strongly depends on node den-
sity and weakly on node number. As the color a node N
cannot be reused in its neighborhood up to 3-hop, whose
size is proportional to the density, this explains the strong
dependency between the number of colors and the density.
It is very interesting to notice that all curves depicting the
number of colors are below the first bisectrix. This means
that the number of colors is much smaller than the num-
ber of nodes, except for the network configuration of 50
nodes and a density of 20, where almost all nodes are 1, 2
or 3-hop neighbors. In other words, spatial reuse is always
obtained for all the network configurations considered in
the simulations. The higher the distance to the first bi-
sectrix, the higher the spatial reuse. The average number
of nodes using the same color is given by the number of
nodes divided by the number of colors.
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Figure 6. Number of colors as a function of
the number of nodes and the density.
We now depict in Figure 7 the number of colors as a func-
tion of the tree depth for different densities. Notice that
for a given density, the number of nodes increases with
the tree depth. The number of colors increases with the
tree depth, this is due to the fact that the color of a node is
higher than the color of its parent. Moreover, the impact
of tree depth seems to stabilize in the simulated configu-
rations. The stabilization point is reached sooner for high
densities.
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Figure 7. Number of colors as a function of
the tree depth and the density.
4.3. Average number of messages sent by a node
In order to evaluate the overhead induced by the coloring
algorithm, we compute the average number of messages
sent per node in all the generated network configurations.
Simulation results are illustrated in Figure 8. The num-
ber of messages exchanged strongly increases with den-
sity and moderately with the number of nodes. It remains
reasonable in all configurations.
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Figure 8. Average number of messages sent
per node.
4.4. Comparative evaluation
We now compare the number of colors needed in our col-
oring algorithm with this needed by the other algorithm
presented in subsection 3.8. We consider a network den-
sity of 10. Our algorithm exhibits very good performances
as illustrated in Figure 9. This is due to the fact that it
assigns a smaller color to nodes having a high number of
descendants. Other nodes (with a small number of descen-
dants) can reuse already used colors. Hence, the smallest
number of colors. We can also observe that this trend in-
creases with the number of nodes.
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Figure 9. Comparative evaluation of the
number of colors used by the |Desc(N)| and
|N 3(N)| algorithms.
4.5. Activity period duration
The physical phenomenon that is monitored by the wire-
less sensor network determines the polling cycle of the
sensors. This polling cycle comprises two periods, as rep-
resented in Figure 10: an activity period during which sen-
sors are active and an inactive period where all sensors are
sleeping. Only the activity period is mandatory.
Figure 10. The active period in the polling
cycle.
The coloring algorithm is used for slot assignment in the
activity period. Slots are assigned to nodes per color in-
stead per node like in classical TDMA: all nodes of the
same color can transmit simultaneously without interfer-
ing. Hence, this space reuse leads to a considerable re-
duction of the activity period. The benefit is equal to
(numberofnodes− numberofcolors) · slotsize.
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Figure 11. Duration of the active period as a
function of the number of nodes.
Figure 11 shows the quantitative improvement brought by
the coloring algorithm with regard to a classical TDMA.
A slot size of 15 ms has been taken.
4.6. Data gathering delay
The data gathering delay is the time needed to collect at
the sink all data transmitted by the sensors. If we assume
that the slot has the capacity to contain the aggregated in-
formation transmitted by any child of the root (i.e.: the
nodes having the highest quantity of information to trans-
mit), then the time needed to collect the data from all sen-
sors is equal to the activity period, whereas the latency is
equal to the polling cycle duration.
Ensuring that each node has a color higher than its par-
ent in the tree allows our colring algorithm to reduce the
data gathering delay and to obtain time-consistent data.
In fact, in only one cycle, all data collected can reach the
sink by assigning slots to colors in the decreasing order:
this allows a child to transmit before its parent that can
then aggregate the data received from its children. The
increasing order is chosen in reverse case of data dissem-
ination. Moreover, collecting data in a single cycle guar-
antees time consistency of the data collected from the dif-
ferent sensors: for example temperature, humidity degree
and pression are measured in the same cycle.
4.7. Benefit brought by coloring
A coloring algorithm brings several advantages:
• an efficient use of the bandwidth by enabling spatial
reuse and avoiding medium access contention.
• an increased network lifetime by enabling nodes to
sleep during the activity period and the increased in-
activity period. During the activity period, a node
sleeps in all the slots except:
– the slot assigned to its color to transmit its mes-
sages,
– the slots assigned to its one-hop neighbors to
receive their messages in case it is the destina-
tion.
Optimizations can be brought in order to allow a
node to sleep the soonest possible. For example, if a
node has not detected any signal in the slot of its one-
hop neighbor during a predetermined duration, it can
deduce that this neighbor has nothing to transmit and
goes back to the sleep state. Similarly, a node can
sort the messages it has to transmit: firts the broad-
cast transmissions and second the unicast transmis-
sions ordered by the destination identifier. It follows
that a one-hop neighbor can easily detect that there is
no message for it and then sleeps again.
• a shorter delay to collect data from sensors. In a sin-
gle cycle, all data can be collected, ensuring their
time consistency.
• slots assigned according to the increasing order of
colors reduces the time needed to disseminate data
in the network: for example, information sent by the
sink to all nodes.
5. Adaptivity of the coloring algorithm
5.1. Message loss
Our coloring algorithm tolerates message losses by means
of the sequence number used to detect losses. A node N
retransmits its Color message with sequence number seq
as long as it has not received a Color message from all its
one-hop neighbors containing the sequence number seq
for N .
When a one-hop neighbor N ′ receives the Color mes-
sage of N , it updates the neighborhood information lo-
cally stored. Two cases are possible:
• There is a change concerning:
– either the color or the number of descendants
of the node itself, or of a one-hop or two-hop
neighbor,
– or the appearance or disappearance of a one-
hop or two-hop neighbor.
N ′ increments its own sequence number seq′ and
sends a Color message to its one-hop neighbors.
• Otherwise N ′ sends a Color message without incre-
menting its sequence number.
It follows that any node will know a change in its neighor-
hood up to 3-hop, whatever the change is: node, color or
number of descendants.
5.2. Tree change
In this section, we consider the case where the link
between a node N and its parent in the tree is broken.
This node N will first try to attach itself to another node
N ′ in the tree. We assume that this link is an existing link:
the parent of N is chosen among its existing one-hop
neighbors. Hence this parent is already taken into account
in N 3(N). We will see in the next section what happens
when this assumption is not true.
Two cases are possible:
• the tree change does not impact the colors already
assigned: no node in N 3(N) has the same color as
N and color(N) > color(N ′).
• the tree change creates a violation of the rule 2: the
color of N is not higher than the color of its new
parent N ′. In this case, node N selects the smallest
color available in N 3(N) belonging to [color(N ′)+
1,minchildcolor(child) − 1]. If there is no color
available, N takes the smallest color of its children,
and so on.
5.3. Topology changes
By topology change, we mean that a change in N 3(N)
occurs: a new link is created or an existing link is broken.
It can be caused by:
• node mobility: a node moves in the network area
causing the breakage of its existing links and the cre-
ation of new ones.
• late node arrival: when a new node joins the already
colored network, new links will appear.
In both cases, when a new link is created, it may have
as consequence that two nodes that were not 1-hop,
2-hop or 3-hop neighbors become 1-hop, 2-hop or 3-hop
neighbors. Hence, a color conflict between two nodes can
occur. A color conflict is defined as follows:
A color conflict occurs between two nodes having
the same color when these nodes prevent each other
or some neighbor destination to receive correctly the
intended message because of a collision.
Notice that in the absence of mobility and late node
arrival, nodes that are 1, 2 or 3-hop neighbors never
conflict by definition of the algorithm. Furthermore,
this definition takes advantage of the capture effect and
considers the only color conflicts where the intended
destination is prevented to receive its message.
When a color conflict occurs between two nodes N and
N ′, the node with the highest priority keeps its color
whereas the node with the smallest priority takes another
color according to rule R2.
6. Conclusion
In this paper, we proposed a three-hop coloring algorithm
for wireless sensor networks supporting data gathering ap-
plications. We shown that this algorithm uses a small
number of colors despite the rule that the color of a node
is higher than the color of its parent in the data gather-
ing tree. This algorithm has been designed for the ANR
OCARI project [25] for a medium whose physical layer is
the IEEE 802.15.4. The benefits brought by this coloring
algorithm are quadruple:
• the bandwidth is used more efficiently, taking ad-
vantage of spatial reuse and avoiding medium access
contention by means of colors;
• the nodes spare their residual energy in sleeping
while they have no message to send or to receive;
• the data transmitted by the sensors can be collected
in a single activity period, ensuring their time consis-
tency.
• colors can also be used to disseminate information
from the sink to all sensor nodes in a single cycle.
Our coloring algorithm contributes to maximize network
lifetime by reducing the activity period as well as allowing
any node to sleep in this period (in the slots that are not
assigned to its color and the colors of its 1-hop neighbors).
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Abstract
Real-time systems designed for use in dynamic open
environments allow applications to enter and leave the
system during runtime. This leads to changing run-
time scenarios where the load and the spare capacity
of hardware resources is influenced by the resource de-
mand of running applications. Flexible real-time ap-
plication components, with variable temporal parame-
ters, can adapt their timing behaviour to these chang-
ing runtime scenarios and improve both, their Quality
of Service (QoS) and the utilisation of system resources.
In these open systems application components are of-
ten designed independently of each other, introducing
the need for system management of resources at runtime.
This management requires a mechanism to distribute the
available system resources among the running applica-
tion components, in a way that maximises resource us-
age and increases QoS with respect to their importance
and temporal limits. This paper introduces a runtime al-
gorithm for the distribution of spare capacity in flexible
real-time systems. The efficiency of the presented algo-
rithm is evaluated by empirical tests and performance
measurements on embedded hardware.
1. Introduction
In embedded real-time systems being developed to-
day it is common to find requirements for flexibility
and support for dynamic behaviour that are key driving
factors in the design of their architectures and schedul-
ing methods. Manufacturers of these embedded and re-
source constrained systems are faced with the difficulty
of providing guarantees on the real-time behaviour of
their applications while at the same time handling flex-
ibility and dynamic changes to the applications being
executed. Traditional real-time scheduling focuses on
worst-case behaviour and using it for static configura-
tions implies that a large amount of capacity, that is only
used occasionally, is statically allocated in order to man-
age dynamic changes in application demand. This con-
flicts with the common requirement to be able to use the
maximum possible amount of the available resources.
In this context of requirements for flexibility and sup-
port for dynamic behaviour it is possible to design appli-
cations that adapt themselves to the available resources,
trading the quality of the response with the usage of re-
sources. In a system developed with this adaptivity in
mind it is possible to maximise resource usage while try-
ing to provide the best possible QoS.
The complexity of modern embedded systems is also
driving the need to independently develop applications
or application components that may join and leave the
system during runtime. The available resources should
be dynamically adapted to these changing situations. In
most platforms these dynamic changes may be frequent,
but not as fast as the regular application periods. We may
have new applications that stay in the system for seconds
or minutes, while their own internal periods may be in
the milliseconds range.
2. Motivation
Flexible applications come in many different forms.
For instance, multimedia systems need to process differ-
ent kinds of video and audio streams that have highly
variable computation times but require real-time pro-
cessing and rendering. It is common that classic in-
dustrial control applications, such as a robot control, get
mixed together with multimedia activities when the pro-
cess in which the robot is working requires image cap-
ture and analysis, or remote video monitoring. Mobile
phones and other embedded devices are turning them-
selves into devices with multiple capabilities, including
audio and video processing, GPS positioning, Internet
navigation, and more, in addition to their original radio
link capabilities. In these systems it is common that the
user starts or downloads new applications that must run
together with the previous ones in an environment with
limited resources; and many of these applications have
real-time constraints.
Not all the applications running in the system are ca-
pable of adapting or adapting equally to the available
resources. Most applications will require a minimum
amount of resources to produce results of the minimum
acceptable quality. Then, some applications may be able
to use additional resources, while others won’t. Of those
that may adapt to the available resources the level of
adaptation may be different. For instance, a video player
may upgrade itself to a higher frame rate if more re-
sources are available, changing the rate in a continuous
way, up to a maximum level after which there is no per-
ceived increase in the quality of the output. These type
of applications are referred to as continuous. A con-
trol algorithm on the other hand may have two versions:
a fast one with a low quality output and one requiring
more computation time and providing a high quality out-
put. In this case the system should allocate resources to
run either one version or the other. Applications with
this type of behaviour are referred to as discrete. In gen-
eral we find applications that can operate and generate
valid results at different frequencies (i.e. having a vari-
able period), and/or handle different processing time as-
signments (i.e. having a variable execution time).
The FRESCOR1 EU project is developing a middle-
ware layer, that is placed on top of a real-time operating
system, with the capability of running multiple applica-
tion components and scheduling the resources that they
need to run. Each application component describes the
resource requirements through one or more contracts.
These contracts specify the minimum resource require-
ments and the way in which the component is able to
use any additional available resources. The contract is
negotiated with the system in order to verify that the
minimum resources required can be granted to the ap-
plication component. Once a contract has been accepted
by the system a virtual resource (VR) (which has similar
properties to servers [10]) is allocated to the application
component. This VR represents a resource reservation,
and manages the consumption of the resource by the
application component to ensure that it can always get
its allocated budget, and that it never exceeds it, so that
other application components can also run in the system
with full temporal protection. On the other hand, when
application components complete processing and termi-
nate, their VRs are destroyed. In this situation the util-
isation of the processing hardware resource decreases,
causing an increase of the spare capacity. As a conse-
quence this spare capacity can be distributed to all of the
currently active VRs by adapting their parameters.
Since the decision making process for the selection of
VR parameters is an online task, there will be a trade-off
between the selection of optimal VR parameters and the
maximal affordable processing time for this task.
These mixed application and system requirements
give us the motivation for an online anytime algorithm
that is capable of distributing the spare capacity avail-
able in a given system resource. This resource is com-
monly a processor running tasks, but may also be a net-
work transmitting message streams. The algorithm pre-
sented in this paper is designed for fixed priorities, al-
though we believe that it could be easily extended to
other scheduling policies. We call this algorithm SCD,
for spare capacity distribution.
The SCD algorithm is based on the idea of maximis-
ing the utilisation of the processing hardware resource,
whilst optimising the QoS of the applications as dictated
by their importance and weight. The two attributes, im-
portance and weight, specified in each contract allow the
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system integrator to control the spare capacity distribu-
tion among active applications in the system by defin-
ing their significance to the system and relative to each
other. The SCD algorithm maximises the hardware re-
source utilisation by modifying the VRs’ temporal at-
tributes during runtime (i.e., budget, period, deadline
and as a consequence their priorities as well), under the
condition that their temporal requirements are not vio-
lated. The search for a feasible spare capacity distribu-
tion is an incremental process and it is based on bisec-
tion that provides the foundation for a simple and ef-
ficient implementation of the presented algorithm in a
runtime framework. Furthermore, the algorithm uses re-
sponse time analysis to test for schedulability, and since
this method is known to be exact no schedulability losses
are incurred by the test itself. The transition to a system
state where the new temporal values and priority order-
ing are used, is performed at a feasible time instant (e.g.,
at an idle instant [21], or according to the idle instant op-
timised protocol [11]). The protocol for the change from
one set of applications to another one, is currently a sub-
ject of extensive research. The purpose of this paper is
to present and evaluate the SCD algorithm.
3. Related work
In real-time systems, servers are often used as a
resource reservation mechanism to accomplish tempo-
ral partitioning among running application components.
They provide a budgeting mechanism, which prevents
malicious applications from affecting the operation of
other applications in the system. Although server con-
cepts [19, 20, 16] have been introduced to improve the
response time of aperiodic tasks, their application has
been adapted to provide temporal partitioning among
tasks [1].
The composition of independently developed appli-
cations has been considered by Deng et al. [9]. They
defined a scheme for a two-level hierarchically sched-
uled open system. Their work was based on dynamic
scheduling. Kuo and Li [13] later adapted Deng’s ap-
proach [9] to a fixed-priority operating system scheduler.
The FIRST2 project addressed the need for a schedul-
ing framework that could handle applications with vary-
ing processing demand [2]. The algorithm to adapt the
server parameters used utilisation-based schedulability
tests which are not exact, thus causing a lower resource
usage in the system.
Utilised in this paper are the improvements to the ex-
act schedulability test for fixed-priority tasks that were
presented in [8] by Davis et al. and in [7] by Davis and
Burns. In our case, the exact schedulability test is ap-
plied to VRs and determines whether the full amount of
each VR’s budget can be utilised before its deadline by
the associated application tasks.
The server attributes, importance and weight, that are
related to the spare capacity distribution, were intro-
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duced in [2]. They were further adopted for VRs in [10].
These attributes allow the applications to influence the
outcome of the spare capacity distribution.
Rosu et al. [18] described an adaptive resource al-
location mechanism for distributed real-time systems.
The expected application resource needs are specified
by configurations. The choice of the appropriate config-
uration and the resulting resource allocations depends
on environmental states, availability of resources in the
system and the achievable system performance. The re-
source allocation is carried out as a response to events in
the environment and changes in the processing demand
of a complex distributed application.
Resource adaptive soft real-time systems were con-
sidered by Lin et al. [15]. Here, the Rate-Based Earliest
Deadline (RBED) scheduler uses a heuristic algorithm
to increase the overall benefit by adjusting the QoS level
of the adaptive soft real-time tasks. Since the resource
demand varies with the QoS levels, the processing of the
adaptive tasks is adjusted so that they can be accommo-
dated on the available resources.
An elastic tasking model has been defined by But-
tazzo et al. [5, 6], where the task periods can be adjusted
in order to adapt to different load conditions.
Rajkumar et al. [17] introduced a QoS based resource
allocation model. Resource allocation to applications is
made in terms of resource utilisation, but it is the appli-
cation’s responsibility to choose the appropriate budget
and period. The algorithm that determines the resource
allocation, requires QoS functions representing resource
dependent changes of the application’s contribution to
the system value. However, the definition of such a func-
tion is not always straightforward.
Almeida et al. [3] presented an approach to adapt
during runtime the temporal parameters of flexible pe-
riodic tasks. Each task’s execution time and period is
expressed as an n-tuple vector for n different QoS levels.
From the set of all possible combinations of task param-
eters, a set of schedulable configurations is deduced by
an offline method. This set is used by the online QoS
manager to adapt the task parameters.
The SCD algorithm presented in this paper addresses
the following issues of previous work: The resource al-
location model in [18] is designed for high performance
distributed systems, rather than for embedded real-time
systems. Compared to the resource allocation model
in [15], we focus on fixed-priority scheduled systems.
The elastic task model [5, 6] addresses resource adapta-
tion by changing task periods but not their allocated pro-
cessing times. In contrast to the scheduling framework
in [2], the SCD algorithm can be used as an anytime al-
gorithm, and terminate after a maximum execution time
providing non-optimal but schedulable VR parameters.
Furthermore, loss of distributable spare capacity due to
the schedulability test of VRs is prevented by using an
exact test. The adaptation method presented in [3] con-
flicts with the notion of open systems due it assumption
of static set of tasks that are known before runtime, and
is therefore not well applicable to open systems.
4. System model
It is assumed that a set of flexible application compo-
nents {A1, A2, · · · , Am} are mapped to a set of virtual
resources Γ = {S1, S2, · · · , Sn}, with m ≤ n.
The tasks of each flexible application component are
mapped to and are executed by one or more VRs. In
the former case the application’s taskset is mapped to
one VR, where in the latter case the taskset is divided
into subsets and each subset is mapped to a VR. Unless
a one-to-one mapping of task to VR is used, a hierar-
chical scheduler can be utilised to determine the order
of execution of tasks on the same VR. The presence of
one or more tasks on a single VR does not affect the
spare capacity distribution, as it is done solely for VRs
according to their requirements specified in their respec-
tive contracts.
The tasks of one application component are not
mixed with tasks of other components in the same VR,
in order to ensure the temporal protection among them.
Each virtual resource Si is characterised by its pro-
cessing budget Ci, replenishment period Ti, deadline
Di, importance Ii and weight Wi.
Each virtual resource Si is either defined as a contin-
uous or discrete VR [10] depending on the domain of its
temporal parameters:
• For continuous VRs, the operational ranges of pe-
riod and budget are defined by a lower and upper
bound, [Tmini , Tmaxi ] and [Cmini , Cmaxi ], respec-
tively. The actual value assigned to a VR’s temporal
attribute can take any value from within correspond-
ing operational ranges. The budget and period of
continuous VRs are independent of each other and
therefore can be adjusted independently.
• For discrete VRs a finite set of (Cj , Tj , Dj)
triples are defined. Only values from this set of
(Cj , Tj , Dj) triples can be assigned to discrete VRs’
temporal attributes. This definition implies that tem-
poral attribute values are linked to each other.
The budget Ci denotes the maximal processing time
that can be consumed by a VR before it is suspended.
The budget is replenished to its full amount after every
period Ti.
The deadline Di of a VR specifies the relative time
from the point when it has been released until it has to
complete the supply of its budget to the associated appli-
cation component. The deadlineDi of a virtual resource
Si can be defined to be:
1. equal to its period Ti for a continuous VR,
2. equal to Dj from the selected (Cj , Tj, Dj) triple for
a discrete VR or,
3. a constant value for both types of VRs.
Additionally, it is assumed that the deadline of a VR is
always less than or equal to its period, Di ≤ Ti.
The priority Pi of a VR Si is assigned to it using a
fixed-priority assignment policy. The priority of VRs
may change during the spare capacity distribution, but
it remains fixed during the steady operational state of
the system. If a VR’s temporal attribute, which is used
by the priority assignment policy, is modified during the
execution of the SCD algorithm, then the priority as-
signment has to be updated. Nevertheless, the constraint
Di ≤ Ti is not violated by the modification of the pe-
riod.
For a VR Si two of its attributes, importance level
Ii and weight Wi, are used to influence the outcome of
the SCD algorithm. The precedence, in which the spare
capacity is assigned to VRs is determined by the impor-
tance level Ii of the VRs. For the spare capacity distri-
bution, VRs with the same importance level are logically
combined into groups. A group Gl is the set of all VRs
with the same importance level l (see Equation1).
Gl = {Si ∈ Γ|Ii = l} (1)
Each major iteration of the SCD algorithm is limited
to a groupGl of VRs. Usually several major iterations of
the SCD algorithm are required until a solution is found
for the given set Γ of VRs.
The weight attribute Wi influences the fraction of
the spare capacity that a VR will get. The fair share
value [12] denoted as Hi is used as a factor to determine
the fraction of additional capacity that a virtual resource
Si will get when a certain amount of spare capacity is
distributed at the currently examined importance level
IC (see Equation 2). In this equation, Ij denotes Sj’s
importance level.
Hi =
Wi∑
∀j:Ij=IC
Wj
(2)
The usage of shared resources and the consequent
blocking factors have no direct impact on the SCD algo-
rithm itself. Therefore, there are neither assumptions nor
restrictions on the usage of shared resources, since the
corresponding blocking factors affect only the schedula-
bility test.
The utilisation caused by a virtual resource Si on a
processor is the amount of assigned budget Ci per re-
plenishment period Ti. The processor’s capacity that is
unused by VRs is denoted as spare capacity.
The processor’s utilisation is calculated as the sum of
all VRs’ utilisation. The largest utilisation of the pro-
cessor, determined by the SCD algorithm, at which the
set of VRs in the system becomes unschedulable is re-
ferred to as the breakdown utilisation. The breakdown
utilisation mainly depends on the VR types in the sys-
tem. With only continuous VRs it is likely that close to
100% processor utilisation is achieved since the utilisa-
tion assigned to these VRs can be gradually increased.
Whereas with discrete VRs the largest processor utilisa-
tion is likely to be significantly less than 100% due to
the limited number of VR budget and period values.
5. Spare capacity distribution algorithm
5.1. SCD algorithm characteristics
The intention of the SCD algorithm is to allocate as
much as possible of the processor’s spare capacity Us to
VRs in the system. Of course, after the application of the
SCD algorithm, the set of VRs with their new utilisation
values has to be schedulable.
The utilisation probe Up is the amount of spare ca-
pacity that can be distributed at once among the VRs at
the processed importance level.
Since the presented algorithm is a search based ap-
proach, feasibility of various probe values need to be
tested. An efficient approach to find a feasible probe
value Up ∈ {0, 0+ δUp, . . . , Us − δUp, Us} is provided
by bisecting the interval [0, Us] and applying the binary
search algorithm to it. The binary search algorithm is
fast, has minimal memory requirements and the required
processing resources are also low.
For a given set of VRs, the maximal distributable
spare capacity can be found within 1 + ⌈log2N⌉ iter-
ations, where N is the number of potential values for
Up. Given the granularity δUp of the interval [0, Us],
the number of potential values for Up can be calculated
as N = Us
δUp
. For example, a typical value of 1% for
δUp and the possible maximum value for Us of 100%,
limits the number of potential values N for Up to 100.
By applying the binary search on the 100 possible val-
ues, a feasible Up can be determined by checking the
schedulability of 1+ log2100 = 8 different spare capac-
ity distribution scenarios.
A virtual resource Si is defined to be available/active
for spare capacity distribution if it is able to increase its
utilisation due to the following conditions:
• During the last iteration of the spare capacity distri-
bution, Si did not render the system unschedulable,
• Si has not reached its predefined maximal utilisa-
tion and can therefore utilise a higher spare capacity
allocation.
In order to determine the optimality of the SCD al-
gorithm the following assumption is made, driven by
the FRESCOR project: The spare capacity supplied at
higher importance levels is considered infinitely more
valuable than at lower importance levels. This implies
that different importance levels are incomparable. The
SCD algorithm starts with the spare capacity distribution
at the highest importance level. Spare capacity is sup-
plied by decreasing the periods and increasing budget
of VRs at this importance level. Only after all possible
spare capacity has been allocated at the highest impor-
tance level, does the algorithm considers the next high-
est level and so on. Hence, under the assumption that
importance levels are incomparable, the SCD algorithm
provides the optimal spare capacity distribution.
The schedulability test used by the SCD algorithm
is an exact test for fixed-priority scheduled uniprocessor
real-time systems [8]. Before the SCD algorithm is ap-
plied to the VRs in the system, the schedulability using
their minimal timing requirements is ensured. Changes
to the set of the VRs in the system are only permitted if
the changed set remains schedulable using the minimal
temporal requirements of the VRs.
5.2. Description of the SCD algorithm
As input, the SCD algorithm requires a priority or-
dered list of VRs along with their temporal attributes.
This priority ordered list (Π) contains VRs that want to
benefit from the additional assignment of spare capacity.
Π is also used as the output list.
The SCD algorithm starts with the VRs’ temporal
parameters set to their minimum timing requirements.
The minimum timing requirement is either the minimum
budget Cmini and largest period Tmaxi in the case of a
continuous VR, or (Cj , Tj , Dj) triple with the smallest
utilisation in the case of a discrete VR. A soon as the
SCD algorithm finds an intermediate or final solution,
the new temporal values of the VRs are stored in Π.
With the SCD algorithm, at each importance level the
search for the largest feasible Up is carried out in order
to determine a feasible spare capacity distribution (see
Algorithm 1).
InOut: Π: Priority ordered list of VRs
foreach importance level l (in decreasing order) do
Determine Hi for all Sli that are active;
while not all possible Up values checked do
Calculate ∆Ui (see Equation 3) and increase the
current utilisation of Sli to Unewi by ∆Ui;
Determine Sli new parameters using Algorithm 2;
Determine new priority ordering for the
schedulability test;
if all VRs are schedulable then
Store new priority ordering and temporal
values of all active Sli in Π;
Algorithm 1: Spare capacity distribution
Each major iteration of the SCD algorithm is limited
to VRs at a particular importance level, starting at the
highest level.
The steps of the SCD algorithm that are executed at
every importance level are as follows:
1. Calculate the fair share values.
The fair share value Hi of every active virtual re-
source Si at the currently processed importance
level is calculated using Equation 2. This value is
used to determine the fraction of capacity that will
be assigned to the active VRs.
2. Search for a feasible spare capacity distribution.
The algorithm considers only VRs that are active
(i.e. capable of accepting more than their current
utilisation) at the currently examined importance
level. Using binary search (represented by the while-
loop condition in Algorithm 1), the distributable
spare capacity Up is narrowed down to the largest
value at which the system is schedulable, but where
an additional amount (δUp) of spare capacity assign-
ment (i.e. Up + δUp) would cause an infeasible
schedule.
For each utilisation probe Up, the temporal param-
eters of active VRs at the currently examined im-
portance level are recalculated using Algorithm 2,
where Unewi denotes the increased utilisation of Si
by ∆Ui.
∆Ui = Up ·Hi (3)
3. Increase active VRs’ utilisation.
If a schedulable spare capacity distribution has been
found, the new VR temporal parameters are stored in
the output list Π regardless of whether these values
are intermediate or final.
One possible approach to determine the budget and
period of a continuous VR Si (with an increased utili-
sation equal to Unewi ) is presented in Algorithm 2. If
possible, the VR’s smallest period Tmini is used and its
budget is calculated accordingly. If it is not feasible to
use its smallest period, then the minimum budget Cmini
is fixed first and the period is calculated accordingly.
Under both circumstances, the calculated values are re-
stricted to the specified interval for the budget and the
period, respectively.
if (Cmini /T mini ) > Unewi then
Ci = C
min
i ;
Ti = min
`
(Cmini /U
new
i ), T
max
´
;
else
Ti = T
min
i ;
Ci = min
`
(T mini · U
new
i ), C
max
´
;
Algorithm 2: Budget and period calculation
For a discrete VR, the utilisation values of its dif-
ferent discrete (Cj , Tj , Dj) triples are calculated. Then
the (Cj , Tj, Dj) triple with the biggest utilisation value,
which is less than or equal to Unewi , is selected.
5.3. Priority assignment
In this paper, the deadline-monotonic priority assign-
ment [14], as provided by the FRESCOR framework,
was used for the empirical evaluation. The implemen-
tation of the SCD algorithm considers two different VR
configurations for the deadline:
1. Virtual resource’s deadline is equal to its period,
2. Virtual resource’s deadline is constant.
In the case that a VR’s deadline is configured to be
equal to its period, whenever the period is changed dur-
ing the spare capacity distribution its deadline is ad-
justed accordingly and priority reordering is carried out.
Furthermore, the schedulability test of the VRs is car-
ried out in decreasing order of their priorities.
6. Empirical evaluation
6.1. Test data generation
To evaluate the performance of the SCD algorithm,
VR sets were generated where the variation of particular
isolated test-case parameters was examined. For each
of these VR sets 100000 different configurations were
created. Each configuration consists of the predefined
number of VRs (i.e. 5, 10, 15, . . . , 50) for which ran-
domly generated VR parameters (i.e. budget, period and
deadline) were created.
The approach, presented by Bini and Buttazzo [4], to
create tasks parameters for a given maximal utilisation
(subsequently referred to as the Initial Target Utilisation
(ITU)), was used in this work to generate the random VR
parameters.
The ITU was chosen so that the performance of the
spare capacity distribution could be observed in different
scenarios where more or less spare capacity was avail-
able. The chosen ITUs were 30%, 50% and 80%. Be-
fore the VR sets were processed by the SCD algorithm,
it was ensured that the generated sets were schedulable
at the chosen ITU. Test-cases with initially unschedula-
ble VR sets were not considered in the measurement and
they were replaced with a new and schedulable VR set.
The period and budget of the VR is derived from its
randomly generated utilisation value. First, the VR’s pe-
riod is chosen according to a uniform random distribu-
tion from a randomly selected period magnitude range
(i.e. [103, 104], [104, 105], [105, 106] or [106, 107]).
Given the VR’s utilisation and period, the calculation of
its budget is straight forward.
To take advantage of the flexibility of VRs, a defini-
tion for the upper and the lower bound of their utilisa-
tion ranges is required. For each VR the initially gener-
ated random utilisation values are considered in the tests
as their lower utilisation bounds. This lower utilisation
bound is used to derive the VR’s minimum budget and
maximum period. The minimum budget is then multi-
plied and the maximum period is divided by a factor in
order to determine the VR parameters (i.e. maximum
budget and minimum period) for its upper utilisation
bound. A factor of 2.0 for the 30% ITU, and a factor
of 1.5 for 50% and 80% ITU was used.
For discrete VRs, additional to their lower and up-
per utilisation bounds, a random number of intermediate
utilisation values were generated. The number of inter-
mediate values was in the range of 1 to 3, where 5 is
the maximum number of discrete temporal attributes de-
fined by the FRESCOR framework.
6.2. Experiment evaluation
This section evaluates the data, which was collected
from various measurements by varying different param-
eters as indicated in Section 6.1. The diagrams show
the progress of the spare capacity distribution as a func-
tion of the number of ceiling operations needed by the
schedulability analysis, a useful proxy for algorithm ex-
ecution time [8]. This section uses the number of ceil-
ing operations to give insight into the complexity of the
algorithm. Section 7.2 extends this information by map-
ping it onto absolute time. In the following, the term
number of ceiling operations will be referred to as num-
ber of iterations.
The presented experiments contain a mixed set of
VRs (both continuous and discrete). The only exception
is the experiment in which the impact of the different
temporal attribute types (i.e. discrete or continuous) on
the SCD algorithm is examined.
For the sake of clarity, the diagram types used to sup-
port the empirical evaluation are introduced in Figure 1.
Of main interest are the following properties of the SCD
algorithm: how fast can the spare capacity be distributed
and the number of iterations required by the algorithm
to terminate. The average increase of processor’s util-
isation as the SCD algorithm progresses, is depicted in
Figure 1a. The percentage of test-cases terminated by
a certain number of iterations is depicted in Figure 1b.
This figure can also be interpreted as the probability that
the SCD algorithm will terminate within a given number
of iterations for a given number of VRs.
For all experiments the SCD algorithm was executed
until it terminated itself. The processor’s utilisation
achieved in this way is the highest schedulable utilisa-
tion of the active VRs in the system.
In Figure 1 the effect of the number of VRs on the
SCD algorithm is examined. Figure 1a shows that the
rate of the average utilisation increase from an ITU of
50% slows up when the number of VRs in the system is
increased. The number of iterations required to termi-
nate with a particular probability also increases with the
number of VRs (see Figure 1b). The diagrams indicate
that more iterations are required to find a feasible spare
capacity distribution as the number of VRs in the system
increases. This comes about due to the increased num-
ber of schedulability tests that are required for each VR
utilisation level.
In dynamic real-time systems the processor’s utilisa-
tion at which application components are submitted into
the system cannot be predicted in advance. Therefore,
the impact of the initial processor’s utilisation on the
progress of the SCD algorithm was also considered (see
Figure 2). In Figure 2a it can be observed that the ITU
has an effect on the processor’s utilisation increase only
at the beginning of the algorithm. In the long term (i.e.
above 2000 iterations) the ITU becomes irrelevant and
the utilisation increase is dominated by the number of
VRs in the system. The probability for the termination
of the SCD algorithm is influenced from the beginning
by the number of VRs and the ITU has only a negligi-
ble effect (see Figure 2b). The effect of the ITU is small
since the number of schedulability tests that are carried
out during the runtime of the SCD algorithm stay nearly
identical for various ITUs.
The VR’s temporal attributes can be either of contin-
uous or discrete type. Hence, there can be three different
VR sets in the system. Only continuous, only discrete
or a mixed set of VRs. Our experiments show that the
temporal attribute type has only a minor effect on the in-
crease of the processor’s utilisation and the runtime of
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Figure 1. Number of VRs: 5, 10, ..., 50
 0
 20
 40
 60
 80
 100
 100  1000  10000A
ve
ra
ge
 u
til
iz
at
io
n 
[%
]
Number of iterations
50
80
25
80
10
80
50
50
25
50
10
50
50
30
25
30
10
30
(a) Average utilisation
 0
 20
 40
 60
 80
 100
 100  1000  10000  100000
Co
m
pl
et
ed
 se
ts 
[%
]
Number of iterations
50
80
50
50
50
30
25
80
25
50
25
30
10
80
10
50
10
30
(b) SCD algorithm termination rate
Figure 2. ITU: 30%, 50% and 80%
the SCD algorithm. For space reasons, these results are
not included in this paper but are available in a technical
report [22].
The VR assignment to importance levels has been
analysed in two scenarios (see Figure 3). In one sce-
nario, the VRs have been randomly distributed among
the available importance levels. In the other scenario,
they have been assigned to a single importance level.
Figure 3a shows that the use of a single importance level
had a negative effect on the processor’s utilisation in-
creases. These are much slower although in long term,
the processor’s utilisation values for both scenarios con-
verge towards each other. On the other hand, the num-
ber of iterations required for the termination of the al-
gorithm decreased if a single importance level was used
(see Figure 3b). In this case, performing the schedula-
bility test for the empty importance levels was avoided,
which led to the reduction in iterations.
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Figure 3. Importance level allocation
The measured data, presented in this section, reveal
that the performance of the SCD algorithm is mainly in-
fluenced by the number of VRs in the system.
7. Performance evaluation
This section provides information about the embed-
ded hardware that was used for the performance mea-
surements and the absolute values for the execution
times obtained. Additionally, using a pragmatic ap-
proach, a linear upper bound equation is derived for the
execution time of the SCD algorithm. This allows us to
determine the required budget for the SCD algorithm, in
order to provide a complete or partial solution for the
spare capacity distribution of the system.
7.1. Test environment
The empirical evaluation, which was presented in
Section 6, is extended by performance measurements
on an embedded platform. The intention of this task is
to determine which parameters influence the SCD algo-
rithm’s execution time.
In order to exclude operating system and other un-
desirable overhead, an embedded system was configure
in a way that only the spare capacity distribution was
executed. This provided the facility to obtain absolute
values for the execution time of the SCD algorithm.
The embedded platform consisted of an MPC555 mi-
crocontroller running at 40 MHz system clock.
To create the target executable file, a development
environment comprising the GNU C compiler and
RapiTime version 1.2, a tool for worst-case execution
time analysis, was used. The executable files were op-
timised by the compiler using the option -O2. To avoid
falsification of the measurements by intermediate per-
formance monitoring of the SCD algorithm, only end-
to-end execution times were recorded.
Due to the limited performance of the embedded sys-
tem, the number of test cases used was reduced to 3000
randomly generated VR sets for each fixed number of
VRs in the set (i.e. 5, 10, 15,. . . , 45, 50 VRs). The ITU
(i.e. 30%, 50% or 80%) and the type of the VR sets
(only continuous, only discrete or mixed type) were ran-
domly created for each of the 3000 sets. Nevertheless,
sufficient data was captured to analyse the behaviour of
the SCD algorithm on real hardware.
7.2. Measurement
During the design phase of real-time systems, infor-
mation is required about the expected complexity of the
SCD algorithm. In the following, an upper bound equa-
tion will be defined that allows engineers to determine
during the design phase the required amount of budget
for the SCD algorithm.
As an initial step, the dependency of the SCD al-
gorithm’s execution time on the number of iterations
and VRs in the system was examined. Figure 4 shows
for different numbers of VRs the execution time plotted
against the number of iterations and the corresponding
regression lines. Since the scatter of the measured values
along the x-axis is very narrow for the test-cases with 5,
10 and 15 VRs, their regression lines are omitted.
To determine the necessary values for the linear up-
per bound equation, the least-squares linear regression
method was applied to the collected data. Table 1 sum-
marises the parameters of the regression lines from Fig-
ure 4. The data in Table 1, as well as visual inspection of
Figure 4 indicate that the slope of each regression line is
very similar. This observation suggests a linear depen-
dency of execution time on the number of iterations.
But a single linear equation is not sufficient to express
the execution time of the SCD algorithm. Since the re-
gression lines do not overlap but have an offset between
them, the dependency of this offset on the number of
VRs has been examined as well. In Figure 4 the intersec-
tion points of the regression lines with z-y-plane shows
that the offset also increases linearly with the number of
Table 1. Regression line parameters
VR# Function Slope
`
10−3
´
Y-axis offset
50 f50(x) 1.5425 99.287
45 f45(x) 1.5520 87.238
40 f40(x) 1.5579 75.519
35 f35(x) 1.5722 64.308
30 f30(x) 1.5862 53.022
25 f25(x) 1.6263 42.277
20 f20(x) 1.6386 32.486
VRs in the system.
The equation, which describes the y-axis intersection
of the execution time regression lines against the number
of VRs, was also determined via linear regression (see
Equation 4).
y0(v) = 2.381 · v − 21.397 (4)
The former analysis reveals that the execution time
depends mainly on two parameters. Figure 4 shows the
execution times plotted along the y-axis. The x-axis rep-
resents the number of iterations and the z-axis the num-
ber of VRs. The observable linear behaviour of the plot-
ted data along the x-axis as well as along the z-axis sug-
gests the definition of the execution time upper bound as
a plane equation with the number of iterations and VRs
as independent variables.
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Figure 4. Execution time samples
The general form of the plane equation can be defined
as C(n, v) = a1 · n + a2 · v, with C(n, v) representing
the execution time, n the number of iterations and v the
number of VRs.
Next, the coefficients, a1 and a2, for the plane equa-
tion were specified. They were derived from the data
that was obtained by measurements on the embedded
platform.
The first coefficient, a1, was determined by calculat-
ing the average slope of the execution time regression
lines. The average value is approximately 1.58224 ·
10−3, but for ease of use, this value has been rounded
up to 1.6 · 10−3.
Finally, the value of the second coefficient, a2, was
defined. Based on Equation 4 and on the data of Fig-
ure 4, the value of 2.8 was determined for a2. This value
was obtained by the application of pragmatic steps in or-
der to simplify Equation 4. The aim was to preserve just
a single factor that expresses the dependency between
the number of VRs, and the y-axis intersection of the
lines that represent the execution time upper bounds for
each set of VRs. The value of coefficient a2 was in-
creased from the value starting at 2.381 (as specified by
Equation 4) until the regression lines in Figure 4 became
the upper bound on the measured execution times for
the corresponding set of VRs (i.e. every execution time
sample was below the upper bound).
Using this information, an execution time upper
bound equation for the SCD algorithm was derived (see
Equation 5). The equation represents a pragmatically
derived execution time upper bound for the MPC555 mi-
crocontroller that was used to carry out the performance
measurements.
C(n, v) = 0.0016 · n+ 2.8 · v (5)
To get an idea of how the execution time upper bound
increases with system complexity, the upper bound was
plotted against the number of VRs in the system and the
number of iterations. The data that was generated by
the application of Equation 5 spans a plane in three di-
mensional space. The plane in Figure 5 illustrates the
execution time upper bound of the SCD algorithm. For
the sake of clarity contour lines are rendered at 50 ms
intervals.
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Figure 5. Execution time upper bound
In order to determine the required budget for the SCD
algorithm, the expected maximal number of VRs in the
system and the granted maximal number of iterations
for the runtime of the algorithm has to be specified.
The parameter, maximal number of iterations, also in-
fluences the probability of the SCD algorithm terminat-
ing within the determined budget. The probability of
termination within a certain number of iterations has al-
ready been investigated during the empirical evaluation
in Section 6.2. It can be summarised as follows.
Table 2 shows the maximal number of iterations that
were required by the SCD algorithm to terminate for
99.99%, 99.90%, 99.00% and 90.00% of the test-cases.
There is a slight difference in the number of required it-
erations for the algorithm among the test-cases that were
performed with 30%, 50% and 80% ITU; but the great-
est observed values were chosen.
Table 2. Number of iterations
VR# 99.99% 99.90% 99.00% 90.00%
5 3000 2000 1000 1000
10 9000 6000 4000 3000
15 18000 14000 10000 6000
20 32000 24000 18000 12000
25 45000 36000 27000 18000
30 58000 49000 38000 26000
35 77000 66000 51000 36000
40 98000 86000 68000 49000
45 135000 108000 85000 62000
50 157000 132000 107000 77000
Based on the data that was collected during the em-
pirical evaluation and the performance measurements,
the required budget for the SCD algorithm can be de-
rived for a real-time system using an MPC555 micro-
controller and a specified maximum number of VRs.
As an example, we now determine the budget for two
different configurations. First, the budget for the SCD
algorithm on a system with a maximum of 5 application
components is calculated. The budget is chosen such
that the algorithm can terminate in 99.99% of the cases.
Applying the information from Table 2 in Equation 5,
provides a budget estimate of C(3000, 5) = 0.0016 ·
3000 + 2.8 · 5 = 18.8ms. For the second example, we
assume a system with at most 25 components. Again,
the budget should allow the SCD algorithm to terminate
in 99.99% of the cases. Hence, the estimated budget is
C(45000, 25) = 0.0016·45000+2.8·25 = 142ms. The
calculated values for the examples are also illustrated in
Figure 5.
The two coefficients, a1 and a2, of the linear equation
depend on various hardware factors, like the availability
and size of data caches, data bus bandwidth, external
memory speed, etc. They also depend on the location
(i.e. internal or external memory) of the relevant pro-
cessing data. Therefore, the linear equation representing
an upper bound for SCD algorithm’s execution time, has
to be individually derived for each hardware platform.
This can however easily be performed using a suitable
program for calibration, such as the one used to gener-
ate the results presented here.
8. Conclusion
In this paper we presented an easily and efficiently
implementable algorithm for the distribution of a pro-
cessing resource’s spare capacity. The contribution can
be summarised as:
• an anytime SCD algorithm that can generate useful
results even if the algorithm’s execution time is lim-
ited,
• runtime adaptation of continuous and discrete VR
temporal parameters (i.e. budget and period),
• preventing schedulability test based inefficiency us-
ing an exact test.
The efficiency of the SCD algorithm was examined
by empirical evaluation and performance measurements
on an embedded platform.
The performance evaluation of the SCD algorithm
shows that, for example in a system with up to 25 mixed
VRs, the algorithm terminates in 99.99% of the cases
within 45000 iterations, and within the same number of
iterations the processor reaches an average utilisation of
98%. Based on the upper bound equation (Equation 5),
the worst-case execution time for 45000 iterations and
25 VRs is equivalent to 142 ms on an MPC555 micro-
controller with a system clock of 40 MHz. The MPC555
is not however a sufficiently powerful processor to sup-
port 25 application components.
On faster processors, the cost for one iteration of the
SCD algorithm, as well as the overall execution time,
decreases. Therefore the complexity of a system, mea-
sured in terms of the number of active VRs, for which
the SCD algorithm can be considered applicable, in-
creases. For example, a processor with approximately
10 times the performance of a 40MHz MPC555 might
be used in Avionics or Telecommunications applications
that need to support 10 to 25 application components. In
this case, such a processor would require at most 15ms
to execute the SCD algorithm.
The SCD algorithm shown in this paper has been in-
tegrated into the FRESCOR framework, giving it the
capability to distribute spare capacity among different
application components with the objective of fully us-
ing the available processor capacity and maximising the
QoS. While the algorithm is based on the current imple-
mentation of FRESCOR on fixed priorities, we believe
that it is easily extensible to other scheduling policies
and tests. As future work we will investigate the mode
change protocols used to make effective the calculation
of a new resource allocation as a result of the SCD algo-
rithm. Furthermore, the allocation of multiple resources
(e.g. processor, network bandwidth, memory, etc.) to
application components and their interdependency will
be examined.
Acknowledgements
This work was funded in part by the EU FRESCOR
project (contract number FP6/2005/IST/5-034026). We
would also like to thank Rapita Systems Ltd.3 for pro-
viding the necessary equipment and tools for the per-
formance measurements. Furthermore, we would like
to thank Daniel Sangorrı´n Lo´pez for his valuable com-
ments.
References
[1] L. Abeni and G. C. Buttazzo. Integrating multimedia appli-
cations in hard real-time systems. In Proceedings of the 19th
IEEE Real-Time Systems Symposium, pages 4–13, Madrid,
Spain, Dec 1998.
3Rapita Systems Ltd. Available at http://www.rapitasystems.com
(8 January 2009)
[2] M. Aldea Rivas, G. Bernat, I. Broster, A. Burns, R. Do-
brin, J. M. Drake, G. Fohler, P. Gai, M. Gonza´lez Harbour,
G. Guidi, T. L. J. Javier Gutie´rrez Garcia, G. Lipari, J. L.
M. P. Jose´ M. Martı´nez, J. C. Palencia Gutie´rrez, and M. Tri-
marchi. Fsf: A real-time scheduling architecture frame-
work. In Proceedings of the 12th IEEE Real-Time and
Embedded Technology and Applications Symposium, pages
113–124, 2006.
[3] L. Almeida, S. Fischmeister, M. Anand, and I. Lee. A
dynamic scheduling approach to designing flexible safety-
critical systems. In Proceedings of the 7th ACM & IEEE
international conference on embedded software, pages 67–
74, 2007.
[4] E. Bini and G. C. Buttazzo. Measuring the performance of
schedulability tests. Real-Time Systems, 30(1-2):129–154,
2005.
[5] G. C. Buttazzo, G. Lipari, and L. Abeni. Elastic task
model for adaptive rate control. In Proceedings of the IEEE
Real-Time Systems Symposium, pages 286–295, Washing-
ton, DC, USA, 1998. IEEE Computer Society.
[6] G. C. Buttazzo, G. Lipari, M. Caccamo, and L. Abeni. Elas-
tic scheduling for flexible workload management. IEEE
Transactions on Computers, 51(3):289–302, 2002.
[7] R. I. Davis and A. Burns. Response time upper bounds for
fixed priority real-time systems. In Proceedings of the 29th
IEEE Real-Time Systems Symposium, 2008.
[8] R. I. Davis, A. Zabos, and A. Burns. Efficient exact schedu-
lability tests for fixed priority real-time systems. IEEE
Transactions on Computers, 57(9):1261–1276, 2008.
[9] Z. Deng, J. W.-S. Liu, and J. Sun. A scheme for scheduling
hard real-time applications in open system environment. In
Proceedings of the 9th Euromicro Workshop on Real-Time
Systems, pages 191–199, Toledo, Spain, Jun 1997.
[10] M. Gonza´lez Harbour and M. T. de Esteban. Architecture
and contract model for integrated resources. Technical Re-
port D–AC.2v1, Universidad de Cantabria, 2007.
[11] M. Gonza´lez Harbour, D. S. Lo´pez, and M. T. de Esteban.
Mode change protocol for budget changes in contract-based
scheduling. Technical report, Universidad de Cantabria,
2008.
[12] J. Kay and P. Lauder. A fair share scheduler. Communica-
tions of the ACM, 31(1):44–55, 1988.
[13] T.-W. Kuo and C.-H. Li. A fixed-priority-driven open en-
vironment for real-time applications. In IEEE Real-Time
Systems Symposium, pages 256–267, 1999.
[14] J. Y.-T. Leung and J. Whitehead. On the complexity of
fixed-priority scheduling of periodic real-time tasks. Per-
formance Evaluation, 2(4):237–250, Dec 1982.
[15] C. Lin, T. Kaldewey, A. Povzner, and S. A. Brandt. Diverse
soft real-time processing in an integrated system. In Pro-
ceedings of the 27th IEEE International Real-Time Systems
Symposium, pages 369–378, 2006.
[16] J. Liu. Real-Time Systems. Prentice-Hall, Inc., 2000.
[17] R. R. Rajkumar, C. Lee, J. P. Lehoczky, and D. P. Siewiorek.
A resource allocation model for qos management. In IEEE
Real-Time Systems Symposium, pages 298–307, 1997.
[18] D. Rosu, K. Schwan, S. Yalamanchili, and R. Jha. On adap-
tive resource allocation for complex real-time application.
In Proceedings of the 18th IEEE International Real-Time
Systems Symposium, pages 320–329, 1997.
[19] L. Sha, J. P. Lehoczky, and R. R. Rajkumar. Solutions for
some practical problems in prioritizing preemptive schedul-
ing. In Proceedings of the 7th IEEE Real-Time Sytems Sym-
posium, pages 181–191, 1986.
[20] B. Sprunt, L. Sha, and J. P. Lehoczky. Aperiodic task
scheduling for hard real-time systems. Real-Time Systems,
1(1):27–60, 1989.
[21] K. W. Tindell and A. Alonso. A very simple protocol for
mode changes in priority preemptive systems. Technical
report, Universidad Politecnica de Madrid, 1996.
[22] A. Zabos, R. I. Davis, and A. Burns. Utilization based
spare capacity distribution. Technical Report YCS-2008-
427, University of York, 2008.
Software Transactional Memory: Worst Case Execution Time Analysis
Toufik Sarni and Audrey Queudet
LINA - University of Nantes
France
FirstName.LastName@univ-nantes.fr
Patrick Valduriez
LINA and INRIA
Nantes - France
Patrick.Valduriez@inria.fr
Abstract
While real-time applications are becoming more and
more concurrent and complex, the drive toward multicore
systems raises new challenges related to the paralleliza-
tion of such performance-critical applications. Transac-
tional memory is an attractive concept for expressing par-
allelism for programming multicore systems as it avoids
the problems of lock-based methods and eases program-
ming. However, it has not yet been exploited for real-time
systems. In this paper, we propose the first real-time di-
rected case study of software transactional memory. In
particular, our goal is to identify the origin of the varia-
tion of the worst-case execution times (WCET) of trans-
actions in memory. Based on a real implementation, we
show through various experiments that for soft real-time,
transactions rollback times are not the main cause of ex-
ecution times variation. A good memory allocator must
also be provided in order to suitably bound the WCETs of
transactions into software transactional memory.
1 Introduction
With the advent of multicore systems, the transactional
memory (TM) concept has attracted much interest from
both academy [1, 2] and industry [3] as it eases program-
ming and avoids the problems of lock-based methods. By
supporting the ACI (Atomicity, Consistency and Isola-
tion) properties of transactions, TM relieves the program-
mer from dealing with locks to access resources. More
important, it avoids the severe problems of lock-based
methods such as deadlock situations and priority inver-
sions. While lock-based methods systematically block
all accesses to shared resources, transactional memory al-
lows several transactions to access resources in parallel. A
transaction is either aborted when a conflict is detected, or
committed in case of successful completion. Conflicts are
handled with non-blocking synchronization which offers
a stronger guarantee of forward progress.
There are three kinds of implementations for transac-
tional memory: hardware-based memory (HTM) [1, 4],
software-based memory, denoted as software transac-
tional memories (STM) [2, 5, 6, 7] and hybrid schemes
(HyTM) that combine both hardware and software sup-
ports [8, 9]. HTM researchers mainly focus on implemen-
tation with less attention to performance. On the contrary,
STM researchers take care about performance issues on
TM, and several policies [10, 11] have been proposed to
manage conflicts between transactions.
While software transactional memories are widely
studied for numerous and various purposes, they have not
yet been studied for real-time systems. However, we be-
lieve that the advantages of transactional memory can also
be brought to real-time systems. Thus, we propose to
study how to adapt it to soft real-time systems. For this
purpose, we aim to identify which parts of STM cause
WCET variations. It is often claimed that transaction roll-
back times are the main cause of unpredictability in exe-
cution times. However, the recent STMs are usually dy-
namic memory based. We show in this paper that STM
memory allocators require more consideration than roll-
back times in order to bound the execution time of trans-
actions. Furthermore, we show that transaction rollback
times also depend on the time latencies of the underlying
operating system. This is why we focused on selecting the
best task scheduling policy minimizing the rollback times.
To the best of our knowledge, this paper is the first to
study the WCET variation of STM based on a real imple-
mentation. The rest of the paper is organized as follows.
Section II discusses related work. Section III introduces
the real-time scheduling of both tasks and transactions and
presents the STM used in our experiments. Section IV
presents both the issues identified for adapting STM to sat-
isfy real-time constraints and their implementation. Sec-
tion V gives an experimental analysis under several real-
time scheduling policies of tasks and shows the impact of
memory allocator on the STM. Finally, Section VI draws
the main conclusions and discusses future work.
2 Related Work
Schoeberl et al. [12] propose a real-time HTM which
uses the late conflict detection (i.e the conflict between
transactions is detected on a commit). The transaction
is either rollbacked on a conflict or aborted on con-
text switch. The number of retries of the transaction is
bounded and integrated into the WCET analysis. This
bound assumes one atomic region per thread period and
allows having hard real-time constraints. However, we are
interested by soft real-time STM, and the HTM presented
by the authors assume that all critical sections resources
need to be known.
Brandenburg et al. [13] compare wait-free and lock-
free algorithms with spin-based and suspension-based
synchronization mechanisms. They conduct experiments1
using the real-time operating system LITMUSRT . The
four approaches are compared on the basis of both schedu-
lability and tardiness bounds, by evaluating their respec-
tive overheads with respect to job release, scheduling
and context-switching. One of the major conclusions of
this work is that non-blocking algorithms are generally
preferable for small, simple shared objects. Among non-
blocking approaches, the authors conclude that wait-free
algorithms are preferable to lock-free algorithms. Regard-
ing scheduling policies, they show that, unlike partitioned-
EDF (P-EDF), global-EDF (G-EDF) policy does not scale
for lock-free algorithms when the access to shared objects
occurs at high frequency.
The wait-free algorithms are primarily of interest in hard
real-time transactions [14]. However, implementing a
wait-free-based STM is very difficult since fair access to
memory is usually not guaranteed.
Riegel et al. [15] deal with time-based transactional
memory that uses time to reason about the consistency
of the data accessed by transactions and the order in
which transactions commit. Usually, implementations like
[16, 17] rely upon shared counters which can quickly be-
come bottlenecks as the number of concurrent threads
grows.
Riegel et al. [15] show how a time base can affect trans-
actional memory performance. They rely on experiments2
which compare the use of a shared integer counter with
that of a MMTimer which is a real-time clock with an in-
terface similar to the High Precision Event Timer widely
available in x86 machines. Their main observation is that
this enhanced hardware support can ensure a much better
clock synchronization than mechanisms that require com-
munication via shared memory. As part of their work, the
authors introduce the Real-Time Lazy Snapshot Algorithm
(LSA-RT) which is a timestamp-based algorithm using a
real-time clock. Moreover it uses a helper mechanism
to help committing transactions to complete. However,
the authors consider only throughput, and not WCET of
transactions. Furthermore, they consider the time-based
STM performance without tacking into consideration the
impact of the operating system in which their STM is per-
formed.
Yoo et al. [18] describe a scheduler for transactional
memory. The authors compare their adaptive transaction
scheduler to the traditional Contention Manager (CM). In
1The hardware platform used was a four 32-bit Intel Xeon(TM) pro-
cessors running at 2.7 GHz
2using a 16-processor partition of an SGI Altix 3700 and a ccNUMA
machine with Itanium II processors
CM-based STMs [19, 11], the transaction that encounters
a conflict, consults its CM. When the CM retries the de-
nied object, it typically employs an exponentially backoff
scheme with a retry interval expanding exponentially to a
maximum limit until success. Thus, a CM can decide to
abort a certain transaction, but does not deal with when to
resume an aborted transaction. In contrast, the scheduler
presented by the authors, specially deals with when to re-
sume the aborted transaction which is an important notion
in a real-time context. However, the authors do not deal
with any real-time constraints in their paper.
3 Theoretical Background
3.1 Real-Time Task Model
We consider the scheduling of a sporadic task system
τ on m ≥ 1 processors. For each task τi ∈ τ we associate
a set of jobs J = {j1, j2, ..., jn}. Task τi is characterized
by a set of parameters ri, Ci, Pi which respectively
represent the task release, its execution requirement in
the worst-case, and its minimal period of activation. At
time ri + (k − 1)Pi and for k ≥ 1, a kth job is released,
receives Ci units of processor time and should complete
by its absolute deadline di = ri + kPi. The weight (or
processor utilization) for a task τi on processor m is
defined by ui,m= Ci/Pi. We assume that at any time, a
processor executes at most one job, and a job is executed
at most on one processor.
Scheduling of tasks. On multiprocessor systems,
two alternative paradigms for scheduling collections of
tasks are considered: partitioned and global scheduling.
In the partitioned approach, the tasks are statically
assigned to processors and are always executed on a
single processor. Each processor has its own scheduling
queue of tasks which is independent of other processors
and the migration of jobs or tasks on other processors is
not allowed. Feasibility analysis under the partitioned
paradigm which is comparable to a bin-packing problem,
is NP-Hard. Indeed it consists in placing k objects with
different sizes in m boxes which respectively represent
the tasks and the processors in our case. First-Fit and
Best-Fit algorithms and their variants [20] are usually
used to assign tasks to processors with an appropriate
condition in accordance with the schedulability analy-
sis. In contrast, under the global scheduling approach,
inter-processor migrations are allowed. A single queue
and only one policy are applied to tasks. A known result
for uniprocessors is that the scheduling algorithm Earliest
Deadline First (EDF) is optimal [21]. Unfortunately,
EDF is not optimal on multiprocessors either under the
partitioned or the global approaches [22] , called respec-
tively P-EDF and G-EDF. Another class of scheduling
algorithms, which differs from the previous ones, gathers
the Pfair algorithms (namely PD and PD2) [23]. These
are based on the idea of proportionate fairness and
ensure that each task is executed with uniform rate.
Tasks are broken into quantum-length subtasks and time
is subdivided into a sequence of subintervals of equal
lengths called windows. A subtask must execute within
the associated window and migration is allowed for each
subtask. With respect to feasibility, the authors in [23]
proved that a periodic task set with ri = 0 has a Pfair
schedule on m processors iff:∑
τi∈τ
Ci
Pi
≤ m (1)
In order to make our experimental evaluation, as com-
plete as possible, we select one algorithm in each class
of scheduling (i.e. P-EDF, G-EDF and PD2). Although
the PD2 algorithm is used to schedule hard real-time tasks
on multiprocessors, we choose to include it in our study
so as to cover all kinds of real-time applications.
3.2 Real-Time Transactions
Like real-time tasks, real-time transactions are classi-
fied according to the criticity of their deadlines: hard, soft
or firm. The hard3 class is rarely considered. Most studies
assume the scheduling of transactions either in soft4 or
firm5classes.
Scheduling of transactions. The scheduler of transac-
tions in database systems embeds a concurrency control
protocol, which is in charge of resolving the conflicts
between transactions when they occur, in order to main-
tain database consistency. In real-time database systems,
not only database consistency should be satisfied, but
transactions must also meet their deadlines [24]. To our
knowledge, no real-time concurrency control policies are
specially designed for software transactional memories.
3.3 Fraser’s STM
FSTM [25] is a dynamic lock-free object based STM.
It has been implemented as a C library. FSTM employs
a recursive helping and an enforced global total order for
transactions to ensure that despite contention, at least one
process is making progress. The object is the basic unit of
concurrency. Each object is pointed by an object header
which contains the current version of the object (see Fig.
1.). The object header is pointed by an object handle
which keeps the old and new references to the object. In
case of a successful commit, the object header is updated
with the new data block object. The transaction descrip-
tor embodies both read-only and read-write lists. When a
transaction accesses an object, the procedure is similar for
both read-only and read-write accesses. The data struc-
tures described above are thus created according to the
type of access. A shadow copy of the object is also cre-
ated in the case of a read-write access and remains private
until the transaction commits.
3System cannot tolerate the missing of deadlines.
4The transaction could be accepted even if it misses its deadline.
5Missing the deadline causes to abort the transaction.
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Fig. 1. Fraser’s STM data structures
The commit phase is divided into three phases. The first
phase is the acquire phase. The transaction attempts to
acquire ownership of all objects on its read-write list in
a canonical order. The transaction that attempts to ac-
quire ownership of the object, performs a CAS (Compare
And Swap) operation on the object header, to replace the
pointer to the object by a pointer to its transaction descrip-
tor. If the content of the object header points to a more
recent object, the transaction will then abort. However,
if the object is owned by another transaction then the ob-
struction is helped to completion. The second phase is
the read phase. It checks whether each read-only object
has not been updated since it was opened. If all objects
are successfully acquired or checked then the transaction
attempts to commit successfully. In the last phase, all
acquired objects are released and if the transaction com-
mits then each old object is replaced by its corresponding
shadow copy (i.e. the new object).
4 Introducing Real-Time into STM
We aim to implement a real-time STM with soft
constraints by minimizing the execution time jitter of
transactions. In order to make STM suitable for soft
real-time, not only the rollback times should be taken into
consideration, but also both the scheduler of transactions
and that of the operating system. Therefore, we propose
to analyze which parts of STM cause execution time
variations. Static memory approaches as proposed in
the first implementation of STM [2] could be a good
candidate to bound the execution time of transactions, but
only basic real-time applications are involved in this case.
It therefore contradicts the transactional memory concept
which is rather intented for complex applications. In our
study, we are interested in taking into consideration the
dynamic allocation of memory since most of the recent
STM implementations integrate a garbage collector.
However, the dynamic allocation of memory in real-time
context, is usually avoided because considered as an
unbounded part. To summarize, we have to face orthog-
onal constraints while considering complex real-time
applications using dynamic memory-based STMs.
As a solution, we choose to enhance Fraser’s STM
because its scheduler is based on the recursive helping
between transactions. The helping mechanism appears
more suitable for soft real-time. Indeed, a transaction with
a low priority can help a transaction with higher priority
and then at least one transaction will make progress.
Moreover, FSTM dynamically creates and deletes objects
in memory. Other implementations of STM like DSTM
[19] are not considered here. Indeed, DSTM is an
obstruction-free based implementation which provides
the weakest guarantee to make progress. Consequently, it
is not suitable for real-time systems.
4.1 Implementation
Intuitively, the underlying operating system (OS) has
to be considered since transactions are executed within
threads. That is why we use a real-time operating system
(RTOS) named LITMUSRT 6 [26]. Designed to run on
top of a symmetric multiprocessor (SMP) architecture, it
implements all the real-time task scheduling algorithms
described in Section 3.1. LITMUSRT is based on the
Linux operating system (kernel version 2.6.24). The pro-
posed schedulers are implemented as plugin components
that can be selected from Linux user-space. In order to
manipulate both tasks and synchronization mechanisms
from Linux user-space, system calls are gathered within
a C library. For all these reasons, LITMUSRT becomes
an excellent (perhaps the only) candidate to study the
behavior of FSTM on multiprocessor systems, under a
panel of advanced real-time scheduling policies.
We use the TLSF (Two-Level Segregate Fit)7 [27]
memory allocator to show the impact of object’s alloca-
tion within our WCET analysis. TLSF is based on an
algorithm that has a constant cost Θ(1). It solves then the
problem of the worst case bound, thus maintaining the
efficiency of the allocation and deallocation operations.
Therefore, TLSF allows the reasonable use of dynamic
memory in real-time applications.
4.1.1 Integration into LITMUSRT library
Under LITMUSRT , a real-time task is initially created as a
standard linux thread (using the standard pthread library)
before being effectively started. Then, it initializes the
real-time environment and specifies the real-time param-
eters of the task, namely Ci and Pi. Thereby, the thread
sporadically releases its jobs by calling the job function
every Pi units of time.
To summarize, FSTM and the LITMUSRT library have
been combined by creating real-time threads within
6http://www.cs.unc.edu/∼anderson/litmus-rt
7http://rtportal.upv.es/rtmalloc/
FSTM. We performed this integration so as to support
both non real-time threads and real-time tasks.
4.1.2 Integration of TLSF library
TLSF is a C library. We integrated it into FSTM by replac-
ing all the allocation and deallocation functions by those
provided by TLSF. The memory pool which is used by
TLSF is created at initialization time by the classical mal-
loc function. Note that the TLSF’s initialization is done
before the creation of real-time threads.
5 Experimental Evaluation
5.1 Evaluation Context
We present here the experiments we performed to
evaluate FSTM with respect to WCETs. Firstly, we
describe the hardware and software configurations we
use for our experimental evaluation, as well as the STM
benchmarks we consider. Secondly, we report compara-
tive results allowing us to select the best scheduling policy
among Linux and LITMUSRT operating systems. Finally,
we study the dynamic memory allocator impact on FSTM.
Hardware context. The hardware platform used in
our experiments is a two 32-bit multicore Intel Core(TM)2
Duo T7500 processors running at 2.20GHz with 4MB L2
cache, and 3.5GB of main memory. During all experi-
ments, the multicore option has been enabled, and the cpu
frequency for each core has been fixed at 2194MHz.
Software context. We have compiled the LITMUSRT
kernel for the above hardware platform and used it on top
of an Ubuntu 8.04 hardy Linux distribution. The system
has never been overloaded during the experiments nei-
ther under Linux (i.e only the test application has been
launched), nor under LITMUSRT .
Real-time task parameters. For each real-time task,
we fixed Ci = 20ms and m = 2; the parameter Pi being
determined according to Equation 1. Thus, in all cases,
we consider processors under heavy loads. The impact of
the variation of these parameters is not considered in this
paper, and we defer its consideration for future work.
STM benchmark. The experiments performed by
Fraser [25] for the performance evaluation of STMs are
about 10 seconds of duration. Fraser considers that this
duration is pretty sufficient to stabilize the data into the
cache, since after 10 seconds the same values are repeated.
During the 10s of test, the evaluated STM performs a se-
ries of three operations: readings, writings and deletes
over the shared objects organized as red-black trees or skip
lists. The proportion of each operation performed is given
as an input parameter of the benchmark. Fraser thinks that
75% of reads and 25% of writes and deletes well reflect a
real situation.
For our experiments we used only red-black trees. Each
experimental test lasts 10 seconds and operations are com-
posed of 75% of reads namely lookup and 25% of writes
and deletes namely update and delete respectively. Shared
resources are highly contended, with 24 maximum keys
for red-black trees. Note that we have slightly modified
this benchmark in order both to adapt it to the real-time
context and to make our measurements.
Unlike classical STMs in which performance evaluation
usually uses the average number of transactions per suc-
cess and per time duration, we use other parameters for
our real-time evaluation. These are described below.
5.2 Performance Metrics
Transaction WCET jitter. We measure the execution
time of the three operations usually performed by a trans-
action (i.e. lookup, update and remove). The transaction
WCET for each operation corresponds to a mean value
and is obtained over all launched threads for a test of 10
seconds duration. This test is repeated 10 times. The jit-
ter is then the variation of the WCET observed between
each test. To perform these measurements, we recover the
current processor ticks by calling the assembly instruction
rdtsc. Each operation time is obtained by subtracting the
processor ticks value at the end of operation to that at its
start time. However, this method to get the ticks value at
user-level does not work. Indeed, if a transaction starts on
one core and migrates to another core, then the execution
of the transaction becomes invalid since the clockticks of
the cores are not synchronized.
We have proposed an alternative solution (see Algorithm
1) which consists in adding the core identity to the context
of the thread. This is done by calling the assembly instruc-
tion cpuid8. Secondly, we make sure that the CPUID is
corresponding to the rdtsc (see line 6) as the instructions
are not atomically executed.
If task migration occurs more than 2 times during the test
then we stop the retries (line 7). According to the state in
which we perform the test, either we abort the program at
start time of transaction operation (line 9) or consider the
test as a bad one at the end of operation (line 11). At the
end of the experiment, if the number of transactions that
have experimented bad test is up to 1% of the total number
transactions, then the experiment is manually restarted.
Note that we have measured the time duration of Algo-
rithm 1. which is 0.5µs. Thus, the worst case execution
path of this algorithm is 2µs (i.e, 2 × 0.5 at the starting
time of the transaction operation, plus 2 × 0.5 at the end
of the operation). Therefore, the WCET has a precision
within the interval [1, 2]µs.
Time variation factor. As the experiment that gives
the WCET of transactions is repeated 10 times, we obtain
10 values of WCET for each one of the three operations of
the transactions. For each operation value, we compute its
mean x and its standard deviation σ. Let the time variation
factor V = xσ . The variation facor V is then a ratio which
provides information on the variation degree of the WCET
of transactions over 10 experiments.
Rollback time ratio. This parameter is measured once
8The id assigned by the APIC is at the 25-bit in our case
Algorithm 1 Transaction operation measurement
1: init RetryCPU ⇐ 2
2: Tj .coreID ⇐ CPUID()
3: repeat
4: RetryCPU ⇐ RetryCPU − 1
5: Tj .RTSchedj .rj ⇐ ReadProcessorT icks()
6: until Tj .coreID = CPUID() Or RetryCPU = 0
7: if RetryCPU = 0 then
8: if state = TransactionStarting then
9: Abort()
10: else
11: BadTest⇐ BadTest+ 1
12: end if
13: end if
and the experiment is not repeated (i.e 10 seconds of du-
ration only). We define for each thread, the rollback-time
ratio rolli of its transactions. For each operation Oi of
the transaction, the parameter rolli is defined as follows:
rolli =
∑n
RollbackT ime(Oi)∑n
Duration(Oi)
. The global rollback-time
R we consider for our experiments is then:
R =
∑N
rolli
N
(2)
where N is the number of threads.
5.3 Results
5.3.1 OS’s impact
In this experiment, we intent to show how the underly-
ing operating system can impact on the rollback times of
transactions. Results are presented in Figures 2, 3 and 4.
Note that the average number of transactions is around of
7× 106 for each case.
We can see that the parameter R is constant and less
than 0.25% for the three policies, namely Linux, G-EDF,
and PD2. This value can be practically ignored since
in each policy it still remains constant for an increasing
number of threads.
We observe that for the Pfair policy (see Fig. 3), R
is reduced. This is because Pfair does not scale due
to its important migration cost. Indeed, the migration
cost increases the effective duration time of the thread
and thereby that of transactions. Transaction rollbacks
rarely occur and then are less likely to be impacted by
the migrations. In fact, the values used for computing
R − not presented here for readability − show that the
rollback time is not reduced, but only the duration of
transactions is increased. The same phenomenon can
be slightly observed with G-EDF (see Fig. 4) since the
G-EDF ratio of migrations is usually lesser than that of
Pfair.
On the contrary, Fig. 5 shows that R is almost null.
In this case, the duration of transactions is relatively
reduced thanks to the minimal preemption and overheads
induced by P-EDF. These overheads, mainly caused
by task migrations, are avoided under P-EDF. More
important, the preemption time per task is reduced since
a task is only preempted by those of its own queue. Thus
minimizing rollback times.
Therefore, this experiment shows that under FSTM,
rollback times do not make up the major part of the
transaction duration. In addition, according to their weak
impact, rollback times can be ignored when doing the
WCET analysis for soft real-time constraints. Further-
more, for the reasons mentioned above, we choose the
P-EDF policy for the rest of our experiments.
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Fig. 2. Rollbacks under Linux
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Fig. 3. Rollbacks under PD2
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Fig. 4. Rollbacks under G-EDF
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Fig. 5. Rollbacks under P-EDF
5.3.2 Dynamic memory allocator’s impact
Since rollbacks do not impact significantly on the du-
ration of transactions, we attempt here to show which part
has really a detrimental effect, considering the P-EDF pol-
icy (selected from the previous experiment). We compare
the results obtained using the classical memory allocator
malloc with that of TLSF, on the basis of the V parameter
defined above.
Fig. 6. shows that the duration of transactions has an
important jitter for the three operations. Although P-EDF
is used, FSTM suffers from important time latencies that
characterize the execution environment at each program
launch. FSTM uses a garbage collector that we have
configured to be in minimal mode. Indeed, the normal
mode often causes the program to abort due to a chunk
imposed not only to deaden the cost allocation but also to
increase the per-cacheline pointer density. However, we
noticed that this mode of garbage collector configuration
impacts on the total memory used by FSTM, but not on
the V parameter.
The real reason of this variation is demonstrated on Fig.
7 and Fig. 8. When TLSF is used instead of the classical
memory allocator malloc, the WCET of transactions
is bounded with almost the same value. Indeed, the
maximum variation that is reached using malloc is around
160% versus 8% when using TLSF.
This shows that FSTM could satisfy soft real-time con-
straints provided a bounded memory access is performed
(i.e. using a constant-time dynamic memory allocator like
TLSF).
6 Conclusion
We believe that the advantages of transactional mem-
ory can also be brought to real-time systems. Thus, we
studied the possibility of introducing soft real-time into
STMs by analyzing the WCET of transactions. To our
knowledge, such study has not been attempted before.
The main results of our study are summarized hereafter:
(i) P-EDF reduces the rollback times of transactions; (ii)
For soft real-time constraints, the rollback times could be
ignored within FSTM when doing the WCET analysis;
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Fig. 6. WCET jitter using classical malloc (P-EDF)
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Fig. 8. Zoom on Fig. 7
(iii) FSTM could greatly satisfy soft real-time constraints
provided memory accesses are bounded.
Now that we have bounded time in STM, many directions
are then possible for future work. First, in this study we
only dealt with the duration of transactions. It would be
interesting to study the impact of STM on the number
of deadline violations when scheduling real-time transac-
tions. Secondly, in our experiments, we arbitrarily fixed
the parameters of the real-time tasks. It would be also in-
teresting to evaluate the impact of the processor load. Fi-
nally, we would like to formalize the interaction between
the real-time scheduler of tasks and that of transactions.
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Abstract
Resource reservation has been widely used in many real-
time systems to guarantee the proper access to the system
resources. Despite that being the memory a key resource,
it has attracted little attention in the specific area of real-
time systems. In order to use dynamic memory in real-time
systems, two fundamental problems have to be settled: allo-
cation and deallocation in bounded time, and the fragmen-
tation problem.
Recent research results have removed the unbounded
timing behaviour of the dynamic memory allocation. TLSF
is a fast and constant time memory allocator. Although the
fragmentation is still an open research problem, we present
a deep and comparative analysis showing that it has sev-
eral characteristics in common with the well-known WCET
analysis.
In this paper, we present a contract based framework for
handling dynamic memory in real-time systems. The frame-
work provides both: i) timing guarantee for dynamic mem-
ory allocation and deallocation operations, and ii) spatial
guarantee by using a flexible contract negotiation model.
1 Introduction
Nowadays, computers are included as components in
many kinds of systems. We can find them in automotive,
aerospace, robotics, home systems, toys, etc. Most of these
embedded systems need to interact with the environment
and operate under real-time constraints. Moreover, the wide
field of applications requires an important engineering and
programming effort to add flexibility and adaptability to
these systems. To fulfil these requirements the complexity
of embedded software increases.
A basic property that differentiates embedded systems
∗This work was supported by FRESCOR and the Spanish Government
Research Office (CICYT) under grant THREAD (TIC2005-08665-C03)
from other general software systems is their execution en-
vironment under resource constraints. These resource-
constrained applications are related to CPU time, memory
usage, I/O, network bandwidth, energy, space, etc.
Resource-aware computing tackles this challenge by
managing them dynamically, and thus, optimising the use of
these resources. Resource managers are the software com-
ponents responsible for performing this task. In real-time
systems, some resource-management related topics such as
CPU time deliverance and the relationship between CPU
and power consumption have been deeply studied provid-
ing consolidated theoretical foundations. However, other
topics such as memory management have been completely
ignored. Like CPU, memory is a fundamental part of the
embedded system, nevertheless, real-time systems allocates
statically the existing memory at load time, most of the
times, overestimating the real necessities in memory of the
applications. However, actual applications seldom behaves
statically but they are usually composed by a set of static
regions (code and data) which do not vary during the pro-
gram’s execution and dynamic ones (stack and heap) which
grow/shrink according to application needs. The stack can
be considered as a limited region not being particularly af-
fected by a static deliverance of the memory, however, the
absence of a heap prevents applications to use dynamic
structures. As a direct consequence of this, embedded sys-
tems designs tend to require more memory than they really
would need if this resource was dynamically allocated.
Moreover, the problem of resource management is that
different resources cannot be handled independently. Cur-
rently real-time operating systems are including some sort
of resource manager. This is an emerging trend, and more
research on techniques and mechanisms to use and control
the system resources (application isolation) are needed.
This work is motivated by the necessity of including
memory resource management in a real-time resource man-
agement framework (FRESCOR). Dynamic storage alloca-
tion is considered one of the keys to add flexibility and
adaptability to the application programming. For this rea-
son, it becomes increasingly desirable. However, dynamic
memory has seldom been used in real-time applications due
to its unbounded nature.
Recently, a new real-time allocator (TLSF, Two-Level
Segregate Fit)[16, 14] was proposed specifically designed to
meet real-time requirements. This is the first allocator able
to perform allocation/deallocation in constant-time, O(1),
with a very high efficiency in term of time and space (frag-
mentation). The use of this allocator opens new options
to consider dynamic storage allocation in real-time applica-
tions due to its bounded response time.
Although, the proposed model is general and could cover
the memory of the programs in execution, we have only
considered the memory usage related to dynamic memory.
Static memory as a unique resource is a well-known bin-
packing problem. When memory is not static or more than
one resource is considered, the problem is not so trivial.
Static memory jointly with CPU allocation has been consid-
ered in [7]. It proposes a way to analyse, in a multiprocessor
platform with limited resources, the computing capacity at
each processor and the amount of local memory for a set of
tasks.
The approach presented in this paper is being developed
in the FRESCOR project [8] where other resources such as
CPU and network are being developed by other research
groups which will be integrated at the last stages of the
project.
1.1 Contributions and outline
In this paper we propose a memory resource reservation
model for flexible embedded systems requiring dynamic
memory. The static memory to execute the applications
(program code, static data and stack) is not considered in
this work.
The main contributions of this paper are:
• A vision of the memory as a resource in the same way
that other resources are considered.
• A memory model and a memory reservation architec-
ture being able to manage the spare memory of the sys-
tem.
• An acceptance test for memory contracts and a mem-
ory reclaiming mechanism of the memory associated
requests.
As far as the authors know, this is the first work dealing
with quality of service related to memory management of
the application.
This paper is organised as follows: section 2 presents
the most common misconceptions about dynamic memory
in real-time systems. In section 3 the parallelism between
CPU and memory management is established. In section 4,
the memory model is presented. Section 5 characterises the
states of the memory and proposes an acceptance test for
dynamic memory requests. The proposed acceptance test
is evaluated in section 6. Section 7 summarises the existing
works on resource reservation and dynamic memory in real-
time systems. Finally, section 8 presents a summary of the
results of this work and outlines future work on this topic.
2 Dynamic memory misconceptions
2.1 Bounded time allocation
Before the TLSF allocator [?] was presented, the use of
dynamic storage allocation (DSA) was avoided in hard real-
time applications. In [18] and [6], authors provide argu-
ments to avoid its use due to the unbounded operations.
The only allocator with a bounded operation cost used
in real-time applications was the well known Binary-buddy
(or any other of the “buddy” family allocators). BeingH the
size of the heap, this allocator has an O(log2(H)) cost on
both, allocation and deallocation, but causes a large internal
fragmentation (close to 50%).
Another generally accepted idea [4] is that there is a
trade-off between space and time efficient allocators. In
other words, a fast and bounded allocation can only be
achieved at the cost of increased wasted memory due to
“fragmentation”.
These misconceptions were analysed by Johnstone et
al. [11], and concluded that it is possible to design space
efficient allocators using well known allocation policies
(best-fit or good-fit), and those policies can be implemented
using fast mechanism (segregated lists).
The publication of the TLSF allocator changed some
of the assumptions taken from granted about how a DSA
works. The TLSF memory allocator implements all dy-
namic memory operations (malloc, free, realloc) in con-
stant time regarding the stated of the pool. The perfor-
mance of the TLSF is not affected by the fragmentation
or by the amount of different free blocks sizes. Also, the
average time of the TLSF is close to the fastest allocators
(DLmalloc[12]).
2.2 Memory fragmentation
P. Wilson et al. [23] define the fragmentation as the in-
ability to reuse memory that is free. This definition focuses
only of the final result of the allocation and deallocation
process. It is also interesting to note that fragmentation de-
pends both, on the current memory state, and on the future
application requests.
The fragmentation problem was largely studied since the
very beginning of the computer science. But, in many cases
the results of a researcher fell in contradiction with the pre-
vious ones. Zorn et al. [24] discovered a very important
fact when defining a standard set of synthetic workload for
evaluating DSAs. They tried to define a reference set of
synthetic models which reproduce the allocation/dealloca-
tion sequence behaviour of a group of selected applications.
They worked with both, models that were used by other re-
searchers, and original models. Even the most accurate and
complex mathematical model they were able to roughly ap-
proximate the behaviour of real program. The main conclu-
sion was that most of the previous results should be recon-
sidered or even invalidated.
M.S. Johnstone and P.R. Wilson[11] analysed real ap-
plications and current policies and concluded that the frag-
mentation “problem” is really a problem of poor allocator
implementations, and that for these programs well-known
policies suffer from almost no true fragmentation. In ad-
dition, very good implementations of the best policies are
already known.
We agree with the ideas of M.S. Johnstone and P.R.
Wilson [11] about the nature and real impact of the frag-
mentation. Therefore, the fragmentation problem can be
bounded in most real applications, which effectively en-
ables the use of dynamic memory. In any case, further
research should be carried out to fully understand and seize
the problem, using formal and analytical methods rather
than simulations and practical experiments.
The TLSF allocator follows all the policies shown by
M.S. Johnstone et al. which reduce fragmentation (immedi-
ate coalescing, good fit and reuse blocks which has been
releases recently). Those policies were implemented us-
ing a clever set of segregated list ranges which both, can
be implemented using O(1) algorithms and causes only a
3% worst case internal fragmentation.
3 Processor versus memory
Fragmentation vs. execution time: The memory frag-
mentation problem has many similarities with the WCET
analysis. In both cases, the analytical estimation of the
worst case value is hard to find and quite pessimistic.
Currently, the worst case fragmentation (WCF) is only
known for small set of allocation policies [20]: best-fit and
first-fit. As far as the authors know, there are little WCF
analysis about the family of allocation policies known as
good-fit, which are ones used on the allocators that also
show constant time operation (TLSF and Half-fit). Both,
the conclusions about the practical fragmentation of John-
stone at al. [11], and the fact that external fragmentation can
be reduced by increasing internal one [19]1, make us opti-
1For example, an extreme case occurs when the allocator rounds-up all
block requests to a one single size. In this case, no external fragmentation
happens.
mistic about the possibility to see advances in the WCF for
real-time systems.
Physically allocatable resources: In a conventional sys-
tem, a process can be preempted and suspended for a long
time. When later resumed, the final logical result will still
be correct. Also, the processor can be run as long as re-
quired to solve a given problem (tasks do not have dead-
lines). In a conventional system, the processor is a very
flexible and dynamic resource.
One of the main differences between conventional and
real-time systems is that the processor is managed as a stat-
ically allocated resource. The real-time scheduler is respon-
sible of allocating to each task the amount of resources, CiPi ,
granted to it. On a periodic system, a fraction of the total
processor time is allocated to each task. The periodic nature
of most real-time systems, jointly with the scheduler, trans-
forms the processor into a bounded resource: the processor
cannot be over 100% utilisation (or less depending on the
scheduling policy).
More similarities can be found when comparing the
memory management with the CPU reservation based
servers. For instance, a Periodic Server is invoked with a
fixed period to spend a server’s capacity. This capacity is
consumed by the tasks ready to use or, if there are not tasks
ready, it is idled away. So, the capacity is preserved.
The memory manager has a capacity (maximum amount
of memory) that it can provide to its associated tasks. This
capacity persists along its execution and never is replen-
ished (renewed). From this point of view, it is a non-
renewable resource. The application, or the associated
tasks, have the responsablity of usign the resource in the
proper way to allocate memory blocks and freeing them.
Feasibility analysis: Contrarily to the processor feasibil-
ity analysis, the analysis of the total amount of memory re-
quired to run an application is quite straightforward. Con-
sidering that the application does not use dynamic memory,
the total application required memory can be obtained from
the compiler and estimating the amount of stack memory2
used. These two tests, for processor and memory, are done
off-line during the development phase.
Spare capacity: In most cases, the system has more re-
sources than those strictly needed by the application: the
processor is not fully utilised and there are free memory. A
lot of research has been done trying to take advantage of the
processor spare capacity by using aperiodic and bandwidth
servers. The basic idea is to use the extra capacity to im-
prove the quality of the system response but without jeop-
2Which basically depends on the number of nested function calls and
the local variables.
ardising the correct execution of the hard real-time tasks. A
server is an abstract entity used by the scheduler to reserve
a fraction of CPU-time to a task.
4 Memory model
This section details the memory model and the underly-
ing architecture which supports the memory management.
4.1 Memory resource manager
The dynamic memory pool is managed by the memory
resource manager (MRM) that is the layer in charge of ne-
gotiating the memory reservation requests (contracts) be-
tween applications and the system. The contract has to be
negotiated between both, application and MRM, to guaran-
tee the availability of the resources. As a consequence of
a successful negotiation, the MRM creates a memory re-
source controller (R)3 that will monitor and control the use
of the resource. The application, as owner of the resource,
binds one or more tasks to it. An application can negoti-
ate several contracts with the MRM. Also, a task can be
bounded to several granted resources.
The MRM is defined as a set of resources
Υ =
{
R1, R2, · · · , Rn}, and a memory pool
Ω = (Mtot,MFR,MCR).
4.2 Memory resources
A memory resource controller (Rk) is the component
that monitors and controls the use of the granted memory.
Each R is characterised by the following parameters:
Rk = (Rkmin, R
k
max, R
k
imp, R
k
stab, R
k
at, R
k
B , R
k
clive, R
k
mlive)
where Rkmin R
k
max are the minimum and maximum
amount of memory that the task needs to operate properly.
The value of the granted budget will be in the range of these
values; Rkimp is the absolute fixed importance; R
k
stab is the
duration relative to the time at which the request is made,
during which the memory assigned to the application must
not change, Rkat specifies the arrival time of the negotiated
and accepted contract, RkB is the budget of memory granted
in the negotiation; Rkclive is the live memory as the sum of
all the currently allocated memory blocks to this resource
and Rkmlive is the maximum value reached by the current
live memory.
The first four parameters are provided in the contract ne-
gotiation, the rest are required by the resource controller to
monitor and control the resource usage.
3It corresponds to a virtual resource controller but we avoid the use of
the term virtual because of virtual memory has a well-known meaning in
memory management
In case that an application does not require dynamic
memory, the only parameter needed by the MRM is Rmin
which corresponds to the static amount of memory needed
by the application. As a consequence, RkB = R
k
min, and
the rest of parameters are not required. Note that the static
memory model is a subset of our proposal.
The Rmax parameter can be estimated from the dynamic
data needed by the application. If the dynamic memory is
stored in a buffer until a second thread remove it, it can
be considered that the minimal application requirements are
achieved with a minimum buffer size, but the larger buffer
size the better results are obtained. The Rmax (Rmin) pa-
rameter will be the sum of the static memory and the maxi-
mum (minimum) buffer size.
A resource Ri is said to be eligible at time tnow if its
stability time has expired: Riat + R
i
stab ≤ tnow.
Let Υk− be the subset of elegible resources with lower
importance than Rk:
Υk− =
{
Ri /
(
Riimp < R
k
imp
) ∧ (Riat + Ristab ≤ tnow)}
Similarly, Υk+ is the subset of elegible resources with
higher importance than Rk:
Υk+ =
{
Ri /
(
Riimp > R
k
imp
) ∧ (Riat + Ristab ≤ tnow)}
4.3 Memory pool characterisation
The memory pool is characterised by three parameters
Ω = (Mtot,MFR,MCR). Mtot is the total amount of
“heap” system memory (memory used to attend dynamic
memory requests). All the dynamic memory used by ap-
plications will be managed using a single memory pool. In
other words, when a resource is created, no memory is re-
served (or allocated) from the heap to create a new sub-
heap. The resource operates as a proxy to the single sys-
tem pool, implements the access policy and enforces strict
resource isolation, by accounting how much memory was
granted initially, and how much memory can still be re-
quested to it. Mtot is not entirely available for applications.
Some amount of this memory will be reserved for different
purposes. Specifically:
Mtot = Mu + MFR
where:
Mu is the effective memory guaranteed to be used by the
dynamic storage allocation.
MFR is the memory reserved to deal with fragmentation.
This parameter mainly depends on two factors: the ef-
ficiency of the dynamic memory allocator and the be-
haviour of the application (mutator4). As explained
4The term “mutator” is used in the area of dynamic memory to refer to
the application that uses (allocates and frees) memory.
in section 2.2, there are some allocating policies that
are known to produce less fragmentation; the TLSF
allocator has been shown to be among the most effi-
cient allocators. Experimental results [16, 14] show
that no real application has caused more than 15% of
total fragmentation (both internal and external). As a
rule of thumb, we suggest to reserve FR = 20% of
the memory, so MFR = Mu·FR100 . In any case, it is rec-
ommended to analyse the exact memory needs of the
applications and adjust this parameter accordingly.
A fraction of theMu can be reserved to be used when the
system is under a high demand of memory, to attend new
incoming contract negotiations. Let CR be the percentage
of memory reserved for run time contract negotiation. For
convenience, let MCR = Mu·CR100 .
At any time, the remaining memory Mr that can be
granted to incoming contracts can be calculated as:
Mr = Mu −
∑
1≤i≤n
RiB −MCR
Negative values of Mr mean that the system is using
memory from MCR and, consequently, it is in a stressed
situation. Figure 1 shows graphically how the memory pool
is managed.
Figure 1. Memory pool parameters.
Figure 1.a) represents the memory pool with the used
and free blocks distributed all along the memory. Fig-
ure 1.b) draws the memory abstraction as it is offered by
the MRM.
4.4 Memory access protocol
In order to use dynamic memory, the application has to
follow a three-step protocol (sketched in Figure 2): negoti-
ation, binding and usage.
In the first step, the application negotiates the use of the
resource (contract). If it succeeds, the memory resource
controller Rk is created and the application tasks can be
associated to it. After the binding step, the tasks can use the
Figure 2. Memory access protocol
memory allocating (malloc) and deallocating (free) opera-
tions. These operations are redirected to the memory allo-
cator (TLSF) which receives the invocations of all memory
resource controllers. TLSF uses a unique memory pool for
all these memory allocations.
The goal of the contract negotiation is to determine the
amount of memory granted to the resource, that is, its bud-
get (RkB). The contract negotiation will succeed if R
k
min ≤
RkB ≤ Rkmax.
Three aspects have to be considered during the negoti-
ation: i) the amount of memory to be assigned, ii) which
Ri are eligible for reducing their budgets and iii) how much
memory can be reclaimed from each one. Follows a formal-
isation of these ideas, which will be used in the acceptance
test.
The amount of memory to be assigned will be the max-
imum requested when there is enough memory or it can be
obtained from less important memory resources. If more
important memory resources are reclaimed, then the goal is
to satisfy the minimum memory requested.
The Ri candidates to reduce its budget are the eligible
ones. Regarding the amount of memory reclaimed from
each Ri, tree levels of aggressiveness reclaiming can be de-
fined:
1. Memory that never has been used. It corresponds to
the difference between the budget and the maximum
live memory: RiB −max{Rimin, Rimlive}
2. Memory that is not currently being used. It corre-
sponds to the difference between the budget and the
current live memory: RiB −max{Rimin, Riclive}.
3. All the extra memory. The difference between the bud-
get and its minimum: RiB −Rimin.
Figure 3 shows an example of the dynamic memory evo-
lution in a memory resource (Rk). It plots the amount of
memory allocated by Rk as result of dynamic memory al-
locations and deallocations. At the end of the stabilisation
time, this resource is eligible for reclamation. At tnow, a
new contract is under negotiation. At this time, the three
reclamation levels are drawn in the figure.
Figure 3. Dynamic memory used by R
If the third level is applied, then the current live memory
may be larger than the new budget. There are several ac-
tions that can be done to overcome this transient overload
situation:
Do nothing: But no allocation can be done (only deallo-
cation) until the live memory will be below the bud-
get. The system will be in an unsafe state until the
live memory is reduced, which is not acceptable on a
real-time system.
Inform the application: Ask to the application to deallo-
cate memory. As the application has the knowledge
about the semantics of the data, it can properly deallo-
cate the most convenient blocks.
Deallocate memory: The MRM releases the last allocated
blocks. This is not acceptable, because it breaks the
basic rules of the program execution.
In this paper, only the two first levels will be considered
for memory reclaiming.
5 Acceptance test
5.1 Characterisation of the memory states
In this section, we analyse the reachable states of the
memory taking into account the contract requirements, the
current memory status and the reclaiming capacity applied.
Figure 4 shows different cases that can occur comparing the
available and the requested memory.
In case 1 there is enough available memory to fulfil the
request needs, so the memory requested is granted. Cases 2,
3 and 4 perform a memory reservation request that cannot
Figure 4. Negotiation with space memory at-
tributes.
be granted directly because it involves not only the remain-
ing memory but the reserved memory (MCR) or exceeds the
memory capacity. These cases require a reclaiming process
on other memory resources in order to recover memory that
is not used.
Figure 5 shows the three initial situations or states (cases
2, 3, and 4) and the final memory states reachable depending
on the amount of memory reclaimed to the other resources.
Figure 5. Final states after the reclamation
phase for cases 2, 3 and 4
a) During the reclaiming phase from lower important re-
sources, the memory available reaches the maximum
requested (Mr > Rkmax). It is granted (Goal = R
k
max).
b) The reclaimed memory to lower or equal important
resources is enough to grant the minimum (Mr >
Rkmin) but not sufficient to grant the maximum (Mr <
Rkmax). Before reducing to higher important resources,
this amount is granted. (Goal = [Rkmin, R
k
max])
c) The reclaimed memory is the minimum requested reduc-
ing memory from lower, equal and higher important
resources (Mr = Rkmin). (Goal = R
k
min).
d) After the reclaiming phase, it could not obtain enough
memory (Mr > Rkmin > Mr + MCR). To grant
the minimum memory requested, it uses the reserved
memory.
e) After the most aggressive reclaiming phase, the amount
of memory obtained was the minimum using all the
available (remaining + reserved).
f) After the reclaiming phase, it could not obtain enough
memory ( Mr + MCR < Rkmin). In this case, the
memory contract cannot be granted and the negotia-
tion fails.
Case 2 can reach states a) and b). Case 3 can additionally
arrive to state c). Finally, Case 4 can reach any of the states.
5.2 Acceptance algorithm
The reclaiming phase is in charge of recovering mem-
ory already assigned to an existing resource. It is easy to
test if there is enough memory: if Rkmax ≤ Mr, the ne-
gotiation succeeds and the granted budget is Rkmax. If not,
it will reclaim memory from other resources, and the bud-
get goal will be reduced as the MRM reclaims from more
resources. The goal is that a resource cannot have its maxi-
mum memory if higher important resources do not have it.
The reclaiming process consists of four reclaiming steps.
Listing 1 sketches the actions done during the contract ne-
gotiation (the functions that carry out the reclamation are
explained below).
Listing 1. Pseudo-code of the acceptance
test
1 function acceptance memory test(Rk) is
2 begin
3 −− Phase 0: Use remaining memory.
4 −− Budget goal is : Rkmax
5 if (Mr ≥ Rkmax) then
6 return(GRANTED);
7 end if ;
8 −− Phase 1: Reclaim memory never used from lower
9 −− imp resources . Budget goal is : Rkmax
10 Mr += reclaim memory from Υk−(Rk);
11 if (Mr ≥ Rkmax) then
12 return(GRANTED);
13 elsif (Mr > Rkmin)
14 return(GRANTED);
15 end if ;
16 −− Phase 2: Reclaim memory never used from higher
17 −− imp resources. Budget goal is : Rkmin
18 Mr += reclaim memory from Υk+(Rk);
19 if (Mr ≥ Rkmin) then
20 return(GRANTED);
21 end if ;
22 −− Phase 3: Use reserved memory.
23 −− Budget goal is: Rkmin
24 Mr += MCR;
25 if (Mr ≥ Rkmin) then
26 return(GRANTED);
27 end if ;
28 −− Phase 4: Reclaim memory not currently being
29 −− used from lower imp resources .
30 −− Budget goal is: Rkmin
31 Mr += reclaim live memory from Υk−(Rk);
32 if (Mr ≥ Rkmin) then
33 return(GRANTED);
34 end if ;
35 return(FAILED);
36 end acceptance memory test;
This test performs an analysis of the memory state and
determines whether the memory requested can be granted
or not. The reclaiming phase is performed with different
levels of aggressiveness or depth.
During the first two phases, the system is considered to
be unstressed because 1) there is free memory not allocated
to any resource or; 2) because the memory previously re-
served to less important resources has been never used by
those resources, therefore we assume that the application
made an overestimation of the maximum memory, and that
memory can be reclaimed with no damage.
If the algorithm cannot attend the new contract using the
memory obtained from the first two phases, then we con-
sider that the system is stressed, or it is close to. In this
case, the amount of memory that will be given to the new
resource Rk is not longer the maximum requested, but the
minimum.
A particular case may occur if at the end of phase 1 there
is not enough memory to attend the maximum memory re-
quested, but there is more memory than the minimum re-
quested. In this case, the new budget will be a value in the
range [Rkmin..R
k
max].
This algorithm ends when enough memory is found or
after the fourth phase. If the algorithm ends successfully,
then the variable Mr contains, at least, the minimum mem-
ory requested in the new contract. In this case, the new re-
source is created, and the remaining memory as well as the
budget of all affected resources are updated accordingly. If
the algorithm fails (not enough memory), the state of the
resources remains unchanged. It is implemented as a trans-
action: system and resource data are copied in a scratchpad
area, the acceptance test works on the scratchpad area, and
then, only if the algorithm ends successfully the results are
committed to the real system and resource data. Otherwise,
the scratchpad data is discarded.
The next pseudo-code details the reclamation phases 1,
2 and 4:
1 procedure reclaim memory from Υk−(Rk) is
2 foreach Ri ∈ Υi−
3 Mr+ = RiB −max(Rimlive, Rimin);
4 exit when Mr ≥ Rkmax;
5 end for
6 end reclaim memory from Υk−;
1 procedure reclaim memory from Υk+(Rk) is
2 foreach Ri ∈ Υi+
3 Mr+ = RiB −max(Rimlive, Rimin);
4 exit when Mr ≥ Rkmin;
5 end for
6 end reclaim memory from Υk−;
1 procedure reclaim live memory from Υk−(Rk) is
2 foreach Ri ∈ Υi−
3 Mr+ = RiB −max(Riclive, Rimin);
4 exit when Mr ≥ Rkmin;
5 end for
6 end reclaim live memory from Υk−;
6 Evaluation
This section presents the evaluation of the memory re-
source controller. Next sections detail the evolution of two
scenarios when different resources are defined. These sce-
narios are representatives of the results obtained with differ-
ent set of resources. The scenarios presented in this section
intend to show how the algoritm work and the evolution of
the memory assigned to the different resources. It is not rel-
evant the sizes showed in the scenario (Mu = 6000), that
is relevant is the relation between the total amount of mem-
ory and the memory requested by the resources. Finally, an
evaluation of different sets of scenarios is presented.
6.1 Scenario 1
This scenario shows the memory negotiated by five re-
sources with usable memory of Mu = 6000 bytes and a
memory reservation of the 15% (MCR= 900). Each re-
source Ri has the following characteristics:
Rkat R
k
imp R
k
min R
k
max R
k
stab
R1 10 1 1500 1800 400
R2 10 5 800 1400 300
R3 450 3 500 700 300
R4 600 4 500 1400 300
R5 950 2 500 800 300
This scenario produces a result that is plot in figure 6. In
this figure, the granted budget (straight line) and the evolu-
tion of the mallocs and frees is plotted for each resource. As
it can be seen, no reclamation is needed for resources R1,
R2 andR3 because there is enough memory for granting the
maximum amount requested. However, at time 600, there is
not enough memory to satisfy R4 request. Specifically, this
situation corresponds to case 2 (figure 5). When R4 arrives
at time 600, R1 and R2 are eligible. As R2 has a higher
importance (5) than R4 (4) and the memory available is not
enough (100 bytes remaining, 900 bytes reserved) the algo-
rithm enters in phase 1 (reclaim memory from Υk−). In this
case, the budget of R1 (lower importance) is reduced (R1
decreases from 1800 to 1500). When R5 arrives, it requests
its maximum memory (800), which cannot be granted with
the remaining memory. This situation corresponds with
case 3 (figure 5), since Mr+MCR does not grant the R5max
but do grant R5min. The reclamation phase tries to recover
memory from phase 1 (at time 950, only R1 is an eligible
resource with lower importance than R5). However, R1 al-
ready has decreased its budget in a previous reclamation (to
grant memory to R4 at time 600), so a second reclamation
phase is executed (reclaim memory from Υk+). After this
phase, the minimum memory can be granted to R5. Note
that R5 could not obtain its maximum memory request be-
cause it implies to reduce the amount of memory to higher
importance resources.
Figure 6. Scenario 1.
6.2 Scenario 2
In this scenario, R5 has greater maximum and minimum
requested memory so the total minimum memory of all re-
sources is higher than the total usable memory. This situ-
ation corresponds to case 4 (figure 5). The graphical re-
sponse of this scenario is plot in figure 7. This scenario
coincides with scenario 1 until time 950. At this time there
is no remaining memory and a reclamation phase is started.
However, the reclaimed memory from R2, R3 and R4) is
not enough to fulfil the request and the algorithm enters in
phase 3 of the acceptance test, using 150 bytes of the re-
served memory (MCR). Note that using the reserved mem-
ory implies to assign the minimum memory.
Rkat R
k
imp R
k
min R
k
max R
k
stab
R5 950 2 1950 2500 300
Figure 7. Scenario 2.
7 Related work
Resource reservation in real-time systems is a topic that
has received the attention of researchers for more than
twenty years. When considering the CPU usage, resource-
based algorithms have been developed to characterise the
timing requirements and processor capacity reservation re-
quirements for real-time applications ([17, 10, 9, 3, 1, 2]).
In [22], the authors pointed out the needs of re-
source reservation in many application domains, such as,
aerospace, multimedia, and real-time control systems. They
stated a set of propositions related to the operating sys-
tems services to provide quality of service to applications.
They also claimed for a more efficient memory management
and a definition of the memory services interfaces at RTOS
level.
The problem of task partitioning on multiprocessors,
considering both CPU and memory as a resource, is for-
malised in [7]. However, the memory is considered as a
static resource, so tasks cannot vary their memory assign-
ment. This work proposes techniques for simultaneously
considering constraints due to several resources: the com-
puting capacity at each processor, and the amount of local
memory available.
As far as the authors know, the first paper considering
the dynamic memory management in real-time systems is
[13]. In this paper, it is proposed to control the memory
allocation and deallocations considering that tasks request
memory in a periodic fashion. A feasibility test for memory
is also proposed. This paper does not defined any mem-
ory reclamation and adjustment algorithm. The control of
the memory was based on the knowledge about the periodic
allocation and deallocation performed by the tasks.
In [21] a memory reservation mechanism (container) to
monitor and control the use of resources (CPU time and res-
ident memory) in Linux systems is proposed. The proposed
mechanism isolates the memory behaviour of a group of
tasks from the rest of the system. It can be used to isolate
greedy applications by limiting the amount of memory, ex-
ecution of virtual machines, etc. This mechanism will be
included in the new version of the Linux kernel.
Our proposal could have similarities with the elastic task
model proposed by Buttazzo et al [5]. This paper states
that: ”whenever a new task cannot be guaranteed by the
system, instead of rejecting the task, the system can try to
reduce the utilisation of the other tasks (by increasing their
periods in a controlled fashion) to decrease the total load
and accommodate the new request.”. The MRM reclaims
and reduces the granted memory to existing resources in
order to accommodate a new incoming resource.
8 Conclusion and future work
This paper presents a novel memory reservation frame-
work, jointly with an acceptance test that redistributes the
available memory to improve the overall system perfor-
mance.
The use of dynamic memory in real-time systems was
very limited due to the unbounded nature of the basic allo-
cation and deallocation operations. The situation changed
when the TLSF algorithm was presented by Masmano et
al. [15]. The TLSF is a fast constant time, O(1), allocator.
The other source of indeterminism, which seriously lim-
its the use of DSA in real-time, is the memory fragmenta-
tion problem. We summarise the main results about frag-
mentation, and conclude that although it is still an open
problem, it is not a real problem for practical applications.
The fragmentation problem is comparable with the worst
case execution time (WCET) analysis. In both cases, the
theoretical worst case are very pessimistic compared with
the real observed fragmentation
Contrary to general belief, a detailed comparison be-
tween how the processor is scheduled and how the memory
can be used in real-time systems, shows that both kinds of
resources have more similarities than differences.
In the second part of the paper, a memory model for
real-time applications, and a contract based framework for
managing spare memory is presented. The proposed accep-
tance test resembles the elastic task model, in the sense that
the acceptance test distributes the spare memory among the
memory resource controller that can use it. Different re-
claiming memory strategies are analysed and used to adjust
the available resources.
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Abstract
The periodic resource model of Shin and Lee [19]
provides a flexible, simple framework for design-
ing compositional real-time systems. Each compo-
nent in the periodic resource model has an inter-
face which specifies the period and capacity of the
resource used to schedule the component. Unfortu-
nately, the best-known exact algorithms for determin-
ing the interface parameters for a component in the
periodic resource model potentially require exponential
or pseudo-polynomial time. In this paper, we obtain
an FPTAS for the problem of selecting an interface
period given a capacity-determination algorithm. We
also apply our approach to obtain an FPTAS for the
problem of selecting both a period and capacity for
components consisting of sporadic task systems. Our
algorithms obtain interface parameters with interface
bandwidth at most (1 + ²) times the optimal for any
² > 0.
1 Introduction
Compositional analysis for real-time systems has
recently received considerable research attention due
to its well-known benefits of reducing system-design
complexity. For component-based systems, reduction
in system complexity is typically achieved via compo-
nent abstraction. Component abstraction hides the
complexity and internal details of each component
from developers of other components and only ex-
poses information necessary to use the component via
an interface. Numerous compositional frameworks
have been proposed to support the design and anal-
ysis of compositional real-time systems (for a non-
exhaustive list see [1, 7, 10, 19]). In each of these
compositional frameworks, a component expresses its
computational requirements to the system via a real-
time interface. One important attribute of a real-time
interface is the interface bandwidth. The interface
bandwidth simultaneously quantifies the fraction of
∗This research has been supported by a Wayne State Uni-
versity Faculty Research Award.
the total system resource supply that a component C
will require to meet its real-time constraints and the
component C’s “interference” on the resource sup-
ply provided to other system components. Thus, a
fundamental goal in the design and analysis of com-
positional real-time systems is the minimization of
real-time interface bandwidth (MIB-RT).
The periodic resource model [19] is a simple, yet
flexible real-time compositional framework. A pe-
riodic resource, denoted by Γ = (Π,Θ), guaran-
tees that a component C executed upon resource Γ
will receive at least Θ units of execution (not nec-
essarily contiguous) between successive time points
{t ≡ t0 + `Π | ` ∈ N}, given some initial resource
start-time t0. The parameters Π and Θ are respec-
tively referred to as the period and capacity of the
periodic resource Γ. It will be assumed throughout
the paper that Π is a positive integer while Θ may be
a real number. The ratio ΘΠ represents the interface
bandwidth of resource Γ. A system-level scheduling
algorithm allocates the processor time among the dif-
ferent periodic resources that share the same proces-
sor, such that each resource receives (for every pe-
riod) aggregate processor time equivalent to its ca-
pacity. A subsystem’s tasks are then hierarchically
scheduled by a subsystem-level scheduling algorithm
upon the processing time supplied to resource Γ.
If the system-level scheduling algorithm is earliest-
deadline-first (edf), then it is known (e.g., see [19])
that periodic resources {Γ1,Γ2, . . . ,Γm} can success-
fully guarantee the capacity parameters to their re-
spective components, if and only if, the total system
bandwidth does not exceed one; i.e.,
∑m
i=1
Θi
Πi
≤ 1.
From the aforementioned condition, it is clear that
minimizing the interface bandwidth of each resource
increases system schedulability.
In this paper, we specifically consider the prob-
lem of determining the optimal choice of period
parameter (i.e., Π) for resource Γ, given a com-
ponent C and a capacity-determination algorithm
A. A capacity-determination algorithm returns the
minimum-schedulable capacity for a given compo-
nent C to meet all deadlines upon a periodic resource
with a fixed period Π. Such algorithms have already
been devised for sporadic tasks; e.g., see [9, 12, 19].
Let ΘAmin(Π, C) be the value returned by capacity-
determination algorithm A for a given C and Π. Fur-
thermore, let us consider only integer values of Π in
the range {Πlower, . . . ,Πupper} as possible periods.
The optimal choice period for the MIB-RT problem
is:
Π∗(A, C)
def
= argminΠ∈N+
{
ΘAmin(Π,C)
Π
∣∣ Πlower ≤ Π ≤ Πupper} .
(1)
Let OPT denote the optimal capacity-determination
algorithm. The problem of exactly determining
Π∗(OPT, C) for the period resource model (and
slightly more general models) has been extensively
studied by Easwaran [8]. However, each of the pro-
posed methods has runtime dependent of the differ-
ence between Πlower and Πupper. If this difference
is large, determining Π∗(A, C) may be prohibitively
expensive from a time-complexity perspective, es-
pecially if the capacity-determination algorithm A
also has significant computational complexity. Such
a large computation cost prohibits exact algorithms
from being used for “on-the-fly” computation of in-
terfaces.
§Our Contributions. Our main objective is to find
an approximation to Π∗(A, C) with bounded devia-
tion from the optimal solution to MIB-RT. In this
paper, we present an approximation scheme with the
following guarantee:
Given a component C, capacity-
determination algorithm A, range of pos-
sible period values {Πlower, . . . ,Πupper},
and an accuracy parameter ² > 0, if our
algorithm returns Π̂ for the given param-
eters, then Θ
A
min(Π
∗(A,C),C)
Π∗(A,C) ≤ Θ
A
min(Π̂,C)
Π̂
≤
(1 + ²) · ΘAmin(Π∗(A,C),C)Π∗(A,C) . Furthermore, our
algorithm runs in time polynomial in the
representation of C, Πlower, Πupper,
1
² ,
and the complexity of A.
In other words, our algorithm is a fully-polynomial-
time approximation scheme (FPTAS) [20] for the
MIB-RT problem (with respect to the computation
complexity of A). The (1 + ²) factor is called the ap-
proximation ratio of the produced solution. We also
give an FPTAS for determining both the period and
capacity of a component consisting of sporadic tasks.
§Organization. The remainder of the paper is or-
ganized as follows. Section 2 briefly describes prior
related research on the MIB-RT problem. Section 3
presents our proposed approximation scheme for pe-
riod selection (with respect to any given capacity-
determination algorithm) and proves its associated
approximation ratio. Section 4 shows how the ap-
proximation scheme given in the Section 3 may be
used to obtain an overall approximation scheme (with
respect to the optimal capacity-determination) for
components consisting of sporadic real-time tasks.
2 Related Work
The MIB-RT problem has previously been stud-
ied for the periodic resource model and the explicit-
deadline periodic resource (EDP) model [9] where
each component is represented by a sporadic task sys-
tem [16]. Easwaran et al. [9] also obtain exact solu-
tions to MIB-RT in this context (i.e., if the band-
width provided by the system to component C is
less than the exact solution to MIB-RT, then some
real-time constraint will be violated for C). This so-
lution is based upon exact schedulability techniques
for uniprocessor real-time systems [4, 14], which may
be computationally expensive. Easwaran [8] also ex-
plored period selection in the EDP model (which
can trivially be applied to the periodic resource
model); however, the worst-case complexity of the
proposed algorithms could be potentially exponen-
tial in the number of tasks in the component. Shin
and Lee [19] have obtained O(n)-time, sufficient so-
lutions to MIB-RT for the periodic resource. The
advantage of this approach is that bandwidth allo-
cation may be determined quickly for a component
C. However, our previous analysis [11] of Shin and
Lee’s linear-time algorithm showed that, for a fixed
resource period, there exists sporadic task systems
that would cause the algorithm to return a band-
width that is a factor of 1.5 greater than the opti-
mal bandwidth. (It is also shown that the most that
the returned bandwidth could exceed optimal is by
a factor of 3). As an intermediate solution between
computationally-expensive, exact solutions and effi-
cient, inexact solutions, Fisher and Dewan [12] obtain
an FPTAS for capacity-determination in the periodic
resource model with fixed resource periods. In this
paper, we remove the assumption of fixed resource
periods.
A number of other results on MIB-RT for dif-
ferent compositional models exist. For compo-
nents scheduled by fixed-priority on temporal par-
titions, Lipari and Bini [15], developed an ex-
act, pseudo-polynomial-time algorithm for MIB-RT.
While Almeida and Pedreiras [3] developed sufficient,
polynomial-time bandwidth allocation techniques for
fixed-priority scheduling upon temporal partitions.
Recently, researchers have also focused on character-
izing components by processor-demand curves which
describe the minimum amount of processing that
a component requires over any interval. For ex-
ample, Wandeler and Thiele [21] proposed the con-
cept of interface-based design which uses real-time
calculus [6] to compute demand curves and service
curves for each component in a compositional real-
time system. In another demand-based model, Al-
bers et al. [1] have developed parametric algorithms
for MIB-RT (without known approximation ratios)
for the hierarchical event stream model.
3 An Algorithm for Selecting the In-
terface Period
In this section, we describe an algorithm for select-
ing a “near-optimal” interface period for a component
C, with respect to a given capacity-determination
algorithm A. However, to guarantee that the ap-
proximation ratio of our proposed algorithm is not
too large, we need to formally restrict the types of
capacity-determination algorithms that we consider.
Informally, we will only consider algorithms where the
capacity grows with increasing periods. The formal
definition is given in the following.
Definition 1 For any component C, an
algorithm A is a monotonically non-
decreasing capacity-determination algo-
rithm over {Πlower, . . . ,Πupper}, if for all
Π1,Π2 ∈ {Πlower, . . . ,Πupper} such that Π1 ≤ Π2,
it must be that ΘAmin(Π1, C) ≤ ΘAmin(Π2, C).
Note that this definition does not place a constraint
on the types of problems that can be solved by our
period-selection algorithm, as all known capacity-
determination algorithms [9, 12, 19] for the periodic
resource model possess this property. Section 4 will
formally show that the algorithm of [12] is monoton-
ically non-decreasing in Π. In the remainder of this
section, we will briefly describe our algorithm (Sec-
tion 3.1) and prove its correctness (Section 3.2).
3.1 Algorithm Description
The period-selection algorithm,
SelectInterface(C,A,Πlower,Πupper, ²), is sim-
ple; the algorithm evaluates ΘAmin(Π, C) for select
values of Π between Πlower and Πupper and re-
turns the Π and ΘAmin(Π, C) with the minimum
ΘAmin(Π,C)
Π . The values of Π are selected based
on an accuracy parameter ². Pseudocode for
SelectInterface(C,A,Πlower,Πupper, ²) is given
below.
Lines 1 through 5 initialize the first choice for Π
(equal to Πlower), the corresponding minimum ca-
pacity (as determined by A), and other bookkeeping
variables. The while loop of Lines 6 and 21 iterate
through successive choices of Π that have capacity
ratios (i.e., the ratio between the capacity of Π and
the capacity for the previous choice of Π) of at most
(1+ ²). To find the next choice of Π, we use a binary
search (Line 7) over the range of remaining values of
Algorithm 1 SelectInterface(C,A,Πlower,Πupper, ²).
Require: Component C, resource-capacity determi-
nation algorithm A, positive integers Πlower and
Πupper, and positive real number ² : 0 < ² ≤ 1.
Ensure: Θ
A
min(Π
∗
A,C)
Π∗A
≤ ΘAmin(Π̂,C)
Π̂
≤ (1 + ²) · ΘAmin(Π∗A,C)
Π∗A
where Πlower ≤ Π∗A ≤ Πupper.
1: Πlast ⇐ Πlower
2: Θlast ⇐ ΘAmin(Πlast, C)
3: Θupper ⇐ ΘAmin(Πupper, C)
4: Π̂⇐ Πlast
5: Θ̂⇐ Θlast
6: while (1 + ²)Θlast ≤ Θupper do
7:
Perform a binary search over Πlast to Πupper for
largest Π s.t.
(
Θ
def
= ΘAmin(Π, C)
)
≤ (1+ ²)Θlast.
8: Πlast ⇐ Π+ 1
9: Θlast ⇐ ΘAmin(Πlast, C)
10: if ΘΠ > 1 then
11: return “C not schedulable.”
12: end if
13: if ΘΠ <
Θ̂
Π̂
then
14: Θ̂⇐ Θ
15: Π̂⇐ Π
16: end if
17: if
Θlast
Πlast
< Θ̂
Π̂
then
18: Θ̂⇐ Θlast
19: Π̂⇐ Πlast
20: end if
21: end while
22: if
Θupper
Πupper <
Θ̂
Π̂
then
23: return Γ̂ =
(
Πupper,Θupper
)
24: else
25: return Γ̂ =
(
Π̂, Θ̂
)
26: end if
Π that have not been selected. The binary search re-
turns the largest Π such that the capacity of Π is no
more than (1+²) times the capacity of the previously-
selected value of Π. Π is incremented (Line 8) within
the while loop to ensure that the next capacity-value
for Π is more than (1 + ²) times the previous. Fi-
nally, the while loop terminates when our returned
capacity exceeds the capacity of Πupper. The val-
ues Θ̂ and Π̂ maintain the interface parameters of the
resource with the minimum capacity of all values of
Π that have been evaluated. The algorithm returns
the minimum-bandwidth interface over all evaluated
choices of Π.
3.2 Proof of Correctness
We now must show that
SelectInterface(C,A,Πlower,Πupper, ²) returns
an interface with bandwidth no more than
a factor of (1 + ²) greater than the optimal
bandwidth. That is, we need to show that
SelectInterface(C,A,Πlower,Πupper, ²) has an ap-
proximation ratio equal to (1 + ²). The first result
that we give towards this goal is a lower bound on
the bandwidth for any contiguous range of periods
{Πi, . . . ,Πj}.
Lemma 1 Consider any Πi,Πj ∈
{Πlower, . . . ,Πupper} where Πi ≤ Πj Given
any monotonically non-decreasing capacity-allocation
algorithm A and component C, the following is true.
ΘAmin(Πi, C)
Πj
≤ min
Π∈{Πi,Πi+1,...,Πj}
{
ΘAmin(Π, C)
Π
}
.
(2)
Proof: Observe that, since A is monotonically
non-decreasing over {Πi, . . . ,Πj}, ΘAmin(Πi, C) ≤
ΘAmin(Π, C) for all Π ∈ {Πi, . . . ,Πj}. Also, 1Πj ≤ 1Π
is trivially true for all Π ∈ {Πi, . . . ,Πj}. Equation 2
follows from these two observations.
We now show that if we select period values from
{Πlower, . . . ,Πupper} such that consecutive choices
from this domain are either adjacent (i.e., the values
are different by one) or have computed capacities dif-
ferent by at most a multiplicative factor of (1 + ²),
then the minimum bandwidth resulting from these
choices is at most a factor of (1 + ²) greater than the
optimal minimum bandwidth.
Lemma 2 Consider monotonically non-decreasing
capacity-allocation algorithm A, component C, and
real number ² > 0. Let {Π1, . . . ,Πm} be any (or-
dered) subset of{Πlower, . . . ,Πupper} such that Π1 =
Πlower, Πm = Πupper, and, for all i : 1 ≤ i < m,
either
Πi+1 = Πi + 1, (3)
or
ΘAmin(Πi, C) ≤ ΘAmin(Πi+1, C) ≤ (1 + ²) ·ΘAmin(Πi, C)
(4)
is true. Then, the following inequalities holds:
ΘAmin(Π
∗(A, C), C)
Π∗(A, C)
≤ minΠ∈{Π1,...,Πm}
{
ΘAmin(Π,C)
Π
}
≤ (1 + ²) · ΘAmin(Π∗(A,C),C)Π∗(A,C) .
(5)
Proof: There are two cases to consider:
1. Π∗(A, C) ∈ {Π1, . . . ,Πm}; or
2. Π∗(A, C) 6∈ {Π1, . . . ,Πm}.
For Case 1, it obvious that
minΠ∈{Π1,...,Πm}
{
ΘAmin(Π,C)
Π
}
equals Θ
A
min(Π
∗(A,C),C)
Π∗(A,C) ;
Equation 5 follows.
For Case 2, there must exist adjacent values
Πi,Πi+1 ∈ {Π1, . . . ,Πm} such that Πi ≤ Π∗(A, C) ≤
Πi+1. Furthermore, Πi+1 6= Πi + 1; otherwise,
Π∗(A, C) would equal either Πi or Πi+1, and Case 1
would apply. By Lemma 1,
ΘAmin(Πi,C)
Πi+1
≤ minΠ∈{Πi,...,Πi+1}
{
ΘAmin(Π,C)
Π
}
=
ΘAmin(Π
∗(A,C),C)
Π∗(A,C)
⇒ (1+²)ΘAmin(Πi,C)
Πi+1
≤ (1+²)ΘAmin(Π∗(A,C),C)
Π∗(A,C)
⇒ ΘAmin(Πi+1,C)
Πi+1
≤ (1+²)ΘAmin(Π∗(A,C),C)
Π∗(A,C)
(by Equation 4).
(6)
The final inequality implies
min
Π∈{Π1,...,Πm}
{
ΘAmin(Π, C)
Π
}
≤ (1+²)ΘAmin(Π∗(A,C),C)Π∗(A,C) .
Obviously,
ΘAmin(Π
∗(A, C), C)
Π∗(A, C)
≤ minΠ∈{Π1,...,Πm}
{
ΘAmin(Π,C)
Π
}
,
by definition of Π∗(A, C). From the preceding two
inequalities, Equation 5 of the lemma follows.
Finally, we use Lemma 1 and 2 to show that
SelectInterface(C,A,Πlower,Πupper, ²) is an approx-
imation scheme with approximation ratio (1+²). Fur-
thermore, we quantify the running time of the algo-
rithm in the following theorem.
Theorem 1 SelectInterface(C,A,Πlower,Πupper, ²)
has an approximation ratio of (1 + ²) (where
0 < ² ≤ 1) for period selection with respect to any
monotonically, non-decreasing capacity-allocation
algorithm A. Furthermore, the algorithm has time
complexity equal to
O
(
χA(C) · lg
(
Θupper
Θlower
)
· lg (Πupper)/²) , (7)
where Θlower
def= ΘAmin(Πlower, C), Θupper
def=
ΘAmin(Πupper, C), and χ
A(C) equals the time com-
plexity of the capacity-determination algorithm A
given a component C.
Proof Sketch: Let {Π1, . . . ,Πm} be the or-
dered set of values that variables Πlast and Π
(set in Line 7) are assigned throughout the execu-
tion of SelectInterface(C,A,Πlower,Πupper, ²). Ob-
viously, {Π1, . . . ,Πm} ⊆ {Πlower, . . . ,Πupper} such
that Π1 = Πlower and Πm = Πupper. Further-
more, it is easy to verify that subsequent values
of Πi,Πi+1 ∈ {Π1, . . . ,Πm} satisfy either Equa-
tion 3 (see Line 8) or Equation 4 (see Line 7) of
Lemma 2. Thus, by Equation 5 of Lemma 2, the
Γ̂ =
(
Π̂, Θ̂
)
computed by Lines 4, 5, 13, 17, and 22
is at most (1 + ²) · ΘAmin(Π∗(A,C),C)Π∗(A,C) . This shows
that SelectInterface(C,A,Πlower,Πupper, ²) has an
approximation ratio of at most (1 + ²).
For determining the complexity of
SelectInterface(C,A,Πlower,Πupper, ²), observe
that the running time is dominated by the while loop
in Lines 6 through 21. The complexity of the while
loop can (informally) be determined by
(Number of iterations of while loop)
× (Number of Π values to be checked in binary search)
× (Execution time to check value of Π) .
(8)
The number of iterations of the while loop can be
determined by observing that Θlast increases by at
least a factor of (1 + ²) upon every iteration of the
while loop of Lines 6 to 21. Thus, the number of
iterations is equal to smallest integer value of ` such
that the following equation is true:
(1 + ²)`Θlower ≥ Θupper
Solving for `,
` =
⌈
log(1+²)
(
Θupper
Θlower
)⌉
=
⌈
ln
(
Θupper
Θlower
)
ln(1+²)
⌉
≤
⌈
(1+²)·ln
(
Θupper
Θlower
)
²
⌉
= O
((
lg ΘupperΘlower
)/
²
)
.
(9)
The third equality above follows from the well-known
identity x1+x ≤ ln(1 + x) for all x > −1.
The binary search of Line 7 searches over the range
{Πlast, . . . ,Πupper}. This range contains at most
Πupper number of values. Thus, the number of val-
ues of Π ∈ {Πlast, . . . ,Πupper} that have to calculate
ΘAmin(Π, C) is
O
(
lg(Πupper)
)
. (10)
Finally, the execution time for each calculation of
ΘAmin(Π, C) is equal to the execution cost of algorithm
A for a given component, which is denoted χA(C).
Combining this observation with Equations 8, 9,
and 10, implies the running time given in the lemma.
4 Interface Selection for Sporadic
Task Systems
In this section, we explore an application of the
algorithm proposed in the previous section to deter-
mine the minimum-bandwidth interface for a compo-
nent consisting of sporadic tasks scheduled by edf.
We will show that we may, in fact, obtain an FP-
TAS for the MIB-RT problem in the context of spo-
radic tasks. The remainder of the section is organized
as follows. In Section 4.1, we introduce notations
and prior analytic results for the task, workload, and
periodic resource models. In Section 4.2, we state
the capacity-determination algorithm we use in de-
riving our FPTAS; the capacity-determination algo-
rithm was previously proposed in [12]. In Section 4.3,
we give a simple example to show that using Πlower
is not always the optimal choice for minimizing the
interface bandwidth. In Section 4.4, we give a de-
scription of our FPTAS and prove its correctness.
4.1 Models and Notation
In this subsection, we present background and no-
tation for the task model, workload functions, and
periodic resource model that we use throughout the
remainder of this section.
§Sporadic Task Model. A sporadic task τi =
(ei, di, pi) is characterized by a worst-case execution
requirement ei, a (relative) deadline di, and a min-
imum inter-arrival separation pi, which is, for his-
torical reasons, also referred to as the period of the
task. Such a sporadic task generates a potentially
infinite sequence of jobs, with successive job-arrivals
separated by at least pi time units. Each job has
a worst-case execution requirement equal to ei and
a deadline that occurs di time units after its arrival
time. We will assume that task parameters are pos-
itive integers. Furthermore, obviously, ei ≤ di and
ei ≤ pi for any task τi; otherwise, cannot be sched-
uled to meet its deadline by any scheduling algorithm.
A sporadic task system τ def= {τ1, . . . , τn} is a collec-
tion of n such sporadic tasks. A useful metric for a
sporadic task τi is the task utilization ui
def= ei/pi. The
system utilization is denoted U(τ) def=
∑
τi∈τ ui.
The following lemma on system utilization will be
useful in defining an FPTAS.
Lemma 3 For any sporadic task system τ with pos-
itive integer parameters,
U(τ) ≥ n
pmax
(11)
where pmax
def= maxni=1{pi}.
Proof: By definition, U(τ) equals
∑
τi∈τ
ei
pi
. Equa-
tion 11 follows from observing that ei ≥ 1 and
pi ≤ pmax for all τi ∈ τ .
§Workload Functions. For determining schedu-
lability of a sporadic task system, it is often useful
to quantify the maximum amount of execution that
must complete over any given interval. For this pur-
pose, researchers [5] have derived the demand-bound
function, defined below.
-
t
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Figure 1. The step function denotes a plot of
dbf(τi, t) as a function of t. The dashed line
represents the function d˜bf(τi, t, k), approximating
dbf(τi, t). d˜bf(τi, t, k) is equal to dbf(τi, t) for all
t < di+(k−1)pi (k equals three in the above graph).
Definition 2 (Demand-Bound Function) For
any t > 0 and task τi, the demand-bound function
(dbf) quantifies the maximum cumulative execution
requirement of all jobs of τi that could have both an
arrival time and deadline in any interval of length t.
Baruah et al. [5] have shown that, for sporadic tasks,
dbf can be calculated as follows.
dbf(τi, t) = max
(
0,
⌊
t− di
pi
⌋
+ 1
)
· ei. (12)
Figure 1 gives a visual depiction of the demand-
bound function for a sporadic task τi. Observe from
the above definition and Figure 1 that the dbf is a
right continuous function with discontinuities at time
points of the form t ≡ di + a · pi where a ∈ N. Let
DBF(τ, t) def=
∑
τi∈τ dbf(τi, t). It has been shown [5]
that condition DBF(τ, t) ≤ t,∀t ≥ 0 is necessary
and sufficient for sporadic task system τ to be edf-
schedulable upon a preemptive uniprocessor platform
of unit speed. Furthermore, it has also been shown
that the aforementioned condition needs to be veri-
fied at only time points in the following ordered set
(with elements are in non-decreasing order):
TS(τ)
def
=
⋃
τi∈τ
{t ≡ di + a · pi | (a ∈ N) ∧ (t ≤ P (τ))} .
(13)
where P (τ) is an upper bound on the maximum time
instant that the schedulability condition must be ver-
ified at. For edf-scheduled sporadic task systems
on preemptive unit-speed processors, P (τ) is at most
lcmτi∈τ{pi}. The above set is known as the testing
set for sporadic task system τ . For any ta ∈ TS(τ),
ta ≤ ta+1; if ta is the last element of the set, we
use the convention that ta+1 equals ∞. Also, we will
assume that t0 is equal to zero.
Albers and Slomka [2] proposed the following ap-
proximation to dbf to reduce the number of disconti-
nuities (and, thus, points in the testing set).
d˜bf(τi, t, k)
def
=
{
dbf(τi, t), if t < di + (k − 1)pi;
ui · (t− di) + ei, otherwise.
(14)
The main intuition behind d˜bf(τi, t, k) is that
it “tracks” dbf for exactly k discontinuities (i.e.,
“steps”). After k discontinuities, d˜bf(τi, t, k) us-
ing a linear interpolation of the subsequent dis-
continuous points (with slope equal to ui). The
steps with the thick lines and the sloped-dotted
line in Figure 1 correspond to dbf(τi, t, 3). We
will abuse notation slightly and use the conven-
tion that dbf(τi, t,∞) corresponds to dbf(τi, t). Let
D˜BF(τ, t, k) def=
∑
τi∈τ d˜bf(τi, t, k). Albers and Slomka
show [2], for any fixed k ∈ N+, the condition
D˜BF(τ, t, k) ≤ t,∀t ≥ 0 is sufficient for sporadic task
τ to be edf-schedulable upon a preemptive unipro-
cessor platform of unit speed. The ordered testing set
of this condition is reduced to
T˜S(τ, k)
def
=
⋃
τi∈τ {t ≡ di + a · pi | (a ∈ N) ∧ (a < k) ∧ (t ≤ P (τ))} .
(15)
§Periodic Resource Model. Throughout this sec-
tion, we assume that each component C is a sporadic
task system. Let C be composed of a sporadic task
system τ that is to be edf-scheduled upon periodic
resource Γ = (Π,Θ). (From now on, we use τ in
the context of component C). We will now present
some concepts that have been previously-introduced
by researchers to determine whether τ will meet all
deadlines when scheduled upon Γ.
Definition 3 (Supply-Bound Function) For any
t > 0, the supply-bound function (sbf) quantifies
the minimum execution supply that a component ex-
ecuted upon periodic resource Γ may receive over any
interval of length t. Shin and Lee [19] have quanti-
fied the supply bound function for an periodic resource
in the following (using the notation of Easwaran et
al. [9]):
sbf(Γ, t) =
{
yΓΘ+max (0, t− xΓ − yΓΠ) , if t ≥ Π−Θ
0, otherwise.
(16)
where yΓ =
⌊
t−(Π−Θ)
Π
⌋
and xΓ = (2Π− 2Θ).
edf-schedulability conditions for periodic resource
Γ have been developed [9, 17, 18], as given in the fol-
lowing theorem.
Theorem 2 (from [9]) A sporadic task system τ is
edf-schedulable upon an EDP resource Γ = (Π,Θ),
if and only if,
(DBF(τ, t) ≤ sbf(Γ, t), ∀t ≤ P (τ))
∧(
U(τ) ≤ Θ
Π
)
(17)
where P (τ) equals lcmτi∈τ{pi}+maxτi∈τ{di}.
4.2 Capacity-Determination Algorithm
The algorithm that we consider for determining
the minimum-capacity of a periodic resource (for a
fixed period) is given by Algorithm 2. Informally,
the algorithm works as follows: for each value t in
the testing set T˜S(τ, k), MinimumCapacity determines
the minimum capacity Θmint such that the D˜BF(τ, t) is
“below” the supply-bound function sbf((Π,Θmint ), t).
The algorithm is exact when k equals ∞, since
T˜S(τ,∞) equals TS(τ). More details on the algo-
rithm and a proof of correctness is available from [12].
Please note that the algorithm found in [12] is given
for the more general explicit-deadline periodic re-
source (EDP) model [9]; the algorithm stated here
has been adapted to for the periodic resource model.
Algorithm 2 MinimumCapacity(Π, τ, k).
Require: Sporadic task system τ , resource period Π
(positive integer), and positive integer k.
1: Θmin ← U(τ) ·Π
2: for all t ∈ T˜S(τ, k) do
3: Dt ← D˜BF(τ, t, k)
4: αt ←
∑
τi∈τ :t≥di+(k−1)pi ui
5: Θmint ←∞
6: for ` = max
{
1,
⌊
t
Π
⌋− 1} to ⌈ tΠ⌉ do
7: Θmin` ← max

αtΠ,
Dt−t+(`+1)Π
`+1 ,
Dt
` ,
Dt+αt((`+2)Π−t)
`+2αt

8: Θmint ← min{Θmint ,Θmin` }
9: end for
10: Θmin ← max{Θmin,Θmint }
11: end for
12: return Θmin
The following result (restated from [12]) shows
that MinimumCapacity is an FPTAS for capacity-
determination given a fixed period.
Theorem 3 (from [12]) Given Π, τ , and ² > 0, the
procedure MinimumCapacity
(
Π, τ,
⌈
1
²
⌉)
returns Θmin
such that
Θ∗(Π, τ) ≤ Θmin ≤ (1 + ²) ·Θ∗(Π, τ)
where Θ∗(Π, τ) is the optimal minimum capac-
ity required to edf-schedule τ upon a peri-
odic resource with period of Π. Furthermore,
MinimumCapacity
(
Π, τ,
⌈
1
²
⌉)
has time complexity
O
(
n lgn
²
)
.1
4.3 A Motivating Example
At this point in the paper, the reader may
wonder, if a monotonically non-decreasing capacity-
determination algorithm is used, does the minimum
bandwidth occur for smallest possible value of Π (i.e.,
Πlower) – eliminating the need for more complex
period-selection algorithm? In this subsection, we
show that such a period-selection algorithm is defi-
nitely required. We give a small motivating example
to illustrate that the minimum bandwidth is not al-
ways achieved using the period Πlower.
Consider a component consisting of a single
sporadic task τ1
def= (e1, d1, p1) = (1, 301, 1000). If the
range of possible Π values is {80, 81, . . . , 150} and we
use an exact capacity determination algorithm (i.e.,
MinimumCapacity with k = ∞), then we will find
that the minimum capacity to successfully schedule
τ1 is equal to 0.5 for all Π ∈ {80, 81, . . . , 100}
and 1.0 for all Π ∈ {101, 102, . . . , 150}. Thus, the
minimum bandwidth interface for τ1 is Γ = (100, 0.5)
which has a bandwidth of 0.005. However, the
approach of checking all values of Π would have
required us to call MinimumCapacity a total of 71
times. Furthermore, observe that the minimum
bandwidth interface did not have a period of Πlower,
but in fact occurred 20 units greater than Π. We
expect that this example can be generalized so
that the difference from Πlower to the optimal
period is arbitrarily large; thus, checking all val-
ues of Π for the minimum bandwidth interface is
potentially very expensive. On the other hand,
SelectInterface({τ1},MinimumCapacity, 80, 150, .1)
would call MinimumCapacity a total of nine times
and, in fact, return the interface Γ = (100, 0.5) for
this example. Thus, for this particular example, a
significant reduction in time complexity can be ob-
tained with no loss of accuracy. The next subsection
shows how we may obtain an FPTAS that guarantees
the desired level of accuracy for the selected interface
of any possible component.
4.4 An FPTAS for Interface Selection
In this subsection, we present the main result of
the section: an FPTAS for interface selection for pe-
riodic resources scheduling sporadic tasks. Before we
state our main result, we require two technical lem-
mas. The first lemma gives an upper and lower bound
on the value returned by MinimumCapacity.
1Note that there is an error in the statement of this theorem
in [12]. It incorrectly stated that the value max
(
1,
⌊
1
²
⌋)
should
be used in the third argument to MinimumCapacity. However,
the technical report [13] has corrected the value of the argu-
ment to
⌈
1
²
⌉
.
Lemma 4 For a given Π, sporadic task system τ ,
and k ∈ N+ ∪ {∞}, if t ≥ D˜BF(τ, t, k) for all
t ∈ T˜S(τ, k) and U(τ) ≤ 1, then the capacity Θmin
returned from MinimumCapacity (Π, τ, k) satisfies
Π · n
pmax
≤ Θmin ≤ Π (18)
Proof: Line 1 of MinimumCapacity sets Θmin to the
minimum default value of U(τ) · Π. Thus, Θmin ≥
U(τ) ·Π. By Lemma 3, Θmin ≥ Π · npmax .
To see the upper bound on Θmin, consider Line 7
when ` equals
⌈
t
Π
⌉
. The value αt · Π ≤ U(τ) · Π,
by Line 4; αt · Π ≤ Π, since U(τ) ≤ 1 by suppo-
sition. The value Dt−t+(`+1)Π`+1 is at most Π since
Dt ≤ t. The value Dt` is also at most Dt·Πt since
` =
⌈
t
Π
⌉ ≥ tΠ ; since t ≥ Dt, Dt` ≤ Π. Finally,
the value Dt+αt((`+2)Π−t)`+2αt is increasing in αt when
` equals
⌈
t
Π
⌉
; thus, Dt+αt((`+2)Π−t)`+2αt ≤
Dt+(`+2)Π−t
`+2
which is at most Π since t ≥ Dt. We have, thus,
shown that Θmin` ≤ Π when ` equals
⌈
t
Π
⌉
. Line 8
sets Θmin to the minimum value of Θmin` for any
t ∈ T˜S(τ, k). The inequality Θmin ≤ Π follows.
The second technical lemma states that
MinimumCapacity is monotonically, non-decreasing.
Lemma 5 For a given τ and ² > 0,
MinimumCapacity is monotonically, non-decreasing
over {Πlower, . . . ,Πupper}.
Proof Sketch: The lemma follows from observing
that the values of Θmin and Θmin` (set in Lines 1 and 7,
respectively) are monotonically, non-decreasing in Π.
Finally, we give the FPTAS for the MIB-RT with
respect to sporadic tasks. The theorem below uses
both SelectInterface and MinimumCapacity to obtain
the FPTAS.
Theorem 4 Given sporadic task system τ and ac-
curacy parameter ² : 0 < ² ≤ 1, if t ≥ D˜BF(τ, t, k)
for all t ∈ T˜S(τ, k) and U(τ) ≤ 1, then the pro-
cedure SelectInterface(τ,A,Πlower,Πupper, ²3 ) where
A equals MinimumCapacity (·, τ, ⌈3² ⌉) returns Γ̂ =(
Π̂,ΘAmin(Π̂, τ)
)
such that
ΘOPTmin (Π
∗(OPT, τ), τ)
Π∗(OPT, τ)
≤ ΘAmin(Π̂,τ)
Π̂
≤ (1 + ²) · ΘOPTmin(Π∗(OPT,τ),τ)Π∗(OPT,τ) .
(19)
Furthermore, the above algorithm has time complexity
that is polynomial in the number of tasks n, 1/², and
the number of bits required to represent Πupper and
task system τ ’s parameters.
Proof Sketch: Let {Π1, . . . ,Πm} be the set of val-
ues that Π and Πlast are set to throughout execution
of SelectInterface(τ,A,Πlower,Πupper, ²3 ). Consider
adjacent values Πi,Πi+1 ∈ {Π1, . . . ,Πm} such that
Πi ≤ Π∗(OPT, τ) ≤ Πi+1. Let Θ̂i and Θ̂i+1 equal
the values determined by MinimumCapacity
(·, τ, ⌈ 3² ⌉)
evaluated at Πi and Πi+1, respectively. If
Πi+1 = Πi + 1, then Π∗(OPT, τ) is equal to ei-
ther Πi or Πi+1; w.l.o.g., assume that Π∗(OPT, τ)
equals Πi. By MinimumCapacity’s approxima-
tion ratio, Θ̂i ≤
(
1 + ²3
)
ΘOPTmin (Π
∗(OPT, τ), τ) ≤
(1 + ²)ΘOPTmin (Π
∗(OPT, τ), τ). Equation 19 follows in
this case.
In the case that Πi+1 6= Πi + 1, we know that
MinimumCapacity is monotonically, non-decreasing
in Π (by Lemma 5). Thus, the binary search of
SelectInterface(τ,A,Πlower,Πupper, ²3 ) ensures that
Θ̂i+1 ≤
(
1 + ²3
)
Θ̂i. The approximation ratio
of MinimumCapacity also guarantees that Θ̂i ≤(
1 + ²3
)
ΘOPTmin (Π
∗(OPT, τ), τ). Thus,
Θ̂i+1
≤ (1 + ²3)2ΘOPTmin (Π∗(OPT, τ), τ)≤ (1 + ²)ΘOPTmin (Π∗(OPT, τ), τ),
since ² ≤ 1. The above inequality and Πi+1 ≥
Π∗(OPT, τ) implies that
Θ̂i+1
Πi+1
≤ (1 + ²)Θ
OPT
min (Π
∗(OPT, τ), τ)
Π∗(OPT, τ)
Equation 19 follows from the fact that Θ̂i+1Πi+1 ≥
ΘAmin(Π̂,τ)
Π̂
.
The time complexity of the approach follows
from Equation 7 of Theorem 1. By Theo-
rem 3, χA(τ) is O(n lgn/²). The second term
of Equation 7 (lg
(
Θupper
Θlower
)
) is upper bounded by
(lg
(
Πupper
n/pmax
)
) according to Lemma 4; this term is
O
(
lg(Πupper) + lg(pmax)
)
. Thus, the entire time
complexity of the approach of the Theorem is
O
(
n lgn(lg2Πupper + lgΠupper lg pmax)
/
²2
)
which is polynomial in the number of tasks, num-
ber of bits to represent both the task parameters and
Πupper, and 1/².
5 Conclusions
In this paper, we propose an approximation algo-
rithm for the minimization of interface bandwidth
(MIB-RT) problem in a real-time compositional
framework, the periodic resource model. We first
propose a general algorithm for determining the in-
terface parameter, given a capacity determination al-
gorithm. This approach is general and can apply to
any component task model. Next, we explore inter-
face selection for components consisting of entirely
sporadic tasks, and propose an algorithm based on a
previous capacity-determination algorithm [12]. Our
algorithm returns bandwidth that is at most a factor
of (1 + ²) greater than the optimal minimum band-
width, for any ² > 0. Furthermore, it is shown that
our algorithm is an FPTAS as it has time complex-
ity that is polynomial in the number of tasks in the
sporadic task system, the number of bits to represent
the task parameters, the number of bits to represent
the maximum task period Πupper, and the term 1/².
Previous work [8] has shown that exact algorithms
for MIB-RT problem on periodic resources may re-
quire pseudo-polynomial or exponential time. Thus,
our results may provide a significant reduction in the
time necessary to determine the minimum-bandwidth
interface parameters.
In future work, we hope to explore interface se-
lection in the presence of shared global resources; we
also would like to study the effect of overheads in the
choice of interface parameters. We believe that our
the central idea of our FPTAS proposed in this paper
is general enough to extend to these more practical
and complex settings.
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Abstract 
Error detection and error recovery mechanism must 
be carefully selected in automotive embedded 
applications mainly because of limited resources and 
economical reasons. However, major safety concerns, 
brought by new customer services (i.e. chassis control), 
motivate the automotive industry to search for new 
means for improving robustness in operation. The 
challenge is to study a “low-cost”, portable and 
flexible dependability solution. The guiding principle is 
to rigorously control what/when information is 
essential to get, and what/when instrumentation is 
necessary, to perform fault-tolerance. The paper 
proposes an approach to develop a defense software, 
as an external customizable component, based on 
observation and control mechanisms provided by 
current standard in the automotive industry. 
 
1. Introduction 
Improving software fault-tolerance is a common 
interest for aeronautics, railway and automotive 
software-based systems. However, the automotive 
context meets more stringent economical constraints 
and resources limitations, due to higher volume of 
vehicle production and lower criticality of vehicle 
functions compared to avionics. A “lightweight” 
solution for fault tolerance is studied.  
To optimize online verification means to avoid 
exhaustive systematic information storage and checks, 
thanks to preliminary safety analyses. Identifying, at 
first, major critical data and control flows of 
application software enables to perform selective 
verification. The drawback of such an application-
specific approach would be a lack of adaptability and 
portability for reuse of safety mechanisms, if they are 
not well organized and coordinated.  
Our approach favors reuse by applying the 
“separation of concerns” principle [1] to realize 
customizable defense software. The defense software, 
implements a fault-tolerance strategy and is separated 
from functional software. Both software parts interact 
with each other only through an instrumentation 
interface. The error monitoring strategy is application-
specific and derived from safety analysis, whereas the 
instrumentation interface between functional and 
defense software is as generic as possible. This way, if 
functional software evolves, the interface may evolve 
but the strategy and defense software remain 
unchanged. On the other hand, if defense software has 
to evolve due to arbitrary change (addition or removal 
of a strategy) the interface may be adapted, without any 
change on functional software. Feasibility of the 
presented framework and robustness improvements has 
been experimented with several prototypes. Efficiency 
of the defense software is evaluated by fault injection. 
The aim of the work reported in this paper is to 
present the approach and the principle of the fault-
tolerance framework. It addresses particularly 
interaction errors between application software and 
lower software layers. Section 2 precisely describes the 
context of the work, in terms of automotive software 
architecture, fault model and safety requirements. The 
fault-tolerance framework and a corresponding 
development cycle are proposed in Section 3. The 
architectural solution is discussed according to two 
main aspects: design of defense software (Section 4) 
and instrumentation interface (Section 5). Finally, 
Section 6 gives an idea of early implementation issues.  
2. Automotive software context 
New major standards are emerging in the 
automotive landscape and will probably influence 
dependability of tomorrow’s embedded software. The 
first one, AUTOSAR [2], standardizes complex 
automotive software, structuring it in modules and 
abstraction levels. We focus particularly on the 
interaction between application and basic software 
modules. Another standard, ISO-26262 [3], aims at 
promoting functional safety measures, at each step of 
the development cycle of a product.  
2.1. Fault model  
An automotive embedded system may fail in 
operation due to either physical faults (hardware, 
EMC, etc.) or residual bugs from design or 
development phase of the software development 
process [4].  
Physical faults are modeled as permanent and 
transient bit-flips and stuck-at in the code and data 
memory segments. This kind of fault is always possible 
due to the aggressive environment of automotive 
applications and the increasing complexity of the 
hardware components and system architecture.  
Bugs during design may occur due to non respected 
rules for design (MISRA), bad temporal design (sizing, 
execution order, etc.), bad resource sizing, bad data 
usage (wrong choice of data for usage, wrong handling 
of a data, etc.) or non expected modes. Bugs at 
development phase are likely to happen during manual 
coding, because of misinterpretation of specifications, 
coding errors, compiler or linker’s default.  
A new growing trend is automated code generation. 
Then scaling or configuration of tools may be wrong (it 
is enhanced by software complexity). The adaptation to 
the generator’s constraints may be uncomplete (e.g. 
multiplication of boolean values is not optimal and not 
supported by all generators). Generator’s defaults 
(especially if the tool is not certified) may lead to 
errors on the generated code. The integration phase 
takes a major role in the context of component-based 
systems and the use of Components-Of The-Shelf 
(COTS) as black boxes most of the time. At the 
integrator level, there may be again misinterpretation 
of specifications, coding errors (of glue code), bad 
scaling of global data, use of bad module version or 
configuration, and compiler or linker’s default.  
Actually, the statistical distribution of fault and their 
diversity are not the major interests from the 
application software viewpoint. All these faults result 
in transient or permanent failures on the functional data 
and control flow. Application-level faults are easier to 
translate into customer effect, and can be evaluated 
depending on levels of potential threat or undesirable 
event to people. 
2.2. Automotive safety constraints  
A given automotive embedded system is described 
by a set of specification documents and/or models. 
They are derived from functional and mechatronics 
levels to application software design requirements. 
Safety analysis identifies a list of “unwanted system 
events (USE)” at application software level. These 
USE can be potentially safety-critical or not. In the first 
case, the customer may be endangered, whereas in the 
second one leads at worst to a dissatisfaction of the 
customer. Safety barrier must be designed to avoid 
both these types of unwanted events.   
The selection of safety properties from these 
specifications is defined case-by-case for a given 
project, taking into account economical, hardware and 
software sizing constraints. 
About potentially critical unwanted system events, 
the ISO26262 standard defines four safety levels called 
ASIL (Automotive Safety Integrity Level). They are 
graded from A to D level with a respectively increasing 
criticality. Each level is given a set of requirements 
within which safety methods and mechanisms are 
listed with graduated recommendation. Therefore, the 
proposed protection framework enables focusing on 
highly critical (ASIL C-D) functions and/or 
information only.   
3. Framework overview 
The proposed fault-tolerant architecture relies on 
“computational reflection” [5]. Basic concepts and the 
overall methodology are given before describing the 
defense software design and implementation. 
3.1. Reflective Principle 
The reflection paradigm [6] for fault-tolerance 
purpose relies on the ability of a system to check and to 
correct itself in a separate abstraction level. In practical 
terms, the software architecture (Figure 1) is clearly 
divided into two parts (functional and defense 
software) that interact together via an interface [7, 8]. 
The defense software has enough knowledge of the 
structure and expected behavior of functional software, 
to control it. To apply this principle to a given 
functional software, the main activities concern the 
definition of: 
 
• Safety Assertions (Sections 3.5);  
• Defense software (Section 4);   
• Instrumentation interface (Section 5). 
 
The fault-tolerant architecture corresponds to the 
defense software and the instrumentation interface. The 
defense software detects errors by checking safety 
properties and performs recovery using generic 
instrumentation and infrastructure functionalities.  
The idea is similar to other industrial solutions to 
improve system robustness and safety in railways and 
aeronautics applications. In the electronic interlocking 
system Elektra [9] a two-channel-approach (notion of 
safety bag) performing specification diversity is used 
for detecting software design faults. Airbus command 
and control systems rely on the notion of self-checking 
component composed of command and monitoring 
computers, in the series A320 to A380 [10]. However, 
such architectural solutions are not viable for the 
automotive industry for the time being, due to strong 
constraints on resources. A lightweight solution may be 
less robust than these systems.  
 
Figure 1. Reflective System. 
 
 
 
 
 
 
 
3.2. Framework 
Following the reflective principle, fault-tolerance 
relies on the knowledge (a model) a system has of itself 
and safety properties. The accuracy of the knowledge 
determines the ability of the system to control its state 
and behavior. This is why a few refinement steps, 
using a top-down approach, may be necessary to 
improve fault tolerance.  
Figure 2 describes the main parts of the overall 
framework. Automotive unwanted system events are 
translated into basic safety assertions, according to a 
functional “failure model”, described in Section 3.3. At 
this stage, fault-tolerance is still designed at the 
application software level, ignoring the execution 
support. To deal with the real embedded system, a first 
refinement step of the safety assertions aims to take 
into account the software architecture and underlying 
infrastructure. It relies on a simple “execution model” 
(Section 3.4) of the system in operation.  
Then, for each safety assertion, the corresponding 
defense software and instrumentation can be defined 
and implemented (Sections 4 and 5). In our approach, 
verification of fault-tolerance coverage is performed by 
fault injection. Depending on the results, a new 
refinement of safety assertions can be carried out, and 
fault-tolerance software design adapted accordingly. 
The process can be repeated iteratively until the 
expected fault-tolerance coverage is reached.  
The next sections introduce briefly the two concepts 
of “failure” and “execution” models that are used, as a 
support to face the diversity of automotive 
applications. The “failure model” is an input of the 
definition of fault tolerance mechanisms. Regarding 
implementation, an “execution model” is essential to 
analyze the impact of faults and related errors on the 
system behavior. For this purpose, we do not need 
complex formalisms. We just need a simplified 
representation of complex systems, highlighting 
specific concerns. From this model, we can factorize 
automotive safety needs into a limited number of 
categories, for which generic protection mechanisms 
can be defined and developed.  
  
Figure 2. Overall framework. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3.3. Functional failure model 
At application software level, we structure the 
failure model into two parts: data flow and control 
flow. Failures can impact both data and control: data 
often accompany the control or when data moves, 
control can be activated. The considered classification 
is not orthogonal. From the control flow viewpoint, the 
first question is the internal scheduling of computation 
steps within a software component, whereas data flow 
mainly means reasoning about data properties, 
availability, transformation and latency. The user can 
arbitrarily identify a data failure, a control failure or 
both, depending on his major concern.    
 
Critical control flow failures.  
They fall into 3 categories. The first one targets control 
events, which impact directly or indirectly, the 
activation or termination of execution of a treatment. 
Another type is a defect on the sequence of execution, 
either at the application level or at lower levels. The 
last category of control failure affects the execution 
time (deadline, timing evolution, periodicity, etc.).  
 
Critical data flow failures.  
Value and timing defects can be separated. Data 
include variables or exchanged messages, as inputs or 
outputs of software modules. A value may be faulty 
within a correct range or out of range. We may also 
have complex requirements on the values of a set of 
data (symbolic expression or equation). If functional 
timing constraints are explicitly given on data, we 
relate them to data communication instead of time of 
execution. 
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3.4. Execution model 
The difficulty to combine a classical state-transition 
graph with the considered failure model, to highlight 
potential error sources, leads to introduce a dedicated 
simple representation. The objective is to describe the 
runtime behavior of a system as a sequence of 
“scheduled entity”. The “scheduled entities” are 
triggered by events and generate triggering events. 
They are also data consumers and producers. 
The “scheduled entity” generic expression gathers 
two viewpoints. For the operating system, “scheduled 
entities” correspond to “tasks”. However, for the 
designer of the application, implementation issues, 
including tasks mapping, are generally unknown. For 
example, if applications are developed originally with 
Simulink tools, functional requirements specify the 
sequence of execution of “application level” connected 
boxes. Such “application level” boxes of the Simulink 
model become application-level functions after code 
generation. Consequently, these application level 
functions are also considered as “scheduled entities”. 
The mapping of a function within a task is the job of 
the integrator.      
Control flow of a scheduled entity relates to the 
control events starting or stopping its execution. These 
events are produced by the environment or other 
entities. In parallel, data flow of a scheduled entity 
corresponds to the input data it consumes and the 
output data it produces during its execution. 
Interactions (and error propagation sources) through 
the software architecture at runtime are therefore based 
on data exchange and control events, and potential 
interweaving of scheduled entities.   
 
The granularity level of the “failure” and 
“execution” models enables to deal with different 
automotive applications, from air-conditioning to 
torque control modules.  
3.5. Design steps and refinement process 
An example is given now, showing the way a real 
automotive unwanted system events is used in order to 
define the “reflective system knowledge” (Figure 2).  
 
Basic functional assertion example.  
Preliminary safety analysis of an automotive system 
identifies a list of “unwanted system events (USE)” 
(Section 2.3). These USE are the requirements, so to 
speak initial or basic functional assertions. For 
example, a realistic USE on an automotive 
transmission module could be the following:  
 
 “The system is blocked (more than 1 second) 
in mode A, while the engine status is equal to 2, 
whereas it should switch to mode B”.   
 
Figure 3 shows a Simulink-like model of the 
automotive application (“Function1”, “Function2”), 
which is targeted by the USE. Other functions, inputs 
and outputs of the real system have been hidden to 
keep the example simple. In the automotive context, 
“Function1” belongs to the static control module that 
interprets driver commands and environment measures. 
“Function2” is a part of the dynamic system control 
that computes the engine torque set-point. Figure 3 also 
shows the defense software that implements the “basic 
functional assertion” to be verified and that receives 
application critical data as inputs.  
At a coarse abstraction level, our defense software is 
limited to a module that verifies the basic assertion, 
and is eventually able to switch the system in a 
predefined degraded mode. To perform the 
verification, it is mandatory to dive into low-level 
details to solve the following issues: 
1) how/when to catch and store the information 
required to perform the verification (run the 
executable assertions with all parameters fixed). 
2) how/when to perform the verification within the 
control flow of the system (thanks to the execution 
model) and when triggering the error recovery.  
 
Figure 3. Example at functional level. 
 
 
 
 
 
 
 
 
 
 
 
In this example, the considered type of fault is either 
the loss of a control event or a wrong data event. Both 
types of fault may lead to a miss of the change of 
mode. To derive the executable assertion from such 
high-level analysis, a refinement taking into account 
the underlying software architecture is necessary. 
 
Architectural refinement example.  
To perform the refinement, low-level implementation 
details are needed, either from underlying executive 
layers or from the communication services  
For the given example, the input event of 
“Function1” (Figure 4) is implemented by the value 
recorded by a hardware sensor. It is transmitted to 
“Function1” every 10ms by a periodic task, reading the 
value of the sensor. The output of “Function2”, called 
“mode” must be consistent with the sensor value and 
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the engine status, according to the USE. An error may 
happen when a corrupted data is read by the sensor.   
After a careful analysis of the way these functions 
have been implemented (i.e. mapped to OS or 
middleware objects, connected to each other and to the 
external world, the execution profile and which core 
parameters have been considered), a refined version of 
the assertion can be expressed, for instance: 
 
 “At the end of each sensor task, the mode is 
consistent with the value of the sensor, while 
the engine status is equal to 2”.  
 
This refinement process enables the initial USE 
related assertion to be expressed in computing terms. It 
is worth noting that the final assertion depends on the 
implementation of the functions. It enables to identify: 
• the required information to perform the check (e.g. 
sensor value, mode, engine status); 
• the logical and/or numerical expression or the 
algorithm corresponding to perform the check ; 
• where the check of the assertion has to be performed 
in the execution flow (e.g. end of sensor task); 
 
Refinement evaluation.  
After prototyping the defense software for the selected 
assertions, an evaluation phase can be started. We 
perform verifications by a fault injection technique, 
based on (i) the considered failures (cf. failure model) 
and (ii) the USE. Control flow failures are realized by 
the insertion of system calls in the program, whereas 
data flow is disturbed by selected communication 
service calls.  
 If the fault-tolerance coverage rate and residual 
failure modes do not match the expected results, then a 
refinement is needed. This involves diving into deeper 
analysis of the implementation, deeper knowledge of 
the software architecture or revising some steps in the 
assertion refinement process.  
Finally, the refined assertions can be included into 
the defense software. This is done naturally since the 
defense software architecture is adaptable by 
construction thanks to the reflective approach. Then the 
“refinement-evaluation process” starts again until the 
expected fault-tolerance coverage rate is obtained.   
4. Defense Software 
The defense software (Figure 4) is organized around 
logging tables and three types of services that control 
(i) information logging (“logging routines”), (ii) error 
detection (“checking routines”), and (iii) error recovery 
(“recovery routines”). This application-related part of 
the fault-tolerant architecture is specified from a given 
set of selected safety properties.  
 
Figure 4. Defense software organization. 
 
 
 
 
 
 
4.1. Logging strategy and architecture 
Logging or tracing are mechanisms often needed for 
debugging and diagnosis issues. Amount of tracing 
information depends on the objectives of the user: 
defect analysis with possibility to reproduce the failure 
scenario (extended tracing), defect analysis only to 
remove a bug (local tracing), performance profiling to 
determine where the system spends its execution time 
(selective tracing), etc.  
The capture of software trace induces significant 
execution slowdown. Classical automotive applications 
(e.g. Body Control Module), within an ECU, may 
exchange several thousand of data, and may be 
controlled by several dozens of tasks that include both 
application and infrastructural tasks. Reducing 
overhead requires either sacrificing details or using 
hardware extensions. 
As a result, the logging strategy has to select 
rigorously the necessary and sufficient critical 
information to get at runtime, according to fault-
tolerance concerns. Then, the structure of storage is a 
major factor to reduce timing access to information for 
online error detection. Actually, software architecture 
for logging must be specified to favor reuse, 
adaptability with the diversity of automotive 
applications, and portability on different platforms.   
 
The proposed logging strategy is derived from the 
model of execution from section 2. In order to 
supervise data and control flow, the system should 
record a history of task switches, application-level 
functions entries and exits, some system calls and data 
communication. Then, information logging consists in 
storing only events that belong to a critical flow. This 
preliminary selection (resulting in less than a hundred 
of critical data and a few critical tasks, for example) 
enables stored information to be redundant and 
diversified. It provides multiple viewpoints, like 
OS/application or data/control flow, that are of high 
interest for improving fault-tolerance. Instrumentation 
to catch information is detailed in section 5. 
 
The logging architecture is organized into several 
“bracket-tables” that are updated and used at runtime. 
Any storage table can be considered as an opening or 
closing “bracket”. Each logging table has an associated 
table because information they store is symmetric. For 
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instance, when information regarding the start of a task 
is stored in a table (“opening bracket”), the information 
regarding the end of the same task is stored in an 
associated table (“closing bracket”). The number of 
tables depends on the number and the complexity of 
safety properties to be protected by the defense 
software. Tables should be kept small to reduce 
scanning of information by error detection routines. 
The “bracket-tables” are sorted into 4 categories: 
• The execution trace from OS viewpoint: when a 
critical task starts execution, an “opening-bracket-
table” entry is filled basically with the task identifier 
and a timestamp. The “closing-bracket-table” stores 
the same type of information, when the task ends 
(not when it is preempted). The length of the table 
depends on the complexity of the safety properties. 
For example, if a periodical sequence of execution 
must be verified, the length is that of the sequence. 
This category contains at most one couple of 
bracket-table (opening/closing).    
• The execution trace from application viewpoint: 
when a critical application-level function starts, an 
“opening-bracket-table” entry is filled basically with 
the function identifier, the task identifier in which 
the function runs and a timestamp. The associated 
“closing-bracket-table” stores the same type of 
information, when the function ends (not when it is 
preempted). As above, the length of the table 
depends on safety properties. This category contains 
at most one couple of bracket-table that may replace 
(if functions are considered more meaningful than 
tasks) or be redundant with the preceding table 
providing the OS viewpoint.    
• The control event trace: when an activation event 
(that impacts directly or indirectly the activation of a 
task) happens, an “opening-bracket-table” entry is 
filled basically with parameters that characterize the 
event, the current running task identifier, and a 
timestamp. The “closing-bracket-table” stores the 
same type of information, when the termination 
event occurs. This category may group several 
bracket-tables because there are several types of 
control events.  
• The data event trace: when a critical data is written, 
an “opening-bracket-table” entry is filled basically 
with the data, the function identifier that produces 
the data, the task identifier in which it runs and a 
timestamp. The “closing-bracket-table” stores the 
same type of information, when the data is read. 
This category may group several bracket-tables 
because there are several types of data 
communication services. 
 
Each table is associated with a dedicated routine 
(“logging routine”) that uses preferably existing 
infrastructure services to get information (“basic sensor 
services”, Section 5.2). When these services are not 
available, data are collected through the routine 
parameters, or by additional instrumentation (“hooks”, 
Section 5.1).  
4.2. Error detection strategy  
Once application-specific safety properties are 
specified, the corresponding error detection routine is 
developed as an executable assertion. An assertion is 
verified at runtime within a corresponding “checking 
routine”. When an error is detected, the checking 
routine triggers a “recovery routine” (Section 4.3). 
Safety properties may address critical data flow, 
control flow or both. The knowledge of defense 
software, about the behavior of functional software, 
and more particularly the critical flows, is gathered into 
the logging tables (that must be trusted). Checking 
routines rely on the information stored in these tables 
to verify assertions. The structure of logging tables is 
given in section 4.1. The content of tables is equal to 
the information that is needed to check safety 
assertions and recover from errors. As a result, this 
content (which event, when, how many) is determined 
from the safety assertions.   
Assertions are pre- or post- condition at a 
verification point. The verification point depends on 
the safety property and if error detection “as soon as 
possible” is expected or not. For example, it can be the 
beginning of execution, a waiting point within a task, 
or the reception or emission of a control event, etc. 
According to 3.3 that describe the main types of 
failures, the corresponding types of assertions address 
1) control events, 2) sequences of execution, 3) timing 
constraints of execution, and 4) values or 5) timing 
constraints on data exchange. 
 
Table 1. Basic reference to logging tables. 
Assertion with: Logging tables 
Control event Control event trace 
Sequence of execution Execution trace 
Timing constraints of execution Execution trace 
Value constraints on data Data event trace 
Timing constraints on data Data event trace 
 
The analysis of an example gives an idea of how to 
derive the checking routine from an assertion such as:  
 
“The acknowledgement of reception of 
Message 1, notified to Task 1, at latest 2ms after 
Message 1 has been sent, allows Task1 to 
activate Task 2, else Task 3 must be activated”.  
 
“The acknowledgement of reception of Message 1” 
and the “activation of Task 2” are control events. “At 
latest 2ms after Message 1 has been sent” is a timing 
constraint on data. The pseudo-code of the checking 
routine (called before the execution triggering of 
Task2) for this assertion is given in Figure 6. 
 Figure 6. Checking routine. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4.3. Error recovery strategy  
Error recovery from application and from 
infrastructure viewpoints have complementary 
advantages and limitations. To reduce error latency and 
improve efficiency the core idea is to use infrastructure 
recovery controlled by application level consideration.  
Degraded modes of automotive applications are 
generally very sophisticated at the system and 
application level. Once an error is detected the 
application is turned into a safe state. About data flow, 
degraded data is usually known to recover from invalid 
values. Missed timeout or acknowledgement of data 
exchange may lead to new communication requests or 
use of degraded values again. About control flow, apart 
from reset, recovery actions are limited, it consist in a 
change of working mode or application-level functions 
inhibition.   
At the infrastructure level, recovery actions on 
control flow are also basic: reset, terminate and restart 
a task or a set of OS objects. Recovery actions are 
difficult to take without knowledge of the application. 
Killing and restarting an air conditioning, an airbag or 
a torque control module has not same impact. From the 
application level, the support of execution is not 
supposed to take alone uncontrolled recovery decisions 
that could leave the system in an unexpected state. It is 
worth noting that infrastructure services represent a 
collection of software actuator (Section 5.3), which can 
improve fault-tolerance.  
In the proposed fault-tolerant architecture, each 
“checking routine” is associated with one or more 
“recovery routines”. Recovery routines are calling 
available executive services (“basic actuator services”, 
Section 5.3) and update logging tables, if necessary.  
The recovery action depends on the detected error. 
Going back to the example given in section 4.2, an 
example of pseudo-code of the recovery routine would 
be: 
 
Recov_P1 { /* Error: Task 2 must not be activated but Task 3 */ 
ActivateTask (Task3); } 
 
Control flow error recovery. 
If a lost control event has been detected, the logging 
tables should have stored the event so that we can 
chain the correct treatment (activate a task, wake up a 
waiting task, etc). Another option is to duplicate the 
event and make sure it is received. On the contrary, if a 
wrong or untimely control event has been detected, it 
should be cleared.  
If an error in the sequence of execution is detected, 
two types of recovery can be considered. Usually, we 
can terminate or chain a task, to restart another task 
within a degraded mode, or the same task. Otherwise, 
the whole application software component can be 
stopped, reinitialized and restarted.  
 
Data flow error recovery.  
In case of data flow error, a first option is to update 
data values, either with a good value if the error 
detection part managed to save the correct value, or 
with old/default value. If timeout data reception or 
acknowledgement data emission is missed, logging 
routines could have saved the exchanged value and the 
recovery restores communication, or it repeats the 
communication call.   
5. Instrumentation 
Two types of software instrumentation are 
considered (Figure 6): hooks and basic services. Hooks 
are the means to tie up defense software to functional 
software, and to insert code. The possibility to generate 
hooks automatically is an advantage regarding 
development cost. Basic services play the role of 
software sensors and actuators. The availability and 
authorization of their use enables to limit intrusiveness 
especially to get information. All fault-tolerance 
Check_P1 { 
If { 
/* Check in the control event trace of “ActivateTask” system call to find activation 
of Task 2 by Task1 */
LogTable_ActivateTask.ActivatedTaskID[i] == Task 2;
LogTable_ActivateTask.RunningTaskID[i] = = Task 1;
LogTable_ActivateTask.Return[i] = = ok;
/* Check in the control event trace of “DataAcknowledgement” service call to find 
notification of reception of Message 1 to Task 1 */
LogTable_DataAck.TaskID[j] = = Task 1;
LogTable_DataAck.MessageID [j] = = Message 1;
LogTable_DataAck.Return[k] = = ok;
/* Check in the date event trace of “DataSent” service call to find time of emission 
of Message 1 by Task 1 */
LogTable_DataSent.TaskID[k] = = Task 1;
LogTable_DataSent.MessageID [k] = = Message 1;
T1= LogTable_DataSent.Time[k];
/* Check the timing contraint */
T2 = LogTable_DataAck.Time[j];
T1 – T2 < 2ms; 
}
/* An error is detected */
Else Recov_P1( );                                   
}
intelligence and control is contained in defense 
software described before. Now, instrumentation, as 
tools, intends to be generic, flexible and reusable.  
5.1. Hooks 
In C programming, hooks are entry points, with 
empty routines, located at selected places in the 
program. They are commonly used as debugging 
breaking points or exception treatments triggering. In 
the AUTOSAR OS specification [2], some hook 
functions are defined and implemented by the user. 
The operating system invokes them at specified times, 
such as tasks context switch, startup, shutdown, or 
detected errors. 
These hooks are very convenient for “logging”, 
“checking” or “recovery” routines belonging to the 
defense software. The insertion of a hook, at a selected 
place in the source code, is related to both a place in 
the architecture of the software system and a moment 
of execution at runtime.  
Figure 6. Instrumentation organization. 
 
 
 
 
 
 
 
 
Hooks must be placed on critical data and control 
flow. Considering the 4 types of traces (section 4.1), 
recording the execution from OS and application 
viewpoints, can be done with hooks set at the 
beginning and at the end of execution of critical tasks 
and application-level functions. Hooks are also set at 
the corresponding critical services calls to capture the 
control and data event traces.  
The instant of execution to trigger the “checking 
routine” and thus the location of the hook, is crucial.  
For the “logging routine”, the location of the hook is 
set where information is easier to capture. 
Recovery routines are essentially triggered by 
checking routines, immediately after error detection. 
Nevertheless, an application can specify that after error 
detection the recovery has to be delayed to the end of 
task execution for example. In this case, a hook at the 
end of the considered task contains the recovery 
routine, which is activated only if quoted by the 
corresponding checking routine. 
Several implementations of automatically generated 
hooks can be considered, especially “at” service calls. 
Hooks can be inserted just before or after the call 
instruction. Another solution is to add them within the 
service routine, at the beginning or the end. The 
difference is important with system calls, if the system 
supports the separation between user and supervisor 
mode. In the first case, the hook routine runs in user 
mode, whereas in the second case, it runs in kernel 
mode and has access to more information if needed 
(task priority, etc.). 
Another implementation issue is the use of 
parameters or not at the hook interface. It is an 
alternative to the use of sensor services. For example, 
after a write-service, the data value may be collect as 
an input parameter of a hook, instead of using a read-
service to get the value. 
5.2. Basic sensor services 
Types of information that contribute to describe 
execution, control event and data event traces are: 
 
• Exchanged parameters (what): return notification, 
activated task, set event, activated alarm, exchanged 
data, etc. 
• Current execution context (where): application-
level function identifier, task identifiers (task state, 
priority, etc. if needed) or interrupt routine 
identifier, current mode, etc.   
• Timestamp (when): e.g. counter register value 
 
Executive support should give the possibility to the 
user to get this information through an observation 
interface. For example, via OSEK-VDX operating 
system standard interface [11, 2, 12], some information 
is reachable: the running task identifier (“GetTaskID”), 
the task state (“GetTaskState”), the current state of 
event mask of a task (“GetEvent”), alarm 
characteristics (“GetAlarmBase”, “GetAlarm”), and the 
current mode (“GetActiveApplicationMode”). Autosar 
OS that can be considered as an extension of OSEK, 
has additional standardized interfaces: “GetISRID” to 
get the identifier of interrupt routines, 
“GetApplicationID” to get the identifier of a sort of 
partition (if the OS uses memory protection), and 
information about predefined scheduling tables 
(“GetScheduleTableStatus”, “GetCounterValue”, 
“GetElapsedCounterValue”). 
The observation interface of the Autosar operating 
system is rich enough, if the user does not need to 
check the task priority. What is missing, at higher 
level, is essentially an identifier for application-level 
functions, which is added manually otherwise.  
5.3. Basic actuator services 
Basic actuator services can be defined 
independently from a particular implementation, even 
if the reference studied architecture is that of Autosar 
standard. Practically, functional infrastructural services 
are used (Table 2), even if they are not designed to 
perform recovery. Ideally, a specialized recovery 
interface should be provided by the infrastructure and 
should be well controlled by the user. Referring to the 
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model of execution in section 2, actuator services can 
be structured into control actions and data actions.  
 
Control flow actuators. 
At the operating system level, actions on control flow 
concern the life cycle of tasks and can be classified into 
3 categories:  
• End of task execution: the idea is to terminate the 
erroneous current treatment.  
• Start of task execution: the objective is for example 
to launch a degraded task if switch to degraded 
mode is decided; or to launch the expected task after 
error detection on sequence of execution; or else to 
launch again the same task from the beginning to re-
execute the same treatment with right entries. The 
activation of a task may be synchronous or 
asynchronous.   
• Suspension of task execution: the idea is to 
temporarily stop the current execution, to allow the 
execution of another action/task. 
 
Table 2. Recovery actions with AUTOSAR. 
Recovery action Useful Autosar services 
End of task execution TerminateApplication, TerminateTask, ChainTask, CancelAlarm 
Start of task execution 
ActivateTask, ChainTask, RestartTask 
(with TerminateApplication), SetEvent, 
SetRelAlarm, SetAbsAlarm 
Hang of task 
execution 
- (difficult with a static priority based 
scheduling) 
Production of data Rte_Write, Rte_IWrite, Rte_IrvWrite, 
Rte_IrvIwrite, Rte_Send 
Consumption of data Rte_Read, Rte_IRead, Rte_IrvRead, 
Rte_IrvRead, Rte_Receive 
Renewal of data 
request Rte_Send, Rte_Call 
Inhibition of data - (no direct means) 
 
Data flow actuators. 
At the communication level, actions on data flow relate 
to actions on data value and on data timing occurrence: 
• Production of correct or degraded data: the 
recovery strategy overwrites the preceding 
erroneous data, by the right one.  
• Consumption of correct or degraded data: data 
consumption instruction is called another time to get 
the correct value which is has been updated by the 
recovery strategy.  
• Renewal of data request: data production or 
consumption instruction is called another time, 
when timeout reception or acknowledgement of 
emission is missed.     
• Inhibition or delay of data: when invalid or 
untimely data is received, the recovery strategy acts 
as a filter, to transmit only right data to the 
application. 
 
The following section refines the description of 
defense software and instrumentation in the context of 
memory protection with kernel and user separation of 
modes and address space.   
5.4. Protection of defense software 
The protection of defense software is principally a 
matter of economical constraints. The more measures 
are taken to improve defense software, the more it is 
expensive. A “low-cost” solution is required, although 
all the proposed fault tolerance strategy relies on the 
robustness of defense software.  The only design 
property of defense software that satisfies both 
opposite requirements is: the complexity of the defense 
software is considered much lower to that of the 
functional software by construction. Concerning 
enhanced validation process and hardware protection, 
it will depend case by case on available resources that 
are given to particular projects. 
 
Enhanced validation process. 
A rigorous development process, including verification 
methods, has to be performed. We use fault injection 
techniques (Section 3.5) to measure fault-tolerance 
coverage, and to detect remaining software errors of 
defense software.  
When defense software is based on safety assertions 
that have a complex behavior (check of transitions that 
implies many data and control elements), the use of a 
formal language to implement these routines is to be 
considerate. Again, some automotive projects may not 
take this option for culture or economical reasons.  In 
our work, we use the C language, respecting MISRA 
coding rules [12]. 
Hardware protection.  
To strictly follow the principle of separation of 
functional and safety concerns promoted by the 
reflective approach, both software part should be 
spatially and timely separated. Taking the example of 
Elektra railway system [9], three processors operate 
functional services and three other processors supervise 
the functional part, in parallel. So many resources are 
still unaffordable in the automotive world. Instead, 
software redundant information logging is realistic, in 
the proposed architecture, if other resources and timing 
constraints are respected.  
Simple separation of functional and defense 
software can be done by the use of hardware memory 
protection. Considering this particular context, hooks 
can be implemented in user space, for convenience of 
existing automatic code generation of hooks. The 
logging tables are the most critical data, so they must 
be stored in protected address space, separated from 
functional part. Logging, checking and recovery 
routines, with the software sensor and actuator they 
contain, have to access the logging tables by reading or 
writing, so they also must be trustable. As these 
routines are called within hooks in user mode, that 
requires a switch from user mode to kernel mode.  
6. Early implementation issues 
We have developed several AUTOSAR software 
platforms, both on a virtual processor running on an 
UNIX machine and on a real embedded evaluation 
board. We use a Freescale evaluation board 
S12XEP100TM 16 bit microcontroller, with memory 
protection unit, and another S12XDP512TM, without 
memory protection. Our development environment is 
CodeWarriorTM from Freescale.  
The AUTOSAR RTE is automatically generated by 
a software tool from Vector (Microsar RTE, DaVinci 
DeveloperTM 2.2). We worked both on several 
application components we synthesized, and on serial 
automotive software products we adapted to the 
AUTOSAR context. The safety properties we take as 
inputs are derived from real automotive requirements.  
We use Trampoline [13], an open source operating 
system from IRCCYN, compliant to AUTOSAR OS.  
Our current experiments show the feasibility of the 
approach to improve robustness on prototypes. We 
have compared protected and non-protected 
applications with similar hardware, by carrying out 
verification testing, using controlled fault injections 
that cause USE (Unwanted System Events). Protected 
applications perform fault tolerance of their failure 
model. However, the evaluation of robustness should 
be completed by comparison with other fault-tolerance 
solutions. 
7. Conclusion 
The automotive industry is facing increasing 
complexity of embedded software, error propagation 
and the need to meet robustness challenges, in spite of 
stringent economical constraints. As a representative 
context of tomorrow’s automotive software, we chose 
to deal with the two emergent standards: AUTOSAR 
for modular multilayered software architecture, and  
ISO26262 about safety concerns.  
The work reported in this paper shows an approach 
to develop customizable defense software, externally to 
the target system. The proposed fault-tolerant 
architecture is based on the classical separation of the 
functional implementation and that of the safety 
functions, using the interfaces (entry points) defined by 
AUTOSAR.   
This approach is very attractive for the automotive 
industry since it enables to tailor defense mechanisms 
according to the needs on a case-by-case basis.  
Feasibility study has been carried out on early 
implementations of synthetic AUTOSAR applications. 
Current work exemplifies in deep error detection and 
recovery mechanisms and focus on fault injection to 
evaluate the efficiency of the approach. 
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Abstract
Distributed real-time systems often have to maintain
the temporal validity of data. In this paper we present a
modelling framework centered on data where a so-called
observation relation represents and abstracts the inter-
actions between variables. An observation is a relation
between variables, an image and its sources, where the
image values depend on past values of the sources. The
system architecture is seen as a set of observation rela-
tions describing the flow of values between variables. The
observation relations are parametrized with timed con-
straints that limit the time shift between the variables and
specify the availability of timely sound values.
At this level of abstraction, the designer gives a speci-
fication of the system based on timed properties about the
timeline of data such as their freshness, latency etc. We
proceed to an analysis of the feasibility of such a spec-
ification and we formally analyze the correctness of an
implementation with respect to a specification.
In order to prove the feasibility of an observation-
based model, we build a finite state transition system
which is bi-similar to the specification. The existence of
an infinite execution in this system proves the feasibility of
the specification. Possible implementations are described
as a set of interacting components which control the flow
of values in the system. A finite system is built to prove the
correctness of the implementation by model checking.
1 Introduction
We propose a framework to specify and analyze the
timed properties of distributed real-time systems. The ar-
chitecture of a system is not described as a set of com-
municating tasks. It is rather described as a set of related
variables and links between the values of the variables.
The timed requirements of the system are expressed on
these links and state that the values of a variable that are
available in the system must be ”timely valid”. A value is
valid if it based on values of other variables that are con-
sistent with the environment and the user’s requirements.
The goal is to express the timed requirements regardless of
the task and communication protocols We then check that
these requirements are satisfied by the implementation.
This paper presents the formal definitions used to build
and analyze our framework. This modelling framework is
illustrated by a simple example, an automatic cruise con-
trol system. We first describe the underlying formal sys-
tem. We then introduce the observation relation that is
used to describe the architecture of the system as a set of
links between the values of the variables. Based on these
links, a set of timed properties is defined to specify the
timed requirements. A system is specified by the archi-
tecture and the timed properties. We explain how the fea-
sibility of the system is proven by using the specification
to build a bi-similar finite state transition system which is
then explored to search for possible executions. Finally,
we show how to model an implementation and check its
correctness with respect to the specification. Here also a
dedicated state transition system is built.
2 Related Works
A typical approach to real-time systems is the spec-
ification of properties as characteristics of the tasks. A
scheduling analysis is then performed to check the satis-
faction of these properties. In the case of distributed sys-
tems, the scheduling analysis takes into account the prop-
erties of the communication protocol as in [9].
We depart from such an analysis by expressing the
properties as state based properties on the system vari-
ables. The properties are not expressed on the tasks and
so do not relate system events.
Most works where the properties are specified on the
data belong to the field of databases. For example, the
variable semantics and their timed validity domains are
used in [10] to optimize database transaction scheduling.
Our work stands at a higher level as we propose to give
an abstract description of the system in terms of of data
relations. Another work analyzes the propagation of value
in real-time database and their timed correctness [3]. But
they only give results as a synchronized set of period tasks.
In [8], the authors define derived objects that are computed
from a set of objects. The age of an object is defined by the
ages of the objects used to compute it. Their goal is to find
a scheduling of a set of periodic preemptable transactions
to maintain mutual consistency. They want to limit the
dispersion of the ages of the set of objects used to compute
a derived object. In this paper we want to check other
timed properties such as the freshness of the used objects.
Similar works specify systems using temporal logic.
In [2], OCL constraints are used to define the validity do-
main of variables. A variation of TCTL is used to check
the system synchronization and prevent a value from be-
ing used out of its validity domain. This work also de-
fines timed constraints on the relations between applica-
tion variables, but these relations are defined using events
such as message sending whereas our definitions are based
on the history of the values of the variables.
In [7], an Allen linear temporal logic is proposed to de-
fine constraints between intervals during which state vari-
ables remain stable. As in our approach, it uses an abstrac-
tion of the data timelines in terms of stability intervals.
However in [7] the constraints do not relate to real-time.
3 An Introducing Example
We introduce a system example used to illustrate our
framework. This system is a simplified automatic car
cruise control system. The goal of such a system is to con-
trol a vehicle by maintaining a steady speed chosen by the
driver. The vehicle speed is controlled through a throttle
actuator. A sensor is used to compute the vehicle’s current
speed and based on this speed and the speed chosen by the
driver, the input of the throttle actuator is computed by the
control system. The architecture of this simplified system
is illustrated Figure 1. This system is a distributed system
where the components communicate through a bus.
This system reacts to its environment. The evolution
of the vehicle speed implies that each value submitted to
the throttle actuator has a bound validity domain. Thus,
there are timed requirements on the speed at which the
system reacts. We informally give the timed requirements
and properties on data and relations between data in such
a system:
• the current speed is computed based on the wheel
turns. So, a minimum duration between each com-
putation is required to give a relevant speed;
• but the speed must be updated often enough to be
consistent with reality;
• there is a minimum time between two updates of the
desired speed ;
• due to the bus properties, there is a minimum com-
munication time between the different components;
• the throttle actuator value must be consistent with the
current value of the vehicle current speed and the de-
sired speed.
We explain how our approach allows to formally define
this system and its real-time properties. Each component
uses and/or produces data. We use a relation called obser-
vation to specify the dependencies between variables.
Control
System
Speed
Sensor
Driver
Throttle
Actuator
speed
chosen
actuator
Figure 1. Cruise Control System
4 Formal Background
We give here the formal context and the definition of
the properties used to define the observation relation and
system timed properties.
4.1 State Transition Systems
Models used in this paper are based on state transition
systems. A transition system S is a couple (Σ,→) where
Σ is a set of states and → is a transition relation, i.e. a
predicate on pair of states. A state is an assignment of
values to variables. A step is a pair of states which satisfy
the transition relation. An execution σ is any infinite se-
quence of states σ0σ1 . . . σi . . . such that two consecutive
states form a step. We note σi → σi+1 the step between
the two consecutive states σi and σi+1.
The system properties are expressed as temporal pred-
icates. A temporal predicate is a predicate on executions;
we note σ |= P when an execution σ satisfies the pred-
icate P . Such a predicate is written in linear temporal
logic. A state expression e (in short, an expression) is a
formula on variables; the value of e in a state σi is noted
e.σi. The sequence of values taken by e during an execu-
tion σ is noted e.σ. A state predicate is a boolean-valued
expression on states.
4.2 Introducing Time
We consider real-time properties of the system data.
To distinguish them from (logical) temporal properties,
such properties are called timed properties. Time is in-
tegrated in our transition system in a simple way, as de-
scribed in [1]. Time is represented by a variable T taking
values in an infinite totally ordered set, such as N or R+.
The time domain is called T. T is an increasing and un-
bound variable. There is no condition on the density of
time and moreover, it makes no difference whether time is
continuous or discrete (discussion in [6]). However, as an
execution is a sequence of states, the actual sequence of
values taken by T during a given execution is necessarily
discrete. Note that we explicitly refer to the variable T to
study time.
An execution can be seen as a sequence of snapshots
of the system, each taken at some instant of time specified
by the value of T . We require that “enough” snapshots
are performed to catch each computation step. It means
that no variable can have different values at the same time
and so in the same snapshot. Any change in the system
implies time passing.
Definition 1 Separation. An execution σ is separated iff
for any variable x:
∀ i, j : T.σi = T.σj ⇒ x.σi = x.σj
In the following, we consider only separated execu-
tions. This allows to timestamp updates of variables.
4.3 Clocks
Let us consider a totally ordered set of values D, such
as N or R+. A clock is a (sub-)approximation of a se-
quence ofD values. We note [X → Y ] the set of functions
with domain X and range contained by Y .
Definition 2 A clock c is a function in [D → D] such that:
• it never outgrows its argument value:
∀ t ∈ D : c(t) ≤ t
• it is monotonously increasing:
∀ t, t′ ∈ D : t < t′ ⇒ c(t) ≤ c(t′)
• it is lively:
∀ t ∈ D : ∃ t′ ∈ D : c(t′) > c(t)
The predicate clock(c) is true if the function c is a clock.
In the following, clocks are used to characterize the
timed behavior of variables. They are defined on the in-
dices of the sequence of states, to express a logical prece-
dence.
4.4 Data Timeline
In order to state properties on the timed behavior of
a variable x, we have to be able to characterise its time-
line. We introduce a variable that refers to the last time
this variable was updated. These are called the update
instants xˆ. The goal is to capture the instant when the cur-
rent value of x appeared, e.g. the beginning of the current
occurrence. This referential can be either explicit or im-
plicit. In the explicit case, the developer is responsible for
giving its own variable xˆ. For example, when a variable is
updated in a periodic way. In the implicit case, a formal
definition of xˆ is given based on the history of the values
taken by x.
Definition 3 For a separated execution σ and a vari-
able x, the update instants of x is:
∀ i : xˆ.σi = T.σmin{j|∀k∈[j..i]: x.σi=x.σk}
The timeline xˆ is built from the history of x values. For
a variable x, the update instant of x is defined as the value
taken by the time T at the earliest state when the current
value appeared and continuously remained unchanged up
to the current state.
When x is updated and its value changes then the value
of xˆ is also updated. Conversely, if xˆ changes then the
value of x is modified. We consider in this paper that
whenever a variable is updated, it is with a new value so
that the update instants are equivalent to the modification
instants.
The variable dx is also defined to stand for the duration
the current value of x is continuously kept.
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Figure 2. The Observation Relation
Definition 4 For a separated execution σ and a vari-
able x, the variable dx is defined by:
∀ i : dx.σi = T.σmin{j|∀k∈[i..j[:x.σi=x.σk ∧ x.σi 6=x.σj} − xˆ.σi
These two variables give the timed characteristics of the
current value of the variable.
5 Modelling the Data Flow
5.1 The Observation Relation
To give properties on the relations binding variables,
we define an operator, the observation relation, on state
transition systems as in [4]. The observation relation is
used to abstract the dependency between values taken by
different variables.
More precisely the observation relation binds two vari-
ables, the source x and its image y, and denotes that the
history of the variable y is a sub-history of the variable x.
The relation is defined by one couple 〈source, image〉
and the existence of at least a clock defining for each state
which of the previous values of the source is taken by the
image. This clock is used to define the time shift intro-
duced by the observation. Figure 2 shows an example of
an observation relation. The definition is:
Definition 5 The variable y is an observation of the vari-
able x in an execution σ: σ  y≺· x iff:
∃ c ∈ [N→ N] : clock(c) ∧ ∀ i : y.σi = x.σc(i)
This relation is used to abstract the communication in a
distributed system. We extend this definition to a relation
binding an image to a set of variables and a function.
Definition 6 Given a function f and a set of variables
X = {xi|i ∈ [1..n]}, the variable y is an observation of
the expression f(X) in execution σ: σ  y≺· f(X) iff:
∃ c ∈ [N→ N] : clock(c) ∧
∀ i : y.σi = f(x1.σc(i), x2.σc(i), . . . , xn.σc(i))
In this case, all values of the inputs (X) are read at the
same time, implying a synchronous behavior. Then the
inputs are at the same node or the different nodes have to
be perfectly synchronized. If they are not, additional ob-
servation relations are added to model the communication
and the copy of the input to the computation node. With
this definition, the basic observation is just a special case
where f = Identity and card(X) = 1.
Thus the observation can be used as an abstraction of
communication in a distributed system as well as an ab-
straction of a computation:
- communications:
‘speed≺· speed
‘chosen≺· chosen
‘actuator≺· actuator
- computation:
actuator≺· control(‘speed, ‘chosen)
Figure 3. System Architecture
• Communication consists in transferring the value of
a local variable to a remote one. Communication
time and lack of synchronization create a lag be-
tween the source and the image, which is modelled
by distant≺· local.
• In state transition systems, a computation f(X) is in-
stantaneously computed. By writing y≺· f(X), we
model the fact that the computation takes time and
that the value of y is based on the value of the in-
puts (X) at the beginning of the computation.
5.2 Example
We use the observation relations to describe the ar-
chitecture of the example (see Figure 3). The dis-
tribution of the system is defined by the image vari-
ables ‘speed, ‘chosen and ‘actuator. These variables are
copies of the values of the variable speed, chosen and
actuator sent through the communication bus.
The computation of the value of the actuator variable
is based on the values of the variables ‘speed and ‘chosen.
A control function defines the computation of the variable
actuator. This function is used in an observation relation
binding the actuator variable with the copies of the cur-
rent speed and the chosen speed.
5.3 Path between Variables
Even if two variables are not directly related by any
observation relation, they can be related by a set of obser-
vations. In the example, the value of ‘actuator indirectly
depends on the values of the variable speed. We want to
be able to describe such an indirect dependency.
A set of observation relations defines an oriented graph
where each variable is a node and observations are the
edges that link the sources to the images. Given a set of
observations, two variables are linked if there is a path be-
tween the nodes of these variables. Such a path represents
the propagation of variable values through the system.
When none of the observations model a computation,
there always exists a unique observation path between a
given source and an image. But several observation paths
can appear when a computation involves several source
arguments. In figure 4, F (‘y1, ‘y2) has two images as in-
put data, so two distinct observation paths have to be sep-
arately studied to verify time properties attached to the
pair (z, x). Therefore, we define an observation path as
a distinguishable sequence of variables. For example, the
two paths between z and x are defined by the sequences
[z : ‘y1 : y1 : x] and [z : ‘y2 : y2 : x].
y1'y1
y2'y2
z F('y1, 'y2)
[z:'y1:y1:x]
[z:'y2:y2:x]
x
Figure 4. Path between Variables
The timed properties of the system are defined as prop-
erties on the propagation time of the values between two
nodes. They express the time shifts that are introduced by
the system architecture.
For each observation relation, the time shift is defined
by the observation clock. The time shift along a path is
defined by the composition of the observation clocks.
Definition 7 Given the set of observation relations Obs
that defines the architecture of the system and an execu-
tion σ, a path p = [xn : xn−1 : . . . : x0] between two
variables xn and x0 defines a set of clock:
Clock(p).σ ,8<: c1 ◦ c2 ◦ . . . ◦ cn
˛˛˛˛
˛˛˛˛ ∀ k ∈ [1..n], ∃ fk, Xk−1 :(xk ≺· fk(Xk−1)) ∈ Obs∧ xk−1 ∈ Xk−1 ∧
∀ i : xk.σi = fk(Xk−1.σck(i))
9>=>;
6 Timed Properties
The observation relations describe the system architec-
ture. To complete our framework, we define the desired
timed properties that specify the behavior of the variables
and the relation between their timelines.
6.1 Timeline Properties
Timeline properties express the intrinsic necessity for a
variable to have its value renewed often enough. That is to
say, we bound the duration between two updates. In par-
ticular, this describes two behaviors: a sporadic variable
keeps each value for a minimum duration and, on the con-
trary, an alive variable has to be updated often, no value
can be kept longer than a given duration.
Definition 8 The steadiness of a variable x is:
σ  x{Steadiness(δ,∆)} , ∀ i : dx.σi ∈ [δ,∆[
6.2 Relations Properties
We give timed properties on the propagation of values
on a path between two variables with a set of predicates
on the clocks Clock defined in the section 5.3
Definition 9 Given a path Path between two variables y
and x, we define the parametrized relation between y and
x defined by Path.
σ  Path

Predicate1(δ1,∆1),
P redicate2(δ2,∆2)...
ff
,
∃ c ∈ Clock(Path).σ : Predicate1(c, δ1,∆1) ∧
Predicate2(c, δ2,∆2) ∧
. . .
Lag(c, δ,∆) , δ ≤ yˆ.σi − xˆ.σc(i) < ∆
Latency(c, δ,∆) , δ ≤ T.σi − xˆ.σc(i) < ∆
Shift(c, δ,∆) , δ ≤ T.σi − T.σc(i) < ∆
Freshness(c, δ,∆) , δ ≤ T.σc(i) − xˆ.σc(i) < ∆
Figure 5. Predicates Characterizing The
Link Between Two Variables
Such a relation is satisfied if among the clocks that bind
the variables y and x, there is at least one clock that sat-
isfies the predicates. Henceforth, for a relation between
two variables y and x and a clock c, we use the predicates
given in Figure 5:
• Predicate Lag is used to limit the time between the
update of the source and the corresponding update of
the image.
• Predicate Latency quantifies the time elapsed since
the appearance of the image’s current value on the
source and the current instant.
• Predicate Shift bounds the time between the current
instant and the instant when the current image value
was taken on the source.
• Predicate Freshness restricts the time intervals dur-
ing which a source value is observable. The obser-
vation clock insures the source values are picked out
during these intervals.
6.3 Example
We illustrate the timed properties on the example. The
timed properties of the system are expressed on the obser-
vation relations of the system architecture definition (Fig-
ure 3) and are given Figure 6.
The properties of the variables speed and chosen are
expressed using the steadiness. The variable speed has the
Steadiness predicate parametrized by two bounds since
it is not renewed too often in order to be significant and
since it must still be updated often enough to be consistent
with the real speed of the vehicle.
Due to the physical properties of the communication
bus, the related observation relations are parametrized by
a minimum bound on the Shift predicate. These states
that the value of a variable cannot be sent faster than the
communication bus enables it. An upper bound is added
in order to guarantee that the value available to the control
system is consistent with the real value of the variables.
In order to give the timed requirements on the values
used to control the vehicle speed, we express these re-
quirements as parameters on the full processing chain.
First we give requirements on the relation binding the
value of variable ‘actuator to the value of speed through
the system observation relations. The value of speed is
mostly valid when it has just been updated. We want the
- variables behaviours:
speed {Steadiness(δ1,∆1)}
chosen {Steadiness(δ2,+∞)}
- communications properties:
[‘speed : speed] {Shift(δ4,∆4)}
[‘chosen : chosen] {Shift(δ4,∆4)}
[‘actuator : actuator] {Shift(δ4,∆4)}
- complete processing chains:
[‘actuator : actuator : ‘speed : speed] {Latency(0,∆5)}
[‘actuator : actuator : ‘chosen : chosen] {Shift(0,∆6)}
Figure 6. System Timed Properties
total time elapsed between the appearance of this value
and its use as the actuator value to be short so we give a
Latency predicate to parameter this relation. In the rela-
tion binding the ‘actuator and the chosen variables, the
value of the chosen variables is always ”timely correct”
as it may not change during a cruise. The value used to
produce the ‘actuator value must be one that was taken
recently by the chosen variable. That is why we use the
Shift parameter.
6.4 Specification of a System
Finally, a specification is given by a couple
〈Archi, Prop〉. Archi is a set of observation relations
that describes the architecture of the system. Prop is a
set of properties. Some are intrinsic properties that define
when the variable values are renewed; some are relation
properties that are parametrized by a set of predicates and
that define the relation between the values of two vari-
ables. We call SPath the set of paths that are used to
define the timed properties of the system.
7 Feasibility Analysis
The specification defines a state transition system
where the timelines of the variables are restricted by the
timed properties. The system is feasible if the specifica-
tion defines at least one infinite execution. We build here
a transition relation that defines a system equivalent to the
specification.
7.1 Definition of the Analysis System
The transition relation of the system describes the be-
havior of the variables of the system with respect to their
relations and timed properties. A variable transition re-
lation describes the behavior of one variable. It defines
which values can be used for an update and when an up-
date occurs. We define the global transition relation of the
system as the conjunction of variable transition relations.
Definition 10 Given the variables defined by the archi-
tecture of the system X = {xk|k ∈ [1..n]} and the corre-
sponding variable transition relations defined by the timed
properties, ρ = {→k |k ∈ [1..n]} the global transition re-
lation is defined by:
σi → σi+1 , T.σi+1 = T.σi + 1 ∧
nV
k=1
σi →k σi+1
Note that each global transition induces a time step. We
now explain how the transition relation of each variable is
built.
7.2 Interval of Validity
The timed properties of the specification limit the in-
stants a value can be used to produce other variables val-
ues. For each value, two time intervals are defined: the
possible update instants, i.e. when a new value can be as-
signed to the image; and how long this value can be kept.
These intervals depend on the predicates that parametrize
the relation between the variables. For example, the Lag
predicate defines the possible update instants of the im-
age and the Shift or Freshness predicates define the in-
stants a value can be used. Each predicate defines an inter-
val, all predicates must be satisfied so the timed property
defines an interval that is the intersection of all predicate
intervals.
These intervals also depend on the timed characteris-
tics of the value that is used. The following type is intro-
duced to store the characteristics of a value:
V alue = 〈T,T, Path〉
It stores the timed characteristics of a value of the source
that is propagated along a path Path. The two elements
in the time domain T are the update instant of this value
and the duration this value was continuously kept. These
timed characteristics define when a value can be used.
When we consider a timed property between two vari-
ables, if we know the timed characteristics of a value, then
we can define the intervals of instants where this value can
be used to produce a new value of the image and when this
value can be kept. We define two functions that give these
intervals.
Definition 11 A time property between two variables y
and x along a path p defines an interval UpdateV alid
when a value v = 〈xˆ, dx, p〉 of x which appeared at the
instant xˆ and kept for a duration of dx can be used to
update y and replace a value updated at yˆ.
UpdateV alid(〈xˆ, dx, p〉, yˆ) ,26666664
max
0@ yˆ + δSteadiness, xˆ+ δLagxˆ+ δLatency,
xˆ+ δFreshness + δShift
1A ,
min
0@ yˆ + ∆Steadiness, xˆ+ ∆Lag,xˆ+ ∆Latency,
min(xˆ+ dx, xˆ+ δFreshness) + ∆Shift
1A
37777775
It also defines an interval V alueV alid of the instants this
value can be kept.
V alueV alid(〈xˆ, dx, p〉, yˆ) ,2664 max
„
xˆ+ δLatency,
xˆ+ δFreshness + δShift
«
,
min
„
xˆ+ ∆Latency, yˆ + ∆Steadiness,
min(xˆ+ dx, xˆ+ δFreshness) + ∆Shift
«
3775
7.3 The History of Values
In an observation relation y≺· f(X), the value of y de-
pends on the values of the variables of X . So when build-
ing a new value for y, we must check that the values of
these variables are correct. Moreover, y can be linked to
other variables through X . So we must also know which
values of other variables are used to build X value.
Definition 12 Given an execution σ, a value v contains
the timed characteristics about a path p in a state σi if we
have:
Charac(v, i, p).σ , ∃ p′, ∃ z : p = p′ :: [z]
∧ ∀ c ∈ Clock(p).σ :
v = 〈zˆ.σc(i), dz.σc(i), p〉
The operator :: defines the concatenation of two se-
quences. Such a value stores the timed characteristics of
the value of the source of the path that is used to set the
current value of the path’s image. This is the value of the
source in the instants pointed by the clocks of the path.
For a state σi, such a value is unique. We create a set with
the timed characteristics of the sources of the paths that
are used to set the value of a variable. We are only inter-
ested in the paths used to describe the timed properties of
the specification.
Definition 13 For a variable x and an execution σ, we
define the set of values that are used to build the value of
x in a state σi and that are linked to x through a set of
paths SPath.
SrcCharac(x, i, SPath).σ ,
{v|∃ p ∈ SPath : ∃ p′ : p = [x] :: p′ ∧ Charac(v, i, p′).σ}
The evolution of a variable is bound to the recent evo-
lution of other variables and so to the value of the other
variables in previous states. A transition relation is a pred-
icate on a pair of states that defines the behavior of a
system. In order to define the transition relation of the
system defined by the specification, an auxiliary variable,
called history, is introduced. We consider an observation
relation y≺· f(X) and one of its observation clock c so
that y.σi = f(X.σc(i)). The clock c is increasing so
only the values taken by X between states σc(i) and σi
are used to compute the next value of y. The variable his-
tory Hy≺· f(X) stores the values that are used to build the
values of X in these states.
Definition 14 Given an observation relation y≺· f(X),
and the set of paths SPath that are used to describe the
timed properties of the system and that link y to other vari-
ables, the variable Hy≺· f(X) is defined by:
∀ σ,∀ i : Hy≺· f(X).σi , S
x∈X
SrcCharac(x, j, SPath′).σ
˛˛˛˛
c ∈ Clock([y : x]).σ
∧ x ∈ X ∧ j ∈ [c(i)..i]
ff
where
SPath′ = {[x] : p | x ∈ X ∧ ([y : x] :: p) ∈ SPath}
History variable is a set of sets of values that gives the
characteristics of the values that can be used to build the
next value of the image. The values that are linked to the
same value ofX in the same instant are stored in the same
set. A partial order relation that is based on the chrono-
logical order is defined on the set of values that are stored
in the history.
Definition 15 An order relation is defined between the set
of values and for an execution σ.
∀ V1,V2 : V1 < V2 , ∃ i, j : i < j ∧ ∃ x,∃ SPath :
V1 = SrcCharac(v1, i, SPath).σ
∧ V2 = SrcCharac(v2, j, SPath).σ
7.4 Variable Transition Relation
We define here the transition relation for a variable y
image of an observation y≺· f(X) that describes the evo-
lution of y when time is increased.
There are two possible evolutions: the image is updated
with a new value or the same value is kept. The possibility
to use a value does not only depends on the value taken by
the variables in X . It also depends on the values used to
produce X value. Given the architecture of the system,
we check that all values used to produce y value satisfy
the specification. So we check the characteristics of the
values in the history. The intervals defined in section 7.2
are used to define the variable transition relation.
Definition 16 For each variable relation y≺· f(X) in a
specification, a variable transition relation is defined by:
∀ σ1, σ2 : σ1 → σ2 ,0BBBB@
„
yˆ.σ2 6= T.σ2 ∧ ∀ v ∈ min(Hy≺· f(X).σ2) :
T.σ2 ∈ V alueV alid(v, yˆ.σ1)
«
∨„
yˆ.σ2 = T.σ2 ∧ ∀ v ∈ min(Hy≺· f(X).σ2) :
T.σ2 ∈ UpdateV alid(v, yˆ.σ1)
«
1CCCCA
The history only stores the values of the sources no older
than the values that set the image current value (pointed
by c). So min(Hy≺· f(X)) denotes the set of values cur-
rently used to define the image value. The state σ2 is influ-
enced by the state σ1 through the definition of the history
and the instant when the value of y in σ1 was updated.
For a variable that is not the image of an observation
relation, the dedicated transition relation is only defined
by its intrinsic timeline property.
7.5 Reduction and Exploration of the System
We proceed to the analysis of the system defined by the
global transition relation. We must explore the executions
to prove the existence of an infinite execution and thus
to prove the system feasibility. However the specification
defines a system with an infinite number of states. There is
no bound on the time T and other timed variables such as
the update instants. So these variables can take an infinite
number of values.
In order to perform a finite exploration of the states of
an execution, we build a system bi-similar to the specifica-
tion but where the variables take a finite number of values.
This is possible if the shift between all timed variables is
bounded. So this is possible if the specification states up-
per bounds on the time a value can be used by the system.
Given an observation y≺· f(X), we bound the values
of the timed characteristics that are used to check the va-
lidity of the value assigned to y. We look for a bound on
all update instant stored in the history variable. All these
values are in the interval between the update instants of
the values at the beginning of the paths and the current
time.
Proposition 1 Given an observation y≺· f(X) we have:
∀ i : ∀ V ∈ Hy≺· X .σi, ∀ 〈vxˆ, vdx , p〉 ∈ V : vxˆ ∈ [minsrc, T.σi, v)]
where:
minsrc = min
0@8<:sˆ.σc(i)
˛˛˛˛
˛˛ ∃ p ∈ SPath,∃ p
′ :
p = [y] :: p′ :: [s] ∧
c ∈ Clock(p).σ
9=;
1A
We want to give a constant maximum size of this interval
in all states. In a system where the relations between the
variables and the sources are parametrized by a Latency
predicate, then the shift between all variables is bounded
in all states by the most permissive Latency predicate i.e.
the one with the maximum upper bound. We restrict our
analysis to such systems. If this property is not explicitly
stated in the specification, then we use a set of proposi-
tions. Here are their principles:
• the latency that parameters an observation rela-
tion can be deduced from the combination of
other predicates that parameters the relation such as
Steadiness and Lag;
• if along a path defined by a set of observations, all
observations are parametrized by a latency predicate
then so is the full path;
• if there are multiple sources all with a Steadiness
predicate parametrizing their behavior, and if there
is a Latency predicate binding one of this source to
the image, then all are bound to the image with a
Latency predicate.
In the example, there is no upper bound on the
Steadiness predicate of the variable chosen. For the sys-
tem to be analyzable, such a property must be added. A
large bound must be chosen in order to not interfere with
other properties.
Based on these properties and for such a system, we
define a system where all values of the instants are stored
modulo the length of an analysis interval denoted by L. L
is chosen by the specification as a bound greater than the
upper bounds on the variables Steadiness and the paths
Latency.
In the system defined by the specification, transitions
are based on the time differences between the instants
characterizing the variable timelines. These differences do
not exceed the length L. Thus, for each state, if the value
of the time T is known and if the values of the other vari-
ables are known modulo L, then for each variable there is
only one possible real value that can be computed using
the value of T . Considering the clock values modulo this
length does not add or remove any behavior of the original
system.
Consequently the equivalence relation that is defined
by the equality of timed variables modulo L is a bi-
simulation. In this system, all timed variables have a finite
number of values. So we obtain a system that is bi-similar
to the system defined by the specification and that has a
finite number of states.
In order to prove the system feasibility, we explore the
executions that are defined by the finite system using a
depth first search algorithm. A loop denotes an infinite
execution. This proves the feasibility of the specification.
8 Verification of an Implementation
We explain here how to check an implementation. An
implementation is correct if each of the behaviors it de-
fines satisfy the specification. In other words, the imple-
mentation defines a set of executions that must be included
in the executions defined by the specification.
8.1 Value Availability
In order to analyze an implementation, it must be mod-
elled. An implementation defines how the values taken
by each variable are transmitted through the architecture
of the system. To check the timed properties of the im-
plementation, we focus on the implementation properties
that define the instants when a source value is available to
the image.
Given an observation relation y≺· f(X) and for each
value taken by X , we define different states of availabil-
ity. These states are the different steps between the in-
stant when a value is assigned to the source and the instant
when the image value is bound to this source value:
• initial (It): the value is currently assigned to the
source;
• sent (St): the value has been stored to be later avail-
able to the image. For example a message has been
created containing the source value or a component
has read the inputs used for the computation;
• received (Rd): the value is available to the image.
The message containing the value of the source has
been received or the computation of the image new
value is completed;
• delivered (Dd): the value of the source has been used
to set the current value of the image.
Each value is in one and only one of the sent, received
or delivered states but it may be both in the initial state
and in another state. These states of availability do not
exactly describe the different states of a value in an imple-
mentation. But the behavior of an implementation can be
modelled with these states.
The history variable is split into different sets of values
depending on the availability of each value. These sets are
in fact sequence of sets of values. They are ordered with
the order relation on sets of values (chronological order,
the oldest one is the first in the sequence).
Definition 17 Given an observation relation y≺· f(X)
and the paths SPath used to describe the timed properties
of y, the sequences that describe the states of availability
of the values are defined by:
∀ σ,∀ i :
It.σi , { S
x∈X
SrcCharac(x, i, SPath).σ}
∧Dd.σi ,
( S
x∈X
SrcCharac(x, c(i), SPath).σ
| c ∈ Clock([y : x]).σ
)
∧ (It :: St :: Rd :: Dd).σi ⊆ Hy≺· f(X).σi
The sequences It and Dd are singletons. A value goes
through the four states chronologically.
8.2 Model of the Specification
In order to check the satisfaction of the specification by
an implementation, we give a model of the specification
in the same semantic we use to model an implementation.
Such a model is described by defining elementary transi-
tions. An elementary transition relation model the evolu-
tion of the values states of availability in the observation
relations of the system. These elementary transition rela-
tions are used to build the variable transition relation of
the image of an observation. The variable transition rela-
tions are then used to build the global transition relation.
We use a semantic close to TLA [5] that is based on
actions. An action is a predicate on two states, and an
elementary transition relation is defined as a disjunction
of actions. The actions give the different evolutions of
the availability of a value and when these evolutions are
allowed by the specification.
Definition 18 Given a set of the actions A = {ak|k ∈
[1..n]} for the evolution of a value from one state of avail-
ability to the next one, we define an elementary transition
relation→
∀σi, σj : σi → σj ,
nW
k=1
ak.σi.σj
We now define the actions used to build a model of
the specification. Except if it is stated by the action, all
variables have the same value in both states of an action.
8.2.1 Sender
This elementary transition relation rules the evolution of
the current value of the image to the sequence St. There
are two actions: the value can be sent or not.
∀σi, σj :
Send.σi.σj , St.σj = St.σi :: It.σj
Idle.σi.σj , true
The current value is sent when the value in the se-
quence It is added to the sequence St.
8.2.2 Receiver
This elementary transition relation rules the evolution of
the values from the sequence St to the sequenceRd. Each
value can be passed to the next sequence or lost.
∀σi, σj :
Rcv(StL, StR).σi.σj , St.σi = Merge(StL, StR) :: St.σj
∧ Rd.σj = Rd.σi :: StR
Lose(StL).σi.σj , St.σj = St.σi\StL
The function Merge builds the ordered sequence
union of two sequences. The actions Rcv passes the val-
ues StR from St to Rd but lose the values in StL. The
actions are parametrized by sequence of values since the
possible actions depend on the number of values in the
sequence St.
8.2.3 Image
This relation decides which value is assigned to the image.
It can keep the same value or take a new value that is in
the sequence Rd. Some values of the sequence Rd can
also be removed from this sequence. For an observation
y≺· f(X) we have:
∀σi, σj :
Update(V, RdL).σi.σj , yˆ.σj = T.σj
∧ Rd.σi = Merge([V], RdL) :: Rd.σj
∧Dd.σj = [V]V
v∈V
T.σj ∈ UpdateV alid(v, yˆ.σi)
Keep(RdL).σi.σj , Rd.σi = RdL :: Rd.σj
∧Dd.σi = [V]V
v∈V
T.σj ∈ V alueV alid(v, yˆ.σi)
The action Keep check that the values can be kept by
using the predicate V alueV alid. The action Update is
defined with the predicate UpdateV alid that checks that
y can be updated with the new value.
8.2.4 Variable Transition Relation
We build the variable transition relation of a variable y by
using the elementary transition relation of the observation
which image is y. The variable transition relation is de-
fined as a sequence of elementary transition relations.
Definition 19 Given an observation y≺· x and the ele-
mentary transition relations:
→sd;→rcv;→img
Then the transition relation→y that defines the behavior
of y is:
∀σi : σi →y σi+1 ,
∃ σs, σr : σi →sd σs →rcv σr →img σi+1
The intermediary states between the elementary transi-
tions are hidden to ensure a separated execution. A def-
inition of the variable transition relation could be given
as a conjunction of elementary relations but this definition
eases the expression of the elementary relation transitions.
The global transition relation is defined as the conjunction
of the variable transition relations as we did in the feasi-
bility analysis.
This model of the specification is equivalent to the state
transition system defined for the feasibility analysis. The
specification do not allow loss of values, but a loss is
equivalent to not finally using this value to update the im-
age. Therefore this model is bi-similar to the specification.
8.3 Model of the Implementation
The implementation is modelled by redefining the
same actions as the specification. So we describe the evo-
lution of the values through the same states of availability
and use the same four sequences. We use some part of the
example to illustrate how to define such a model. We first
discuss the properties of the communication protocol. We
suppose all communications are done through the same
communication bus. To model a communication proto-
col, two characteristics need to be abstracted: when are
the messages sent and what is the communication time.
Moreover, are these characteristics determinate or is there
a jitter? In a time triggered protocol, the evolution to the
sent availability state is decided by the value of the time
T . The evolution to the received state depends on the com-
munication time. The value in the availability sequences
are redefined as a new type that contains the instant when
a value is sent.
V alue = 〈T〉
If the messages are sent with a period of P with a
phase φ and if the communication time is d then we de-
fine the following actions for a communication such as
‘speed≺· speed. In the example no loss is allowed. Only
one value at a time can be received, and all values that are
received are directly assigned to the image.
∀σi, σj :
Send.σi.σj , T.σj = φ (mod P )
∧ It.σj = {〈T.σj〉}
Idle.σi.σj , T.σj 6= φ (mod P )
Rcv(StL, StR).σi.σj , StR = {〈Tsent〉}
∧ T.σj − Tsent = d
∧ St.σi = StR :: St.σj
∧ Rd.σj = Rd.σi :: StR
∧ StL = ∅
Lose(StL).σi.σj , StL = ∅
Update(V, RdL).σi.σj , Rd.σi = [V]
∧ Rd.σj = ∅
∧Dd.σi = [V]
∧ RdL = ∅
Keep(RdL).σi.σj , RdL = ∅
∧ Rd.σi = ∅
Here the period P is used to define when the Send action
is allowed and so when values are passed to the sent avail-
ability state. The communication time and the instant a
value is sent are used in theRcv action. They define when
the values are passed to the received availability state.
In an observation that models a computation, the avail-
ability state depends on the same kind of characteristics
which are when the computation starts and the possible
execution time. The results of a scheduling analysis can
be used to give these characteristics.
8.4 Correctness of an Implementation
An implementation is correct if the set of executions it
defines is included in the executions that are defined by the
specification. So the model of the specification must sim-
ulate the implementation. In order to check this property,
we build a state transition system similar to the synchro-
nized product of labelled transition systems. The actions
are used as labels on the transition of the systems.
Definition 20 Given the set of actions AI = {aIk |k ∈
[1..n]} that defines an elementary transition of the imple-
mentation and the set of actions AS = {aSk |k ∈ [1..n]}
that defines the corresponding elementary transition of the
specification, we define the set of couples of actions where
the actions with the same label are joined.
A = {〈aIk , aSk 〉|k ∈ [1..n]}
An elementary transition relation of the system that
checks the correctness of the implementation is defined by:
∀ σi, σj : σi → σj , (
nW
k=1
aIk .σi.σj ∧ aSk .σi.σj)
∧ ∀ k, ∀ σl : (aIk .σi.σl ⇒ aSk .σi.σl)
In this definition, the second part states that if a transi-
tion between two states is allowed by the implementation,
it must be allowed by the specification. So if there is
a conflict between the specification and the implementa-
tion then there is a deadlock. The global system is built
by using these elementary transition relation to build the
variables transition relations. Note that two actions are
different if their parameters are different. For example
Rcv(∅,V) is different from Rcv(∅, ∅). If the sizes of
the sequences are bounded, then the number of different
actions is also bounded. The sizes of the sequences are
bounded if the system can be reduced to a finite system.
8.5 Reduction of the System
In order to proceed to the analysis of the system, we
here also build a finite system equivalent to the system
that is defined by the specification and the implementa-
tion. This is only possible if the variables introduced to
define the implementation properties have properties that
allow the reduction technique to be used. So the timed
variables introduce by the model of the implementation
must have a bounded shift to the time T . These properties
are required to proceed to an automatic verification and
must be stated by the user.
In this system, a deadlock exists if no behavior can be
taken. A deadlock denotes either an incompatibility be-
tween the specification and the implementation or that the
specification is not feasible. So the correctness of the im-
plementation is checked with a model checking algorithm
used to detect deadlocks.
9 Conclusion
We specify an abstract model postponing task and com-
munication scheduling to specify real-time systems. Our
framework proposes to specify real-time systems as a set
of links between system variables. The timed properties
of the system characterize the time-shift along the prop-
agation of values in the system. They state that all the
values that are used must be timely correct with respect to
the user requirements. A dedicated state transition system
that is bi-similar to the specification, is built to proceed to
a feasibility analysis. We finally describe how to model
an implementation of the system. A dedicated state tran-
sition system is also built to check the correctness of the
implementation with respect to the specification. Perspec-
tives are to enhance the implementation of the tool used to
build the analysis state transition systems. This tool can
then be used to proceed to the analysis of a larger scale
example.
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Abstract
This paper introduces LRE-TL, a scheduling algo-
rithm based on LLREF, and demonstrates its flexibility
and improved running time. Unlike LLREF, LRE-TL
is optimal for sporadic task sets. While most LLREF
events take O(n) time to run, the corresponding LRE-
TL events take O(log n) time. LRE-TL also reduces the
number of task preemptions and migrations by a factor
of n. Both identical and uniform multiprocessors are
considered.
1. Introduction
In hard real-time systems, jobs have specific timing
requirements, or deadlines. In these systems, inability
to meet a deadline is considered a system failure.
Therefore, it must be known that no deadlines will be
missed before running the system. One way to do this
is to use an optimal scheduling algorithm. We say a
scheduling algorithm is optimal if it will schedule all
jobs to meet their deadlines whenever it is possible to
do so. For example, the earliest deadline first (EDF)
scheduling algorithm [1], [2] is known to be optimal
on uniprocessors when preemption is allowed.
As multiprocessors become more popular, they are
used in a wider variety of applications, including real-
time and embedded systems. This paper considers
scheduling on identical multiprocessors, which contain
m identical processors, and on uniform multiproces-
sors, which contain m processors whose speeds may
vary from one another. While there are many ad-
vantages to using multiprocessor systems, scheduling
with these systems can be complex. For example, on
multiprocessors EDF is not optimal. In fact, EDF might
miss deadlines on multiprocessors even if processors
are idle approximately half the time [3], [4], [5].
To date, optimal multiprocessor scheduling algo-
rithms tend to have restrictions that make them less
desirable than other non-optimal algorithms. Some
common restrictions are that (i) they have high over-
head, (ii) they apply only to a restrictive model for jobs
or processors, or (iii) the schedule must be quantum
based (i.e., the scheduler is invoked every q time
units for some constant q). There are two well known
optimal multiprocessor scheduling algorithms, Pfair [6]
and LLREF [7], each suffer from at least one of
these shortcomings. While Pfair can schedule both
periodic [1] and sporadic [8], [9] tasks, it applies only
to quantum based systems on identical multiprocessors.
On the other hand, LLREF can be scheduled on
both identical and uniform multiprocessors, but it has
high scheduling overhead and applies only to periodic
task systems. This paper introduces a new scheduling
algorithm, LRE-TL, which is based on the LLREF
scheduling algorithm. We show LRE-TL is optimal for
periodic and sporadic task sets and has much lower
scheduling overhead than LLREF. Table 1 illustrates
the running time of LRE-TL compared to LLREF
(details provided in Section 4.4).
The remainder of this paper is organized as follows.
Section 2 provides definitions of terms that will be
used throughout the remainder of the paper. Section 3
provides an overview of the LLREF algorithm, which
is used as a starting point for describing LRE-TL.
Section 4 describes the LRE-TL scheduling algorithm,
proves it is optimal for both periodic and sporadic
tasks, and compares it to LLREF. Section 5 compares
an LLREF schedule and an LRE-TL schedule. Sec-
tion 6 discusses how to schedule LRE-TL on uniform
multiprocessors. Finally, Section 7 provides some con-
cluding remarks.
2. Model and Definitions
This paper considers a global multiprocessor
scheduling algorithm for periodic [1] and sporadic [8],
[9] task sets whose deadlines equal their periods.
We assume that tasks are independent and can be
preempted at any time.
A task Ti is a program that repeatedly invokes jobs
Ti,1, Ti,2, . . .. Each task Ti is described using the 3-
tuple (φi, pi, ei), where φi is Ti’s offset, pi is its period
and ei is its worst case execution time. Each job Ti,j
has a release time ai,j , an execution requirement ei
and a relative deadline pi — if Ti,j arrives at time
ai,j then it must be allowed to execute for ei time
units during the interval [ai,j , ai,j + pi[. At any time
t ∈ [ai,j , ai,j + pi[, we say Ti’s deadline at time t
is di,j = ai,j + pi. If Ti is a periodic task set, then it
invokes its first job at time t = φi and all the remaining
jobs are invoked exactly pi time units apart — i.e.,
ai,j = (j − 1)pi for all j. If Ti is a sporadic task,
then it invokes its first job at any time t ≥ φi and
the remaining jobs are invoked no less than pi time
units apart — i.e., ai,1 ≥ 0 and ai,j ≥ ai,j−1 + pi for
all j > 1. A task set τ = {T1, T2, . . . , Tn} denotes
a set of n periodic or sporadic tasks. Throughout this
paper, we will clearly state whether τ is assumed to
be a periodic or a sporadic task set.
One important parameter used to describe a task is
its utilization ui = ei/pi, which is the proportion of
time Ti executes between its arrival time and dead-
line. For sporadic tasks, the utilization measures the
“worst-case average” — i.e., the average proportion of
required computing time assuming the task has a worst
case sequence of arrivals (ai,j = ai,j−1 + pi) during
the interval under consideration. The total utilization of
task set τ , denoted U(τ), is the sum of the individual
task utilizations, viz., U(τ) =
∑n
i=1 ui.
The LLREF scheduling algorithm partitions the time
horizon into a sequence of intervals [tj−1, tj [, where
t0 = 0 and for each j ≥ 1,
tj = min
t>tj−1
{t = k · pi | Ti = (pi, ei) ∈ τ and k ∈ Z}.
For any time t ≥ 0, we let [t0t , tft [ denote the
interval that contains t. At each time t, every task
Ti has a local execution requirement, `i,t. This is the
amount of time that Ti must execute between time t
and time tft . The progress of each task during the
interval [tj−1, tj [ may be viewed as a 2 dimensional
plane in which the horizontal axis represents time (T)
and the vertical axis represents local execution time
(L). This plane is called the TL-plane. A task’s local
utilization is the proportion of time Ti must execute
during the remainder of the current TL-plane, namely
ri,t = `i,t/(tft − t). A task set’s total utilization Rt
at time t is defined to be the sum of each task’s local
utilization, viz., Rt =
∑n
i=1 ri,t.
For our discussion, we need to be able to distinguish
LLREF LRE-TL
Running time
Initialize TL-plane O(n) O(n)
A events (per event) NA O(logn)
B&C events (per TL-plane) O(n2) O(n logn)
Other overhead
Max preemptions (per event) O(m) O(1)
Max migrations (per TL-plane) O(mn) O(m)
Table 1. Comparison of LLREF and LRE-TL.
which tasks are active at any time t. We say a task Ti is
active at time t if `i,t > 0. We let Active(t) and NA(t)
be the set of active and non-active tasks, respectively.
We consider the problem of scheduling periodic
and sporadic tasks on identical and uniform multipro-
cessors. Throughout this paper, we let m denote the
number of processors. Without loss of generality, we
assume the speed of the processors is 1 for identical
multiprocessors — i.e. each processor performs one
unit of work per unit of time. We denote a uniform
multiprocessor pi = [s1, s2, . . . , sm], where si ≥ si+1
for 1 ≤ i < m. If processor si executes for t units
of time, then it performs si × t units of work1. Below
we discuss the implementation of LLREF and LRE-TL
on identical multiprocessors first and then show how
these algorithms can be extended for implementation
on uniform multiprocessors.
3. A Brief Overview of LLREF
In order to understand the LRE-TL scheduling algo-
rithm presented in this paper, we must first describe the
LLREF algorithm presented in [7], where the authors
also proved that LLREF is optimal for scheduling
periodic task sets on identical multiprocessors. A task
set τ can be scheduled to meet all deadlines on m
identical processors if the following two conditions
hold [6]
U(τ) ≤ m, and umax(τ) ≤ 1, (1)
where umax(τ) = max1≤i≤n{ui} is the maximum
utilization of all tasks in τ .
Given a task set τ satisfying the conditions above,
LLREF schedules the tasks so that the local utilization
continues to satisfy the stated conditions. As stated
above, LLREF divides the time horizon into a sequence
of consecutive and non-overlapping TL-planes. Each
TL-plane ends at some task’s deadline and there are no
1. In a mild abuse of notation, we let si denote both the ith
processor and its speed.
deadlines within any TL-plane. Every task has a local
execution requirement `i,t, which denotes the amount
of time the task must execute during the interval [t, tft [.
At the beginning of each TL-plane, ri,t0t is set to ui
for each task Ti (i.e, `i,t0t = ui(tft − t0t)).
LLREF makes scheduling decisions with the aim of
achieving the following two goals.
1) No processor idles while a job is waiting, and
2) No task’s local utilization ever exceeds 1.
Whenever LLREF makes a scheduling decision, it
selects the m tasks with the largest local remaining
execution and executes them until the next scheduling
event. If fewer than m tasks have positive remaining
execution, then LLREF executes all tasks Ti with
`i,t > 0 for `i,t time units. We use the following
definitions to describe the tasks LLREF selects to
execute at a given time t.
Definition 1. At time t let T(1)t , T(2)t , . . . , T(n)t denote
the tasks of τ sorted in weakly decreasing order
according to local remaining execution. Thus,
`(1)t,t ≥ `(2)t,t ≥ . . . ≥ `(n)t,t.
Let xt denote the maximum number of tasks that can
execute simultaneously at time t. Because, no more
than m tasks can execute at one time, xt ≤ m. If
fewer than m tasks have remaining, work, then xt is
the number of tasks with remaining work, viz.,
xt = min{m, |Active(t)|}. (2)
When a scheduling event occurs at time t, LLREF
executes tasks T(i)t for 1 ≤ i ≤ xt. These tasks
execute without interruption until one of two events
occurs, namely a bottom (B) event or a critical (C)
event. Below, we discuss these two events in more
detail assuming tasks T(i)s for 1 ≤ i ≤ xs are
scheduled at time s and the B or C event occurs at
time t.
B (bottom) events: These events occur when a task
hits the ”bottom” of the TL-plane (i.e., when a task
depletes its local remaining execution). Clearly, this
can only happen to one of the xs tasks that were
scheduled to execute at time s. Using our sorting
notation, task T(xs)s is the executing task with the
least remaining execution requirement that triggers a
B event at time t. If tasks are not rescheduled at this
point, then the processor executing task T(xs)s will
become idle, which could cause the first stated goal
to be violated.
C (critical) events: These events occur when some
task’s local utilization becomes 1. Clearly, a task’s
local utilization decreases if it is executing. Hence,
a C event is caused by the non-executing task with
the largest remaining local execution, namely T(m+1)s .
If this task is not allowed to execute immediately, its
local utilization will exceed 1. This not only violates
the second goal, it also means that T(m+1)s will miss
its deadline at time tft .
Because each of these events cause one of LLREF’s
goals to be violated, they trigger a scheduling event.
When a scheduling event occurs, LLREF determines
which tasks are in T(i)t for 1 ≤ i ≤ xt and schedules
these tasks to execute.
Two shortcomings of LLREF have been noted. First,
it incurs fairly high overhead. Second, it is only
optimal for periodic tasks with deadlines equal to
periods. Below, we discuss how to address these two
shortcomings.
4. LRE-TL: A Modification of LLREF
We now present our algorithm, which we call LRE-
TL (local remaining execution-TL). The name LLREF
does not accurately describe our scheduling algo-
rithm’s behavior because we no longer select to execute
the task with the largest local remaining execution
first. Below, we first present an analytical result that
proves our proposed algorithm continues to be optimal.
We then describe how the LRE-TL algorithm makes
scheduling decisions and how to handle sporadic ar-
rivals. Finally, we present the algorithm in detail and
discuss its running time.
As noted above, LLREF has fairly high running
time. When a scheduling event occurs at time t,
LLREF must determine which tasks to execute (i.e.,
T(i)t for 1 ≤ i ≤ xt). In addition, LLREF must
determine when the next event will occur (i.e., it must
find `(xt)t,t and `(m+1)t,t). This means the tasks must
be at least partially sorted.
If the tasks are sorted at the beginning of the TL-
plane, the process of re-sorting during a scheduling
event can be done in O(n) time by using the prior
sort order. Say tasks are scheduled at time s and a B
or C event occurs at time t. If we consider the tasks that
executed during [s, t[ and the ones that did not execute
during [s, t[ separately, it is easy to see that these tasks
will maintain the same relative order at time t — i.e.,
`(i)s,t ≥ `(j)s,t if 1 ≤ i ≤ j ≤ m and
`(i)s,t ≥ `(j)s,t if m < i ≤ j ≤ n.
Hence, the proper sorting order for the tasks at time
t can be found by merging {T(i)t | 1 ≤ i ≤ m} and
{T(i)t | m+ 1 ≤ i ≤ n}. While this observation does
reduce the running time, maintaining a sorted list is
the most expensive portion of each scheduling event.
This leads us to question whether this step is actually
necessary. How important is it that LLREF select the
m tasks with largest remaining execution? Will any
m tasks do, provided they have non-zero remaining
execution? Below, we show that the answer to this
question is “yes”.
Recall the following result presented by Hong and
Leung [10], [11]
Theorem 1 ([10], [11]). No optimal online scheduler
can exist for a set of jobs with two or more distinct
deadlines for any m-processor identical multiproces-
sor, where m > 1.
The theorem does not claim that no optimal algo-
rithm exists if all deadlines are equal. In fact, Hong
and Leung [10], [11] present an optimal algorithm
when the jobs all have the same deadline. LLREF
deliberately divides each job into subjobs so that (i)
the work done by each subjob is proportional to the
duration of the TL-plane, and (ii) at all times all
of the subjobs have the same deadline. The key to
our ability to both reduce LLREF’s running time and
define LLREF for sporadic tasks is the recognition
that optimal multiprocessor algorithms do exist when
deadlines are all equal.
Below, we make the simple observation that if xt
tasks execute at all times t within a TL-plane, the total
utilization Rt decreases as time progresses.
Theorem 2. Let τ be any task set executing on
m identical processors. Let the timeline be divided
into TL-planes and tasks be assigned local execution
proportional to their utilization as in LLREF. Let s be
any time such that Rs ≤ m and ri,s ≤ 1 for all tasks
Ti. Let X be any xs tasks that have positive local
remaining execution at time s. Assuming the tasks in
X are scheduled to execute at time s, let te be the
time at which the next B or C event will occur. Then
for any ∆ such that 0 ≤ ∆ ≤ te − s,
Rte ≤ Rs+∆ ≤ Rs. (3)
Moreover, if Rs < m then Rte < Rs+∆ < Rs.
In other words, if U(τ) ≤ m and xt tasks execute
at all times t, then the total local utilization never
increases value within any TL-plane, and it constantly
decreases if U(τ) < m.
Proof: Because the total work done during the
interval [s, s + ∆] is equal to xs × ∆, we know that∑n
i=1 `i,s+∆ =
∑n
i=1 `i,s−xs×∆. Therefore, we can
determine Rs+∆ as follows.
Rs+∆ =
n∑
i=1
`i,s
tf − s−∆ −
xs ×∆
tf − s−∆
=
n∑
i=1
`i,s
tf − s ×
tf − s
tf − s−∆ −
xs ×∆
tf − s−∆
Note that
tf − s
tf − s−∆ = 1 +
∆
tf − s−∆
Therefore,
Rs+∆ = Rs +
∆(Rs − xs)
tf − s−∆
≤ Rs
The last step follows both when |Active(s)| ≥ m and
when |Active(s)| < m. In the first case, Rs − xs =
Rs − m ≤ 0, because Rs ≤ m. In the second case,
xs = |Active(s)|. Because ri,s ≤ 1 for all Ti, we can
conclude that Rs − xs ≤ 0 in this case as well.
With this theorem in mind, we make the following
observations, which allow us to modify LLREF as
described below..
Observation 1 The total local utilization decreases
regardless of which tasks execute provided that xt pro-
cessors execute at all times t. Observation 2 The total
local utilization at the beginning of a TL-plane [t0, tf [
is equal to
∑
Ti∈Active(t0) ui. Hence, if a sporadic
task Ti generates a job at time t ∈ [t0, tf [, the local
utilization just prior to t will be at most m− ui.
4.1. A Simplifying Observation
As noted above, the most expensive portion of
processing a scheduling event is re-sorting the tasks.
Theorem 2 above allows us to remove this step from
the algorithm. We propose to maintain two heaps – one
heap for each type of event. For both heaps, when a
task is added to the heap, its key is set to the time at
which the task will trigger a scheduling event. Heap
HB contains the set of executing tasks. Task Ti ∈ HB
triggers a B event if it executes until time (t + `i,t)
without interruption, where t is the current time. HB
is a min heap whose key is (t+ `i,t). Heap HC is the
set of active tasks that are not executing. Task Ti ∈ HC
triggers a C event if it does not execute before time
(tft − `i,t), wheretft denotes the end of the current
TL-plane. HC is a min heap whose key is (tft − `i,t).
Note that a task Ti’s key does not change as long as
Ti remains in the same heap. The value of tft remains
constant within any TL-plane. If Ti ∈ HC , then `i,t is
not changing over time, so (tft−`i,t) remains constant.
Also, if Ti ∈ HB , then `i,t decreases as t increases,
so the (t+ `i,t) remains constant.
If a task Ti switches from one heap to the other
at time t, then its new key is set to (tft − Ti.key+t),
where Ti.key was its key prior to switching heaps. This
observation allows us to maintain proper execution
without having to update ` at each B or C event.
The modified algorithm will only preempt a task if
it is absolutely necessary to do so. If a B event occurs,
any task that was executing just prior to the B event
will continue to execute (on the same processor) after
the B event is handled. If a C event occurs, the task
that triggered the C event must execute immediately.
Therefore it will preempt one of the executing tasks
and execute on that task’s processor. Thus, a schedul-
ing event at time t causes at most ν(t) preemptions,
where ν(t) is the number of tasks whose total local
utilization increase to 1 at time t.
The algorithm LRE-TL is described in more detail
in Subsection 4.3. First, though, we discuss how to
handle sporadic task arrivals in the middle of a TL-
plane.
4.2. Scheduling Sporadic Tasks
In this subsection, we show how to handle the arrival
of a job invoked by a sporadic task and we demonstrate
that this method will not allow any deadline misses
provided τ is a feasible task set. Assume a task Ts
invokes a job at time ts in the middle of a TL-plane.
By Theorem 2 above, we know that the total local
utilization is at most (m − us) just prior to Ts’s
arrival. Therefore, we can set Ts’s local execution to
be proportional to its utilization, just as we would at
the beginning of a TL-plane. Specifically,
`s,ts = us · (tfts − ts). (4)
The theorem below shows that adding Ts to the set
of active tasks at time ts will not cause any other tasks
to miss their deadlines. If, in addition, Ts does not have
a deadline within the current TL-plane, it will also be
guaranteed to meet its deadline.
Theorem 3. Let τ be a sporadic task set such that
U(τ) ≤ m and umax(τ) ≤ 1. Assume τ is scheduled
using LRE-TL as described above. Let [t0, tf [ be a TL-
plane for the LRE-TL schedule of τ . Assume task Ts is
not active at time t0 and becomes active at some time
ts ∈ [t0, tf [. If the algorithm sets `s,ts according to
Equation 4, then Ts will not cause any tasks to miss
their deadlines. If, in addition, ts + ps ≥ tf , then τ
can be scheduled to ensure Ts will meet its deadline
at time (ts + ps).
Proof: We first argue that Ts will not cause other tasks
to miss their deadlines and then demonstrate how to
ensure that Ts will not miss its deadline.
Because Ts is not active at time t0, we know
Rt0 ≤ m − us. By Theorem 2, just prior to ts we
know that Rts− ≤ Rt0 . Therefore, upon setting the
value of `s,ts to us · (tf − ts), making rs,ts = us,
we know that Rts ≤ m. Hence, once `s,ts is added
to the total local remaining execution it will still be
possible to meet all local execution requirements by
time tf . As with all tasks, the amount of work Ts will
have completed at time tf will be the product of Ts’s
utilization and the total amount of time since it arrived.
Hence, in subsequent TL-planes, Ts can have its local
utilization set to rs,t0 = us. Because U(τ) ≤ m, the
total utilization of all TL-planes continues to be at most
m. Hence, Ts will not cause any other tasks to miss
their deadlines.
It remains to demonstrate that we can schedule τ to
ensure that Ts will not miss its deadline. Because we
assume tf ≤ ts + ps, we know that Ts will not have a
deadline before time tf . If we ensure that there is a TL-
plane that ends at time (ts + ps), then Ts will meet its
deadline. Algorithm LRE-TL has control over the TL-
planes and can ensure that this will incur. Therefore,
Ts will meet its deadline at time (ts + ps).
The correctness of LLREF (and of LRE-TL) hinges
on having (i) all tasks complete their local execution
by the end of every TL-plane, and (ii) every task’s
deadline coincide with the end of some TL-plane.
These algorithms do not guarantee any timing proper-
ties within a TL-plane, but they can make guarantees
at the boundaries between TL-planes.
Because sporadic tasks do not have fixed arrival
times, we cannot predict the pattern of the deadlines
in advance. Hence, at the beginning of each TL-plane,
we determine the duration of the TL-plane by finding
the earliest upcoming deadline, dnext, and setting tf
equal to dnext. Doing this will ensure that all jobs of
active tasks will have deadlines that correspond with
the end of some TL-plane. In addition, we must ensure
that non-active sporadic tasks will not have a deadline
within the TL-plane. If we ensure that no TL-plane
has a duration longer than pmin, the minimum task
period of all tasks in τ , then for any job generated
by a sporadic task there must be an TL-plane break
between the job’s arrival and deadline.
Hence, we take the following two steps in order to
handle sporadic tasks.
TL-plane Boundaries Instead of setting TL-plane
boundaries to be k · pi, where k ≥ 0 and 1 ≤ i ≤ n,
we base TL-plane boundaries on the deadlines of active
jobs. Let t0 be the beginning of some TL-plane. We
Algorithm 1 LRE-TL
1: if tcur = tf then
2: TL-Plane-Initialize
3: else
4: if an A event occurred then
5: LRE-TL-A-Event
6: if a B or C even occurred then
7: LRE-TL-BC-Event
8: if HB .size()> 0 then
9: tnext ← HB .min-key()
10: if HC .size()> 0 then
11: tnext ← min{tnext, HC .min-key()}
12: else
13: tnext ← tf
14: let each processor execute its designated task
15: sleep until time tnext
determine tf , the end of the TL-plane as follows. Let
dnext be the earliest upcoming deadline and let pmin
be the shortest task period (pmin = min{pi | 1 ≤ i ≤
n}). Then tf = min{dnext, t0 + pmin}. This ensures
that all jobs’ deadlines coincide with the end of some
TL-plane. We add one new heap HD, which contains
all current deadlines, to implement this modification
efficiently.
The A Event We introduce a new event, namely the
A (arrival) event. When a sporadic task Ts invokes a
new job it triggers an A event. During an A event, `s,ts
is set to us(tfts − ts) and Ts is added to one of the
heaps (HB or HC). Under most circumstances, Ts will
be added to HC , the heap containing the non-executing
tasks, and execution will resume without preempting
any tasks. However, if us = 1, then clearly Ts must
preempt an executing task. Additionally, Ts will be
scheduled to execute immediately without preempting
any other tasks if xts < m.
We have explored LRE-TL and justified that none
of the modifications to LLREF sacrifice optimality. We
now describe the algorithm in more detail.
4.3. Algorithm LRE-TL
The algorithm LRE-TL is comprised of four pro-
cedures. The main algorithm determines which type
of events have occurred, calls the handlers for those
events, and instructs the processors to execute their
designated tasks. At each TL-plane boundary, LRE-
TL calls the TL-plane initializer. Within a TL-plane,
LRE-TL processes any A, B or C events. The TL-plane
initializer sets all parameters for the new TL-plane.
The A event handler determines the local remaining
execution of a newly arrived sporadic task, and puts
Algorithm 2 TL-Plane-Initialize
Require: Active contains the set of all tasks that are
currently active. HB and HC are both empty. Task
Tmin has the shortest period of all tasks (whether
active and non-active).
1: for all tasks Ti that arrived at time tcur do
2: if HD.find-key(tcur + pi) = NULL then
3: HD.insert(tcur + pi)
4: tf ← tcur + pmin
5: if HD.min-key() ≤ tf then
6: tf ← HD.extract-min()
7: z ← 1
8: for all Ti ∈ Active do
9: `← ui(tf − tcur)
10: if z ≤ m then
11: Ti.key ← tcur + `
12: Ti.proc-id ← z
13: z.task-id ← Ti
14: HB .insert(Ti)
15: z ← z + 1
16: else
17: Ti.key ← tf − `
18: HC .insert(Ti)
19: for all processors z′ s.t. m ≥ z′ > z do
20: z′.task-id ← NULL
the task in one of the heaps (HB or HC). The B and
C event handler maintains the correctness of HB and
HC .
Throughout this section, we discuss executing tasks
rather than executing jobs. Recall deadlines are equal
to periods and every deadline coincides with the end of
a TL-plane. Therefore, given any TL-plane [t0, tf [ and
any task Ti, at most one job of Ti overlaps with [t0, tf [.
Because all scheduling decisions are made within a
TL-plane, there is no confusion about which job of
each task is being scheduled — we always schedule
the job that overlaps with the current TL-plane.
At all times, each active task Ti will be in exactly
one task heap (HB or HC). Throughout this section,
each task has two fields. Ti.key is the time when Ti will
cause an event (the event type depends on which heap
Ti is in). Ti.proc-id is the processor Ti should execute
on and is valid only if Ti is in HB . In addition, each
processor z has one field, z.task-id, which is the task
currently assigned to processor z.
The heaps have five methods. H .min-key() returns
the value of the H’s minimum key. H .size() returns
the number of objects in H . H .extract-min() removes
the object with the smallest key from H . H .insert(I)
inserts item I into the heap. H .find-key(k) returns
Algorithm 3 LRE-TL-A-Event
Require: The sporadic task Ts that invokes a job to
trigger this algorithm is not in Active.
1: `← us(tf − tcur)
2: if HB .size() < m then
3: Ts.key ← tcur + `
4: Ts.proc-id ← z{z is any idling processor}
5: z.task-id ← Ts
6: HB .insert(Ts)
7: else
8: if us < 1 then
9: Ts.key ← tf − `
10: HC .insert(Ts)
11: else
12: Tb ← HB .extract-min()
13: Ts.key ← tcur + `
14: Tb.key ← tf − Tb.key+tcur
15: z ← Tb.proc-id
16: Ts.proc-id ← z
17: z.task-id ← Ts
18: HB .insert(Ts)
19: HC .insert(Tb)
20: if HD.find-key(tcur + ps) = NULL then
21: HD.insert(tcur + ps)
a pointer to the object whose key equal k if one
exists and returns NULL otherwise. The first two
methods run in O(1) time and the last three run in
O(logH .size()) time.
LRE-TL is illustrated in Algorithm 1. At the be-
ginning of a TL-plane, LRE-TL will initialized the
TL-plane. Within a TL-plane, it will process all A,
B and C events. Once the initializer or events are
completed, LRE-TL instructs the processors to execute
their designated tasks and sleeps until the next event
occurs.
The TL-plane initializer is illustrated in Algorithm 2.
It first finds tf (lines 1 through 6), which is set to the
earliest upcoming deadline, but is never larger than
(tcur + pmin), where pmin = min{pi | 1 ≤ i ≤
n}. Once tf is identified, the local execution values
of active tasks are initialized accordingly (lines 8
through 18). The first m tasks are inserted into HB and
the remaining tasks are inserted into HC . The keys are
set to the time when the task will trigger a B event (if
the task is in HB) or a C event (if the task is in HC). If
there are fewer than m active tasks, the idle processors’
task id’s are set to NULL (lines 19 through 20).
The A event handler is shown in Algorithm 3. When
a sporadic task Ts arrives, this algorithm determines
Ts’s local remaining execution, `, and adds Ts to one
of the heaps (HB or HC). If some processor is idle,
then Ts is added to HB (lines 3 through 6). If all m
processors are busy, then Ts will only preempt a task
if its has zero laxity. Hence, when HB .size() = m, Ts
is added to HC if us < 1(lines 8 through 10) and Ts
is added to HB and some executing task Tb is moved
from HB to HC if us = 1 (lines 12 through 19). Before
returning, Ts’s deadline is inserted into HD (lines 20
through 21).
The B and C event handler is shown in Algorithm 4.
It identifies which task(s) caused the events. After this
algorithm executes the following conditions hold: (i)
either all processors are busy or all tasks are executing,
(ii) `b > 0 for all Tb ∈ HB and (iii) rc < 1 for
all Tc ∈ HC . The algorithm begins by handling any
B events (lines 1 through 11). Any tasks Tb ∈ HB
with remaining execution equal to 0 are removed from
HB and replaced by a waiting task (if one exists).
The algorithm then handles the C events (lines 12
through 22). Any tasks Tc ∈ HC with utilization equal
to 1 are removed from HC and swapped with some
executing task Tb (lines 14 through 9).
4.4. Run Time Analysis
The running time of LRE-TL depends on which
routine it calls. Below we establish the running time
for each event handler and compare LRE-TL’s running
time to LLREF’s running time. This comparison is
summarized in Table 1.
The TL-plane initializer has a loop that iterates
O(n) times. During these iterations, the two heaps are
populated, which takes O(log(n −m) + logm) time.
This gives an overall running time of O(n + log(n−
m) + logm). Assuming m ≤ n, the initializer takes
O(n) time. LLREF’s initializer operates in a similar
manner and also has a run time of O(n).
The A event handler initializes the sporadic task
parameters, inserts the sporadic task (and possibly one
other task) into one of the task heaps and adds the
deadline to the deadline heap. Because the deadline
heap contains the deadline of every task in the B and
C heaps, the running time of the A event handler
O(logHD.size()) = O(log n). As LLREF does not
handle sporadic tasks, this running time cannot be
compared to that of LLREF.
The running time of the B and C event handler
depends on the number of active tasks, which we will
denote α. If α > m, the handler moves tasks between
the two heaps, which takes O(logm + log(α − m))
time. Otherwise, HC is empty and a task is simply
removed from HB , which takes O(logα) time. Hence,
Algorithm 4 LRE-TL-BC-Event
Require: Each task Tb ∈ HB is executing on proces-
sor Tb.proc-id and will cause a B event at time
Tb.key. Each task Tc ∈ HC has positive local
execution, is not executing and will cause a C
event at time Tc.key. The current time is tcur and
the current TL-plane ends at time tf .
1: while HB .min-key() = tcur do
2: Tb ← HB .extract-min()
3: z ← Tb.proc-id
4: if HC .size()> 0 then
5: Tc ← HC .extract-min()
6: Tc.key ← tf − Tc.key+tcur
7: Tc.proc-id ← z
8: z.task-id ← Tc
9: HB .insert(Tc)
10: else
11: z.task-id ← NULL
12: if HC .size()> 0 then
13: while HC .min-key()= tcur do
14: Tb ← HB .extract-min()
15: Tc ← HC .extract-min()
16: Tb.key← tf − Tb.key+tcur
17: Tc.key← tf − Tc.key+tcur
18: z ← Tb.proc-id
19: Tc.proc-id ← z
20: z.task-id ← Tc
21: HB .insert(Tc)
22: HC .insert(Tb)
the total running time within any TL-plane is
m∑
α=1
logα +
n∑
α=m+1
(logm+ log(α−m))
= O(n logm+ (n−m) log(n−m))
= O(n log n).
By contrast, LLREF needs to update `i for the exe-
cuting tasks Ti and establish the new sort order if any
task are forced to wait. Updating ` takes O(m) time if
all processors are busy and O(α) time otherwise. As
established earlier, the tasks can be re-sorted through
a simple merge, which takes O(α) time. This gives a
total running time of
∑m
α=1 α+
∑n
α=m+1(α+m) =
O(n2).
There is one benefit of LRE-TL that is not cap-
tured in the discussion of running time – namely,
the reduction overhead due to fewer preemptions and
migrations. Because LLREF sorts the tasks upon every
B or C event, a single event could cause m tasks to be
preempted. Upon resuming execution, each of these
tasks might end up on a different processor. Thus,
the maximum number of preemptions and migrations
within each TL-plane is O(mn). By contrast, LRE-TL
preempts only when absolutely necessary – i.e., only
when a C event occurs. Because utilization decreases
over time, the number of C events within a TL-plane
is at most (m− 1). Hence the number of preemptions
and migrations is O(m).
Using the above analysis, we can determine the
maximum scheduling overhead per TL-plane. We can
build this overhead the schedulability test given in
Equation 1. One simple way of doing this would be
to evenly distribute this overhead among the tasks. Let
v denote the maximum total scheduling overhead per
TL-plane and κi denote the maximum number of time
slices required to schedule any job of task Ti. Then
we could distribute this overhead among the tasks and
modify the task utilization accordingly. For each Ti, the
modified utilization would be u′i = (ei +κi(v/n))/pi,
or u′i = ui+(κi/pi)(v/n). Then τ is LRE-TL schedu-
lable on m processors if u′max ≤ 1 and U ′(τ) ≤ m,
where u′max and U
′(τ) are the maximum and total
values of u′i over all tasks Ti. This overhead accounting
could be improved by allocating more of the overhead
to the task Ti with the minimum ratio of κi to pi
provided Ti’s modified utilization does not exceed 1.
5. Example
In this section we present the LLREF and LRE-TL
schedule of the task set shown in Table 2, which was
used in [7]. We illustrate the schedule on 4 processors
for the first TL plane, [0, 5[.
pi ei
T1 7 3
T2 16 1
T3 19 5
T4 5 4
T5 26 2
T6 26 15
T7 29 20
T8 17 14
Table 2. Demonstration task set.
The two schedules are shown in Figure 1. Each
timeline corresponds to one of the four processors. Fig-
ure 1(a) contains the LLREF schedule and Figure 1(b)
contains the LRE-TL schedule.
As expected, LRE-TL has fewer preemptions and
migrations. Even for this small example, the difference
is quite stark. LLREF triggers 5 preemptions, 2 of
T4 T4 T2 T3p1
T6 T1p2
T T T7 3 7p3
T8 T8 T5 T8p4
(a) LLREF
T4 T5p1
T6 T1p2
T T7 3p3
T8 T2p4
(b) LRE-TL
Figure 1. Schedule comparison.
which result in a task migration, whereas LRE-TL
triggers only 1 preemption and migration2. (Some pre-
emptions and migrations are not visible in the figures
because the remaining execution is so small when the
preemption occurs.)
There are several points in the LLREF schedule
where a preemption can clearly be avoided. For ex-
ample, on processor p4, task T5 preempts T8, which
later preempts T5 and is once again preempted by T8.
This is an artifact of selecting the m tasks with the
largest local remaining execution at every scheduling
event. By contrast, LRE-TL permits both T5 and T8 to
execute without being preempted. The only task that is
preempted is T6, which is preempted when T1 becomes
critical. Note that because `(4)0,0 + `(5)0,0 > 5, there
must be at least one preemption regardless of what
scheduling algorithm is used.
6. LRE-TL for Uniform Multiprocessors
Recently [12] LLREF was extended so that it can
now be scheduled on uniform multiprocessors as well
as identical multiprocessors. A periodic task set τ can
be successfully scheduled on a uniform multiprocessor
pi provided the following conditions are satisfied [13]
k∑
i=1
ui ≤
k∑
i=1
si for 1 ≤ k < m, and (5)
U(τ) ≤
m∑
i=1
si. (6)
Chen and Hsueh [12] presented an extension of
LLREF using these two conditions. If τ satisfies the
above conditions for uniform multiprocessor pi, then
their extension to LLREF that ensures the above two
2. Because LRE-TL only preempts tasks when a C event occurs,
every preemption will result in a migration. The same holds true for
preemptions due to C events in LLREF.
conditions apply for the local utilization at all times.
Their algorithm requires that at the beginning of the
TL plane the m tasks with the largest local remaining
execution T(1)0 , T(2)0 , . . . , T(m)0 are scheduled to exe-
cute with task T(i)0 being assigned to processor si. As
with identical multiprocessors, their algorithm triggers
a B event at time tb when some task Tb completes its
execution time — i.e., `b,tb = 0. C events, however,
are handled differently. A task Tc becomes critical at
time tc if Tc’s utilization is equal to the speed of some
processor si — i.e., rc,tc = si. When such an event
occurs, Tc is assigned to processor si and si is removed
from further consideration.
6.1. Sporadic Tasks on Uniform Multiproces-
sors
We now show that LRE-TL can optimally schedule
sporadic tasks in addition to periodic tasks on uniform
multiprocessors. We schedule sporadic tasks in exactly
the same manner as they are handled for identical
multiprocessors with one important exception. If a set
of k tasks has total utilization equal to the sum of the
k fastest processors, then these k tasks must execute
on the k fastest processors for the remainder of the TL-
plane in order to guarantee they meet their deadlines.
Hence, if a sporadic task Ts is among these k tasks, it
must be scheduled on one of the k fastest processors
as soon as it arrives. With this in mind, we define the
following terms.
Definition 2. Let τ be a task set that is feasible on
some uniform multiprocessor pi. For 1 ≤ k < m, let
Critk(τ, pi) be TRUE if the k highest-utilization tasks
in τ have total utilization greater than the total speed
of the (k + 1) fastest processors.
Critk(τ, pi) =
(
k∑
i=1
si ≥
k∑
i=1
ui >
k+1∑
i=1
si
)
.
If Critk(τ, pi) is TRUE for some k then tasks T1
through Tk will need to dominate the k fastest pro-
cessors.
Assume that the tasks are indexed in decreas-
ing order by utilization – i.e., task Tj has the jth
largest utilization (ties can be broken arbitrarily).
Let MinProc(Tj) be the minimum processor speed
that Tj can safely use – i.e., if j < m is the
smallest k ≥ j for whichCritk(τ, pi) is TRUE.
Otherwise,MinProc(Tj) = m.
We use MinProc(Ts) to determine whether or not
the sporadic task Ts must preempt some executing
task when it invokes a new job in the middle of a
TL-plane. Specifically, if MinProc(Ts) = m, then
Ts can be handled in the same manner as described
in Algorithm 3. If, however, MinProc(Ts) < m,
then Ts must execute on one of the MinProc(Ts)
fastest processors when it invokes a job. By definition,
exactly k tasks will have MinProc values less than
or equal to k. Therefore, there will be some task Tj
such that MinProc(Tj) > MinProc(Ts) and Tj is
executing on one of the MinProc(Ts) processors. The
arriving sporadic task Ts can preempt any such task Tj .
Provided this step is taken, LRE-TL will ensure no
tasks miss their deadlines on uniform multiprocessors.
7. Conclusion
This paper presents a simple observation which has
far reaching impact on the efficiency of the LLREF
scheduling algorithm: Local task utilization constantly
decreases within a TL-plane provided no processor
idles while tasks are waiting to execute. Using this
observation, we have significantly reduced the over-
head of the LLREF algorithm – both by shortening
the running time and by reducing the number of pre-
emptions and migrations. We call our new algorithm
LRE-TL and demonstrate that it can optimally sched-
ule sporadic task sets on both identical and uniform
multiprocessors.
We briefly discussed how scheduling overhead can
be handled in determining LRE-TL schedulability. In
the future, we plan to explore this approach more fully.
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Abstract
In this work, we are interested in multiprocessor energy
efficient systems where task durations are not known in
advance but are known stochastically. More precisely we
consider global scheduling algorithms for frame-based
multiprocessor stochastic DVFS (Dynamic Voltage and
Frequency Scaling) systems. Moreover we consider pro-
cessors with a discrete set of available frequencies.
We provide a global scheduling algorithm, and for-
mally show that no deadline will ever be missed. Fur-
thermore, we present simulations showing that we have
an energy benefit in doing global scheduling instead of
static partitioning.
1 Introduction
Nowadays, it is straightforward that energy efficiency
is a crucial aspect of embedded systems where a huge
number of small and very specialized autonomous de-
vices are interacting together through many kinds of me-
dia (wired/wireless network, bluetooth, GSM/GPRS, in-
frared. . . ). Moreover, we know that the uniprocessor
paradigm will no longer hold in those devices. Even today,
a lot of mobile phones are already equipped with several
processors.
In this work, we are interested in multiprocessor en-
ergy efficient systems, where task durations are not known
in advance, but are known stochastically, which means
that we know the probabilistic distribution of their exe-
cution time. More precisely, we consider global schedul-
ing algorithms for frame-based multiprocessor stochas-
tic DVFS (Dynamic Voltage and Frequency Scaling) sys-
tems. Moreover, we consider processors with a discrete
set of available frequencies.
In the past few years, a lot of work has been provided
in multiprocessor energy efficient systems. Most work
was done considering static partitioning strategies, mean-
ing that a task was assigned to a specific processor, and
each instance of this task runs on the same processor. First
of those work were devoted to deterministic tasks (with a
task duration known beforehand, or the worst-case is con-
sidered), such as [1, 10, 4, 5], and later probabilistic mod-
els were also considered [8, 7]. Only a little work has been
provided about global scheduling, such as [3], but for de-
terministic systems, or [11], using some slack reclamation
mechanism, but not really using stochastic information.
As far as we know, no work has been provided with
global scheduling on stochastic tasks. We propose to work
towards this direction. Notice that the frame-based model
we consider in our work, where all tasks share the same
(synchronous) period or deadline, is also used by many
researchers, such as [10, 3, 7, 11]. This model attracts a
lot of attention, both from industry and theoretical com-
munity. In the current state of the art of stochastic low-
power multiprocessor systems, the knowledge we have
about very general models is not accurate enough to allow
practical implementations. This is why simple but realistic
models are interesting, but can be seen as a step towards
more general models which are going to be considered in
a near future.
The contribution of this paper is to provide a first algo-
rithm allowing to efficiently schedule a frame-based task
set on a multiprocessor DVFS platform. We will proof
that our algorithm never misses deadlines, and will show
how we can save energy, compared to partitioned systems.
The paper is organized as follows: we first present the
task and system model we consider. Secondly we present
our algorithm, and prove its correctness. Then we pro-
vide some simulation results attesting the benefit of doing
global scheduling, and finally we conclude and give some
perspectives.
2 Model
We consider a set of n non parallel and non preemptive
tasks τ = {τ1, . . . , τn}. Task τi requires x cycles with a
probability ci(x), and its maximum number of cycles iswi
(Worst Case Execution Cycles, or WCEC). The number
of cycles a task requires is not known before the end of
its execution. We consider a frame-based model, where
all tasks share the same (synchronous) period or deadline
D. In the following, D denotes the frame length, and as
we manage each frame independently, we denote by t = 0
the beginning of each frame.
Those tasks run on m identical CPUs Π1, . . . ,Πm, and
each of those CPUs can run at M frequencies f1, . . . , fM .
In this work, the execution time is assumed to be strictly
proportional to the CPU frequency: if task τi takes α units
of time at frequency fk, the same task would have taken
α
fk
f`
at frequency f`.
We consider that tasks cannot be preempted, but differ-
ent instances of the same task can run on different proces-
sors, i.e., task migrations are allowed, but job migrations
are not. We are interested in global scheduling techniques
which schedule a queue of tasks; each time a CPU is avail-
able, it picks up the first task in the queue, choose a fre-
quency, and run the job. We assume the system is work
conserving1, and the job order has been chosen before-
hand, but in some cases, in order to ensure the schedula-
bility, the scheduler can adapt that order. In other words,
we assume that the initial task order is not crucial and can
be considered to be a soft constraint. We will discuss later
in this work the importance of the task order.
2.1 Examples
A simple example where this kind of system can be
useful is a system where n web-cams are connected to
a device with m processors. If the web-cams are syn-
chronous, they could all send an image, let say, 24 times
a second, and all those images should be processed before
the next arrival. Task τi consists then in processing the
images of the ith web-cam, which can be done on any of
the m processors.
A symmetric example can also be considered: a
m−CPUs device receives a stream containing, 24 times a
second, n compressed images to decompress, and to send
to n screens. In both cases, we know the distribution of
the processing time, and would like to reduce as much as
possible the energy consumed by the processors.
3 Global Scheduling Algorithm
In [2], we have provided techniques allowing to sched-
ule such a task set on a single CPU. The main idea is to
compute (offline) a function giving, for each task, the fre-
quency to run the task based on the time elapsed in the
current frame. This function, Si(t) gave the frequency
at which τi should run if started at time t in the current
frame. Here, for the sake of clarity, we are going to con-
sider the symmetric function of S: Sˆi(d)
def
= Si(D − d)
gives the frequency for τi if this task is started d units of
time before the end of the frame.
In the uniprocessor case, we were able to give schedu-
lability guarantees, as well as good energy consumption
performance, using the worst case number of cycles, as
well as the probability distribution of the number of cy-
cles. We want to be able to provide both in this multipro-
cessor case, using a global scheduling algorithm. As far
as we know, global scheduling algorithm on multiproces-
1A work conserving system is a system where tasks never wait inten-
tionally. In other words, if a task is ready, no processor can be idle.
sor system using stochastic tasks, and a limited number of
available frequencies, has not been considered so far.
The idea of our scheduling algorithm is to consider that
a system with m CPUs, and a frame length D, is “close”
to a system with a single CPU, but a frame length m×D,
or, with a frame length D, but m times faster. We then
first compute a set of n Sˆ-functions considering the same
set of tasks, but a deadline m×D. A very naive approach
would consist in considering that when a task ends at time
t, the total remaining available time before the deadline is
the sum of remaining time available on each CPU, which
means D − t on the current CPU, and D − tp on the other
ones, where at each instant, tp represents the worst time
at which the task currently running on Πp will end, or the
current time if no task is running. Then, we could use
Sˆi(d) to choose the frequency.
Unfortunately, this simple approach does not work, be-
cause a single task cannot use time on several CPUs simul-
taneously, i.e., task parallelism is forbidden. However, if
the number of tasks is reasonably greater than the num-
ber of CPUs, we think that in most cases, Sˆi(d) will not
require to use more than the available time on the current
CPU, and somehow, will let the available time on other
CPUs for future tasks. And when Sˆi(d) requires more time
than actually available, we just use a faster frequency.
Of course, we need to ensure the schedulability of the
system, which cannot be guaranteed with the previous ap-
proach: for instance, at the end of a frame, we might have
some slack time unusable because too short to run any of
the remaining tasks. But as this time has been taken into
account when we chose the frequency of previous tasks,
we might miss the deadline if we do not take any precau-
tion.
The algorithm we propose is composed of two phases,
an off-line phase, and an on-line one. The off-line one
consists in performing a (virtual) static partitioning, aim-
ing at reserving enough time in the system for each task.
This phase is close to what we did in [2] using the con-
cept of Danger Zones. Briefly, in uniprocessor systems,
the danger zone of a task τi starts at zi, where zi is such
that if this task is not started immediately, we cannot en-
sure that this task and every subsequent tasks can all be
finished by the deadline. In other words, if a task starts in
its danger zone, and this task and all the subsequent ones
use their WCEC, even at the highest frequency, some tasks
will miss the (common) deadline.
The on-line phase uses both this pre-reservation to en-
sure the schedulability (but performing dynamic changes
to this static partitioning), and the Sˆ-functions, to improve
the energy efficiency.
3.1 Virtual Static Partitioning
This first phase, which is performed offline, aims at
“virtually” assigning each task to one processor — virtu-
ally meaning that a task assigned to a processor does not
necessarily run on that processor — in such a way that if
each task assigned to one processor takes its worst case
execution number of cycles, we can still manage to finish
those tasks in a frame of length D. Figure 1, left part,
shows an example of such a partitioning.
This basic idea is to put those tasks on the right side
of the schedule (in light grey on Figure 1), just before the
deadline, with the amount of time they would need to run
in the worst case at the highest frequency. We call this
grey zone the reservation zone. When we start a task, we
remove it from this reservation zone, and start it, but in a
way that a task that we run will never overlap with a task
reservation even in the worst case.
The partitioning problem boils down to have n objects
of size wifM ,∀i ∈ {1, . . . , n} that we need to put in m
boxes of lengthD. This is actually a bin packing problem,
and the optimal algorithm (giving a valid partitioning for
every partitionable system) is known to be NP-hard [6].
If we denote by Γp the set of tasks assigned to CPU Πp,
we need to find an assignment such as:∑
τq∈Γp
wq
fM
≤ D ∀p ∈ {1, . . . ,m},
meaning that no CPU has more than what it could run in
the worst case, and
∀p 6= q,Γp ∩ Γq = ∅
meaning that a task cannot be assigned to several proces-
sors, ⋃
p
Γp = τ
which means all the tasks are assigned to some processor.
During the on-line phase, the partitioning will be up-
dated by moving some tasks from a processor to another
one. As long as those tasks have not started yet, they
can be moved without any migration cost. But of course,
a task can be moved to a processor Πp only if there is
enough space between tp (the worst end of the task cur-
rently running on this CPU), and D−Ap (the begin of the
reservation zone, assuming the frame starts at time 0).
This static partitioning can be performed in many
ways, but we propose in Algorithm 1 to do it as balanced
as possible, by sorting tasks according to their WCEC.
Algorithm 1: Static partitioning
Ap = 0 ∀p ; // Reserved time on Πp
Γp = {} ∀p ; // Tasks assigned to Πp1
foreach τi descending sorted by wi do2
q = argminpAp; // CPU with the3
largest not yet assigned time
if D −Aq > wifM then4
Aq = Aq + wifM ; // τi reservation5
Γq = Γq ∪ τi ;6
else7
Failed!8
After this first step of virtual static partitioning, we can
see the system as in Figure 1, left part. Ap is the length
of the reservation zone on Πp, then the length of the grey
part.
Notice that it is not because we cannot manage to do
this virtual partitioning that the system is not schedulable.
But at least, if we manage to do so, then we can ensure
that the system is schedulable, as we will show formally
later in this paper. This virtual static partitioning can be
computed offline, and used for the whole life of the sys-
tem.
This partitioning can be done in O(n × logm), if
Ap’s are stored in a heap. We also need in the off-line
phase to compute the Sˆ-functions, which can be done in
O(n2 ×M ×W ), where W is the number of samples in
the distribution, using for instance the PITDVSclosest algo-
rithm described in [2].
Notice that the static partitioning aims at reserving
the minimum amount of time required in the worst case,
then this amount of reserved time corresponds to the time
needed to run the worst case at the highest frequency fM .
Moreover, if the task number (written on tasks in Figure 1)
gives the order in which tasks should be run, the parti-
tioning is done sorting tasks on their worst case execution
time. So the order shown on the partitioning could seem to
be randomly chosen regarding to tasks number. However,
tasks (virtually) assigned to a CPU can be seen as an un-
ordered set: the only information we will need later about
this task set is its total size. And except in some specific
cases, tasks will be picked up by increasing task number.
Figure 1 Left: Static partitioning. Right: State of the
system after having started tasks {τ1, . . . , τ7}. Notice
that reservations (light grey tasks, right aligned) corre-
spond to worst cases, while effective tasks (white tasks,
left aligned) are actual execution times, and change then
from frame to frame. Vertical axis is frequency, horizontal
is time. Then areas correspond to amount of computation.
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3.2 On-line Algorithm
Based on the virtual static partitioning, the main idea
of the on-line part is to start a task at a frequency which
allows it to end before the beginning of the reserved zone
on this processor. For instance, in Figure 1, τ1 could start
on Π1 using all the space between the beginning of the
frame, and the reserved space for τ5. But we will see sit-
uations where it would be more energy efficient to give
more time for τ1, in order to run it slower. In such cases,
we can also move, for instance, τ5 or τ6 on Π2, or τ12 to
Π3. By doing so, and because we never let a running task
using the reserved time of another (not started) task, we
can guarantee that, if we were able to build a partitioning
in the off-line phase, no task will never miss its deadline.
A formal proof of this will be given in Section 3.3. Of
course, as soon as a task starts, we release the reserved
time for this task.
The on-line part of the algorithm is given in Algo-
rithm 4. We first give some explanation about two pro-
cedures we need in the main algorithm.
Remark that as we only move tasks which have not
started yet, we do not need to move any context or per-
form any migration. The only thing we change is the in-
formation that, in the future, a job is going to start on a
given processor.
3.2.1 MoveTasksOut
This procedure (Algorithm 2) aims at moving enough
tasks from CPU Πp, until enough space (the quantity s in
the algorithm) is available, or no task can be moved any-
more. For instance, in Figure 1, at time t = 0, we may
want to run τ1 on Π1 at frequency f2. But according to
the worst case of τ1, we do not have enough time to run
this task between 0, and the beginning of the reserved area
of τ5. However, we can move τ3 to Π3, and τ5 or τ6 to Π2.
While s units of time is not available, we take the
largest task on Πp, and put it on the CPU with the largest
free space, where the free space is the space between tq ,
the worst end of current job, and D−Aq , the begin of the
reservation zone. This is of course an heuristic, since find-
ing the optimal choice is probably an NP-hard or at least
an intractable problem. We will show an improvement for
this heuristic further on this paper.
This algorithm has a time complexity ofO(n× logm):
the main loop can be at most run once for each task, and
the argmax operation can have a complexity of logm.
3.2.2 MoveTaskIn
This procedure (Algorithm 3) aims at trying to move a task
τi assigned to a CPU Πq to the CPU Πp. The main idea is
that we first move out as many tasks as needed from Πp
(line 1), until we have enough space to move τi in (lines 2
to 5). If we have not managed to get enough space, false is
returned (line 7). Again, this algorithm is an heuristic, and
is not always able to find a solution, even whether such a
solution exists.
For instance (see Figure 1, right part), at the end of τ7,
we would like to start τ8 on Π1. But neither τ9 nor τ12
can be moved on another CPU, so our algorithm fails in
finding a solution. However, a smarter algorithm could
find out that by swapping τ8 and τ9, τ8 would be able to
Algorithm 2: MoveTasksOut
Data: processor Πp, current time t, space to free s
// Move out tasks from Πp until s
units of time are free from t.
while D −Ap − t < s do1
τi = next task in Γp (sorted by decreasing wi);2
if No such τi then3
return false;4
q = argmaxr 6=pD −Ar − tr; // CPU with5
the maximal amount of
available space
if D −Aq − tq ≥ wifM then6
// Enough place to move τi on
Πq
Γp = Γp \ τi ; Ap −= wifM ;7
Γq = Γq ∪ τi ; Aq += wifM ;8
return true;9
start on Π1. Notice that giving a solution in any solvable
case is probably also an NP-hard or at least an intractable
problem.
The procedure we give here is quite naive, and not very
efficient. We keep it simple for the sake of simplicity, but
we present some improvements afterwards. The naivety
of this algorithm does not affect the schedulability at all:
it just makes the system to be forced more often to accept
tasks order changes, which might degrade the energy effi-
ciency (S-functions are computed according to the given
order), and the user satisfaction, if its preferences are often
not respected.
Algorithm 3: MoveTaskIn
Data: processor Πp, current time t, task τi,
Result: true if τi can be moved on Πp, false
otherwise
// Move enough tasks from Πp to let
τi running
if MoveTasksOut(Πp, t, wifM ) then1
// We know that D −Ap − t ≥ wifM
let q be such as τi ∈ Γq;2
// Move τi from Πq to Πp
Γq = Γq \ τi ; Aq− = wifM ;3
Γp = Γp ∪ τi ; Ap+ = wifM ;4
return true;5
else6
return false;7
The complexity of MoveTaskIn is dominate by the
complexity of MoveTasksOut, and is then also O(n ×
logm)
3.2.3 Main algorithm
Here are the main steps of the procedure given in Algo-
rithm 4, which is called each time a CPU (say Πp) is avail-
able, at time t, with τi the next task to start. This procedure
will always start a task at a speed guaranteeing deadlines,
but not necessarily τi.
• line 1: We first evaluate d, the remaining time we
have for τi, . . . , τn: if tq is the worst time where Πq
is going to be available (the time of the last start, plus
the worst case execution time of the current task at
the chosen frequency), we have:
d = (D− t)+
∑
q 6=p
(D− tq) = mD−
t+∑
q 6=p
tq
 .
• line 2: Let f = Sˆi(d), the frequency chosen for τi in
the single CPU model with d units of time before the
deadline. We are going to check if we can use this
frequency (we assume this frequency to be a “good”
one from the energy consumption point of view).
• line 3–6: If τi was not assigned to Πp, we first try
to move it to Πp (Algorithm 3). If we have enough
space on Πp, the situation is easy. Otherwise, we
need to move some tasks out from Πp, in order to
create enough space.
• line 5: If we cannot manage to make enough space,
then we are not able to start τi right now. We try then
the same procedure for τi+1, but we need to left-shift
Sˆ−functions of wifM . This is not required from the
schedulability point of view (we ensure the schedula-
bility by controlling the available time), but we guess
it will improve the energy consumption. For the same
reason, we will need to right-shift functions of the
same amount when τi starts, because we have one
task less to run after τi.
This improvement is not presented here, but we have
implemented it in the simulation we present in this
paper. It requires to be done carefully, because we
might have several swapped tasks.
• line 9: If we succeeded, we try to move as many tasks
as possible from Πp to other CPUs (Algorithm 2), un-
til we have enough space to start τi at f , or no task
can be moved anymore. We then start τi either at
f , or at the smallest frequency allowing to run τi in
the space we manage to free (line 10). As τi was as-
signed to Πp (possibly after some changes), we are
at least sure that we can start τi at fM .
Notice that when StartTask is invoked, it is always
possible to run a job, and therefore, we will never consider
τn+1 in Algorithm 4, line 5 (see next section for a proof).
The complexity of StartTask is a little bit com-
plex, because this function is recursive. Let first com-
pute the complexity when we do not need to invoke
Algorithm 4: StartTask
Data: Processor Πp, time t, task τi
d = m×D −
(
t+
∑
q 6=p tq
)
; // Available1
time on the system
f = Sˆi(d); // Freq. we want to run τi2
if τi /∈ Γp then3
// τi is not on Πp, we try to
move it in
if not MoveTaskIn(Πp, t, τi) then4
StartTask(Πp, t, τi+1);5
return;6
// We have now τi ∈ Γp
Ap− = wifM ; // Release τi reservation7
Γp = Γp \ τi;8
// Try to remove enough tasks (if
needed) from Πp to allow τi to
run at the desired speed f
if not MoveTasksOut(Πp, t, wif ) then9
// Not enough time to run τi at f
// We know that D −Ap − t < wif
f =
⌈
wi
D −Ap − t
⌉
F
;
10
tp+ = wif ; // Worst end time for τi11
Start τi at f ;12
StartTask at line5. We have m (sum at line 1)
+ log(m) (line 2) + n logm (MoveTaskIn at line 4)
+ n logm (MoveTasksOut at line 9), then O(m +
n logm).
If we do invoke StartTask recursively, then in the
worst case, we have a depth of n calls. In this case, lines 1
to 5 are run n times (O(n× (m+n logm)), and lines 7 to
12 only once (O(n logm)). Then, in total (O(n × (m +
n logm)).
3.3 Correctness
In this section, we will show the correctness of this al-
gorithm, meaning that the on-line algorithm does not jeop-
ardize the schedulability provided by the off-line phase.
We will need two proofs for this: first, we will show that
if we are able to obtain a virtual static partitioning, then
we will always meet the deadline. Then, we will show
that the algorithm “StartTask” runs all the tasks.
We remind the reader that tq is the worst end time of
tasks running on Πq . If no task is running on this CPU, tq
is actual end time of the last task which ran on Πq , 0 if no
task has ever started on this CPU.
We first provide a definition:
Definition 1. Let Aq the “reserved time” on Πq , i.e.∑
p:τp∈Γq
wp
fM
.
A correct state is a state where, on each CPU Πq , the
worst end tq is always lower than the begin of the reserved
zone [D − Aq, D], or, more formally, a state is said to be
correct iff
tq ≤ D −Aq ∀q ∈ [1, . . . ,m].
We will show that, starting from a correct state, one
step of the algorithm StartTask (or one call to Algo-
rithm 4) will reach another correct state.
Lemma 1. Algorithm 4 keeps states correct.
Proof. In order to show the lemma, we will prove that, if
before we call the algorithm, we have tq ≤ D − Aq,∀q,
this condition is still respected at the end. We will denote
by A′q the value of Aq before we call the algorithm, and
by A′′q this value after the call. We then have to show that
tq ≤ D −A′q ⇒ tq ≤ D −A′′q .
We first show that MoveTasksOut (Algorithm 2) and
MoveTaskIn (Algorithm 3) respect this property.
MoveTasksOut (Algorithm 2, page 4). We can show that
any iteration of the while loop keeps the property. The
only lines that change Aq are the line 7 and 8. Here, we
denote by A′q (resp. A
′′
q ) the value of Aq at the beginning
(resp. the end) of the loop.
For Aq , we have from line 6 that D − A′q − tq ≥ wifM .
From line 8, we have A′′q = A
′
q +
wi
fM
. Then,
D −A′′q +
wi
fM
− tq ≥ wi
fM
,
and therefore, tq ≤ D −A′′q .
ForAp, as we remove a task from Πp, the condition re-
mains obviously true. Remark that, if the function returns
true, we can easily see that D −Ap − t ≥ s.
MoveTaskIn (Algorithm 3, page 4). The proof is
very similar to the previous one. We first call
MoveTasksOut, which preserves the condition, as we
have shown above. And with the same way as before, we
can show that lines 3 and 4 also preserve the condition,
because we run them if and only if D −Ap − t ≥ wifM .
StartTask (Algorithm 4, page 5). The first part of the al-
gorithm (lines 1 to 6) preserves the condition tq ≤ D−Aq
for sure: lines 1 and 2 do not change any value in the con-
dition, MoveTaskIn preserves the condition, and if we
invoke StartTask, we return right after the call.
When we are at line 7, we know that τi, the task we
want to start, is on Πp, the CPU which has just been re-
leased, or τi ∈ Γp. As A′′p = A′p − wifM .
Notice that as t corresponds to the time at which Πp has
just been released (or at the begin of the frame if t = 0),
we have t = tp.
Line 7 preserves the property, because we reduce Ap
(if tp ≤ D − Ap − wifM , then tp ≤ D − Ap), as well as
MoveTasksOut at line 9.
At line 9, we have two cases that we will con-
sider separately. Notice that, as we stated before,
MoveTaskIn(Πp, t, wif ) returns true if and only if D −
Ap − t ≥ wif . Then we can see the line 9 as the test
‘if(D −Ap − t < wif )’.
Let t′p be the value of tp just before the test. By hy-
pothesis, we know that t′p ≤ D−Ap (Ap does not change
in this part).
If D−Ap− t′p ≥
wi
f
, we have t′′p = t
′
p +
wi
f
, and then
t′′p ≤ D −Ap, which validates the first case.
If D − Ap − t′p <
wi
f
, then line 10 makes that f ≥
wi
D −Ap − t , and then D − Ap − t
′
p ≥
wi
f
, and we can
then apply the same proof as above.
We now have finished the proof: if tp ≤ D−Ap is true
before we call StartTask, this condition is still true at
the end of the procedure.
Remark that we do not need to make any hypothesis on
Si(t), except that this function always return an allowed
frequency.
Lemma 2. All tasks are started by the algorithm.
Proof. The reason why we need to proof this is that we
sometime skip a task, if we are not able to start it right
now without violating any reservation.
We first have to do the hypothesis that StartTask is
always called with the task with the smallest index that
has not started yet. But of course, StartTask could
possibly call recursively itself with a task with an higher
index.
We can consider separately three cases:
• The task τi is already allocated to CPU Πp. Then τi
can for sure start on Πp right away, possibly at the
highest speed;
• The task τi is not on CPU Πp, but we can move it
there. So we are in the same situation as the first
case;
• The task τi is not on CPU Πp, and we cannot move it
there. We will now consider this last case.
If it is impossible to move τi on Πp, it is obviously
because there is at least one task already reserved on Πp.
And as at the first level of StartTask, i is the smallest
index of the not started tasks, the reserved tasks have all
an index larger than i. Let j be the smallest index of the
tasks reserved on Πp.
As we cannot move τi on Πp, we call StartTask
with τi+1. If i+ 1 = j or τi+1 can be moved on Πp, then
we can start a task. Otherwise, we try with τi+2, τi+3, . . . ,
and we are then sure to reach τj at some point, or to start
a task with an index between i and j.
Theorem 1. If a virtual static partitioning can be found,
then algorithm StartTask runs all jobs, and meets all
deadlines.
Proof. The proof is a direct consequence of the two pre-
vious lemmas. The initial state, just after the virtual par-
titioning has been performed, is correct: we have tq =
0 ∀q ∈ [1, . . . ,m], and if the partitioning is correct, then
D ≤ Aq ∀q ∈ [1, . . . ,m].
We can also see that if the final state (when all task have
finished) is correct, then we have not missed any deadline:
in the final state, Aq = 0 ∀q ∈ [1, . . . ,m]. Then, if the
state is correct, we have tq ≤ D ∀q ∈ [1, . . . ,m], where
tq is the end time of the last task running on Πq . And ob-
viously, if all last tasks have finished before the deadline,
no deadline has been missed.
As the initial state is correct, the algorithm preserves
the correctness, and all tasks are run by the algorithm, then
the final state will be reach, and will be correct. Then all
tasks meet their deadline.
3.4 Algorithm Improvement
A drawback of the algorithms we present here is that
in some cases, we are not able to start the task in the
given order, and then accept to swap the order in which
tasks are started. But our Sˆ−functions are computed to
be efficient in the case we respect the order. Unfortu-
nately, we have some cases where we cannot avoid intrin-
sically this task swapping. But we can however improve
the function MoveTaskIn and MoveTasksOut in or-
der the reduce the cases where we need to change the task
order. We show here how to do that for MoveTaskIn
can be improved, but a similar modification can be done
for MoveTasksOut.
The idea is that if we cannot manage to free enough
space on the target CPU, then we can try to swap the task
we want to move on this CPU with one of the task already
there.
Algorithm 5: Improvement for Algorithm 3
(MoveTaskIn)
function CanSwap(τi, τj)
p is such that τi ∈ Γp;
q is such that τj ∈ Γq;
return
(
D − tp −
(
Ap − wifM
)
≥ wjfM
and D − tq −
(
Aq − wjfM
)
≥ wi
fM
)
;
function SwapTasks(τi, τj)
p is such that τi ∈ Γp;
q is such that τj ∈ Γq;
Γp = Γp \ τi ∪ τj ;Ap = Ap − wi
fM
+
wj
fM
;
Γq = Γq \ τj ∪ τi;Aq = Aq − wj
fM
+
wi
fM
;
Those lines replace line 7 in Alg. 3 (MoveTaskIn):
foreach j : τj ∈ Γp do
if CanSwap(τi, τj) then
SwapTasks(τi, τj);
return true;
return false;
4 Simulation Results
In this section, we will present several simulations we
performed in order to evaluate the interest of doing global
scheduling of such frame-based multiprocessor platforms,
in terms of energy savings. The simulator has been writ-
ten in c++, by the authors of this paper. Before we really
evaluate our scheduling algorithm, we will first study how
the task order can influence the gain in energy. We then
compare the energy consumed by a platform with static
partitioning with the same platform and job characteris-
tics, when global scheduling is allowed.
In the plots we present here, the load of a system (hori-
zontal axis) is computed in this way: We first define Dmin
as the minimal deadline that any system can reach:
Dmin =
m
fM
∑
i
wi.
We then define the load of a system as the ratio between
the actual deadline D and the minimal deadline Dmin:
D
Dmin
=
DfM
m
∑
i wi
.
Of course, on multiprocessor systems, a load of 1 is very
rare to reach. A load of 10% does not mean that the system
is busy at 10%, but that, if we neglect switching times, and
the system only uses fM , it would be busy at 10%.
We have consider two task sets. For the first one, we
consider 32 tasks with normal distribution for the length
(except that we truncate the tail in order to have a known
WCEC, and reject the negative values).
On another side, we consider real traces which have
been collected in the National Taiwan University, CSIE
department, on devices decoding video streams. See [2]
for more explanation about those traces. In the simulation
we present here, we have 18 such tasks for Figures 3, 6
and 7, and 100 tasks for Figure 8.
In the following, we will mainly consider the Intel XS-
cale CPU, but will also present some results on the Intel
StrongArm SA-1100. The XScale provides 5 frequen-
cies ranging from 150 to 1000 MHz, with a consumption
going from 80 mW at 150 MHz to 1.6 W at 1000 MHz.
More details can be found for instance in [9]. The Stron-
gArm has 11 frequencies, between 60 and 206 MHz.
4.1 Impact of the Task Order
In this section, we compare several sorting criteria
defining different task orders. We did not conduct a full
study on this subject, and let this to further research, but
we wanted to see how simple criteria could impact on the
performance. We experimented many methods, but we
only present here a few of them (others did not show sig-
nificant differences).
We evaluate several task characteristics in order to sort
tasks. Here are the names given in the figures legend:
• rand: tasks are randomly ordered;
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• wcec: tasks are sorted on decreasing worst case ex-
ecution cycles;
• avg: tasks are sorted on decreasing average number
of cycles;
• var: tasks are sorted on decreasing variance.
Intuitively, we may think that tasks with a smaller vari-
ance (or, in other words, with a better knowledge about
their execution time) should be put at the end of a frame.
This way, the scheduler will have a better chance to fin-
ish the last task very close to the deadline, and have then
a slower average speed, which is known to be more effi-
cient.
In Figures 2 (32 normally distributed (truncated) tasks
on 8 XScale) and 3 (18 tasks with realistic distribution,
on 4 XScale), we show two systems, where we compare
for various loads the ratio between the energy consump-
tion for var, and with the three other metrics. A value
higher than one means then that, at that load, this metric
consumes more energy, and then performs worse.
At a first look, we can see that rand performs worse
that var on both platforms (using up to 15% more energy
in the first plot, and up to 45% in the second case). The
two other metrics (var and avg) do not show significant
difference with the normal distribution (Fig. 2), but show
a 10% loss in the realistic case, at high load.
The erratic aspect of the plots, especially the jumps we
can observe in Fig. 2 around 0.2, can be explained quite
simply, as we did for uniprocessor systems in [2]. The
speed at which the first m tasks are started in a frame only
depends upon the characteristics of the system, contrary
to the speed of subsequent tasks, which will strongly de-
pends on the time previous tasks actually took. Then, a
slight change in the deadline, for instance, could cause
one of the m first tasks to start at a higher speed, and has
then a large impact on the system behavior.
4.2 Benefit of Globalization
Figure 4
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In the next few plots, we will try to see in which con-
figuration we have any benefit in global scheduling. As
a first plot, we present in Figure 4 the same system as in
Figure 2, but present another metric. Here, we show the
ratio between the energy consumed with static partition-
ing and the energy with global scheduling. So the higher,
the better is to use global scheduling. We show that for
the four sorting metrics we presented above.
In the first plot (Fig. 4 ; 32 normally distributed tasks
on 8 XScale CPUs), we can see that with rand, static
partitioning performs better than global scheduling. But
for other metrics, except at high load where it seems
to be quite unpredictable which strategy is better, global
scheduling saves always energy.
This plot does not show that static partitioning and ran-
dom ordering is better that other strategies. It shows that
if the order is given and random, then we should not use
global scheduling for this task set.
In order to better show how global scheduling performs
on this task set, we will show in Figure 5 the ratio be-
tween all the combinations (a task ordering) and (global
or partitioning), and the global strategy on var. From this
figure, we can see that any couple task ordering/strategy
behaving better than var/global (meaning having most of
its point below 1) is also a global strategy.
Figure 5
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We also present here simulations with other system and
task parameters. Figure 6 presents the same system as
in Figure 3 (but again with another metric). In Figure 7,
we show the same task set, but on a StrongArm CPU. In
Figure 8, we can see a much bigger system 100 (realistic)
tasks, on a platform with 32 XScale CPUs.
All those simulations point out that when the order of
tasks is arbitrary (e.g. rand), it sounds better to do static
partitioning. But when the order is better, then most of the
time, we gain several percents of energy by doing global
scheduling. But not always for high loads: we observe
very often that, for some high loads, static partitioning
performs better than global.
It could seem counter-intuitive that by being more rigid
(i.e. static partitioning), we can be more efficient. But
several phenomena happen in our strategy, and can explain
this behavior.
First of all, in static partitioning system, when a task
ends, we know exactly how much time we can give to the
next tasks allocated to the same CPU. This is the remain-
ing time before the deadline. But in the global scheduling,
we estimate the remaining time we will have for all tasks
which have not started yet. And we cannot be very ac-
curate in this estimation, because when a tasks finishes,
m − 1 tasks could be still running, and we do not know
when they will be over. We have then a less accurate
knowledge about the system, which could lead to unlucky
decisions.
Another phenomenon can be better understood by an
example. Let us imagine a system with 3 identical tasks
(τ1, τ2 and τ3), and 2 CPUs (Π1 and Π2). If the variance is
quite small, the scheduler on the equivalent uniprocessor
system would choose to give each task approximately a
third of the time space. On the dual processor system,
the scheduler will then try to run τ1 up to 2D/3 on Π1,
and will make the same for τ2 on Π2. Then when the
first of them ends, we have to start τ3, but we cannot use
2D/3 units of time, because only half of this is available
on the released CPU, the other half being soon available
on the other one. And then we need to speed up the CPU
on which τ3 runs, while the other CPU will be idle for a
third of the frame length.
In the static partitioning case, we would have given all
the frame to one job on the first CPU, and would have split
the frame into two equal parts on the second CPU. And
obviously, this scenario consumes less energy, because we
use a more constant frequency on one processor, and a
lower frequency on the other one.
Figure 6
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5 Conclusion and Future Work
In this paper, we have provided a first global scheduling
algorithm for multiprocessor stochastic low-power frame-
based systems. We extended uniprocessor results, and we
formally proved that, if a static partitioning can be found
Figure 8
 0.8
 0.85
 0.9
 0.95
 1
 1.05
 1.1
 1.15
 1.2
 0.1  0.2  0.3  0.4  0.5
B e
n e
f i t
 o
f  g
l o
b a
l i z
a t
i o
n
Load
100 video decoding tasks - 32 CPUs
var
rand
wcec
avg
by any algorithm, then our scheduling algorithm will meet
all deadlines.
Furthermore, we have shown through many simula-
tions that this global algorithms can gain a lot of en-
ergy compared to static methods, especially if the tasks
are smartly ordered. We have shown several simulations
where we can gain up to 20% by doing global scheduling
instead of static partitioning.
Lastly, our algorithm has a very reasonable on-line and
off-line complexity, and we strongly believe that it would
be easy to implement.
As a future work, here are a few points we want to look
deeper, allowing to improve the energy consumption, or
the number of systems we are able to schedule.
• If we accept to change the frequency during the exe-
cution of tasks, we can use the continuous model to
obtain a frequency f , and use two frequencies dfeF
and bfcF to “emulate” this f , where dfeF (resp.
bfcF ) stands for the smallest frequency above (resp.
largest below) f .
• Several steps require to solve NP-hard problems
by using some heuristics: Static partitioning (Al-
gorithm 1), MoveTaskIn (Algorithm 3), and
MoveTasksOut (Algorithm 2). The efficiency of
the first one improves the number of systems we can
accept to schedule, the second one, the number of
tasks we will need to swap (not run in the right or-
der), and the third one, how close we can stay from
the uniprocessor algorithm. We may try to further
improve those three algorithms.
• In order to reduce leakage or static energy consump-
tion, we could turn off CPUs if they are not needed
anymore before the end of the frame.
• We believe that if jobs are parallelizable, we can still
gain more energy by splitting them on several CPUs.
But only a few research has been done on this subject
so far, and we think it is worth to be deeper studied.
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