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Abstract
We determine the essential spectrum of left-definite Sturm–Liouville problems with periodic co-
efficients and a weight function which changes sign.
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1. Introduction
For Sturm–Liouville problems with periodic coefficients and a positive weight function
it is well known [1,4] that the essential spectrum has a band structure and that the endpoints
of these bands are eigenvalues of periodic and semi-periodic boundary conditions over an
interval whose length is the fundamental period. In this paper we extend this result to
problems with a weight function which changes sign. In contrast to the positive case, in
this case the spectral bands go off to infinity in both directions. Their endpoints, as in the
positive case, are periodic and semi-periodic eigenvalues of the ‘left-definite’ problem over
a fundamental period.
The eigenvalues of left-definite problems have been characterized in terms of an associ-
ated family of ‘right-definite’ problems in a recent paper by Q. Kong, H. Wu and A. Zettl
[3]. This characterization plays an important role in this paper.
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Following Kong, Wu and Zettl [3] and Kong, Möller, Wu and Zettl [2], we study spectral
properties of the equation
−(py′)′ + qy = λwy on J (1)
with w indefinite by applying the well-established spectral theory in the Hilbert space
H = L2(J, |w|) to the one parameter family of equations
−(py′)′ + (q − λw)y = ξ |w|y on J. (2)
In (2) ξ is the spectral parameter and λ ∈ R generates a one parameter family of equa-
tions. The coefficients satisfy the basic conditions
1/p,q,w ∈ Lloc(J,R), p  0, |w| > 0 a.e. on J. (3)
Clearly, for any given boundary condition, ξ = 0 is an eigenvalue of (2) with eigen-
function y if and only if λ is an eigenvalue of (1) with the same boundary condition and
the same eigenfunction y. What is the essential spectrum of Eq. (1)? This is the essential
spectrum, σe(T ), of the operator T which is defined as follows:
Definition 1.
Case 1. Let J = [a,∞), −∞ < a < ∞. For A1,A2 in R, not both 0, let
D =
{
f ∈ H = L2(J, |w|): f, pf ′ ∈ ACloc(J ), 1|w|
[−(pf ′)′ + qf ] ∈ H,
A1f (a) + A2(pf ′)(a) = 0
}
, (4)
Tf = 1
w
[−(pf ′)′ + qf ], f ∈ D. (5)
Case 2. Let J = (−∞,∞). Then
D =
{
f ∈ H = L2(J, |w|): f, pf ′ ∈ ACloc(J ), 1|w|
[−(pf ′)′ + qf ] ∈ H
}
, (6)
Tf = 1
w
[−(pf ′)′ + qf ], f ∈ D. (7)
Remark 2. If w > 0, and the endpoint ∞ is limit-point in Case 1 or both endpoints are
limit-point in Case 2, then the operator T is a self-adjoint operator in the Hilbert space H
by the well-known (right-definite) Sturm–Liouville theory. If w changes sign (but |w| > 0),
then T maps H into H but is not self-adjoint or even symmetric. This operator T represents
the indefinite Sturm–Liouville problem consisting of Eq. (1) with the boundary condition
A1f (a) + A2(pf ′)(a) = 0, A1,A2 ∈R, (A1,A2) = (0,0) (8)
in Case 1. By the eigenvalues and essential spectrum of this problem, we mean the eigenval-
ues and essential spectrum of T . Similarly for Case 2 but note that no boundary condition
is required or allowed in Case 2.
M. Marletta, A. Zettl / J. Math. Anal. Appl. 305 (2005) 477–482 479Theorem 3. Let J = [a,∞), −∞ < a < ∞, and assume that p,q,w are periodic with
fundamental period r, 0 < r < ∞,
p(t + r) = p(t), q(t + r) = q(t), w(t + r) = w(t), t ∈ J. (9)
For each λ ∈R, let ξPn (λ), ξSn (λ), n ∈N0 = {0,1,2,3, . . .}, denote the periodic and semi-
periodic eigenvalues of (2) on the fundamental interval [a, a+r], respectively, and assume
that ξP0 (0) > 0. Then
(1) ξS0 (0) > 0.
(2) For each n ∈ N0 the equation ξPn (λ) = 0 has exactly one positive root λPn and exactly
one negative root λP−n; and the equation ξSn (λ) = 0 has exactly one positive root λSn
and exactly one negative root λS−n. Furthermore, each of ξPn (λ), ξSn (λ) is continuous
in λ ∈R and monotone in a neighborhood of each of its roots.
(3) σe(T ) =⋃n∈Z∗ In where Z∗ = {. . . ,−2,−1,−0,0,1,2, . . .},
I0 =
[
λP0 , λ
S
0
]
, I1 =
[
λS1 , λ
P
1
]
, I2 =
[
λP2 , λ
S
2
]
,
I3 =
[
λS3 , λ
P
3
]
, I4 =
[
λP4 , λ
S
4
]
, I5 =
[
λS5 , λ
P
5
]
,
. . . (10)
I−0 =
[
λS−0, λ
P−0
]
, I1 =
[
λP−1, λS−1
]
, I−2 =
[
λS−2, λ
P−2
]
,
I−3 =
[
λP−3, λS−3
]
, I−4 =
[
λS−4, λ
P−4
]
, I−5 =
[
λP−5, λS−5
]
,
. . . (11)
Proof. The hypothesis ξP0 (0) > 0 implies that the SLP consisting of Eq. (2) with λ = 0 and
periodic boundary conditions on the interval [a, a + r] is left-definite in the sense of [3]. It
is well known, see [1], that ξS0 (0) > ξP0 (0) and hence Eq. (2) with λ = 0 and semi-periodic
boundary conditions on the interval [a, a + r] is also left-definite. Thus the results of [3]
apply; in particular, (2) follows from [3, Theorems 3.1 and 3.2]. To prove part (3) let S(λ)
denote the self-adjoint realization of Eq. (2) on J determined by the boundary condition
(8) for each λ ∈R and note that
λ ∈ σe(T ) ⇐⇒ 0 ∈ σe
(
S(λ)
)
. (12)
This follows from [6, Lemma 3.1] (T − λI is not Fredholm precisely when S(λ) is not
Fredholm) and is a generalization of the observation that λ is an eigenvalue of (1) if and
only if ξ = 0 is an eigenvalue of (2) with the same boundary condition. Suppose υ is any
fixed real number satisfying λP0  υ  λS0 . By [5, Theorem 2.1] and [3, Theorems 3.1 and
3.2] the eigencurve {ξP0 (λ): λ ∈ R} is a continuous function of λ, is zero when λ = λP0 ,
is decreasing in a neighborhood of this point λP0 and has no other positive zero. Hence
ξP0 (υ)  0. Similarly ξS0 (υ)  0. (See Fig. 1.) Therefore 0 ∈ [ξP0 (υ), ξS0 (υ)] ⊂ σe(S(υ))
by the classical Floquet theory applied to (2) in the Hilbert space H. From (12) we may
conclude that υ ∈ σe(T ). More generally, if λPn  υ  λSn, n = 0,2,4, . . . , we have, by a
similar argument, that ξPn (υ) 0 and ξSn (υ) 0. This implies that 0 ∈ [ξPn (υ), ξSn (υ)] ⊂
σe(S(υ)) and thus υ ∈ σe(T ). Similarly, λSn  υ  λPn , n = 1,3,5, . . . , implies ξSn (υ) 0
480 M. Marletta, A. Zettl / J. Math. Anal. Appl. 305 (2005) 477–482Fig. 1. Relationship between periodic λ-eigenvalues and periodic ξ -eigenvalues and bands/gaps of essential spec-
trum.
and ξPn (υ) 0, hence we have 0 ∈ [ξPn (υ), ξSn (υ)] ⊂ σe(S(υ)) and thus υ ∈ σe(T ). Thus
we have shown that all the intervals (10) are in σe(T ).
To prove that all the intervals (11) also lie in σe(T ), suppose λS−n  υ  λP−n, n =
0,2,4, . . . ; then arguing as before but noting that the eigencurves ξP−n(λ), ξS−n(λ) are in-
creasing in a neighborhood of each zero λP−n, λS−n, we see that ξP−n(υ) 0, ξS−n(υ) 0 and
thus 0 ∈ [ξP−n(υ), ξS−n(υ)] ⊂ σe(S(υ)) and therefore υ ∈ σe(T ). Similarly υ ∈ [λP−n, λS−n]
implies that ξP−n(υ) 0, ξS−n(υ) 0 and thus 0 ∈ [ξP−n(υ), ξS−n(υ)] ⊂ σe(S(υ)) and con-
sequently υ ∈ σe(T ). This concludes the proof that all intervals (10), (11) lie in σe(T ).
Next we show that no other points of R are in σe(T ). Suppose υ ∈ (λP−0, λP0 ). Then
ξP0 (υ) > 0. This implies that 0 is below the beginning of the essential spectrum: ξ
P
0 (υ) =
infσe(S(υ)). Then (12) implies that υ is not in σe(T ). Note that if λPn = λPn+1 = υ for
some n, then ξPn (υ) = 0 = ξPn+1(υ) and 0 ∈ σe(S(υ)) implying that υ ∈ σe(T ). In this case
the ‘gap’ (λPn ,λPn+1) is missing, i.e., the two adjacent spectral bands combine. Similarly if
λSn = λSn+1 = υ for some n, then υ ∈ σe(T ) and the ‘gap’ (λSn, λSn+1) is missing. Suppose
λPn < υ < λ
P
n+1 for some n = 1,2,3, . . . . Then ξPn (υ) < 0 and ξPn+1(υ) > 0 implying that
0 lies in the gap (ξPn (υ), ξPn+1(υ)) and thus not in σe(S(υ)). Then (12) implies that υ is
not in σe(T ). The proofs of the other cases are all similar and hence omitted.
Finally, since T is not a self-adjoint operator in the Hilbert space H = L2(J, |w|), we
need to show that σe(T ) is real. For this we use [2, Theorem 1.2] which we now state for
the convenience of the reader. Let S be the self-adjoint realization of Eq. (2) with λ = 0
and the boundary conditions (8) in the Hilbert space H. (The periodicity of the coefficients
implies that ∞ is in the limit-point case and thus there is no boundary condition required
or allowed at ∞.)
Theorem 4 (Kong, Möller, Wu and Zettl). Suppose that, for some ε > 0, there are exactly
m points, counting multiplicity, of σ(S), 0  m < ∞, to the left of ε. Then σe(T ) is real
and T has at most 2m non-real eigenvalues, counting multiplicity.
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KMWZ Theorem. From the right-definite Floquet theory it is well known that
infσe(S) = λP0 ,
where λP0 denotes the lowest periodic eigenvalue of Eq. (2) with λ = 0 on the interval
[a, a + r]. By hypothesis λP0 > 0. Choose ε satisfying 0 < ε < λP0 . Let m denote the
number of eigenvalues of S below ε. Since the spectrum of S is bounded below and has no
accumulation point below σe(S), we have 0m < ∞. Therefore, by the KMWZ Theorem,
the essential spectrum of T is real and T has at most 2m non-real eigenvalues. 
Theorem 5. Let J = (−∞,∞) and let T be defined by (6), (7). Assume that p,q,w are
periodic with fundamental period r, 0 < r < ∞,
p(t + r) = p(t), q(t + r) = q(t), w(t + r) = w(t), t ∈ J. (13)
For each λ ∈ R, let ξPn (λ), ξSn (λ), n ∈ N0 = {0,1,2,3, . . .} denote the periodic and semi-
periodic eigenvalues of (2) on the fundamental interval [a, a+r], respectively, and assume
that ξP0 (0) > 0. Then
(1) ξS0 (0) > 0.
(2) For each n ∈ N0 the equation ξPn (λ) = 0 has exactly one positive root λPn and exactly
one negative root λP−n; and the equation ξSn (λ) = 0 has exactly one positive root λSn
and exactly one negative root λS−n.
(3) σe(T ) =⋃n∈Z∗ In where Z∗ = {. . . ,−2,−1,−0,0,1,2, . . .},
I0 =
[
λP0 , λ
S
0
]
, I1 =
[
λS1 , λ
P
1
]
, I2 =
[
λP2 , λ
S
2
]
, (14)
I3 =
[
λS3 , λ
P
3
]
, I4 =
[
λP4 , λ
S
4
]
, I5 =
[
λS5 , λ
P
5
]
, (15)
. . .
I−0 =
[
λS−0, λ
P−0
]
, I1 =
[
λP−1, λS−1
]
, I−2 =
[
λS−2, λ
P−2
]
, (16)
I−3 =
[
λP−3, λS−3
]
, I−4 =
[
λS−4, λ
P−4
]
, I−5 =
[
λP−5, λS−5
]
, (17)
. . .
Proof. This proof is similar to the proof of Theorem 4. 
3. Comments and questions
(1) Note that the spectral gap (λP−0, λP0 ) is always present since λP−0 < 0 < λP0 . In the
left-definite theory it plays the role that the ‘first’ gap (−∞, infσe) plays in the right
definite theory. In principle, each of the other gaps may be present or missing. There are
examples to show that all other gaps are present and that all other gaps are missing. But
we say ‘in principle’ because we do not know of an example where, say λPk = λPk+1 for
k = 7,9,14 and for no other k. This comment applies to left-definite and to right-definite
problems.
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hypothesis ξP0 (0) > 0 is not fulfilled. This hypothesis plays an important role in our proof.
Do Theorems 2.5 and 2.6 hold without it? If not, what are the corresponding results without
this hypothesis ? For the classical Mathieu equation
−y′′ + (sin t)y = ξy (18)
the lowest periodic eigenvalue on the interval [0,2π] is approximately ξP0 (0) ∼ −0.378.
Hence the above results do not apply to (18). But they do apply when the spectral parameter
is shifted by replacing sin t by sin t + 1 and the weight function w is taken to be a function
of type:
w(t) =
{1 on J\I,
−1 on I
for J = [a,∞), −∞ < a < ∞ or J = (−∞,∞) and I a proper subinterval of J.
(3) We believe this paper is a starting point for the development of Floquet theory for
left-definite problems of second and higher order.
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