Abstract -Augmented reality (AR) is a technology in which computer-generated virtual images are dynamically superimposed upon a real-world scene to enhance a user's perceptions of the physical environment. A successful AR system requires that the overlaid digital information be aligned with the user's real-world senses -a process known as registration. An accurate registration process requires the knowledge of both the intrinsic and extrinsic parameters of the viewing device and these parameters form the viewing and projection transformations for creating the simulations of virtual images. In our previous work, an easy off-line calibration method in which an image-based automatic matching method was used to establish the world-to-image correspondences was presented, and it is able to achieve subpixel accuracy. However, this off-line method yields accurate registration only when a user's eye placements relative to the display device coincides with locations established during the offline calibration process. A likely deviation of eye placements, for instance, due to helmet slippage or user-dependent factors such as interpupillary distance, will lead to misregistration. In this paper, a systematic on-line calibration framework to refine the off-line calibration results and to account for user-dependent factors is presented. Specifically, based on an equivalent viewing projection model, a six-parameter on-line calibration method to refine the user-dependent parameters in the viewing transformations is presented. Calibration procedures and results as well as evaluation experiments are described in detail. The evaluation experiments demonstrate the improvement of the registration accuracy.
Introduction
Different from the virtual reality paradigm, augmented reality (AR) technology seeks to selectively supplement, rather than replace, a user's sensory perceptions (e.g., visual, auditory, tactile, smell, or taste) of the physical world with computer-generated digital information. Visual augmentation is a well-explored example and a wide range of applications have been demonstrated. For example, Caudell and his colleagues at Boeing demonstrated the usage of a see-through head-mounted display (HMD) to guide technicians on assembling wiring harnesses. 1 Other application examples include computer-aided surgery, 2 medical training, 3 and equipment maintenance. 4 The promise of an AR system lies in the co-existence of virtual and real information with which users can not only naturally interact with a real world but also have sensory access to the knowledge associated with the real world. However, a successful AR system demands an accurate registration of a virtual object with its physical counterpart to create the illusion of co-existence, which requires the knowledge of the intrinsic and extrinsic transformations involved in a viewing device to allow the accurate rendering of the virtual objects with respect to their physical counterparts.
Accurately modeling the viewing process and strategically calibrating the viewing system are essentially critical to achieve precise registration of a virtual world with its physical counterpart. There exists a large body of work related to AR system calibration efforts based on traditional headmounted displays (HMD) and desktop displays. Robinett and Rolland provided a detail analysis of the computational process needed to generate images for a traditional HMD, taking into account the optics, tracking, and geometry of the HMD. 5 This model was further upgraded by Robinett and Holloway to mathematically expose the sequence of transformations from object coordinates to screen coordinates. 6 Deering presented the general steps that must be taken to produce an accurate high-resolution head-tracked stereo display in order to achieve sub-centimeter virtual-to-physical registration. 7 Janin et al. described the procedures to calibrate a see-through HMD via both direct manual measurement and online optimization. 8 Azuma and Bishop described experimental steps to estimate viewing parameters and presented predictive tracking techniques to improve both static and dynamic registration in an optical see-through HMD system. 9 Oishi and Tachi proposed a calibration method to minimize systematic errors in projection transformation parameters for optical see-through HMDs. 10 Tuceryan and Navab described a single-point active alignment method (SPAAM) for optical see-through HMDs. 11 Genc et al. described a "two stage" single-point active alignment method (SPAAM2) which simplifies the calibration model by reusing the off-line calibration results obtained through their SPAAM method. 12 For most of these calibration methods, the accuracy of data sampling (e.g., world-to-image correspondence matching) is always critical, which is limited by the accuracy of matching methods and available head trackers. In our previous work, we presented a manual correspondence matching (MCM) method to calibrate a head-mounted projection display (HMPD), 13 and we studied the relationship between data-sampling conditions and the convergence and accuracy of the proposed method. We found that more than 300 samples are needed to achieve a stable and accurate convergence. In the process of calibrating an optical see-through HMD, data sampling is a very tedious and time-consuming work for a trained user and is even impossible for an untrained user. Therefore, a method which can improve world-to-image correspondence matching accuracy and reduce the needs for a large number of samples is greatly desired. We thus developed an automatic correspondence matching (ACM) approach in which the world-to-image correspondences are established with an image-based method, and they are able to achieve subpixel accuracy. 14 However, this off-line calibration method yields accurate registration only when a user's eye placements relative to the display coincides with the locations established during the off-line calibration process. In practice, it is unlikely that a user (either the same user or a new user) can align his or her eyes well with the off-line calibrated positions. The likely deviation can be caused by helmet slippage or user-dependent factors such as interpupillary distance (IPD). Therefore, some amount of systematic error exists and leads to misregistration. An on-line calibration is necessary after the off-line calibration to compensate for the systematic error caused by user-eye misalignment. In this paper, we propose a simplified on-line calibration model by re-using the off-line calibration results obtained through the ACM methods 14 to reduce the required number of sampled data.
The on-line calibration method we present in this paper shares similarity with the SPAAM2 method, 12 given that we both reuse the off-line calibration results to simplify the on-line calibration model. However, there are fundamental differences between our and their methods. The SPAAM2 makes the assumptions that (a) moving the display goggles on the same user would change both the rotation and translation components in the extrinsic viewing transformation but not affect the intrinsic transformation; (b) moving the goggle to a new user would potentially change not only the rotation and translation components in the extrinsic transformation but also the intrinsic. Based on these assumptions, SPAAM2 approximates the changed transformation in the eye by a warp. Derived from our equivalent viewing projection (EVP) model, 14 we observe that moving the display on the same user or accommodating it to a new user will affect the intrinsic and extrinsic transformations in the same manner. Taking the same assumption that the head-tracker sensor is rigidly fixed relatively to the virtual display, the fundamental observations we use in our online refinement method are that (a) the rotation components, which reflect the orientation of the virtual image plane relative to the head-tracking sensor, are fixed; and (b) the translation components, which reflects a user's actual eye location in the sensor coordinates, and the equivalent focal length of the EVP are variant.
The rest of the paper is organized as follows: we first briefly review our AR system configuration and calibration requirements in Section 2; then in Section 3, we present the equivalent viewing-projection (EVP) system used to model the display viewing system and derive the general principles that govern our on-line calibration method; in Section 4, we present a six-parameter online calibration method and describe calibration procedures as well calibration results; and in Section 5, we detail evaluation experiments and results. 
System configuration and calibration requirements
Video and optical see-though HMDs have been the two basic approaches to combining real and virtual images. 15 In both approaches, the viewing optics typically is an eyepiece-type compound magnifier. Head-mounted projection display (HMPD) technology, pioneered by Fisher 16 and Kijima & Ojika, 17 is an emerging technology that can be thought to lie on the boundary of conventional HMDs and projective displays such as the CAVE systems. 18 Unlike a conventional HMD, an HMPD consists of a pair of miniature projection lenses, beam splitters, and microdisplays mounted inside a helmet and a supple retro-reflective screen placed strategically in the environment. A monocular configuration is conceptually illustrated in Fig. 1(a) . An image on the miniature display is projected through the lens which forms a magnified real image. A beam splitter then reflects the real image outward into the object space, where it is reflected toward the observer by a retro-reflective screen. As a result, the projected real image is retro-reflected back to the exit pupil of the optics, where a user's eye is positioned to observe the magnified image. Owing to the essence of retro-reflection, in which a ray hitting the surface at any angle is ideally reflected back on itself in the opposite direction, the location and size of the perceived image are theoretically independent of the location and shape of the retro-reflective screen. 19 In a binocular configuration, a stereo pair is naturally separated and directed to the left and right eyes, respectively, without the need of polarization techniques as those used in conventional projection systems. More detail discussion about the technology and imaging properties can be found in Refs. 19 and 20.
The HMPD concept has been recently explored extensively by several groups of researchers and has been demonstrated for a wide range of 3-D visualization applications. [19] [20] [21] [22] [23] [24] [25] Large field-of-view (FOV), lightweight, and low distortion optics for HMPD systems have been designed and several custom-designed display prototypes were developed. 20, 26, 27 One of the prototypes used in our AR system is shown in Fig. 1(b) .
Based on the HMPD technology, we have developed a 3-D collaborative infrastructure, referred to as SCAPE (Stereoscopic Collaboration in Augmented and Projective Environments). 22 A schematic simulation of the SCAPE conceptual design and a prototype implementation are shown in Figs. 2(a) and 2(b). The current SCAPE environment consists of two primary display surfaces: a workbench and a curved immersive room display, both of which are coated with retro-reflective materials. A computer-generated low-detailed microscene is registered with the workbench and physical objects placed on it, while a correlated high-detailed life-size immersive walk-through, or macroscene, is visualized through the surrounding room display. Thus, the primary displays visualize a dataset simultaneously in dual scales and perspectives in a hybrid form of augmented and virtual reality. Such dual-mode visualization technique can be further extended into multiple hierarchical levels of realization, by exploring various visualization and user interaction techniques such as Magic Lens metaphor. 28 Photographs of several test-bed applications captured in the SCAPE environment are shown in Figs. 2(c)-2(e). One of the key challenges in developing such multiscale augmented virtual environment is to investigate computational models and calibration techniques, to dynamically achieve accurate registration of virtual objects with their physical counterparts, and to maintain correct view correlation across multiple displays in a large work space.
Figures 3(a) and 3(b) illustrate the main components, the associated coordinate systems, and the extrinsic transformations of the SCAPE system in the physical and virtual worlds, respectively. All the coordinate systems used in the paper are right-handed. Each coordinate system is denoted as the combination of its origin and its axes. Furthermore, the homogeneous coordinates of a point V in a given 3-D reference AXYZ are expressed as V A (x a , y a , z a , w a ) T . A rigid transformation, from coordinate system A to coordinate B, is expressed as a 4 × 4 homogeneous matrix T B←A . Therefore, a matrix transforming a vector V from A coordinates to B coordinates is expressed as: VB = T B←A V A .
In the real world, we define physical-world coordinates (PWC), W P XYZ. Through a viewing device such as an HMPD system, a user observes the superposition of the projections of both a virtual object and its physical counterpart. Given a 3-D point in the PWC, its 2-D projection on the viewing plane of the display system is given by (1) where is a rigid transformation that transforms a 3-D point from the real-world reference to the eye reference EXYZ, and M E is a projection matrix which represents the imaging properties of the viewing device.
In the virtual environment, we define a virtual world coordinates (VWC), W v XYZ. Two virtual cameras are properly placed in the VWC to generate the 2-D projections of a 3-D virtual world. Given a 3-D virtual point in the VWC, its 2-D projection on the viewing plane of a virtual camera is given by (2) where is a rigid transformation that transforms a 3-D point from the virtual-world reference to the virtualcamera reference, and is a projection matrix which represents the imaging properties of the virtual camera.
To superimpose the virtual object precisely on its real counterpart, the virtual cameras have to be positioned and orientated in the same way as the user's eyes in the real world, and their imaging parameters should match with those of the viewing devices, given the assumption that the virtual-world reference is well aligned with the real world reference, that is, and The first part is referred to as the extrinsic viewing orientation transformation matching, and the second part as the intrinsic viewing projection transformation matching.
In our system, the Hiball sensor is rigidly attached on the HMPD for head motion tracking. Under this circumstance, the viewing orientation transformation can be further decomposed and expressed with its correspondence in the PWC:
where referred to as sensor transformation, is measured explicitly by the Hiball tracker, and T E←S , referred to as eye transformation, specifies the eyepoint position and viewing orientation in the sensor coordinates.
The key of the display-system calibration is to estimate the viewing-projection matrix M E that is used to specify the imaging properties of a virtual camera and the eye transformation T E←S that is used to define the position and orientation of a virtual camera with respect to the sensor reference of the head tracker.
3
Modeling the HMPD viewing system
The nature of the HMPD viewing systems presents a twostep projection process: (a) an image displayed on the LCD screen is projected through the projection lens to form a real image in the physical-world space and (b) the projected image is viewed by a user through the exit pupil of the display. 19 This two-step projection process is different from the P x y z W wp wp wp viewing mechanism in a classical non-pupil-forming eyepiece-type HMD system, in which the exit pupil location of the display system is defined by a user's eye location, rather than by a definite pupil characterized by the optical design of a display system, such as an HMPD. Without loss of the generality, we model both projection processes, through the projection lens, and the eye-viewing system, respectively, as pinhole imaging systems, each of which can be characterized by its projection center and a set of intrinsic and extrinsic parameters. In the HMPD system, the projection center is the exit pupil of the projection optics, while for the eye-viewing system, the projection center is usually the entrance pupil of the eye optics, which is referred to as the eyepoint.
In an HMPD system, the projection centers of the HMPD viewing optics and the eyepoints are theoretically overlapped, but in practice they might have small differences caused by users' IPD variation and eye misalignment with the optics. Figure 4 illustrates a practical viewing configuration in which the user eyepoint E is slightly displaced from the projection center O of the projection optics. Based on the analysis in the previous section, in order to accurately model the virtual cameras used to generate the 2-D projections, we need to estimate the extrinsic eye transformation T E←S and the intrinsic projection transformation M E of the viewing systems from the two-step projection to configure the virtual camera projection system which is basically a single-step projection.
To establish an adequate computational model that is compatible with the established, single-step projection model for virtual cameras in standard graphics libraries such as OpenGL, we define an equivalent viewing-projection (EVP) system which is capable of incorporating the two-step projection process described above. The projection center of the EVP coincides with a user's eyepoint, E. The Z-axis of the EVP reference is selected to be normal to the projection image plane of the LCD. We also introduce a normalized image plane P n , which has the same window size as that of the LCD and is parallel with the LCD plane as well as the image plane. Under this circumstance, the equivalent focal length of the EVP system can be defined as the distance from eye position to this normalized plane P n . The center offsets (u 0 , v 0 ) are defined as the offset of the intersection of the EVP Z-axis with the normalized plane P n from the display origin I. The pixel scale factors (S x , S y ) and distortion coefficient (k 1 ) are closely related to the pixel size of LCD screen and the optical properties of the projection lenses, respectively.
When the placement of the eye-viewing system relative to the projection system of the display is relatively fixed, these parameters characterizing the EVP system can then be estimated through an articulated offline calibration procedure. 14 Because the EVP model is compatible with the camera model in most graphics libraries, it is thus utilized to configure a virtual camera for 2-D image rendering from 3-D virtual objects. This EVP model obtained through an offline calibration procedure yields accurate registration only when a user's eye placements relative to the display coincides with the locations established during the offline calibration. It is important to realize that some display parameters of the EVP may slightly change due to their dependence on eye position when a user wears the display and some will remain unchanged and independent with the user's eyepoint and can be fixed during an online calibration process. Figure 5 illustrates a practical viewing configuration in which a user's actual eyepoint E is slightly displaced from the position of the calibration camera (C) in the amount of (∆x, ∆y, ∆z). As a result, the image projection p I of a virtual object point P appears to superimpose upon the physical object Q. From the EVP model we know that the orientation of the EVP is the normal direction of the image plane (LCD plane) which is fixed in the head-sensor coordinates, given that the head sensor is rigidly fixed on the HMPD. This implies that the rotation matrix R E←S is fixed and independent of the eye location. On the other hand, the translation vector t E←S (t x , t y , t z ), which reflects the user's eye location in the sensor reference, changes as a user's actual eye location is displaced from the calibration camera loca- tion for different users and even different for the same user during different period of usage. Regarding the intrinsic parameters of the EVP, its equivalent focal length (f) changes with the user's actual eye location, given that the f is the distance from the eyepoint to the normalized image plane P n . The center offsets (u 0 , v 0 ) also change with the eyepoint because the normal projection point of the eyepoint on the normalized image plane changes. However, the pixel scale factors (S x , S y ) and the first-order distortion coefficient (k 1 ) are closely related to the pixel size of LCD screen and the optical properties of the projection lenses and remain unchanged.
In summary, the intrinsic parameters (f, u 0 , v 0 ) and the extrinsic translation vector t E←S in the EVP model change with the actual eye locations and they are the only parameters requiring an online refinement. The extrinsic rotation matrix R E←S and the intrinsic parameters (S x , S y , k 1 ) remain fixed and during the online calibration they can be treated as known constants by using the results obtained from the offline calibration procedures.
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Six-parameter on-line calibration
Calibration method
Based on the above analysis and observations, the 2-D projection of a 3-D point can be re-written from Eqs. (1) and (3) as (4) where P S (x S , y S , z S , 1) is the 3-D point denoted in the headsensor reference by applying the corresponding sensor measurement on in the PWC;
and
The rotation component R E←S and the scale factors (S x , S y ) are independent of the actual eye position, thus their estimates from the off-line calibration process can be reused here directly as known constants. On the contrary, the translation vector t E←S (t x , t y , t z ) and the intrinsic parameters (f, u 0 , v 0 ) have to be re-estimated through the online calibration process.
If we denote R E←S * [x S , y S , ,z S ] T as [r x , r y , r z ] T , Eq. (4) can be further expressed as a pair of nonlinear equations: (5) where (u,v) are the pixel coordinates of the 2-D projection point Providing correspondences between a set of 3-D sample points measured in the sensor reference and their 2-D projections on the image plane, the unknown parameters in the above equation can be solved using non-linear leastsquares-fitting algorithms such as the Levenberg-Marquardt's method. Given that we have two equations with six unknowns, theoretically, three sets of correspondences would meet the minimal requirements to estimate the unknown parameters. However, three points will be coplanar in any case and will lead to infinite solutions. Thus extra non-coplanar points have to be used.
If multiplying r z + t z on the both sides of Eqs. (5), the non-linear equation pair can be re-written as a pair of linear equations with six unknowns: (6) Now, we can compute the six unknowns (f, u 0 , v 0 , t z , u 0 * t z -f * t x , v 0 * t z -f * t y ) using linear least-square-fitting method.
Calibration procedures and results
In order to establish a set of world-to-image correspondences, a data-sampling method similar to the one used in SPAAM 11 is employed in our experiment. The 3-D physical point is a cross drawn on a wall which is coated with retroreflective material. This single real cross stimulus has a fixed coordinate in the world reference and its coordinate is measured ahead of time using a tracked stylus of the Hiball tracker. During an on-line calibration experiment, we present nine virtual crosses as a group regularly distributed on the LCD screen of the HMPD. A user wearing the HMPD is asked to align the virtual crosses with the real cross one by one by moving his or her head. The single real cross is mapped to a set of distinct points in the head-sensor coordinates using the user's head sensor measurements which are recorded when he or she moves about to align a virtual cross with the real one. This process naturally establishes the world-to-image correspondence pairs. The user repeats this procedure to sample correspondence data separately for the left and right eyes. In order to avoid the real point distribution in the sensor coordinates being co-planar or close to co-planar, the user is required to step forward or backward and make another group of alignments. Totally, 18 correspondence pairs are sampled by the user for each eye. We then apply the sixparameter calibration method described in the previous sub-section. We experimented with both the non-linear and linear fitting methods, and the estimated parameters for the same user are shown in Table 1 , including results from both nonlinear and linear fitting methods as well as the results obtained through our ACM off-line calibration.
We further experimented with decreasing the number of correspondence pairs. Instead of using all 18 samples, we tried 12 and 8 pairs of correspondences, respectively. We 
Evaluation experiments and results
In this section, we will describe the experiment and method used to evaluate the proposed calibration algorithm. The evaluation experiment is conducted by the subject right after he or she completes the online calibration process without moving the helmet.
Our evaluation experiments are performed on a 3-D alignment task in a fairly large volume. The evaluation target is a 250 × 250 × 250 mm virtual cube. The corners of the cube are highlighted by eight small red balls with 10-mm diameters. During an evaluation process, the position of the virtual cube in our 14 × 12 × 8 ft. working space can be randomly picked by the user with the Hiball tracker stylus. The virtual cube is centered right on the point the user picked with the stylus and the center is marked with a 10-mm green ball. Then the user tries to align the stylus tip one by one with the corners of the cube marked with the red balls. During this process, the user can move freely around the cube because he or she is tracked by the head sensor. Once a good alignment is visually achieved, the user pushes the button on the stylus to record the current location of the tip. At the same time, a blue ball with the same size as the red ball is displayed at the recorded tip position. Once completing one set of alignment task, the user can repeat this evaluation process by selecting a new cube location in the overall working space.
For the purpose of comparison, we also ask the subject to perform the same alignment tasks only applying the off-line calibration results to the rendering process without online refinement.
In both alignment experiments with and without on-line calibration, we record the location of the virtual cube, the true location of the cube corners (i.e., the centers of the red balls), and the tip location of the stylus at each alignment (i.e., the center of the blue ball). We compute the distance between each true location and the corresponding stylus alignment location and use this distance to evaluate the registration errors. Besides quantitative assessment using the distance discrepancy, we ask the subject to report alignment quality and visual comfort for both configurations.
In our experiment, two users conducted this calibration-evaluation-comparison process. Each user sampled three cubes in the configuration of off-line-only and on-linerefinement calibration, respectively. Figures 6(a) and 6(b) show two screen shots of a cube alignment with on-line refinement applied, at two different perspectives. They clearly demonstrated good quality of registration. The three sampled cube locations, recorded by the Hiaball stylus, for on-linerefinement evaluation by the user 1 are (0.389812, 1.304941, 2.653698), (0.306550, 1.442606, 2.328924), and (1.527081, 1.477245, 4.092376) measured in meters, respectively. This indicates that the registration accuracy is reliable across the large working volume.
Figures 7(a) and 7(b) are the plots of the registration error distribution for both users. The red bars correspond to the alignment errors with off-line-only calibration applied, and the blue bars correspond to the alignment error with on-line-refinement calibration applied. We can see that the error of on-line calibration result is statistically smaller and there is improvement on registration accuracy for both users. Empirically, it is worth to note that the user 1 had slightly smaller registration error in both off-line-only and on-line cases than the user 2, and manifested better improvement after applying on-line refinement. One of the reasons is somewhat related to user experience. The user 1 has been performed more trials on the calibration experiments and he managed to make more accurate and reliable world-to-image correspondence samples to feed into the calibration algorithm. Besides the factor of user experiences, other reasons may involve in the difference of stereo acuity among users, which varies from 1.8 up to 130 in. Table 2 shows the mean and standard deviation of the registration errors for both users with off-line-only and on-line-refinement calibration results applied. These data demonstrate that the on-line calibration indeed improves the registration accuracy. Both users reported that it was slightly more comfortable to perform the alignment tasks with on-line refinement applied.
6
Conclusion and future work
In this paper, we presented a systematic on-line calibration framework for augmented reality systems. The proposed method refines the extrinsic and intrinsic viewing parameters by reusing the off-line calibration results. Compared with the direct on-line optimization method which requires estimating 11 unknowns, we proposed and experimented with a six-parameter on-line calibration model that requires less number of world-to-image correspondences in order to estimate the unknowns from optimization. The evaluation results show that the method indeed improves the accuracy of the registration. However, through the experiments, we recognize the difficulty of conducting on-line data sampling and realize that reducing the number of correspondence samples is critical for its practical use for per user calibration. We are currently further investigating a simplified three-parameter model derived from the six-parameter model, and the simplified model has the potential to further reduce the requirement for the number of correspondences. However, the major challenge of the three-parameter method lies in its demand for more accurate correspondence samples and the stability problem during online sampling process. We will continue working on this simplified model and seeking for a more reliable and accurate on-line calibration method. We will also investigate better on-line evaluation methods to measure registration quality.
