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I. Introduction
The MIT Space Systems Laboratory (SSL) has developed a nano-satellite facility to provide researchers with an experimental laboratory for testing formation flight and autonomous docking algorithms. The Synchronized Position Hold Engage and Reorient Experimental Satellites (SPHERES) facility [1] [2] [3] [4] consists of multiple nano-satellites (figure 1), which can autonomously control their relative positions and orientations in a six degrees of freedom (DOF) environment. The facility is primarily designed to operate inside the International Space Station (ISS), but it can also operate onboard NASA's Reduced Gravity Aircraft, as well as in a 2-D environment (three DOF motion) on a flat floor (like the one at the NASA Marshall Space Flight Center Flight Robotics Laboratory) or on a laboratory air table. By operating inside the ISS, SPHERES exploits the microgravity environment to represent the dynamics of distributed satellite and docking missions, while preventing the facility from experiencing unrecoverable failures when real or simulated guidance, navigation and control (GN&C) failures occur.
An innovative position and attitude determination system, based on ultrasound (U/S) transmission, has been developed for the SPHERES facility. The purpose of the system is to provide each satellite with an estimation of its position, velocity, attitude and angular rate. Like the Global Positioning System (GPS), 5 this system uses time-of-flight (TOF) data of signals, emitted from transmitters at known locations to receivers on the satellites, to estimate that satellite's states. More precisely, the basic measurement is the time that a U/S signal takes to travel from a beacon (transmitter, figure 2) mounted at a known location on the laboratory wall, to a microphone (receiver) located on the satellite. Given that there are five beacons mounted on the walls and 24 microphones on each satellite, there is a potential of 120 TOF measurements per satellite per measurement event. These data, combined with data from three gyroscopes, are processed using the navigation software module to compute a six DOF state solution. Many other spacecraft, including ETS-VII, 6 DART 7 and the Mini AERCam, 8 used a similar approach to compute their position and attitude. The SPHERES U/S-based system provides a very precise location (on the order of a few millimeters) and orientation (1-2 degrees) at a maximum update rate of 5 Hz. This is comparable to differential GPS.
When SPHERES was originally designed by a class of seniors at MIT, a trade study was performed to analyze the most appropriate hardware combination for state determination onboard the ISS. A combination of U/S beacons and microphones, along with inertial navigation sensors (INS) like accelerometers and gyroscopes, was selected because of its low cost, its simplicity, its traceability to existing sensor suites (bandwidth and resolution similar to differential GPS), its compactness relative to GPS receivers, previous experience with U/S systems, the concern that actual GPS signals would not be detectable inside the ISS, the ability to make all relevant states observable, and the presence of an Earth-like atmospheric condition inside the ISS. The SPHERES facility was shipped to the ISS in three different launches. Because of the unavailability of part of the SPHERES hardware for the first three test sessions in the ISS, two versions of the navigation algorithm were designed and implemented. This allowed incremental tests and a valuable gain of microgravity test experience, even with reduced hardware availability. This paper presents both versions of the algorithm, along with some results collected during experiments in the ISS to validate them. The reader will find detailed informations about the application of classical navigation theory to provide a nano-satellite with the capability to navigate inside the ISS. Section II recapitulates the general extended Kalman filter (EKF) equations. Sections III and IV presents the derivation of both state estimators. Section V addresses the implementation on the hardware in detail, including the main problems encountered during testing, their solution, and the addition of a fault detection capability. Finally, Section VI covers ISS test results used to validate both state estimators.
II. Continuous-Discrete Extended Kalman Filter
This section introduces the EKF theory, which is at the foundation of both state estimators. The EKF 9, 10 forms the basis of most real-time spacecraft attitude estimation algorithms today. It has been used extensively for the last four decades. It uses the same mathematical scheme as the traditional Kalman Filter (KF), but is suited to nonlinear systems. Unfortunately, the guarantee of convergence and robustness usually associated with the KF does not hold for the EKF. Experience has shown that the EKF is appropriate for use in space missions, provided that enough simulation is performed prior to the launch of the mission.
II.A. System Model
A system with continuous dynamics and discrete measurements can be modeled mathematically as:
This model is valid for a time-varying system with nonlinear dynamics f (x (t) , u (t) , t), where x(t) is the state vector of dimension l and u(t) is the control input vector of dimension N . The measurement vector z k , of dimension n k and collected at discrete times t k , is related to the states by a nonlinear function h k (x (t k ) , k). The vectors ε (t) and ν k are independent zero-mean white noise processes with time-varying spectral density Q(t) and covariance R k , respectively. Like all KFs, an EKF is a recursive process alternating between measurement updates and the propagation of the states using the dynamics model in between times when measurements are taken. General equations for both the measurement update phase and the propagation phase of the EKF are shown below.
II.B. Discrete Measurement Update Equations
The measurements are processed using the standard EKF equations.
9 A Kalman gain K k is first computed:
where (−) means prior to the state update, (+) means after the state update andˆmeans an estimated value. The covariance matrix P k , computed in Eq. (7), represents the expected state error
The Kalman gain is then used in both the measurement and the covariance update equations:
where I is the identity matrix. The general nonlinear dynamics propagation equations are introduced next.
II.C. Continuous Dynamics Propagation Equations
The following equations are the general propagation equations for a standard EKF:
where A (x (t) , t) is the Jacobian of f (x (t) , u (t) , t):
The equations presented in this section are very general and valid for a wide range of applications. This algorithm has been proven to be very valuable because of its suitability to nonlinear systems.
II.D. Fault Detection
Like other KF techniques, an EKF has built-in fault detection capability when the measurements z k are compared to the expected measurements given the state estimates h k x (−) k , k . After convergence of the state estimates (which can be based on criteria determined through simulation), the result of this comparison (often called filter innovation or residual) can be used as a verification that the measurements are coherent with the state estimates.
11 Non-coherence is a sign of a problem that can be related to the sensors used when taking the measurements, to the actuators or to numerical problems with the algorithm itself.
The technique is simple. A filter innovation threshold is determined offline through simulation. This threshold is usually a function of sensor noise, as well as desired rates of false positive and false negative diagnosis. The required online computation consists of comparing the computed filter innovation with the threshold. An innovation above the threshold is a sign of non-coherence and the measurement is rejected. The threshold is adjusted such that a certain fault pattern is likely to be the main trigger of the alarm, while other types of faults are more likely to be picked up by other algorithms.
Because the measurement update process of the EKF already involves the computation of an innovation, the added computation required by this technique is negligible, which is a great advantage. Although the filter innovation provides fault detection capability, it does not necessarily provide fault isolation capability, unless the failure to be isolated has a clear signature through the filter innovation. The purpose of the global estimator is to provide the satellite with an estimation of its absolute position, velocity, attitude and angular rate, with respect to a coordinate frame attached to the ISS. The SPHERES navigation system components used by the global estimator are the five external U/S beacons (figure 2), as well as three gyroscopes (one around each body axis of the satellite).
III. The Global Estimator
a The method by which the external beacons are used to compute an absolute state estimate is as follows. When a satellite (the leader ) requests an absolute state update, it emits an omnidirectional infrared (IR) flash, which is received by the surrounding satellites (the followers) and the external beacons. All of the satellites zero the timers on the receivers and listen for an U/S ping using each of their 24 receivers located on their surface. Since the IR flash travels at the speed of light, its contribution to the TOF measurement is essentially zero. The external beacons each emit a U/S ping in sequence (20 ms apart). Each satellite receives the ping and the system sends to the computer the arrival times of any U/S ping, or an a In figure 1 , the origin of the satellite's body frame is at its geometric center. The body axes are perpendicular to each square face on the satellite. They are oriented such that the x-, y-and z-body axes point in the direction of the +x, +y and +z face, respectively.
array of zeros if nothing was heard. Using the speed of sound, the TOF data can be converted to distances (figure 3). Since the position of each beacon is entered in the computer by the crew and uploaded to the satellites a priori, the data can be processed through the EKF to update the absolute state estimates.
The six DOF motion of each satellite is described in a state vector containing the three translational DOFs (position r and velocity v), as well as the three rotational DOFs (four element quaternion q and angular rate ω):
The state vector used in Section III has l = 13 elements. The position and velocity components are expressed in a coordinate frame attached to the ISS or the ground laboratory (global frame), while the attitude and the angular rates are expressed in the satellite's body frame.
The following convention is used to express the attitude using the quaternions. The attitude of a satellite is defined as a rotation from a reference frame (the global frame in this section) to the satellite's body frame. This rotation is fully described by a rotation (of an amount θ e ) around a unit vector n fixed to the satellite's body frame and stationary in the reference frame (Euler axis). 13 The attitude is described in terms of the quaternions as:
This four-element attitude quaternion is non-singular, contains only one redundant parameter, is easily normalized, and has simple rules for successive rotations, therefore making it a good choice to express the attitude of the SPHERES satellites. 12 The remaining of this section shows the implementation of the general EKF equations in Section II for the global estimator.
III.A. Measurement Update Equations
This subsection derives the equations necessary to update the state estimates when the U/S beacons are sampled (the sampling of the gyroscopes is treated later in this section). The expected measurement vector h k , based on the state estimates just prior to the update (x (−) k ), is derived below. Knowing the temperature T inside the ISS (which directly provides the speed of sound), the TOF measurement vector τ k , collected after each beacon ping, can be easily converted to a vector of range measurements z k :
with the adiabatic index α=1.402 and the ideal gas constant R=287.05 J/(kg·K) for air, as well as a room temperature of T =295 K. The vector h k represents the expected distance corresponding to the TOF data collected by each of the 24 U/S receivers given the state estimates. For each measurement i, the corresponding component of the h k vector can be expressed as the following L2-norm:
where ρ
ISS i
is the corresponding receiver (microphone) position vector and
is the corresponding transmitter (beacon) position vector relative to the origin of the global frame defined in figure 3 . The position of a receiver can be converted from the body frame of the satellite to the global frame using the following:
is the position component of the state vector and the rotation matrix θ
is the transpose of the attitude matrix θ(q), which takes the following general form:
and uses the quaternion components of the state vector prior to the update.
From the combination of Eqs. (14) to (16), the following analytical expression for Eq. (5) at time t k for the i th measurement can be derived:
where i is varying from 1 to the number of measurements n k , j is varying from 1 to l and the matrix H k has dimensions n k × l. In Eq. (17), the case where j = 1 : 3 represents the sensitivity of the measurements to variations in the position states, while the case where j = 7 : 10 represents the sensitivity to variations in the attitude states. At this point in the derivation, it is important to introduce a technique that increases the robustness of the algorithm by significantly reducing the chance that the covariance matrix P becomes non-positive definite. As with any KF, it is necessary that the covariance matrix P remains positive definite. However, although the quaternion vector is composed of four elements, only three are independent. The fourth element can be determined at any time from the other three using the unity constraint on the quaternion vector. Hence, one eigenvalue of the P matrix is always identically zero and numerical errors can make it negative. To solve this problem, Lefferts, Markley and Shuster 14 proposed a reduced form of the covariance matrix that takes into account the unity constraint. This technique ensures that no negative eigenvalue is developed as a consequence of one of the quaternions being a deterministic variable. For this estimator, the result is a 12 × 12 covariance matrix instead of 13 × 13. The covariance update equations remain unchanged, other than using the reduced size covariance matrix. Equation (3) can be rewritten as:
where˜indicates the reduced form. Equation (7) can also be rewritten in a similar way:
The following equations are used to transition between the reduced and the expanded form:
where S q (−) k is composed of:
with Ξ (q) taking the following general form:
The derivation of Ξ (q) is omitted here and can be found in Ref. 14. Equation (20) is used to compute the expanded Kalman gain matrix K k needed in Eq. (6), whereas Eq. (21) is used to derive the reduced Jacobian matrixH k from Eq. (5) .
With the derivation of the measurement update equations now complete, the next subsection covers the derivation of the propagation equations, which is the second part of the EKF for the global estimator.
b The covariance associated with a deterministic variable is zero, justifying the singularity in the covariance matrix.
III.B. Dynamics Propagation Equations
Neglecting the rotation of the ISS with respect to the inertial frame, c the following equation can be used to estimate the dynamics expressed in Eq. (8):
To facilitate the implementation of the algorithm in a digital computer, the forward Euler integration approximation is used to express continuous dynamics as discrete in time:
Experimentation has shown that this simple method provides good results, as long as the propagation period ∆t is small. The propagation period ∆t is defined as the time between two updates:
Equation (24) can be used to rewrite Eq. (25) (to first order):
The right side of Eq. (27) is composed of two terms: the propagated states (to first order) with consideration only for the dynamics of the system (I + A k ∆t)x
k , and the state variations caused by firing the thrusters (B k ∆t)u k . The dynamics matrix A k is composed of:
where ω is the angular rate component of the state vector and Ω (ω) has the following general form:
The control input vector elements are defined as the fraction of the propagation period (number between 0 and 1) for which each thruster was turned ON (pulse-width modulation for ON/OFF thrusters):
The matrix B k is composed of:
where m is the mass of the satellite, D is a 3 × N matrix of unit vectors indicating the thrust direction in the body frame, [diag(F )] is a N × N diagonal matrix with the vector of thruster strength F as its diagonal, N is the number of thrusters and θ T (q) is the transpose of the attitude matrix defined in Eq. (16) . Because of the availability of direct, high bandwidth measurements of angular rates, and because of the slow angular rates that each satellite experiences, the angular acceleration produced by the thrusters are not included in the state propagation equation. This is indicated by the zeros in the bottom half of the matrix B k . Although 
As for the covariance matrix, a discretized propagation equation, based on a reduced state transition matrix and a reduced covariance matrix, has been developed in Ref. 14:
where the reduced process noise matrixQ is assumed to be constant. The reduced state transition matrix Φ
with Λ(q) and ℵ(q) being expressed as:
(34)
This reduced state transition matrix was developed for a state vector that includes gyroscope biases instead of angular rates. The model used when deriving Eqs. (33) to (35) is compatible with having angular rates in the state vector instead of gyroscope biases, as long as the propagation period is small. Also, the increase in covariance due to the uncertainty associated with the thruster firings is currently not implemented in Eq. (32).
At this point, all the necessary EKF equations have been derived for the use of the reduced representation of the covariance matrix. The process can be summarized as follows. Starting from a plausible guess of the state estimates with its associated reduced covariance, a set of TOF data are converted to range measurements (Eq. (13)) as soon as it is collected. The expected measurement vector, as well as its Jacobian, are then computed using Eqs. (14) and (17), respectively. The Jacobian is reduced using Eq. (21) and the reduced Kalman gain is computed using Eq. (18). The reduced Kalman gain is used to update the reduced covariance using Eq. (19). The expanded gain can be recovered using Eq. (20), which then allows the states to be updated using Eq. (6). These states are propagated using Eq. (27), while the reduced covariance matrix is propagated using Eq. (32). This process is repeated after the next set of TOF data are collected. The integration of the gyroscope measurements is now covered.
III.C. Gyroscope Measurements Integration
The gyroscopes provide a direct measurement of the angular rates of the satellite. In general, they can be sampled at a very fast rate, greatly improving the attitude estimation bandwidth, especially when thruster commands are not made available to the EKF. The gyroscope data can be integrated into an EKF in many ways. Since gyroscopes do not provide any information about the absolute position of the satellite, it is not necessary to proceed with a full state update every time they are sampled.
Gyroscope measurements are integrated using Eqs. (27) to (29). The three angular rate measurements are used to directly determine the angular rate components ω x , ω y and ω z of the state vector. These components allow to compute Ω(ω), which is then used in the propagation equation through the matrix A. The states are propagated until either a new set of U/S measurements is available or a new angular rate vector is measured from the gyroscopes. Since the gyroscope measurements can be acquired at a much faster rate than the U/S measurements, this process has the advantage of improving the bandwidth of the attitude estimation, as well as the first order approximation made when deriving Eq. (27). Also, for the sake of computational savings, only the angular rate components of the state vector are updated when sampling the gyroscopes, not the covariance matrix. Testing has shown that the performance of the EKF is barely affected by not updating the covariance matrix when integrating gyroscope measurements (the process noise matrix Q handles the problem sufficiently).
Another method for integrating gyroscope measurements is by replacing the angular rate components of the state vector in Eq. (11) by a gyroscope bias vector b, and by using the attitude measurements to estimate the gyroscope biases. The angular rates are obtained by subtracting the estimated bias vector from the gyroscope reading vector µ using a simple equation:
This equation was derived from a gyroscope model proposed by Farrenkopf. 16 The same EKF process, with the exact same equations, can still be used, since they were originally derived for a state vector including gyroscope biases instead of angular rates. However, the process noise matrix Q needs to be tuned because the gyroscope biases are expected to change at a much slower rate than the angular rates themselves.
To increase the convergence rate of the EKF when estimating gyroscope biases, it is possible to use the angular rate in the state vector until the attitude solution converges, and then to replace them by the gyroscope biases. One has to also consider the reliability of the attitude measurement system prior to including the gyroscope biases in the state vector. Experimentation has shown that an error (even temporary) in the attitude measurements can corrupt the gyroscope biases. Consequently the angular rates derived from the gyroscope measurements, which depend on accurate biases, would also be corrupted. Because of the small process noise typically used in the dynamics model of the gyroscope biases, this problem would take a long time to correct itself, with respect to the typical duration of an experiment on SPHERES.
The global state estimator presented in this section is the standard SPHERES estimator using all of the external beacons. It has been used successfully in all ISS test sessions following the shipment to the ISS of the external beacons. The following section derives an estimator providing six DOF state estimation using a single external beacon.
IV. The Single Beacon State Estimator
For the first three test sessions on ISS (May 18, May 20 and August 12, 2006), only one beacon was mounted to the wall. Faced with the challenge of providing six DOF state estimation, while using only a single U/S beacon and three gyroscopes, a simple solution was developed. For the three minute duration of a test, the change in the attitude of the satellite, with respect to the initial attitude, can be adequately determined by integrating the angular rates provided by the gyroscopes, while the position and the velocity can be computed by repetitively determining the location of the external beacon in the satellite's body frame using the TOF data.
Although the resulting location of the external beacon does not yield enough information to get an absolute position, regular sampling of the beacon provides displacement information by subtracting the updated beacon location to the one initially recorded, assuming that the attitude of the satellite is maintained fixed during the experiment (using a high frequency attitude controller). By decoupling attitude and position measurements, the satellite can navigate in all six DOFs for as long as the gyroscope drift remains small (approximately two minutes, enough for a typical SPHERES experiment). This section derives the equations used for the single beacon state estimator.
IV.A. EKF Using a Single Beacon
When only one external beacon is used (either attached on the wall or on another satellite), only six states are observable. They are expressed in the following state vector, representing the relative range r and velocity v of the external beacon in the satellite's body frame:
Unless otherwise specified, the state vector used in Section IV is expressed in the body coordinate frame of the satellite and has l = 6 elements. The measurement update equations, as well as the dynamics propagation equations, are now presented.
IV.A.1. Measurement Update Equations
This subsection presents the equations used in updating the state estimates when U/S measurements are collected. The process is simpler than in Section III.A since no quaternion terms are used in the state vector, removing the need for a reduced covariance matrix. Starting from a plausible guess of the state estimates with their associated covariance, a measurement is processed using Eq. (13) as soon as it is collected. The expected measurement vector, as well as its Jacobian, are then computed using the following equations:
The Kalman gain is directly computed using Eq. (3). It allows an update of the covariance matrix using Eq. (7), as well as the propagation of the state estimates using Eq. (6). The equations used in the state propagation phase are now presented.
IV.A.2. Dynamics Propagation Equations
The states are propagated using Eq. (27) with the matrices A k and B k being composed of:
The minus sign in Eq. (41) is necessary to indicate that an acceleration of the satellite in one direction is in fact interpreted as the beacon accelerating in the opposite direction. The derivative of the covariance is computed using Eqs. (9) and (40), with t = t (+) k . The following approximation is used to propagate the covariance: P (−)
Like with the global estimator, the increase in covariance due to thruster firings is currently not modeled. This completes the necessary equations for the EKF of the single beacon estimator. They all occur in the order presented. This recursive process is repeated every time a new U/S measurement is collected. The next subsection combines the gyroscopes data to extract six DOF navigation information using a single beacon.
IV.B. Six DOF Navigation with a Single Beacon
All states for six DOF navigation can be obtained using the output of the EKF developed in the previous subsection and the gyroscopes. The three translational DOFs (displacement d and velocityḋ) are determined using:
wherer 0 is the initial beacon location in the satellite's body frame. These equations are only true if the satellite holds its attitude. If needed, one can rotater 0 to account for the change of the initial location of the beacon in the body frame caused by attitude slews. The three rotational DOFs (attitude q and angular rate ω) are determined independently of the translational DOFs using measurements from the gyroscopes only. The angular rate is computed using Eq. (36) with fixed gyroscope biases. The attitude quaternions are directly computed using the forward Euler integration:
With the attitude measurement provided by Eq. (45), a high bandwidth attitude controller maintains the attitude of the satellite fixed. Although the telemetry indicates a fixed attitude, the satellite is, in fact, slowly rotating, following any drift the gyroscopes might have since no external measurements are used to correct that drift. Any attitude change caused by the drift of the gyroscope also results in a displacement that is not observable through any of the state variables in Eqs. (43) and (44). This displacement is approximately proportional to the attitude error and the distance to the beacon. Experimentation has shown that integrating the gyroscope data using Eq. (45), without any attitude correction, can lead to an attitude drift of up to 5 deg/min. Although this seems an important drift at first glance, it still shows that decoupling displacement determination from attitude determination, using the method shown in Section IV, yields good results for the purpose of an experiment using the SPHERES facility, which lasts on the order of a few minutes.
This concludes the sections on the theory behind the state estimators used on the SPHERES facility. The following section covers the integration on the SPHERES hardware.
V. Hardware Implementation
A great feature of the SPHERES facility is the flexibility of the interface with the hardware. This was necessary to accommodate investigations on algorithms covering research areas from autonomous docking to formation flight and fault detection, isolation and recovery. This section discusses the implementation of the navigation algorithms on the SPHERES facility, as well as problems encountered and their solution. The different sensors can be sampled following specific sampling patterns or as needed, at rates up to 1 kHz for the INS and 5 Hz for the U/S system. Due to cross talk, a constraint has to be imposed on when the U/S system can be used. It was found that the noise produced by a thruster firing has a U/S component. Therefore, the programmer has to ensure that no thrusters are firing, when the U/S system is sampled, in order to avoid interference with the ping produced by the beacons. Figure 4 illustrates a typical thrust and estimation pattern. The control period is divided into a thrust window and a beacon sampling window. A thrust window is defined as a period of time when the thrusters are allowed to fire. Its duration is adjustable by the programmer. For the example shown in figure 4 , because the thrust window covers only 20% of the control period, the maximum duty cycle is set at 20%. This is plenty for most maneuvers due to the relatively large thrust produced by the thrusters (0.09 N per thruster for a 4.3 kg satellite with a total of 12 thrusters). The satellite requests beacon pings during the beacon sampling windows (between thrust windows), with 200 ms between each consecutive ping cycle. Each vertical arrow in figure 4 represents the start of the sampling cycle of all the beacons (up to nine). Therefore, this timeline shows four complete sampling cycles between each thrust window. If one constrains each sampling cycle to last 200 ms and conducts four such samplings between each thrust window, then the control period that allocates 20% of its time to the thrust window is one second in duration. Of course, this period is user-selectable, subject to these constraints. To speed up the control rate, one could interrogate fewer beacons, do so less often, and allocate less time for thrusting. The INS onboard each satellite consist of three gyroscopes and three accelerometers, aligned with each body axis. They can be sampled at a much higher frequency than the U/S system (up to 1 kHz). Due to the presence of an internal resonance at 338 Hz, the gyroscopes are sampled at 1 kHz and pre-filtered using a low-pass discrete filter with a cutoff frequency set at 50 Hz. The navigation modules can then sub-sample the pre-filtered gyroscope data without aliasing the 338 Hz resonance into the lower frequency data.
V.A. Implementation on the SPHERES Testbed
In the presence of gravity, a one degree inclination between the sensing axis and the horizontal axis is enough to saturate the DC, low-pass accelerometers. This makes them difficult to use in 1-g, as they are very sensitive to any tilt the satellite might have on the air bearing used on the MIT SSL 2-D air table. Therefore, they are yet to be integrated into the navigation modules covered in this paper. A multitude of unexpected problems affected the accuracy and robustness of the state estimates output by the EKF during initial development and testing. The first problem observed was the presence of jumps in the state estimates. This problem occurred in both the global and the relative estimators. Figure 5 shows the results of an experiment, using the single beacon estimator, that was performed with the satellite stationary. The true position of the external beacon was approximately x=0.6 meter, y=-0.9 meter and z=-0.1 meter. The position estimates seem to initially converge to the correct solution. Position errors on the order of 0.2 meter, and velocity errors on the order of 0.2 m/s, can clearly be observed at 9, 15 and 26 seconds. It is interesting to note that the corresponding covariance plot (not shown) does not exhibit any jump, meaning that the filter interpreted the bad measurements as accurate. Analysis of the raw data showed that the problem was caused by outliers in the U/S measurements. The model used in Eq. (2) to derive the general EKF equations assumes that each measurement is approximately normally distributed with zero mean and a covariance R. The presence of outliers contradicts that statement. Because this problem could not be easily addressed by modifying the hardware, it had to be fixed in the software.
V.B. Problems Encountered and their Solution
The first solution was to design a pre-filter, based on heuristic rules, that removes the outliers among the 24 measurements collected for each beacon ping.
1 It follows the principle that it is better to disregard good data than keep bad data. For each beacon ping, at most four measurements, out of a total of 24, are passed to the EKF at the end of the process. However, it requires a fair amount of computational time (up to 17% of the total computational load of the global estimator) and needs to be coded efficiently to avoid looping many times through the same data.
During ISS Test Session 04, other jumps were observed in the state estimates when two satellites were in close proximity. Since no IR noise (known to cause errors) was present in the testing environment, the source of the problem was believed to be multi-path caused by U/S reflection off of the second satellite. This problem led to a second software improvement. It was decided, since the pre-filter could not remove all outliers, to implement a fault detection (FD) technique through analysis of the filter innovation, as described in Section II.D. A fault is detected when the sum of the filter innovations ι coming from a given set of three or four pre-filtered measurements, as shown in Eq. (46), jumps above a given threshold:
where ||·|| 1 indicates the L1-norm. The threshold is determined from data analysis. Following detection, the faulty set of measurements is rejected, a counter is incremented and the EKF returns to nominal operation. If no faults are detected in the next two seconds, the counter is reset and the fault is attributed to temporary measurement errors. If the counter keeps being incremented and reaches a value of 100 (threshold determined through simulations and corresponding to an isolation time of approximately six seconds in the case of hard failures), the fault is attributed to be unknown and action is taken (the satellite is commanded to trigger a collision avoidance maneuver if necessary). This technique was implemented in all experiments using the global estimator. Figure 6 illustrates the total filter innovation from an experiment performed in the ISS on November, 2006. The four faulty measurements are easily distinguished, as they clearly have a combined innovation well above the threshold. Similar results were observed in other experiments. Following the implementation of the pre-filter, together with The second problem to be addressed was an occasional and temporary divergence of the state estimates. It led to collisions on multiple occasions. After a few seconds, the state estimates would converge to reasonable values. A detailed examination of the EKF was performed. This time, the covariance matrix did provide some clues about the source of the problem, as it became non-positive definite just prior to the divergence. More precisely, the source of the problem was found to be the portion of the covariance matrix that describes the uncertainty associated with the quaternions. To solve the problem, the reduced version of the covariance matrix, introduced in Section III.A and proposed by Lefferts, Markley and Shuster, 14 was implemented. This solution significantly increased the robustness of the global estimator at virtually no computational cost. After the implementation of this solution, no temporary divergence of the state estimates was ever observed.
The next step was to correct the variations in the global state estimates during the state update phase of the EKF. Figure 7a shows the results from processing raw data collected with a stationary satellite using a MATLAB R version of the global estimator. It represents a close-up view of the absolute x-position estimate (r x ). The corrections applied tor x during a period of one second are clearly visible. Four beacon sampling cycles are shown. For each cycle, the x-position is corrected five times, every time a set of TOF measurements from one of the five beacons is processed. A close investigation revealed the source of the problem: the fourth beacon was misplaced by about 10 cm from its nominal location. Inputting the correct beacon location led to the results shown in figure 7b, which represents normal and expected variations. The actual estimates changed by more than 2 cm (from ≈1.245 meters to ≈1.219 meters). This new estimate is expected to be more accurate since there is a better agreement between the measurements. A biased beacon location can only be observed when using multiple beacons or when a truth measure is available. Therefore, it was not observed in the state estimates produced by the single beacon estimator. This experiment shows that accurate knowledge of the location of the beacons is essential to obtaining accurate global state estimates. It also suggests that a change in the state estimates that is larger than the U/S resolution, during a single state update cycle, is an indication of a bias in the measurements, which can be caused by a misplaced beacon. beacon, and sub-centimeter precision perpendicular to that direction. The next section presents results from tests performed in the ISS.
VI. ISS Testing Results
The two estimators presented in this paper played a crucial role in the first five SPHERES test sessions performed in the ISS, by providing state estimates for all the experiments requiring positioning information. This section presents test results from experiments in the ISS that validated both state estimators. The single beacon state estimator was validated through a position-hold experiment that used a PD controller.
VI.A. Validation of the Single Beacon Estimator
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Results are shown in figure 8 . The top plot in figure 8 shows the displacement of the satellite with respect to its reference position. The reference coordinate frame is approximately oriented such that the x-axis is collinear with a vector defined from the center of the satellite to the beacon. The drift associated with the gyroscope causes this reference coordinate frame to slowly change its orientation as the gyroscope data are integrated. The second plot shows the velocity. The third plot presents the attitude quaternions obtained by integrating the gyroscope data (as explained below), and the last plot shows the angular rates directly read from the gyroscopes. From time 25 seconds until the end of the test (two more minutes) the satellite actively maintained its attitude and position, as confirmed by all the states in figure 8 remaining constant at zero. The experiment proceeded as follows. The integration of the gyroscopes was initiated as soon as the test was started. The single beacon estimator was initialized after two seconds. A period of 10 seconds was allowed for the estimation algorithm to converge. At time 12 seconds, an estimation of the beacon pointing attitude error was computed and the slew was executed. It took approximately 13 seconds for the satellite to achieve that change of orientation and point at the beacon. This new orientation became the reference orientation for the remainder of the test. At time 25 seconds, the position of the beacon in the satellite coordinate frame was recorded as the reference position. The subsequent displacement shown in the top plot of figure 8 is calculated with respect to that reference position.
This experiment was very successful. During the holding phase, the magnitude of the displacement vector remained within 3 cm for most of the time while the magnitude of the attitude error vector remained within four degrees (except for the first five seconds). Although no truth measures could directly confirm the state estimates shown in figures 8, the video of the experiment showed that the satellite did hold its position and attitude as expected. The state estimates are quite smooth for the duration of the test, with no apparent jumps. The results of this experiment successfully validated the single beacon estimator. Similar performance of the estimator was observed in subsequent experiments.
VI.B. Validation of the Global Estimator
The global estimator was first validated through a series of station keeping experiments, at different locations in the test volume, with one and two satellites. Results showed good initial convergence and good precision of the estimator throughout the test volume. However, some occasional jumps in the state estimates were observed with satellites in close proximity, as mentioned in Section V.B. After implementing the fault detection technique described in Sections II.D and V.B, the global estimator appeared to be much more robust with two satellites flying in close proximity. Its validation was confirmed with the success of a docking experiment involving a global estimator independently running in two different satellites. Figure 9 illustrates state estimates computed by the target satellite. The target was free floating for the first 10 seconds of the experiment to allow the global estimator to converge. For the next 47 seconds, it was commanded to hold its position and keep its docking face oriented toward the chaser. At time 57 seconds, when it detected that the chaser was approaching, it switched modes and started to hold both position and attitude for the remainder of the experiment. Docking occurred at 127 seconds. Figure 6 shows the total filter innovation computed throughout the experiment by the target satellite. Without rejection of the faulty measurements, the state estimates would have been perturbed. This would have, potentially, led to a collision, as in the previous test session. Instead, the state estimates shown in figure 9 are smooth throughout the docking maneuver, even in the presence of measurement errors, therefore validating the global estimator. The results presented in this section are representative of all the experiments performed in the ISS using the global estimator with embedded fault detection capability.
VII. Conclusion
A position and attitude determination system, based on a combination of TOF and gyroscope data, has been developed for an autonomous satellite flying inside the ISS. The equations leading to an EKF have been presented. Two versions of the algorithm have been implemented on the SPHERES facility and were used in multiple formation flight and autonomous docking experiments onboard the ISS between May and November 2006.
During the development of the system, a series of problems with the robustness and the accuracy of the filter were identified, from jumps in the state estimates due to the presence of outliers, to occasional divergence caused by the covariance matrix being driven non-positive definite. These problems were solved by the use of a pre-filter to discard the outliers prior to sending the measurements to the EKF, by using a reduced form for the covariance matrix as proposed by Lefferts, Markley and Shuster, 14 and by using a fault detection technique involving the filter innovation computed when updating the state estimates.
Experimentation has demonstrated that the position and attitude determination system presented in this paper offers the accuracy and robustness necessary to perform complex maneuvers, like autonomous docking and formation flight, using nano-satellites onboard the ISS and in ground laboratories. It is now used on a day-to-day basis on the SPHERES facility at the MIT SSL.
