Monotone dynamical systems with dense periodic points by Lemmens, Bas et al.
ar
X
iv
:1
71
2.
09
22
3v
1 
 [m
ath
.D
S]
  2
6 D
ec
 20
17
Monotone dynamical systems with dense
periodic points
Bas Lemmens∗1, Onno van Gaans†2, and Hent van Imhoff‡3
1School of Mathematics, Statistics & Actuarial Science, University of Kent, Canterbury, CT2 7NX,
United Kingdom
2Mathematical Institute, Leiden University, P.O.Box 9512, 2300 RA Leiden, The Netherlands
3Mathematical Institute, Leiden University, P.O.Box 9512, 2300 RA Leiden, The Netherlands
June 17, 2018
Abstract
In this paper we prove a recent conjecture by M. Hirsch, which says that if (f,Ω) is a discrete time
monotone dynamical system, with f : Ω→ Ω a homeomorphism on an open connected subset of a finite
dimensional vector space, and the periodic points of f are dense in Ω, then f is periodic.
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1 Introduction
The theory of monotone dynamical systems concerns the behaviour of dynamical systems on subsets of
real vector spaces that preserve a partial ordering induced by a cone in the vector space. Pioneering
studies by M.Hirsch [2, 3, 4] and numerous subsequent works, see [1, 4, 6, 7, 9, 11] and the references
therein, showed that under suitable additional conditions the generic behaviour of such dynamical systems
cannot be very complex. Common additional conditions include smoothness conditions on the system
and various strong forms of monotonicity.
In this paper we will consider discrete time dynamical systems (f,Ω), where Ω is an open connected
subset of a finite dimensional real vector space V and f : Ω→ Ω is a homeomorphism which is monotone
with respect to a solid closed cone C ⊆ V : so, f(x) ≤C f(y) whenever x ≤C y and x, y ∈ Ω. For such
discrete dynamical systems the complexity of the generic behaviour is not well understood. Recently,
however, M.Hirsch [5] showed that if the cone C is polyhedral, then the system cannot display chaotic
behaviour in the following sense. He showed that if such a monotone dynamical system (f,Ω) has a dense
set of periodic points in Ω, then f is periodic, that is to say, there exists an integer p ≥ 1 such that
fp(x) = x for all x ∈ Ω. Furthermore, he conjectured that this result holds for general solid closed cones
in finite dimensional vector spaces. The main purpose of this paper is to confirm this conjecture.
As in [5] we will also use the following theorem, which is a direct consequence of Montgomery [8].
Theorem 1.1 (Montgomery). If f : Ω → Ω is a homeomorphism of an open connected subset Ω of a
finite dimensional real vector space V and each x ∈ Ω is a periodic point of f , then f is periodic.
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2 Preliminaries
We begin by recalling some basic terminology. Throughout the paper V will be a finite dimensional real
vector space equipped with the usual norm topology. A cone C ⊆ V is a convex set such that λC ⊆ C for
all λ ≥ 0 and C ∩ −C = {0}. The cone is said to be solid if the interior of C, denoted C◦, is non-empty.
We will only be working with solid closed cones. Given a solid closed cone C, the dual cone of C is given
by C∗ = {ϕ ∈ V ∗ : ϕ(x) ≥ 0 for all x ∈ C}, which is also solid and closed. Let us fix u ∈ C◦. Then the
state space of C is defined by
SC = {ϕ ∈ C
∗ : ϕ(u) = 1},
which is a compact convex set that spans V ∗. We write ∂SC to denote the boundary of SC with respect
to its affine span.
The cone C induces a partial ordering ≤C on V by x ≤C y if y − x ∈ C. We shall write x <C y
if x ≤C y and x 6= y, and write x ≪C y if y − x ∈ C
◦. Given x, z ∈ V we define the order-interval
[x, z]C := {y ∈ V : x ≤C y ≤C z}. Note that if x ≪C z, then [x, z]C is a compact, convex set with
non-empty interior, denoted [x, z]◦C , and [x, z]
◦
C = {y ∈ V : x ≪C y ≪C z}. A map f : Ω → Ω, where
Ω ⊆ V , is said to be monotone (with respect to a cone C), if x ≤C y and x, y ∈ Ω implies f(x) ≤C f(y).
We also use the following basic dynamical systems terminology. We denote a discrete time dynamical
system by a pair (f,Ω), so f : Ω → Ω. We say that x ∈ Ω is a periodic point in (f,Ω) if there exists an
integer p ≥ 1 such that fp(x) = x. The least such p ≥ 1 is called the period of x. A periodic point with
period 1 is called a fixed point. The set of all periodic points of (f,Ω) is denoted Per(f), and the set of
all fixed points of f is denoted Fix(f). A periodic point x ∈ Ω of f with period p is said to be stable if
there exists a neighbourhood U ⊆ Ω of x such that fp(U) ⊆ U .
Lemma 2.1. If (f,Ω) be a monotone dynamical system, where f : Ω → Ω is a homeomorphism and
Per(f) is dense in Ω, then
(i) for each x ∈ Ω there exists y, z ∈ Per(f) such that y ≪C x≪C z.
(ii) each periodic point of f is stable.
Proof. The first assertion follows directly from that fact that (x+C◦)∩Ω and (x−C◦)∩Ω are non-empty
open sets, and Per(f) is dense in Ω.
To prove the second assertion let x be a periodic point of f with period p. Let y, z ∈ Per(f) such that
y ≪C x ≪C z. Suppose that y has period q, and z has period r. Let s be the least common multiple of
q and r. Then
U =
s−1⋂
k=0
[fkp(y), fkp(z)]◦C
is a neighbourhood of x such that fp(U) ⊆ U .
The next proposition is a consequence of [5, Proposition 6]. As the proof in [5] uses advanced results
from algebraic topology, we include a more elementary proof for the reader’s convenience.
Proposition 2.2. Let (f,Ω) be a monotone dynamical system, where f : Ω → Ω is a homeomorphism
and suppose that Per(f) is dense in Ω. If x ∈ Ω, then Per(f) is dense in (x+ ∂C)∩Ω and (x− ∂C)∩Ω.
Proof. We will only give the proof for (x+ ∂C) ∩ Ω and leave the other case, which can be proved in an
analogous way, to the reader. First note that by considering the monotone dynamical system (g,Ω − x),
where g(v) = f(v + x) − x, we may as well assume that x = 0. Now let v ∈ ∂C ∩ Ω and S ⊆ Ω be a
neighbourhood of v. Then, given u ∈ C◦, there exists an ε > 0 such that [v − εu, v + εu]◦C ⊆ S. Now
(v+C◦)∩ [v−εu, v+εu]◦C is an open subset of Ω, and hence contains a periodic point of f , say z. Likewise,
(v−C◦)∩ [v− εu, v+ εu]◦C contains a periodic point of f , say y. So, v− εu≪c y ≪C v ≪C z ≪C v+ εu,
and [y, z]C ⊂ [v − εu, v + εu]
◦
C .
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Let r be the least common multiple of the periods of y and z, and write g = f r. So, y, z ∈ Fix(g).
Now let M be the collection of M ⊆ Fix(g) such that M is totally ≤C-ordered with minM = y and
maxM = z, and order M by inclusion. Then each chain (Mα) in (M,⊆) has an upper bound, namely
∪αMα. Indeed, if a, b ∈ ∪αMα, then there exists an α such that a, b ∈ Mα, and hence either a ≤C b or
b ≤C a, as Mα is totally ≤C-ordered. Thus, by Zorn’s Lemma (M,⊆) has a maximal element, say M .
We claim that M is a connected subset of Ω. To show this we argue by contradiction. So, suppose
that there exist U,W ⊆M non-empty and relatively open such that U ∩W = ∅ andM = U ∪W . We may
as well assume that y ∈ U . Note that both U and W are totally ≤C-ordered. Thus, {xw}, w ∈ (W,),
forms a net, where w1  w2 if w2 ≤C w1 and xw = w for all w ∈ W . Now for each ϕ ∈ SC we have that
{ϕ(xw)} is a decreasing net that is bounded below by ϕ(y), and hence it converges. As SC spans V
∗, we
conclude that {xw} converges to say w
∗ ∈ [y, z]C . As C is closed, we get that w
∗ ≤C w for all w ∈W .
Now let U0 = {u ∈ U : u ≤C w
∗}. Then y ∈ U0 and U0 is totally ≤C-ordered. Thus, {xu}, u ∈ (U0,)
forms a net, where u1  u2 if u1 ≤C u2 and xu = u for all u ∈ U0. As before, {xu}, u ∈ U0, converges to
say u∗ ∈ [y, z]C , and u ≤C u
∗ for all u ∈ U0.
Note that as Fix(g) is closed, w∗ and u∗ are fixed points of g. To derive a contradiction that proves
the claim we distinguish two cases: u∗ 6= w∗ and u∗ = w∗. If u∗ 6= w∗, then u∗ <C w
∗ and u∗ and w∗
are stable fixed points of g by Lemma 2.1(ii). It now follows from [1, Proposition 1] that there exists
η ∈ Fix(g) with u∗ <C η <C w
∗. Note that U ∪W =M implies that η 6∈ M and M ∪ {η} ∈ M, as each
w ∈W satisfies η <C w
∗ ≤C w, each u ∈ U0 satisfies u ≤C u
∗ <C η, and for each u ∈ U \U0 there exists a
w ∈ W with η <C w
∗ ≤C w ≤C u. This, however, contradicts the maximality of M . On the other hand,
if u∗ = w∗, then writing ξ = u∗ = w∗ we see that ξ 6∈ M . Indeed, if ξ ∈M , then either ξ ∈ U or ξ ∈ W ,
which is impossible as ξ ∈ U ∩W , U and W are relatively open, and U ∩W = ∅. As in the previous case,
one can check that M ∪ {ξ} belongs to M, which again contradicts the maximality of M . This shows
that M is connected.
To complete the proof we consider the continuous function h : V → R given by
h(x) = inf
ϕ∈SC
ϕ(x) for x ∈ V.
Recall that 0 ≤C v ≪C z and y ≪C v. So, for each ϕ ∈ SC we have that 0 ≤ ϕ(v) < ϕ(z), which
implies that h(z) > 0, since SC is compact. Moreover, there exists ϕ
∗ ∈ SC such that ϕ
∗(v) = 0, so that
ϕ∗(y) < ϕ∗(v) = 0. This implies that h(y) < 0. Now, as h is continuous and M is connected, h(M) is a
connected subset of R, and hence there exists ζ ∈M such that h(ζ) = 0. It follows that ϕ(ζ) ≥ 0 for all
ϕ ∈ SC , and there exists ϕ
′ ∈ SC such that ϕ
′(ζ) = 0, since SC is compact. Thus, ζ ∈ ∂C∩[y, z]C ⊆ ∂C∩S
and f r(ζ) = g(ζ) = ζ, which completes the proof.
The proof of the main result relies on a couple of geometric lemmas concerning convexity of finite
dimensional solid closed cones. For basic convexity notions we follow the terminology of [10]. Given
x ∈ ∂C we write
ν(x) = {ϕ ∈ ∂SC : ϕ(x) = 0}.
Note that ν(x) = ν(λx) for all λ > 0, and ν(x) is non-empty for each x ∈ ∂C, as each x ∈ ∂C has a
supporting functional.
We will consider ∂SC and ∂C as topological spaces with the induced norm topology from V
∗ and V ,
respectively.
Lemma 2.3. If U ⊆ ∂SC is open, then {x ∈ ∂C : ν(x) ⊆ U} is open.
Proof. Suppose by way of contradiction that there exists z ∈ ∂C with ν(z) ⊆ U and a sequence {zn} in
∂C converging to z with ν(zn) 6⊆ U for all n ≥ 1. Then for each n ≥ 1 there exists a ϕn ∈ ν(zn) with
ϕn 6∈ U . As ∂SC is compact, we may assume after taking a subsequence that {ϕn} converges to ϕ ∈ ∂SC .
Now note that
0 ≤ ϕ(z) ≤ |ϕ(z) − ϕ(zn)|+ |ϕ(zn)− ϕn(zn)| ≤ ‖ϕ‖‖z − zn‖+ ‖ϕ − ϕn‖‖zn‖
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for all n ≥ 1. Since the right-hand side converges to 0 as n →∞, we conclude that ϕ(z) = 0, and hence
ϕ ∈ ν(z) ⊆ U . This is impossible, since {ϕn} converges to ϕ ∈ U , ϕn 6∈ U for all n ≥ 1, and U is open.
Remark 2.4. Note that given U ⊆ ∂SC open, the set {x ∈ ∂C : ν(x) ⊆ U} may be empty. If, however,
ϕ ∈ ∂SC is an exposed point of SC , then by definition there exists y ∈ ∂C such that ϕ(y) = 0 and
ψ(y) > 0 for all ψ 6= ϕ in ∂SC . In that case ν(λy) = {ϕ} for all λ > 0. Thus, for any neighbourhood
U of an exposed point ϕ in ∂SC we know that {x ∈ ∂C : ν(x) ⊆ U} ∩W is non-empty and open, for all
non-empty neighbourhoods W of 0 in V .
By Straszewicz’s Theorem [10, Theorem 18.6] the exposed points of SC are dense in the extreme points
of SC . As SC is the convex hull of its extreme points, SC is also the convex hull of its exposed points.
Let ψ1, . . . , ψd be linearly independent exposed points of SC , where d = dimV
∗ = dimV , and let
K =
{
d∑
i=1
λiψi : λ1, . . . , λd ≥ 0
}
, (2.1)
which is a solid closed cone in V ∗. The dual cone of K is K∗ = {x ∈ V : ψi(x) ≥ 0 for all i = 1, . . . , d},
which is also closed and solid. Furthermore let
ψ =
1
d
d∑
i=1
ψi. (2.2)
Then ψ is a strictly positive functional for K∗, that is to say, ψ(x) > 0 for all x ∈ K∗ \ {0}.
Lemma 2.5. For i = 1, . . . , d there exist neighbourhoods Ui of ψi in ∂SC such that if ϕi ∈ Ui for
i = 1, . . . d, then
(i) ϕ1, . . . , ϕd are linearly independent.
(ii) ψ is a strictly positive functional for the solid closed cone
K ′ = {x ∈ V : ϕi(x) ≥ 0 for all i = 1, . . . , d}.
Proof. The first assertion follows directly from the fact that the set of invertible linear maps L : Rd → V ∗
is open by considering the invertible linear map A : x 7→
∑d
i=1 xiψi for x ∈ R
d.
The second assertion follows from the fact that the map L 7→ L−1 is continuous on the set of invertible
linear maps from Rd onto V ∗. Indeed, consider A as above. Now if ϕ1, . . . , ϕd are linearly independent,
then the linear map B : x 7→
∑d
i=1 xiϕi is invertible. Thus,
‖B−1ψ − (1/d, . . . , 1/d)‖ = ‖B−1ψ −A−1ψ‖ ≤ ‖B−1 −A−1‖‖ψ‖,
implies that (B−1ψ)i > 0 for all i = 1, . . . d, if B
−1 is sufficiently close to A−1. As ψ = B(B−1ψ) =∑d
i=1(B
−1ψ)iϕi, we conclude that ψ(x) =
∑d
i=1(B
−1ψ)iϕi(x) > 0 for all x ∈ K
′ \ {0}, since ϕj(x) > 0
for some j and (B−1ψ)i > 0 for all i.
3 Proof of periodicity: Hirsch’s conjecture
Theorem 3.1. If (f,Ω) is a monotone dynamical system, where f : Ω → Ω is a homeomorphism on an
open connected subset Ω of a finite dimensional real vector space V and Per(f) is dense in Ω, then f is
periodic.
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Proof. By Montgomery’s Theorem 1.1 it suffices to show that each x ∈ Ω is periodic. So let x ∈ Ω. By
considering the dynamical system (g,Ω − x), where g(v) = f(v + x) − x for v ∈ Ω − x, we may as well
assume that x = 0. From Proposition 2.2 we know that the periodic points of f are dense in ∂C ∩Ω and
−∂C ∩ Ω.
Now as above choose ψ1, . . . , ψd linearly independent exposed points of SC , and let ψ =
1
d
∑d
i=1 ψi. By
Lemma 2.5 there exist open neighbourhoods Ui of ψi in ∂SC for i = 1, . . . , d such that if we take ϕi ∈ Ui
for i = 1, . . . , d, then ϕ1, . . . , ϕd are linearly independent, and ψ is a strictly positive functional for the
solid closed cone K ′ = {x ∈ V : ϕi(x) ≥ 0 for all i = 1, . . . , d}.
Lemma 2.3 implies that for each i we have that Wi = {x ∈ ∂C : ν(x) ⊆ Ui} is open in ∂C. It follows
that Wi ∩ Ω and −Wi ∩ Ω are non-empty and open in ∂C ∩ Ω and −∂C ∩ Ω, respectively, as ψi is an
exposed point of ∂SC , see Remark 2.4. As the periodic points of f are dense in −∂C ∩ Ω, there exists a
periodic point xi ∈ −Wi ∩Ω of f with period, say pi, for i = 1, . . . , d. Let ρi ∈ Ui be such that ρi ∈ ν(xi).
So, ρ1, . . . , ρd are linearly independent and ρi(xi) = 0 for i = 1, . . . , d.
Now consider the set S1 = {y ∈ Ω: xi ≤C y for all i = 1, . . . , d}. Then 0 ∈ S1 and for each y ∈ S1
we have that ρi(y) ≥ ρi(xi) = 0 for all i = 1, . . . , d. So y belongs to the solid closed cone K
′
1
= {v ∈
V : ρi(v) ≥ 0 for all i = 1, . . . , d}. Moreover, ψ is a strictly positive functional for K
′
1
.
Likewise, there exist periodic points z1, . . . , zd with zi ∈ Wi ∩ Ω for i = 1, . . . , d. Let qi be the period
of zi, and take σi ∈ ν(zi) ⊆ Ui for all i. Then σ1, . . . , σd are linearly independent and σi(zi) = 0 for all
i. Now consider S2 = {y ∈ Ω: y ≤C zi for all i = 1, . . . , d}. So, 0 ∈ S2 and for each y ∈ S2 we have
that σi(y) ≤ σi(zi) = 0 for all i, and hence y belongs to −K
′
2
, where K ′
2
= {v ∈ V : σi(v) ≥ 0 for all i =
1, . . . , d} is a solid closed cone. Again ψ is a strictly positive linear functional for K ′
2
.
Thus, S1 ∩ S2 ⊆ K
′
1
∩ (−K ′
2
) and 0 ∈ S1 ∩ S2. In fact, we have that S1 ∩ S2 = {0}. Indeed, if
y ∈ S1 ∩ S2, then ψ(y) ≥ 0, as y ∈ K
′
1
. But also ψ(y) ≤ 0, as y ∈ −K ′
2
. Thus ψ(y) = 0, which implies
that y = 0, since ψ is a strictly positive linear functional for K ′
1
.
To complete the proof note that if we let r be the least common multiple of p1, . . . , pd, q1, . . . , qd, then
f r(0) ∈ S1 ∩ S2, as f is monotone. Thus, f
r(0) = 0 and we are done.
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