Abstract. Some three-dimensional analogues of the plane Darboux problems for hyperbolic equations with degeneracy are investigated. In 1954, Protter initiated the study of such threedimensional problems, and it is now well known that for an infinite number of smooth right-hand sides these problems have solutions with a strong power-type singularity on the characteristic cone. This effect appears even for small perturbations of certain C ∞ 0 right-hand sides. Using Friedrichs' theory of symmetric positive operators, we find and investigate a nonlocal problem which is a regularizer, in some sense, of these ill-posed problems.
Introduction.
To set the scene we denote points of R 3 by x = (x 1 , x 2 , t) and put ρ = x 2 1 + x 2 2 , ϕ = arctan (x 2 /x 1 ). Let K : [0, ∞) → R be of class C 1 and such that K(0) = 0, K ′ (0) > 0 with K(t) > 0, and K ′ (t) > 0 if t > 0. Let G be the domain
where d is the (unique) solution of the equation 2 d 0 K(τ )dτ = 1. The boundary of G is ∂G = S 0 ∪ S 1 ∪ S 2 , where S 0 is the disc S 0 = {x : t = 0, 0 ≤ ρ ≤ 1} and
We shall consider the equation Lu := K(t) (u x1x1 + u x2x2 ) − u tt ≡ K(t) ρ −1 (ρu ρ ) ρ + ρ −2 u ϕϕ − u tt = f, (1.1) hyperbolic part and contained a set G ′ in which (1.1) is elliptic. For equation (1.1), which is of changing type in G ∪ G ′ ∪ S 0 , he formulated certain other problems, which are three-dimensional analogues of a plane problem examined by Morawetz [20] and Lax and Phillips [17] .
When equation (1.1) is of changing type, Protter's problem given in Protter [29] was studied by Aziz and Schneider [6] , Bitsadze [7] , Didenko [10] , Salzman and Schneider [31] , Papadakis [21] , and others. Problems P and P * for (1.1) in the domain G were considered by Didenko [10] in the case of the Tricomi equation (in which K(t) ≡ t). In the same case, after the paper of Kan Cher [8] , Popivanov showed in 1986 that the homogeneous Problem P * has infinitely many classical solutions v n (n = 4, 5, ...), where v n (t, ρ, ϕ) = tρ −n ρ 2 − 4t 3 /9 n−4/3 (a n cos nϕ + b n sin nϕ) (1.4) and a n , b n are arbitrary constants. This corresponds to the result of Kwang-Chang [16] for the wave equation and implies that for classical solvability of Problem P an infinite number of conditions of the form f ⊥ v n (n = 4, 5, ...) are necessary.
Some interesting results concerning Protter's problems for equation (1.1), both in changing-type domains and in G, are provided by Sorokina [32, 33] ; we discuss these in section 7. For further work on the problem (1.1), (1.2), see Aldashev [1, 2, 3] , Kan Cher [8] , Popivanov and Schneider [26, 27] , and the references cited in these works.
Popivanov and Schneider [26] proceeded in another way, being interested in the question: why does Problem P not have a classical solution when f = v n (v n as in (1.4))? They introduced a new class of "generalized solutions" of Problem P and proved that some kind of "generalized solution" exists and is unique but that it is unstable and has a very strong singularity on the characteristic cone S 2 . More precisely, they showed that given any ℓ ∈ N, there is a function f ℓ ∈ C ℓ G such that the corresponding "generalized solution" u ℓ ∈ C G S 2 of Problem P exists, is unique, and satisfies the estimate S2,ε |u ℓ | ds ≥ ε −ℓ , 0 < ε < 1, (1.5) where S 2,ε = {x ∈ G : ρ = ε + t 0 K(τ )dτ }. This situation can be interpreted in terms of improperly posed (or ill-posed) problems: we recall that these are problems which fail to have a unique global solution which depends continuously on the data. For investigations of such problems for partial differential equations we refer to the monographs of Payne [22] , Tikhonov and Arsenin [34] , and Lavrentiev, Romanov, and Shishatskii [19] ; the book by Lattès and Lions [18] describes a regularization method for approximating solutions to ill-posed problems. We also refer to the papers by Ames, Levine, and Payne [5] , Ames [4] , as well as to the many references cited in these works; and to Tikhonov and Arsenin [34] for numerous regularization methods.
In Problem P, the position is the following: (i) According to the results of Popivanov and Schneider cited above, there are infinitely many distinct right-hand sides f n (n ∈ N) of (1.1) for which there is a generalized solution with a strong singularity, of at least power-type (see (1.5) ).
(ii) Let u 0 ∈ C ∞ 0 (G) be fixed and suppose that K(t) ≡ t. Then f 0 := Lu 0 ∈ C ∞ 0 (G) and for any right-hand side
there is a generalized solution with a strong singularity (see (1.5) ) and there is no classical solution. This shows that the Problem P for the Tricomi equation is very unstable, even though f 0 ∈ C ∞ 0 (G), because a small perturbation (1.6) in an infinite number of directions has such a strong effect.
With this in mind, and having regard to the work on ill-posed problems which was mentioned earlier, it is appropriate to consider a new problem which regularizes Protter's problem. This new problem should be such that its solutions are free of the singularity, typified by (1.5), which appears on the characteristic cone S 2 . This suggests connecting points from G with ones on the cone S 2 , and so to investigate Problems P and P * we introduce a new, nonlocal problem. Let α be a small positive parameter. Given any t 0 , ρ 0 and with C = { t 0 + αρ 0 / (α + 1)} ρ α 0 , let (p α (t 0 , ρ) , q α (t 0 , ρ 0 )) be the point of intersection of the curves
Problem A. Is there a solution ω(t, ρ, ϕ) of the equation
in G which satisfies the boundary conditions (1.2), i.e., ω = 0 on S 0 ∪ S 1 ? Equation (1.7) is nonlocal because it involves points with coordinates (t, ρ, ϕ) and (p α (t, ρ) , q α (t, ρ) , ϕ) . We remark here merely that in our nonlocal Problem A, in the additional term
of (1.7), the point (p α , q α , ϕ) lies just on the characteristic cone S 2 , where the big singularity shown by (1.5) appears in the "generalized solution" of the original Problem P. The derivative ω ϕϕ is tangential to S 2 at that point. Unlike [26] , where the "generalized solution" belongs to a weighted space of smooth functions, we work here in a weighted Sobolev space. Following the work of Morawetz [20] and Lax and Phillips [17] in the two-dimensional case and Sorokina [32] in the multidimensional case, we introduce the weighted Sobolev space
(The weight in Sorokina [33] is different.) In this space we establish existence, uniqueness, and an a priori estimate of a generalized solution of Problem A for every f ∈ L 2 (G). We also prove the infinite smoothness of the solution with respect to ϕ. We remark that analogous results were given, without proofs, for the Tricomi equation in G in Popivanov [25] and concerning the wave equation in Popivanov [24] .
What is the connection between Problems P and A? We note that Garabedian [15] proved uniqueness of a classical solution of Problem P for the wave equation; an analogous result for the equation (1.1) follows from [26] . But in both cases we do not know whether or not the unique solution depends continuously on f. Following Didenko [11] , we investigate another problem.
Problem P ϕ . Is there a solution u of Problem P which satisfies the extra condition ∂u/∂ϕ = 0 on S 2 ?
We prove that its solution u f (when it exists) coincides with the solution ω f of the Problem A, i.e., u f ≡ ω f . Accordingly we can say that Problem A is a "nonlocal regularizer" of the strongly over-determined Problems P ϕ and P. Using the results about Problem A we prove that the solution u f of Problem P ϕ depends continuously on f . For the adjoint Problem P * (with dim KerP * = ∞) we find some additional conditions, under which we prove the uniqueness of solutions in W 1 2 (G). The plan of the paper is simple. Influenced by the works of Friedrichs [14] , Morawetz [20] , Lax and Phillips [17] , and Sorokina [32] , we investigate in section 2 a system of partial differential equations which is connected with Problem P and formulate corresponding boundary-value problems. In section 3 we examine the problem of coincidence of weak and strong solutions of these problems; sections 4, 5, and 6 are concerned with the proof of the existence, uniqueness, and smoothness (in ϕ) of the generalized solution of Problem A. The final section, section 7, deals with the connection between Problems P, P * , and the nonlocal Problem A. It is shown that, under appropriate conditions on f, the solutions of Problem P coincide with those of Problem A.
2. Investigation of a related system of equations. Given a vector-valued functionû = (u 1 , u 2 , u 3 ) we introduce the formal notation
and the derivatives
where a = a(t, ρ, ϕ) is a function to be chosen later. In matrix form this becomeŝ
wheref 1 = (f, 0, 0). We shall see that the equation (1.1) and the system (2.3) are not equivalent. In addition, for (2.3) we have a new characteristic, S 0 ; thus all the boundary surfaces S 0 , S 1 , and S 2 are characteristics. To use the Friedrichs [14] theory of positive systems we reduce (2.3) to symmetric form by left multiplication by
This gives the symmetric system
where
We observe that det Λ = ρ 2 − Ka 2 ; this leads us to impose the following condition on the function a : ρ − a K(t) > 0 in G. Following the notation of Friedrichs we have û,Lû
here the boundary matrix β is given by β(x) = 3 j=1 n j (x)Λ(x)A j (x), where n(x) = (n 1 (x), n 2 (x), n 3 (x)) is the unit exterior normal vector at x ∈ ∂G, and the matrix κ is defined by
In the paper Friedrichs [14] , the matrix corresponding to our matrix κ is positive in G. To fit in with this we work in a suitably weighted Sobolev space and choose
where d > 0 is a parameter, as in Sorokina [32] . With this choice we havê
This leads us to impose the following two conditions on α :
It easy to see that near the point (0, 0, 0) the condition (E1) is equivalent to 0 < α < 2/3. Note that (E1) and (E2) are satisfied for every sufficiently small α > 0. For example, if K(t) = t, then they hold if 0 < α < 2/ 3 +
3

√
6 . According to the Friedrichs theory, the boundary conditions
are admissible forL. The adjoint boundary conditions are
and these are admissible for the adjoint operatorL * . Following the work of Morawetz [20] and Lax and Phillips [17] in the two-dimensional case and Sorokina [32] in the multidimensional case, we introduce the weighted Lebesgue spaces
where r = ρ 2 + t 2 . By (·, ·) we shall mean the inner product in L 2 (G), and · will stand for the corresponding norm.
for everyv ∈ C 1 G which satisfies the adjoint boundary conditions (2.11) and vanishes in some neighborhood of the point (0, 0, 0). DEFINITION 2.2. A functionû ∈ H * (G) is called a strong solution of the problem (2.5), (2.10) if, and only if, there are functionsû m ∈ C 1 G (m ∈ N) each of which satisfies the boundary conditions (2.10) and vanishes in some neighborhood of (0, 0, 0) such that
From the Friedrichs theory and (2.9), standard procedures now show that the following theorem holds. THEOREM 2.3. Let α > 0 be so small that (E1) and (E2) hold. Then for anŷ f ∈ H * (G), there exists a weak solutionû ∈ H * (G) of the problem (2.5), (2.10). If there is a strong solution, it is unique and satisfies the a priori estimate
where C α is a constant which does not depend onû.
Every strong solution of (2.5), (2.10) is a weak solution. However, we also have the following theorem. THEOREM 2.4. Every weak solution is a strong solution.
From this result (to be proved in the next section) and Theorem 2.3 it follows that given anyf ∈ H * (G), there are a unique weak solution and a unique strong solution, which coincide.
Proof of Theorem 2.4.
Proof. By partition of the unity argument it is enough to show that if the support of a weak solutionû is concentrated in a small neighborhood of an arbitrary point of G, then it is a strong solution; that is, there are functionsû m ∈ C 1 G satisfying the conditions of Definition 2.2. Far from (0, 0, 0), the L 2 -norm and the norms on H * (G) and H * (G) are equivalent. The point (0, 0, 0) requires separate treatment. For each other point in G we use the method of mollifiers developed by Friedrichs [13] , Lax and Phillips [17] , Peyser [23] , Rauch [30] , and others. After suitable change of variables we look for an integral operator R ε , which depends on a parameter ε = (ε 1 , ε 2 , ε 3 ) , such that R εû satisfies the boundary conditions (2.10), and with an adjoint R * ε such that R * εv satisfies the adjoint boundary conditions (2.11) for every pair of functions u, v ∈ L 2 (G) with support in a small neighborhood of the point considered. The most difficult problem usually is to prove L R εû −f → 0 when ε → 0 in a special way.
We prove here local coincidence only in the case when the support of the solution lies in a small neighborhood of some point of S 0 ∩ S 1 . For the other cases we refer to Lax and Phillips [17] , Peyser [23] , Rauch [30] , and Popivanov [24] for indications of how to proceed.
Let P 0 ∈ S 0 ∩S 1 and suppose that u ∈ L 2 (G) is a weak solution x of the boundary value problem (2.5), (2.10) with u = 0 in some neighborhood of S 2 . Because the surface S 2 is not C 2 near P 0 , we work with the variables (t, ρ, ϕ). Note that the system (2.5) in variables
and that the boundary conditions (2.10) become
To diagonalize the matrix A t we multiply the system (3.4) by the matrix F 2 ∈ C 1 (supp u), where
This gives the system
the boundary conditions (3.5) remain the same. The new adjoint conditions are
We define approximating functions by
where 0 < ε 1 ≤ ε 2 ≤ ε 3 and E is an appropriate constant. The functions (3.9) satisfy the boundary conditions (3.5) on t = 0, while the functions R * ε v satisfy the adjoint boundary conditions (3.8) on t = 0. On the surface S 1 we have
and we have to prove only the convergence (3.1). Using the representation (3.2) we must deal with the problems of convergence of the terms involving (a) ∂/∂t, (b)
It is easy to handle problem (a) because after the transformation (3.6), A t depends only on t, and not on ρ or ϕ; we have estimates such as
The most interesting is problem (b), that is, to establish the convergence in L 2 (D) as ε → 0 of the expression
where a 1 (t, ρ) = ρK(t)/a(t, ρ). We remark that S 1 is a characteristic surface and that we have some components which are simultaneously "free" for both the boundary and the adjoint boundary conditions. This fact is crucial and explains why we can choose the kernel of the mollifier in such a way that J 1 and J 3 depend in the same way on ρ.
Note that for any constant c and any w ∈ L 2 (D) with w = 0 in R 3 \D,
as ε 1 → 0. In our case, we have
→ 0 (3.14)
as ε 1 → 0, ε 2 and ε 3 being fixed. In a similar way we find, using (3.13), that
as ε 1 → 0, ε 2 and ε 3 being fixed. We also have that
as ε 1 → 0, ε 2 → 0 with 0 < ε 1 ≤ ε 2 , and with ε 3 being fixed, since
This completes the discussion of problem (b). Problems (c) and (d), involving A ϕ 2 and B 2 (see (3.2), (3.7)), are handled in a standard way. The investigation in a neighborhood of a point from S 0 ∩ S 1 is finished. To deal with the point (0, 0, 0) we follow the Lax-Phillips scheme [17] for the two-dimensional problem, but with some changes. We use a cut-off function ψ ∈ C ∞ (R), with ψ(s) = 0 for s ≤ 1 and ψ(s) = 1 for s ≥ 2, and for each m ∈ N define ψ m ∈ C ∞ G by ψ m (t, ρ) = ψ m ρ + t 3/2 . Note that the functionû m := ψ mû is a weak solution of the system
To finish the proof of Theorem 2.4 we need the next lemma, which follows in a standard way, using the fact that on suppψ ′ , we have ρ ≤ 2/m and t ≤ 2/m 2/3 .
The proof of Theorem 2.4 is complete. THEOREM 3.2. Letf ∈ H * (G) and suppose thatû ∈ H * (G) is a weak solution of the boundary-value problem (2.5), (2.10). Then it is a strong solution, it is unique, and it satisfies the a priori estimate
Proof. We wish to use Theorems 2.3 and 2.4. For a weak solutionû from Theorem 2.3 and for each m ∈ N define functionsû m = ψ mû as above. We know thatû m = 0 in G∩ ρ + t 3/2 ≤ m −1 . From the results above it follows that far from (0, 0, 0) every weak solution is a strong solution. Butû m satisfies this condition. In view of this and Lemma 3.1 the proof is complete.
The nonlocal
, and in some neighborhood of (0, 0, 0)}, the equality
holds.
Remark. The trace in (4.1) exists because p α , q α ∈ C 1 (G) (see section 7). THEOREM 4.2. Suppose that the parameter α > 0 is so small that conditions (E1) and (E2) are satisfied. Then for any f ∈ L 2 (G), there is a generalized solution of Problem A.
Proof. Let f ∈ L 2 (G); thenf = (−x 1 f, −x 2 f, α(ρ + t)f ) ∈ H * (G). By Theorem 2.3, there exists a weak solutionû = (u 1 , u 2 , u 3 ) ∈ H * (G) of the problem (2.5), (2.10); by Theorem 2.4, it is a strong solution. Hence there are functionsû m = (u m1 , u m2 , u m3 ) ∈ C 1 G (m ∈ N) such that Recalling thatL = ΛL 0 we put u mρ = ( Since det Λ = ρ 2 − a 2 K ≥ c ρ 2 + t 3 in G, c > 0, the second part of (4.4) gives
Now we define functions ω m ∈ C 1 G by
In view of (4.4), there is a function ω ∈ L 2 (G) such that
and ω t = u 3 ∈ L 2 (G). From the boundary conditions (2.10) and from (4.7), for every δ > 0 we obtain
where G δ is the set of all those points of G with ρ > δ. Hence
The function ω satisfies the required boundary conditions (1.2) on S 0 ∪ S 1 . Thus ω satisfies conditions (a) and (c) of Definition 4.1.
We can now turn to the derivative with respect to ϕ. Put
Use of the equations in system (2.2) and notation (4.5) shows that Q m satisfies a ρ
To integrate (4.12) we observe that a = α(ρ + t), make the change of variables ξ = (t + αρ/(α + 1))ρ α , s = ρ, and write
with similar definition for G m . From (4.12) we have
We choose s (ξ 0 ) to be the ρ-coordinate of the point of intersection of S 2 and the curve ξ = ξ 0 . Since u mϕ (ξ, s(ξ), ϕ) = 0, by (4.3), then
and we finally have 
s, s, ϕ ds can be split into two parts, by (4.12). For these we have the following estimates: for every δ > 0,
as m → ∞; here G δ is the set of all those points of G with t > δ. To prove this we need the properties of w m2 and w m3 given by (4.6) and (4.7), together with the fact that if some characteristic of the first-order partial differential equation (4.12) starts from a point on S 2 far from (0, 0, 0), then it will remain far from (0, 0, 0) at all times, so we have some uniformity. It should also be observed that the weight t in the estimate (4.6) for w m2 causes no difficulty in our case, because starting from a point in G we integrate along a curve through this point which goes to S 2 but remains away from t = 0. These considerations enable us to prove that for all ψ ∈ C ∞ 0 (G),
, and the proof that ω satisfies condition (b) of Definition 4.1 is complete.
As for condition (d), let v ∈ C 1 (G) be such that ∂v ∂ϕ ∈ C 1 (G) and v vanishes on S 2 and in some neighborhood of S 0 . Then from (4.5), (4.6), and (4.7) it follows that 5. Uniqueness of the generalized solution. THEOREM 5.1. Let f ∈ L 2 (G) and suppose that the positive parameter α is so small that it satisfies conditions (E1) and (E2). Then Problem A has at most one generalized solution, and there is a constant C such that if ω is a generalized solution it satisfies the a priori estimate
where we recall that · stands for · L 2 (G) .
Proof. Suppose that ω is a generalized solution of Problem A. Put
We claim that the following result holds.
LEMMA 5.2. The functionû = (u 1 , u 2 , u 3 ) is a weak solution of problem (2.5), (2.10) for the functionf = (−x 1 f, −x 2 f, α(ρ + t)f ) ∈ H * (G). Assuming this for the moment, it follows from Theorem 3.2 thatû is a strong solution of (2.5), (2.10) , that it is unique, and that it satisfies the inequality (2.5), which in the notation (5.2) means
Since ω = 0 on S 0 and ω = t 0 ω t (τ, ρ, ϕ)dτ, the a priori estimate (5.1) follows. To conclude the proof of Theorem 5.1 we establish Lemma 5.2. From (4.2) it follows that if w 1 ∈ C * , i.e., w 1 ∈ C 1 (G), w 1 is zero on S 0 ∪ S 2 and in a neighborhood of (0, 0, 0), then (with (·, ·) denoting the inner product in L 2 (G))
If w 3 ∈ C 2 G is zero on S 2 and in a neighborhood of (0, 0, 0), then plainly
If w 2 ∈ C 2 G is zero on S 1 and in a neighborhood of S 0 , then we claim that
To verify this, observe that we may approximate the function ω(t, ρ, ϕ) by smooth functions ω m (t, ρ, ϕ) in W 
It is easy to check in that case that for every functionŵ = (w 1 , w 2 , w 3 ) such that ŵ ∈ C 2 G ,ŵ = 0 in a neighborhood of (0, 0, 0),
Recalling thatL = ΛL 0 , we are led to solve the equationŵ = Λ * v . This gives
It is easy to see that for everyv ∈ C 2 G which satisfies conditions (2.11) and the additional conditions
the corresponding functionŵ given by (5.9) satisfies (5.8), and so the equality
holds for all such functionsv. Some density arguments remove the additional conditions (5.10) and thus show thatû is a weak solution of problem (2.5), (2.10). The proof of Lemma 5.2 is complete.
Smoothness of the generalized solution.
The matter investigated here is the smoothness with respect to ϕ of the generalized solution of the nonlocal Problem A. We begin with the following lemma.
LEMMA 6.1. Suppose that the function ω satisfies all conditions from Definition 4.1, except that the equality (4.2) holds only for all functions v ∈ C ∞ 0 (G). Then ω is a generalized solution of Problem A.
We omit this proof, because we shall not use this fact here. THEOREM 6.2. Suppose that the positive parameter α satisfies (E1) and (E2), and let f ∈ L 2 (G) be such that
Then there is a unique generalized solution ω of Problem A for which
. Let u be a generalized solution of Problem A, with f = ∂g/∂ϕ; Theorem 4.2 ensures that such a solution exists. Then u, ∂u/∂t, √ r∂u/∂ρ,
for all v ∈ C * . We have also in each set G δ = G ∩ {ρ > δ} an approximation sequence
Put u 1 (t, ρ, ϕ) = 2π 0 u(t, ρ, ϕ)dϕ; then we have
Moreover, u 1 = 0 on S 0 ∪ S 1 . Let v 1 ∈ C * be independent of ϕ. Then from (6.3) we have
vdϕ; then (6.5) holds for this v 1 and we have
for all v ∈ C * . This shows that u 1 is a generalized solution of Problem A with f = 0. From the uniqueness part of Theorem 5.1 we have
Since u 1 = 0 in G, this function has a generalized ϕ-derivative ∂y ∂ϕ = u, and by (6.3),
, there is a generalized solution ω of Problem A with f = g; for this solution (6.8) is also satisfied. With z = ω − y we then have
can be substituted in (6.9), giving
It follows from Theorem 5.1 that (6.12) that is, ω ϕ = u in G. The properties of the generalized solutions ω and u now lead to the conclusion of the theorem, once the estimate
has been established. To do this we use the fact that ω = 0 in S 0 and the following lemma.
LEMMA 6.3. For every w ∈ L 2 (G),
The proof of Theorem 6.2 is complete.
7. Local and nonlocal problems, and their connection. We investigate here the connection between solutions of Problem P and those of Problem A. 
holds for all v ∈ C * . We shall also consider the following problem. Problem P ϕ . Is there a generalized solution of Problem P which satisfies the extra condition u ϕ = 0 on S 2 in a weak sense, (7.2) that is, S2 uv ϕ ds = 0 for all v ∈ C ∞ 0 (S 2 )? For the Tricomi equation, Problem P ϕ was formulated by Didenko [11] . Denote by H the set of all f ∈ L 2 (G) for which there exists a generalized solution u f of Problem P; denote by H ϕ the subspace of functions f ∈ H for which the solution u f satisfies (7.2). We know that in the case of the Tricomi equation, where
since all the functions v n given in (1.4) are orthogonal to H.
Remark. Sorokina [33] studied a variant of Problem P ϕ : she called a function u ∈W 1 2 (G) a "generalized solution" of this problem if, and only if, u is a solution of equation (1.1) in the sense of distributions (that is, (7.1) holds for every v ∈ C ∞ 0 (G)), u = 0 on S 0 , u ϕ = 0 on S 2 , and u ν = 0 on S 1 in a weak sense, where u ν = K(n 1 u x1 + n 2 u x2 ) − n 3 u x3 is the conormal derivative. Theorem 2 of Sorokina [33] states that given any f ∈ L 2 (G), there is a "generalized solution" of the problem, and any such solution is a strong solution. This result seems to us to be incorrect: the problem as formulated in Sorokina [33] appears to be strongly over determined (compare with (7.3) and Lemma 6.1).
We shall examine the uniqueness and continuous dependence on the data of solutions of Problem P ϕ . The nonlocal Problem A will give some information about this. THEOREM 7.2. Let u ∈W 1 2 (G) be a generalized solution of Problem P ϕ . Then it is also a generalized solution of Problem A and so is unique and satisfies the a priori estimate
Proof. Let v ∈ C 2 G be zero in some neighborhoods of S 1 ∩ S 2 , S 0 ∩ S 1 , and (0, 0, 0); suppose that α > 0 is so small that conditions (E1) and (E2) hold. We investigate the nonlocal term in the integral equality (4.2):
u(s)w ϕ (s)ds (7.5) for some w ∈ C 
is a solution of the equation
this exists because F (t) > 0 for t > 0 and F (0) = 0. Then
We note here that 0 < p α (t 0 , ρ 0 ) < d; more precisely, the curve t = Cρ −α − αρ/(α + 1) crosses every characteristic ρ = β − t 0 K(τ )dτ at least once, because at the common point (t 0 , ρ 0 ) we have
Let us denote by (t, ψ 1 (t)) and (t, ψ 2 (t)) , ψ 1 (t) < ψ 2 (t), the points of intersection of the curve t = Cρ −α − αρ/(α + 1) and ∂G. We note here that
, where ψ 2 (t ′ ) = 1. Then the function w(t, ϕ) in (7.5) will be given by
In view of condition (7.2) it follows that for every function v such that w ∈ C ∞ 0 (S 2 ) , we have I(v) = 0. Thus I(v) = 0 for every v ∈ C * . Comparison of (4.2) and (7.1) now shows that u is a generalized solution of Problem A. The rest of the proof now follows from Theorem 5.1. COROLLARY 7.3. If f ∈ H ϕ , then a generalized solution u f of Problem P ϕ exists and coincides with the generalized solution ω f of Problem A. Theorems 6.2 and 7.2 also give information about the smoothness, with respect to ϕ, of generalized solutions of Problem P ϕ . COROLLARY 7.4. If f ∈ H ϕ and ∂ k f /∂ϕ k ∈ L 2 (G) for k = 0, ..., l, then the conclusions of Theorem 6.2 hold for a generalized solution u f of Problem P ϕ .
Of course, for f ∈ H\H ϕ a generalized solution of Problem P need not coincide with the generalized solution ω f of Problem A; and if f ∈ L 2 (G)\H, there is no generalized solution of Problem P. Thus the nonlocal Problem A (for which Theorem 6.2 holds, ensuring uniqueness, existence, and differentiability with respect to ϕ) is, so to speak, a "regular continuation" of the strongly over determined Problem P ϕ when f ∈ L 2 (G)\H ϕ . In this sense, we may regard Problem A to be a "nonlocal regularization" of Problems P and P ϕ . All this suggests the following procedure for tackling the ill-posed Problem P. For the given function f ∈ L 2 (G) we first try to solve the nonlocal Problem A. To do that, it is possible first to find the solutionû = (u 1 , u 2 , u 3 ) of the local problem (2.5), (2.10) for the corresponding system of partial differential equations and then to find a solution ω f of Problem A by integration of u 3 (t, ρ, ϕ). Then we check the value of the derivative (ω f ) ϕϕ on the characteristic cone S 2 and if that value is very small, we might conclude that the solution u f of the Problem P exists and is very close to the function ω f already found.
Remark. Note that Eskin and Vishik solved the strongly overdetermined Cauchy problem for the Poisson equation ∆ n u = f (see Eskin [12] ) by changing the equation to
where G(v) is some potential with unknown density v which depends only on (n − 1) variables. They established existence and uniqueness results about the pair of functions (u, v); the addition of the potential G(v) removed the overdeterminacy. In our approach we change equation (1.1) to (1.7), but our additional term depends only on the function ω, not on some new function.
We now return to Problem P * , the homogeneous form of which has an infinite number of classical solutions. By introduction of additional conditions we seek to eliminate this nonuniqueness, and formulate the following nonlocal problem. ProblemP * . Is there a solution of the equation
which satisfies the boundary condition (1.3) and the additional nonlocal condition
where τ (t, ρ) = F (t)ρ −α − αρ/(α + 1) (see (7.5 ) and (7.6) above)? The integration is over the intersection of G and the curve (t + α α+1 ρ)ρ α = constant, and it is assumed that the parameter α (> 0) satisfied conditions (E1) and (E2).
We must, of course, make precise the notion of a solution with which we shall be dealing. This leads to the following definition. for all u ∈ C L .
Proof. Suppose that v satisfies (7.11), and let u ∈ C L be zero in some neighborhood of S 1 ∩ S 2 . Let ψ ∈ C ∞ (R) be such that ψ ( and by Hardy's inequality we see that the first term converges to zero. From this and (7.12) it follows that (7.9) holds, from which and (7.11) we obtain (7.10). Thus v is a generalized solution of ProblemP * . The converse is immediate. THEOREM 7.7. ProblemP * has at most one generalized solution. Proof. By Theorem 7.6, it is enough to prove that there is at most one generalized solution of the problem adjoint to Problem A. To do this, suppose that v ∈W for every w ∈ C * . We wish to put w = v in (7.13). To justify this we use the function ψ employed in the proof of Theorem 7.6. Then (7.13) holds with w = ψ(ρm)v, and so where G m = G ∩ (t, ρ, ϕ) : ρ ≤ 2m −1 . Thus (7.11) with g = 0 and u = w and (7.13) with w = v show that v = 0 in G, and the proof is complete.
We conjecture that for any g ∈W Lω − K(t)ρ −2 ω ϕϕ (p α (t, ρ), q α (t, ρ), ϕ) , v = (ω, g) (7.14)
holds for every ω ∈ C L ∩ C 2 G . THEOREM 7.9. This follows from the a priori estimate (5.1), that is,
Remark. Some other additional conditions relating to Problem P * for the wave equation (instead of equation (1.1)) were formulated by Kan Cher [9] . These conditions concern the boundedness of some integrals of Fourier-coefficients of solutions of Problem P * .
