Social networks have shown increasing popularity in real-world applications. Community detection is one of the fundamental problems. In this paper, we study how to partition the social networks into communities from a novel perspective. We define the mutual closeness and strangeness between each vertex pairs, and formulate our problem as a semidefinite program considering both the tightness of the same community and the looseness across different communities. Two NP-hard issues are addressed. One is to partition the social networks into communities through maximizing the tightness within the same community and the looseness between different communities. In the other issue, we take community volume into consideration such that the obtained communities have similar sizes. We give the mathematical models and the objective functions, and then analyze the performance bounds of the proposed algorithms. At last, we validate our method's effectiveness by comparing them with a highly effective existing partitioning method on real-world and artificial data sets.
I. INTRODUCTION
Many social networks demonstrate the property of community structure. That is, they can be divided into subsets of vertices within which the vertex-vertex are dense, but between which the connections and sparser [1] , and these subsets are called communities. Typically, since a member in a community have more interactions with the other members in the same community than that with the remainder of the network, members in a same community usually share many common things like hobbies, age, location, etc. It is shown that community detection are not only of particular importance but also have immediate applications in real-world life. For instance, detecting communities in social networks often leads to more precise targeting and better marketing results, thus enhances the accuracy of placing advertise or deploying viral marketing strategies [3] . For another example, detecting communities from collaboration networks may reveal scientific activities as well as evolution and development of different research fields [4] . Community detection is also important in big social data processing. In nowadays, the data handled by on-line social networking sites like Facebook, LinkedIn etc. is extremely large, and multiple machines have to be used to store the social network data. However, the communication cost between one machine to another is expensive. Efficiently partitioning large-scale social networks into communities, and storing the data of the individuals in the same community from the same domain on the same machine can significantly reduce the number of communication requests between different machines, and thus enhance the system performance.
Community detection has attracted extensive attentions from researchers. To address it, a number of algorithms have been proposed, which can be classified into two types, one only considers the network topology, and the other incorporates vertex attributes. The former type of algorithms includes agglomerative methods [5] , [7] , divisive algorithms [1] , Louvain algorithm [14] , clique percolation [22] , and link communities [2] , etc. The latter type includes random walks approach [26] , SA-Cluster [27] , and CoPaM (Cohesive Pattern Miner) [28] , etc.
In general, there are two kinds of scores to measure the quality of a detected community, the first kind can be called as multiple-criterion scores which considers more than one factors like Conductance [29] , Internal density [30] , ODF (Out Degree Fraction) [31] , etc. The other kind is referred as single-criterion scores, like modularity [5] , [11] . Several community partitioning algorithms such as spectral clustering [9] , simulated annealing [10] or extremal optimization [12] have been proposed to solely maximize modularity.
In this paper, to investigate the community structure more accurately, we take consideration the mutual relationships between vertex pairs in a social network. For each pair of vertices, we explore useful information from the intrinsic structure between them, and assign corresponding weight between them. To evaluate our algorithms, we adopt multiplecriterion scores to measure the qualities of obtained communities, since single-criterion scores are not as accurate as multiple-criterion scores [26] .
Our contributions are as follows: 1) We address community partitioning based on a concept called Vertex Pair Closeness (VPC). A VPC w i,j quantizes the mutual relationship between vertex pair i and j. We propose a new calculation method for it. For each vertex pair, different from Yan's work which only considered the number of their common neighbors [16] , our VPC also considers the number of paths between the vertex pair which are within T (a predetermined threshold) hops. Based on VPC, we propose tightness of a community, and looseness between this community and other communities, which are considered together to achieve high community detection accuracy. 2) Adopting the VPC, we formulate community partitioning problem as a Semidefinite program, in which we maintain the tightness of a community and the looseness between communities. Our work is the first attempt to partition social networks into communities using Semidefinite programming considering the mutual relationships between vertex pairs. Since in reality large-scale social networks are often stored in multiple machines with similar storages, we not only study how to obtained ''best'' community partitioning, but also study the method of partitioning social networks into communities with similar sizes. 3) We give the bounds of our proposed algorithms. Through simulation, we evaluate the real performances of our algorithms by comparing them to the most popular partitioning methods on both real-world and artificial data sets.
II. RELATED WORKS
In this section, we introduce several works on community detection. The most popular algorithm called GN on hierarchical category was proposed by Girvan and Newman [1] , which is a milestone in community detection. In [1] , the authors adopted the concept of edge betweenness introduced by Anthonisse [6] , which is the number of shortest paths between all vertex pairs that run through the edge. This method iteratively removes the highest betweenness edge that has not been removed and works well on real-world networks. Later, Newman in [5] proposed a faster hierarchical algorithm, called NM on a sparse network. It starts with a state in which each vertex is a single community. Then, the pair of communities, whose merger can result in the greatest increase in modularity Q, are selected at each step to be merged. Intuitively, higher modularity means higher quality of community partition. After Newman [5] , a faster version CNM was found in [9] . It is known that GN and NM have a resolution limit, failing to find communities with sizes smaller than a certain value [8] , i.e., they favor larger communities. Then a large number of work has been done to improve them. For example, some attempts try to strike a balance between the community size and the gain in the modularity [12] . Another Modularity-based greedy algorithm, called Louvain method, is proposed in [14] . It consists of two phases: 1) search for ''small'' communities by optimizing modularity locally.
2) Aggregate vertices in the same community and build a new network whose vertices are the communities found at the previous phases. The two phases are repeated iteratively until the modularity reaches its maximum. Newman et al. in [10] used the eigenvectors of the adjacency matrix for community detection, and the change of representation induced by eigenvectors makes the community structure more obvious. This strategy plays a vital role in spectral-based methods, which also try to detect communities. In [13] , Lu et al. investigated the social community partition problem from the perspective of influence propagation, and formulated it as a combinatorial optimization problem that aims at partitioning a social network into K disjoint communities such that the sum of influence propagation within each community is maximized. A greedy near optimal algorithm and a quick heuristic algorithm are proposed. Study like [17] defined the community expansion problem basing on Physical model of charged system, which brought new thoughts into social community study.
The most related community partitioning methods to ours is the density-based methods, which aim to find the communities within which vertices are tightly connected with each other. The internal-community density D in (S) of the subgraph S is defined as the ratio of the number of internal edges of S to the number of all possible (randomly connected) internal edges, i.e. D in (S) = κ in (S) n s * (n s −1)/2 , where κ in (S) is the number of internal edges of S, and n s is the vertex number of S. Similarly, the external-community density is
n s * (n−n s ) . Expecting S to be a community, then large D in (S) and small D ex (S) should be gained. Therefore, seeking the best tradeoff between D in (S) and D ex (S) is the goal of density-based methods. A simple way of doing that is to maximize the sum of the difference D in (S) − D ex (S) [15] . Yan et al. in [16] also considered weights of potential edges in community detection. They obtained the edge weight through the measurements used in link prediction problem. However, we consider more structure property of the network compared with them. Moreover, they just integrated the obtained edge weight to the existing approaches to detect the communities in a network, while we propose a novel method, which formalize the community detection problem into semidefinite program based on the obtained edge weight, providing a new aspect for techniques used in community detection.
It should be mentioned there is no ''best'' algorithms for community partition in network. From the empirical comparison in [24] , Metis [18] + MQI [20] , [21] is a surprisingly effective heuristic method for finding low-conductance cuts. This method contains two phases, in the first one, Metis is used to split the graph into two equal-sized pieces. In the second phase, MQI, an exact flow-based technique is used to find the lowest conductance cut whose small side in contained in one of the half-graphs obtained by Metis.
III. PRELIMINARY

A. SEMIDEFINITE PROGRAMMING
Before we introduce our problem formulation and algorithms, we give the brief preliminary of Semidefinite programming (SDP), which is the basis of our solution.
First of all we introduce strict quadratic program. A quadratic program is the problem of minimizing or maximizing a quadratic function of integer valued variables (x 1 , x 2 , . . . , x n ), subject to quadratic constraints on these variables. If each monomial in the objective function, as well as in every constraint, is of degree 0 (a constraint) or 2, then this is a strict quadratic program.
Second, for a strict quadratic program in which every integer variable x i is either +1 or −1, we relax each integer variable x i to a vector variable v i such that v i · v i = 1 and v i ∈ R n , where · means the inner product. After the relaxation the original problem has been transformed to a vector program, which is the problem to optimize a linear function of the inner products v i · v j , 1 ≤ i ≤ j ≤ n, subject to linear constraints on these inner products.
Third, when we obtain the vector program, we can solve it by SDP [23] . The raw solution obtained by SDP is a matrix, and the (i, j) th entry of the matrix is the inner product v i · v j . Finding the optimal solution to the vector program equals to finding the optimal solution of its corresponding SDP, and this SDP can be solved within any error in time polynomial in n and log(1/ ). Suppose the obtained solution is a matrix A ∈ R n , and then by adopting Cholesky Factorization on A, we obtain the vectors v 1 , . . . , v n , which is the solution to the previous vector program.
At last, different rounding method can be used to round each vector v i ∈ R n to an integer x i ∈ {−1, +1} (i = 1, . . . , n), and {x 1 , . . . , x n } is the final optimal solution to the original strict quadratic program. The rounding methods can be threshold rounding, randomized rounding, etc.
In our paper, we formulate every problem we proposed into a strict quadratic program, and then solve it following the procedures above. However some of them cannot be formulated as strict quadratic program at first sight, in that case we use some tricks to transform them into equivalent strict quadratic programs.
B. VERTEX PAIR CLOSENESS: THE MUTUAL RELATIONSHIP BETWEEN VERTEX PAIR
Community detection in networks aims to find groups of vertices within the group that have higher density of edges while vertices between groups have lower density of edges. In this paper, we consider simple graphs only, i.e., the graphs without self-loops or multi-edges. Given an undirected graph G = (V , E), V (G) and E(G) denote the sets of its vertices and edges respectively.
Definition 1: For a given vertex v, let N (v) be the set of all in-neighbors of v, i.e. N (v)
Common neighbors CN u,v is the vertex set that vertex u and v have in common, and is denoted as
Common paths CP T u,v is the set of paths within T hops between vertex u and vertex v, here T is usually no greater than 6.
Definition 2 (Vertex Pair Closeness, VPC): For a vertex pair (u, v), the Vertex Pair Closeness (VPC) w u,v between them: w u
We borrow the idea in [25] to define our VPC. The advantages of combining the vertex similarity measures: common neighbors and common paths are: 1) CN focuses on the local structure of the network, which is suitable for the property of community structure, and 2) CP is based on the global structure of the network, compared with other vertex similarity measures, the combination has good performance. Particularly, CN has better performance, therefore, we assign higher weight to it, usually, we choose α > 0.6.
IV. PROBLEM STATEMENT WITH 2 COMMUNITY PARTITION
We focus on the community partition method in this paper. First we will study it from two aspects. One is ''closeness'' indicates the how the vertices in one community are related to each other, and the other is ''strangeness'' shows how the vertices in different communities are not related to each other. Intuitively, a good community partition for a social network should be the one that the makes the vertices in the same community as close as possible and the vertices in different community as strange as possible.
In this section, we study a special case: how to split the vertices in a social network into 2 communities. Then in the next section we will use the similar technology to deal with the general case to partition the network into multiple communities. Suppose there are n vertices, (s 1 , . . . , s n ) in a social network, and we want to divide these vertices into 2 communities: Community A (denoted as C A ) and Community B (denoted as C B ). An integer programming formula for 2 community partition is presented as follows:
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First we define the variable x i that is used to denote which community the vertex s i is allocated to. The definition of x i is given in Formula (1).
Abbreviate the VPC w s i ,s j between two vertices s i and s j as w i,j . Besides this, community partition in this paper also needs the information of how two vertices are strange to each there. Out of this purpose, after obtaining w i,j we do a normalization to make w i,j < 1. The strangeness between s i and s j is defined as 1 − w i,j . This definition reflects an obvious fact that the less close s i and s j are, the more strange they will be. For a community partition, if s i and s j are allocated into the same community, the closeness w i,j between them are taken into account. Otherwise, if s i and s j are allocated to two different communities, the strangeness between them have to be evaluated. All in all, we have to take consideration of both closeness and strangeness.
In 2-community partition, the sum of the VPC between all the vertices in C A composes its tightness, which is denoted by
meanwhile the tightness of C B is
and then the tightness of the community partition of C A and C B is the sum of T A and T B , which can be denoted by:
The looseness between C A and C B is denoted by:
In real application, for example, if the raw data of a social network is too huge to be stored in a single machine, people will have to partition it and store the parts on different machines within a cluster. Considering that these machines usually have similar storage capacities, how to obtain communities with similar sizes should be studied. Based on this demand, we express the vertex sizes of C A and C B as:
The disparity of 
Base on the above formulas, we give the following optimization problem:
where s j ) has the weight of 1 − w i,j , which is known to be NP-complete. Thus it is easy to prove that our problem is a NP-hard problem. For λ 1 , a typical value assignment is a real number greater than 0.5. To better explain the relationship between the optimal solution of (8) and a good community partition, we plot a tiny social network in Fig. 1 
It can be easily verified that (1, 1, 1, 1, −1, −1, −1, −1) is the optimal solution for (8) , and the corresponding partition is presented in Fig. 1 , where the vertices in the same color are in the same community. This community partition derived by the optimal solution is the optimal one. Since Problem (8) is NP-hard, a better optimized solution corresponds to a better community partition.
It is obvious that the objective function and constraints in (8) only contains monomials of degree 0 (constant) or 2, VOLUME 2, NO. 4, DECEMBER 2014 which means it is a strict quadratic problem that can be solved by the technique we introduced in Subsection 3.1.
V. PROBLEM STATEMENT WITH GENERAL COMMUNITY PARTITION
In general case, our purpose is to partition the network into more than 2 communities, and suppose the objective number is K . The method in 2-community partition case is a dispensable part of resolving the new problem. The idea is: At first we partition all the vertices into 2 communities, and then choose one of them, and apply the 2-communities algorithm to further partition it. The recursive treatment continues until the whole network has been split into K communities.
One of the challenges in recursive algorithm design for the general case is which community to be partitioned further. In our design, after the first partition, we have divided the network into 2 communities. In the two communities obtained, we choose the one that is not as close as the other, and partition that one. After this 3 communities are generated. If this process continues, in the next round the community that has the lowest closeness in the three will be chosen. In general, in every recursive partition, we check all the communities obtained at that time, and select the least close one to continue partition.
To be more specific, we introduce our self-defined density for a community in this section. Different from the tightness introduced in section 4, density of a community considers the size of this community additionally. For a community C A that has S A vertices, it has S A (S A −1) 2 vertex pairs. Meanwhile since T A is the sum of the closenesses between all vertex pairs within C A , therefore the density of C A is defined as
In the next we solve a more challenging general division, which takes community size into consideration. In other words, for a social network with n vertices, we seek a way to divide them into K communities, each with almost the same size. The new method we design is also based on recursive partition. We can firstly partition it into 2 communities, one will be divided into K A communities and the other will be divided into K B communities (K A + K B = K ). More specific, if K is even, we can let K A = K B = K 2 , and simply solve problem (8) 
The recursive procedure continues until the actual number of communities equals to K.
We propose the new and more general size difference:
After substituting the definition expression of S A and S B , we obtain the following formula:
When K is even, K A = K B = K /2, we use Algorithm 1 to solve it. If K is odd, in order to minimize D AB , we have to make
n as possible, which means 
Out of the same reason we mentioned in the previous section, we use Q AB instead of D AB . The closer Q AB is to
, the closer D AB is to 0, a more balanced sized community partition will be found, which is also a better solution for problem (11) . Theorem 3 in Theory Analysis section will certify this.
Let O = Since K A − K B = 1, we must approach Q AB to O 2 , and then the new problem can be formulated as:
Similar to what we introduced in section (4), we could relax each integer variable x i to a vector variable
AB and Q v AB represent the expressions after the integer-tovector relaxation of (4), (5) and (7) respectively. We obtain a corresponding vector program:
To solve (12), a popular method to get rid of the calculation of absolute value is using the square of the item instead, however it will make the problem unsolvable by Semidefinite programming, and since Q v AB is always greater than 0, here in this paper after the relaxation, we split the relaxed vector program into two sub-problems:
max
After solving sub-problems (13) and (14) following the procedures introduced in Subsection 3.1, we compare the two object function values of them, and then the one with the larger value is chosen, and the corresponding (v 1 , . . . v n ) is the final solution to the relaxed vector program. After that we use random rounding method to obtain the final solution (x 1 , . . . , x n ) of Problem (11).
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Algorithm 2 General Case Without Size Constraint
Step 1. Use Algorithm 1 to split the current social network into 2 communities. Step 2. Choose the community among all the obtained communities which has the minimum density R. Step 3. Set the current social network to be the community chose in the previous step.
Step 4. Repeat steps 1 to 3 until the original social network has been split into K communities.
VI. ALGORITHM
The algorithms will be presented in this section. Algorithm 1 is for the case where we only have to separate the vertices into 2 communities. Algorithm 2 is used to divide the social network into multiple communities without size constraint.
If people want to obtain the communities with similar sizes, Algorithm 3 should be adopted.
Let β = 0.87 be a constant. The following theorem gives the performance bound of Algorithm 1 on optimizing strict quadratic program (8) .
Theorem 1: Let E[W] be the expectation of the objective value obtained by Algorithm 1, OPT v be the optimal objective value of (8), and W
Algorithm 3 is a heuristic, and Theorem 2 gives the performance bound of each of its iterations. (12) , and The detailed proof of Theorem 1, 2 and 3 will be presented in the appendix.
VII. SIMULATION
In this section we present the experimental result of our algorithms. In the first we present some popular standards that portray community. For a undirected social network G = (V , E), suppose n = |V | and m = |E|. Let S be the set of vertices in a community, and n S is the number of vertices in S; m S is the number of edges in S, m S = |(u, v) : u ∈ S, v ∈ S|; and c S , the number of edges on the boundary of
Algorithm 3 General Case With Size Constraint
Step 1. If K is even, use Algorithm 1 to split the current social network into 2 communities. Else go to step 2.
Step 2. Solve vector programs (12) and denote (v 1 , . . . , v n ) its optimal solution. Step 3. Use the same rounding method (Step 3 and Step 4 in Alg. 1) to obtain the solution (x 1 , . . . , x n ) for problem (11) , which separates the current social network into 2 smaller communities.
Step 4. Repeat Steps 1 to 4 for each of the two communities obtained, until the original social network has been split into K communities.
S, c S = |{(u, v) : u ∈ S, v / ∈ S}|; and the degree of vertex u is denoted by d(u). We use multiple-criterion score to judge the quality of the community partitioning, and the parameters we use are:
Conductance:
, which measures the fraction of total edge volume that points outside the community.
Expansion:
, which measures the number of edges per vertex that point outside the community.
Cut Ratio:
, which is the fraction of all possible edges leaving the community.
Normalized Cut:
Average-ODF:
, which is the average fraction of vertices' edges pointing outside the community.
Flake−ODF:
, which is the fraction of vertices in S that have fewer edges pointing inside than to the outside of the community.
For each criterion above, the lower its value is, the more community-like the corresponding set of vertices is.
A. EXPERIMENT SETUP
We use MATLAB as the simulation platform and implement our code with the help of CVX, a package for specifying and solving convex programs [32] , [33] , all simulations are ran in a desktop with 6G RAM. We use two different datasets:
• Douban: Douban is a Chinese website allowing users to record information and create content related to film, books, music, etc. A directed edge refers to who follows whom in Douban. This dataset includes 4778 users and 104799 directed edges.
• Artificial Network: We also compare the algorithm's performances based on artificial networks, which are generated in following way: first generate k-communities each contains equal number of vertices, and then generate the edges between each vertex pair u, v: 1) with probability 0.5 if u, v is in the same community; 2) with probability 0.05 if u, v are in different communities. Subnetworks of our original datasets with different sizes are simulated to check the effectiveness of the algorithms in this paper. The reason we do not choose the bigger dataset is VOLUME 2, NO. 4, DECEMBER 2014 that from [24] , Leskovec etc. showed that the network communities at large size scales become less and less communitylike, and the communities at scales of approximately hundreds are the most community-like. Setting appropriate value k (the objective number of communities) combines with our test social network could accurately evaluate our algorithms. If people want to test the algorithms' performance on large-scale social networks, a recommended method is to use Metis [18], [19] to first partition the original network into smaller networks, and then apply our algorithms. In fact, we also use Metis to obtain subnetworks in arbitrary sizes.
To test the algorithms we proposed, we set two scenarios:
• Setting 1: In this scenario, no size constraint exists on the communities. In detail, we set λ 1 = 0.75, λ 2 = 0.25.
• Setting 2: In this scenario, we put constraint on the community size. In detail, we set λ 1 = 0.5, λ 2 = 0.2.
Before simulation starts, we calculate each VPC w i,j , and then normalize the obtained closenesses to make sure 0 ≤ w i,j ≤ 1, ∀i, j. For all cases, T = 4 in Def. 1 and α = 0.8 in Def. 2.
For K, which is objective value of the number of communities after partitioning finishes, we set it as 2 and 5 respectively. The comparison method we choose is a flowbased partitioning algorithm Metis+MQI, since from [24] , though there is no algorithm that always performs the best on all the criteria of community partitioning, Metis+MQI is the most stable method and works among the best on many of the community criteria. Note that Metis+MQI may run multiple times in order to partition a raw social network into multiple communities. Fig. 2(a), 3(a) , and 4(a) plot the experimental results on conductances. From them we see that in Douban dataset, the conductance reaches the minimum when the community size is approximately 100, and when the obtained community's size is less than 100, the community quality is be much worse, also the community quality is very unstable, which can be seen from fluctuating curves in the figures. When the original network size (or the obtained community size) gradually increases, the community quality also gradually increases after it reaches the minimum. It can be also found that under Setting 2 which has the size constraint, the conductance is always higher than that under Setting 1. It is easy to understand since considering another constraint will let down the quality of objective communities. Besides that, the variation trend of conductance in Setting 2 is similar to that in Setting 1. From artificial network, the results are different. We see that the conductance value does not fluctuate that much.
B. EXPERIMENTAL RESULTS
1) CONDUCTANCE
2) EXPANSION
The running results of expansion under different cases are plotted in Fig. 2(b), 3(b) , and 4(b). There is a little difference between the trends of the conductance and that of the expansion. In Setting 1 under Douban, expansion first monotonically decreases to its minimum and then monotonically increases. In Setting 2 however, the expansion fluctuates before it reaches the minimum. Also in Douban, just like conductance, when the network size increases up to some certain threshold, the expansion starts to increase smoothly. Our algorithms work better than Metis+MQI on minimizing expansion. Under artificial network, we see that the expansion value increases almost linearly.
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3) CUT RATIO Fig. 2(c), 3(c) , and 4(c) plot the results of Cut Ratio. We find that the values of cut ratio under both Douban and artificial network increase with the increment of network size in every case.
4) NORMALIZED CUT
Normalized cut can portray the relation between the edges leaving a community and the edges remaining in it. The trend of normalized cut of our algorithm resembles the trend of conductance. Although in artificial network the value of Normalized Cut fluctuates a little. Fig. 2(d), 3(d), and 4(d) show the results of Normalized Cut. We see that our algorithms, with or without size constraint, constantly and obviously works better than Metis+MQI. VOLUME 2, NO. 4, DECEMBER 2014 Fig. 2(e) , 3(e), and 4(e) plot average-ODF comparison of our algorithms and Metis+MQI. We see that when the network size is small, for all the algorithms, their Average-ODFs fluctuate a lot. In fact, average-ODF is the most unstable one in all the criteria, which means that it may not be very suitable to describe the quality of community when the original network is large.
6) FLAKE-ODF
The experimental result comparisons of flake-ODF are plotted in Fig. 2(f), 3(f) , and 4(f). When the dataset is Douban, we see that flake-ODF under 2-community partitioning is continuously increasing but the flake-ODF in 5-community partitioning firstly decreases to the lowest and then gradually increases, and keeps almost stable when the network size is greater but the stable threshold of network size is much larger. When the dataset is the artificial network, the trend is different, we see very smooth curves. On both average-ODF and flake-ODF, the running results of our algorithms are always lower than that of Metis+MQI, which means our algorithms outperforms this method.
7) SIZES OF THE COMMUNITIES
From Table 1 -4, we plot the sizes of communities we obtained. We check the vertex size, which is the total number of vertices in a community, and we also check the edge sizes that is the total number of edges within a community. It can be seen that comparing with setting 1 where no size constraint exists, in setting 2 we obtain communities with more similar sizes, not only in vertex size, but also in edge size. Although we didn't get communities with ''almost'' the same size communities, but at least the experimental results show that our means of considering community sizes are valid to some extend. 
8) RUNNING TIME
In Fig. 5 we plot the running time of our algorithms, and they are based on dataset Douban. Note that we don't put the Community edge sizes (setting 1, K = 5) . running time results of dataset artificial network, because they are similar to that of Douban. 
VIII. CONCLUSIONS
In this paper, we propose a mutual relationship method to partition a social network into communities. At first, we define the closeness and strangeness between vertex pairs, and show that our objective is to maximize the closeness between the vertices in the same community and the strangeness between different communities, which is a NP-hard problem. We present the mathematical model, design the optimization algorithms, and give the theoretical bounds of the proposed algorithms. Since in reality, due to the increment of data volume, partitioning the raw data into similar sized communities is needed, our algorithms not only focus on the quality of obtained community, but also put attention on the community size. Through experiment, we compare our algorithm with the state-of-art, and have confirmed our algorithms' superiority. • The following is the proof of Theorem 2.
Proof: 
• The following is the proof of Theorem 3. Else if i x i < 0, let x i = −x i , i = 1, 2, . . . , n. After this step the objective value of problem (14) keeps the same, which makes (x 1 , . . . , x n ) still an optimal solution with i x i > 0. From the previous case we have proved it, thus Theorem 3 holds.
