Summary. We prove several limit theorems that relate coalescent processes to continuous-state branching processes. Some of these theorems are stated in terms of the so-called generalized FlemingViot processes, which describe the evolution of a population with fixed size, and are duals to the coalescents with multiple collisions studied by Pitman and others. We first discuss asymptotics when the initial size of the population tends to infinity. In that setting, under appropriate hypotheses, we show that a rescaled version of the generalized Fleming-Viot process converges weakly to a continuous-state branching process. As a corollary, we get a hydrodynamic limit for certain sequences of coalescents with multiple collisions: Under an appropriate scaling, the empirical measure associated with sizes of the blocks converges to a (deterministic) limit which solves a generalized form of Smoluchowski's coagulation equation. We also study the behavior in small time of a fixed coalescent with multiple collisions, under a regular variation assumption on the tail of the measure ν governing the coalescence events. Precisely, we prove that the number of blocks with size less than εx at time (εν([ε, 1])) −1 behaves like ε −1 λ 1 (]0, x[) as ε → 0, where λ 1 is the distribution of the size of one cluster at time 1 in a continuous-state branching process with stable branching mechanism. This generalizes a classical result for the Kingman coalescent.
1 Introduction lation at time T i−1 is picked uniformly at random and gives birth to a sub-population of size ξ i . Simultaneously, the rest of the population shrinks by factor 1 − ξ i , so the total size of the population remains 1. The previous description does not apply when ν is infinite, since then the Poisson measure will have infinitely many atoms on a finite time interval. Still, the Fleming-Viot flow can be constructed via a suitable limiting procedure ( [4] Theorem 2).
Our first motivation for studying generalized Fleming-Viot processes came from their remarkable connection [4] with the class of coalescents with multiple collisions considered by Pitman [16] and Sagitov [17] . To describe this connection, fix some time T > 0 viewed as the present date at which the population is observed, and pick a sequence of individuals labelled 1, 2, . . . independently and uniformly over [0, 1] . For every t ≤ T , we obtain a partition Π(t) of N by gathering individuals having the same ancestor at time T − t. The process (Π(t), 0 ≤ t ≤ T ) is then a Markovian coalescent process on the space of partitions of N. In the terminology of [16] , it is a Λ-coalescent, with Λ(dx) = x 2 ν(dx), started from the partition of N into singletons. As a consequence of Kingman's theory of exchangeable partitions, for every t ≥ 0, each block of Π(t) has an asymptotic frequency, also called the size of the block, and the ranked sequence of these frequencies yields a Markov process called the mass-coalescent. As a consequence of the preceding construction, the mass-coalescent at time t has the same distribution as the ranked sequence of jump sizes of F t .
The first purpose of the present work is to investigate the asymptotic behavior of a rescaled version of the preceding population model. Specifically, we consider a family (ν (a) , a > 0) of measures on ]0, 1] such that ]0,1] x 2ν(a) (dx) < ∞ for every a > 0, and the associated generalized Fleming-Viot processesF (a) . For each a > 0, we rescaleF (a) by a factor a in space and time, i.e. we set F at (r/a) , r ∈ [0, a], t ≥ 0 .
So the process F (a) describes the evolution of a population with fixed size a. Roughly speaking, considering F (a) in place ofF (a) enables us to focus on the dynamics of a sub-population having size of order 1/a. Denote by ν (a) the image ofν (a) under the dilation x → ax, and assume that the measures (x 2 ∧ x)ν (a) (dx) converge weakly as a → ∞ to a finite measure on ]0, ∞[, which we may write in the form (x 2 ∧ x)π(dx). Then Theorem 1 shows that F (a) converges in distribution to the critical continuous-state branching process Z with branching mechanism Ψ(q) = ]0,∞[ (e −qx − 1 + qx)π(dx) , q ≥ 0 .
As a consequence of this limit theorem, we derive a hydrodynamic limit for the associated coalescent processes (Theorem 2). Precisely, we show that under the same assumptions as above, for every t ≥ 0, the empirical measure corresponding to the jumps ofF (a) t (or equivalently to the block sizes in the associated coalescent) converges, modulo a suitable rescaling, towards a deterministic measure λ t . Informally, λ t is the distribution ofa cluster at time t, that is a collection of individuals sharing the same ancestor at the initial time, in the continuousstate branching process with branching mechanism Ψ. In a way analogous to the derivation of Smoluchovski's coagulation equation from stochastic models (see Aldous [1] , Norris [15] and the references therein for background) we prove that the family (λ t , t > 0) solves a generalized coagulation equation of the form
where f can be any continuous function with compact support on ]0, ∞[ (Proposition 3).
In the last part of this work, we study the small time behavior of generalized Fleming-Viot processes and Λ-coalescents, under a regular variation assumption on the measure ν (recall that Λ(dx) = x 2 ν(dx)). Precisely, we assume that the tail ν([ε, 1]) is regularly varying with index −γ when ε goes to 0. We are interested in the case when the Λ-coalescent comes down from infinity (i.e. for every t > 0, Π t has finitely many blocks), which forces 1 ≤ γ ≤ 2. Leaving aside the boundary cases we suppose that 1 < γ < 2. As a consequence of Theorem 1, we prove that the rescaled Fleming-Viot process converges in distribution to the continuous-state branching process with stable branching mechanism:
We then use this result to investigate the small time behavior of the size of blocks in the Λ-coalescent. Write N t (]0, x[) for the number of blocks with size less than x in the Λ-coalescent at time t. If g(ε) = (εν([ε, 1])) −1 , Theorem 4 states that
0, in probability. Furthermore, the measure λ 1 can be characterized by its Laplace transform
Theorem 4 is analogous to a classical result for the sizes of blocks in the Kingman coalescent in small time (see Aldous [1] ). The proof uses an intermediate estimate for the total number of blocks in a Λ-coalescent, which is closely related to the recent paper [2] dealing with betacoalescents.
The paper is organized as follows. Section 2 gives a few preliminary results about continuousstate branching processes. In particular, the Poisson representation (Proposition 2) may have other applications. Section 3 states our first limit theorem for generalized Fleming-Viot processes. The derivation of the hydrodynamic limit is developed in Section 4, which also discusses the generalized coagulation equation for the family (λ t , t ≥ 0). Finally Section 5 is devoted to the behavior in small time of generalized Fleming-Viot processes and Λ-coalescents.
Notation. We use the notation µ, f for the integral of the function f with respect to the measure µ. We denote by M F the space of all finite measures on ]0, ∞[, which is equipped with the usual weak topology. We also denote by M R the space of all Radon measures on ]0, ∞[. The set M R is equipped with the vague topology: A sequence (µ n , n ∈ N) in M R converges to µ ∈ M R if and only if for every continuous function f :]0, ∞[→ R with compact support, lim n→∞ µ n , f = µ, f .
Stochastic flows of branching processes
In this section, we give a few properties of continuous-state branching processes that will be needed in the proof of our limit theorems. A critical branching mechanism is a function
where β ≥ 0 is the so-called Gaussian coefficient and π is a measure on ]0, ∞[ such that (r ∧ r 2 )π(dr) < ∞. The continuous-state branching process with branching mechanism Ψ (in short the Ψ-CSBP) is the Markov process with values in R + , whose transition kernels Q t (x, dy) are determined by the Laplace transform
where the function u t (q) solves
The criticality of Ψ implies that a Ψ-CSBP is a nonnegative martingale. If Z 1 and Z 2 are two independent Ψ-CSBP's started respectively at x 1 and x 2 , then Z 1 + Z 2 is also a Ψ-CSBP, obviously with initial value x 1 + x 2 . From this additivity or branching property, we may construct a two-parameter process Z = (Z(t, x), t, x ≥ 0), such that:
• For each fixed x ≥ 0, (Z(t, x), t ≥ 0) is a Ψ-CSBP with càdlàg paths and initial value Z(0, x) = x.
• If
and has the same law as Z(·, x 2 ).
These properties entail that for each fixed t ≥ 0, Z(t, ·) is an increasing process with independent and stationary increments. Its right-continuous version is a subordinator with Laplace exponent u t determined by (2) and (3) . By the Lévy-Khintchin formula, there exists a unique drift coefficient d t ≥ 0 and a unique measure
One refers to λ t as the Lévy measure of Z(t, ·). Measures λ t play an important role in this work. Informally, we may say that λ t is the 'distribution' of the size of the set of descendants at time t of a single individual at time 0. This assertion is informal since λ t is not a probability distribution (it may even be an infinite measure). A correct way of stating the above (in the case d t = 0) is as follows: Z(t, x) is the sum of the atoms of a Poisson measure with intensity xλ t (·). Moreover, the study of the genealogical structure of the Ψ-CSBP (see e.g. [9] ) allows one to interpret each of these atoms as the size of a family of individuals at time t that have the same ancestor at the initial time.
From now on, we assume that β = 0 and we exclude the trivial case π = 0.
We start by recalling in our special case an important connection between continuous-state branching processes and Lévy processes due to Lamperti [14] . Let x > 0 be fixed, and let ξ = (ξ t , t ≥ 0) denote a real-valued Lévy process with no negative jumps, started from ξ 0 = x, and whose Laplace exponent is specified by
In particular π is the Lévy measure of ξ. The criticality of the branching mechanism Ψ ensures that the Lévy process ξ has centered increments and thus oscillates. In particular the first passage time ζ := inf {t ≥ 0 : ξ t = 0} is finite a.s. Next, introduce for every t ≥ 0
Then the time-changed process (ξ • C t , t ≥ 0) has the same distribution as (Z(t, x), t ≥ 0).
It follows from this representation that (Z(t, x), t ≥ 0) is a purely discontinuous martingale. We can also use the Lamperti transformation to calculate the compensator of the jump measure of this martingale. By the Lévy-Itô decomposition, the compensator of the jump measure of ξ,
is dt ⊗ π(dx). By a time change argument, we can then deduce that the compensator of the measure
Since (Z(t, x), t ≥ 0) is a purely discontinuous martingale, the knowledge of the compensator of its jump measure completely determines the characteristics of this semimartingale, in the sense of [12] Chapter II. We will need the fact that the distribution of (Z(t, x), t ≥ 0), and more generally of the multidimensional process ((Z(t, x 1 ), Z(t, x 2 ), . . . , Z(t, x p )); t ≥ 0) for any choice of p and x 1 , . . . , x p , is uniquely determined by its characteristics.
Fix an integer p ≥ 1 and define
For every (y 1 , . . . , y p ) ∈ D p , define a σ-finite measure U(y 1 , . . . , y p ; dz 1 , . . . , dz p ) on R p + \{0} by setting, for any measurable function ϕ : R p + → R + that vanishes at 0, [12] ) yields that the process
is a local martingale. This local martingale is bounded over the time interval [0, t] for any t ≥ 0, hence is a martingale. Taking expectations leads to
It is immediate to verify from (ii) that each Y i is also a nonnegative local martingale, and so
and so we deduce from (7) that
where we write Ψ(q) = (Ψ(q 1 ), . . . , Ψ(q p )). In order to solve (8), fix t 1 > 0, and consider the function g(t) = (u t 1 −t (q 1 ), . . . , u t 1 −t (q p )) for t ∈ [0, t 1 ], where u t (q) is as in (3). Since
by (8) . Hence f t • g(t) is constant over [0, t 1 ], and
This shows that
It is easy to iterate this argument to obtain that the processes ((Z 1 t , . . . , Z p t ); t ≥ 0) and ((Z (t, x 1 ) , . . . , Z(t, x p )); t ≥ 0) have the same finite-dimensional marginal distributions. The desired result follows since both processes have càdlàg paths.
2
We now turn our attention to the representation of critical CSBP as stochastic flows on [0, ∞[ solving simple stochastic differential equations. On a suitable filtered probability space (Ω, F , (F t ), P), we consider :
• a collection (X t (x), t ≥ 0), x ∈ R + of càdlàg (F t )-martingales with values in R + ,
• the stochastic differential equation
The Poissonian stochastic integral in the right-hand side should be understood with respect to the compensated Poisson measure M (see e.g. Section II.1 of [12] ). This stochastic integral is well defined according to Definition II.1.37 of [12] , since the increasing process
is locally integrable under our assumption on π.
A pair (M, (X · (a), a ≥ 0)) satisfying the above conditions will be called a weak solution of (9).
Proposition 2 The equation (9) has a weak solution which satisfies the additional property that
Proof: The second part of the statement is immediate from the implication (ii)⇒(i) in Proposition 1. The first part can be deduced from Theorem 14.80 in [11] by the same arguments that were used in the proof of Theorem 2 in [5] . We leave details to the reader as this result is not really needed below except for motivation. 2
Generalized Fleming-Viot flows and their limits
We now recall some results from [4, 5] on generalized Fleming-Viot processes and related stochastic flows. Let ν denote a σ-finite measure on ]0, 1] such that ]0,1] x 2 ν(dx) < ∞. According to Section 5.1 in [4] , one can associate with ν a Feller process (F t , t ≥ 0) with values in the space of distribution functions of probability measures on ]0, 1] (i.e. for each t ≥ 0, F t is a càdlag increasing map from [0, 1] to [0, 1] with F t (0) = 0 and F t (1) = 1), whose evolution is characterized by ν and has been described in Section 1 in the special case when ν is finite.
In [5] , we have shown that such generalized Fleming-Viot processes can be described as the solution to a certain system of Poissonian SDE's. More precisely, on a suitable filtered probability space (Ω, F , (F t ), P), one can construct the following processes:
in such a way that for every r ∈ [0, 1], a.s.
The Poissonian stochastic integral in the right-hand side should again be understood with respect to the compensated Poisson measure N.
Weak uniqueness holds for this system of SDE's (Theorem 2 in [5] ). Furthermore, for every integer p ≥ 1 and every 0 ≤ x 1 ≤ . . . ≤ x p ≤ 1, the processes ((Y t (x 1 ), . . . , Y t (x p )), t ≥ 0) and ((F t (x 1 ), . . . , F t (x p )), t ≥ 0) have the same distribution. Note the similarity with Proposition 2: Compare (9) and (10) . This strongly suggests to look for asymptotic results relating the processes Z(t, x) and F t (x).
For every integer p ≥ 1 and every a > 0, set
From (10) we see that for every (
) is a purely discontinuous martingale, and the compensator of its jump measure is
where for every (y 1 , . . . ,
Consider now a family (ν (a) , a > 0) of measures on ]0, 1] with ]0,1] r 2ν(a) (dr) < ∞, and for each a > 0, letF (a) be the associated Fleming-Viot process. We then write
for the rescaled version of the Fleming-Viot flow. So, for each t ≥ 0, F 
where
Let π be as in Section 2 a nontrivial measure on ]0, ∞[ such that (r ∧ r 2 )π(dr) < ∞, and let Ψ be as in (1) . Denote by (Z(t, x), t ≥ 0, x ≥ 0) the associated flow of continuous-state branching processes constructed in Section 2.
Proof: The proof only uses the facts that (F (a)
t (x p )) is a purely discontinuous martingale and that the compensator of its jump measure is given by (11) and (12) . The latter properties indeed characterize the law of the process (F (a)
t (x p )) (cf Lemma 1 in [5] ), but we do not use this uniqueness property in the proof. We fix a sequence (a n ) tending to +∞, and (x 1 , . . . , x p ) ∈ D p . To simplify notation we write Y n Lipschitz continuous with Lipschitz constant 1, that is |h(x) −h(y)| ≤ |x−y| for every x, y ∈ R. We can then consider the associated (modified) triplet of characteristics of the p-dimensional semimartingale
See Definition II.2.16 in [12] . To be specific, µ (an) is defined in (11) . Then, since Y n t is a purely discontinuous martingale, we have B n t = (B n,i t ) 1≤i≤p , with
Write C * (R p ) for the space of all bounded Lipschitz continuous functions on R p that vanish on a neighborhood of 0. We fix g ∈ C * (R p ) such that |g| ≤ 1, and we choose α > 0 such that g(z 1 , . . . , z p ) = 0 if |z i | ≤ α for every i = 1, . . . , p. Following the notation in [12] , we set
From formula (11) we have
where the functions β n,i , γ n,i,j , ϕ n are defined by
Similarly, the (modified) characteristics of the semimartingale Z are
where θ is as in Proposition 1, and
(
where the functions β i , γ i,j , ϕ are respectively defined by
Moreover,
uniformly on bounded subsets of D p .
Let us postpone the proof of the lemma and complete that of the theorem. The first step is to check the sequence of the laws of the processes Y n is tight in the space of probability measures on D(R + , R p ). This will follow from Theorem VI.4.18 in [12] provided we can check that:
(i) We have for every N > 0 and ε > 0,
(ii) The laws of the processes B n,i ,C n,i,j , g * µ (an) are tight in the space of probability measures on C(R + , R).
for every A > x p . Since Y n,p is a (bounded) nonnegative martingale, a classical result states that
From formulas (11) and (12), we have on the event {sup{Y
and so, on the event {sup{Y
If we first choose A so that x p /A is small, and then b large enough so that NA π([
, ∞[) < ε, we see that the statement in (i) follows from (15) . Part (ii) is a straightforward consequence of formulas (13), the bounds of the first part of Lemma 1 and (15) again. This completes the proof of the tightness of the sequence of the laws of the processes Y n .
Then, we can assume that, at least along a suitable subsequence, Y n converges in distribution towards a limiting process 
Recalling that h(x) = x if |x| ≤ δ, we immediately get the bound
Furthermore, using the fact that h is Lipschitz with Lipschitz constant 1, we have
n ry i >δ} and it is easy to verify from Assumption (H) that the right-hand side tends to 0 as n → ∞, uniformly when y i varies over a bounded subset in R + . Since Assumption (H) also implies that
we get the first limit of the lemma.
Consider now, for (y 1 , . . . , y p ) ∈ D an p , and 1
Using the bounds |h| ≤ 1 and |h(x)| ≤ |x|, we get
which gives the second bound of the lemma. Then, using the Lipschitz property of h,
uniformly when (y 1 , . . . , y p ) varies over a bounded set. To complete the verification of the second limit in the lemma, we need to check that the last two terms in the right-hand side of (17) tend to 0 as n → ∞. We have first
as n → ∞. It remains to bound
where A > 0 is arbitrary. If η > 0 is given, we can first choose A sufficiently large so that lim sup
On the other hand, we have also
and together with the preceding estimates, this gives the second limit of the lemma.
Finally, we have
Since |g| ≤ 1 and g(z 1 , . . . , z p ) = 0 if sup |z i | ≤ α, we easily get the bound
which gives the third bound of the lemma. Then, if M denotes a Lipschitz constant for g,
n ryp>α} which tends to 0 as n tends to ∞, uniformly when y p varies over a compact subset of R + . The last convergence of the lemma now follows from Assumption (H). This completes the proof. 2
Hydrodynamic limits for exchangeable coalescents
The motivation for this section stems from hydrodynamic limit theorems leading from stochastic coalescents to Smoluchowski's coagulation equation, which we now summarize. . . , k. For 1 ≤ i < j ≤ k, let e i,j be an exponential variable with parameter K(x i , x j ), such that to different pairs correspond independent variables. The first jump of the process C occurs at time min 1≤i<j≤k e i,j , and if this minimum is reached for the indices 1 ≤ ℓ < m ≤ k (i.e. ℓ and k are the indices such that min 1≤i<j≤k e i,j = e ℓ,m ), then the state after the jump is
Stochastic coalescents and Smoluchowski's coagulation equation
In other words, a stochastic coalescent with coagulation kernel K is a finite particle system in ]0, ∞[ such that each pair of particles (x i , x j ) in the system merges at rate K(x i , x j ), independently of the other pairs. Now consider a sequence (C (n) t , t ≥ 0) n∈N of stochastic coalescents with coagulation kernel K and set C (n) t = n −1C (n) t/n for t ≥ 0. Suppose that the sequence of initial states C (n) 0 converges in probability in M R to a Radon measure µ 0 . Then under some technical assumptions on the coagulation kernel K (see e.g. Norris [15] ), the sequence (C (n) t , t ≥ 0) converges in probability on the space of càdlàg trajectories with values in M R towards a deterministic limit (µ t , t ≥ 0). Moreover this limit is characterized as the solution to Smoluchowski's coagulation equation
where f :]0, ∞[→ R denotes a generic continuous function with compact support.
Hydrodynamic limits
Let ν denote a σ-finite measure on ]0, 1] such that ]0,1] r 2 ν(dr) < ∞, and write Λ(dr) = r 2 ν(dr), which is thus a finite measure on ]0, 1]. The so-called Λ-coalescent (or coalescent with multiple collisions, see [16] ) is a Markov process (Π t , t ≥ 0) taking values in the set of all partitions of N. Unless otherwise specified, we assume that Π 0 is the partition of N into singletons. For every t ≥ 0, write D t for the sequence of asymptotic frequencies of the blocks of Π t , ranked in nonincreasing order (if the number k of blocks is finite, then the terms of index greater than k in the sequence are all equal to 0). Then ( [16] , section 2.2) the process (D t , t ≥ 0) is a time-homogeneous Markov process with values in the space S ↓ 1 of nonincreasing numerical sequences s = (s 1 , . . .) with
The following connection with generalized Fleming-Viot processes can be found in [4] . Let (F t , t ≥ 0) be the generalized Fleming-Viot process associated with ν, and for every t ≥ 0, let J t be the sequence of sizes of jumps of the mapping x → F t (x), ranked again in nonincreasing order, and with the same convention if there are finitely many jumps. Then, for each fixedFom the preceding observations, the atoms ofμ (a) t also correspond to the sizes of the blocks in a Λ-coalescent at time t, for Λ(dr) = r 2ν (a) t (dr). We then consider the rescaled version µ By the Lévy-Itô decomposition for subordinators, the random point measure ∆σt>0 δ (t,∆σt) on R + ×]0, ∞[ is Poisson with intensity dt⊗λ(dx). Let ρ > 0. The law of large numbers ensures the existence of a real number a ρ > 0 such that
Then consider for a > a ρ the bridges with exchangeable increments, bounded variation and no negative jumps on the time interval [0, a ρ ], defined by
Our assumptions entail that B (a) converges in the sense of finite dimensional distributions to B, so according to Kallenberg [13] , the random measure
δ ∆σt , and in particular, when a → ∞,
Let us check that the variables ) distribution, and the desired uniform integrability readily follows.
It then follows from (19) and (20) that
Moreover, an easy exchangeability argument shows that we have also lim sup
Since ρ may be taken arbitrarily small, we have thus shown that
in L 1 for every continuous function f with compact support. The conclusion now follows by a standard argument. 2
We will now show that the family (λ t , t > 0) of Lévy measures, which appears in Theorem 2, solves a certain coagulation equation with multiple collisions. To this end, we introduce the following additional assumption, which also plays a key role in the study of the genealogical structure of continuous-state branching processes (see e.g. [9] ).
Assumption (E) The Ψ-CSBP becomes extinct almost surely.
Equivalently, this assumption holds iff P[Z(t, x) = 0] > 0 for every t > 0 and x ≥ 0. By solving (3), it is easy to verify that Assumption (E) is equivalent to
In particular, Assumption (E) holds in the so-called stable case Ψ(u) = u γ , γ ∈]1, 2[, that will be considered in Section 5 below.
From (4), we see that under Assumption (E) we have d t = 0, and the total mass λ t (]0, ∞[) = − log P[Z(t, 1) = 0] is finite for every t > 0. Moreover the function t → λ t (]0, ∞[) is nonincreasing.
We denote by C • (R + ) the space of all bounded continuous functions f on R + such that f (0) = 0 and f (x) has a limit as x → +∞. The space C • (R + ) is equipped with the uniform norm, which is denoted by f . For every integer k ≥ 2 and q > 0, we denote by Ψ (k) (q) the k-th derivative of Ψ at q. It is immediately checked that
Obviously, (−1) k Ψ (k) (q) ≥ 0 for every k ≥ 2 and q > 0.
(23) where the series in the right-hand side converges absolutely.
It is interesting to observe that (23) also holds when Ψ(q) = cq 2 for some constant c > 0. Take Ψ(q) = 1 2 u 2 for definiteness (then the Ψ-CSBP is the classical Feller diffusion) in such a way that (23) exactly reduces to (18) with K ≡ 1. Then u t (q) = 2q (2 + qt) −1 , and it follows that
so that the density of λ t is the classical solution, arising from infinitesimally small initial clusters, of the Smoluchovski equation (18) ⊕ is a probability measure and that, by Campbell's formula,
As we will see in the proof below, (23) follows from the equation
Informally, we may think of λ t (dx) as the density at time t of particles with size x in some infinite system of particles. The right-hand side in (26) can be interpreted by saying at rate π(da), a 'quantity' a of particles coagulates at time t. More precisely, this 'quantity' is sampled in a Poissonian way, viewing at aλ t as an intensity measure for the sampling (so, loosely speaking, the particles involved into the coagulation are sampled uniformly at random amongst the particles present at time t).
As the proof below will show, (26) still holds without Assumption (E) at least for functions f of the type f (x) = 1 − exp(−qx), provided that d t = 0 for every t > 0 (recall from Silverstein [19] that the latter holds whenever ]0,1[ rπ(dr) = ∞). In that case however, the measures λ t may be infinite, and then coagulations involve infinitely many components, so that one cannot write an equation of the form (23).
Proof: We first prove (26). For q > 0, let f (q) ∈ C • (R + ) be defined by f (q) (x) = 1 − e −qx . By (25) and (4),
On the other hand, by (4) again,
Thus when f = f (q) the right-hand side of (26) makes sense and is equal to
Therefore (26) reduces to (3) in that case. Note that we have not used Assumption (E) at this stage (except for the fact that d t = 0 for every t > 0).
Denote by H the subspace of C • (R + ) that consists of linear combinations of the functions f (q) . Then H is dense in C • (R + ). Obviously, for every f ∈ H, (26) holds, and the right-hand side of (26) is a continuous function of t ∈]0, ∞[. Fix f ∈ C • (R + ) and a sequence (f n ) n≥1 in H that converges to f . If we also fix 0 < ε < t, we have for every n ≥ 1,
Plainly, for every s > 0,
We claim that there exists a constant C ε such that, for every s ≥ ε and n ≥ 1, and every
As the quantities λ s , 1 , s ∈ [ε, ∞[ are bounded above, it is clearly enough to consider a ≤ 1. Since h(0) = 0, the definition of (aλ s ) ⊕ immediately gives
where the remainder O(a 2 h ), which corresponds to the event that a Poisson measure with intensity aλ s has at least two atoms, is uniform in h ∈ C • (R + ) and s ≥ ε. The estimate (28) follows.
Using (28) and dominated convergence, we get
uniformly in s ∈ [ε, ∞[, and the right-hand side of (29) is a continuous function of s. Equation (26) in the general case follows by passing to the limit n → ∞ in (27).
Then, to derive (26) from (23), we write
Notice that the term k = 1 in the last series vanishes. Moreover, bounding the other terms by their absolute value gives a convergent series, whose sum is integrable with respect to π(da).
Hence we may interchange the sum and the integral with respect to π(da), and we get the statement of the proposition from (26). 2
Remark. To conclude this section, let us observe that Assumption (E) is closely related to the property for a Λ-coalescent to come down from infinity (cf Pitman [16] and Schweinsberg [18] ). Let ν denote a σ-finite measure on ]0, 1] such that ]0,1] r 2 ν(dr) < ∞, and let Λ(dx) = x 2 ν(dx). Let Ψ be given by (1) with π = ν (and β = 0). Then the Λ-coalescent comes down from infinity if and only if the Ψ-CSBP becomes extinct almost surely. To see this, recall from Schweinsberg [18] that a necessary and sufficient condition for the Λ-coalescent to come down from infinity is
Using the binomial formula, we can rewrite this condition as
or equivalently, if we put Φ(q) = (qr
(note that the function Φ is nondecreasing on [1, ∞[). Simple estimates give the existence of a constant c ∈]0, 1[ such that, for every q ≥ 2,
It follows that (30) and (21) are equivalent. In the spirit of the present work, it would be interesting to give a direct probabilistic proof of the equivalence between the property for a Λ-coalescent to come down from infinity and Assumption (E) for the associated branching process.
Small time behavior of flows and coalescents
In this section, we fix a measure ν on ]0, 1] such that r 2 ν(dr) < ∞ and we consider the associated generalized Fleming-Viot process (F t , t ≥ 0).
From now on until the end of the section, we make the following assumption on ν. 
we have L(ε) > 0 and so we can set
for 0 ≤ x ≤ ε −1 and t ≥ 0. We also let ν ε be the measure on [0,
A simple scaling transformation shows that for every (x 1 , . . . , 
Let π γ be the measure on ]0, ∞[ such that π γ (]a, ∞[) = a −γ for every a > 0, and let
We let (Z(t, x), t ≥ 0, x ≥ 0) be the flow of continuous-state branching processes constructed in Section 2, with Ψ = Ψ γ .
Theorem 3 Under Assumption
We will now use Theorem 3 to derive precise information on the sizes of blocks in a Λ-coalescent (for Λ(dr) = r 2 ν(dr)) in small time. As previously, we denote by λ 1 (dr) the Lévy measure of the subordinator (Z(1, x), x ≥ 0). We have for every q ≥ 0 exp −x (1 − e −qr )λ 1 (dr) = E(exp −qZ(1, x)) = exp −xu 1 (q) and the function u 1 (q) can be calculated from equation (3), with Ψ = Ψ γ . It follows that
and in particular, the total mass of λ 1 is
We will need the fact that λ 1 has no atoms. An easy way to derive this property is to argue by contradiction as follows. Suppose that a > 0 is an atom of λ 1 . From the Lévy-Khintchin decomposition of Z(t, x) (see the discussion after (4)), it follows that a is also an atom of the distribution of Z(1, x), for every x > 0. By a simple scaling argument, for every s > 0, the image of λ 1 (dr) under the mapping r → s 
Proof: By the results of [4] recalled at the beginning of subsection 4.2, we know that, for each t ≥ 0 the collection (N t (]0, r[), r ≥ 0) has the same distribution as
where (F t , t ≥ 0) is the generalized Fleming-Viot process associated with ν. It then follows from our definitions that
By combining Theorem 3 and Lemma 2, we get that
in probability in M R . This is indeed the same result as Theorem 2 in our present setting. The preceding convergence is not quite sufficient to conclude: Recalling that λ 1 has no atoms and using Dini's theorem, we see that the statement of the theorem will follow if we can prove that the convergence (36) holds in the sense of weak convergence in the space M F . To get this strengthening of (36), it suffices to prove the convergence of the total masses. Therefore the proof of Theorem 4 will be complete once we have established the following lemma.
Lemma 3 We have
Remark. The recent paper [2] gives closely related results that were obtained independently of the present work.
Proof: Write N t = N t (]0, ∞[) to simplify notation. Then, for every t ≥ 0 and
(cf formula (8) in [5] ). By exchangeability,
and it follows that
From the convergence in distribution in Theorem 3, we have for every x > 0,
We have thus obtained that, for every x > 0,
By standard arguments, this implies that for every η > 0,
To complete the proof, we need to verify that we have also, for every η > 0,
Fome now on, we fixe η > 0 and we prove (38). We will use a different method based on the knowledge of the law of the process of the number of blocks in a Λ-coalescent. For every integer n ≥ 1, write N n t for the number of blocks at time t in a Λ-coalescent started initially with n blocks. Then according to Pitman [16] (Section 3.6), the process (N n t , t ≥ 0) is a timehomogeneous Markov chain with values in {1, 2, . . . , n}, with only downward jumps, such that for 2 ≤ k ≤ b ≤ n, the rate of jumps from b to b − k + 1 is
The total rate of jumps from b is thus
Lemma 4 Under Assumption
and, for every integer k ≥ 2,
We leave the easy proof to the reader. Note that
This is easily proved by using the definition of the function Γ and then an integration by parts. Similarly, we have
Let us fix ρ ∈]0, 1/8[ sufficiently small so that
Thanks to (39) and (40), we may choose an integer K ≥ 2 ∨ ε −1 0 sufficiently large so that
Then, for every k ∈ {2, 3, . . . , K}, we may choose
Now set
for b ≥ K and k ∈ {2, 3, . . . , K}. We also put
Notice that
By Lemma 4, we can choose an integer B ≥ 2K sufficiently large so that, for every b ≥ B − K, b ′ ∈ {b, b + 1, . . . , b + K} and k ∈ {2, . . . , K}, one has
Denote by (U n t ) t≥0 the continuous-time Markov chain with values in N, with initial value U n 0 = n, which is absorbed in the set {1, . . . , B − 1} and has jump rate β b,k from b to b − k + 1 when b ≥ B and k ∈ {2, 3, . . . , K}. Fix n ≥ B. Then thanks to inequality (44), we can couple the Markov chains (U n t ) t≥0 and (N n t ) t≥0 in such a way that U Now it is easy to describe the behavior of the Markov chain (U n t ). Note that for k ∈ {2, . . . , K} and b ≥ K the ratio β b,k /β b does not depend on b. Then denote by S i = ξ 1 + · · · + ξ i (i = 0, 1, 2, . . .) a discrete random walk on the nonnegative integers started from the origin and with jump distribution
From (41) and (42) we have
Let e 0 , e 1 , . . . be a sequence of independent exponential variables with mean 1, which are also independent of the random walk (S i ) i≥0 . We can construct the Markov chain (U n t ) by setting: U n t = n if 0 ≤ t < e 0 β n U n t = n − S 1 if e 0 β n ≤ t < e 0 β n + e 1 β n−S 1 and more generally, U n t = n − S p if e 0 β n + e 1 β n−S 1 + · · · + e p−1 β n−S p−1 ≤ t < e 0 β n + e 1 β n−S 1 + · · · + e p β n−Sp provided p ≤ p n B := inf{i : n − S i < B}. Recall that our goal is to prove (38). To this end, note that for a > B, 
Note that
.
Let m ≥ 2 be an integer. For a > B and n > ma, a trivial bound shows that
and the right-hand side tends to 0 as m → ∞, uniformly in a > B. On the other hand, an easy argument using the law of large numbers for the sequence (S i ) i≥0 shows that, for each fixed m ≥ 2, 
Now we can also get an estimate for the conditional variance
for some constant C independent of a and n. From this estimate, (48) and an application of the Bienaymé-Cebycev inequality, we get
Recalling (47), we arrive at Remark. It is rather unfortunate that the simple argument we used to derive (37) does not apply to (38). On the other hand, it is interesting to observe that the techniques involved in our proof of (38) would become more complicated if we were trying to use them to get (37).
