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Increasing water demand driven by fast-growing global population and climate change
impact are threatening the groundwater resources. As a result, major aquifer systems in the world
are undergoing depletion, The Central Valley aquifers is an example. The paucity of hydrologic
data, specifically groundwater pimping data contributes to model uncertainty which limits our
capacity to better assess terrestrial water storage trends and manage water resources. This study
aimed at improving hydrologic model performance by using multi-sourced datasets: in-situ,
remote sensing, and model-based data in a highly stressed aquifer system where very limited water
use or groundwater pumping data exists. Machine learning-based models estimating groundwater
level anomaly (GWLA) were constructed using predictor data such as Terrestrial Water Storage
Anomaly (TWSA), precipitation, soil moisture, stream discharge (Q), Land Surface Temperature
(LST), Normalized Difference Vegetation Index (NDVI), plant canopy water, evaporation,
transpiration, texture of aquifer material, clay and aquifer thickness and Vertical Ground
Displacement (VGD) data from Continuous Global Positioning Systems (CGPS). In the study area,
ground deformation is highly associated with groundwater pumping and/or recharge. Thus, the
VGD data, assumed as indirect measures of groundwater pumping were used as one of the
predictor variables in the models. Two model sets, one that includes the VGD as predictor while
the other set with no VGD data as predictor variable, were trained and evaluated using boosted
regression tree technique. Each model set consists of 23 individual models representing unique
groundwater wells in the study area. The models run at a monthly time scale with a time span
ranging from 2002-2017. The results indicated models that include VGD data as predictor
generally performed better than models constructed without the VGD data. Considering the VGD
data, the average statistical measures between simulated and observed groundwater level anomaly

were 658.7 mm, 0.94, and 0.88 for Root MEAN Square Error (RMSE), R, and Nash-Sutcliffe
Efficiency (NSE), respectively. While without the VGD data, the statistical measures between
simulated and observed were 1261.3 mm, 0.91, and 0.80 for RMSE, R, and NSE, respectively.
Among the predictor variables, the VGD data were the primary influential predictor variable
followed by TWSA, soil moisture, and stream discharge. Models trained with the VGD as
predictor performed better for groundwater wells located in higher depletion zones where ground
subsidence is significant. Models trained without the VGD data showed slightly better
performance for groundwater wells located in low depletion areas where rate of groundwater
pumping is modest. The study demonstrated the use of indirect information to represent human
impacts (pumping) in data-driven hydrologic models. With further refinement of the approach, it
can be used to enhance other regional and global scale hydrologic models.
KEYWORDS: GRACE TWSA, Aquifer system compaction, human impact, machine learning,
boosted regression trees, stressed aquifer, Vertical Ground Displacement
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CHAPTER Ⅰ: INTRODUCTION
Water availability and demand could be changed due to climate change (Haddeland et
al., 2014) and direct human impact (Shiklomanov, 2003). The impact of the rapid growth of
global population and climate change on terrestrial water resources is very high. Arid and
semiarid regions that depend on groundwater supply are undergoing unprecedented threats (Sun,
2013) and demand in dry seasons can put water resources under stress (Shiklomanov, 2003). A
significant portion of the global population is experiencing alarming threats of water security
(Vorosmarty et al., 2010) and nearly 4 billion people lives in water scarce regions (Hoekstra,
2016). Direct human impacts on the water cycle are same order or higher than climate change in
some regions (Shiklomanov, 2003). Agricultural irrigation consumes more water than any other
sector (e.g., industry) (Shiklomanov, 2003). Major aquifer systems in the world are experiencing
depletion. The depletion in the irrigated High Plains and California Central Valley accounts for
∼50% of groundwater depletion in the United States (Scanlon et al., 2012). Data scarcity impacts
studies undertaken to identify major causes of water resources scarcity (Vorosmarty et al.,
2010).
The lack of high-resolution temporal and spatial groundwater and surface water data
limits our understanding of terrestrial water storage trends and the relationship between, and the
effect of, natural climate variability and human activity impacts on terrestrial water storage.
Applying in situ techniques to capture the spatial variability of terrestrial water is difficult. This
difficulty can be overcome by utilizing satellite-based remote sensing methods, which are now
widely used to capture the spatial and temporal variations of hydrological variables such as
precipitation, and soil moisture in the water cycle (Nitesh Patidar, 2016). Groundwater, which is
one component of the terrestrial water cycle, is a challenge to measure remotely due to complex
1

and often poorly understood geological features (Hoffmann and Sander, 2006). Thus, remotely
sensed data are not directly applied to study groundwater resources apart from the Gravity
Recovery and Climate Experiment (GRACE) satellite. Global scale measurements of water
resources is expanding at the result of the availability of global datasets and technologies,
which includes hydrological models and GRACE (Faunt, 2018).
Terrestrial water storage change measurements entered a new era when the GRACE satellite
mission was launched (Rodell and Famiglietti, 2002). GRACE uses a microwave ranging system
to accurately measure changes in the distance between two identical spacecraft flying in a polar
orbit about 220 kilometers apart, 500 kilometers above Earth. The microwave ranging system is
so sensitive that it can detect separation changes as small as 10 microns - about one-tenth the
width of a human hair over a distance of 220 kilometers (NASA, 2002). The GRACE satellite is
the first remote sensing mission that is directly applicable to the assessment of terrestrial water
storages including groundwater (Tapley and Bettadpur, 2004). GRACE has been used by many
researchers to study terrestrial waters and factors that impact the waters. It has rendered valuable
insight about groundwater depletion (Famiglietti et al., 2011), drought (Leblanc et al., 2009), and
seasonal runoff (Sproles et al., 2015) at a regional scale. Yeh et al. (2006) used GRACE-derived
Terrestrial Water Storage (TWS) and simulated soil moisture to estimate regional groundwater
variation in various parts of the world; and Rodell et al. (2009) utilized terrestrial water storage
change from GRACE to estimate groundwater depletion. The application of GRACE data has
some limitations.
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The Terrestrial Water Storage Anomaly (TWSA) data obtained from GRACE is an
aggregate product of all terrestrial water storages components (soil moisture, groundwater,
surface water, canopy water, and snow/ice). To obtain information about a specific component of
the water cycle (e.g., groundwater), the GRACE data need to be disaggregated. The most popular
approach of measuring groundwater storage change from GRACE TWSA is by removing the
contributions of all other TWS components (e.g., soil moisture, snow) using auxiliary
information from land surface models (Sun, 2013). The disaggregation of GRACE TWSA into
TWS components (e.g. groundwater) introduces additional uncertainty to the data (Sun, 2013).
The poor spatial resolution (~ 200,000 km 2) of GRACE data limits its application in small scale
hydrological studies. Improving the applicability of GRACE data to smaller spatial extents using
different approaches is important. To address the spatial resolution limitation, various methods
including machine learning (ML) are applied to downscale the poor resolution of GRACE
TWSA data into a higher resolution hydrologic variable (Milewski et al., 2019a; Milewski et al.,
2019b; Miro and Famiglietti, 2018; Seyoum et al., 2019)
Supervised Machine Learning (ML) techniques are utilized to predict higher-resolution
groundwater levels using GRACE TWSA and other hydroclimatic variables that directly or
indirectly impact TWSA. Miro and Famiglietti (2018) utilized artificial neural network (ANN) to
generate a series of high-resolution maps of groundwater storage and vertically isolated the
groundwater component from GRACE estimates of total water storage. Milewski et al. (2019a)
applied a boosted regression tree model to statistically downscale GRACE total water storage
anomaly to monthly temporal and 5-km spatial resolution groundwater level anomaly maps in
the karstic Upper Floridan aquifer (UFA). Seyoum et al. (2019) used a downscaling approach by
using multiple variables and a two-stage Machine Learning (ML) method in the glacier aquifer
3

system in Illinois. Sun (2013) utilized artificial neural network (ANN) models to predict
groundwater level changes directly by using a gridded GRACE product and other publicly
available hydrometeorological datasets. These studies have proven the importance and potential
of improving the spatial resolution (downscaling) GRACE TWSA using ML techniques.
However, the studies showed lower groundwater level anomaly prediction performance that
could be attributed to various factors. The one factor is lack of consideration of human impact as
a predictor variable (Milewski et al., 2019a; Miro and Famiglietti, 2018; Seyoum et al., 2019;
Sun, 2013). All researchers have used natural forces (e.g., precipitation) in the model and have
limitations due to the lack of representation of human impacts (e.g., groundwater pumping),
which can contribute to the uncertainties in the models.
Land subsidence is often used as a proxy for groundwater withdrawals, it also provides a
direct measure of change in water storage (Smith, 2020). Groundwater pumping (human impact)
can cause compaction of susceptible aquifer systems that are exposed as ground deformation
(Galloway and Burbey, 2011). The ground deformation can be detected using various
approaches, including satellite-based remote sensing, in-situ/satellite-based Global positioning
system (GPS) measurements, and in-situ extensometers. This research attempted to use vertical
ground displacement (VGD) measured by Continuous Global Positioning System (CGPS) to
indirectly represent human impact on groundwater storage.
This study aimed at improving the performance of data-driven hydrologic models by
integrating VGD information in the models as a predictor variable to indirectly representing the
human impact, specifically groundwater pumping. The main questions of this research are: Does
the consideration of VGD in part caused by groundwater pumping during the development of a
groundwater prediction model would have impact on the performance of the models in heavily
4

stressed aquifer systems? What is the role of VGD and other variable in the improvement of
model performance? How does the VGD model perform in areas where the depletion in the
aquifer systems is low? The models are ML models used to estimate groundwater level anomaly
data in a heavily stressed aquifer system. A two-fold approach was implemented during model
construction: (1) one set of models considering the VGD data as a predictor and (2) the second
set without considering the VGD information from CGPS as one of the predictor variables. A
Boosted Regression Tree (BRT) based ML method is adopted. The VGD captured by CGPS is in
part caused by intensive groundwater abstraction for irrigation and other human consumption
purposes. In addition, a total of 16 hydroclimatic variables that directly and indirectly are
believed to have an impact on groundwater storage with time spanned from April 2002 to July
2017 were used. The performance of the ML models were evaluated considering several factors
such as location of the groundwater well with respect to depletions zones, aquifer characteristics,
and recharge areas. Predictor variable importance was used to understand the contribution of
variables in the ML models.
The study attempted to address the limitation observed in GRACE TWSA and
hydrological models, which mainly are aggregate TWSA products, spatial resolution, for
GRACE and lack of human impact consideration. The study used GRACE TWSA to estimate
GWLA in individual wells locations. Thus, the poor spatial resolution GRACE data is used to
estimate GWLA, which in one of TWSA component at point spatial resolution.
Monitoring of groundwater withdrawal at a spatial resolution for sustainable water
management practice is limited and these impacts groundwater exploitations (Majumdar, 2020).
The VGD can provide insight about groundwater withdrawal and serve as an input for global and
regional hydrological models that utilizes TWS as an input. The consideration of the human
5

impact in construction of these models will reduces the uncertainties associates with the products
of the models and provide better understanding of the interaction of hydrologic response to
anthropogenic impacts (Maxwell, 2012).
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CHAPTER Ⅱ: METHODS AND DATA
Study area
California’s Central Valley Aquifer (CVA) (Figure 1) covers about 52,000 km2 and
encompasses the Sacramento, San Joaquin Valleys. The CVA is semi-arid and is one of the most
productive agricultural regions in the world. The Sacramento Valley has mild winters and hot,
dry summer with average annual precipitation of 330.2 mm to 660.4 mm. The San Joaquin
Basin has mild winters and particularly hot and dry summers with average annual precipitation
of 27 mm to 457.2 mm. Approximately one-sixth of the US’s irrigated land is in the Central
Valley, and about one-fifth of the US’s groundwater demand is supplied from its aquifers
(Claudia C. Faunt, 2009). Water resource competition increased as the result of the use of water
for agriculture and population growth (Claudia C. Faunt, 2009). The CVA is dominated by clay,
silt, and sandy or silty clays (Alex K. Williamson, 1989; Faunt et al., 2015). The sediments of the
San Joaquin Valley compose an aquifer system comprising unconfined, semi-confined, and
confined aquifers (Michelle Sneed, 2018). The land use in some part of the valley has shifted to
the planting of permanent crops since 2000 (Faunt et al., 2015). Significant groundwater
pumping caused aquifer system compaction and subsidence in San Joaquin Valley (Faunt et al.,
2015).

7

Figure 1. Location map of the study area with red line showing Corcoran clay boundary, blue circle (training groundwater well
stations) red star shows location of CGPS stations, green star stream discharge gauge stations, light blue indicates watershed
boundary.
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Data sources and processing

Hydroclimatic variables known to have direct or indirect impact on groundwater storage
added with variables that measure land subsidence deformation caused in part by groundwater
abstraction were used to train and evaluate ML-based models that estimate groundwater level
anomaly (GWLA). The models used 16 variables including GRACE TWSA, VGD, land surface
temperature, soil moisture, stream discharge, NDVI, evaporation, transpiration, canopy water,
clay and aquifer thickness, texture of aquifer material, well depth, and precipitation were as
predictor. GWLA data was made a predictand. Detailed information about the variables used
for the construction of the two models is provided in Table 2. The location of the groundwater
wells with a buffer radius of 0.05 degree (Figure 2A) was used for the extraction of observation
values for the various variables using the zonal statistics toolbox in ArcGIS. The 0.05-degree
radius was chosen because of most of the model based and remote sensing data sets used as an
input had similar spatial resolution. If the radius falls on multiple cells, the average of the cells
was used (Figure 2B). VGD and stream discharge measurement stations were paired with
groundwater wells using distance proximity (Figure 2C). The spatial resolution of the gridded
observation values was projected to NAD83 and resampled to 0.25o by 0.25o cell size spatial
resolution (Figure 3). Daily measurement values were also converted into monthly.
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Figure 2. Data extraction using 0.25-degree radius from well location (A) Values extracted from individual cell, (B) Average
values average for cells intersected by the radius and, (C) In situ point data were paired with VGD and stream discharge using
distance proximity.
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Remote Sensing Data Sources
Various remote sensing datasets were used such as the Moderate Resolution Imaging
Spectroradiometer (MODIS) and GRACE, to obtain TWSA, Normalized Difference Vegetation
Index (NDVI), and Land Surface Temperature (LST) variables.
MODIS is a key instrument aboard the Terra and Aqua satellites. The Terra (MODIS)
MOD13A3 Version 6 data provides monthly vegetation indices at 1 kilometer (km) spatial
resolution as a gridded Level 3. The data were downloaded from
https://search.earthdata.nasa.gov/search and Normalized Difference Vegetation Index (NDVI),
Land Surface Temperature (LST) for day and night were extracted from this satellite source.
Normalized Difference Vegetation Index (NDVI) is a numerical indicator that uses the
visible and near-infrared bands of the electromagnetic spectrum to assess whether the location
under observation contains live green vegetation or not. The index values are unit less quantities
ranging between 0 to 1. Very low values of NDVI (0.1 and below) correspond to barren areas of
rock, sand, or snow. Moderate values represent shrub and grassland (0.2 to 0.3), while high
values indicate temperate and tropical rainforests (0.6 to 0.8). Recent changes in plant-available
water are a critical factor modulating the sign and magnitude of the regional vegetation growth
response to temperature changes (GA, 2015). Changes in water availability strongly affect
vegetation growth, and vegetation can also modify land water storage by changing the land
surface water balance (Xiaoming Xie, 2019).
Land surface temperature (LST) is an important parameter related to surface water
balance at local and global scales (Li, 2013). The Terra MOD11C3 Version 6 product provides

11

monthly Land Surface Temperature and Emissivity (LST& E) values in a 0.05-degree spatial
resolution.

Figure 3. Resampled (0.25o * 0.25o) input variables raster images.
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GRACE TWSA Data provides monthly changes in continental water storage that were
detectable in major basins with an area 200,000 km2 and greater (Rodell and Famiglietti, 1999).
GRACE provides an aggregate terrestrial water storage of soil moisture, groundwater, snow and
ice, lake and river water, and vegetative water (Rodell and Famiglietti, 1999).
Model Based Data Sources
North American Land Data Assimilation System (NLDAS-2)
The NLDAD-2 model-based data sources contain fifty-two variables and were used to
obtain soil moisture, plant water canopy, transpiration, and evaporation data. The datasets were
extracted using the NOAA Weather and Climate Toolkit. The NLDAS-2 Noah monthly data
were downloaded from https://disc.gsfc.nasa.gov/datasets.
Soil Moisture
Soil moisture is a critical process in the water cycle and has paramount importance in
forecasting changes in the water balance of a region. Factors like soil type, soil horizon,
geologic, and climate condition contribute to the spatial and temporal soil moisture variation
(Finn, 2013). To capture the greater portion of the soil moisture field with all layers (0-200 cm
depth) was extracted from the NLDAS – 2 datasets.
Plant Canopy Water
Plant canopy water is the amount of water which is retained in the canopy and is a major
component of the surface water balance (Błońska, 2018). The central valley dominated by
agricultural land and consideration of plant canopy water is crucial to fully capture the factors
that control groundwater in the study area. The plant canopy water is also extracted from the
NLDAS-2 dataset.
13

Evaporation and transpiration
Irrigated lands have variable average annual evapotranspiration and is dependent on the
grass or crop type, quantity of water applied, and length of the growing season, moisture stress
and wilting are experienced (Hanson, 1991). During a drought, irrigated grasses and crops
continue to grow and transpire at a normal rate as long as water supply is available for irrigation
(Hanson, 1991)
In situ Data Sources
Groundwater Level (GWL)
A total of 23 periodic and continuous groundwater level observation data were
downloaded from https://wdl.water.ca.gov/waterdatalibrary/GroundWaterLevel.aspx. The
number of wells were limited due the lack of available groundwater wells with continuous
observation data that have temporal resolution similar to GRACE TWSA time span.
Vertical Ground Displacement (VGD)
Land subsidence is a widespread problem and majority of the states in the US have be
directly impacted. It is caused by slow subsurface movement of materials including aquifer
system compaction, underground mining, and natural compaction that leads to sudden sinking of
the Earth’ surface (Galloway 1999). Exploitation of groundwater accounts for more than 80
percent of the identified subsidence in the Nation. Current land subsidence concerns are
worsened due to an increase in developmental activities (Galloway 1999). There are different
techniques which are used to capture the subsidence. Satellite Interferometric Synthetic Aperture
Radar (InSAR) enable the measurement and mapping of changes on the Earth’s surface as small
as a few millimeters (G.W. Bawden, 2003). InSAR provides invaluable spatial information
needed to assess and mitigate human induced subsidence associated with aquifer-system
14

compaction (G.W. Bawden, 2003; Galloway and Burbey, 2011). Agricultural land poses a
challenge for application of InSAR techniques without significant stable radar reflectors
(Michelle Sneed 2002). Another technique is GPS and uses signals from at least four Earthorbiting satellites to determine approximate absolute positions of an autonomous receiver. CGPS
is capable of measuring vertical and horizontal displacement (Galloway and Burbey, 2011). The
subsidence is prominent mainly in the San Joaquin Valley, Pixley, El Nido, Mojave Desert,
Coachella Valley and Delta-Mendota Canal (Michelle Sneed, 2013; Michelle Sneed, 2018;
Michelle Sneed, 2003; Michelle Sneed 2002). CGPS stations in proximity to groundwater well
locations were selected and paired with groundwater well stations.
Texture of the aquifer material
Percentage of coarse-grained texture were used to represent hydraulic conductivity values
Table 1 within the Central Valley. The data were obtained from the Central Valley Hydrology
Model from(Claudia C. Faunt, 2009)
Table 1. Hydraulic Conductivity, effective porosity, and specific yield values from Percent Coarse material (Alex K. Williamson,
1989)

Textural
Material

Percent
Coarse

Effective
porosity

Average hydraulic
conductivity (ft/d)

Specific yield
(percent)

Gravel
Coarse sand
Fine Sand
Silt and Clay

>75
51 - 75
26 - 50
<= 25

0.25
0.28
0.32
0.35

110
110
11
00053 - 1.1

25
25
10
3-5
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Table 2. Predictor and predictand variables with preprocessing. Variables colored in light green are used as predictor. GWLA in
orange color is used as predictand. The input has monthly temporal resolution and spans from 2002 – 2017.

SATELLITE

Data

Source

Variable

Unit

Preprocessing

Source link

GRACE
TWSA

TWSA
(CSR RL06)

[mm]

Scaling, Averaging.

https://podaac.jpl.nasa.g
ov/dataset/TELLUS_G
RACGRFO_MASCON_CRI
_GRID_RL06_V2

[0C]

MODIS

LST – Day &
Night
(MOD11C3)

Scaling, File format
conversion, resampling,
projection, and extraction

https://e4ftl01.cr.usgs.g
ov/MOLT/MOD11C3.0
61/

NDVI
(MOD13A3)

[ratio]

Precipitation

[mm]

Soil Moisture

[mm]

PRISM

>>

IN SITU

MODEL BASED

>>
>>

https://e4ftl01.cr.usgs.g
ov/MOLT/MOD13A3.0
06/
https://prism.oregonstat
e.edu/
https://search.earthdata.
nasa.gov/search/granule
s?p=C1233767322GES_DISC&pg[0][gsk]
=start_date&q=NLDAS_
NOAH0125_MC&tl=16
04029364!4!!

Transpiration

[W/m^2]

>>

Evaporation

[W/m^2]

>>

Plant Water
Canopy

[mm]

>>

CGPS

Vertical Land
Surface
changes

[mm]

Conversion from daily to
monthly

Well

GWL

[mm]

Material
characteristics

Aquifer
Thickness

[m]

Unit conversion, changing
from GWL to GWLA
Unit conversion [ ft to m]
And extraction

https://www.unavco.org
/data/gps-gnss/derivedproducts/positiontimeseries/
https://ca.water.usgs.go
v/projects/centralvalley/central-valleyhydrologic-model.html

Clay Thickness

[m]

Percent Coarse
(HK)

[%]

Stream Flow
(Q)

[mm]

Unit conversion [ ft to m]
extraction
Unit conversion [ ft to m]
rasterization, interpolation
extraction
Unit conversion [ ft3/sec
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ov/nwis
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Stream Gauge
stations
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Aquifer Thickness
According to Williamson et al., 1989, major part of the thickness of the Central Valley
aquifer system is composed of fine-grained sediments, including clays, silts, and sandy or silty
clays that are susceptible to aquifer-system compaction (Faunt and Sneed, 2015). The sediments
of the San Joaquin Valley compose an aquifer system comprising unconfined, semi-confined,
and confined aquifers (Michelle Sneed, 2013). The aquifer thickness shapefile data were
converted to raster and later interpolated using the Inverse Distance Weighted (IDW) method
and extracted using the groundwater well point locations with a buffer of 0.05-degree radius.
Stream flow (Q)
Stream gauge stations in proximity to well locations were selected and downloaded from
the U.S. Geological Survey (USGS) streamflow database, the National Water Information System
(NWIS).
Modeling algorithm and model design
Machine learning (ML) studies automatic techniques for learning to make accurate
predictions based on past observations (Schapire, 2002). ML approaches identify major patterns
using an algorithm that attempts to learn the response by observing inputs and responses (Hastie,
2008). Boosted Regression Tree (BRT) is one of several techniques that aim to improve the
performance of a single model by ﬁtting many models and combining them for estimation.
According to Hastie (2008), decision tree learning is a method for approximating
discrete-valued target functions (Figure 4), in which the learned function is represented by a
decision tree. Decision trees classify instances by sorting them down the tree from the root to
some leaf node, which provides the classification of the instance. Each node in the tree specifies
17

a test of some attribute of the instance, and each branch descending from that node corresponds
to one of the possible values for this attribute. An instance is classified by starting at the root
node of the tree, testing the attribute specified by this node, then moving down the tree branch
corresponding to the value of the attribute in the given example (Figure 4B). This process is then
repeated for the subtree rooted at the new node. Decision tree learning methods are robust to
errors and can be used even when some training examples have unknown values (Schapire,
2002).
A tree‐based method is conceptually simple yet powerful and has advantages over other
predictive learning techniques in that the tree‐based method is easy to interpret, handles missing
values, is not affected by outliers and/or does not need prior data transformation, and it has the
ability to deal with to deal with irrelevant (Schapire, 2002). The ﬁnal BRT model is a linear
combination of many trees (usually hundreds to thousands) that can be thought of as a regression
model where each term is a tree.

Figure 4. Regression Tree Split nodes and leaf adopted from (Hastie, 2008) and (Seyoum et al., 2019b).
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Overfitting is a significant practical difficulty for decision tree learning and many other
learning methods. It can be addressed by training and validation set approach. The available data
are separated into two sets of examples: a training set, which is used to form the learned
hypothesis, and a separate validation set, which is used to evaluate the accuracy of this
hypothesis over subsequent data and, in particular, to evaluate the impact of pruning this
hypothesis. The validation set can be expected to provide a safety check against overfitting the
spurious characteristics of the training set.
According to Friedman (2001), viewing functions of higher-dimensional arguments is
more difficult. It is therefore useful to be able to view the partial dependence of the
approximation predictand on selected small subsets of the input variables. Partial dependence
functions can be used to help interpret models produced by any “black box” prediction method.
When there are many predictor variables, it is very useful to have a measure of relevance to
reduce the potentially large number variables and variable combinations to be considered. Partial
dependence plots provide information on how the input variables influence the respective
individual class probabilities.
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CHAPTER Ⅲ: RESULTS AND DISCUSSION
Relationship between TWSA variables and VGD
Observed from groundwater measurement data, groundwater depletion in the Central
Valley is spatially highly variable (Figure 7). The hydrograph for wells in northern part showed
lower depletion compared to wells from other areas. The central and southern parts of the study
area experienced higher depletion rate. The overall trend for the precipitation does not show
significant variation for the periods considered (2002 – 2017) The northern part of the study area
received more precipitation compared to the southern part of the study area. The plotted graphs
show that there is a proportional relationship among GRACE TWSA, Groundwater level
Anomaly (GWLA), vertical ground displacement (VGD), and precipitation. The dotted pink
circle in (Figure 5and Figure 6) shows the peaks formed when there is an increase in GWLA,
GRACE TWSA that is potentially caused by an increase in precipitation. The lows show the
decline in GWLA, GRACE TWSA caused by a decrease in precipitation. The VGD plots show
that the overall trend is increasing (Figure 8).
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Figure 5. Increasing groundwater level correlation with increasing precipitation and GRACE TWSA, Precipitation, VGD and
GRACE TWSA are on plotted on primary axis and GWLA is plotted on secondary axis. The dotted pink circle showing increasing
trend between GWLA and precipitation and GRACE TWSA.

Figure 6. Declining groundwater level correlation with decreasing precipitation and GRACE TWSA. Precipitation, VGD and
GRACE TWSA are on plotted on primary axis and GWLA is plotted on secondary axis. The dotted pink circle showing the declining
trends.
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Figure 7. The spatial variation in GWLA, CGPS, GRACE, and Precipitation in the study area.

Figure 8. Vertical ground displacement for selected CGPS stations in the study area
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Pearson’s correlation coefficient (r) values were calculated among predictor variables and
GWLA (predictand) to better understand the potential interaction among the variable during the
construction of the models. This will also provide insight if the relative importance of each
variable for the development of the model is consistent with the correlation observed. The
GWLA showed a very strong correlation (r=0.89) with the VGD data from CGPS and moderate
correlation with GRACE TWSA (r=0.55). While negative correlation was observed between
LST and GWLA. GRACE TWSA showed moderate correlation with CGPS(r=50), soil moisture
(r=70), and canopy water showed stronger positive correlation with GWLA data. Precipitation
and canopy water showed strong correlation (r = 0.88), and this is because there is larger
coverage of plant during rainy season, which results is storage of water in canopy. The
correlation between evaporation and canopy water (r = 0.63), soil moisture (r=0.74) precipitation
(r = 0.59) is moderate. Evaporation is expected to be higher when there is an increase in
precipitation which leads to increase in soil moisture and growth of plants. The fact that the
study area has arid to semi-arid climate, evaporation is high. GRACE TWSA showed strong
correlation with soil moisture (r= 0.70) and is also expected as soil moisture is also embedded
within TWSA,
Table 3. Pearson’s correlation coefficient results for all input variables.
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Model simulation results
The averaged values of error measures for individual model simulation results are
reported in Table 4. The average values for model trained with VGD data are 13.52 mm, 658.65
mm RMSE, 0.94 R, and 0.88 NSE for mean error (ME), Root Mean Square Error (RMSE), R,
and Nash-Sutcliffe efficiency (NSE), respectively. Considering models trained without the VGD
data as one of the inputs, the error metrics were 2.85 mm (ME), 1261.29 mm (RMSE), 0.91 (R)
and, 0.80 (NSE).
Table 4. Summary of model performance metrics with VGD and without VGD consideration

With VGD
Wells

Models

RMSE
[mm]

R

Without VGD
NSE

RMSE
[mm]

R

NSE

353539N1191118W001

Model 1

1247.22

0.99

0.98

3371.13

0.92

0.85

354189N1194216W001

Model 2

1888.83

0.98

0.96

5566.41

0.84

0.62

367552N1203732W002

Model 3

1036.05

1.00

0.99

4390.02

0.91

0.82

378000N1213200W001

Model 4

38.19

1.00

0.99

12.96

1.00

1.00

378600N1213200W001

Model 5

40.17

0.99

0.99

132.57

0.92

0.84

378861N1214818W001

Model 6

43.05

0.96

0.92

36.91

0.97

0.94

379143N1209485W001

Model 7

1846.68

0.63

0.38

1851.58

0.62

0.37

384159N1217303W002

Model 8

0.40

1.00

1.00

888.75

0.94

0.87

386464N1216675W001

Model 9

101.92

0.99

0.97

115.91

0.98

0.96

386464N1216675W001

Model 10

195.14

0.95

0.89

198.00

0.95

0.88

386782N1215943W001

Model 11

96.65

0.99

0.99

199.01

0.98

0.94

388965N1219139W001

Model 12

1192.21

0.96

0.92

1359.64

0.95

0.89

389669N1218440W001

Model 13

245.42

1.00

1.00

262.38

1.00

0.99

398996N1221227W001

Model 14

909.31

0.98

0.95

1209.04

0.96

0.92

399456N1220399W001

Model 15

326.82

0.94

0.89

616.58

0.84

0.61

404377N1222883W001

Model 16

519.24

0.75

0.56

493.64

0.81

0.60

378103N1215449W001

Model 17

65.61

0.97

0.94

28.92

0.99

0.99

378186N1215438W001

Model 18

38.23

0.99

0.95

80.91

0.90

0.77

354021N1195011W001

Model 19

2013.39

0.94

0.88

3654.04

0.86

0.61

386864N1215222W001

Model 20

221.25

0.98

0.95

116.37

0.99

0.99

389605N1218102W001

Model 21

1743.91

0.73

0.41

1560.02

0.77

0.53

392752N1221056W001

Model 22

1067.70

0.95

0.91

2855.87

0.69

0.37

399567N1220031W001

Model 23

271.74

0.96

0.93

9.07

1.00

1.00

658.66

0.94

0.88

1261.29

0.91

0.80

Average for all models
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Figure 9. Statistical values for models (A) R and NSE values for model with VGD (B) R and NSE values for model without VGD.

The results of the training for both models showed that the model estimated well and
captured the overall trend of the groundwater levels within the study area. Figures 10 - 12 shows
the observed and simulated result for selected wells located in Northern, Central, and Southern
parts of the study area, respectively. Some of the wells showed deviation from the observed
values, the simulated results showed over and underprediction of the observed values (Figure
11a1, b1). The model prediction statistical error results might be affected by the poor
groundwater anomaly data quality utilized for comparison of the observed and simulated results
(Figure 12b-1) during the construction of the models.
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Figure 10. Model simulation results(blue) vs observed GWLA (red dots) for wells location in the Northern part of the study.

The simulation results for the model without VGD showed under and overestimation for
the wells (Figure 12b1 and c1) in the central when compared to the observed values. The model
with VGD data were able to simulate the recharge and the depletion signatures better than the
model with VGD. The depletion and the recharge signature are consistent with the observation
data (Figure 5 and Figure 6). The model with VGD performed better in a well (Figure 11c2) that
does not have any depletion signature indicating model performance might be attributed to other
local variable rather than depletion signatures.
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Figure 11. Model simulation results(blue) vs observed GWLA (red dots) for wells location in the central part of the study.

The statistical error result of model with VGD obtained for wells located in the northern
section is lower (Table 4, Model 16, 21, and 23) compared with wells in central and southern
parts. Model simulation results without consideration of VGD data showed slight performance
improvement in these wells and these wells are also located out of the clay zone.
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Figure 12. Model simulation results(blue) vs observed GWLA (red dots) for wells location in the southern part of the study.

Variable contributions and sensitivity
According to MATLAB 2017b user manual, Predictor Importance computes estimates of
predictor importance for tree by summing changes in the mean squared error (MSE) due to splits
on every predictor and dividing the sum by the number of branch nodes. If the tree is grown
without surrogate splits, this sum is taken over best splits found at each branch node. If the tree is
grown with surrogate splits, this sum is taken over all splits at each branch node including
surrogate splits. Variable importance has one element for each input predictor in the data used to
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train this tree. At each node, MSE is estimated as node error weighted by the node probability.
Variable importance associated with this split is computed as the difference between MSE for the
parent node and the total MSE for the two children.
The sensitivity result analysis indicated that the most influential variable for model
constructed with VGD consideration are VGD followed by GRACE TWSA. Soil moisture and
discharge also contributed significantly and were found to be the 3rd and 4th influential variables
(Figure 13). The model without VGD consideration had GRACE TWSA, Soil Moisture,
Discharge forming the first three high influential variables and the result is consistent with the
results found by Milewski et al. (2019a) and Seyoum et al. (2019). The remaining predictors
including precipitation, Canopy water, NDVI, LST and transpiration has less influence in the
models.
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(A)

(B)

Figure 13. Variable Importance (a) Model constructed with VGD and (b) Model constructed without VGD.
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Partial dependency
The overall result of the partial dependency (PD) plot for all the predictor variables and
predictand (GWLA) is a nonlinear relationship (Figure 14a-h). Variables including VGD,
TWSA, soil moisture and, precipitation is positive meaning that the GWLA increases with an
increase in TWSA, soil moisture and precipitation. The relationship between GWLA and LST
was negative as displayed (Figure 14i), which indicates that when LST increases, GWLA
decreased. The relationship identified by the PD plot is consistent with the parson correlation
observed for GWLA and TWSA, as well as GWLA and VGD.

Figure 14. Partial Dependency of response and predictor variables used as input and output (GWLA).
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Considering the complexity of aquifer system compaction and the factors that contributes
to the deformation (oil abstraction, tectonic activities and infra structure developments), utilizing
CGPS to fully capture the human impact on groundwater might be challenging. To better
capture the impact, it could be better to use continuous groundwater pumping data if data
availability permits. This method could render significant information about location
groundwater variation if adopted in areas where there is significant groundwater abstraction.
The complexity of the factors that govern groundwater storage in Central Valley might
not be fully captured by the predictor variable used for development of the models, which could
also be reason for some of the lower performance observed for both models in the northern
section of the study.
The data utilized are publicly available data that can be directly downloaded from the
Internet. This also increases its applicability to data scare areas with limited resources as most of
the predictor variables data are available at global scale. But it should be noted that the
utilization of such data will have some uncertainty associated with it, which can affect the model
prediction performance. Aquifer systems that have some similarity with Central Valley where
significant portion of groundwater dependent irrigation is prevalent includes the aquifers in
Pahvant Valley (Utah), Mimbres Basin (New Mexico), Pecos River Basin (Texas), Tarim basin
(China) and Canning Basin (Australia) are suggested areas where similar study could be
undertaken given GWLA and VGD measurement data are available.
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CONCLUSIONS
With the difficulty associated with availability of data that provide insight about human
and climate impact on water resources, it is very imperative to come up with various techniques
to improve the application of remotely sensing data that provides significant information about
global and region groundwater storage trends. Our ability to incorporate human impact during
the development of groundwater simulation and prediction model could significantly improve
the reliability of the model results. This study, which was undertaken in Central Valley Aquifer
California adopted ML method to evaluate machine learning groundwater anomaly prediction
models using vertical displacement and GRACE TWSA data added with different in situ, model
based and remotely sensed data as input variable. Then, two models (with and without VGD)
were trained to make temporal prediction of groundwater within the study area.
The followings are the main conclusions of this study:
•

GWLA is strongly correlated with precipitation, GRACE TWSA and VGD in the
study area. The overall trend for precipitation remained constant, while GRACE
TWSA is showing declining trend. GWLA and VGD showed spatially variable
trend. VGD in the northern most part remained constant, while it showed an
increase in the central and southern part of the study. This is also true for GWLA.

•

Model constructed with VGD simulated the wells that had significant depletion
compared to the model constructed without VGD. Which gives a clue that the
GWLA in the study area is undergoing decline as the result of pumping.

•

Wells that are within the Corcona clay zone are believed to be susceptible to
aquifer system compaction, these wells were simulated better with an ML model
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constructed with VGD consideration as predictor variable. This further confirmed
that the Corcona clay is indeed what causes the aquifer system compaction in the
study area.
•

The northern part of the study area receives higher rainfall, relative has less
irrigation activities, Corcona clay present as lens of layers and shows relatively
low rate of groundwater depletion. Thus, the groundwater anomaly in this were
better predicted with a model constructed without consideration of VGD.

•

Model constructed without VGD showed slightly better performance in the
northern part of the study indicating that considering VGD in regions with low
depletion rate might not improve model performance or might introduce some
noise that affects model performance.

•

The study highlighted the importance of human impact consideration in
construction of hydrological models for arid and semi rid regions that has known
aquifer system compaction problems as a result of groundwater pumping.

•

In place where there is no groundwater abstraction data, vertical displacement
measurement might give insight about potential human impact on terrestrial water
storage more specifically groundwater.

•

As the models are not generalized, meaning independently tested with new
datasets, the results (models) obtained from this study may not be feasible for
GWLA prediction.

•

Thus, it is recommended that the downscaling of GRACE TWSA and any
groundwater modeling and simulation endeavor should consider vertical ground
displacement in regions where aquifer system compaction is prevalent.
34

•

The consideration of human impact upon terrestrial water storage will improve
models that heavily rely on accurate representation of terrestrial water storage.

The outcome of the study provided insight how consideration of vertical displacement,
which partly could be attributed to groundwater abstraction induced subsidence improve
groundwater anomaly prediction models constructed using machine learning. As the result of the
data type, sources and quality utilized model uncertainty in the model are expected.
The study has considerable application globally as most of the datasets used as an input
are available globally at no cost. The VGD data can also be analyzed from InSAR images. This
will render relevant insight about aquifer systems experiencing depletion because of groundwater
pumping for many purposes. The Pahvant Valley (Utah), Mimbres Basin (New Mexico), Pecos
River Basin (Texas), Tarim basin (China) and Canning Basin (Australia) are suggested areas
where similar study could be undertaken given GWLA continuous groundwater data is available.
The study highlighted how the consideration of VGD in data driven machine learning
GWLA estimation models in heavily stressed aquifer systems could reduce uncertainty
associated with data driven models. This has greater potential in reducing uncertainty associated
with hydrological and Climate models that heavily rely on terrestrial water input.
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APPENDIX A: INDIVIDUAL VARIABLE MAPS

Figure 1. Input variable resampled to 0.25 * 0.25-degree spatial resolution with study area in black
polygon.
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APPENDIX B: INPUT VARIABLES TIME SERIES PLOTS

Figure 2. Normalized Difference Vegetable Index (NDVI) for all the 23 wells

Figure 3. Land Surface Temperature (LST) for all the 23 wells graph
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Figure 4. Precipitation for all the 23 wells graph.

Figure 5. GRACE TWSA for graph for the study area.
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Figure 6. Soil moisture for all the 23 wells graph.

Figure 7. Plant canopy water for all the 23 wells graph.
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Figure 8. Vertical ground displacement (VGD) for selected CGPS stations within the study area.

Figure 9. Stream flow Discharge (Q) for all the 23 wells graph.
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APPENDIX C: PREDICTAND VS PREDICTOR VARIABLES RELATIONSHIP
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APPENDIX D: TRAINING WELL MODEL SIMULATION RESULT PLOTS
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