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Abstract
In this article, multivariate density expansions for the sample correlation matrix R are
derived. The density of R is expressed through multivariate normal and through Wishart
distributions. Also, an asymptotic expansion of the characteristic function of R is derived and
the main terms of the ﬁrst three cumulants of R are obtained in matrix form. These results
make it possible to obtain asymptotic density expansions of multivariate functions of R in a
direct way.
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1. Introduction
The sample correlation matrix R is a statistic of fundamental importance in
multivariate analysis even though inference problems based on R are extremely
complicated. The exact distribution of R has a simple analytical form only if the
population is multivariate normal and the random variables are independent [1, pp.
266–268]. If a pair of random variables X and Y are correlated, then the density of
the sample correlation coefﬁcient rðX ; Y Þ is represented as an inﬁnite sum even in the
case of normally distributed X and Y ([3], also [1, pp. 113], for example).
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The situation is far more complicated when one is interested in the distribution of
a p-variate correlation matrix, R: The simplest approximation of the distribution of
R is the asymptotic normal law, which was ﬁrst derived by Girshick [4] under the
assumption that the population is multivariate normal. Asymptotic normality of R
can be easily generalized to the case of non-normal populations, provided that
fourth-order moments are ﬁnite. Under these assumptions, the asymptotic normal
distribution of R can be found in [11], for instance.
If sample size, n; is comparatively large, then asymptotic normality can be used to
make inferences about the population correlation matrix. It is frequent, however,
that studies are conducted where n is only of order tens. In these cases, the
asymptotic normal distribution is not a satisfactory approximation and higher order
approximations are needed. So far, the authors have not been able to ﬁnd a
satisfactory solution to this problem in the literature.
In this article, we present a general method for approximating the density of R
through another multivariate density, possibly one of higher dimension. The method
is based on a general density relation obtained by Kollo and von Rosen [9]. Their
result makes it possible to obtain the density of R as an expansion based on the
multivariate normal or the Wishart distribution, for example. In Section 2 necessary
notation and results are introduced. An approximation to the characteristic function
of R is found in Section 3 and the main terms of the ﬁrst three cumulants of R are
derived in matrix form. Section 4 deals with approximating the density of R through
the multivariate normal distribution. In Section 5 Wishart-based approximations are
given.
2. Notation and preliminary results
The following material is based on a matrix representation of multivariate
moments and cumulants which are found using matrix differentiation. The matrix
derivative of r  s-matrix Y ¼ YðXÞ by X : p  q in deﬁned by the equality
dY
dX
¼ d
dvec X
#ðvec YÞ0; ð2:1Þ
where
d
dvec X
¼ @
@x11
;y;
@
@xp1
;y;
@
@x1q
;y;
@
@xpq
 0
:
Higher order matrix derivatives are deﬁned recursively
dkY
dX k
¼ d
dX
dk1Y
dX k1
 
; k ¼ 2; 3;y :
If X is a random p  q-matrix, then the characteristic function is
jX ðtÞ ¼ Eeivec
0Tvec X ; TARpq:
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Moments mkðXÞ of X can be found by differentiating the characteristic function:
mkðXÞ ¼ 1
ik
dkjX ðTÞ
dTk

T¼0
: ð2:2Þ
Central moments %mkðX Þ are deﬁned in the similar way. The function
cX ðTÞ ¼ ln jX ðTÞ
is called the cumulant function of X and the cumulants ckðX Þ are deﬁned as the
derivatives
ckðXÞ ¼ 1
ik
dkcX ðTÞ
dTk

T¼0
: ð2:3Þ
The ﬁrst four cumulants can be expressed through moments in the following way
(see for instance [6]):
c1ðXÞ ¼ m1ðX Þ ¼ EX ;
c2ðXÞ ¼ %m2ðX Þ ¼ DX ;
c3ðXÞ ¼ %m3ðX Þ;
c4ðXÞ ¼ %m4ðX Þ  %m2ðX Þ#vec0 %m2ðX Þ  ðvec0 %m2ðXÞ# %m2ðXÞÞðIp3 þ Ip#Kp;pÞ;
where Kp;p is the commutation matrix (see [10] for matrix algebra, if needed).
Later on we shall explore several times Taylor expansion in the matrix form. For
gðÞ : Rp-Rq we have the expansion at x0 in a neighbourhood D of x0:
gðxÞ ¼ gðx0Þ þ
Xm
k¼1
1
k!
ðIq#ðx  x0Þ#ðk1ÞÞ0 d
kgðxÞ
dxk
 0
x¼x0
ðx  x0Þ þ rm; ð2:4Þ
where the error term
rm ¼ 1ðm þ 1Þ! ðIq#ðx  x0Þ
#mÞ0 d
mþ1gðxÞ
dxmþ1
 0
x¼x
ðx  x0Þ; xAD;
if the function gðxÞ has continuous partial derivatives up to the order ðm þ 1Þ in a
neighbourhood D of the point x0:
3. Characteristic function of R
Let XBPX be a random p-vector with the ﬁrst ﬁnite moments EX ¼ m; DX ¼ S;
m4ðXÞoN: The correlation matrix is given by the equality
P ¼ S
1
2
d SS
1
2
d ; ð3:1Þ
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where Sd is the diagonal matrix with the diagonal elements s11;y; spp: Let us have a
sample X ¼ ðX1;y; XnÞ of size n from the population with the distribution PX : The
sample correlation matrix R is deﬁned as a function of the sample covariance
matrix S:
R ¼ S
1
2
d SS
1
2
d ; ð3:2Þ
where S is the usual unbiased estimator of S: When we consider R as a function of S;
we can write out the Taylor expansion for vec R at S ¼ S by applying formula (2.4)
vec R ¼ vec P þ dR
dS
 0
S¼S
vecðS  SÞ
þ 1
2
½Ip2#vecðS  SÞ
0
d2R
dS2
 0
S¼S
vecðS  SÞ þ r2:
Denote
vec Rn ¼ vecR  r2; D1 ¼ dR
dS
 0
S¼S
; D2 ¼ d
2R
dS2
 0
S¼S
:
In these notations the characteristic function of vec Rn has the following
representation:
jRnðTÞ ¼Eeivec
0Tvec Rn
¼Eeivec0TðvecPþD1vecðSSÞþ12½Ip2#vecðSSÞ
0D2vecðSSÞÞ
¼ eivec0Tvec PE½eivec0TD1vecðSSÞeivec0T 12½Ip2#vecðSSÞ
0D2vecðSSÞ
:
Using the notations
A ¼ D1vecðS  SÞ;
B ¼ 1
2
½Ip2#vecðS  SÞ
0D2vecðS  SÞ;
the characteristic function is of the form
jRnðTÞ ¼ eivec
0TvecPE½eivec0TAeivec0TB
: ð3:3Þ
For the sample covariance matrix S the following convergence in distribution
holds, if n-N (see [12] or [11], for example)
ﬃﬃﬃ
n
p
vecðS  SÞ-D Nð0;PÞ;
where
P ¼ E½ðX  mÞ#ðX  mÞ0#ðX  mÞ#ðX  mÞ0
  vec S vec0S: ð3:4Þ
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When XBNðm;SÞ; then the asymptotic covariance matrix
PN ¼ ðIp2 þ Kp;pÞðS#SÞ: ð3:5Þ
From the convergence of S it follows that ABOpð 1ﬃﬃnp Þ; BBOpð1nÞ; where OpðeÞ
denotes bounded by a probability random variable of order e [13, pp. 151]. Hence the
main term of the characteristic function (3.3) has the following representation:
jRnðTÞ ¼ eivec
0TvecPE 1þ ivec0TA þ 1
2
ðivec0TAÞ2 þ ivec0TB þ op 1
n
  
¼ eivec0TvecPE 1þ ivec0TD1vecðS  SÞ þ 1
2
ðivec0TD1vecðS  SÞÞ2

þ ivec0T1
2
½Ip2#vecðS  SÞ
0D2vecðS  SÞ þ op
1
n
 
: ð3:6Þ
The expectation of the ﬁrst two terms on right-hand side of (3.6) equals
1 1
2
vec0TD1 %m2ðvec SÞD01 vecT :
The expression of %m2ðvec SÞ; is well known and presented in matrix form in [7], for
example,
%m2ðvec SÞ ¼ 1
n
E½ðX  mÞ#ðX  mÞ0#ðX  mÞ#ðX  mÞ0

 vec S vec0Sþ 1
n  1ðIp2 þ Kp;pÞðS#SÞ
	
: ð3:7Þ
It remains to derive expressions for D1 and D2 and to take the expectation in the
last term on right-hand side of equality (3.6). The derivation is given in Appendix A
and summarized in Theorem 1. Theorem 1 uses the result that an approximation to
the distribution of Rn also is an approximation to the distribution of R:
Theorem 1. The first-order approximation of the characteristic function of the sample
correlation matrix R is of the form
jRðTÞ ¼ eivecT
0 vecP 1 1
2
vec0TD1 %m2ðvec SÞD01 vecT


þ i
2
vec0Tfvec0½Ip2# %m2ðvec SÞ
gKp2;p4 vec D2 þ o
1
n
 	
; ð3:8Þ
where D1; D2 and %m2ðvec SÞ are defined by equalities (A1.1), (A1.2) and (3.7),
respectively.
Using the obtained approximation of the characteristic function of R we are able
to derive expressions of the main terms of the ﬁrst cumulants of vecR: According to
relation (2.3) cumulants are deﬁned as derivatives of the cumulant function cðtÞ at
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the point zero. An approximation of cRðTÞ we get from (3.8):
cRðTÞ ¼ ln jRðTÞ ¼ ivec0TvecP þ ln 1
1
2
vec0TD1 %m2ðvec SÞD01 vecT


þ i
2
vec0Tfvec0½Ip2# %m2ðvec SÞ
gKp2;p4 vec D2
	
þ o 1
n
 
:
Denote
M ¼ D1 %m2ðvec SÞD01; ð3:9Þ
N ¼ ðvec0½Ip2# %m2ðvec SÞ
ÞKp2;p4 vec D2: ð3:10Þ
For the main term cRnðTÞ of cRðTÞ we have
dcRnðTÞ
dT
¼ ivecP þ 1
1 1
2
vec0TðMvecT  iNÞ
 1
2
ðiN  ðIp2#vec0T þ vec0T#Ip2ÞvecMÞ:
From here the main term of the ﬁrst cumulant is of the form
cn1ðvecRÞ ¼
1
i
ivecP þ i
2
1 1
2
vec0TðMvecT  iNÞ
 1(
 ½N þ iðIp2#vec0T þ vec0T#Ip2ÞvecM


T¼0¼ vecP þ
1
2
N:
To get the second- and third-order cumulants we have to ﬁnd the second- and
third-order derivatives of the cumulant function. The derivation is somewhat
technical and presented in Appendix B. The next theorem represents the obtained
formulae.
Theorem 2. The main terms of the first three cumulants of the sample correlation
matrix R are of the form
cn1ðRÞ ¼ vecP þ 12 N; ð3:11Þ
cn2ðRÞ ¼ 12½LðvecM#Ip2Þ  12NN 0
; ð3:12Þ
cn3ðRÞ ¼ 14fð12NN 0  LðvecM#Ip2ÞÞðN 0#Ip2ÞðIp4 þ Kp2;p2Þ
 N vec0LðvecM#Ip2Þg; ð3:13Þ
where P; L; M and N are defined by (3.1), (B.3), (3.9) and (3.10), respectively.
4. Normal expansions
In the following two sections all the expansions will be based on the next result [9,
Corollary 3.1].
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Theorem 3. Let X and Y be random p- and r-vectors respectively, ppr; P : p  r - a
real matrix of rank p; A : r  r - positive definite and P0 : ðr  pÞ  r of rank r  p:
Then the density of X can be expressed as
fX ðx0Þ ¼ jAj
1
2jPA1P0j12ð2pÞ12ðrpÞffY ðy0Þ  ðM0 þ M1Þ0 vec f ð1ÞY ðy0Þ
þ 1
2
ððM0 þ M1Þ0#2 þ vec0 M2Þvec f ð2ÞY ðy0Þ
 1
6
½ðM0 þ M1Þ0#3 þ vec0 M3
þ ðvec0 M2#ðM0 þ M1Þ0Þð2Ip3 þ Ip#Kp;pÞ
vec f ð3ÞY ðy0Þ þ r3g; ð4:1Þ
where r3 is the remainder term, f
ðkÞ
Y ðyÞ denotes the kth derivative of fY ðyÞ and
M0 ¼ y0  P0x0;
M1 ¼ ðc1ðX ÞP  c1ðY ÞÞ0 ¼ P0EðX Þ  EðYÞ;
M2 ¼ P0c2ðX ÞP  c2ðYÞ þ Q ¼ P0DðX ÞP  DðY Þ þ Q;
M3 ¼ P0c3ðX ÞP#2  c3ðYÞ;
Q ¼ AP00 ðP0AP00 Þ1P0A:
The formal density expansion (4.1) is obtained by inverting the characteristic
functions and makes it possible to present any density function through another
possibly higher dimensional known density. It means that the density of a
complicated statistic can be approximated by the population distribution or any
other multivariate distribution of interest. The parameters y0; P and A have to be
speciﬁed in applications. There are many ways to do it. The following two choices of
the parameters lead to the considerable simpliﬁcations of the expression of the
density expansion. The choice
y0 ¼ P0x0  P0EðXÞ  EðYÞ ð4:2Þ
guarantees that in formula (4.1) M0 þ M1 ¼ 0: The matrices P and A have to be
chosen in this way so that the term M2 would be as small as possible. Take
A ¼ DðYÞ ð4:3Þ
and
P ¼ ðDðX ÞÞ12V 0; ð4:4Þ
where V ¼ ðV1;y; VpÞ : r  p consists of eigenvalue-normed eigenvectors of DðY Þ;
which correspond to the p largest eigenvalues of DðYÞ (i.e. V 0i Vi ¼ li). Then M2 ¼ 0
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and we get the following approximation from Theorem 3:
fX ðx0Þ ¼ jDðYÞj
1
2jDðX Þj12ð2pÞ12ðrpÞffY ðy0Þ
 1
6
vec0fVDðXÞ12c3ðXÞðVðDðXÞÞ
1
2Þ#2  c3ðYÞg vec f ð3ÞY ðy0Þ þ r3g:
ð4:5Þ
As it was said before, there are many ways of deﬁning the parameters. Let us take
y0 ¼ P0x0; ð4:6Þ
A ¼ DðYÞ
with
P ¼ ðm2ðXÞÞ
1
2V 0; ð4:7Þ
where V is deﬁned as before. After inserting (4.6)–(4.7) into the expressions of Mi
and Q we get from (4.1) the expansion:
fX ðx0Þ
¼ jDðYÞj12jm2ðX Þj
1
2ð2pÞ12ðrpÞffY ðy0Þ  Vðm2ðX ÞÞ
1
2EðXÞvec f ð1ÞY ðy0Þ
 1
6
vec0fVðm2ðXÞÞ
1
2c3ðX ÞðVðm2ðXÞÞ
1
2Þ#2  c3ðY Þgvec f ð3ÞY ðy0Þ þ r3g:
ð4:8Þ
In this section we are going to approximate the density function of the 12pðp  1Þ-
vector
Z ¼ ﬃﬃﬃnp vec+ðR  PÞ
which consists of the elements
ﬃﬃﬃ
n
p ðrij  rijÞ; ioj; in natural order. It would be most
essential to construct expansions on the basis of the asymptotic distribution of R:
Let us denote by S+R and SR the asymptotic covariance matrices of Z andﬃﬃﬃ
n
p
vecðR  PÞ; where Z is the vectorized upper triangle of ﬃﬃﬃnp ðR  PÞ (without the
main diagonal). Following [11],
SR ¼ D1PD01;
where P and D1 are given by (3.4) and (A1.1), respectively. In the important special
case of normal population XBNðm;SÞ the asymptotic covariance matrixPN is given
by (3.5). From here
S+R ¼ J 0pSRJp;
where Jp is the p
2  1
2
pðp  1Þ matrix which consists of ones and zeros and eliminates
constants and repeated elements from vecR :
vec+R ¼ J 0p vecR:
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From (3.7) and expressions (3.11)–(3.13) of cni ðRÞ; i ¼ 1; 2; 3 it follows that
cn1ðZÞ ¼
1ﬃﬃﬃ
n
p G1 þ oðn1Þ;
cn2ðZÞ ¼ Xþ
1
n
G2 þ oðn1Þ;
cn3ðZÞ ¼
1ﬃﬃﬃ
n
p G3 þ oðn1Þ;
where
G1 ¼ 12 J 0pðvec0P#Ip2Þvec D2; ð4:9Þ
X ¼ 1
2
J 0pLfvecðD1PD01Þ#Ip2gJp; ð4:10Þ
G2 ¼ 14 J 0pðvec0P#Ip2Þvec D2vec0 D2ðvecP#Ip2ÞJp; ð4:11Þ
G3 ¼ 14 J 0pfðvec0P#Ip2Þvec D2vec0 D2ðvecP#Ip2Þ
 LðvecðD1PD01Þ#Ip2Þðvec0 D2ðvecP#Ip2Þ#Ip2ÞðIp4 þ Kp2;p2Þ
 ðvec0P#Ip2Þvec D2vec0fLðvecðD1PD01Þ#Ip2ÞggJ#2p : ð4:12Þ
When approximating with normal distribution we are going to use equal dimensions:
p ¼ r and the normal distribution Nð0; 1
2
Dþp LðvecðD1PD01Þ#Ip2ÞDþp Þ is considered as
the approximating basic distribution which guarantees equality of the two
covariance matrices of interest up to the order 1
n
: Here Dþp is the Moore–Penrose
inverse of the duplication matrix (see [10]). In normal approximations the Hermite
polynomials will appear. Matrix Hermite polynomials Hiðx;XÞ are obtained as a
result of repeated differentiation of the density function of the normal distribution
Nð0;XÞ:
f
ðkÞ
Nð0;XÞðxÞ ¼ ð1ÞkHkðx;XÞfNð0;XÞðxÞ: ð4:13Þ
The ﬁrst three polynomials are of the following form (see for instance [5]):
H1ðx;XÞ ¼ X1x; ð4:14Þ
H2ðx;XÞ ¼ X1xx0X1  X1; ð4:15Þ
H3ðx;XÞ ¼X1xðx0X1Þ#2  X1x vec0X1
 x0X1#X1  X1#x0X1: ð4:16Þ
Remark. We could use for small dimensions ðp ¼ 2; 3Þ also an approximation
through the population covariance matrix S; but this will not be considered in this
paper.
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Theorem 4. Let X ¼ ðX1;y; XnÞ be a sample of size n from a p-dimensional
population XBPX ; EX ¼ m; DX ¼ S; m4ðX ÞoN and let P and R be the population
and the sample correlation matrices given by (3.1) and (3.2), respectively. Then for the
density function of the vector Z ¼ ﬃﬃﬃnp vec+ðR  PÞ the following formal expansions
are valid:
(i)
fZðx0Þ ¼ fNð0;XÞðy0Þ 1þ 1
6
ﬃﬃﬃ
n
p vec0½VX12G3ðX
1
2V 0Þ#2



 vec H3ðy0;XÞ þ o 1ﬃﬃﬃ
n
p
 	
; ð4:17Þ
where y0 is determined by (4.2) and (4.4), V ¼ ðV1;y; V1
2
pðp1ÞÞ is the matrix of
eigenvalue normed eigenvectors Vi of X;
(ii)
fZðx0Þ ¼ fNð0;XÞðy0Þ 1þ 1ﬃﬃﬃ
n
p G01ðm2ðZÞÞ
1
2W 0H1ðy0;XÞ þ 1
6
ﬃﬃﬃ
n
p vec0


 ½Wðm2ðZÞÞ
1
2G3ððm2ðZÞÞ
1
2W 0Þ#2
vec H3ðy0;XÞ þ o 1ﬃﬃﬃ
n
p
 	
;
ð4:18Þ
where y0 is defined by (4.6) and (4.7), W ¼ ðW1;y; W1
2
pðp1ÞÞ is the matrix of
eigenvalue normed eigenvectors Wi of the moment matrix m2ðZÞ:
In (i) and (ii) the Hermite polynomials Hiðy0;XÞ are defined by (4.14)–(4.16), G1 and
G3 are given by (4.9) and (4.12), respectively.
Proof. Both statements can be obtained directly from Theorem 3. As a result of the
choice of parameters (4.2)–(4.4) the terms M0 þ M1 and M2 will vanish and (i)
follows from (4.1) after using the deﬁning equality for Hermite polynomials (4.13).
Approximation (ii) is obtained in the similar way after the choice of parameters (4.3),
(4.6) and (4.7).
Expansions (i) and (ii) are somewhat too general, in fact. It would be natural to
calculate fZðÞ and fNð0;XÞðÞ at the same points when Z has the same dimension as the
normal distribution. This will be realized in the next corollary.
Corollary 1. In the notations of Theorem 4 the following density expansion holds:
fZðx0Þ ¼ fNð0;XÞðx0Þ 1þ 1ﬃﬃﬃ
n
p G01H1ðx0;XÞ þ
1
6
ﬃﬃﬃ
n
p vec0G3 vec H3ðx0;XÞ þ o 1ﬃﬃﬃ
n
p
 
 	
:
Proof. The expansion follows from (4.1) if P ¼ I and we take into account that
DZ  XBoð 1ﬃﬃ
n
p Þ:
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5. Wishart expansions
As the sample covariance matrix S is Wishart distributed in the case of normal
population, it would be of interest to approximate the distribution of R by the
Wishart distribution. Let us examine the asymptotic behaviour of
Z ¼ n vec+ðR  PÞ
in this section.
Again, the expansions will stem from Theorem 3 where the ﬁrst cumulants and
derivatives of the Wishart density are needed. In fact, the ﬁrst derivatives of the
centred Wishart density will be utilized. Let V ¼ W  nS; where WBWðS; nÞ: Then
for the kth derivative of the centred Wishart density:
f
ðkÞ
V ðVÞ ¼ ð1ÞkLnkðV ;SÞfV ðVÞ;
we have the following expressions from [8]:
LnkðV ;SÞ ¼ LkðV þ nS;SÞ;
where
L1ðW ;SÞ ¼ 12 GpHp vecðsW1  S1Þ; ð5:1Þ
L2ðW ;SÞ
¼ 1
2
GpHp sðW1#W1Þ  1
2
vecðsW1  S1Þvec0ðsW1  S1Þ

 	
HpG
0
p;
ð5:2Þ
L3ðW ;SÞ
¼ 1
2
GpHpfsðW1#W1#vec0 W1 þ vec0 W1#W1#W1ÞðIp#Kp;p#IpÞ
 s
2
ðW1#W1ÞfðIp2#vec0ðsW1  S1ÞÞ þ ðvec0ðsW1  S1Þ#Ip2Þg
 s
2
vecðsW1  S1Þvec0ðW1#W1Þ
þ 1
4
vecðsW1  S1Þðvec0ðsW1  S1Þ#vec0ðsW1  S1ÞÞgðHpG0pÞ#2:
Here s ¼ n  p  1; matrix
Hp ¼ Ip2 þ Kp;p  ðKp;pÞd
and Gp is the block-diagonal matrix with the diagonal blocks
Gii ¼ ðe1;y; eiÞ0; i ¼ 1;y; p;
where ei is the ith column of Ip:
The ﬁrst cumulant of the centred Wishart distribution equals to zero, c2ðVÞ and
c3ðVÞ are identical to c2ðWÞ and c3ðWÞ:
c1ðVÞ ¼ 0;
c2ðVÞ ¼ nGpðIp2 þ Kp;pÞðS#SÞG0p; ð5:3Þ
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c3ðVÞ ¼ nGpðIp2 þ Kp;pÞðS#S#vec0SÞðIp4 þ Kp2;p2Þ
 ðIp#Kp;p#IpÞðG0p#ðIp2 þ Kp;pÞG0pÞ: ð5:4Þ
The main terms of the ﬁrst three cumulants of Z are obtained from (3.11)–(3.13)
and (4.9)–(4.12):
cn1ðZÞ ¼ G1; ð5:5Þ
cn2ðZÞ ¼ nX G2; ð5:6Þ
cn3ðZÞ ¼ nG3: ð5:7Þ
The next theorem gives us expansions of the sample correlation matrix through the
Wishart distribution.
Theorem 5. Let the assumptions of Theorem 4 about the sample and the population
distribution hold. Then for the density function of the 1
2
pðp  1Þ-vector Z ¼
n vec+ðR  PÞ the following expansions are valid:
(i)
fZðx0Þ ¼ ð2pÞ
p
2jc2ðVÞj
1
2jc2ðZÞj
1
2fV ðy0Þ
 1þ 1
6
vec0½Uðcn2ðZÞÞ
1
2cn3ðZÞððcn2ðZÞÞ
1
2U 0Þ#2  c3ðVÞ



 vecLn3ðV ;SÞ þ o
1
n
 	
;
where y0 is determined by (4.2) and (4.4), U ¼ ðU1;y; U1
2
pðp1ÞÞ is the
ð1
2
pðp þ 1ÞÞ  ð1
2
pðp  1ÞÞ-matrix of eigenvalue-normed eigenvectors Ui corresponding
to the 1
2
pðp  1Þ largest eigenvalues of c2ðVÞ;
(ii)
fZðx0Þ ¼ ð2pÞ
p
2jc2ðVÞj
1
2jcn2ðZÞj
1
2fV ðy0Þ
 1þ G01Wðmn2ðZÞÞ
1
2L1ðV ;SÞ


þ 1
6
vec0½Wðmn2ðZÞÞ
1
2cn3ðZÞððmn2ðZÞÞ
1
2W 0Þ#2  c3ðVÞ

 vecLn3ðV ;SÞ þ o
1
n
 	
;
where y0 is defined by (4.6) and (4.7), W ¼ ðW1;y; W1
2
pðp1ÞÞ is the matrix of
eigenvalue-normed eigenvectors Wi corresponding to the
1
2
pðp  1Þ largest eigenvalues
of m2ðZÞ:
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In (i) and (ii) the matrices Lni ðV ;SÞ are defined by (5.1) and (5.2), cni ðZÞ are given in
(5.5)–(5.7).
Proof. Expansions (i) and (ii) follow directly from Theorem 3 in the similar way as in
the proof of Theorem 4. As the result of choice of parameters for (i) the terms
M0 þ M1 ¼ 0 and M2 ¼ 0 from where the statement follows immediately. Statement
(ii) follows by the same way after ﬁxing the parameters in a way indicated in
assumptions ðM0 ¼ 0; M2 ¼ 0Þ: It remains to show that remainder terms are oð1nÞ: In
[8] it is shown that when p5n;
Ln1ðV ;SÞBOðn1Þ;
LnkðV ;SÞBOðnðk1ÞÞ; kX2:
From (5.5)–(5.7) combined with (4.9)–(4.12) and (3.7) we get
cn1ðZÞBOð1Þ;
cnkðZÞBOðnÞ; kX2
and as ckðVÞBOðnÞ; kX2 the remainder terms in (i) and (ii) are oð1nÞ:
If we compare the expansions in Theorems 4 and 5, then Theorem 5 gives higher
order accuracy but also much more complicated formulae are involved in this case.
A simpler Wishart approximation with the error term Oð1
n
Þ can be obtained with a
different choice of the parameter matrix A in Theorem 3. This will be considered in
the next theorem.
Theorem 6. In the notations of Theorem 5
fZðx0Þ ¼ ð2pÞ
p
2
Y12pðp1Þ
k¼1
ﬃﬃﬃﬃﬃ
lk
p
jcn2ðZÞj
1
2fV ðy0Þ 1þ 1
2


 vec0ðI1
2
pðpþ1Þ þ UðI1
2
pðp1Þ  L
1ÞU 0  c2ðVÞÞvecL2ðV ;SÞ þ O 1
n
 	
;
where y0 and P are defined by (4.2) and (4.4), respectively, with U ¼ ðU1;y; U1
2
pðp1ÞÞ
being the matrix of eigenvalue-normed eigenvectors Ui which correspond to the
eigenvalues li of c2ðVÞ and the eigenvalues are ordered as jl1  1j4
jl2  1j4?4jl1
2
pðp1Þ  1j:
Proof. The expansion stems from Theorem 3, if we take A ¼ I1
2
pðp1Þ and follow the
proof of Theorem 4.3 in [9], taking into account the formulae for cumulants of Z and
Wishart distribution and the expressions of the Wishart derivatives. The remainder
term in Oð1
n
Þ as c3ðZÞBOðnÞ and Ln3ðV ;SÞBOð 1n2Þ:
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Appendix A. Derivation of the characteristic function of R
After taking the expectation in (3.6) we have
jRnðTÞ ¼ eivec
0TvecP 1 1
2
vec0TD1 %m2ðvec SÞD01 vecT


þ i
2
vec0T E½ðIp2#vecðS  SÞÞ0D2vecðS  SÞ
 þ op
1
n
 	
:
The expectation in the last term follows after some calculations:
E½ðIp2#vecðS  SÞÞ0D2vecðS  SÞ

¼ E½ðvec0ðS  SÞ#Ip2#vec0ðS  SÞÞvec D2

¼ fIp2#E½vecðS  SÞ#vecðS  SÞ
0gKp2;p4 vec D2
¼ fIp2#vec0 E½vecðS  SÞ#vec0ðS  SÞ
gKp2;p4 vec D2
¼ fIp2#vec0½ %m2ðvec SÞ
gKp2;p4 vec D2:
So the ﬁrst terms of the expansion of the characteristic function of Rn can be
written in the following way:
jRnðTÞ ¼ eivec
0TvecP 1 1
2
vec0TD1 %m2ðvec SÞD01 vecT

þ i
2
vec0TfIp2#vec0½ %m2ðvec SÞ
gKp2;p4 vec D2 þ op
1
n
 
:
Let us ﬁnd the matrices D1 and D2: The ﬁrst-order derivative
dR
dS
is well known (see
for example [11]):
D1 ¼ dR
dS
 
S¼S
0
¼ ðS
1
2
d #S
1
2
d Þ 
1
2
ðPS1d #Ip þ Ip#PS1d ÞðKp;pÞd : ðA:1Þ
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To obtain D2 we have to ﬁnd the derivative
d
dS
S
1
2
d #S
1
2
d 
1
2
ðKp;pÞdðS1d R#Ip þ Ip#S1d RÞ
 
¼ d
dS
ðS
1
2
d #S
1
2
d Þ
 1
2
d
dS
ðS
3
2
d SS
1
2
d #Ip þ Ip#S
3
2
d SS
1
2
d ÞðIp2#ðKp;pÞdÞ
¼ 1
2
ðKp;pÞdðIp#S
3
2
d ÞðIp2#vec0 S
1
2
d þ vec0 S
1
2
d #Ip2ÞðIp#Kp;p#IpÞ
 1
2
d
dS
ðS
3
2
d SS
12
d ÞðIp2#vec0 Ip þ vec0 Ip#Ip2Þ
 ðIp#Kp;p#IpÞðIp2#ðKp;pÞdÞ
¼ 1
2
ðKp;pÞdðIp#S
3
2
d ÞðIp2#vec0 S
1
2
d þ vec0 S
1
2
d #Ip2ÞðIp#Kp;p#IpÞ
 1
2
½S
1
2
d #S
3
2
d  12ðKp;pÞdðIp#S
3
2
d SS
3
2
d þ 3ðS
3
2
d SS
1
2
d #S
1
d ÞÞ

 ðIp2#vec0 Ip þ vec0 Ip#Ip2ÞðIp#Kp;p#IpÞðIp2#ðKp;pÞdÞ:
In the chain of equalities above we used the following intermediate results:
d
dS
ðS
1
2
d #S
12
d Þ ¼ 
1
2
ðKp;pÞdðIp#S
32
d Þ½Ip2#vec0 S
12
d þ vec0 S
12
d #Ip2 

 ðIp#Kp;p#IpÞ;
d
dS
ðS
3
2
d SS
1
2
d Þ ¼
dR
dS
ðIp#S1d Þ  ðKp;pÞdðS
3
2
d SS
1
2
d #S
1
d Þ:
The last equality we get when differentiating the product S1d R: The matrix D2 we
get after transposing:
D2 ¼  1
2
ðIp#Kp;p#IpÞðIp2#vec S
1
2
d þ vec S
1
2
d #Ip2ÞðIp#S
3
2
d ÞðKp;pÞd
 1
2
ðIp2#ðKp;pÞdÞðIp#Kp;p#IpÞðIp2#vec Ip þ vec Ip#Ip2Þ
 S
1
2
d #S
3
2
d 
1
2
ðIp#S
3
2
d SS
3
2
d þ 3ðS
1
2
d SS
3
2
d #S
1
d ÞÞðKp;pÞd
 
: ðA:2Þ
In a different representation the matrix D2 is given in [2].
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Appendix B. Derivation of cumulants
To get the second-order cumulant we have to ﬁnd the second-order derivative:
d2cRnðTÞ
dT2
¼ d
dT
i
2
1 1
2
vec0TMvecT þ i
2
vec0TN
 1(
 ½N þ iðIp2#vec0T þ vec0T#Ip2ÞvecM


:
Denote
G ¼ 1 1
2
vec0TMvecT þ i
2
vec0TN
 1
;
H ¼ N þ iðIp2#vec0T þ vec0T#Ip2ÞvecM:
The rule of differentiating of a matrix product gives us
d2cRnðTÞ
dT2
¼ i
2
 dðHGÞ
dT
¼ i
2
dG
dT
H 0 þ dH
dT
G
 
: ðB:1Þ
Let us ﬁnd the two derivatives in (B.1)
dG
dT
¼ 1
2
dðivec0TN  vec0TMvecTÞ
dT
dG
dð1 1
2
vec0TMvecT þ i
2
vec0TNÞ
¼ 1
2
½ðIp2#vec0TÞðIp4 þ Kp2;p2ÞvecM  iN
G2;
dH
dT
¼ iðIp2#vec0 Ip2ÞðIp6 þ Kp2;p4ÞðvecM#Ip2Þ:
Replacing the obtained derivatives into (B.1) we have
d2cRnðTÞ
dT2
¼ i
2
2
 i
2
ðIp2#vec0TÞðIp4 þ Kp2;p2ÞvecM þ N
 
G2

 N 0 þ ivec0 MðIp4 þ Kp2;p2ÞðIp2#vecTÞ
 
þ ðIp2#vec0 Ip2ÞðIp6 þ Kp2;p4ÞðvecM#Ip2ÞG

: ðB:2Þ
From here we get the main term of the second cumulant:
cn2ðvecRÞ ¼ 12f12NN 0 þ ðIp2#vec0 Ip2ÞðIp6 þ Kp2;p4ÞðvecM#Ip2Þg:
The third-order cumulant we get by differentiating right-hand side of (B.2). Note
that in the second term of expression (B.2) only G depends on T and we can consider
the remaining part as a constant.
Let us denote
L ¼ ðIp2#vec0Ip2ÞðIp6 þ Kp2;p4Þ; ðB:3Þ
then the constant part L1 equals
L1 ¼ LðvecM#Ip2Þ:
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The third-order cumulant
cn3ðvecRÞ ¼
1
i3
d
dT
i2
2
1
2
HG2H 0 þ L1G
  
 	
T¼0
¼ 1
2i
1
2
dHGðHGÞ0
dT
þ dG vec
0L1
dT

 	
T¼0
¼ 1
2
i
2
dHG
dT
ðGH 0#Ip2 þ Ip2#GH 0Þ 
dG
dT
ivec0L1
 
T¼0
¼ 1
4
1
2
NN 0  L1
 
ðN 0#Ip2 þ Ip2#N 0Þ  N vec0L1
 
:
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