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Abstract
In this thesis, the problem of image segmentation has been addressed using the notion of thresh-
olding. Since the focus of this work is primarily on object/objects background classification and
fault detection in a given scene, the segmentation problem is viewed as a classification problem.
In this regard, the notion of thresholding has been used to classify the range of gray values and
hence classifies the image. The gray level distributions of the original image or the proposed
feature image have been used to obtain the optimal threshold.
Initially, PGA based class models have been developed to classify different classes of a
nonlinear multimodal function. This problem is formulated where the nonlinear multimodal
function is viewed as consisting of multiple class distributions. Each class could be represented
by the niche or peaks of that class. Hence, the problem has been formulated to detect the
peaks of the functions. PGA based clustering algorithm has been proposed to maintain stable
sub-populations in the niches and hence the peaks could be detected. A new interconnection
model has been proposed for PGA to accelerate the rate of convergence to the optimal solution.
Convergence analysis of the proposed PGA based algorithm has been carried out and is shown
to converge to the solution. The proposed PGA based clustering algorithm could successfully be
tested for different classes and is found to converge much faster than that of GA based clustering
algorithm.
Two thresholding schemes namely Feature Less (FL) and Feature Based (FB) thresholding
have been proposed using the PGA based clustering algorithm and PGA based optimization
strategy. Both the approaches have been tested with images of different classes and it has been
found that FB approach proved to be better than FL approach. The performance of the proposed
approaches are found to be better than Otsu’s and Kwon’s methods in many cases.
A Minimum Mean Square Error (MMSE) based FL and FB schemes have been proposed
to deal with fault detection in a given scene whose histogram does not exhibit clear bi-modality
and almost becomes unimodal. These schemes also employ the proposed PGA based clustering
iii
algorithm. The schemes could successfully be tested with images of earth surface cracks and
performance of the proposed method proved to be better than Fuang’s fault detection method.
The scheme could also be validated with general images and the efficacy has been demonstrated
especially with image for colour-blindness.
Adaptive thresholding based schemes have been proposed to separate object and back-
ground in images with nonuniform lighting conditions. The methods are based on the notion
of window merging and window growing. Three new window selection criteria have been pro-
posed to adaptively fix the size of windows for segmentation. The selected windows have been
segmented by Otsu’s, Kwon’s, the proposed PGA, and MMSE based schemes. Sizes of the
windows have also been fixed based on the window growing approach where, selection of win-
dows is based on notion of entropy and feature entropy. The windows, thus fixed, have been
segmented by Otsu’s, Kwon’s, and MMSE based approaches. The results obtained by window
merging and window growing are found to be better than that of results obtained by Huang’s
approach. The efficacy of the proposed schemes has been demonstrated with different images
of having nonuniform lighting condition.
iv
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Chapter 1
Introduction
Image segmentation is one of the basic early vision problems in computer vision paradigm. De-
tection and tracking of moving objects in a given scene serves as the front end of an automated
vision system. Often, in many applications the gray levels of pixels belonging to object are sub-
stantially different from the gray levels of pixels belonging to background. In some cases, the
scene could be with multiple objects and background. In such situations, thresholding has been
a simple but effective tool to separate objects from background. Thresholding operation seg-
ments the image into regions which may subsequently be analyzed based on their shapes, sizes,
relative positions, and other characteristics. Thresholded image requires less storage space than
the original one and hence more suitable for transmission. Since object detection and tracking
has to be accomplished in real-time for visual surveillance and monitoring, thresholding being
a simple and efficient strategy provides a viable solution for many real-time applications such
as fault diagnosis, tracking, monitoring, crack detection, and bio-medical image analysis etc.
[1, 2, 3, 4]. Thresholding, in its simplest form, means to classify the pixels of a given image
into two groups for example, object and background, one including those pixels with their gray
values above a certain threshold and the other including those with gray values equal to or be-
low the threshold. This is called bi-level thresholding. Generally one can select more than one
threshold and use them to divide the whole range of gray values into several sub-ranges.
Since, each range of gray value will correspond to one object class, multiple ranges will
correspond to multiple objects and background and hence multiple classes. This process is
known as multilevel thresholding. There has been consistent effort for more than three decades
to devise novel strategies based thresholding schemes for image segmentation. The proposed
methods can be broadly categorised as; (i) global thresholding techniques, and (ii) adaptive
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thresholding techniques. Global thresholding methods can further be classified as; (a) bi-level
thresholding, and (b) multilevel thresholding. In this regard, a good number of techniques
have been reported in the literature [1, 2, 3, 4]. The schemes and strategies proposed in the
literature for global thresholding may be broadly viewed as; (i) histogram shape based methods,
(ii) Entropy based methods, (iii) clustering based methods, (iv) higher order statistics based
methods, and (v) local characteristics based methods. In order to deal with the real world
environment, where images could have been acquired under non-uniform lighting conditions,
many adaptive methods have been proposed. In a wide variety of techniques, the problem has
been formulated as an optimization problem and therefore stochastic optimization methods such
as Genetic algorithm, Particle Swarm optimization, etc. have been used to determine the optimal
threshold. By and large, the techniques used are either based on the shape information of the
histogram or on any derivative of shape information. These methods can further be categorized
as parametric and non-parametric methods. In the following, the proposed methods based on
different approaches have briefly been described.
1.1 Non-parametric shape based methods
One of the landmark work on non parametric method is Otsu’s [5] method where the shape
information of the histogram has been exploited to find optimal threshold. In this work, an op-
timal threshold has been obtained so as to maximize the separability of the resultant classes in
gray levels. This method [5] determines the optimal threshold while maximizing the inter-class
variance and in turn minimizing the intra-class variance. Otsu’s method produced promising
results with two class problems and could also be extended to multiclass problems. But Otsu’s
method for multiclass problems is found to be computationally expensive. This method pro-
duced good results when the histogram distribution exhibited clear bi-modality. A fast search
scheme has been presented by Reddi et al. [6] to determine the single or multiple thresholds
that maximize the interclass variance between dark and bright regions. Lee et al. [7] have in-
vestigated the issue of convergence of a fast Otsu’s method suggested by Reddi et al. [6]. They
have also pointed out that if the object area is small compared with the background area, the
histogram no longer exhibits bi-modality, and in such situation Otsu’s method produced optimal
threshold that results in poor segmentation. If the image has been corrupted by additive noise,
the histogram looses clear bi-modality and hence Otsu’s scheme results in segmentation error.
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The limitations of Otsu’s method has been partially overcome by an automatic image seg-
mentation method presented by Boukharouba et al. [8], where the method does not depend on
the existence of modes of the histogram rather based on the intrinsic properties of the distri-
bution function of the image. Since the method exploits the subtle variations in the form of
the histogram, the method could successfully deal with almost flat histograms. A correlation
based optimal threshold detection technique has been proposed by Brink [9] and the optimal
threshold has been obtained by maximizing the correlation between the original image and the
thresholded bi-level image. Subsequently, it has been pointed out by Cseke et al. [10] that the
function to be maximized by Brinks’s method [9] is same as that Otsu’s [5] method. Dong et
al. [11] have proposed a fast efficient iterative search procedure to determine optimal threshold
from single and two dimensional histogram distributions. Most of the thresholding approaches
are based on the notion of variance and in this regard, Hou et al. [12] have shown that the
bias for Otsu’s method may be attributed to the differences in class variances and the resulting
threshold is biased towards the component with larger class variance. Thus, they have proved
that the minimum class variance thresholding (MCVT) method is similar to the methods based
on minimum error thresholding. Recently, Liu et al. [13] have shown that the objective func-
tion of Otsu’s method is equivalent to that of the K-means method in multilevel thresholding
and both of them are based on the same criterion that minimizes the within-class variance. Saha
et al. [14] have proposed a novel thresholding method which is based on the combination of
intensity based class uncertainty, histogram based property, region homogeneity, and image
morphology based property. They have formulated a new threshold energy criterion exploiting
the above mentioned attributes.
Since, an automatic threshold detection still remains a challenging task due to poor con-
trast, low signal to noise ratio, and complex patterns of the images, optimum threshold detection
by phase correlation between gray level image and its binary counter part has been proposed
by Belkasim et al. [15] and this method is found to be better than many other methods. Seg-
mentation of colour blind images is another hard problem because the histogram distribution
is very typical, neither it exhibits clear class distribution nor a distinct valley. For such cases,
Kwon [16] has proposed an optimal threshold detection technique based on cluster analysis.
His technique could segment the colour blind images properly. It has already been pointed out
that Otsu’s method exhibits poor performance when the object size in a given scene is much
smaller than that of background. In order to address such issues, a thresholding criterion has
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been suggested by Qiao et al. [17] to specifically segment small objects. This criterion exploits
the knowledge about the intensity contrast and the formulation is based on the weighted sum of
within-class variance and intensity contrast between the objects and background. The proposed
algorithm could successfully segment synthetic as well as real images with small objects.
Besides using the shape information of the histogram, optimal threshold detection scheme
based on the spatial features of the histogram has been proposed by Zhang et al. [18]. They have
employed Fisher criterion and mutual information to measure discriminability and feature corre-
lation of spatial histogram features. A new discriminant criterion emphasizing the homogeneity
of the object gray level distribution while de-emphasizing the heterogeneity of the background
has been proposed by Chen et al. [19], where some of the shortcomings of the Otsu’s method
have been overcome. A novel thresholding approach has been proposed by Hu et al. [20], where
the proposed thresholding scheme exploits the region of interest and the threshold is determined
by minimizing the classification error within the constrained variable background range. This
could successfully be tested with Magnetic Resonance (MR) and CT images. Segmentation of
small objects in a given scene is a challenging problem and in this regard, a new thresholding
criterion has been formulated by Qiao et al. [17] by exploring the knowledge about intensity
contrast. Their thresholding criterion is based on the weighted sum of within-class variance
and intensity contrast between the object and background. Subsequently, Wang et al. [21] has
proposed a new criterion function that is obtained by integrating the histogram and the Parzen
window technique. Global optimal threshold is obtained by optimizing the criterion function
and this method proved to be better than Otsu’s minimum error threshold method and maxi-
mum cross entropy method. Another histogram modification technique is proposed by Sen et
al. [22], where histogram is modified based on the beam theory and the ambiguity in the over
all information is minimized to obtain the optimal threshold. Dong et al. [23] have proposed
an iterative algorithm based on minimizing a weighed sum of square errors of objective func-
tion. They have also proved that their proposed algorithm is equivalent to the Otsu’s method
but incurs less computational burden. Besides finding out the optimal threshold for segmenta-
tion, a thresholding method for detection of edges has been proposed by Carnicer et al. [24]
to deal with unimodal histogram. This algorithm performed satisfactorily on different images
with unimodal histogram. A transition region based thresholding algorithm has been proposed
by Hu et al. [25] and the algorithm is robust and easy to implement. Instead of determining a
threshold for the whole histogram, Chen [26] has developed an automatic volumetric segmenta-
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tion scheme by partitioning the histogram into intervals followed by thresholding the intervals.
The efficacy of this algorithm could successfully be demonstrated for volumetric breast tissue
segmentation. Besides Otsu’s method, a new thresholding strategy based on standard deviation
has been proposed by Li et al. [27] and the method could successfully be tested for wide variety
of images. Further, a thresholding strategy based on the notion of fractional differentiation has
also been proposed by Nakib et al. [28] and it could segment well many real world images. The
thresholding schemes discussed so far have been implemented off-line. Attempts have been
made to implement the thresholding scheme in real-time to build automatic machine vision sys-
tem. A thresholding algorithm has been implemented in real time by Maria et al. [29] and in
this scheme, histogram has been generated in real time and thereafter FPGA based controller
has been developed. Recently, Jianlai et al. [30] has implemented Otsu’s method in real time on
FPGA using Altera’s Cyclone II chip and they could successfully segment the images in real-
time environment. An enhanced histogram based thresholding method has also been suggested
by Cristo et al. [31] to automatically detect stars in astronomical images.
1.2 Evaluation method
Over the last three decades many thresholding algorithms have been proposed to achieve proper
classification and hence there has been a necessity of quantitatively evaluating the performance.
Lie [32] has proposed evaluation methods for thresholding algorithm, where the performance
has been analysed and efficient computing of block measures has been presented. Towards this
end, Zhang [33] has categorised the proposed methods as; (i) analytical, (ii) the empirical good-
ness, and (iii) empirical discrepancy. In this work, he has provided a rank of the algorithm’s
evaluation capability. The algorithms have been evaluated based on goodness and discrepancy
criteria. Zhang [34] has in his subsequent work reviewed the evaluation methods based on
goodness and discrepancy. He has also highlighted some of the criteria such as intra-region uni-
formity, inter-region contrast, region shape, number of mis-segmented pixels, position of mis-
segmented, number of objects in the image, and feature values of segmented objects. Sezgin et
al. [4] have surveyed 40 thresholding methods and they are evaluated based on non-destructive
testing applications.
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1.3 Parametric shape based methods
Analogous to Otsu’s [5] method, another landmark parametric thresholding strategy has been
proposed by kittler et al. [35]. In this method, the gray level distribution of object and back-
ground pixels are assumed to be known or estimated and the optimal threshold is obtained
while minimizing the average pixel classification error rate. Besides, Kittler’s [35] model based
approach, Mardia et al. [36] have proposed several model based approaches that use spatial
information. A thresholding method insensitive to shading or gradually varying interference
has been proposed by Chow et al. [37], where each local region of the image is modelled by a
mixture of normal distributions. A common framework has also been devised for eleven thresh-
olding algorithms by Glasbey [38] and it has been shown that the iterated version of Kittler’s
[35] algorithm is the best among all the eleven algorithms. In addition to Kittler’s criterion,
two automatic thresholding algorithm based on minimizing sum of square errors and the vari-
ance of the approximated histogram has been proposed by Ramesh et al. [39]. The efficacy of
the algorithm has been compared with the entropy based and moment based approaches. All
the above proposed approaches have dealt with images free from noises and the performance is
found to deteriorate with noisy images. In this regard, Caglioti et al. [40] have proposed a mode
detection algorithm for noisy images and the method proved to work satisfactorily for highly
noisy cases. Analogous to Kittler’s [35] method, a peak detection algorithm has been proposed
by Lui et al. [41] while minimizing the classification error and maximizing the Mahalonobis
distance besides statistical decision criterion an all pole model histogram based thresholding
algorithm has been presented by Cai et al. [42] and it has been advocated that the algorithm can
be used both for binarization and multilevel thresholding.
1.4 Entropy based thresholding methods
Parallel to the notion of non-parametric use of the shape of the histogram, a new notion of the
entropy of the gray level histogram has been introduced by Pun [43] to the research domain of
histogram based thresholding. Thresholds have been determined by an apriori maximization of
entropy determined aposteriori. Successively, Pun [44] also suggested an automatic threshold
selection related to the asymmetry of the gray level histogram that facilitated the derivation of
entropy based thresholding. Pun [44] in his work has also advocated the use of this method for
multi-thresholding applications. The fundamental notion of Pun [43, 44] has been analysed by
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Kapur et al. [45] and a new algorithm based on entropy has been proposed for real and artifi-
cially generated histograms. The entropy based notion has been exploited by many researchers
and in this regard Pal et al. [46] has presented a new definition of entropy which could be viewed
as modification of Shannon’s entropy but suitable for thresholding. This proved to be effective
in many cases. The concept of entropy was further extended by Li et al. [47], Brink et al. [48],
and Pal [49], where the optimal threshold has been selected while minimizing the cross entropy
between the image and its segmented versions. The first cross entropy based thresholding has
been introduced by Li et al. [47] and the proposed method provides an unbiased estimate of
binarized version of the image in an information theoretic sense. Li et al.’s [47] cross entropy
method has been analysed by Pal [49] and towards this end a new cross entropy based method
is presented overcoming the limitation of Li et al.’s [47] method. Besides entropy and cross
entropy, relative entropy based thresholding has been proposed by Chang et al. [50], where
the entropy of the co-occurrence matrix of one image has been used. Extension of this work is
carried out by Althouse [51], where local entropy and local relative entropy thresholding meth-
ods have been described and compared with Otsu’s [5] and Kittler’s [35] method. An iterative
method for cross entropy based thresholding has been proposed by Li et al. [52] and could
successfully be tested for many real images further extension of this entropy based thresholding
has been carried out by Sahoo et al. [53] and this thresholding is based on Renyi’s entropy.
By and large, the definition of image entropy has been associated with the probability
distribution of the gray levels. This entropy measured has been modified by Brink [54], where
the spatial information of image has been incorporated into the entropy measure to devise the
criterion function that improved the result substantially. Jinsong et al. [55] have implemented
the methods proposed by Kapur et al. [45] and Sahoo et al. [53] using Genetic algorithm.
Both single and multi-thresholding methods have been dealt using Genetic algorithm. All the
entropy based methods described above are more or less based on Shannon’s entropy. Pavesic
et al. [56] have devised thresholding criterion based on the sum of Havrda and Charvat entropy
and have shown that this entropy based scheme results in better segmentation than that of using
Shannon’s entropy. The computational burden of maximum entropy based thresholding has
been reduced using Q-learning algorithm in the Reinforced Learning (RL) paradigm proposed
by Yin [57]. In Yin’s method [57], it has also been shown that the algorithm is suitable for
multilevel thresholding applications.
Besides, a thresholding algorithm using Tsallis entropy has also been proposed by Albu-
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querque et al. [58] and local entropy based method for extraction of transition region has been
proposed by Yan et al. [59]. In the sequel, local entropy based algorithm for blood vessel de-
tection has been devised by Chanwimaluang et al. [60] and the method produced promising
results in case of many examples. Relative entropy based thresholding algorithm has also been
proposed by Zhu et al. [61], where two dimensional histogram instead of single dimensional
histogram of the image has been used to obtain optimal threshold. Yang et al. [62] have pro-
posed a fast threshold selecting algorithm based on one-dimensional entropy. Recently, texture
Renyi entropy has been proposed by Shareha et al. [63] for determining accurate threshold
and minimum cross entropy based thresholding [64] has been proposed for thresholding SAR
images. A non-extensive relative entropy also known as Tsallis entropy has been employed to
develop optimal threshold detection strategy [65] and the Tsallis entropy has been applied as a
generalized entropy formalism for information theory. Entropy based thresholding algorithms
have also been validated for biomedical images specifically ultrasound images [66].
It has been found out that the spatial correlation among the pixels do influence the un-
derlying notion of separation of object from the background. In order to take into account the
spatial correlation of the pixels together with the gray level distribution of images, two dimen-
sional entropy based thresholding method was first introduced by Abutaleb [67]. The proposed
2-D entropy based approach produced appreciable result even when signal to noise ratio (SNR)
is decreased. Subsequently, Chen et al. [68] have suggested a fast two-dimensional entropy
based thresholding algorithm to reduce the computational burden. It has been shown that the
processing time reduced drastically. Besides, a wavelet transform based fast 2D entropic thresh-
olding algorithm also been proposed by Wang et al. [69]. Specifically for ultrasound images,
a two-dimensional minimum cross entropy based algorithm has been developed by Zimmer et
al. [70] and the algorithm could successfully be tested for ovarian cysts. The two-dimensional
entropy based algorithm has also been extended [71] further to incorporate Tsallis-Havrda-
Charvat entropy while devising optimal threshold algorithm. Recently, thresholding strategy
has further been reinforced using 2D Tsallis entropy [72] and the resulting algorithm produced
better segmentation result than the previously proposed two dimensional thresholding methods.
Recently, Tian et al. [73] has proposed a Tsallis-entropy image thresholding method using two-
dimension histogram obque segmentation. The superiority of this method has also been shown
to other methods.
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1.5 Multi-thresholding approach
There was considerable research effort to separate object and background in a given scene and
hence the focus was on bi-level classification. This requires a single optimal threshold to be
determined. It has been argued in many cases that the proposed single thresholding methods
could be extended to multi-thresholding paradigm for multiclass problems. In this regard, a
recursive technique for multiple threshold has been proposed by Wang et al. [74] and this algo-
rithm could successfully detect multiple thresholds from the histogram. The multiple thresholds
by and large, have been obtained from the histogram by segmenting the histogram itself. A
three stage multi-thresholding algorithm has been proposed by Papamarkos et al. [75], where
the scheme consists of the notion of; (i) hill clustering, (ii) histogram segmentation, and (iii)
Golden search minimization technique. The algorithm could successfully determine more than
two peaks. In multimodal histogram case, a Gaussian kernel smoothing method has been pro-
posed by Tsai [76] to detect multiple thresholds for a multiclass problems. The performance of
the algorithm could be compared with methods based on the notion of between-class variance
and entropy. In order to accelerate the convergence of multi-thresholding schemes, three fast
multi-thresholding schemes [77, 78, 79] have been proposed. One of the schemes [77] is itera-
tive in nature and hence starts with a bi-level thresholding and thereafter, using this as the initial
result, higher order thresholds have been obtained. The proposed algorithm could be automatic
and could save a significant amount of computing time. In the sequel, Yin [78] has proposed
a fast multi-thresholding scheme using Genetic Algorithm (GA) and the Genetic algorithm has
been used to make the optimal thresholding technique more practical. The third fast multi-
thresholding is based on maximum entropy theorem [79] and this technique is computationally
less expensive and hence computes the threshold quickly. Besides GA, another soft-computing
based multi-thresholding technique has been proposed by Papamarkos et al. [80], where the
proposed technique is implemented by principal component analysis (PCA) and a Kohonene
Self-Organized Feature Map (SOFM) neural network. Chen et al. [81] have proposed a multi
thresholding algorithm that obtains the multiple thresholds from the support vectors that fits
the histogram. This method does not require prior assumption about the image. A new di-
chotomization technique has been proposed by Sezgin et al. [82] and the technique is based
on selection of the consistent peak location function as the threshold value over the interested
histogram region. This algorithm has specifically been designed for automated inspection ap-
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plication. A hybrid optimization technique based on Otsu’s minimum within group variance
and Gaussian function fitting has been proposed by Zahara et al. [83] and the method could
expedite Otsu’s method in the context of determining multiple thresholds. Arora et al. [84]
have proposed a multi-thresholding technique using its mean and variance. Recently, Maitra
et al. [85] have developed a particle swarm optimization based multi-thresholding algorithm.
This approach employs both cooperative learning and comprehensive learning. The algorithm
could be found to be quite effective to determine multiple thresholds and out perform many
other GA based algorithms. GA, when applied as an optimization technique to determine the
threshold, is found to be computationally intensive and in this regard Cao et al. [86] have pro-
posed a strongest schema based GA which could be successfully applied to multi-thresholding.
A biological inspired computing based multi-thresholding algorithm has been proposed by Liou
et al. [87], where the algorithm is based on honey bee mating optimization. The performance
of the algorithm is found to be superior to PSO based algorithm. It has been observed that
the landmark work of Otsu’s thresholding when extended to multi-class problems is very time
consuming. In order to reduce the computational burden, very recently Huang et al. [88] have
proposed a two stage multi-threshold Otsu’s method, which is less time consuming than Otsu’s
method. The method is found to be more efficient with an accuracy equivalent to Otsu’s method.
1.6 Thresholding for fault detection
Thresholding is a simple and computationally efficient technique and therefore, it is suitable for
real-time applications. Bi-level thresholding has been employed for automatic fault detection
in many real world environment. Suitability for specific applications has been a decisive task
quantitatively. Towards this end, Sezgin et al. [89] have carried out quantitative evaluation of
several algorithms for non-destructive (NDT) testing application. A robust automatic threshold
selection technique based on the notion of moving window has been developed by Wilkinson et
al. [90] and the technique has been found to achieve fast segmentation of blood vessels against
a varying background. Hui-Fuang Ng [91] has proposed an automatic thresholding method
that deals with both unimodal and bimodal histograms and has successfully tested for detecting
small or large size defects in a given scene. Recently, Lievers et al. [92] have proposed a thresh-
olding technique to segment images of micro-structures of three automotive aluminium alloys.
The defects in the welding process has been detected by a thresholding technique proposed by
10
Mahmoudi et al. [93]. This method produced comparable results with other methods, but the
proposed method is quite simple. Very recently, Otsu’s [5] method, minimum error based ap-
proach of Kittler have been applied to detect cracks in a painting [94] and this method could
successfully be applied to detect cracks.
1.7 Adaptive thresholding
Although several bi-level thresholding and multi-level thresholding strategies have been pro-
posed to achieve proper classification, there are many challenges to handle noisy images and
images acquired under non-uniform lighting conditions. The fixed thresholding methods, both
bi-level and multi-level, produce poor results in such situations. Therefore, attempts have been
made over past two and half decades to devise adaptive thresholding methods to segment im-
ages under above conditions. By and large, adaptive thresholding methods are based on the
notion of local thresholding. In late seventies, Nakagawa et al. [95] have proposed an adaptive
quantization scheme based on histogram peak sharpening and the application of this produced
better results than that of variational thresholding of Chow and Kaneko [37]. Subsequently,
Yang et al. [96] have suggested an adaptive raster-scan thresholding algorithm to deal with im-
ages under imperfect illumination. This algorithm is based on the notion called Largest Static
State Difference (LSSD) and it has been argued that hardware implementation of this algorithm
can be realized in real-time. Adaptive thresholding based schemes have also been proposed by
Ribaric et al. [97] to deal with video image or sequence of image frames. This algorithm is spa-
tially and temporally adaptive and it has been advocated for real-time segmentation. Adaptive
thresholding has also been applied to detect specific objects. Jhang et al. [98] have devised an
adaptive thresholding algorithm based on multi-resolution analysis. They have carried out the
performance analysis based on Gaussian distribution model and have shown that the adaptive
threshold thus determined is closed to the Baye’s threshold. The algorithm is robust even when
the image distribution is unknown.
Followed by this, another adaptive thresholding algorithm have been proposed to detect
targets with precision [99]. This algorithm determines the threshold by learning the characteris-
tics of the background from the given images. The algorithm has been found to exhibit superior
performance to the optimal laying algorithm in target detection and tracking. Kim et al. [100]
has also suggested a motion estimation and tracking scheme using adaptive thresholding and
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K-means clustering. In this algorithm, the motion mask region in a scene is indicated using an
adaptive thresholding method, which is a histogram based approach to discard temporal varia-
tion due to illumination. In order to track objects, specially missile tracking, Haker et al. [101]
proposed an adaptive thresholding technique to separate the object and background and hence
track the missile in a video frames. A local adaptive thresholding algorithm has been devel-
oped by Herman et al. [102] to allow segmentation of television images at video rates. They
have tested the scheme with grass and sky detection. An adaptive threshold algorithm based on
Mumford-Shah and Chan-Vise functionsal has been proposed by Feigin et al. [103], where they
have proposed a functional build upon an adaptive threshold surface coupled with the smoothed
image. This method produced good smoothing results even in cases, where the images can not
be segmented using other adaptive thresholding techniques.
In order to deal with images under uneven lighting condition, Huang et al. [104] has
proposed an adaptive window selection based technique to determine optimal threshold. The
method is based on window merging approach, where the image is partitioned into small win-
dows and each window is tested with a criterion based on Lorentz information measure. If
the window satisfies the criterion, then the window is fixed to be segmented by Otsu’s method
and if the window fixing criterion is not satisfied, then windows are merged based on pyramid
structure. The algorithm produced satisfactory results for many poorly illuminated images but,
the accuracy of segmentation of this method greatly depends upon the proper choice of initial
window size. Each window is segmented by Otsu’s method and segmentation of whole image
is the union of segmentation over all the windows.
Adaptive thresholding has also been applied to the detection of vessels in retinal image
[105]. The proposed adaptive local thresholding is based on verification based multi-threshold
probing scheme. The approach is a knowledge guided adaptive thresholding. The algorithm
produced satisfactory results for a wide variety of images. Adaptive thresholding techniques
have also been applied for classification of ultrasound images [106] and in-situ microscopy
[107]. Filho et al.’s [106] adaptive thresholding method is based on Otsu’s [5] method to detect
classification regions in intra-vascular ultrasound images. For in-situ microscopy, Espinoza et
al. [107] have proposed local thresholding based technique to segment images captured by in-
situ microscopy. Adaptive thresholding has also been applied to segment digital subtraction of
angiography images [108]. The algorithm introduces the vessel existence measure to determine
whether each sub-image contains vessels. The overall segmentation of the whole image is
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achieved by combining the thresholded images. This algorithm has produced better results than
global thresholding methods and other local thresholding methods. Recently, Jiang et al. [109]
have proposed an adaptive thresholding based technique to detect infestation in fruit by X-ray
images. The algorithm also has been implemented in real-time and tested with X-ray image of
several fruits such as citrus, peach, guava etc..
The problem of detection of particles in an image has been addressed by Pi et al. [110] and
their technique consists of combination of thresholding and watershed transforms. This could
successfully used for oil-sand size analysis and the algorithm also speed up the size estimation
of fine particles. The gray level co-occurrence has been used to develop an adaptive thresholding
technique [111] that handles images with fuzzy boundaries. The co-occurrence matrix contains
information on the distribution of gray level transition frequency and edge information. The
algorithm could successfully be tested with star fruit defect images.
Recently, Saha et al. [112] have proposed an adaptive thresholding technique via minmax
optimization of a novel energy functional that consists of a non-linear convex combination of an
edge sensitive data fidelity term and a regularization term. The efficacy of the proposed method
has been demonstrated for delineating lung’s boundaries from Magnetic Resonance Imaging
(MRI). Tsai [113] has developed an adaptive thresholding based approach to deal with non-
uniform illuminations. The optimal threshold has been selected based on Simulated Annealing
(SA) algorithm. The algorithm has successfully been tested for many real images. Shafait et al.
[114] have suggested a local adaptive thresholding technique for document images and proved
to be effective for many documented images. Recently, a projection distance minimization
based adaptive thresholding technique has been proposed by Batenburg et al. [115] and the pro-
posed method demonstrated more accurate segmentation results than other local thresholding
based approaches.
1.8 Summary of the thesis
In this thesis, the problems addressed are; (i) the separation of object and background, and
(ii) fault detection in a given scene. The problem has also been extended to separation of
multiple objects and background. This problem is a segmentation problem and is viewed as the
classification problem in a given scene. Separation of an object and the background in a given
scene reduces to a two class problem, where object belongs to one class and the background as
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another class. There could be multiple objects in a given scene and separating multiple objects
and the background reduces to a multiclass problem. Since it has been intended to devise novel
schemes for real-time object detection and tracking, the notion of thresholding which is simple
and efficient, has been used to address the problem of classification. The issue of thresholding
based image segmentation and classification has been addressed for more than three decades,
but reducing the misclassification error, in case of overlapping class distributions still remains
an open problem. This research has attempted to address this issue in a novel framework of
Genetic Algorithm (GA) and Parallel Genetic Algorithm (PGA) based Clustering.
Separation of object and background has been viewed as a classification problem with two
classes. The gray level distributions i.e. histogram has been used to determine the threshold
for dividing the range of gray values into two classes. We have used the shape information of
the histogram to determine the threshold. The discrete histogram of a two class image con-
sists of two class distributions, one belonging to the object class and the other belongs to the
background class. In other words, the problem of separating the two classes is to determine a
threshold that will separate the range of values into two sets. We have devised GA and PGA
based clustering schemes to determine the threshold. The problem is simple when two class
distributions in the histogram landscape is well separated and becomes challenging when the
two class distributions in the histogram landscape overlap each other. In case of overlapping,
few pixels that would have belonged to the object class would belong to the background class,
thus resulting in classification error. In a two class case, the problem reduces to determining
optimal threshold that minimizes the misclassification error. Each class distribution in a two
class problem has a niche or peak and hence there will be two peaks and a valley point in be-
tween these two peaks. In order to separate the two classes with distinct separability, the valley
point that corresponds to the threshold needs to be determined. Thus, for a two class problem
determination of the valley point that mostly corresponds to the minimum point between the
two peaks of class distribution needs to be found out. A simple iterative search for the whole
range of gray values would often mislead many other gray values as the minimum one. In order
to ameliorate such cases, we have adopted the following GA and PGA based clustering strategy.
Since, this valley point is assumed to exist in between the two niches or peaks corresponding to
the two classes, it is necessary to detect the two peaks first followed by detection of the valley
point. We have proposed GA based class models to determine the peaks and thereafter, the
valley point that corresponds to the threshold.
14
We have viewed the histogram landscape as a non-linear multi-modal function and each
mode of a class distribution represents a class. Hence, GA and PGA based class models have
been proposed to determine the peaks and thereafter, the valley point. The thesis work can be
summarized as follows.
• First GA and PGA based class models have been proposed to detect the peaks. For a non-
linear multi-modal function, there could be several global optima and many local optima.
This classification problem is formulated to determine all the optima in the non-linear
multi-modal function landscape. We have considered sinusoidal functions with multi-
ple global optima and also with one global optima and many local optima. GA based
crowding algorithm has been used to maintain stable sub-populations at respective niches
and in turn determine all the optima. It has been observed that GA based crowding al-
though maintains stable sub-populations in different niches, it is found to converge after
large number of generations and hence incurs high computational burden. Hence, a PGA
based crowding scheme has been proposed to maintain sub-population in the niches thus
determining all the optima. PGA based scheme is based on Island model and a new in-
terconnection model has been proposed to accelerate convergence. This interconnection
model is based on the Island model, where a new notion of intra-deme migration has
been introduced besides the existing inter-deme migration. This interconnection model
is found to accelerate the rate of convergence as compared to GA based clustering. The
proposed PGA based algorithm is found to maintain stable sub-populations at different
niches, thus detecting the respective classes. The PGA based clustering scheme could
successfully be tested with two, four, and eight class models. This PGA based scheme
could detect successfully the different optima in case of decaying and non-decaying sinu-
soidal functions of two, four, and eight class models. The effect of different parameters
of PGA based scheme such as network topology, migration policy, rate of migration, and
interconnection model on the rate of convergence has been investigated in detail and the
optimum parameters thus found are used for the PGA based scheme. Convergence analy-
sis of PGA based scheme has been carried out and it is shown to converge to the optimal
solution with a bound.
• The PGA based algorithm thus developed has been used to determine optimal threshold
for image segmentation. Two schemes namely Feature Less (FL) scheme and Feature
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Based (FB) scheme have been proposed to determine optimal threshold. In FL scheme,
the histogram of the original image is considered and the peaks corresponding to different
classes have been found out using the PGA based clustering schemes and the valley points
in-between the peaks have also been found out using PGA. It has been observed that this
scheme proved to be effective when the histogram exhibited clear bi-modality condition.
The results deteriorated with increase in the overlapping of the class distributions in the
histogram landscape. In order to circumvent this problem, a feature based scheme is
proposed. In this scheme, threshold is determined in the feature plane instead of the gray
level plane. Hence, a feature pixel corresponding to each pixel of the original image
is found out and thus a feature image is created. It has been observed that the degree
of overlapping of the class distributions in the feature histogram reduced substantially.
Threshold of the feature histogram has been found out by the PGA based scheme. The
threshold thus determined in the feature plane has been used to segment the original
image. It has been found that feature based scheme often produced better results than
the featureless scheme. The results have also been compared with Otsu’s [5] and Kwon’s
[16] method and the proposed feature based (FB) scheme outperformed the above two
methods and proposed featureless scheme.
• PGA based thresholding schemes have been proposed to detect cracks in the images of
earth surface cracks. It has been observed that our previously proposed FL and FB based
schemes and many existing schemes fail to detect cracks with different size of granules.
The histogram in case of crack images have lost the bimodal property and have many
misleading modes or almost appearing unimodal. In this piece of work, feature less min-
imum mean square error (FL-MMSE) and feature based minimum mean square error
(FB-MMSE) scheme have been proposed to detect cracks of different size. This also
produced better results than Otsu’s [5], Kwon’s [16], Hui-Fuang’s [91], and of earlier
proposed schemes. This also produced satisfactory results in case of general two class
images.
• Adaptive thresholding based segmentation scheme has been proposed to segment images
acquired under uneven lighting conditions. The proposed approaches can be categorised
as window merging and window growing. In both the cases, the window size is adopted
to make it suitable for segmentation with low misclassification error. In window merging
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approach, the approaches can further be divided into pyramid approach and overlapping
windowing approach. The three proposed window merging criteria are based on; (i) lo-
cally biased Lorentz information measure (LIM), (ii) weighted local and global statistics,
and (iii) entropy measure. Adaptive thresholding based on the proposed window merging
criterion proved to be better than Huang et al.’s [104] approach. But the efficacy of the
proposed scheme is found to greatly depend on the proper choice of initial window size.
In order to overcome this bottleneck, a window growing approach based adaptive thresh-
olding scheme has been proposed. In window growing approach, the window size is fixed
based upon entropy and feature entropy based criterion. Window growing based scheme
is found to be more efficient than that of the window merging approach. In both window
merging and window growing approach, the proposed thresholding schemes and Otsu’s
method have been used to segment different windows and the overall segmentation is the
union of all the segmentation over all the windows.
The major contribution of the thesis can be summarized as follows:
1. A Parallel Genetic Algorithm (PGA) based clustering scheme is developed to determine
the niches of the nonlinear multimodal function by maintaining stable sub-populations at
each niche.
2. The PGA based algorithm is shown to converge to the optimal solution with probability.
For PGA based scheme, new interconnection model is proposed to accelerate conver-
gence.
3. PGA based clustering is used to develop a feature less and feature based global thresh-
olding scheme for segmentation.
4. A new thresholding scheme based on Minimum Mean Square Error (MMSE) has been
proposed. Two thresholding schemes such as Feature based MMSE and Feature Less
MMSE have been proposed.
5. Segmentation of images under non-uniform lighting condition has been achieved using
adaptive thresholding. Adaptive thresholding schemes are developed based on infor-
mation theoretic approach. They are based on adaptively fixing the window size. The
proposed adaptive thresholding schemes are based on both window merging and window
growing concept.
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1.9 Organization of thesis
Chapter 2 provides the basic background on GA and PGA. The working principle of GA and
PGA has been described in this chapter.
In chapter 3, the classification problem, in case of nonlinear multimodal function, has been
developed using GA and PGA based clustering. Sinusoidal nonlinear multimodal functions of
different classes have been considered and PGA based crowding algorithm has been proposed
to determine the peaks of the nonlinear functions and hence, classes. The PGA based crowding
algorithm has been tested on two, four, and eight class models with decaying sinusoids and
non-decaying sinusoids. The proposed new interconnection PGA model has been developed in
this chapter. Convergence analysis of the proposed PGA algorithm has been carried out and
is shown to converge to the optimal solution with a bound. The proposed algorithm has been
tested with two, four, and eight class models and the effect of different parameters on the rate
of convergence has also been studied. Results pertaining to all the different class models have
been presented and discussion on results obtained has been presented.
Chapter 4 provides the segmentation of a given image using PGA based thresholding
scheme. Segmentation problem is viewed as a classification problem and thresholds for these
segmentation have been obtained by PGA based algorithm. In this regard, Feature Less (FL) and
Feature Based (FB) scheme have been proposed to determine thresholds from the histogram of
the original image and from the feature histogram corresponding to the feature image. Results
and discussion on two and three class images have been presented. The performance of the pro-
posed schemes has also been compared with that of the Otsu [5], and Kwon’s [16] approaches.
A brief review on Otsu’s and Kwon’s algorithm has also been presented.
Minimum Mean square Error MMSE based thresholding schemes have been developed
specifically for detection of earth surface cracks in images and are presented in Chapter 5. The
two schemes feature less MMSE (FL-MMSE) and feature based MMSE (FB-MMSE) have been
developed in chapter 5 and have been tested with general two class images particularly images
pertaining to colour blindness. Results obtained by these schemes for different crack images
have also been presented. The performance of the proposed schemes has also been compared
with that of the Otsu, Kwon’s and Fuang’s approaches. Discussion on the results obtained has
been carried out. A brief review on the Fuang’s [91] algorithm has also been presented.
Chapter 6 deals with the adaptive thresholding schemes for images acquired under non-
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uniform lighting conditions. The window merging and window growing based adaptive thresh-
olding schemes have been proposed. The three window merging schemes and one window
growing scheme have been presented in this chapter. The efficacy of these schemes has been
demonstrated with different two class real images acquired under non-uniform lighting con-
ditions. The performance of the proposed schemes has been compared with Huang’s [104]
approach. Therefore, Huang’s adaptive window selection based thresholding scheme has been
described. Results and discussion on different images have also been presented.
Conclusions drawn on different works of this thesis have been provided in chapter 7. The
scope of future work have been highlighted.
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Chapter 2
Background on Genetic Algorithm and
Parallel Genetic Algorithm
2.1 Genetic Algorithm
Most classical methods of optimisation generate a deterministic sequence of trial solutions,
based on the gradient or higher order statistics of the cost function. Under regularity conditions
on this function, this technique can be shown to generate sequence that asymptotically con-
verges to local optimal solution. In certain cases they converge exponentially fast. Variations
in these procedures are often applied to training neural networks, or estimating parameters in
system identification, pattern recognition, machine learning, adaptive image processing, expert
system and adaptive control application. But the method often fails to perform adequately when
random perturbations are imposed on the cost function. Also local optimal solution proves in-
sufficient for real world engineering problem.
Genetic algorithm (GAs) has recently emerged from a study of the mechanics of evolution.
They are stochastic optimisation techniques that can often outperform classical methods of
optimisation when applied to difficult real world problems. Genetic Algorithms are searching
strategies suitable for finding the globally optimal solutions. The main advantage of using GAs
is that they can find global optima without being stuck at local optima [116, 117, 118, 119, 120]
in the solution space. The power of GA comes from the fact that the technique is robust and can
deal successfully on a wide range of problem areas. GAs and its variance have been extensively
used in the past. GA researchers have been aware that there are multiple solutions for a given
problem but the traditional GA proves to be quite efficient, which converges to one of the best
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possible solution.
In GA, the candidate solutions are represented by chromosomes, which are nothing but
binary coded strings carrying information regarding solutions. GAs are capable of forming
niches for the purpose of multi-modal function optimisation. Mostly previous GA models have
been slightly complex and typically based on Markov chains. Several studies have been carried
out on proportional solutions, mutation using Markov chains analysis, where it is assumed that
the population size is infinite or very large.
Genetic algorithms are randomized search algorithms based on the mechanics of natural
selection and genetics. They implement survival of the fittest among the string structures. The
behavior of genetic algorithm can be subtle, but their basic construction and execution cycle is
straight forward. GA is an iterative procedure maintaining a population of structures that are
candidate solutions to specific domain challenges. During each generation, the structures in the
current population are rated for their effectiveness as domain solutions. On the basis of these
evaluations, a new population of candidate solutions is formed using specific genetic operators
such as reproduction, crossover, and mutation.
The natural law of evolution is derived from Darwins theory of evolution. According to
this theory, reproduction and mutation play major part. While reproduction leads to intermin-
gling of different chromosomes and hence, creation of individuals having hybrid characteristics
with genetic properties derived from both parents by inheritance, mutation is a factor that causes
changes in the basic chromosomes structure itself, and thus leads to diversity of the population.
GAs are based on the above mentioned phenomena and can be used for optimization of the
given problems by mimicking the natural processes of reproduction and mutation.
The power of GAs comes from the fact that the technique is robust and can deal success-
fully with a wide range of problems areas, including those, which are difficult for other methods
to solve. GAs are not guaranteed to find the global optimum solutions to a problem, but they are
generally good at finding acceptably good solutions to a problem, acceptably quickly. Where
specialized techniques exist for solving particular problems, they are likely to out- perform GAs
in both speed and accuracy of the final result. The main ground for GAs are in difficult areas,
where no such technique exists. Even where existing techniques work well, improvements have
been made hybridizing them with GA.
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2.1.1 Definitions
Chromosomes
It is a binary coded string containing information regarding the variable to be optimized. It is a
string of real values or as an individual.
Gene
It is the smallest unit of information carrying block of chromosomes. Multiple genes are present
in the chromosomes, when more than one unit of information about the variables have to be
coded.
Bit
Since, the information is coded as a binary string, the smallest unit of string is a digital bit, with
only two states: 0 and 1. a number of bits together give a practical method of storing coded
information.
Population
A population is composed of a number of individuals and basic data set on which GA operates.
A population is said to be diverse, when the chromosomes are sufficiently different from each
other and the candidate solutions (that encoded into chromosomes) are spaced over the entire
solution space. In GA, population size affects both global performance and efficiency. Ge-
netic algorithm with small population usually performs insufficient convergence of the problem
space. A large population is more likely to be representative of the entire problem domain.
Mating pool
Similar to population, it is that population on which the operators to get a new solution. The
mating pool is created by the survival of the fittest, usually by fitness ranking or other appropri-
ate selection mechanism.
Parent
Parents are the original strings on which the operators are applied. The properties of the parent
strings are transferred to the resultant children strings.
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Offspring
The output of the genetic operator and crossover are called children and offspring. The offspring
becomes the parent of the next generation.
Operators
Simulations of the natural processes that bring about a change in the population and thus give
rise to individuals that may be fitter than the parents. The operators act on the individuals of the
mating pool and child population. The main operators are reproduction, crossover and mutation.
Generation
This is the number of iterations or cycles of the algorithm. It is analogous to the generation con-
cept in the evolution. The generation gap controls the percentage of population to be replaced
during each generation.
Fitness
A figure of merit of an individual, which is proportional to the utility or ability of the individual
to survive in the given environment is usually a real quantity lying between 0 and 1. A fitness
function must be devised for each problem to be solved. The fitness function returns a single
numerical fitness.
2.1.2 Description of the Operators
A simple GA that yields good results in many practical problems is mainly composed of three
operators i.e. reproduction, crossover, and mutation. It is to be noted that crossover and muta-
tion are not only two operators in use, various other operators do also exist.
Reproduction
Reproduction is a process in which individual strings are copied according to their objective
function values. It is actually a copy operator in the sense that it merely copies the parent chro-
mosome into the mating pool without actually changing the chromosome structure. However,
the copying is done probabilistically, with higher fit strings having more chance of being trans-
ferred to the mating pool than the strings with lower fitness. This characteristic simulates the
23
survival of the fittest. This operation results in a progressive increase of the number of high
fitness string over the less fitness strings with each successive generation. This operator, of
course, is an artificial version of natural selection, a Darwinian survival of fittest among the
string creatures.
Crossover
The primary exploration mechanism for GAs is crossover. Crossover randomly chooses two
individuals, and cuts the individual strings at some randomly chosen position, to produce two
head segments, and two tail segments. The tail segments then swapped over to produce two
new full-length chromosomes as shown in Fig. 2.1. The two offspring, each inherits some
genes from each parent, which is known as single point crossover. However, many different
crossover algorithms have been devised, often involving more than one cut point. Dejong [121]
investigated the effectiveness of multiple crossover points, which reduces the performance of
GA.
1 0 1 0 0 1 1 1 Parent 1
Parent 2
1 0 1 0 1 0
1
11
1101100
0 10 0 1 1 1 1
Child 1
Child 2
Crossover point
Crossover point
Bits
Swapping of           
     
Figure 2.1: Single point crossover operator
Two point crossover
In two point crossover (and multi-point crossover, in general), rather than linear strings, chro-
mosomes are regarded as loops by joining the ends together, to exchange a segment from one
loop with that from another individuals in the population. As shown in Fig. 2.2, this two point
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1 0 1 1 1
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0 10 0 1 1 1 1
Child 1
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1
0
1
0 1
1
      
CP1
CP1 CP2
CP2
BitsSwapping of           
Figure 2.2: Two point crossover operator
crossover produces new individuals as offspring, which shares some features taken from each
parent.
Mutation
The mutation is usually considered as a secondary operator. Mutation is applied to each child
individually after crossover. This consists of the variation of a randomly chosen bit of the
selected string. Mutation is analogues to the “NOT” operation in digital system and negates in
the sense of bit. This is an extremely powerful operator as it can drastically change the mating
pool composition by introducing new genetic material in the population. Random mutation
effectively introduces new information in the knowledge base. Following example of the nature,
the probability of applying the crossover operator is more than that of mutation operator. It is
an useful operator, which allowed the algorithm to overcome the local extrema in the solution
space and hence, leads to the global searching capability of GAs. Fig 2.3 shows the third gene
(bit) of child 1 being mutated and the fifth gene (bit) of the child 2 being mutated.
2.1.3 Working of Genetic Algorithm
In the following, the working principle of GA is described as follows:
The first step consists of the codification of the variables involved in suitable binary strings.
In the second step, population of strings representing initial parent population, usually randomly
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1 0 1 11 1 1
1100 0 0 1
0
1
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Figure 2.3: Mutation operator
selected in the entire solution space domain, is created. Random selection has advantage that
this introduces diversity in the population and also avoids the problems of optimizing at local
optima. The population is a dynamic entity. Iterative reproduction leads to the population of
parameters towards the optimal condition. A parameter known as fitness of a string is defined
and calculated at each iteration of the algorithm and the iterations are carried out until the
terminal condition is reached. This corresponds to the criterion of a solution-string with the
desired value. A fitness value must be devised for each problem to be solved.
2.1.4 Steps of the basic Genetic Algorithm
The step by step description of a basic GA is as follows:
Step 1: A fixed number of elements representing the initial population are randomly chosen.
Step 2: The fitness of each element is evaluated using the fitness function.
Step 3: The elements of the population are chosen probabilistically according to their fitness.
Step 4: With the respective probabilities, randomly pairs are chosen for mating through the ge-
netic operator crossover (exchange of genetic material between two selected candidates)
and selection, again possibly at random, a site where the material will be exchanged re-
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sulting in the creation of offspring. Also secondary operator mutation is applied. The
probability of mutation is very less i.e. between 0.003 and 0.001.
Step 5: Compute the fitness of the offspring.
Step 6: Introducing these strings into the original population discarding an equal number of ran-
domly chosen strings.
Step 7: Repeat fixed number of generations till the maximum number of strings converges.
2.2 Parallel Genetic Algorithm
Genetic algorithms are efficient search methods based on the principle of natural selection and
population genetics. They are being successfully applied to problems in business, engineering
and science. GAs use randomized operators operating over a population of candidate solutions
to generate new points in search space. Hard problems need a bigger population and this trans-
lates directly into higher computational cost. Though, the GA based models are able to produce
the global optimal solution successfully, it has following bottlenecks: (i) It needs a very large
number of population, and (ii) Increase in the computational burden.
Evolution is highly a parallel process. Each individual is selected according to its fitness
value and allowed to survive and reproduce. GAs are an abstraction of the evolutionary process
and is indeed very easy to parallelize. Recently, attempts have been made to devise PGA that
simultaneously aims at achieving reduced computational burden and fast conergence [122, 123,
124]. The basic motivation behind PGA is to reduce the processing time to reach an acceptable
solution. This was accomplished implementing GAs on different parallel architectures. In
addition, it was noted that in some cases the PGAs found better solutions than comparably
sized serial GAs. GAs are easy to parallelize and many variants on the basic models have been
tried with good results on the different classes of problems. In the past few years, Parallel
Genetic Algorithms (PGAs) have been used to solve difficult problems.
The first approach of parallelizing GAs is to do a global parallelization. In this class of
parallel GAs, the evolution of individual and the application of genetic operators are explicitly
parallelized. Every individual has a chance to mate with all the rest. The semantics of the
operators remain unchanged. PGAs are classified into two types: -
1. Coarse Grained PGAs
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2. Fine Grained PGAs
2.2.1 Coarse-grained PGAs
The population is divided into few sub-populations (deme) keeping them relatively isolated
from each other. The sub-populations are called demes those occasionally exchange some indi-
viduals among themselves and this process is called migration.
The important characteristics of this class of algorithms are the use of few relatively large
demes and introduction of migration operation. Coarse-grained parallel GA is one of the most
popular model used in PGA literature. A more sophisticated idea is used in coarse-grained par-
allel GAs, where the population is divided into few sub-population (deme) keeping them related
and isolated from each other. This model of parallelization introduces a migration operator that
is used to send some individuals from one sub-population (deme) to each other. There are two
different implementation models of coarse-grained GAs: (1) The island model, and (2) The
stepping stone model.
The population in the island model is partitioned into small sub-populations and individ-
uals can migrate to any other sub-population. In the stepping stone model, the population is
partitioned in the same way, but migration is restricted to neighboring sub-populations. Both
models have been used in parallel GAs. Sometimes coarse-grained GAs are known as dis-
tributed GAs. Cantupaz [124] has provided a lucid survey on parallel Genetic Algorithm, where
he has presented the efficacy of different models and also pointed out the limitations.
Tanese [125] proposed a parallel GA that used a 4-D hypercube topology to communicate
individuals from one deme to another. In Tanese’s algorithm, migration occurred at a uniform
periods of time between neighboring processors along the dimensions of the hypercube. The
migrations were chosen probabilistically from the best individuals in the sub-population and
they replaced the worst individuals in the receiving deme. Tanese reported that the parallel GA
found results as good as serial GA, with the advantage of non linear speedups.
Cohoon et al. [126] proposed a multi-population genetic algorithm for solving the K-
partition problem on Hyper-cubes. Cohoon et al. [127] proposed an implementation of parallel
GA based on the theory of punctuated equilibria. One aspect of this theory is that new species
are likely to form quickly in relative small isolated population after some changes in the environ-
ment occur. Cohoon et al. noticed that the number of migrants affected the level of disruption
in the demes and the new solution was found shortly after migration occured. A linear place-
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ment problem was used as a benchmark and experimented using a mesh-topology. However,
it is noted that the choice of topology is probably not very important in the performance of
parallel GA as long as it has high connectivity and small diameter to ensure adequate mixing
as time progress. They found that parallel GA with migration outperformed both parallel GA
without migration and serial GA. Cohoon et al. [128] applied the distributed genetic algorithms
for floorplan design problem to minimize the weighted sum of area and wirelength measures in
the VLSI design cycle. Their method has performed better than the Simulated Annealing (SA)
algorithm, both in terms of the average cost of the solutions found and the best-found solution.
Hence, it is concluded that migration is controlled by several parameters, the topology that
defines the connection between the sub-populations, a migration rate that controls how many
individuals migrate, and a migration interval that affects how often migrations occur. The values
for these parameters are chosen using intuition rather than analysis.
2.2.2 Fine grained PGAs
Fine grained parallel GAs partition the population into a large number of very small sub-
population. This model requires massive parallel computer. In case of coarse-grained paral-
lelism, and fine-grained parallelism, selection and mating occur only within each sub-population.
In biological term, the sub-population refers to deme. Deme is smaller than population, which
is used by the serial GA. So we expect that the PGA will converge faster. Combination of the
first three methods have been used to develop hybrid parallel GAs.
In this model, the population is divided into small demes. The demes overlap is providing
a good solution across the entire population. Again selections of a mating occur only within a
deme. Schleuter et al. [129] introduced the ASPARAGOS system. It uses a population scheme
that looks like a ladder with upper and lower ends tied together. ASPARAGOS was to solve
some difficult combinational optimization problems with great success.
2.2.3 Migration policy
The sub-population or demes occasionally exchange some individuals in a process called mi-
gration. Migration policy also affects the convergence time and the quality of solution. The
parallelized crowding scheme is based on the course-grained approach and island model. In the
island model, the following four migration policies have been used.
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(i) Good migrants of one deme replacing the bad individuals of another (GB).
(ii) Good migrants of one deme replacing the random individuals of another (GR).
(iii) Random individuals of one deme replacing the bad individuals of another (RB).
(iv) Random individuals of one deme replacing random individuals of another (RR).
All these migration policies are investigated while dealing with two, four and eight class models.
We have also considered multimodal functions of unequal peaks.
2.2.4 Steps of the Parallel Genetic Algorithm
The step by step description of the Parallel Genetic Algorihm (PGA) is as follows:
Step 1: Initialize randomly population elements of size N
Step 2: Divide the population space into fixed number of sub-populations (deme).
Step 3: Consider one subpopulation (deme) and go through the following steps.
Step 3.1: In the given sub-population, the fitness of each elements is evaluated.
Step 3.2: The elements of the sub-population (deme) are choosen probabilistically according to
their fitness.
Step 3.3: With the respective probabilities randomly pairs are chosen for mating through two ele-
ments at random for crossover and mutation operation.
Step 3.4: Evaluate fitness of each parent.
Step 3.5: With the respective probabilities, randomly pairs are chosen for mating through the ge-
netic operator crossover (exchange of genetic material between two selected candidates)
and selection, again possibly at random, a site where the material will be exchanged re-
sulting in the creation of offspring. Also, secondary operator mutation is applied. The
probability of mutation is very less i.e. between 0.003 and 0.001.
Step 3.6: Compute the fitness of the offspring.
Step 3.7: Introducing these strings into the original population, discarding an equal number of ran-
domly chosen strings.
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Step 3.8: Repeat steps 3.1, 3.2, 3.3, 3.4, 3.5, 3.6, and 3.7 for all the elements in the given sub-
population (deme).
Step 4: Repeat step 3 for fixed number of generations.
Step 5: Steps 3 and 4 are repeated for each sub-population (deme).
Step 6: Migration is allowed from each deme to every other deme. The individuals are migrated
based on the selected migration policy. Number of elements to migrate are determined
from the selected rate of migrationRmig. The elements migrate with migration probability
Pmig.
Step 7: Repeat steps (3), (4), (5), and (6) till convergence is achieved. The migration among the
sub-population is continued till convergence is achieved.
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Chapter 3
Parallel Genetic Algorithm based Class
Models for Clustering
3.1 Introduction
Genetic Algorithm (GA) has extensively been used to solve optimization problems in science
and engineering [116, 117, 118, 119, 120]. Genetic algorithm when applied to such problems
produce almost always global optimal solutions. In order to determine all the optima of a
nonlinear multi-modal functions, GA based crowding method has been proposed [130, 131,
132] to determine all the solutions. If the nonlinear multi-modal function in the two dimensional
landscape can be viewed as the mixture of class distributions and then each niche or peak in this
distribution correspond to one class. In this class distributions, determining different classes
reduces to determining the different niches of the nonlinear multi-modal functions [133, 134,
135]. This can be achieved by GA based crowding or clustering algorithm. The underlying
notion behind GA based clustering is to maintain stable sub-populations at each niche. The
entire population elements is divided into sub-populations and the sub-populations need to be
clustered at different classes.
In this chapter, GA based crowding algorithm has been successively tested for two, four
and eight class models. In one case the peak of different classes occur at same functional value
(fitness) value and in another cases the peaks occur at different functional values (fitness). The
first case corresponds to multiple global optima of a function while the second case correspond
to both global as well as local optimal solutions. In order to accelerate the rate of convergence
Paralle Genetic Algorithm (PGA) based clustering algorithm has been devised with the pro-
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posed interconnection model. PGA based algorithm has also been validated for both decaying
and non-decaying sinusoidal functions. The effect of different parameters of PGA based inter-
connection model on the rate of convergence has been investigated. Convergence analysis of
the proposed PGA based algorithm has been considered out and is shown to converge to the
optimal solution with a bound.
3.2 GA based class models
The proposed GA and PGA based clustering algorithms have been tested for two, four, and
eight class problems. The following two, four, and eight class models have been considered in
the simulation.
Two class model;
f(x) = |sin(2pix)|, 0 ≤ x ≤ 1, (3.1)
f(x) = |e−2(x−0.125) × sin(2pix)|, 0 ≤ x ≤ 1. (3.2)
Four class model;
f(x) = |sin(4pix)|, 0 ≤ x ≤ 1, (3.3)
f(x) = |e−2(x−0.125) × sin(4pix)|, 0 ≤ x ≤ 1. (3.4)
Eight Class model;
f(x) = |sin(8pix)|, 0 ≤ x ≤ 1, (3.5)
f(x) = |e−2(x−0.125) × sin(8pix)|, 0 ≤ x ≤ 1. (3.6)
In each class model, the function is a nonlinear function. In the two dimensional func-
tion landscape, the two modes correspond to two different classes and these classes may be
represented by the peak of the respective class. For example, Fig. 3.1(a) shows the function
corresponding to (3.1). As seen from Fig. 3.1(a), there are two classes and accordingly two
niches/modes/peaks. It is to be noted that the two peaks occur at same value of the function
i.e. unity. In other words, we say the peaks are of equal height in a nonlinear landscape. Each
mode corresponds to one class and hence the sinusoidal function in (3.1) having two modes
correspond to a two class model. Sometimes in two class model, two peaks corresponding to
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Figure 3.1: (a) Two class function, (b) Decaying two class function, (c) Four class function, (d)
Decaying four class function, (e) Eight class function, (f) Decaying eight class function
two classes may not occur at the same value of the function and thus the two class distributions
will be different. The decaying sinusoidal function as given by (3.2) represents a two class
model with uneven class distributions. Thus, the two peaks occur at different functional values.
Similarly functions given by (3.3) and (3.4) correspond to the four class model with and without
decaying sinusoidal functions. Hence, there will be four niches/peaks for the 4-class models.
Analogously, the eight class model given by (3.5) and (3.6) possesses eight niches/peaks corre-
sponding to the respective class distributions. Determination of all the classes of a class model
boils down to determination of all the niches or peaks of the nonlinear multi-modal function.
It is known that basic Genetic Algorithm (GA) has extensively been used for optimization
of nonlinear functions and it yields a global optimal solution. The above described class models
can be viewed as nonlinear multi-modal functions. Basic GA when applied to such functions
will yield either a global optimum solution or one of the global optimal solutions [116, 117,
118]. Thus, in the classification paradigm, the algorithm would determine one class or one of
the classes of the class model. Therefore, it is conceivable that all the classes of the class model
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can be determined if all the niches/modes or all the solutions (both local and global) of the
multi-modal function can be found out.
GA based class models using the notion of crowding have been proposed [130, 131, 133,
136, 137, 121] to determine all the niches of a nonlinear multi-modal functions and hence all
the classes. This is achieved when GA could form stable clusters of population of elements at
the niches/peaks of the nonlinear multi-modal function. In other words stable sub-populations
could be maintained by GA based clustering algorithm at different niches and hence different
classes could be determined. Thus, clustering has been achieved using the notion of crowding
[132, 136, 137, 121] in GA. GA forms clusters at the niches of the nonlinear multi-modal
functions and hence GA based class model is achieved. Stable sub-populations could also be
maintained using the notion of sharing. Since, throughout the thesis we have used the notion
of crowding to maintain stable sub-populations, we describe the notions of crowding in section
3.2.1
3.2.1 Crowding method
Crowding originally proposed by De Jong [121] is motivated by analogy with competition for
limited resources among similar member of a natural population. Dissimilar population member
often occupy different environmental niches. Older members of the niche will be replaced by the
fittest of the youngest member. To maintain stable sub-population by replacing population with
like individuals can be called crowding method [121]. Stochastic replacement error prevents
the basic crowding algorithm from maintaining more than two peaks of multi-modal fitness.
Deterministic crowding [132, 136, 138] eliminates replacement error and maintains mul-
tiple peaks. It works by randomly pairing the population to yield n/2 pairs for n individuals in
the population and each pair of parent yields two children by undergoing crossover operation.
Two children compete against the parent. In partner tournament either children or both parent,
the pair containing the maximally fit element, will win.
The notion of crowding is inspired by ecological phenomenon where similar individuals
in a natural population compete against each other for limited resources. Dissimilar individuals
tend to occupy different niches and hence typically they do not compete. Thus for a fixed
size population at equilibrium, new members of a particular species replace old members of
that species. Crowding method attempts to maintain diversity of the pre-existing mixtures.
Deterministic crowding that we have used in our algorithms, in terms of number classes, is
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explained as follows.
In deterministic crowding, sampling occurs without replacement [130, 131, 136]. We will
assume that an element in a given class is closer to an element of its own class than to elements
of the other classes. A crossover operation between two elements of the same class yields two
elements of that class, and the crossover operation between two elements of different classes
yields either: (i) one element from both the classes, (ii) one element from two hybrid classes.
For example, for a four class problem, the crossover operation between two elements of class
AA and BB may results in elements either belonging to the set of classes AA, BB, or AB, BA.
Hence the class AB offspring will compete against the class AB parents, the class BA offspring
will compete with class BA parents. Analogously for a two class problem, if two elements of
class A are randomly paired, the offspring will also be of class A, and the resulting tournament
will advance two class A elements to the next generation. The random pairing of two class B
elements will similarly result in no net change to the distribution in the next generation. If an
element of class A gets paired with an element of class B, one offspring will be from class A,
and the other from class B. The class A offspring will compete against class A parent, the class
B offspring against class B parent. The end results will be that one element of both the classes
advances to the next generation and hence no net change.
3.2.2 Tournament selection
Selection mechanism is also a key issue that influences the convergence of Genetic Algorithms.
The selection mechanism is a process that favours the selection of better individuals in the pop-
ulation. The selection pressure is the degree to which the better individuals are favoured. Over
successive generations, this selection pressure drives the GA to improve the fitness of the popu-
lation. The convergence rate of a GA is largely determined by the selection pressure with higher
selection pressure resulting in higher convergence rates. The tournament selection provides se-
lection pressure by holding tournament of “q” individuals, with “q” being the tournament size
[119, 120].
In tournament selection a group of “q” individuals is randomly chosen from the popula-
tion. They may be drawn from the population with or without replacement. This group takes
part in a tournament where a winning individual is determined depending on its fitness value.
The best individual having the highest fitness value may be chosen deterministically or through
a stochastic selection process. In both the cases only the winner is selected into the next popu-
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lation and the processes is repeated λ times to obtain a new population, where “λ” denotes the
number of elements participating in the tournament.
When the tournament size “q” is two, this is known as binary tournament. We assume
that the individuals are drawn with replacement and the winning individual is deterministically
selected.
Let P (t) denotes the population elements and the tournament size is denoted by q ∈
1, 2, .., λ. Let P ′(t) denotes the population size after selection and tournament.
The following are the salient steps of the tournament selection:
(i) Select randomly the elements (a1, a2, ...., aλ) from P (t) to form the tournament q ∈
1, 2, ..., λ.
(ii) Select ′a′i, the best individual from q randomly chosen individuals (a1, a2, ..., aλ)
(iii) Repeat the steps (i) and (ii) till a1, a2, ..., aλ is replaced by a′1, a′2, ..., a′λ
3.2.3 Generalized crossover
Generalized Crossover (GC) operator proposed by Nanda et al. [139] when applied to two
parents produces one offspring instead of two offspring as in the basic GA. The operator can be
described as follows. Two parents P1 and P2 are selected at random and the two crossover points
are also selected at random. In between the two crossover points, two bits of the respective
positions of the two selected parents are now passed through a switching function to produce
one output. This is shown in Fig. 3.2. If x and y are switching variables, then the possible
switching functions f(x, y) are 0, x′y′, x′y, x′, xy′, y′, x′y + xy′, x′ + y′, xy, xy + x′y′, y,
x′ + y, x, x+ y′, x+ y, 1. From the above sixteen functions, 0 and 1 are not used because they
correspond to inconsistent functions. For a two variable case, a switching function is selected
at random from the above mentioned functions and the two bits are impressed as the input. The
corresponding output is stored in the same bit position as one of the parents. Analogously all
other bits are generated by selecting the other respective bits from the two parents and passing
them through the randomly selected switching function. Hence, a stream of bits between the
two crossover points is generated that replaces one of the parents to generate one offspring. The
motivation is two fold: (i) it helps to examine the diversity of solutions in solution space, (ii) this
model is more plausible from the evolutionistic sense that two parents produce one offspring
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at a time. Same GC operator is applied to the same two parents with the two new randomly
chosen crossover points and the necessary switching function to produce one more offspring.
As a result of this operation two offsprings are produced from the two parents by applying the
GC operator twice. This process may be repeated to produce M offspring from N parents in
order to maintain the total population of elements constant over generations M is equal to N.
Figure 3.2: Generalized Crossover Operator: (a) Two strings represented parents, (b) switching
function, (c) offspring generated by GC operator
GA based clustering Algorithm:
(i) Initialize randomly a population space of size N and their classes are determined.
(ii) Choose two parents randomly for crossover and mutation operation with crossover prob-
ability Pc and mutation probability Pm. Compute the fitness of parents and off-springs.
(iii) The offsprings generated compete with the parents based on the concept of tournament
selection strategy.
(iv) After selection, the selected elements are put in their respective classes.
(v) Steps (ii), (iii), (iv) are repeated for all elements in the population.
(vi) Step (v) is repeated till the convergence is met i.e. the elements of respective classes are
equally fit.
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3.3 PGA based class model
The Objective of designing parallel GA [140, 124, 141] is two fold: (i) reducing the compu-
tational burden and (ii) improving the quality of the solutions. The design of PGA involves
choice of multiple populations where the size of the population must be decided judiciously.
These populations may remain isolated or they may communicate exchanging individuals. Par-
allel Genetic Algorithm (PGA) is usually based on either Coarse Grained model or Fine Grained
model [140, 124, 141]. In coarse grained model the population is partitioned into a small num-
ber of sub-populations or demes and in fine grained model the population is partitioned into a
large number of smaller sub-population or demes. These populations may remain isolated or
they may communicate exchanging individuals. The process of communication between indi-
vidual demes is known as migration. The coarse grained PGA is broadly based on the Island
model and Stepping stone model. In an Island model, the population is partitioned into small
sub-populations by geographic isolation and individuals can migrate to any other sub-population
but in the Stepping stone model migration is restricted to neighbouring sub-populations.
The GA crowding scheme is parallelized using the Coarse grained approach. In Coarse
grained approach the interconnection model considered is the Island model shown in Fig. 3.3.
In this scheme the population of the size N is divided into a number of sub-populations of fixed
size. The crossover and mutation operators are applied in each deme to generate candidate
solution. In this regard, the Generalize Crossover (GC) operator proposed by Nanda et. al
[139] and as given in section 3.2.3, has been used in our simulation. Tournament selection
mechanism is applied to all the demes.In each sub-population, the crowding algorithm is applied
and the migration operator is applied intermittently. The frequency of migration is governed
by the average fitness of the sub-population. The migration is stopped when the individuals
in all demes have grown sufficiently fit. In other words, the migration is stopped when the
average fitness is above a pre-specified threshold. A new interconnection model with the notion
of self migration is proposed and is shown in Fig 3.5. In this proposed model, besides the
interconnection between demes, a self loop has been introduced to take care of intra-deme
migration. This is intended to accelerate the convergence and also improves the quality of the
solution. We have adopted the good-bad(GB) based migration policy. In our problem we have
considered four demes D1, D2, D3 and D4 and the interaction network model is shown in Fig
3.5.
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3.3.1 Island model
Island model is an interconnection model used in coarse grained approach [140, 124, 141]. In
this approach, the entire population of elements is divided into a number of sub-populations
called demes. The demes are interconnected to each other for exchanging individuals.
3.3.2 Island model with inter-deme migration
A typical Island model is shown in Fig. 3.3, where it can be observed that a deme Dij is
connected to eight other demes for migration. In each deme the basic GA based crowding
scheme is applied and after a few generations individuals ofDij migrates to other demes using a
migration policy. For example, in Good-Bad (GB) migration policy, certain percentage of good
individuals replace bad individuals of other deme. The process of exchanging the individuals
is bi-directional. After migration among different demes, GA based crowding is again applied.
Since, before migration, GA based crowding notion can be independently applied. Operation in
each deme can be submitted to individual processor. This exchange process together with the
rate of migration plays a vital role in determining the solution and the quality of the solution. In
this thesis, the network model consists of four demes as shown in Fig. 3.4.
Dij
D
D
i+1,j−1
Di−1,j−1 D i−1,j+1i−1,j
i,j+1Di,j−1
D Di+1,j Di+1,j+1
Figure 3.3: Island Model
3.3.3 Island model with intra-deme migration
PGA with Island model is found to converge to the solution much faster than that of the GA
based algorithm. In order to further accelerate the rate of convergence, we have introduced the
notion of self migration called intra-deme migration. In this migration, the best fit individuals of
a deme will replace the worst fit individuals of the same deme. This notion is akin to the notion
of reproduction. In this process, depending upon the rate of self migration, the number of best
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D1 D2
D4 D3
Figure 3.4: Island model with inter-deme migration
fit individuals increases. Thus, together with the inter-deme migration the percentage of good
individuals in a deme increases. Therefore the inter-deme migration accelerates the process of
convergence.
Fig. 3.5 shows an Island model with four demes and it can be observed from this figure
that each deme is connected to every other deme bidirectionally. This is known as inter-deme
migration. As observed from Fig. 3.5, besides inter-deme migration a self-loop has been intro-
duced in each deme, making the model a fully connected one. This proposed interconnection
model accelerates the convergence.
D1 D2
D3D4
Figure 3.5: Island model with intra-deme migration
3.4 Island model with neighbourhood structure
Our parallelization of crowding scheme is based on the coarse grain approach, where the migra-
tion is allowed among all the demes. In other words communication is allowed between a deme
and every other deme of the network. This yields appreciable results but the computational bur-
den is horrendous. Hence, we introduced the notion of neighbourhood and thus various network
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structure evolves. In the neighbourhood scheme, population elements of a deme need not mi-
grate to all other demes rather migrate to the neighbouring demes. Towards this end, we define
the order of the neighbourhood. The closest ones of a deme belong to the first order neighbour-
hood as shown in Fig. 3.6(a). Similarly, the second and third order neighbourhood structures
are shown in Fig. 3.6(b) and (c) respectively. Increase in the order of neighbourhood structure,
incorporates more number of demes for the migration. Thus, different network structures are
evolved for PGA based clustering. If the order of neighbourhood is increased further, eventually
a fully connected network is obtained. Thus, the fully connected network can be viewed as a
network of special neighbourhood structure as shown in Fig. 3.6(d). We have studied all the
three neighbourhood structure based network together with fully connected network.
D5 D6
D1 D2 D3 D4
D7 D8
D9 D10 D11 D12
D13 D14 D15 D16
D5 D6
D1 D2 D3 D4
D7 D8
D9 D10 D11 D12
D13 D14 D15 D16
(a) (b)
D5 D6
D1 D2 D3 D4
D7 D8
D9 D10 D11 D12
D13 D14 D15 D16
D5 D6
D1 D2 D3 D4
D7 D8
D9 D10 D11 D12
D13 D14 D15 D16
(c) (d)
Figure 3.6: Net topology with different order neighbourhood structure(a)1st order, (b) 2nd or-
der, (c) 3rd order, and (d) connected to all
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3.4.1 Convergence Analysis
Even though we present simulation results for one migration policy, the convergence analysis
is valid for all schemes. In all the type of net structures, there is a finite proportion of good
individuals after a certain number of migrations. Thus, the following theorem provides a bound
on the proportion of good individuals taking part in migration among the demes.
Theorem 1 Assume Pk−1 to be the proportion of good individuals after (k − 1)th migration,
then for any arbitrary initial condition with P0, the algorithm converge for
Pk−1 = (1− δk)
1
N
where, N = sn, s=Tournament size of tournament selection method, n=Number of generations
between two consecutive migrations and, δk = Proportion of good individuals taking part in
kth migration.
Proof:
In the whole population of mixed fitness, we assume an element to be a good individual
if its fitness is above a threshold and bad if the fitness is below a threshold. Thus, in the whole
population each individual may be either good or bad. Let the individuals be selected to the
next generation using tournament selection. In tournament selection a random sample of s
individuals is selected and out of these s participants one best individual is selected. If all the
s participants are bad and since one individual is to be selected, then the selected individual is
a bad individual. Thus a bad individual will survive only if all the s individuals are bad. If the
initial proportion of good and bad individuals are P0 and Q0 respectively, then the proportion
of bad individuals in the next generation is:
Q1 = Q
s
0. (3.7)
Equation (3.7) implies that Q2 = (Q1)s = (Q0s)s = Q0s2 . Therefore, at the nth generation,
Qn = Q0
sn
. Let the first migration be allowed after n generations. Then the proportion of
bad individuals after first migration or in other words after n generations can be expressed
as Q1n = Q0
sn − δ1; where δ1 = proportion of bad individuals replaced by good migrated
individuals after first migration. It can be shown that the proportion of bad individuals after kth
migration or kn generations.
Qkn = Q
sn
k−1 − δk; (3.8)
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where δk = proportion of bad individuals replaced by good migrated individuals by kth migra-
tion. Since there are only two types of individuals i.e. good and bad, the sum of proportion of
good and bad individuals is always unity. The algorithm will converge to the desired solution
when all individuals are good individuals or the proportion of good individuals Pkn is unity.
This implies that the proportion of bad individuals is zero. Thus for convergence Qkn = 0.
Since, δk is the proportion of good individuals taking part in kth generation,
δk ≥ 0 (3.9)
Substituting (3.9) in (3.8),we have
Qkn ≤ Q
sn
k−1 (3.10)
Since Qk−1 is a proportion, from (3.10) it is evident that the population of bad individuals has a
monotonically decreasing trend. This implies that the population of good individuals will have
an increasing trend. From (3.8), we have Qsnk−1 = δk. This implies that P snk−1 = 1 − δk or
Pk−1 = (1 − δk)
1
N . Hence, proved. The theorem provides a bound on the proportion of good
individuals taking part in migration among the demes to achieve convergence.
PGA based clustering algorithm:
1 Initialize randomly population elements of size N.
2 Divide the population space into fixed number of sub-populations and determine the class
of individual in each sub-population.
3 Select a sub-population (deme) and go through the following steps:
3.1 In the given sub-population (deme), choose two elements at random for Generalized
Crossover (GC) and mutation operation.
3.2 Evaluate fitness of each parents and offspring.
3.3 The tournament selection mechanism is applied to select two individuals among the two
parents and offspring to be parents for the next generation.
3.4 Repeat steps 3.1, 3.2, and 3.3 for all the elements in the sub-population (deme).
3.5 Repeat steps 3.1, 3.2, 3.3 and 3.4 for a fixed number of generation.
4 Step (3) is repeated for each sub-population (deme).
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5 Migration is allowed from each sub-population (deme) to every other sub-population
(deme). The individuals are migrated based on the selected migration policy. Number
of elements to migrate are determined from the selected rate of migration. The elements
migrate with migration probability Pmig. At last some percentage of individuals of one
deme replace the same percentage of individuals of the same deme based on the selected
migration policy. This self migration is valid for all demes with a probability of migration
Pmig.
6 Repeat steps 3, 4, and 5 till convergence is achieved. (The inter-deme migration and
intra-deme migration is continued till convergence is achieved.)
3.5 Results and discussions
We have considered two, four and eight class models in simulation
3.5.1 Clustering for two classes
Non-decaying functions
The functions given in (3.1) and (3.2) have been considered to test the schemes for a two class
model. Both the functions produce two classes but different types of functions as seen from Fig.
3.1(a) and 3.1(b). The first one given by (3.1) produced two class model with peaks occurring
at same functional value where as (3.2) produced a function with peaks occurring at different
functional values. These two functions are shown in Fig. 3.7 and Fig 3.9 respectively.
In order to implement the GA and PGA based clustering, the fitness function considered
is same as the function of two class model that is fit(x) = f(x) of (3.1) and (3.2). Thus, the
problem reduces to determining all the niches of the fitness function. The corresponding func-
tion is shown in Fig 3.7 (a) where the two niches/peaks corresponding to two different classes
need to be determined. Fig. 3.7(a) shows the initial distribution of population in the functional
landscape. It can be seen that the whole population is distributed over the fitness landscape.
GA based clustering algorithm has been applied to determine the peaks. The parameters chosen
for GA are; population size N=400, crossover probability Pc = 0.8 and mutation probability
Pm = 0.001.
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With progress in generation, the population elements of respective classes are pulled up to
form clusters at the two niches. This effect is observed in Fig. 3.7(b) which is obtained after
200 generations. As observed from Fig. 3.7(b), the fitness values of the population elements
of respective classes have been enhanced and hence it appears that they are pulled up towards
the respective niches. At 200 generations, out of 400 number of elements, 183 elements have
clustered at the first niche that corresponds to class ’A’ and 161 elements clustered at the second
niche i.e. class ’B’. As seen from Fig. 3.7(b) 192 elements are distributed over class A and 208
elements are distributed over class ’B’. Eventually, all these elements have been pulled up to
form clusters at the two niches. As seen from Fig. 3.7(c) after 2000 generations, 192 nos of
elements clustered at the 1st niche corresponding to class ’A’ and 208 nos of elements clustered
in the 2nd niche corresponding to class B. These sub-populations have been found to be stable
at the respective niches even after 6000 generations. This implies that the GA based crowding
scheme could successfully maintain sub-populations at different niches thus detecting the two
classes. The rate of convergence is shown in Fig. 3.7(d), where it may be seen that the algorithm
converges to form the clusters after 2000 generations. As observed from Fig. 3.7(d) GA based
clustering takes large number of generations to converge and hence a computationally intensive
algorithm. In order to reduce computational burden, PGA based clustering algorithm has been
proposed. PGA based algorithm, when applied to the two class problem, yields results as shown
in Fig. 3.8. The parameters used in the PGA algorithm are; population size N=400, crossover
probability Pc = 0.8, mutation probability Pm = 0.001, number of demes = 4, migration
rate Rmig = 8%, self migration rate Rsmig = 4%, probability of migration Pmig = 0.1 and
probability of self-migration Psmig = 0.1.
The PGA interconnection model considered is shown in Fig. 3.6(a) and this model is
the first order neighbourhood structure with inter-deme migration only. Two point crossover
operator has been used in PGA algorithm. Fig. 3.8(a) shows the initial distribution of the
population elements. Fig. 3.8(b) shows the distribution of population over the class distributions
after 10 generation. As observed from Fig. 3.8(b), most of the population elements have been
pulled up towards the niche of the class distributions and hence all the population elements are
above fitness value of 0.6. The population of elements have clustered at two niches/peaks after
100 generations in case of Parallel Genetic algorithm. The rate of convergence is shown in Fig.
3.8(d) where it is observed that after 40 generations the average fitness values is close to unity
thus implying that the algorithm has converged to the desired solutions. Thus, the PGA is almost
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20 times faster than that of GA. Thus the PGA based algorithm could successfully maintain sub-
populations at the respective niches of the distribution and therefore the two different classes
could be determined.
Decaying functions
We have also considered two class models where the area of each class in the fitness landscape
has unequal and hence the peaks corresponding to classes are at different fitness values. Equa-
tion (3.2) corresponds to such a case and the fitness function is shown in Fig. 3.9(a). There are
two classes: (i) peak of one class occurs at the functional value of 0.85, and (ii) the peak of the
second class occurs at around 0.34. In this case, application of basic GA would have converged
to the highest niche i.e. 0.85. In the view point of nonlinear multi-modal functions, the small
peak corresponds to the local solution and the large peak corresponds to the global optimal so-
lution. In the clustering approach, all the peaks must be determined. Fig 3.9(a) shows the initial
distribution of population elements where 36 population elements converged at peak A and 9
population elements converged at class B. As generation progresses, the population elements
are pulled up and after 500 generations, 183 elements converged at peak A and 58 elements
converged at peak B. This effect is shown in Fig. 3.9(b). After 3000 generations, 292 elements
converged at peak A and 108 elements converged at peak B. Thus two stable sub-populations
could be maintained at the two peaks and hence two classes could be determined as shown in
Fig. 3.9(c). The rate of convergence is shown in Fig. 3.9(d) where it may be observed that
the two classes converged at two different fitness values. However it can be observed that GA
converges after 3000 generations. In order to accelerate the rate of convergence, PGA based
algorithm has been used and the results are shown in Fig. 3.10. Fig. 3.10(a) shows the initial
distribution and as seen from Fig. 3.10(b), after 20 generations, most of the population elements
have been pulled up towards the respective niches. The parameters of PGA is same as that of the
case of non-decaying sinusoidal function. In Fig. 3.10(b), 170 population elements have con-
verged at peak A and 65 elements have clustered at B. All the population elements converged
at the respective peaks after 100 generations thus identifying the clusters. Fig 3.10(e) shows the
final converged stable sub-populations. The rate of convergence is shown in Fig. 3.10(d). Thus
the two classes could be identified properly.
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3.5.2 Clustering for four classes
Non-decaying functions
The functions in equation (3.3) and (3.4) have been considered for validating the proposed
approaches for four class model. The functions given by (3.3) and (3.4) produce four class
models with peaks occurring at same fitness value and different fitness values respectively. One
corresponds to four niches occurring at same fitness value and the other one is a decaying
sinusoidal function where peaks occur at different functional values.
Fig. 3.11(a) shows the functional landscape of four class model with four distinct peaks
corresponding to four classes. The initial distribution of population elements have been pre-
sented in Fig. 3.11(a). The parameters chosen for GA based clustering algorithm are, popula-
tion size N=400, crossover probability Pc = 0.8 and mutation probability Pm = 0.001. It may
be seen from Fig. 3.11(b) that after 500 generations, most of the population elements have been
pulled up to the different niches and have formed clusters. This is also reflected from the num-
ber of population elements those have clustered around class-A, B, C and D. The population
elements are A=89, B=70, C=91 and D=60 which indicate that they are close to forming clus-
ters. The converged population of elements after 4000 generations as shown in Fig. 3.11(c),
where it can be seen that stable population could be maintained at four different niches thus
detecting four classes of the four class model. The rate of convergence is shown in Fig. 3.11(d)
and it is seen that the algorithm converges after 1000 generations and remains stable even after
4000 generations. Since GA based crowding is found to be computationally intensive, PGA
based crowding algorithm is also applied.
Fig 3.12(a) shows the initial distribution of population of elements and after 10 generations
the distribution is shown in Fig. 3.12(b). It may be observed that most of the population
elements in the respective classes have been pulled up to form clusters around the respective
peaks. It is found that the algorithm converged after 20 generations as seen from Fig. 3.12(d)
and the stable population elements formed the clusters around each peak thus detecting four
peaks. The rate of convergence is much faster than that of GA and as observed from Fig.
3.12(d), where the average fitness is close to unity after 10 generations and converges after 20
generations which is 20 times faster than that of convergence of GA shown in Fig. 3.12(d).
Thus the PGA based clustering algorithm could detect eight peaks within 20 generations.
48
Decaying function
Fig. 3.13(a) shows the function for four class model where each class has different area and
hence the peaks occur at different values. Since it is a decaying sinusoidal function, the first
mode occurs at a fitness value of unity and the subsequent modes occur at fitness value with
decreasing order. As seen from Fig. 3.13(b) with progress in generation, the population ele-
ments have been pulled up and finally after 800 generations the population elements clustered
at four different classes. This is shown in Fig. 3.13(c) and the rate of convergence is shown in
Fig. 3.13(d) where it may be seen that the population of elements converged to four different
fitness values. The parameters used for GA and PGA are same as the non-decaying case. Fig.
3.14(a) shows the initial distribution of elements for PGA based class model and with progress
in generation the population elements are pulled up towards the cluster and after 80 generations
the population elements converged to the respective peaks identifying respective classes. Thus
with peaks at different hights, stable sub-populations could be identified. As observed from Fig.
3.14(d), the algorithm converged around 20 generations which is around 40 times faster than
that of using GA.
3.5.3 Clustering for eight classes
Non-decaying functions
Eight class models as given by (3.5) and (3.6) have also been considered in simulation. First,
we consider a nonlinear multi-modal function given in (3.5) where there are eight classes and
hence there are eight corresponding peaks. The function is shown in Fig 3.1(e), where it is seen
that there are eight peaks occurring at same functional value. We have applied GA and PGA
based crowding to determine the eight peaks and hence eight classes. The parameters for GA
and PGA are same as two class and four class models. In PGA based scheme the number of
demes considered is 4 with both intra-deme and inter-deme migration.
Analogous to previous cases, the fitness function is same as the function itself that is f(x)
as in (3.5) and (3.6) respectively. The initial distribution of 400 population elements is shown
in Fig. 3.15(a) and after 400 generations the distribution is shown in Fig. 3.15(b), the pop-
ulation element in the respective classes have been pulled up towards the respective niches.
Fig. 3.15(c) shows that stable sub-population have been clustered around eight different peaks
thus detecting eight classes. As observed from Fig. 3.15(d) the algorithm converged after 600
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generations but the sub-populations at respective peaks remained stable even after 1000 genera-
tions. Thus the same network model with four demes could detect eight peaks corresponding to
eight classes. Since GA based crowding is found to be computationally intensive, PGA based
crowding algorithm is also applied.
Fig 3.16(a) shows the initial distribution of population of elements and after 10 generations
the distribution is shown in Fig. 3.16(b). It may be observed that most of the population ele-
ments in the respective classes have been pulled up to form clusters around the respective peaks.
It is found that the algorithm converged after 20 generations as seen from Fig. 3.16(d) and the
stable population elements formed the clusters around each peak thus detecting eight peaks as
shown in Fig. 3.16(c). The rate of convergence is much faster than that of GA and as observed
from Fig. 16(d) the average fitness is close to unity after 10 generations and converges after
20 generations which is 20 times faster than that of convergence of GA shown in Fig. 3.16(d).
Thus the PGA based clustering algorithm could detect eight peaks within 20 generations.
Decaying function
Eight class model with uneven distribution of classes have also been studied. Fig 3.17(a) cor-
respond to (3.6) of a decaying sinusoids. As observed from Fig. 3.17(a) that there are eight
different peaks occurring at different values of the fitness landscape. Fig. 3.17(a) shows the
initial distribution of the population elements. Fig. 3.17(b) shows the intermediate distribution
of elements after 500 generations and it is observed that the most of the elements have clustered
around different peaks. Fig. 3.17(c) shows that stable populations have been maintained after
4000 generations. The rate of convergence is shown in Fig. 3.17(d), where it may be seen that
the algorithm converged to eight different peaks, thus successfully identifying eight different
classes. The parameters are same as that of the non-decaying cases. The rate of convergence
has been accelerated using PGA algorithm. The parameters used in this case are same as that
of non-decaying case. Fig. 3.18(a) shows the initial distribution and intermediate distribution
after 20 generations is shown in Fig. 3.18(b). It may be seen from Fig. 3.18(b) that most of
the population elements have clustered around the respective peaks and after 40 generations the
population elements converged at the respective peaks. The rate of convergence is shown in
Fig. 3.18(d) and this is 20 times faster than that of GA. PGA based algorithm could maintain
stable sub-population at different niches and hence eight different classes could be detected.
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3.5.4 Effect of parameters of PGA
PGA based scheme has several parameters and the parameters do influence significantly the rate
of convergence. The effect of parameters such as, migration policy, rate of migration, topology
of the interconnection model, and crossover operation on the convergence of the algorithm has
been investigated. In the following we discuss the effect of individual parameters on the issue
of convergence.
Migration policy
There are four migration policies namely Good-Bad (GB), Good-Random (GR), Random-Bad
(RB) and Random-Random (RR) migration policies. The effects of different policies on the rate
of convergence has been analysed for a four class model problem. Fig. 3.19(a) shows the rate
of convergence for a four class model. As seen from Fig. 3.19(a) the PGA algorithm using GB
migration policy converges after 20 generations while RB policy closely follows the GB policy.
Use of GR migration policy makes the algorithm to converge after 200 generations. As observed
from Fig. 3.19(b), the PGA with RR migration policy converges after 2000 generations. Fig.
3.19(a), shows that PGA with GB migration policy converges at around 20 generations but after
10 generations the algorithm is very close to convergence.
Similar observations have also been made for four class decaying functions. Convergence
of different classes with different migration policies are shown in Fig. 3.20. Since this cor-
responds to decaying sinusoidal four class model, the population elements in different classes
converge at different fitness values as shown in Fig 3.20(a), (b), (c) and (d). Fig. 3.20(a) shows
the convergence for class A and it is observed that GB policy converges fastest among all the
four policies. PGA with RB policy follows GB policy and algorithm with GB policy converges
around 10 generations, while RB policy converges around 15 generations. GR and RR policies
converge after 200 generations. Similar observations have also been made in case of other three
classes except in case of class B, the algorithm for RR policy converges around 350 generations.
The effects of different policies on the rate of convergence has been analysed for a eight
class model problem. Fig. 3.21(a) and (b) shows the rate of convergence for a eight class model.
As seen from Fig. 3.21(a) the PGA algorithm using GB migration policy converges after 20
generations while RB policy closely follows the GB policy. Use of GR migration policy makes
the algorithm to converge after 80 generations. As observed from Fig. 3.21(b), the PGA with
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RR migration policy converges after 1000 generations. Fig. 3.21(a) shows that PGA with GB
migration policy converges at around 20 generations but after 10 generations the algorithm is
very close to convergence. Thus, it has been observed that the proposed PGA algorithm with
GB migration policies converges fast among all other policies. Therefore, we have considered
GB policy throughout the thesis.
Rate of migration
The effect of rate of migration on the solution has also been studied. This effect has been
investigated for four class problem. Fig. 3.22 show the rate of convergence at different rates
of migration with different migration policies. Fig. 3.22(a) shows the convergence of PGA
with GB migration policy. Here, migration rates are varied from 8% to 80% and 8% migration
means eight percentage good individual of one deme replaces 8% bad individuals of another
deme. As observed from Fig. 3.22(a), with increase in the rate of migration from 8% to 28%
the rate of convergence increases i.e. the average fitness increases from 0.91 to 0.97. Further
increase in the rate of migrations that is with 40% and 60% the rate of convergence increases
but deteriorates with further increase in rate of migration. Hence, with 80% of migration rate,
the rate of convergence slows down. This is also intuitively expected because the high rate of
migration not only migrate the good but also the low fit individuals to other deme. This makes
the overall process slow. Similar observations are also made for GR and RB migration policies.
This effect can be observed from Fig. 3.22(b) and 3.22(c). Specifically for GR migration policy
of Fig. 3.22(b) with increase in rate of migration the enhancement in the rate of convergence
is appreciable. For RR migration policy increase in the rate of migration hardly produce any
effect on the rate of convergence. This can be observed from Fig. 3.22(d).
Neighbourhood
The effect of network topology on the rate of convergence has also been investigated. The net
topology with different orders are shown in Fig. 3.6. Fig. 3.6(a) shows a topology with 16
demes and each deme is interconnected with its 1st order neighbours. For example, deme D6 is
connected to D2, D5, D10, and D7, the first order neighbours. Similarly, Fig. 3.6(b) indicates
that the migration takes place among the 2nd order neighbours i.e eight demes. Analogously,
the third order neighbourhood based net topology is shown in Fig. 3.6(c) and the all connected
net topology is shown in Fig 3.6(d). Migration takes place among the connected demes in a net
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topology.
The effect of network topology on the rate of convergence has been studied. We have
introduced the notion of intra-deme migration besides the inter-deme migration. This topology
is shown in Fig. 3.5, where the intra-deme migration is achieved by introducing a self-loop
in each deme. Fig 3.23(a) shows the rate of convergence without self loop structure and with
different network topologies. As seen from Fig 3.23(a), the all connected network converges
fastest among all the topologies. The all connected network converges at around 10 generations
while the 1st, 2nd and 3rd order convergesd at 40 generations. The rate of convergence up to
0.9 fitness value remains almost same and thereafter 3rd order converged faster than that of 1st
and 2nd order neighbourhood based topology. This effect has changed with the self loop model
and the rate of convergence is shown in Fig. 3.23(b) that with self loop structure, the rate of
convergence increased and the all connected structure converges around 10 generations while
the rest structures converge at around 30 generations. Fig. 3.23(a) and 3.23(b) are achieved
with a 16% migration rate. With increase in the neighbourhood structure the number of demes
participating in migration increases and hence will computationally be more expensive. There
is marginal improvement by switching from 1st order neighbourhood structure to all connected
network. Similar observations are also made with increase in the rate of migration from 16%
to26%. It may be observed from Fig. 3.23(c) and 3.23(d) that with self loop the all connected
network has marginal improvement over the 1st order neighbourhood structure. Since all con-
nected network incurs more computational burden with marginal improvement on the rate of
convergence, we have adhered to the 1st order neighbourhood structure all through our thesis
work.
Network model
In PGA models, the interconnection structure takes care of only the inter-deme migration. We
have introduced a notion of intra deme migration and hence the effect of self-loop has been
investigated. Fig. 3.24(a), (b), and (c) show results with two point crossover (TPC) and with
different migration policies. It is evident from the above three figures that the self-loop based
model enhanced the convergence to some extent even though not radical. Similar observations
have also been made with Generalized Crossover operation. The rate of convergence has been
enhanced with self loop structure as opposed to without self loop structure. Similar obser-
vations have also been made for the use of generalized crossover operator with the proposed
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interconnection model. As seen from Fig 3.25(a), GB migration policy with self-loop based
interconnection model converges faster than that of without self-loop model. Similar observa-
tions are also made for the RB migration policy as shown in Fig. 3.25(b). But in case of GR
migration policy, as evident from Fig. 3.25(c), that introduction of intra-deme migration did not
improve and the rate of convergence remained same for both the models.
Crossover operator
We have employed two crossover operators namely GC and TPC and the performance of the
two operators have been compared for two, four and eight class models. Fig. 3.26 (a) shows the
rate of convergence for TPC and GC operator, and it may be observed that although the initial
rate of rise remains same, after 0.88 fitness, GC operator based algorithm rises faster than that
of TPC operator. The algorithm with GC converges to the final solution faster than that of TPC
operator. In case of 4 class problem, even the initial rate of rise with GC operator is faster than
that of using TPC operator. This effect can be observed from Fig. 3.26(b). As seen from Fig
3.26(c), for eight class model, GC operator based algorithm converges faster than that of TPC
operator. This GC operator in all the cases outperformed the TPC operator.
We have compared the performance of crossover operation on the rate of convergence.
The performance of GC and TPC have been compared with self-loop interconnection structure
and different migration policies. Fig. 3.27 shows the results with different migration policies.
Considering Fig. 3.27(a), it may be observed that use of GC operator enhances the rate of
convergence as compared to that of TPC operator and also GC based system converged earlier
than that of TPC based system. This observation is made with the Good-Bad (GB) migration
policy. Similar observations are also made with migration policies as shown in Fig. 3.27(b) and
3.27(c). Hence, it is inferred that GC-GB-SL based scheme outperforms all other schemes.
3.6 Conclusions
In this chapter we have developed the PGA based class models and compared the performance
with GA based class models. Two, four and eight class models have been studied and specif-
ically the sinusoidal functions have been considered as the multi-modal nonlinear functions.
Both decaying and non-decaying sinusoidal functions have been considered and it has been
found out that GA based crowding and the PGA based crowding could successfully maintain
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stable sub-populations at each cluster and thus could identify different classes. The notion
of intra-deme has been introduced to develop a fully connected network model. This fully
connected network model is found to enhance the rate of convergence. Besides the effect of
neighbourhood structure, migration policy, migration rate and crossover operation on the rate
of convergence has been investigated and it has been found that judicious choice of the param-
eters significantly influence the rate of convergence.
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Figure 3.7: GA based Crowding for 2-class: (a) Initial distribution (Class: A=28/192,
B=41/208), (b) Distribution after 200 gen. (Class: A= 183/192, B=161/208), (c) Final dis-
tribution after 6000 gen.(Class: A=192/192, B=208/208), (d) Convergence rate
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Figure 3.8: PGA based Crowding for 2-class: (a) Initial distribution (Class: A=22/207,
B=25/193),(b) Distribution after 10 gen. (Class: A=100/207, B=120/193), (c) Final distribution
after 100 gen.(Class: A=207/207, B=193/193), (d) Convergence rate with GB migration policy
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Figure 3.9: GA based Crowding for 2-class decaying function: (a) Initial distribution (Class:
A=36/292, B=9/108), (b) Distribution after 500 gen. (Class: A=183/292, B=58/108), (c) Final
distribution after 3000 gen.(Class: A=292/292, B=108/108), (d) Convergence rate
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Figure 3.10: PGA based Crowding for 2-class decaying function: (a) Initial distribution (Class:
A=28/266, B=41/134), (b) Distribution after 20 gen. (Class: A=170/266, B=65/134), (c) Final
distribution after 100 gen. (Class: A=266/266, B=134/134), (d) Convergence rate with GB
migration policy
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Figure 3.11: GA based Crowding for 4-class: (a) Initial distribution (Class: A=17/98, B=12/88,
C=23/122, D=16/92), (b) Distribution after 500 gen. (Class: A=89/98, B=70/88, C=91/122,
D=60/92), (c) Final distribution after 4000 gen.(Class: A=98/98, B=88/88, C=122/122,
D=92/92), (d) Convergence rate
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Figure 3.12: PGA based Crowding for 4-class: (a) Initial distribution (Class: A=12/103,
B=19/91, C=15/97, D=16/109), (b) Distribution after 10 gen. (Class: A=56/103, B=58/91,
C=51/97, D=54/109), (c) Final distribution after 40 gen.(Class: A=103/103, B=91/91, C=97/97,
D=109/109), (d) Convergence rate with GB migration policy
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Figure 3.13: GA based Crowding for 4-class decaying function: (a) Initial distribution (Class:
A=12/147, B=17/97, C=14/113, D=14/43), (b) Distribution after 100 gen. (Class: A=132/147,
B=94/97, C=94/113, D=15/43 ), (c) Final distribution after 800 gen.(Class: A=147/147,
B=97/97, C=113/113, D=43/43), (d) Convergence rate
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Figure 3.14: PGA based Crowding for 4-class decaying function: (a) Initial distribution (Class:
A=10/104, B=13/94, C=14/100, D=12/102), (b) Distribution after 20 gen. (Class: A=79/104,
B=67/94, C=75/100, D=56/102 ), (c) Final distribution after 80 gen.(Class: A=104/104,
B=94/94, C=100/100, D=102/102), (d) Convergence rate
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Figure 3.15: GA based Crowding for 8-class: (a) Initial distribution (Class: A=6/139, B=2/49,
C=4/14, D=1/55, E=3/16, F=10/17, G=10/59, H=4/51), (b) Distribution after 400 gen. (Class:
A=54/139, B=30/49, C=12/14, D=38/55, E=14/16, F=12/17, G=47/59, H=42/51), (c) Final dis-
tribution after 1000 gen. (Class: A=139/139, B=49/49, C=14/14, D=55/55, E=16/16, F=17/17,
G=59/59, H=51/51), (d) Convergence rate.
63
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 0  0.25  0.5  0.75  1
f(
x
)-
--
->
’x’---->
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.25  0.5  0.75  1
f(
x
)-
--
->
’x’---->
(a) (b)
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.25  0.5  0.75  1
f(
x
)-
--
->
’x’---->
 0.65
 0.7
 0.75
 0.8
 0.85
 0.9
 0.95
 1
 0  10  20  30  40
A
v
g
. 
F
it
n
e
s
s
--
--
>
No. of Generation---->
(c) (d)
Figure 3.16: PGA based Crowding for 8-class: (a) Initial distribution (Class: A=6/139, B=2/49,
C=4/14, D=1/55, E=3/16, F=10/17, G=10/59, H=4/51), (b) Distribution after 10 gen. (Class:
A=112/139, B=46/49, C=13/14, D=34/55, E=13/16, F=11/17, G=45/59, H=46/51), (c) Final
distribution after 40 gen. (Class: A=139/139, B=49/49, C=14/14, D=55/55, E=16/16, F=17/17,
G=59/59, H=51/51), (d) Convergence rate with GB migration policy.
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Figure 3.17: GA based Crowding for 8-class decaying function: (a) Initial distribution (Class:
A=10/107, B=7/49, C=9/30, D=12/55, E=10/32, F=8/26, G=13/50, H=4/51), (b) Distribution
after 500 gen. (Class: A=107/107, B=47/49, C=29/30, D=46/55, E=24/32, F=17/26, G=29/50,
H=27/51), (c) Final distribution after 4000 gen. (Class: A=107/107, B=49/49, C=30/30,
D=55/55, E=32/32, F=26/26, G=50/50, H=51/51), (d) Convergence rate
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Figure 3.18: PGA based Crowding for 8-class decaying function: (a) Initial distribution (Class:
A=11/107, B=9/49, C=6/30, D=10/55, E=15/32, F=11/26, G=13/50, H=5/51), (b) Distribution
after 20 gen. (Class: A=107/107, B=42/49, C=23/30, D=45/55, E=28/32, F=20/26, G=42/50,
H=43/51), (c) Final distribution after 40 gen. (Class: A=107/107, B=49/49, C=30/30, D=55/55,
E=32/32, F=26/26, G=50/50, H=51/51), (d) Convergence rate with GB migration policy
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Figure 3.19: PGA based Crowding for 4-class: (a) Comparision of different Migration policies
GB, RB and GR, (b) RR migration policy
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Figure 3.20: Comparision of Migration Policies GB, RB, GR and RR in Decaying 4-class: (a)
Class-A, (b) Class-B, (c) Class-C, (d) Class-D.
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Figure 3.21: PGA based Crowding for 8-class: (a) Comparision of different Migration policies
GB, RB and GR, (b) RR migration policy
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Figure 3.22: PGA based Crowding for 4-class:( Comparision of migration rate) (a) GB Migra-
tion policy, (b) GR Migration policy, (c) RB Migration policy, (d) RR Migration policy
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Figure 3.23: Comparison of different neighbourhood structures for 4-class: (a) Without self
loop and 16% migration rate, (b) With self loop and 16% migration rate, (c) Without self loop
and 25% migration rate (d) With self loop and 25% migration rate
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Figure 3.24: Avg. Fitness vs Generation (4-Class)(a) TPC-SL vs TPC-WSL with GB migration
(b) TPC-SL vs TPC-WSL with RB migration (c) TPC-SL vs TPC-WSL with GR migration
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Figure 3.25: Avg. Fitness vs Generation (4-Class)(a) GC-SL vs GC-WSL with GB migration
(b) GC-SL vs GC-WSL with RB migration (c) GC-SL vs GC-WSL with GR migration
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Figure 3.26: Avg. Fitness vs Generation (a) GC and TPC with GB for 2-class, (b) GC and TPC
with GB for 4-class, (c) GC and TPC with GB for 8-class
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Figure 3.27: Avg. Fitness vs Generation (4-Class)(a) TPC-SL vs GC-SL with GB migration (b)
TPC-SL vs GC-SL with RB migration (c) TPC-SL vs GC-SL with GR migration
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Chapter 4
Feature Less and Feature Based Clustering
Methods for Optimal Threshold
4.1 Introduction
By and large, histogram based thresholding techniques are based on the shape information of the
histogram distribution on the shape information of the histogram distribution [1, 2, 3, 4, 142]. In
the paradigm, a threshold is detected to separate the range of gray levels into different segments
in the histogram. The corresponding thresholds are used to segment the image into different
segments [1, 2, 3, 4, 142]. Such segmentation problem is viewed as a classification problem
and the thresholding approaches are extensively used for two class or multiclass problem. A
two class problem typically consists of separating the object class from the background whereas
in a multiclass problem the problem reduces to separating multiple objects and background. The
problem is more challenging when the object size is much smaller than that of the background.
In such cases, the histogram distribution exhibits unequal distribution corresponding to the ob-
ject and background. In thresholding research, the landmark thresholding scheme has been
used to determine a threshold based on maximizing the inter-class distance while minimizing
the intra-class distance. Otsu’s [5] approach produces promising results when the histogram
exhibits clear bi-modality as a clear valley to be determined. Otsu’s method could also be ex-
tended to multiclass problem. Over the years, good number of thresholding schemes have been
proposed and these schemes by and large, can be viewed as either analogous to the Otsu’s no-
tion or derivative of Otsu’s scheme. Over the years, attempts have been made to minimize the
classification error when the histogram looses the bi-modality or multi-modality property and
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the respective classes have appreciable amount of overlapping.
In this chapter, two thresholding schemes have been proposed. The first one is based on
the shape information of the histogram of the original image called feature less (FL) scheme and
the second one is based on the feature plane (feature based (FB))as opposed to the gray level
plane. In both the proposed schemes, the histogram distribution has been viewed as a nonlinear
multimodal function and hence, the peaks could be determined by the proposed PGA based
clustering scheme of chapter 3 and therefore, the valley is determined by PGA. The threshold
thus determined is used to segment the images. It has been found that performance of the
feature less (FL) schemes deteriorates when the overlapping of the class distribution increases.
A feature based (FB) scheme has been proposed, where feature pixels have been generated and
the corresponding feature histogram has been found out. The PGA based clustering algorithm
has been used to determine the peaks of the feature histogram and the valley of the feature
histogram. This valley point is used as threshold to segment the original images. Both the FL
and FB schemes have been tested for a wide variety of class and have been compared with Otsu’s
[5] and Kwon’s [16] method and it has been found that the proposed FB method outperforms
Otsu’s and Kwon’s method.
4.2 PGA based peak and threshold determination
Histogram distribution provides some first hand information about the image. Selection of
threshold from histogram often depends upon the shape of the distribution. If the histogram dis-
tribution exhibits clear bi-modality separated by a distinct valley, the determination of threshold
selection reduces to determination of valley point. Different methods have been proposed[2,
3, 4, 142] to determine the valley point. Nevertheless, accurate determination of valley points
is not a trivial task because of noise, nonuniform lighting etc. In the following, we describe
about the two methods that we propose to determine the valley even in case of noisy as well as
overlapping classes of histogram distribution.
We have proposed two methods to determine the optimal threshold for classification. The
first one, called Feature Less (FL) approach, exploits the shape information of the discrete
histogram distribution of the original image to determine the optimal threshold. This optimal
threshold corresponds to the valley of the histogram landscape. In the histogram landscape,
each mode is assumed to correspond to one of the classes of the image. For example, histogram
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having two modes (two peaks and one valley) as shown in Fig. 4.1(a) corresponds to two classes
in the given image. Therefore, the problem is cast as a classification problem.
Often, because of the non-smooth nature of discrete histogram distribution, the conven-
tional exhaustive method may obtain incorrect threshold leading to poor classification. In case
of discrete histogram distribution, exhaustive search for the minimum gray value may lead to
pseudo thresholds because the exhaustive search may obtain minimum value at either the ini-
tial portion or the final portion of the histogram distribution. Hence, we propose a clustering
technique to detect peaks corresponding to different modes of the histogram. Irregularity in
the distribution, for example, could be due to the presence of a small kink in one of the peaks
of the distribution, thereby misleading one peak as two peaks. In our work, a Parallel Genetic
Algorithm (PGA) based clustering technique is proposed to detect the peaks and, in the sequel,
the valley between the successive peaks is obtained by exhaustive search method. The peaks
or niches are determined by maintaining stable sub-population at each peaks. This is achieved
by the proposed GA and PGA based crowding method that maintains stable sub-population or
clusters of population elements at different peaks. Maintenance of stable sub-population could
be attributed to the maintenance of diversity among the population elements. Thus, the peaks
can be determined. The proposed FL approach yields satisfactory results, but the performance is
found to deteriorate with overlapping class distributions that results from either the nature of the
image or the presence of noise. In such situations, FL approach found incorrect thresholds and
hence, poor classification. In order to ameliorate the situation, a Feature Based (FB) approach is
proposed. In this approach, a feature of the image is determined and the histogram correspond-
ing to the feature is considered as opposed to the histogram of the original image. This feature
histogram is used for determination of optimal threshold for the original image. The process of
determination of optimal threshold, or in other words valley of the featured histogram, is same
as that of the FL approach. PGA based clustering algorithm is used to determine the peaks and
thereafter the valley is obtained by the exhaustive search method. The valley, thus obtained, is
used as the threshold for the original image. FL and FB methods are validated for two as well as
three class images. FB approach is compared with FL, Otsu’s [5] and Kwon’s [16] approaches
and it is found that the FB approach is the best among these four methods.
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4.3 Brief review of Otsu’s and Kwon’s thresholding method
4.3.1 Otsu’s approach
Otsu’s [5] method is a non-parametric and unsupervised method of automatic threshold selec-
tion for image segmentation. In this method, the selection is based on the discriminant criterion
that maximizes the inter-class variance while minimizing the intra-class variance. The threshold
is determined using gray level distribution. For two class problem, one needs to determine one
threshold. Otsu’s method can also be extended to multi-threshold problems. Otsu’s method for
a two class problem is briefly summarized below.
For a two class problem, thresholding operation is regarded as the partitioning of pixels of
an image into two classes namely object class Co and background class Cb. Let the object class
C0 denotes the pixels with gray values {0, 1, ...., t} and background class Cb denotes the pixels
with gray values {t+1, t+2, ...., L−1}, where L is the total number of gray levels of the image.
Let the the threshold be at level of “t”, and thus the class probabilities are q1(t) =
∑i=t
i=1 p(i)
and q2(t) =
∑i=L−1
i=t+1 p(i). The class mean gray values are µ1(t) =
∑i=t
i=1
ip(i)
q1(t)
and µ2(t) =∑i=L−1
i=t+1
ip(i)
q2(t)
, where p(i) is the probability of ith gray value in the image. The class variance at
threshold t is also defined as σ1(t) =
∑i=t
i=1(i−µ1(t))
2 p(i)
q1(t)
and σ2(t) =
∑i=L−1
i=t+1 (i−µ2(t))
2 p(i)
q2(t)
.
Using the class probabilities, the class means and class variance are defined as follows
σ2W = q1(t)σ
2
1(t) + q2(t)σ
2
2(t) and σ
2
B = q1(t)(µ1(t) − µT )
2 + q2(t)(µ2(t) − µT )
2
, where
µT = q1(t)µ1(t) + q2(t)µ2(t). Replacing µT in σ2B , σ2B(t) is defined as
σ2B(t) = q1(t)q2(t)(µ1(t)− µ2(t))
2
and σ2T =
∑L−1
i=0 (i− µT )
2p(i) = σ2W (t) + σ
2
B(t).
The different criteria functions defined are
λ = σ2B/σ
2
W , η = σ
2
B/σ
2
T and κ = σ
2
T/σ
2
W . (4.1)
Maximization of the discriminant criteria λ, η, and κ for t are equivalent. Therefore, the optimal
threshold is obtained by maximizing one of the criteria functions. Considering the criterion
function η, the optimal threshold is as follows.
Topt = arg max
0≤t≤L−1
η = arg max
0≤t≤L−1
σ2B
σ2T
. (4.2)
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Since σ2T is constant, maximizing (4.2) is equivalent to maximizing the following
Topt = arg max
0≤t≤L−1
σ2B
.
Maximizing the criterion function in (4.2) is equivalent to maximizing the between class
variance and minimizing the within-class variance.
4.3.2 Kwon’s approach
Know [16] proposed a threshold selection method using cluster analysis by modifying the
Know’s new cluster validation index [143]. Even though his method is valid for any num-
ber of clusters, for the sake of illustration and simplicity, he considered two class problem of
images. Let the given image X be the union of two data sets X1 and X2, X = X1 ∪ X2 =
{x1, x2, ...., xM×N ⊂ R
2} be a set of M ×N data points (pixels), where, X1 and X2 denote two
clusters containing pixels with gray values in [0, t] and [t+ 1, L− 1], xk = (x1k, x2k) denotes
the kth point (1 ≤ k ≤ n), and xjk denotes the jth coordinate (1 ≤ j ≤ 2) of the kth point.
Let V = {v1, v2} ⊂ R2 be a set of cluster centres with vi = (v1i , v2i ) for 1 ≤ i ≤ 2, and
f(xk) ∈ [0, L− 1] denotes a gray level at point xk. The clustering problem reduces to selecting
an optimal gray level T ∈ [0, L− 1] which optimizes the following.
T ∗ = arg min
0≤T≤L−1
Jk(T ), (4.3)
where
Jk(T ) =
∑
xk∈X1 p
2‖xk − v1‖
2 +
∑
xk∈X2 p
2‖xk − v2‖
2 + 1
2
∑2
i=1 ‖vi − v¯‖
2
‖v1 − v2‖2
. (4.4)
In (4.4), v1 = 1|X1|
∑
xk∈X1 xk, v2 =
1
|X2|
∑
xk∈X2 xk, v¯ =
1
|X|
∑
xk∈X xk, p =
1
|X|
and | · | denotes
the cardinality of a set and p is a weighting factor. The first and second terms of the numerator
in (4.4) measure the intra-class similarity, that is, how compact every class is. The more similar
(compact) the classes, the smaller it is. It is independent of the number of data points. The last
term of the numerator in (4.4) is an ad-hoc penalty function imposed to eliminate the decreasing
tendency when the number of clusters get very large and close to the number of data points. The
denominator in (4.4) measures the inter-class dissimilarity. A larger value of it indicates that
every cluster is well-separated.
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4.4 Proposed methods
4.4.1 Feature less method
In this approach, the histogram of the original image is considered. This histogram is modelled
as a nonlinear multimodal function. For a two class problem, the histogram is shown in Fig.
4.1(a), where it can be observed that there are two modes corresponding to two classes. The
envelop of this distribution is viewed as a nonlinear multimodal function. Each class distribution
can be represented by the dominant modes and hence, the problem reduces to determining the
modes. Once the dominant modes have been determined, it is assumed that for a two class
problem a valley exists in between these two peaks. For a multiclass problem, a valley has
to be determined between successive peaks. The fitness function considered is same as the
histogram. Hence, the PGA based scheme maintains sub-population at the peak of the histogram
distributions.
Since, the histogram distribution considered is discrete, conventional iterative search would
have resulted in determining the minimum at some other point. Therefore, for a two class prob-
lem, the two peaks have been determined by the PGA based crowding scheme. These two
peaks correspond to a two gray levels and the valley is constrained within the two peaks. In a
multiclass problem, the valley is sought between two successive peaks. The two peaks with the
valley is viewed as a convex function with valley as the minimum value of the convex function.
4.4.2 Feature based method
Mostly, the histogram of noisy scenes have overlapping class distributions. In such situations,
the FL approach yields approximate results with large percentage of misclassification error.
This could be due to the overlapping class distributions. In order to minimize the overlapping
of the class distributions, a feature based approach is proposed. This approach deals with the
histogram distribution corresponding to an image dealing with features only. The feature from
the original image is extracted as follows. A window of a given size is considered around a
pixel and the distributions of the pixels over the window is assumed to be Gaussian. The first
moment of this distribution over the window is considered as the feature and this is governed by
the second moment (variance) of the distribution. With Gaussian assumption, it is known that
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the likelihood estimates of the first and second moment over a window size of w is
µˆwij =
1
Nw
Nw∑
k=1
xk and σˆ
2
wij
=
1
Nw
Nw∑
k=1
(
xk − µˆwij
)2
. (4.5)
The first moment of the pixels is considered as the feature value if the following condition is
satisfied.
if |xij − µˆwij | ≤ σˆwij/K then xij = µˆwij (4.6)
where, K is a positive constant bounded between 1 to 10 to take care of smoothness and also
differentiate edge and non-edge pixels. xij is the gray value of the (i, j)th pixel, µˆwij is the
mean value, σˆwij is the standard deviation, Nw denotes the number of pixels in the window.
The features corresponding to pixels of the whole image are derived and histogram of the fea-
tured pixels is considered. The optimal threshold for the original image is obtained from the
modified histogram shown in Fig. 4.1(b). The modified histogram either reduces the degree of
overlapping or removes the overlapping between class distributions.The proposed PGA based
clustering algorithm is used to determine the peaks and thereafter the valley is determined by
exhaustive search.
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Figure 4.1: (a) Normalized histogram of the image; (b) Normalized histogram of the feature
image.
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4.4.3 PGA based algorithm
The objective of designing parallel GA is two fold: (i) reducing the computational burden and
(ii) improving the quality of the solutions. The design of PGA involves choice of multiple pop-
ulations where, the size of the population must be decided judiciously. These populations may
remain isolated or they may communicate exchanging individuals. In this parallel scheme, the
population is divided into demes (sub-population) and the demes evolve for convergence. After
some generations, migration is carried out to achieve convergence. This helps in accelerating
the convergence and also improves the quality of the solution. We have adopted the good-bad
(GB) based migration policy. In our problem we considered four demes D1, D2, D3 and D4 and
the 1st order interaction network model for interaction among the demes. Tournament selection
mechanism is applied to all demes. The proposed GC operator is used in the PGA. The steps of
the parallelized crowding scheme are the following.
(1) Initialize randomly a population space of size Np (each element corresponds to a gray
value between 0 and 255) and their classes are determined.
(2) Divide the population space into fixed number of sub-populations and determine the class
of individuals in each sub-population.
(3) (i) In the given sub-population (deme), choose two elements at random for GC and
mutation operation with crossover probability Pc and mutation probability Pm.
(ii) Evaluate fitness of each parent and offspring. The fitness function is the featured
normalized histogram function p(g).
(iii) Tournament selection mechanism is a binary tournament selection among the two
parents and offspring, the set which contains the individual having highest fitness among
the four elements is selected to the set of parents for the next generation.
(iv) Repeat steps (i), (ii) and (iii) for all the elements in the sub population.
(v) Repeat steps (i), (ii), (iii) and (iv) for a fixed number of generations.
(4) Step 3 is repeated for each sub-population (deme).
(5) Migration is allowed from each deme to every other deme. The individuals are migrated
based on the selected migration policy. Number of elements to migrate are determined
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from the selected rate of migrationRmig. The elements migrate with migration probability
Pmig.
(6) Self migration is allowed in each deme based on the selected migration policy and se-
lected rate of self-migration Rsmig with a probability Psmig.
(7) Repeat Steps 3, 4, 5, and 6 till convergence is achieved. The algorithm stops when the
average fitness of the total population is above pre-selected threshold.
(8) Peaks are detected from the converged classes of Step 7.
(9) Go for the iterative search to find the valley point or go for the following steps for PGA
(without crowding method) based optimization (minimization in this problem) for valley
detection between two peaks. For PGA based valley detection go to step 10.
(10) Initialize randomly a population space of size Nv between the two peaks (i.e between the
two corresponding gray levels of the peaks).
(11) Divide the population space into fixed number of sub-populations (demes).
(12) Follow the steps 3 to 7 (without tournament selection) till the convergence is achieved. If
the population is converged, then the converged solution is the valley point.
(13) If all the elements of the population is converged then use the solution as threshold to
segment the given image.
4.5 Results and discussions
Images exhibiting bi-modality and tri-modality in the histogram distribution are considered.
Histograms with bi-modality and tri-modality features correspond to two and three class images
respectively. The two proposed schemes have been successfully tested with two and three class
images. In the FL approach, the histogram distribution of the original image is used. The image
considered is shown in Fig. 4.2(a) and the corresponding discrete histogram is shown in Fig.
4.2(b). The PGA based crowding and search scheme is used to detect the peaks followed by
determination of the valley point that corresponds to the threshold. The parameters used for GA
are: Generation=1000, Probability of Crossover Pc = 0.8, Probability of Mutation Pm = 0.001,
population size Np = 400 and Nv = 100. The parameters used for PGA are: Generation=1000,
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Figure 4.2: (a) Image 1; (b) Histogram with detected peaks and valley; (c) Average fitness
versus generation of class “A” PGA and GA; (d) Average fitness versus generation of class “B”
PGA and GA; (e) Class “A” with SL and WSL; (f) Class “B” with SL and WSL; (g) Segmented
image using FL; (h) Segmented image using Otsu’s approach.
Migration period is 10 generations, Number of demes is 4, Probability of Crossover Pc = 0.8,
Probability of Mutation Pm = 0.001, population size Np = 400 and Nv = 100, Probability of
migration Pmig = 0.8, Migration rate Rmig = 4%,, Probability of self migration Psmig = 0.8
and Self migration rate Rsmig = 2%. The peaks detected by PGA are at 71 and 189 and
the corresponding threshold T=114. GA and PGA based algorithms are compared and it is
observed that PGA converges much faster than that of GA. This phenomenon is evident from
Fig. 4.2(c) and (d) that corresponds to class A and class B respectively. For example, for class A,
PGA converges around 100 generations while GA takes around 1000 generations. In PGA, we
have used the island model with interconnection and we have proposed a fully interconnected
model by introducing a new notion of self migration(SL). The proposed interconnection model
is found to converge faster than that of the model without self migration(WOSL). This may
be observed from Fig. 4.2(e) and (f) for both the classes. The threshold value thus obtained
is used to segment the image and the segmented image is shown in Fig. 4.2(g). Our result
is compared with that of Otsu’s in Fig. 4.2(h) and it can be observed from Fig. 4.2(h) that
there are misclassified pixels near the rod and also at the back of the table of the image. This
misclassification is absent in case of result obtained by the proposed FL method in Fig. 4.2(g).
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The percentage of misclassification is determined as follows
PME = 1−
| BO ∩ BT | + | FO ∩ FT |
| BO | + | FO |
(4.7)
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Figure 4.3: Percentage of misclassification error verses window size (images 1, 2 & 3 corre-
spond to Fig. 4.4(a), 4.5(a) & 4.6(a))
Where background and foreground are denoted by BO and FO for the original image,
and by BT and FT for the test image. The threshold and the Percentage of Misclassification
Error(PME) are tabulated in Table 4.1 for different size of windows. The FB approach is also
validated with two and three class images. The feature pixels are generated as follows; a window
of a given size is considered around the pixel xij and the first moment i.e. average value of the
pixels is considered as the feature of the pixel. The distribution of the pixels over a window
is assumed to be Gaussian and the selection of the feature is governed by the variance of the
distributions as given by (4.6). Since, the feature depends on window size, initially the selection
of optimum window size is considered based on the PME. The PME for three images is shown
in Fig. 4.3. It is found from simulation that the PME is minimum with a window size of
9x9. The corresponding results are also tabulated in Table 1. The optimum size, thus found
empirically is used as the window size in case of the images. The featured pixels are generated
and thus feature image is created. In this approach, the histogram of the featured pixels is
used. The image considered in FB approach is shown in Fig. 4.4(a) and the histogram is
shown in Fig. 4.4(b). The histogram of featured pixels is shown in Fig. 4.4(c). This featured
histogram exhibits clear modes and the almost all gray levels are present. The proposed PGA
based crowding algorithm is used to detect the peaks and the peaks are at 73 and 188 and the
valley at 116. The detected peaks and valleys are shown in Fig. 4.4(d). The parameters of the
PGA is same as that of the FL approach. The convergence of PGA based scheme predominantly
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depends on the proper choice of the migration policy and the rate of migration. The effect of
these two parameters is also studied. The segmented result obtained using the FB approach,
Otsu’s approach, and Kwon’s approach are shown in Fig. 4.4(i), (j) and (k) respectively. It is
observed that there are misclassified pixels near base of the rod and back of the table. These
are absent in image obtained by the FB approach. This phenomenon is also reflected from the
percentage of misclassification error tabulated in Table 2.
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Figure 4.4: (a) Image 1,(b) Histogram; (c) Featured histogram; (d) Detected peaks and valley;
(e) Average fitness versus generations of class “A” PGA and GA; (f) Average fitness versus
generations of class “B” PGA and GA; (g) Class “A” with SL and WSL; (h) Class “B” with
SL and WSL; (i) Segmented image using the FB approach; (j) Segmented image using Otsu’s
approach; (k) Segmented image using Kwon’s approach.
The FB approach has also been tested with noisy images as shown in Fig. 4.5(a) and
Fig. 4.6(a). Fig. 4.5(a) is a clearly bimodal image. The noisy version of image of Fig. 4.5(a)
having signal to noise ratio (SNR) 22dB is shown in Fig. 4.5(b). We define SNR as SNRdB =
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Figure 4.5: (a) Image 2; (b) Noisy version of image 2 with SNR 22dB; (c) Histogram of (b)
with detected peaks and valley; (d) Featured histogram of (b) with detected peaks and valley;
(e) Segmented image using FL; (f) Segmented image using FB approach; (g) Segmented image
using the Otsu’s approach; (h) Segmented image using the Kwon’s approach.
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Figure 4.6: (a) Image 3; (b) Noisy version of image 3 with SNR 22dB; (c) Histogram of (b)
with detected peaks and valley; (d) Featured histogram of (b) with detected peaks and valley;
(e) Segmented image using FL; (f) Segmented image using FB approach; (g) Segmented image
using the Otsu’s approach; (h) Segmented image using the Kwon’s approach.
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Figure 4.7: (a) Image 4; (b) Histogram with detected peaks and valleys; (c) Featured histogram
with peaks and valleys; (d) Segmented image using FL; (e) Segmented image using FB; (f)
Segmented image using Otsu’s approach; (g)Segmented image using Kwon’s approach.
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Figure 4.8: (a) Image 5; (b) Histogram with detected Peaks and valleys; (c) Featured histogram
with Peaks and Valleys; (d) Segmented image using the FL; (e) Segmented image using FB; (f)
Segmented image using Otsu’s approach; (g) Segmented image using Kwon’s approach.
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. The histogram of the noisy image, as shown in Fig. 4.5(c), shows
overlapping of the object and background distributions. The peaks are detected at 92 and 151
and the corresponding threshold is at 119. It is clearly observed from Fig. 4.5(d) that the
histogram of the featured pixels shows bi-modality. The peaks and valley are detected at 89,
150, and 111 respectively. The segmented images are shown in Fig. 4.5(e), (f), (g), and (h)
that corresponds to FL, FB, Otsu’s and Kwon’s approach. From Table 2, it is found that the
misclassification error is more in case of Otsu’s method. Hence, the FB approach performs
better than that of FL, Otus’s and Kwon’s approach. The efficacy of the FB approach is more
evident in the third example as shown in Fig. 4.6. It is observed from the segmented results
shown in Fig. 4.6(e), (f), (g) and (h) that FB approach could preserve edges and reduced the
number of misclassified pixels. In case of Otsu’s approach from Table 2, it is observed that the
PME is more than two times of that of the FB approach. Thus, the FB approach is more suitable
for noisy as well as images having overlapping class distributions.
We have also validated the proposed FL and FB scheme in case of three class images as
shown in Fig. 4.7 and 4.8. The percentage of misclassification is presented in Table 3. It may
be observed from the segmented results of Fig. 4.7. and 4.8 that FB outperforms the FL, Otsu’s
and Kwon’s approach. It is also evident from Table 3 that the PME is minimum in case of FB
approach. Thus, in all the cases the proposed FB approach yielded better results than the FL,
Otsu’s and Kwon’s approach.
4.6 Conclusions
In this chapter, optimal threshold is obtained using the discrete histogram of the original image.
For a two class problem, the two dominant modes have been determined and the valley is as-
sumed to exist in between the two peaks. The valley that corresponds to the threshold is found
out by PGA based minimization. This scheme produced satisfactory results when the histogram
exhibited clear bi-modality with a prominent valley point. When there was overlapping of the
class distributions, this method found out a valley point that resulted in increased PME. There-
fore, the feature based scheme was proposed, where the threshold is found out in the feature
plane that is threshold is determined from the feature histogram. The feature histogram reduces
the amount of overlapping of two class distribution as compared to the original histogram. This
feature based scheme, could successfully handle overlapping class distribution cases.
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Table 4.1: Threshold values and PME for diffrent window size using the FB approach.
Sample Images
Image1 Image2 Image 3
Window Size (WS) T PME T PME T PME
3x3 107 0.8942 126 0.5748 106 0.4593
5x5 107 0.8942 129 0.5748 119 0.3403
7x7 110 0.8942 127 0.5748 121 0.3403
9x9 116 0.8286 130 0.5748 112 0.0000
11x11 107 0.8942 129 0.5748 114 0.0000
13x13 104 0.8942 108 1.4148 114 0.0000
15x15 110 0.8942 110 1.2904 118 0.3403
Table 4.2: Performance evaluation of Otsu’s, Kwon’s, FL and FB approaches for two class
images.
Sample images Threshold Selection Methods
Otsu’s Approach Kwon’s Approach FL Approach FB Approach
T PME T PME T PME T PME
Image 1 123 2.8595 122 1.762 114 0.0 116 0.8286
Image 2(SNR 22dB) 121 0.705 119 0.759 119 0.759 111 0.5748
Image 3(SNR 22dB) 126 0.6165 109 0.162 129 0.8240 106 0.2472
Table 4.3: Performance evaluation of Otsu’s, Kwon’s, FL and FB approaches for three class
images.
Sample Threshold Selection Methods
images Otsu’s Approach Kwon’s Approach FL Approach FB Approach
T1 T2 PME T1 T2 PME T1 T2 PME T1 T2 PME
Image 4 96 155 11.2503 101 197 76.6708 88 171 13.0600 112 167 5.5298
Image 5 100 160 2.3787 125 127 14.9711 99 154 1.5349 115 140 2.9010
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Chapter 5
Minimum Mean Square Error based
Feature Less and Feature Based
Techniques
5.1 Introduction
Automatic fault detection system has a wide application domain. Specifically, in machine vi-
sion system for hazardous situation detection of faults in real-time is indispensable and also
challenging. In faulty condition, the detection problem reduces to classification of pixels to
healthy pixels or unhealthy pixels corresponding to the fault situations. In this chapter, attempts
have been made specifically to develop schemes that would detect earth surfaces cracks in a real
image with cracks. A novel scheme has been formulated while minimizing the mean square er-
ror (MMSE) of class distributions. Since, the faults could be of small or big size, the histogram
distribution becomes complex and loses clear bi-modality without trace of valley. Therefore,
the scheme is based on considering the peaks to represent classes and hence need to be detected.
The PGA based algorithm of chapter 4 has been used to detect peaks followed by the algorithm
to detect the valley to minimize the class distribution error. In this regard, feature less MMSE
(FL-MMSE) and feature based MMSE (FB-MMSE) have been proposed to deal with the typi-
cal histograms corresponding to the crack images. The proposed algorithms could satisfactory
segment different crack images. The proposed MMSE based algorithm have also been tested
with other real world images and a typical image for colour blindness. The performance of the
proposed algorithms has been found to be superior to that of Otsu and Kwon’s method in case
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of crack images and the performance is comparable to Kwon’s method in case of other real
images.
5.2 Brief review of Hui-Fuang’s method
The objective of automatic thresholding proposed by Hui-Fuang [91] is to find the valley in the
histogram that separates the foreground from the background. For the case of single threshold-
ing, the threshold value exists at the valley of the two peaks (bimodal), or at the bottom rim
of a single peak (unimodal). It is observed that the probability of occurrence of the threshold
value (pt) is too small. With this observation Hui-Fuang [91] proposed an improvement to the
Otsu’s [5] method for selecting threshold values and named it as valley-emphasis method. The
idea of the valley-emphasis method is to select a threshold value that has a small probability of
occurrence (valley in the gray-level histogram), and also maximize the between group variance,
as in the Otsu’s [5] method. The formulation for the valley-emphasis method is:
t∗ = Arg max
0≤t≤L−1
(1− pt)(w1(t)µ
2
1(t) + w2(t)µ
2
2(t)). (5.1)
Where, pi = nin represents the probability of occurrence of gray-level i, ni is the number of
pixels with gray-level i, n is the total number of pixels in a given image, w1(t) =
∑t
i=0 pi and
w2(t) =
∑L−1
i=t+1 pi are the probabilities of the classes respectively and µ1(t) =
∑t
i=0
ipi
w1(t)
and
µ2(t) =
∑L−1
i=t+1
ipi
w2(t)
are the mean gray-level values of the two classes.
The key to valley-emphasis formulation made by Hui-Fuang [91] is the application of a
weight, (1 − pt), to the Otsu’s [5] criterion function for threshold calculation. The smaller the
pt value, the larger the weight will be. This weight ensures that the result threshold will always
be a value that resides at the valley or bottom rim of the gray-level distribution. The valley-
emphasis method does not attempt to split a peak in unimodal distribution as the Otsu’s method
does. A peak in the histogram normally corresponds to a single entity in the image.
Hui-Fuang [91] extended the valley-emphasis method to handle multi-level thresholding.
For M-1 level threshold (M class), the optimal thresholds {t∗1, t∗2, ....... t∗M−1} are given as:
{t∗1, t
∗
2, ....... t
∗
M−1} = Arg max
0≤t1<....<tM−1≤L−1



1− M−1∑
j=1
ptj


(
M∑
k=1
wkµ
2
k
)
 . (5.2)
Where, the first term in (5.2) corresponds to the weight.
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5.3 MMSE method
In this scheme, we assume object to be one class and rest of the classes (one or more) are
assumed to be background. In case of a two class problem, the object and background have
distinct class distributions as shown in Fig. 5.1 that depicts two class distributions correspond-
ing to object and background. It is assumed that the two peaks correspond to the mean of the
class distributions. Let T denote the threshold selected to distinguish the object and background
classes. Because of threshold T, the distribution as shown in Fig. 5.1 is divided into two classes,
one to the left of T and the other to the right of T. The class distribution to the left of T may
either correspond to object or background and analogously the distribution to the right of T may
correspond to either background or object. Let moT and mbT denote the mean value of the ob-
ject and background class distribution respectively. Let eo denotes the error in the object class
m
   o m
   b
p(g
)
Gray Values "g"
T
Figure 5.1: Bimodal distribution with the peaks representing the dominant gray value of object
and background
occurring due to the selection of threshold T and is defined as eo = |(moT −mo)|. Analogously
eb denotes the error in the background class occurring due to the selection of threshold T and is
defined as eb = |(mbT − mb)|. Since, the threshold is varried from 0 to maximum gray value
Gmax, the errors are modeled as random variables.
Let eo and eb denote the instantaneous values of the random variables eo and eb respec-
tively. We assume eo and eb to be uncorrelated. The total error for both the class distribution at
a given time instant k is
E[ξ] = E[eo(k)] + E[eb(k)] (5.3)
In order to achieve the optimum threshold, Topt, in the minimum mean square error (MMSE)
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sense, the following function needs to be minimized. Assuming eo(k) and eb(k) to be uncorre-
lated
ξ(k) = eo(k) + eb(k)
ξ2(k) = eo
2(k) + eb
2(k) + 2eo(k)eb(k) (5.4)
Taking expectation of both sides
E[ξ2(k)] = E[eo
2(k)] + E[eb
2(k)] + 2E[eo(k)eb(k)] (5.5)
Since eo(k) and eb(k) are uncorrelated, 2E[eo(k)eb(k)] = 0
E[ξ2(k)] = E[eo
2(k)] + E[eb
2(k)] (5.6)
which can be expressed as
E[ξ2(k)] = E[eo
2(k)] + E[eb
2(k)]. (5.7)
In (5.7), evaluation of the expectation of the individual term is difficult because at kth instant,
all possible values of the errors are not available. We consider only the available instantaneous
value and hence
E[eo
2(k)] = eo
2(k) and E[eb
2(k)] = eb
2(k). (5.8)
Therefore, (5.7) can be expressed as
E[ξ2(k)] = eo
2(k) + eb
2(k). (5.9)
The optimum threshold value is obtained by minimizing (5.9) with respect to T. Hence, the
optimum threshold Topt can be determined as
Topt = argmin
T
E[ξ2(k)] (5.10)
or Topt = argmin
T
(eo
2 + eb
2). (5.11)
Substituting eo2 and eb2 in (5.11), it can be written as
Topt = argmin
T
{(mbT −mb)
2 + (moT −mo)
2}. (5.12)
The optimum value is obtained by the proposed iterative algorithm. The salient steps of the
algorithm is as follows.
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Iterative algorithm
Step 1 Select mo and mb from the PGA based algorithm.
Step 2 Choose an arbitrary initial threshold T. Initialize the error e2minto a large value.
At each time step k, compute the following:
Step 3 Compute moT (k) and mbT (k) corresponding to the chosen Tk.
Step 4 Compute e2T (k) = {(moT (k)−mo)2 + (mbT (k)−mb)2} or e2T (k) = (e2o(k) + e2b(k)).
Step 5 If e2T (k) < e2min, then e2min = e2T (k), T = Tk; k=k+1; Tk = Tk +∆T ;
else k=k+1, Tk = Tk +∆T
Step 6 Check if all gray values are exhausted. If ”No” Go to Step 3 or If ”YES” go to Step 7
Step 7 T denotes the optimum threshold corresponding to the minimum error.
5.4 FL-MMSE
We consider the histogram of the given image. The histogram, depending on the nature of
the image, exhibits two dominant niches or modes corresponding to two classes besides other
less dominant modes. The distribution thus can be viewed as a nonlinear multimodal function,
where each dominant mode corresponds to one class. The PGA based clustering algorithm is
used to determine the two modes. This is achieved when the PGA based clustering algorithm
maintains stable sub-populations at the respective modes thus forming clusters around the node.
The gray value of the histogram corresponding to these clusters are assumed to be the respective
means of the two classes. The MMSE based algorithm considers these dominant modes as the
means and determines the valley or threshold that minimizes the intra-class classification error.
5.5 FB-MMSE
By and large, the gray level distribution in histogram of noisy scenes have overlapping class
distribution. In such situations, the feature less (FL) [144] approach yields approximate results
with large percentage of misclassification error. This could be precisely attributed to the error
due to the overlapping class distributions. Hence, in this scheme, the feature based histogram
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distribution is considered. The feature image is generated as follows. A window of a given
size is considered around a pixel and the distributions of the gray values over the window is
assumed to be Gaussian. The first moment of this distribution over the window is used as the
feature and this is governed by the second moment (variance) of the distribution. With Gaussian
assumption it is known that the likelihood estimates of the first and second moment becomes
µˆwij =
1
Nw
Nw∑
k=1
xk and σˆwij =
1
Nw
Nw∑
k=1
(
xk − µˆwij
)2
. (5.13)
The first moment of the pixels is considered as the feature value if the following condition is
satisfied.
if |xij − µˆwij | ≤ σˆwij/K then xij = µˆwij ; (5.14)
where, K is any positive constant, xij is the gray value corresponding to the (i, j)th pixel, µˆwij
and σˆwij are the average value and standard deviation of the Gaussian distributed pixels over
the window centered at (i, j)th pixel, and Nw is the number of pixels in the window. Thus,
another image, consisting of featured pixels is generated. Fig.1(a) shows the histogram of a two
class image. It is seen from Fig.1(a) that there are distinct overlapping of the class distributions.
The histogram of the featured image, generated using (5.13) and (5.14) is shown in Fig.1(b)
that exhibits clear bi-modality with minimum overlapping. Hence, optimal threshold can be
determined using Fig.1(b).
The two dominant peaks of the feature histogram are determined by the PGA based crowd-
ing algorithm. Using these dominant modes as the means of different classes, in the feature
plane, the MMSE based iterative algorithm is used to obtain the valley or threshold in the fea-
ture plane. The threshold thus obtained in the feature planes is used to segment the image.
5.6 PGA based algorithm
The steps of the parallelized crowding scheme are the following.
Algorithm
(1) Initialize randomly a population space of size Np (each element corresponds to a gray
value between 0 and 255) and their classes are determined.
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(2) Divide the population space into fixed number of sub-populations and determine the class
of individuals in each sub-population.
(3) Go through the following steps:
(3.1) In the given sub-population, choose two elements at random for Generalized Crossover
(GC) and Mutation operation with crossover probability Pc and mutation probability Pm.
(3.2) Evaluate fitness of each parent and offspring. The fitness function is the featured normal-
ized histogram function p(g) in (3).
(3.3) The tournament selection mechanism is a binary tournament selection among the two
parents and two offspring, the set which contains the individual having highest fitness
among the four elements is selected to the set of parents for the next generation.
(3.4) Repeat steps 3.1, 3.2 and 3.3 for all the elements in the sub population.
(3.5) Repeat steps 3.1, 3.2, 3.3 and 3.4 for a fixed number of generations
(4) Step 3 is repeated for each sub-population.
(5) Migration is allowed from each deme to every other deme. The individuals are migrated
based on the selected migration policy. Numbers of elements to migrate are determined
from the selected rate of migrationRmig. The elements migrate with migration probability
Pmig.
(6) Self Migration is allowed in each deme based on the selected migration policy and se-
lected rate of self-migration Rsmig with a probability Psmig
(7) Repeat Steps 3,4,5 and 6 till convergence is achieved. The algorithm stops when the
average fitness of the total population is above pre-selected threshold.
(8) The peaks will be determined from the converged classes of Step 7.
(9) Select the two peaks (for a two class problem) as mo and mb.
(10) Consider the normalized histogram of the image. Choose an arbitrary initial threshold T.
Initialize the error e2minto a large value.
At each time step k compute the following:
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(11) Compute moT (k) and mbT (k) corresponding to the chosen Tk.
(12) Compute e2T (k) = {(moT (k)−mo)2 + (mbT (k)−mb)2} or e2T (k) = (e2o(k) + e2b(k)).
(13) If e2T (k) < e2min, then e2min = e2T (k), T = Tk; k=k+1; Tk = Tk +∆T ;
else k=k+1, Tk = Tk +∆T
(14) Check, if all gray values are exhausted. If ”No” Go to Step 3 or If ”YES” go to Step 7
(15) T denotes the optimum threshold corresponding to the minimum error.
5.7 Results and discussions
The proposed MMSE based methods such as FL-MMSE and FB-MMSE have been validated
with real images having typical histograms. The potentiality of the proposed MMSE based
method has been tested with images of earth surface cracks and the corresponding histograms
possess either unimodal trend or have many misleading modes. Firstly, in this section the results
corresponding to general images have been analysed followed by the next section that deals with
specifically crack images. Besides, in this section we test with a typical colour image.
5.7.1 Real and synthetic images
The real and synthetic images considered for this section are shown in Fig. 5.2(a), (b), (c), and
(d) and the corresponding manually constructed ground truth images are shown in Fig. 5.2(e),
(f), (g), and (h) respectively. All these images belong to two class problem, for example, the
first image is a plate image having to class, the second image is a table lamp image exhibits
two class, the third image which is a hanging light (ceiling light) image is also a two class
image. The last image is a typical synthetic image used for detection of colour blindness. This
image has been selected because of the typical nature of its histogram distribution. The first
image considered is the plate image as shown in Fig. 5.3(a) and the corresponding histogram
is shown in Fig. 5.3(b). In this case, the histogram has a flat valley and unequal size of object
and background distribution. We have employed the FL-MMSE scheme to test this image. The
two peaks of the histogram has been detected by the PGA based algorithm. This is tested for,
both the without self-loop based and self-loop based interconnection models. The performance
of the PGA is also compared with that of GA. The parameters of GA are: Generation=1000,
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Probability of Crossover Pc = 0.8, Probability of Mutation Pm = 0.001, population size Np =
400. The chosen parameters of PGA are: Generation=1000, Migration period is 10 generations,
Number of demes is 4, Probability of Crossover Pc = 0.8, Probability of Mutation Pm = 0.001,
population size Np = 400, Probability of migration Pmig = 0.8, Migration rate Rmig = 4%,,
Probability of self migration Psmig = 0.8 and Self migration rate Rsmig = 2%.
The two peaks of the histogram of Fig. 5.3(b) have been detected by PGA/ GA based
peak detection method of chapter 4. The population of elements clustered around the peaks
have been shown by “X” in Fig 5.2(b). The proposed MMSE based methods have been used to
detect the threshold and the threshold has been found to 108. The threshold values determined
by Otsu and Kwon method are 121 and 122 respectively. These threshold values are tabulated in
Table 5.1. The segmented images obtained by FL-MMSE method is shown in Fig. 5.2(i) where
it can be observed that the edge of the white circle could not be preserved properly and hence
the percentage of misclassification error (PME) is found to be 1.3. As seen from Fig 5.3 (g) and
(h) the edge pixels of the inner white circle has been preserved properly and hence, the PME
is 0.6 in both the cases. The two classes have been classified properly. Hence, Otsu and Kwon
method classified the plate image properly and the performance of the proposed MMSE based
approach is close to that of Kwon and Otsu’s method. For the two classes, the convergence
of GA and PGA has been analysed. Fig. 5.3(c) and 5.3(d) show the convergence of class-A
and class-B respectively and from Fig. 5.3(c) it can be seen that the PGA converged around 50
generations, whereas GA converged at 1000 iterations. Similarly, for class-B, PGA converged
at around 70 generations while GA converged at 400 generations. Thus, in both the case, PGA
converged much faster than that of GA.
The second image considered is the Table lamp image as shown in Fig. 5.4(a). In this case,
the feature image has been generated and corresponding histogram is shown in Fig. 5.4(b),
where it can be observed that there are many small misleading modes and the valley is not
precisely defined. The PGA based scheme could detect the peaks as shown by “X”. The corre-
sponding valley point is detected by MMSE method and is shown as dotted line in Fig. 5.4(b).
The threshold, thus found by MMSE method is 122 where as the thresholds found by Otsu
and Kwon method are 123 and 122 respectively. Since, the threshold are found to be either
same or very close to each other, the segmented results are also almost close to each other. The
segmented results for Otsu, Kwon and MMSE methods are shown in Fig. 5.4(g), (h) and (i)
respectively. As observed from these figures, there are some misclassified pixels near the right
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corner edge of the table. The misclassification is observed in all these three cases and in case
of Fig. 5.4(g), there are additional misclassified pixels near the base of the rod on the table.
Because of this additional pixels, PME for Otsu is 2.9 which is higher than that of Kwon and
MMSE, which is 1.8. Analogous to the previous case also, PGA for class A and B converges
faster than that of GA. This phenomenon may be observed in Fig. 5.4(c) and (d) respectively.
The effect of self-loop model on the rate of convergence has been demonstrated in Fig. 5.4(e)
and (f), where it can be observed that use of self-loop (SL) model made the algorithm con-
verge faster than that of use of without self-loop (WSL) model. Of course, there is no radical
change in the rate of convergence but there is some improvement in the final convergence of the
algorithm.
Similar observations have also been made for the hanging light (ceiling lamp) image as
shown in Fig. 5.5(a). This FB-MMSE based algorithm has been applied to this image. The
feature image has been generated using the feature pixels and the corresponding histogram is
shown in Fig. 5.5(b). Since, the background occupies more portions of the image and the light
portion is small corresponding to background, is more prominent than that of the foreground
portion. The proposed PGA based scheme could detect the peaks shown as “X” and the MMSE
based scheme detected the valley point shown as dotted line. The corresponding threshold is
107, where as the thresholds found by Otsu’s and Kwon’s method are 116 and 107 respectively.
These thresholds have been used for segmentation. The segmented results are shown in Fig.
5.5(g), (h), and (i) and it may be observed from Fig. 5.5(g) that the portion of the rod joining
the lamp has been missing because of misclassification and also the portion of rod joining the
wall is also missing. The right edge of the reflector has been distorted. But in case of Kwon
and MMSE method, the portion of the rod joining the reflector has been properly segmented
the sharpness of the edges in case of the MMSE method is better than that of Kwon’s method.
This effect has also been reflected in the PME values tabulated in Table 5.2. PME in case of
Otsu’s method is higher than that of Kwon’s and MMSE method. As far as the convergence of
the algorithm is concerned, PGA for class-A is found to converge around 70 iterations while
GA converges at around 1000 generations and for class-B also PGA converges at around 70
iterations. Thus PGA converges much faster than that of GA. Furthermore, it has also been
found that use of self-loop based interconnection model made the algorithm to accelerate faster
towards the converged solution than that of the without self-loop case. This effect may be
observed from Fig. 5.5(e) and 5.5(f). Thus, in this example also FB-MMSE produced result
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close to that of Kwon’s method.
The next image considered is a synthetic image shown in Fig. 5.6, which is used for
detection of colour blindness. It has been found out that both Otsu and Kwon’s methods produce
very poor results while FL-MMSE, and FB-MMSE methods produce very promising result.
This example clearly demonstrates the efficacy of the proposed FB-MMSE based method. The
histogram of the colour blind image is shown in Fig. 5.6(b), where it may be observed that there
is very small mode with very small area of distribution, and the other one is not very prominent.
There is hardly any valley observed between these two modes. The feature histogram shown
in Fig. 5.6(c), where the modes have been enhanced. The peaks detected by PGA are shown
and the valley is found to be at 37 and FL-MMSE method determined the same threshold. The
peaks are at different positions as shown in Fig. 5.6(c). The threshold found by Otsu and
Kwon’s method are 169 and 148 and are tabulated in Table 5.1. The segmentation obtained by
these thresholds are shown in Fig. 5.6(j), (k) and (l) and it is clearly observed that the image
could not be segmented and the object, that is “12”, could not be detected. The PME for Otsu’s
and Kwon’s cases are also high i.e. 17.4, 22.6. Fig. 5.7(j) and 5.7(k) show the segmented
image obtained by FL-MMSE and FB-MMSE approach and it can be observed that the image
could be segmented properly and accordingly the PME for both the cases and FB-MMSE is 0.2.
Thus FL-MMSE method could segment the image properly while FB-MMSE, Otsu and Kwon’s
method failed to segment this image. The effect of PGA over GA has been demonstrated in Fig.
5.6(d) and (e). Analogous to previous cases, the self-loop model converged faster than that of
without self-loop model. This is demonstrated in Fig. 5.6(f) and 5.6(g). This effect of FL-
MMSE and FB-MMSE on these four images have been shown in Fig. 5.7. Fig. 5.7(a) and
Fig. 5.7(d) have been segmented by FL-MMSE, while Fig. 5.7(b) and (c) have been segmented
by FB-MMSE method. The corresponding histograms with detected peaks and valleys are
shown in Fig. 5.7(e), (f), (g), and (h). The segmented images are shown in Fig. 5.7(i), (j),
(k), and (l) and it can be seen from these figures that the images could be properly segmented
by MMSE method. Thus, MMSE based scheme proved to be more effective than that of other
proposed schemes. Moreover, MMSE based method, besides segmenting real world two class
images, could also segment the typical image for colour blindness. This demonstrates clearly
the efficacy of the proposed MMSE based schemes.
The performance of MMSE based scheme has also been compared with that of Otsu and
Kwon’s method for all these images shown in Fig. 5.8. The ground truth images have been
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provided for ease of reference. Fig. 5.8(a), (b), (c), and (d) show the ground truth images.
Fig. 5.8(e), (f), (g), and (h) show the results by Otsu’s method and Fig. 5.8(i), (j), (k), and
(l) show the results by Kwon’s method and Fig. 5.8(m), (n),(o), and (p) show the results by
MMSE method. It may be observed from these figures that for the first image, Otsu’s method
could produce result comparable to that of Kwon’s and MMSE method. For the table lamp
and ceiling light image, Kwon’s and MMSE method produced results superior to that of Otsu’s
method. But in case of colour blindness image, only FL-MMSE method could segment properly
while Otsu’s and Kwon’s method and FB-MMSE failed to produce satisfactory results.
Thus, it has been demonstrated with different examples that the proposed MMSE method
could prove to be effective for real world image and also typical synthetic images, where other
methods failed to segment the image.
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 5.2: (a) Image 1; (b) Image 2; (c) Image 3; (d) Image 4; (e) Ground trouth (GT) of image
1; (f) GT of image 2; (g) GT of image 3; (h) GT of image 4.
5.7.2 Earth surface crack images
In simulation, we have considered a wide variety of cracks, whose gray level histograms ex-
hibit misleading modes that would have been classified as classes by classical thresholding ap-
proaches. Specifically, four typical images have been considered with the following attributes,
(i) fine and coarse cracks with edges, (ii) cracks partitioning the image with apparent granules
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Table 5.1: Threshold values obtained by Ostu’s, Kwon’s and MMSE approach for real and
synthetic images
Sample Peaks and Threshold values using the MMSE method
Images Ostu Kwon MMSE
Image 1 121 122 108
Image 2 123 122 122
Image 3 116 107 107
Image 4 169 148 37
Table 5.2: Performance evaluation of Otsu’s, Kwon’s, and proposed MMSE approachs.
Sample Threshold Selection Methods
Images Otsu’s Kwon’s MMSE
PME PME PME
Image 1 0.6 0.6 1.3
Image 2 2.9 1.8 1.8
Image 3 0.4 0.2 0.2
Image 4 17.4 22.6 0.2
of different sizes, (iii) cracks creating very small and large granules, and (iv) large size granules
with shades apparent to be cracks.
Feature less approach
Fig. 5.9(a) shows the crack surfaces with fine and coarse cracks. The corresponding gray level
histogram is shown in Fig. 5.9(b), where two modes are prominent and a third mode is present
with less prominence. A classical peak search mechanism would have identified three peaks
and accordingly two valleys corresponding to two thresholds. This in turn would have seg-
mented the image into three classes as opposed to the existing two classes. The histogram of
Fig. 5.9(b) is discrete in nature and hence, we have devised the PGA based clustering to detect
the peaks. The parameters of PGA are: number of demes=4, population size=400, probabil-
ity of migration Pmig= 0.1, probability of self-migration Psmig= 0.1, probability of crossover
Pc= 0.8, and probability of mutation Pmut= 0.001. Migration from deme to deme takes place
after every 10 generations, and the percentage of migration Rmig is 4% and the percentage of
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self-migrationRsmig is 4%. With increase in the number of generations, the proposed PGA con-
verged to two peaks as shown by ’X’ that indicates the point of convergence of population of
elements. The number of population of elements that converged in the first and second peak
are 25 and 155 respectively. Thus, stable sub-populations are maintained resulting in differ-
ent classes. In this case, as observed from Fig. 5.9(b), ’X’ denotes the convergence of stable
sub-population at peaks corresponding to two classes denoted as ’A’ and ’B’. Thereafter, PGA
is used to search the valley point and hence, the ’*’ corresponds to the convergence of the to-
tal number of population elements. The threshold is found to be at a gray value of 56. The
convergence of the population of elements of PGA for class A and Class B is shown in Fig.
5.9(c) and 5.9(d). As expected, the PGA based algorithm converges much faster than GA. It
is also observed that the self loop PGA model accelerates the convergence as opposed to that
without self-loop PGA model. This phenomenon is evident from Fig. 5.9(e) and 5.9(f). The
segmented image, as obtained using the threshold of 56, is shown in Fig. 5.9(g), where it can be
observed that the fine cracks could be obtained together with the coarse cracks. The fine cracks
are detected as thin dark lines, whereas the coarse cracks of right side have been detected with
dark patch. However, the cracks appear as black while the non-crack portion appears as white.
The left portion of the image has no cracks and hence, assumed one class appearing as ”white”
as shown in Fig. 5.9(g). The result obtained by FL method is compared with that of Otsu’s,
Kwon’s and Hui-Fuang’s method. The threshold obtained by Otsu’s method is 114 while the
threshold by Kwon’s method is 79. The segmented image by Otsu’s method is shown in Fig.
5.9(h), where it is observed that the fine cracks in the mid portion could be detected while the
left portion has been misclassified as crack pixels. It is to be noted that the left side of the orig-
inal image contains no cracks but edges. A ground truth image has been constructed manually
and the misclassification error is computed based on this ground truth image. The misclassifi-
cation error by Otsu’s method is 18.45% while the error due to FL is 1.52%. Fig. 5.9(i) shows
the segmented results obtained by Kwon’s method and the percentage of misclassification error
(PME) is 0.781%. As observed, Kwon’s method in this case yielded good results. Fig. 5.9(j)
shows the results obtained by Hui-Fuang method, and the threshold is 84 and this method pro-
duced appreciable result with 1.54% of misclassification error. Thus, PGA based FL approach
produced better results than that of Otsu’s but comparable to Kwon’s approach but the result by
Hui-Fuang’s method is comparable to FL approach.
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Feature based approach
The proposed Feature Based(FB) approach is tested with the same crack image as shown in
Fig. 5.10(a). Gray level histogram is shown in Fig. 5.10(b). A window size of 3x3 has been
used to determine the features and value of K in (6) is selected to be 3. The feature histogram
is shown in Fig. 5.10(c) and the peaks detected are shown as ”x”. The valley corresponding to
the threshold is found to be at 58, which is very close to 56 as determined by FL method. It
may be observed from the feature histogram that the second mode, which was less prominent
in Fig. 5.10(b) becomes predominant and, however, the 1st mode, which was less prominent
as compared to the third mode become more prominent because of the feature selection. This
first mode corresponds roughly to the cracks of the images. Therefore, the feature helps the
modes to be more prominent to be detected by the clustering algorithm. In the FB approach
also, for both class A and Class B, PGA converged faster than of GA. This is shown in Fig.
5.10(e) and Fig. 5.10(f). The self-loop introduced in the PGA model has intra-deme migration
besides inter-deme migration. This employs good-bad migration policy and hence, accelerates
convergence. This phenomenon is evident from Fig. 5.10(g) and (h). Thus, the proposed
interconnected PGA model converges faster than that of PGA model without self-loop. The
segmented image obtained using the threshold is shown in Fig. 5.10(i), where both fine as well
as coarse cracks could be detected. Here, the black edges corresponds to fine cracks and the
black portion on the right hand side correspond to the coarse cracks. The left side in the original
image has no cracks but edges and hence, the FB approach could detect the cracks as opposed
to the edges. The results obtained by Otsu’s, Kwon’s and Hui-Fuang’s method are produced in
Figs. 5.10(j), 5.10(k) and 5.10(l) for the case of comparison. In case of Otsu’s method, edges
have been misclassified as crack pixels.
FL-MMSE and FB-MMSE approach
It has been observed from the previous examples that the proposed FL and FB methods could
detect the cracks but need further improvement in performance. In order to improve the perfor-
mance, threshold is detected by the proposed MMSE approach rather than the earlier GA based
approach. The four different crack images as shown in Figs. 5.11(a), (b), (c) and (d) are consid-
ered to test the MMSE approach. The 2nd image is different from the first one in the sense that
all the edges are cracks only, whereas in Fig. 5.11(a) there are edge pixels those are not cracks
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but edges. The third image as shown in Fig. 5.11(c) has very fine cracks and some fine edge
pixels. This inturn results in small and large granular appearance in the surface. The fourth
image considered is shown in Fig. 5.11(d). As observed, this image has fine as well as coarse
cracks and a shaded portion that appears like cracks and hence, serves as a typical example.
The corresponding histograms of these images are shown in Figs. 5.11(e), (f), (g) and (h). As
seen from these histograms, there are misleading modes in case of the first image and the fourth
image. The detected peaks for these images are shown as ’X’. The valley corresponding to the
thresholds are determined by the proposed MMSE approach. The thresholds obtained by this
method are 60, 12, 37 and 51. As observed from Table. 5.3, threshold for image 1 is 60, which
is close to that of the FL and FB methods using PGA based search for minimum value. Fig.
5.11(f), the histogram of the second image, exhibits two modes, which are unevenly distributed
in the histogram. The PGA based valley seeking algorithm yielded a threshold of 60 while the
MMSE based approach yielded a threshold of 12. The segmented image using this threshold
could detect cracks precisely. Similar observations are also made for the third and fourth image
as shown in Figs. 5.11(g) and 5.11(h). In case of the fourth image with large granules, the
threshold obtained by MMSE approach is 51 as opposed to 72 in case of PGA based minimum
search. The segmented images are shown in Figs. 5.11(i), (j), (k) and (l). As seen, the fine as
well as coarse cracks could be detected in case of images 1, 2 and 3. But for image 4, the coarse
and fine cracks could be detected with the shades appearing as crack, which may be observed
in Fig. 5.11(e).
The above problem in case of fourth image could be ameliorated by the proposed FB based
MMSE approach. In order to obtain feature image and in turn feature histogram, the window
size for the first image was considered as 3x3. The corresponding feature histogram, as shown
in Fig. 5.11(m) shows prominent modes and the peaks detected are same as FL approach. The
MMSE approach determined the threshold to be at 52 and the corresponding segmented image is
shown in Fig. 5.11(q). Since, the threshold value is close to that of FL approach, the segmented
image is almost close to that of FL approach and hence, the percentage of misclassification
is 1.74 as given in Table 5.4. The feature histograms for 2nd and 3rd images are shown in
Figs. 5.11(n) and (o) and in these cases also the modes corresponding to different classes are
prominent. The window size used to generate the feature image and histogram for 2nd and 3rd
images is 31x31 and K is 4. The thresholds determined are different from that of FL approach
but they are close to each other. The segmented images obtained could detect the thin cracks
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as shown in Figs. 5.11(r) and 5.11(s). In case of the fourth image, the modes in the feature
histogram are predominant and the MMSE based approach detected the threshold to be 46.
Here the window size used to generate the feature image and histogram is 3x3 and K is 4. The
segmented image obtained using this threshold, could eliminate the shades partially and in turn
reduced the misclassification error from 2.5% to 0.83%. Thus, FB-MMSE approach has been
found to produce better results than that of FL-MMSE. For the sake of comparison, Fig. 9
shows all the segmented images obtained by different methods. As observed from these figures,
Otsu’s and Know’s method failed to detect the cracks in 2nd, 3rd and 4th image. As seen from
3rd and 4th row, there are many misclassified pixels and the shades appear like cracks. In case
of the fourth image with large granules and shades, the shades are falsely detected as crack
pixels. The results presented in the fifth row correspond to the results obtained by Hui-Fuang’s
[91] approach for fault detection. For the first image, the result obtained is appreciable but
for 2nd, 3rd and 4th image, there are many misclassified pixels. As seen in the 2nd image,
many background pixels have been misclassified while in 3rd image many crack pixels as well
as background pixels have been misclassified. In case of 4th image, besides cracks, there are
shades in the background of the image. As seen from Table 5.4, the misclassification errors for
2nd, 3rd and 4th images are much higher as compared to our proposed methods of FL-MMSE
and FB-MMSE. Even though FL and FB approach could detect the cracks in case of 2nd and
3rd image, the shaded part was present. FB-MMSE approach could detect the cracks properly
while eliminating the shaded portion in the image. This is also reflected in the percentage of
misclassification error as given in 5.4. Thus, FB-MMSE approach could be the best choice
among Ostu’s, Kwon’s, Hui-Fuang’s and other proposed methods.
Table 5.3: Threshold values for different approaches
Sample Threshold Selection Methods
Images Otsu’s Kwon’s Hui-Fuang’s FL FB FL-MMSE FB-MMSE
T T T T T T T
Image 1 114 79 84 56 58 60 52
Image 2 110 125 104 60 60 12 15
Image 3 108 117 102 31 58 37 32
Image 4 114 120 106 72 73 51 46
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Table 5.4: Performance evaluation of Otsu’s, Kwon’s, Hui-Fuang’s, FL, FB and new proposed
approaches for crack detection
Sample Threshold Selection Methods
Images Otsu’s Kwon’s Hui-Fuang’s FL FB FL-MMSE FB-MMSE
PME PME PME PME PME PME PME
Image 1 18.45 0.781 1.54 1.52 1.302 1.16 1.74
Image 2 22.932 30.7881 14.11 8.232 8.232 4.5 3.5
Image 3 17.51 22.6 15.0 28 4.5 3.1 2.8
Image 4 14.44 16.11 12.51 6.964 7.1 2.5 0.83
5.8 Conclusions
In this chapter, two schemes namely FL-MMSE and FB-MMSE have been proposed for clas-
sifying object and background. Specifically, the schemes have been proposed to detect cracks
of earth surfaces. In the crack images, the pixels have to be classified as either unhealthy pixels
corresponding to cracks and others are healthy pixels. Often, the edge pixels of images appear
like cracks and have been classified as healthy pixels. The histogram of such crack images
either tends to uni-modal or almost uni-modal. Under such circumstances methods such as
Otsu’s, Kwon’s and the proposed methods of chapter 4 produced unsatisfactory results, where
as MMSE based method could segment the images properly. Similarly, for typical image of
colour blind image, MMSE method could produce promising result where other methods fail
to segment. Thus, the proposed MMSE based method yielded satisfactory results for typical
images and other general real world images. This scheme can be used for detection of faults in
images representing faulty conditions of environment.
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Figure 5.3: (a) Original Image 1; (b) Histogram of original image with detected peaks and
threshold; (c) Avg. fitness vs generations of class “A” PGA and GA; (d) Avg. fitness vs genera-
tions of class “B” PGA and GA; (e) Avg. fitness vs generations of class “A” with self loop (SL)
and without self loop(WSL); (f) Avg. fitness vs generations of class “B” with self loop (SL)
and without self loop(WSL); (g),(h) and (i) shows segmented image using Otsu’s, Kwon’s and
proposed MMSE method respectively
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Figure 5.4: (a) Image 2; (b) Featured histogram with detected peaks and threshold; (c) Avg.
fitness vs generations of class “A” PGA and GA; (d) Avg. fitness vs generations of class “B”
PGA and GA; (e) Avg. fitness vs generations of class “A” with SL and WSL; (f) Avg. fitness
vs generations of class “B” SL and WSL; (g),(h), and (i) shows segmented image using Otsu’s,
Kwon’s, and proposed MMSE method respectively
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Figure 5.5: (a) Image 3; (b) Featured histogram with detected peaks and threshold; (c) Avg.
fitness vs generations of class “A” PGA and GA; (d) Avg. fitness vs generations of class “B”
PGA and GA; (e) Avg. fitness vs generations of class “A” with SL and WSL; (f) Avg. fitness
vs generations of class “B” with SL and WSL; (g), (h), and (i) shows segmented image using
Otsu’s, Kwon’s, and proposed MMSE method respectively
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Figure 5.6: (a) Image 4; (b) Original histogram with detected peaks and valley; (c) Featured
histogram with detected peaks and valley; (d) Avg. fitness vs generations of class “A” PGA and
GA; (e) Avg. fitness vs generations of class “B” PGA and GA; (f) Avg. fitness vs generations of
class “A” with SL and WSL; (g) Avg. fitness vs generations of class “B” with SL and WSL; (h),
(i), (j), and (k) shows segmented images using , Otsu’s, Kwon’s, FL-MMSE, and FB-MMSE
method respectively
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Figure 5.7: (a) Origina image 1; (b) Original image 2; (c) Original image 3; (d) Original im-
age 4; (e) Detected peaks and threshold in the histogram for image 1; (f) Detected peaks and
threshold in the histogram for image 2; (g) Detected peaks and threshold in the histogram for
image 3; (h) Detected peaks and threshold in the histogram for image 4; (i) Segmented image
of image 1 using MMSE method; (j) Segmented image of image 2 using MMSE method; (k)
Segmented image of image 3 using MMSE method; (l) Segmented image of image 4 using the
proposedMMSE method.
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Figure 5.8: (a), (b), (c) and (d) shows the ground trouth image of image 1, image 2, image 3 and
image 4; (e), (f), (g) and (h) shows the segmented image of image 1, image 2, image 3 and image
4 using the Otsu’s method; (i), (j), (k) and (l) shows the segmented image of image 1, image
2, image 3 and image 4 using the Kwon’s method; (m), (n), (o) and (p) shows the segmented
image of image 1, image 2, image 3 and image 4 using the proposed MMSE method.
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Figure 5.9: (a) Image 1; (b) Histogram with detected Peaks and valleys; (c) Avg. fitness vs
generation of class “A” PGA and GA; (d) Avg. fitness vs generation of class “B” PGA and GA;
(e) Class “A” with SL and WSL; (f) Class “B” with SL and WSL; (g),(h),(i), and (j) segmented
images using FL, Otsu’s, Kwon’s, and Hui-Huang Method
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Figure 5.10: (a) Image 1; (b) Histogram; (c) Featured histogram; (d) Detected peaks and valley;
(e) Avg. fitness vs generations of class “A” PGA and GA; (f) Avg. fitnee vs generations of
class “B” PGA and GA; (g) Avg. fitness vs generations of class “A” with SL and WSL; (h)
Avg. fitness vs generations of class “B” with SL and WSL; (i), (j), (k) and (l) segmented images
using FB, Otsu’s, Kwon’s and Hui-Huang’s method respectively
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Figure 5.11: (a), (b), (c) and (d) are original crack images; (e), (f), (g) and (h) shows the detected
peaks and threshold in the histogram of corresponding images using FL-MMSE; (i), (j), (k) and
(l) segmented images using FL-MMSE; (m), (n), (o) and (p) shows detected peaks and threshold
in the feature histogram of the original images using FB-MMSE; (q), (r), (s) and (t) segmented
images using FB-MMSE.
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Figure 5.12: Row-1: Original crack Images (Image 1, 2, 3 and 4); Row-2: Ground Truth,
Row-3:Otsu’s method; Row-4: Kwon’s method; Row-5: Hui’s method; Row-6: Feature Less
method; Row-7: Feature Based Method; Row-8: Feature Less MMSE; Row-9: Feature Based
MMSE
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Chapter 6
Adaptive Threshold based Segmentation
6.1 Introduction
In this chapter, the problem of segmentation of images acquired under uneven lighting condition
has been addressed. It has been found that the existing global thresholding methods and the
proposed global thresholding methods proved to be quite inefficient and hence, it has been
necessary to devise adaptive thresholding methods. Many adaptive methods have been proposed
in the literature for quite some time [95, 37, 96, 97, 98, 99, 100, 101, 102, 103, 104] and these
methods are based on different approaches. Recently, Huang et al. [104] have proposed an
adaptive thresholding method based on the window merging approach. The basic notion is to
adaptively select the window size for local thresholding. His approach uses Lorentz Information
Measure (LIM) as criterion for selection of windows. The window merging is based on the
pyramid approach. Even though it provided satisfactory results for many cases, it produced poor
results in case of different uneven lighting conditions. The method although proved to be quite
effective, the efficacy of this method is found to greatly depend upon the poor selection of initial
window size. This motivated to develop adaptive window selection criteria for determining local
thresholds. In this regard, two strategies namely window merging and window growing have
been proposed.
In window merging approach, three new criteria have been proposed to select the win-
dow for segmentation. An overlapping window merging approach has been proposed and the
performance of this approach has been compared with that of Huang et al.’s approach. The pro-
posed approaches have been found to have a proper choice of initial window size for accurate
segmentation. Therefore, a window growing approach has been proposed to adaptively select
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windows. This overcomes the problem of initial window size because this method starts from
an arbitrarily small window size. The selected windows have been segmented using the pro-
posed segmentation approaches. The schematic diagram of the proposed methods has shown in
Fig. 6.1.
Adaptive Thresholding
Window Merging Window Growing
Biased−LIM
Entropy and
feature entropy Window growing
Entropy based
and
global statistics
Weighted local
Figure 6.1: Schematic diagram of the proposed adaptive thresholding methods
6.2 Huang’s approach
The window merging is based on the use of Lorentz information measure. In the following,
we explain the Lorentz information measure [104] (LIM). Let us consider the image X(m,n)
having G gray levels. The amount of information contained in this image is called as picture
information measure (PIM) and that indicates the least gray level variation when converting the
image X(m,n) to a constant gray level image and PIM can be expressed by
PIM(x) =
G−1∑
i=0
h(i)−maxih(i). (6.1)
where, h is the gray level histogram of X(m,n); h(i) represents the gray level histogram of
X(m,n). PIM(x)=0, if X(m,n) consists of a constant gray value and PIM(x)= max, when the
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gray level histogram h(i) is uniformly distributed. Thus, when X(m,n) has the least information,
PIM(x) has its minimum value and when X(m,n) has the most information, PIM(x) has its
maximum value. Assuming that total number of pixels of X(m,n) is N(x), the normalized PIM
(NPIM) can be determined by
NPIM(x) = PIM(x)/N(x). (6.2)
Defining the probability pi as h(i)/N(x), the NPIM(x) can also be expressed as
NPIM(x) = 1−maxipi. (6.3)
Thus, PIMk can be defined as
PIMk(x) =
G−1∑
i=0
h(i)−
∑
i∈θ(k)
h(i), 0 ≤ k ≤ G. (6.4)
where, k is the number of k highest values of h(i) and θ(k) =k highest value of h(i). It
indicates the minimum variation number that converts an image to the image with k gray levels.
Correspondingly, normalized PIMk is denoted as NPIMk and is obtained by
NPIMk(x) = 1−
∑
i∈p(k)
pi), 0 ≤ k ≤ G. (6.5)
where, p(k)=the k maximum number of pi. Let Sk = NPIMG−k(x), 0 ≤ k ≤ G, then
S0 = 0, SG = 1, andSk =
k−1∑
i=0
pi). (6.6)
By connecting the points (k/G, Sk), k = 0, 1, ..., G, a broken line called Lorentz informa-
tion curve can be obtained. For the sake of illustration, Fig. 6.2 shows a Lorentz information
curve with G=3, in which the histogram is h : 2N/9, 3N/9, 4N/2, with N being the total num-
ber of pixels in an image. The area defined bellow the Lorentz information curve (area of the
oblique lines in the Fig. 6.2) as the Lorentz information measure LIM(p0, p1, ..., pG−1. When
the gray level histogram of image is uniformly distributed, its Lorentz information curve be-
comes a line from (0,0) to (1,1) (dashed line in Fig. 6.2. Otherwise, it will be the convex broken
line below the dashed line (solid line in Fig. 6.2). So when LIM (p0, p1, ...., pG−1) increases,
the image contains more information; as LIM(p0, p1, ...., pG−1) decreases, the image has less
information, and vice versa.
The Lorentz information has been used as the window merging criterion by Huang et al.
[104] and segmentation is carried out using Otsu’s criterion [5].
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(1,1)
(2/3,5/9)
(1/3,2/9)
Figure 6.2: Example of Lorentz information curve (G=3)
6.3 Implementation of Huang’s approach
Huang et al.’s [104] approach is based on the window merging approach. The image is parti-
tioned into small windows and LIM is computed in each window. If the LIM is greater than a
predefined threshold, then the window is selected for segmentation or else the window is merged
based on the pyramid structure shown in Fig. 6.3. As seen from Fig. 6.3, the four windows have
been merged to form a new window and the window is again tested with the criteria and if the
criteria is satisfied, then this window is fixed to be segmented. This window merging procedure
is also shown in Fig. 6.4. As observed from Fig. 6.4(a), the four windows have been merged to
form a larger window in the next step. For example, windows w1, w2, w5, and w6 are merged
to form a greater window as shown in Fig. 6.4(b). Similarly, other windows have been merged
with the notion of pyramid structure. If these windows do not satisfy the criteria, then they are
merged to form a single window as shown in Fig. 6.4(c).
121
Figure 6.3: Pyramid structure of window merging
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Figure 6.4: Window Merging using Pyramid structure
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6.4 Local biased Lorentz information based window merging
This notion of merging is based on the comparison of local information with global information.
The image is partitioned into number of windows and in each window Lorentz information
measure (LIM) is computed. This LIM of each window serves as a feature of the window. The
histogram of these LIM features is computed and a threshold based on Otsu’s [5] approach is
obtained from this feature histogram. The LIM of each window is biased by the local statistics
of each window. The merging criterion becomes
q1σwh + q2σLIMw > TfOtsu (6.7)
Where, σwh denotes the standard deviation of histogram of a given window; LIMw denotes
the Lorentz information of the window; TfOtsu denotes the threshold of the feature histogram
obtained by Otsu’s method; q1 and q2 are the associated weights.
6.5 Window merging based on weighted local and global statis-
tics
Let the image be partitioned into N sub windows. Let Wk denotes the kth window and Lk
denotes the Lorentz information of the kth window. In each window of the image, Lorentz in-
formation measure (LIM) is computed and LIM of each window is considered as a feature of
the window. The Histogram of LIM of all the windows represents the feature histogram and
provides the global information. Histogram of gray values of each window provides local infor-
mation. The following is the proposed window merging criterion using the linear combination
of local and global statistics.
q1σwh + q2σfh(LIM) >
√√√√ nw∑
i=1
(xifh − TfOtsu)
2 (6.8)
Where, σwh denotes the standard deviation of the histogram distribution of the window consid-
ered for merging, σfh(LIM) denotes the standard deviation of the feature histogram, q1 and q2 are
the associated weights. xifh denotes the ith feature of the feature histogram and the right hand
side is the standard deviation of the feature histogram with the mean TfOtsu, as the threshold of
the feature histogram determined by Otsu’s method.
124
6.6 Entropy based window merging
The window merging criterion is based on entropy and feature entropy of window. The image
is partitioned into sub-images and in each sub-image, the entropy is computed based on the
histogram. In each sub-image, the edges are considered as features and the feature entropy
is computed. The entropy and the feature entropy of the total image is also computed. The
window is merged with the neighbouring windows, if the following condition satisfied.
Hw > Th, subject to the constraint Hwf > Thf (6.9)
The thresholds Th and Thf in the above inequalities are chosen based on the total entropy of
the image and that of the feature image.
Based on the above decision criterion, a window is either merged or unmerged to be seg-
mented. The windows are merged to be tested for further merging. After windows are selected
to be segmented are segmented with Otsu’s and our proposed methods of FLPGA, FBPGA
and MMSE approaches. The windows are also segmented using Otsu’s method for the sake of
comparison.
6.7 Adaptive window selection based on window growing
It has been observed in the above notion of window merging that the segmentation accuracy
greatly depends upon the proper choice of initial window size. In order to ameliorate the above
effect, a window growing method is proposed. The initial window size considered is very
small and the window selection depends on both the entropy of the gray values and the feature
entropy. We consider edge as a feature and compute the entropy of the feature. If the following
constraint information condition is satisfied, the window is selected to be segmented or the
window size is incremented by ∆w and again the selection criterion is tested. If the enhanced
window satisfies the selection criterion, then a new window is considered from the rest of the
image. The criterion for fixing the window is
Hw > Th, subject to the constraint Hwf > Thf (6.10)
Where, Hw represents the entropy of the window and Hwf represents the entropy of the feature
window.
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6.8 Implementation of proposed window merging and win-
dow growing approaches
Besides pyramid structure, we have proposed window overlapping technique for window merg-
ing approach. Selection of windows in these methods needs to be based on the three proposed
criterion. The overlapping approach is shown in Fig. 6.5. The image is partitioned into say, for
example, 16 windows and for example w1, w3, w4, w8, w13, and w16 satisfy the selection cri-
terion and therefore, they have been selected. Since, w2, w6, and w7 do not satisfy the criteria,
they are merged with w3 to form a window consisting of w2, w3, w6, and w7 and this larger
window is tested with the proposed criterion. These merged windows are shown with dotted
lines. Since, w5 does not satisfy the criteria, this is merged with w6, w9, and w10 to form a
window to be tested with the criteria. Analogously, w11 is merged with w12, w15, and w16 to
form a window to be tested with the criteria. These merged windows satisfy the criterion and
hence, selected to be segmented. Finally, w14 is merged with w15, w11, w10, w16, w12, w8,
w7, and w6 to form a large window as shown in Fig. 6.5(f) to satisfy the criteria. As seen from
Fig. 6.5(f), all the merged blocks have been tick marked and hence, the whole image has been
considered in this process.
The notion of merging affects the histogram distribution and this effect is demonstrated in
Fig. 6.6. Fig 6.6(a) shows a hexagon image partitioned into 16 windows and the corresponding
histograms are shown in Fig. 6.6(b). It may be observed that the histogram of most of the win-
dows, except few ones, exhibits unimodal distribution and hence, unsuitable for segmentation.
The windows have been merged based on the pyramid structure and these four windows after
merging are shown in Fig. 6.6(c). The corresponding histograms are shown in Fig. 6.6(d),
where it may observed that the histogram in each window exhibits bi-modality condition and
hence, can be segmented by proposed approach. Thus, the notion of merging helps to add
information so that the merged window can be segmented properly.
For this example of hexagon image, the histograms obtained by pyramid merging approach
are shown in Fig. 6.7 (a) and (b). Fig. 6.7(a) shows the histogram before merging and after
merging, the histograms are bimodal with overlapping class distribution. When the windows
are tested for the proposed biased Lorentz condition, one more window that is w6 is selected as
shown in Fig. 6.8(a) and after pyramid merging, histograms of the merged windows are shown
in Fig. 6.7(b), where histograms are bi-modal with a lesser degree of overlapping of the class
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distributions. When the windows are tested for the proposed biased Lorentz condition, two
more windows that are w1 and w2 are selected as shown in Fig. 6.8(b). Hence, biased LIM
method is expected to obtain more accurate thresholds and hence, better segmentation.
The effect of overlapping concept for window merging is shown in Fig. 6.9. The image
is partitioned into eight windows and the corresponding windows have been merged based on
the notion of overlapping as shown Fig. 6.9(c). The histograms of the merged windows are
shown in Fig. 6.9 (d), where it can be observed that the histograms exhibit clear bi-modality
and hence, can be segmented.
The notion of window growing is illustrated in Fig. 6.10. Fig. 6.10(a) shows that a small
window has been selected initially and the window is incremented in the direction of the arrow
and the window is fixed after satisfying the criterion. Once, one window has been selected for
segmentation, subsequent window growing starts from other portion of the image as shown in
Fig. 6.10(c). This procedure is adapted until all the portions of the image have been considered.
6.9 Results and discussions
Four different images, with non-uniform lighting conditions have been considered to validate
the proposed adaptive thresholding scheme. The images are a hexagon image, crow image,
rabbit image and rice image shown in Fig. 6.11(a), (b), (c) and (d) respectively. It may be
observed from these figures that different portions of the image are with different lighting con-
ditions but the images have object/ objects and background. Hence, this is a two class problem.
It is apparent as if these images have been acquired under non-uniform lighting conditions. The
histograms of these images have been shown in Fig. 6.12. As observed, the first one appears to
be tri-modal, the second bi-modal with unequal distributions, the third is bi-modal with many
misleading kinks, and fourth is almost uni-modal. It is intuitively expected that, except for
Fig. 6.12(b), global thresholding method will yield poor result. The results obtained by Otsu’s
[5] method are shown in Fig. 6.13, where it may be observed that the method could not seg-
ment the hexagon, crow, and rice grain images but could partially segment the rabbit image.
The ground truth images are shown in Fig. 6.13. This has also reflected in the percentage of
misclassification error (PME). The PME is defined as
PME = 1−
| BO ∩ BT | + | FO ∩ FT |
| BO | + | FO |
(6.11)
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Figure 6.5: Window overlapping concept with LIM criterion:(a) Image is devided into 16
subimages (Windows), (b) w1, w3, w4, w8, w13,w16 are satisfied the criterion, (c) w2 is
merged with w3, w6 and w7 to form a window w2w3w6w7 after satisfying the criterion, (d) w5
is merged with w6, w9 and w10 to form a window w5w6w9w10 after satisfying the criterion,
(e) w11 is merged with w12, w15 and w16 to form a window w11w12w15w16 after satisfying
the criterion, (f) w14 is merged with w15, w11, w10, w16, w12, w8, w7 and w6 to form a
window w6w7w8w10w11w12w14w15w16 after satisfying the criterion
Where, background and foreground are denoted by BO and FO for the original image, and
by BT and FT for the test image. The PME of the rabbit image is 2.93, which is much less
as compared to that of hexagon, crow and rice grain image. Hence, it is found that global
thresholding approaches are not suitable to segment images acquired under uneven lighting
conditions. Fig. 6.16 shows the results obtained using Huang et al.’s [104] adaptive window
selection approach with Lorentz information measure. The images have been partitioned into
sub-images with window size 100x100 for hexagon image, 50x64 for crow image, 75x125
for rabbit image, and 32x32 for rice image. The windows that satisfied the Huang et al.’s
[104] criteria are segmented by Otsu’s approach and those do not satisfy are merged in the
pyramidal structure to form a new window to be segmented. The different window sizes with
the corresponding thresholds are tabulated in the Table 6.1. From Table 6.1, it may be seen that
there are two merged windows, 9th and 10th and the corresponding thresholds have also been
128
given in Table 6.1. As observed four windows namely (3rd, 4th, 7th, and 8th) have been merged
and (11th, 12th, 15th, and 16th) windows have also been merged and the thresholds determined
are 78 and 60. As observed from Fig. 6.16, Huang’s approach could not segment the image
properly. In case of hexagon image, the left portion of the image, which is poorly lighted could
not be segmented and also there are some black portions of the image inside the white portion
as shown in Fig. 6.16(a). The corresponding PME is 8.17. The left background portion of the
crow image has been merged with the foreground as shown in Fig. 6.16(b). In case of the rabbit
image of Fig. 6.16(c), the background portion has been misclassified and in case of rice grain
image, many grains have been merged to form a class as shown in Fig. 6.16(d), thus increasing
the classification error. Accordingly the PMEs for crow, rabbit, and rice image are 5.84, 14.77,
and 8.36 respectively.
It can also be observed that many pixels in the uneven lighted portions could not be seg-
mented. We have proposed three windowing schemes and the windows are merged based on
pyramid approach of Huang’s method [104]. The windows are merged based on the proposed
overlapping concept. Once the windows have been fixed based on the merging criterion, the
windows are segmented by Otsu’s [5] approach, the proposed PGA based scheme and the
MMSE based scheme. The following window merging based schemes have been described.
6.9.1 Window merging
Huang et al. [104] method fixed the windows based on Lorentz Information Measure (LIM)
criterion and after the windows have been fixed, windows are segmented using Otsu’s segmen-
tation method. We have selected the window based on following three criterion and after the
windows have been selected, the windows are segmented based on the proposed PGA based FL
approach and the MMSE based approach.
Biased Lorentz information measure based criterion
Pyramid approach
The image is partitioned into sub-images. In case of hexagon image of Fig. 6.17, the image
is partitioned into an initial size of 100x100 and the different windows selected are tabulated
in Table 6.2. As seen from the table, windows namely 1st, 2nd, 5th, and 6th have been merged
in a pyramid structure and similarly 3rd, 4th, 7th, and 8th and 9th, 10th, 13th, and 14th have
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been merged by pyramid structure. The thresholds obtained by Otsu’s, PGA and MMSE based
methods have been tabulated in Table 6.2. The overall segmentation is the union of all the
segmented windows. As observed from Table 6.2, some of the threshold are different, for
example, for the 4th window, Otsu and PGA based methods produced same threshold 84, while
MMSE method has produced 111, which is quite different from the other two. The results
obtained have been presented in Fig. 6.17, where the results of Huang’s approach have been
given for the sake of comparison.
As observed from Row 2, the shape of the hexagon could be preserved but some mid
portion of the image has been misclassified as background. Analogously, for crow image the
left hand bottom corner of the background has been misclassified at foreground. The PME
for this is 5.52. Some portions of the rabbit image have also been misclassified but for the
rice grain image all the grains have been segmented from the background and accordingly the
PME is 1.38. There is an improvement in the accuracy of the segmentation, where the selected
windows have been segmented by PGA based method. As observed from Row 3 of Fig. 6.17,
the hexagon has almost been classified with barely minimum number of misclassified pixel
within the hexagon portion and near one edge. In case of rabbit and rice grain image, the
images have been classified properly but in case of crow image there are some misclassification.
Accordingly, the PME for these images have been reduced and is tabulated in Table 6.7.
As observed from Row 4 of Fig. 6.17, use of MMSE method for segmentation resulted
in degraded performance as compared to that of using PGA. As observed from the results, the
left portion of the hexagon and some portion of the background have been misclassified. Some
background portion of the crow image has also been misclassified. There is less misclassifica-
tion in case of rabbit and rice grain images. This has also been reflected in the PMEs tabulated
in Table 6.7. Except for rabbit image, where PME is 1.83, the PMEs are higher than that of
the PGA based segmentation. Hence, in case of local biased LIM based criterion, use of PGA
based algorithm yielded satisfactory results.
Window overlapping approach
Fig. 6.18 shows the results obtained, where biased LIM criterion together with the notion of
window overlapping has been used for selection of windows. Once the size of the window have
been fixed, Otsu’s, PGA and MMSE based segmentation methods have been used to segment
over the windows. The given image is partitioned into sub-images and the windows are merged
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based on the notion of overlapping of section 6.4. The windows that overlapped to form a larger
window are given in Table 6.3. For example, 1st, 2nd, 5th, and 6th windows have been merged
to form a new window and the threshold obtained by Otsu is 36, PGA is 37, and MMSE is 40.
These four threshold values have been used to segment the images. In case of other one 3rd,
4th, 7th, and 8th are merged together to form a new window, whose threshold is determined
by Otsu, PGA, and MMSE are 37,71, and 62 respectively. The threshold obtained by MMSE
is quite different from Otsu and PGA approach. The selection of window by the concept of
overlapping yields better results as observed from Fig. 6.18. Observing Row 2 of Fig. 6.18, it is
found that some portion of hexagon has been misclassified and the background portion in case
of crow image has been misclassified. The rice grain image has been classified properly where
as some misclassified pixels are present in case of the rabbit image. The result improved while
using the PGA approach and it can be observed that the hexagon could almost be segmented
properly. Even the non-uniform lighted portion has been classified properly. Comparing the
results of row 2 of Fig.6.18 with 6.17, there are visible improvements in the results obtained by
window overlapping notion. The PME accordingly reduced as compared to that of using the
pyramid approach. As observed for the pyramid approach case, use of MMSE based scheme did
not improve the result rather deteriorated the overall segmentation. This effect can be observed
from row 4 of Fig 6.18. The results obtained by the proposed approaches have been found to be
better than that of Huang et al.’s method.
Weighted local and global statistics
In this case, the image has been partitioned and the windows have been merged using the pyra-
mid approach of Huang et al.. The windows are fixed based on the criterion given by (6.8), and
the windows merged and unmerged are given in Table 6.4. The thresholds obtained by these
methods have also been tabulated in Table 6.4. Observing the results presented in row 2 of 6.19,
Otsu’s method produced results with misclassification inside the hexagon and also some mis-
classification in the background of crow image. The corresponding PMEs have been tabulated
in Table 6.7. The results improved while using PGA based segmentation scheme. The hexagon,
except very few pixels, could be segmented properly and there are some misclassified pixels
in case of crow image. The result of rabbit image improved as compared to Otsu’s based ap-
proach. Rice grain image also could be segmented properly. This effect has also been reflected
in the values of PME tabulated in Table 6.7, which are 1.88, 4.9, 1.18, and 1.57. The segmented
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results further determined with the use of MMSE approach. As seen from row 4 of 6.19, some
portion of hexagon and the background portions have been misclassified. There are more mis-
classification in case of crow image. However, rabbit and rice grain images could be segmented
properly. Thus in this case also, the PGA based approach proved superior segmentation results
to Otsu’s and MMSE based methods.
Entropy based criterion
In this scheme, the image is partitioned into sub-images (Windows) and the windows are merged
based on the entropy based criterion given by (6.9). The windows considered have been given
in Table 6.5. The initial window size is (200x80), thus there are 10 sub-images (windows). It
is observed from Table 6.5 that except 1st and 6th window other windows satisfie the criterion.
The 1st and 6th windows are merged with 2nd,3rd, 4th, 7th, 8th and 9th windows to form a new
window, which satisfied the criteria given in (6.9). Thresholds obtained for different methods
also have been tabulated in Table 6.5. The results obtained by different methods have been
presented in Fig. 6.20. As seen from row 2 of Fig. 6.20, the hexagon image has been segmented
properly with PME 1.5619. This is due to few misclassified pixels at the left most corner of
the hexagon. This criteria with Otsu’s method of segmentation produced appreciable result
for the rice grain image. Except few misclassified pixels, the background and rabbit could be
segmented properly. But in case of crow image, a portion of the background has been classified
as foreground and hence, PME is 11.60. These results improved substantially when PGA based
segmentation scheme has been applied for segmenting different windows. As observed from
row 3 of Fig. 6.20, the hexagon image has been segmented properly with a minimum PME
of 1.533. The improvement of PGA based method over allothers is evident in case of crow
image, where background has been classified properly. The corresponding PME is as low as
1.48. Similarly the rabbit and rice grains have been classified properly. The PMEs for rabbit
and rice grain are 1.328 and 1.915 respectively, which is found to be minimum in case of all the
window merging approaches. As we moved to MMSE method, the result is satisfactory but not
as good as PGA based method. It may be observed from row 4 of Fig. 6.20 that there are few
misclassified pixels are observed in all images and this has been reflected in PME. As observed
from Fig 6.20, PGA based method produced best result among Huang et al.’s, Otsu’s, MMSE
based methods. Thus, entropy based criterion with PGA based thresholding proved to be the
best among all.
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6.9.2 Window growing
It has been found in window merging that the accuracy of segmentation greatly depends upon
the proper choice of initial window size. The initial window sizes in case of the previous
approaches have been selected on trial and error basis. Thus, the window growing approach is
adopted. In this case, a small window of (50x10) is selected and incremented by (5x1) till the
window satisfies the entropy based criterion given in (6.10). The different windows that satisfied
the criterion are tabulated in Table 6.6 and the thresholds corresponding to each window are
given in Table 6.6. The overall segmentation is the union of segmentation over all the windows.
Results obtained by Otsu’s method is shown in row 2 of Fig. 6.21, where it may be observed
that the hexagon image could be segmented properly but there are misclassified background
pixels in crow image. There are few misclassified pixels in rabbit and rice grain image. The
result improved when we moved to PGA based approach. The results obtained by PGA based
approach are presented in row 3 of Fig. 6.21, where it may be observed that the hexagon
image has been segmented properly and a few background pixels have been misclassified in
case of crow image. As observed, very few misclassified pixels are there in case of rabbit
and rice grain image. The result deteriorated when MMSE based method has been applied for
segmentation. This is evident from the results presented in row 4 of Fig. 6.21, where there
are many misclassified pixels in case of rabbit image. The PME is minimum in case of PGA
based approach. The PME for hexagon, crow, rabbit and rice grain are 1.58, 2.98, 1.03, and
0.75 respectively. There are substantial improvement visibly and quantitatively over Huang’s
approach. Thus, in window growing approach also, the PGA based scheme performed best
among all other method.
In both window merging and window growing approaches, the PGA based scheme proved
to be the most effective scheme.
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Table 6.1: Threshold values for Huang’s Approach (Hexagon Image:400x400, initial window
size 100x100)
Starting End Huang’s
Window point point Approach
SL No T
1 (2nd W) (1,101) (100,200) 46
2 (3rd W) (1,201) (100,300) 67
3 (4th W) (1,301) (100,400) 84
4 (8th W) (101,301) (200,400) 89
5 (12th W) (201,301) (300,400) 90
6 (14th W) (301,101) (400,200) 47
7 (15th W) (301,201) (400,300) 66
8 (16th W) (301,301) (400,400) 82
9 (3+4+7+8th W) (1,201) (200,400) 77
10 (11+12+15+16th W) (201,201) (400,400) 78
12 (all windows) (1,1) (400,400) 60
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(a) (b)
(c) (d)
Figure 6.6: Pyramid structure Window Merging Concept: (a) Image is partitioned into 16 sub-
images (windows); (b) corresponding histograms of the sub-images; (c) 4 sub-images after
window merging; (d) corresponding histograms of the sub-images.
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(a) (b)
Figure 6.7: Pyramid structure Window Merging Concept with Huang’s criterion:(a) Histograms
of the subimages with the selected windows are tick marked for segmentation, (b) histograms
of the subimages after merging and the selected windows are tick marked for segmentation.
(a) (b)
Figure 6.8: Pyramid structure Window Merging Concept with biased LIM: (a) Histograms of
the sub-images with the selected windows are tick marked for segmentation; (b) histograms of
the sub-images after merging and the selected windows are tick marked for segmentation.
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(a) (b)
(c) (d)
Figure 6.9: Window overlapping concept with LIM criterion: (a) Image is divided into 8 sub-
images (Windows); (b) corresponding histograms with tick marked windows are satisfied the
criterion for segmentation; (c) Window 1 is overlapped with window 2, 5, & 6 and window 3 is
overlapped with window 4, 7 & 8; (d) corresponding histograms with tick marked windows are
satisfied the criterion
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(a) (b)
(c)
Figure 6.10: Window Growing Concept
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Table 6.2: Pyramid structure window merging (Biased Lorentz): Selected windows and thresh-
old values determined by different methods (for hexagon image of size 400x400, initial window
size=100x100)
Starting End Ostu PGA MMSE
Window point point (Method1) (Method2) (Method3)
SL No T T T
1 (2nd W) (1,101) (100,200) 46 46 52
2 (3rd W) (1,201) (100,300) 67 64 73
3 (4th W) (1,301) (100,400) 84 84 111
4 (6th W) (101,101) (200,200) 39 30 42
5 (8th W) (101,301) (200,400) 89 81 66
6 (12th W) (201,301) (300,400) 90 92 62
7 (14th W) (301,101) (400,200) 47 45 37
8 (15th W) (301,201) (400,300) 66 66 49
9 (16th W) (301,301) (400,400) 82 82 102
10 (1+2+5+6th W) (1,1) (200,200) 36 39 43
12 (3+4+7+8th W) (1,201) (200,400) 77 72 65
13 (9+10+13+14th W) (201,1) (400,200) 35 37 44
14 (11+12+15+10th W) (201,201) (400,400) 78 71 60
Table 6.3: Window overlapping (Biased Lorentz): Selected windows and threshold values deter-
mined by different methods (for hexagon image of size 400x400, initial window size=200x100)
Starting End Ostu PGA MMSE
Window point point (Method1) (Method2) (Method3)
SL No T T T
1 (4th W) (1,301) (200,400) 87 88 67
2 (8th W) (201,301) (400,400) 88 92 65
3 (1+2+5+6th W) (1,1) (200,400) 36 37 40
4 (3+4+7+8th W) (201,201) (400,400) 37 71 62
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Table 6.4: Window Merging (Local & Global biased approach): Selected windows and thresh-
old values determined by different methods (for hexagon image of size 400x400, initial window
size=200x100)
Starting End Ostu PGA MMSE
Window point point (Method1) (Method2) (Method3)
SL No T T T
1 (3rd W) (1,201) (200,300) 67 62 71
2 (4th W) (1,301) (200,400 ) 87 81 67
3 (7th W) (201,201) (400,300) 67 66 72
4 (8th W) (201,301) (400,400) 88 92 65
5 (1st+2nd+5th+6th W) (1,1) (400,200) 36 37 40
Table 6.5: Window Merging (Entropy based): Selected windows and threshold values deter-
mined by different methods (for hexagon image of size 400x400, initial window size=200x80)
Starting End Ostu PGA MMSE
Window point point (Method1) (Method2) (Method3)
SL No T T T
1 (2nd W) (1,81) (200,160) 35 36 39
2 (3rd W) (1,161) (200,240 ) 54 49 57
3 (4th W) (1,241) (200,320) 74 73 55
4 (5th W) (1,321) (200,400) 90 94 111
5 (7th W) (201,81) (400,160) 34 32 38
6 (8th W) (201,161) (400,240) 54 51 58
7 (9th W) (201,241) (400,320) 73 74 54
8 (10th W) (201,321) (400,400) 91 101 100
9 (1+2+3+4+6+7+8+9 W) (1,1) (400,320) 54 60 45
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Table 6.6: Window growing approach: Selected windows and threshold values determined
by different methods (for hexagon image of size 400x400, initial window size=50x10, row
increment=5, col increment=1)
Starting End Ostu PGA MMSE
Window point point (Method1) (Method2) (Method3)
SL No T T T
1 (1,1) (400,175) 32 34 41
2 (1,175) (295,234 ) 55 51 63
3 (1,234) (335,301) 71 68 77
4 (1,301) (150,331) 82 80 60
5 (1,331) (155,362) 88 94 64
6 (1,362) (250,400) 96 86 89
7 (150,301) (360,343) 83 93 93
8 (155,343) (300,372) 92 94 65
9 (170,356) (400,400) 95 83 117
10 (295,175) (400,240) 57 60 64
11 (235,330) (400,400) 91 105 73
12 (310,235) (400,400) 73 78 88
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Table 6.7: Threshold values and misclassification error (ME) for diffrent window size using the
FB approach.
Different Approach Percentage (%) of Missclasification error of different images
Hexagone Image Crow Image Rabbit Image Rice Image
Otsu’s Approach 10.8850 15.4229 2.9260 18.5837
(Global Thresholding)
Huang’s Approach 8.1781 5.8403 14.7740 8.3664
Approach 1 Method1 2.4238 5.5278 1.5913 1.3840
(Biased Lorentz Method2 1.7706 3.9639 1.1940 1.7441
Pyramid approach) Method3 3.6331 10.4976 1.1830 3.1250
Approach 2 Method1 2.6519 11.3550 1.8793 1.6479
(Biased Lorentz Method2 1.84 1.8394 1.48 2.4
Overlapping approach) Method3 2.9838 4.7505 2.9293 2.6382
Approach 3 Method1 2.5769 12.5830 1.4320 1.5808
(Weighted Local & Method2 1.8863 4.9326 1.1847 1.5701
Global approach) Method3 4.9069 13.4087 1.5727 6.7154
Approach 4 Method1 1.5619 11.6099 1.5033 1.3443
(Entropy based Method2 1.5337 1.4819 1.3280 1.9150
approach) Method3 2.3444 2.1016 1.9033 2.6430
Approach 5 Method1 1.5776 10.6323 2.4767 1.4252
(Window Growing Method2 1.5844 2.9880 1.0360 0.75
approach) Method3 2.5062 3.9395 2.4333 5.2017
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(a) (b) (c) (d)
Figure 6.11: Nonuniform lighting images (a) Hexagon (400x400); (b) Crow (400x512); (c)
Rabbit (300x500); (d) Rice (256x256)
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(a) (b) (c) (d)
Figure 6.12: Corresponding histogram of the (a) Hexagon; (b) Crow; (c) Rabbit; (d) Rice
Figure 6.13: Segmented images using Ostu’s Global Thresholding approach
Figure 6.14: Corresponding ground truth images manually constructed
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(a) (b) (c) (d)
Figure 6.15: Nonuniform lighting images (a) Hexagon; (b) Crow; (c) Rabbit; and (d) Rice
(a) (b) (c) (d)
Figure 6.16: Segmented images using Huang’s Approach with Pyramid window merging. Ini-
tial window size: (a) 100x100; (b) 50x64; (c) 75x125; and (d) 32x32
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Row 1: Segmented images using Huang’s Adaptive thresholding Approach.
Row 2: Segmented images using proposed Biased Lorentz Information and method 1 (Otsu).
Row 3: Segmented images using proposed Biased Lorentz Information and method 2 (PGA).
Row 4: Segmented images using proposed Biased Lorentz Information and method 3 (MMSE).
Figure 6.17: Adaptive window merging with Biased Lorentz Pyramid structre and segmentaion
of windows using Otsu’s and proposed method1, method2, and method 3
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Row 1: Segmented images using Huang’s Adaptive thresholding Approach.
Row 2: Segmented images using proposed Biased Lorentz Information and method 1 (Otsu).
Row 3: Segmented images using proposed Biased Lorentz Information and method 2 (PGA).
Row 4: Segmented images using proposed Biased Lorentz Information and method 3 (MMSE).
Figure 6.18: Adaptive thresholded images using Biased Lorentz Window Overlapping approach
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Row 1: Segmented images using Huang’s Adaptive thresholding Approach.
Row 2: Segmented images using proposed local global Information and method 1 (Otsu).
Row 3: Segmented images using proposed local global Information and method 2 (PGA).
Row 4: Segmented images using proposed local global Information and method 3 (MMSE).
Figure 6.19: Adaptive window merging in pyramid structure using the local global information
and segmentaion of windows using Otsu’s and proposed method1, method2, and method 3
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Row 1: Segmented images using Huang’s Adaptive thresholding Approach.
Row 2: Segmented images using proposed entropy based criterion and method 1 (Otsu).
Row 3: Segmented images using proposed entropy based criterion and method 2 (PGA).
Row 4: Segmented images using proposed entropy based criterion and method 3 (MMSE).
Figure 6.20: Adaptive window growing method (Window overlapping) with entropy based cri-
terion and segmentaion of windows using Otsu’s and proposed method1, method2, and method
3
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Row 1: Segmented images using Huang’s Adaptive thresholding Approach.
Row 2: Segmented images using proposed window growing criterion and method 1 (Otsu).
Row 3: Segmented images using proposed window growing criterion and method 2 (PGA).
Row 4: Segmented images using proposed window growing criterion and method 3 (MMSE).
Figure 6.21: Adaptive window growing with entropy based criterion and segmentaion of win-
dows using Otsu’s and proposed method1, method2, and method 3
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6.10 Conclusions
In this chapter, segmentation of images acquired under uneven lighting condition has been car-
ried out. It has been observed that global thresholding approach failed to segment these images
and hence, adaptive thresholding methods are necessary. The adaptive thresholding approaches
are based on window merging and window growing notions. Three new criteria have been pro-
posed for window merging. It has been observed that with window merging, segmentation of
the proper portion of the image could be selected. The window overlapping approach is based
on the notion of adding neighbourhood information in the image and hence, the adjacency is
maintained for accurate segmentation. The methods, when compared with Huang’s approach
showed improved performance. However, it has been observed that the segmentation accuracy
greatly depends upon the proper choice of size of the initial windows. This has been achieved
by trial and error approach. In order to overcome this problem, a window growing approach has
been proposed based on the notion of entropy and feature entropy. The accuracy of segmenta-
tion in window growing approach is found to be better than that of window merging approaches
and Huang’s method.
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Chapter 7
Conclusions and Future Work
The problem of image segmentation has been addressed using thresholding based techniques.
Often, in practice, it is necessary to separate object from the background and hence, viewed
as a classification problem. If there are multiple objects in a scene, the problem boils down to
a multiclass problem. Specifically, for fault detection, it has been necessary to separate faulty
region from the healthy region and hence a classification problem.
Since, this thesis aimed at developing schemes suitable from real-time standpoint, the
focus has been on devising novel strategies and algorithms exploiting the notion of thresholding.
In this thesis, GA and PGA based schemes have been proposed to obtain optimal threshold. By
and large, most of the thresholding techniques are based on the histogram of the original image.
A new notion of GA and PGA based clustering has been proposed to devise thresholding
based schemes. The histogram of images are by and large, multimodal and nonlinear in nature.
Therefore, the problem is viewed as handling nonlinear multimodal function. Each mode in
a multimodal histogram corresponds to a class and there would be as many mode as there are
classes. Each mode can be viewed to represent a class and hence, detection of class distributions
of a histogram has been viewed as detecting the peaks of the histogram. If the histogram can
be viewed as a nonlinear multimodal function, then determination of the classes reduce to the
problem of detection of all the peaks. In nonlinear multimodal function frameworks, that is in
an optimization framework, these peaks correspond to all possible solutions that is global and
local optima of the nonlinear functions. Therefore, initially attempts have been made to develop
schemes that would detect all the niches or peaks of a multimodal function. In such cases, basic
GA (BGA) that has been widely used as function optimization problem would have reproduced
one optimal solution. Therefore, it could be conceived that BGA will fail to detect all the peaks
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and hence, the focus changed to devise schemes that would detect all peaks.
It has been known that GA based crowding maintains stable sub-populations at different
niches of multimodal function. GA based crowding algorithm when tested on multimodal func-
tion could maintain stable sub-population at the respective niches and hence, all solutions or
classes could be determined. The major bottleneck of this scheme was found to be compu-
tational burden. In order to make this scheme a viable one, the focus shifted to devise PGA
based scheme. PGA based clustering algorithm has been proposed and the iterations taken was
much less (some times 40 times less) than that of GA based schemes. Furthermore, PGA based
schemes could detect all the peaks and hence, classes accurately. The effect of the network
topology, migration policy, rate of migration, and type of migration on the rate convergence has
been studied and it was observed that the migration policy and rate of migration, greatly influ-
ence the convergence rate. In order to accelerate the convergence of the PGA based schemes, a
new interconnection model has been proposed based on a new notion of intra-deme migration
besides the existing inter-deme migration.
This scheme accelerated the convergence to some extent even though not radically. It
was also found out that the computational burden increases with increase in the neighbourhood
structure of the net-topology and improvement on the result was not substantial. Hence, the
first order net-topology with intra-deme migration was considered. The proposed PGA with
this interconnection model converged faster than the without self-loop model. The convergence
analysis of the proposed algorithm has been carried out and the algorithm has been shown to
converge with a bound. The proposed PGA based algorithm could successfully be tested for
two, four, and eight class nonlinear multimodal functions. In all these cases, the number of
demes chosen is four. Even with decaying sinusoids, the algorithm could detect all the peaks
and hence, all the classes. The only bottleneck of this scheme is that the parameters of PGA has
been chosen on trial and error basis. The PGA based scheme has been found to converge within
few tens of iterations.
The same notion has been used to develop thresholding based schemes of chapter 4. In
this case, the shape information of the histogram has been used to device the thresholding
based schemes. Besides, the threshold has also been obtained in a feature plane as opposed
to original histogram. The feature pixels have been generated and the feature histogram has
been constructed. Threshold is obtained from the feature histogram as opposed to the original
histogram. The histogram distribution consists of modes corresponding to a class and the over-
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lapping of the class distribution occurs either due to noise or typical nature of the image. It has
been observed that the degree of overlapping reduces substantially in case of feature histogram
thus paving the way for determination of correct threshold. PGA based clustering schemes have
been used to determine the peaks followed by PGA based scheme to determine the valley. It
has been found that the Feature based (FB) scheme produced satisfactory results as compared
to Otsu’s and Kwon’s and FL approach.
In order to deal specifically with faults in a scene such as earth surface cracks, MMSE
based schemes have been developed. The cracks could be of big or small size and the corre-
sponding histogram looses bi-modality or tends to become unimodal. In such situations the FL,
FB, Otsu, and Kwon’s method produced poor results where as the MMSE based scheme pro-
duced satisfactory results. MMSE based schemes have been found to produce vary satisfactory
results in case of image for colour blindness and earth surface cracks. The only bottleneck of
the MMSE scheme is that the accuracy depends upon the assumption of the peak as the mean
of the class. It is considerable that for large uneven distributions, the detected means may not
correspond to the actual mean and hence, the detected threshold may yield more classification
error.
It has been observed that the proposed scheme, Otsu and Kwon method produced poor
results for images acquired under uneven lighting conditions. Therefore, adaptive thresholding
methods have been proposed to obtain local thresholds. In window merging approach, the
window selection criterion depends on the three proposed criterion. Based on this criterion,
either the image is merged or unmerged. It has been found out that the results obtained by the
proposed methods are superior to that of Huang’s approach but the shortcoming of Huang’s
approach, that is the accuracy of segmentation depends upon the proper choice of window size,
still persists with our proposed window merging schemes. This has been overcome by the
proposed window growing approach. The proposed scheme could produce satisfactory results
for different images acquired under different uneven lighting condition.
7.1 Future work
PGA based scheme has been proposed to deal with discrete histograms. The peaks and valleys
have been detected by PGA based search algorithm. The results obtained are based on the serial
implementation of the parallel algorithm. Hence, parallel implementation of the algorithm is
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worth pursuing.
The feature based schemes have been developed to minimize the overlapping class dis-
tribution error. This can be extended to handle noisy images and images with overlapping
distributions. MMSE based schemes have been developed to detect faults in a given image.
Although MMSE based algorithm produced promising results, the schemes can be modified to
parametrize the class distribution as opposed to assuming the peak at the mean of the classes.
Robust MMSE based schemes shall be modified for multiclass problems. The scheme also can
be modified to detect other type of faults.
Adaptive thresholding methods have been proposed based on adaptively selecting win-
dows based criteria. Two dimensional entropy based criteria can be defined to handle window
selection. Adaptive thresholding strategies may be devised on the feature plane. The adap-
tive window merging schemes have been implemented serially and its parallel implementation
is worth pursuing. Multi-resolution based adaptive thresholding scheme may be designed to
handle images under uneven lighting condition and noisy conditions.
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