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Resumen
Este proyecto presenta una propuesta didáctica para la enseñanza de métodos de res-
olución de sistema de ecuaciones lineales, apoyado en el uso de software matemático
tal como Winplot y Excel 2013. Winplot permite vericar las propiedades de los
sistemas de ecuaciones lineales, facilita la comprensión del concepto de sistemas
equivalentes y permite determinar de forma aproximada la solución de un sistema
de ecuaciones lineales, todo esto desde el punto de vista gráco. Excel por su parte
puede también apoyar los mismos procesos que Winplot, pero para ello hace fal-
ta implementar algoritmos que realicen este tipo de trabajo, dicha implementación
permite al estudiante reforzar los procesos algebraicos que se necesitan para la res-
olución de sistemas de ecuaciones lineales.
Palabras Clave: sistema de ecuaciones lineales, algoritmos, Winplot, Excel, método
de solución, hoja de cálculo, historia, inversa generalizada, métodos grácos, métodos
directos, método matricial, método algebraico, métodos numéricos..
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Abstract
This Project shows a didactic proposal for the teaching of solving systems meth-
ods of linear equations, supported in the usage of mathematical software such as
Winplot and Excel 2013. Winplot allows to verify the properties of the systems of
linear equations, facilitating the comprehension of the concept of equivalent systems
and allows to determine in an approximate way the solution of a system of linear
equations, all this from the graphical standpoint. Excel for its part can also support
the same processes that Winplot, but for it it is necessary to implement algorithms
that perform this work, This implementation allows the student to strengthen the
algebraic processes that are needed for solving systems of linear equations.
Keywords: System of linear equations, algorithms, Winplot, Excel, method of so-
lution, spreadsheet, history, generalized inverse, graphical methods, direct methods,
matrix method, algebraic method, numerical methods.
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Introducción
Son muchas las dicultades que se presentan a la hora de desarrollar un curso de
álgebra lineal, especícamente cuando se está trabajando en la resolución de sis-
temas de ecuaciones lineales, aparece la necesidad de hacer representaciones de una
ecuación de diferentes maneras, es decir, en forma gráca, como una ecuación equi-
valente o como una tabla de valores, todo esto se le diculta bastante al estudiante.
El nivel de abstracción que se debe manejar es muy alto, por lo tanto el fracaso esco-
lar es muy común en el desarrollo de esta asignatura. En general, el Álgebra lineal
siempre se presenta con un nivel de abstracción muy alto, y se muestra como una
serie de fórmulaspara trabajar cierto tipo de problemas. La cantidad de cálculos
repetitivos que se deben realizar es considerable, es una actividad muy engorrosa
para el estudiante, lo cual hace que se pierda la nalidad del curso, ya que se emplea
mucho tiempo en realizar cálculos y no se pueden abrir espacios para el análisis y
comprensión del concepto que se desea desarrollar y muchas veces se genera apatía
y pereza hacia la asignatura.
Por las razones expuestas anteriormente, es muy importante implementar dentro de
los cursos de Álgebra lineal, el uso de aplicaciones que faciliten los cálculos repeti-
tivos, aplicaciones que dinamicen la clase y permitan más tiempo para que los estu-
diantes analicen y comprendan realmente los conceptos, realicen diferentes tipos de
representación del mismo concepto y se generen espacios para realizar un análisis
más efectivo de todos estos conceptos.
Es de aclarar, que las aplicaciones de tipo tecnológico que se utilicen, no deben gener-
ar dependencia en el estudiante, al contrario debe ser una herramienta que le permita
aanzar sus conocimientos y desarrollar destrezas para que llegado el momento el
estudiante sea capaz de realizar sus procedimientos sin apoyarse en el software, en
este trabajo se ha escogido Excel, ya que permite imitar exactamente los algoritmos
que el estudiante hace en su cuaderno, por lo tanto las aplicaciones desarrolladas en
Excel por parte del estudiante, no solamente le ayudarán a realizar los cálculos ráp-
idamente, sino que permitirán al estudiante desarrollar e implementar algoritmos
con los cuales reforzará los conceptos ya adquiridos y permitirán analizar dichos
conceptos desde otro punto de vista se hace en consecuencia necesario que tenga su-
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cientemente claro el procedimiento de cálculo para poder desarrollar un algoritmo,
que realice todo el proceso y genere la solución o soluciones posibles, preferiblemente
utilizando diversas representaciones del concepto que se esté trabajando.
En este escrito se proponen herramientas didácticas, que se pueden implementar
principalmente en Excel, para apoyar la enseñanza de la resolución de sistemas de
ecuaciones. Se pretende que el mismo estudiante sea el encargado de implementar
algunos algoritmos que imiten los procesos que él mismo realiza en su cuaderno,
conocidos como algoritmos con papel y lápiz; se presenta así, una manera alternati-
va para apoyar el trabajo cotidiano en la resolución de sistemas, dándole una visión
tecnológica que servirá de motivación para el estudiante. Se trabajará con las her-
ramientas básicas de Excel, es decir, no hace falta conocimientos muy profundos en
Excel, simplemente su manejo básico.
El presente trabajo se divide en tres capítulos a saber:
En el primer capítulo se hace una reseña histórica del concepto de algoritmo y la
manera como ha sido utilizado en la resolución de sistemas de ecuaciones lineales,
para ésto, se divide este capítulo en dos partes, en la primera se hace un recorrido
histórico y se describe la evolución que ha tenido el concepto de algoritmo; en la se-
gunda parte se presentan algunos algoritmos que se han utilizado en la resolución de
sistemas de ecuaciones lineales a través de la historia, en esta parte se desarrollarán
ejemplos de algunos de estos algoritmos para conocer cómo funcionan.
El segundo capítulo se enfoca en los métodos matriciales para la resolución de sis-
temas de ecuaciones lineales, se hará un recorrido por las matrices, sus operaciones
básicas y sus propiedades, hasta llegar al concepto de inversa de una matriz, aquí
se pondrá especial interés en el concepto de matriz inversa generalizada y su impor-
tancia en la resolución de sistemas de ecuaciones lineales.
En el tercer y último capítulo, se presenta una propuesta didáctica basada en el uso
de Excel y Winplot como facilitadores en el proceso de enseñanza-aprendizaje de
los métodos usados en la resolución de ecuaciones y el planteamiento y solución de
problemas de aplicación de este tipo de sistema.
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Capítulo 1
Historia y Epistemología de los
Algoritmos y los Sistemas de
Ecuaciones Lineales
Cálculo exacto para entrar en conocimiento de todas las cosas existentes y de todos
los oscuros secretos y misterios. (Papiro de Rhind [30])
En este capítulo se hace una reseña histórica de los algoritmos, con el ánimo de
mostrar la estrecha relación que existe entre éstos y la resolución de sistemas de
ecuaciones lineales, es importante tener una idea del concepto de algoritmo para
distinguir aquellos procesos de este tipo que se han empleado a través de la histo-
ria, para solucionar problemas en los cuales ha sido necesario el planteamiento de
sistemas de ecuaciones lineales, por esta razón, en un comienzo se trabajará con el
concepto de algoritmo y su historia, para luego presentar algunos de los algoritmos
asociados a la resolución de sistemas de ecuaciones.
1.1. Historia de los Algoritmos
El origen de los algoritmos está íntimamente ligado con el origen del hombre, se
puede armar que los algoritmos han existido desde el principio de los tiempos, mu-
cho antes de que una palabra se escogiera para designarlos. Un algoritmo se puede
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concebir como un conjunto de instrucciones paso a paso, que se deben realizar de
manera mecánica, con el n de lograr algún resultado deseado. En la antigüedad,
cuando se descubría un método rutinario para solucionar un problema, muchas veces
tal recetaera transmitida para que otros la utilizaran. Los algoritmos no se limitan
a las matemáticas, los babilonios los utilizaron para decidir cuestiones de Derecho,
profesores de latín los utilizaron para obtener las reglas de la gramática, y han sido
utilizados en todas las culturas para predecir el futuro, para decidir el tratamiento
médico, o para la preparación de alimentos. Todo el mundo hoy en día utiliza algorit-
mos de un tipo u otro, a menudo inconscientemente, al seguir una receta, al realizar
alguna tarea repetitiva, o para poder manipular aparatos de uso doméstico. Por
lo tanto, se habla de recetas, normas, técnicas, procesos, procedimientos, métodos,
etc. , utilizando la misma palabra para referir diferentes situaciones. Los chinos,
por ejemplo, usan la palabra shu (que signica regla, proceso o estratagema) tanto
para las matemáticas como en las artes marciales. También ha llegado a nuestro
idioma, a través de los japoneses, en el término ju- jitsu, (El juviene del shu chi-
no), que signica reglas de procedimiento para la exibilidado algoritmos para
la exibilidad[8].
Gómez, en su libro Numeración y Cálculo, escribe: Pocas veces se puede encontrar
en matemáticas un término tan mal denido y sin embargo con tantas deniciones.
Parece como si cada vez que se quiere explicar lo que es, cada cual hiciera de su
capa un sayo y optara por cualquier argucia que le permitiera salir del paso. A
continuación se presentan algunas deniciones de algoritmo citadas por Gómez [14]:
El circunloquio:
Con frecuencia las operaciones aritméticas elementales implican números
de más de una cifra. Como no es posible memorizar todos los resultados,
se hace necesaria alguna forma de organizar las expresiones numéricas
que con intervención de alguna técnica permita procesarlos. Organización
y técnica, conguran un mecanismo que hemos dado en llamar algoritmo.
El misterio:
10
«La palabra algoritmo signica tanto procedimiento escrito de cálcu-
lo basado en una determinada escritura de signos, dentro de un sistema
armónico que ejecuta automáticamente una parte del trabajo mental nos
hace accesibles regiones que nuestra imaginación no podría jamás fácil-
mente alcanzar, o por lo menos, en que podría extraviarse.»
(COLERUS, E., 1959, pág. 7)
Lo cotidiano:
«Es un error creer que un algoritmo necesariamente describe una op-
eración aritmética. Hoy en día, con el extendido desarrollo y uso de los
ordenadores, la importancia de los algoritmos va más allá del dominio de
las propias matemáticas. Instrucciones para cómo manejar una lavado-
ra, o como prepara un pastel pueden servir, también, como ejemplos de
algoritmos.»
(PEARLA NESHER, 1986, pág. 2)
La ironía:
«Algoritmo: un procedimiento para realizar un problema, por lo común
a base de repetir pasos enormemente aburridos a menos que un ordenador
los realice por usted. Aplicamos algoritmos al multiplicar dos números
grandes, al hacer las cuentas de la casa, al lavar los platos o cortar el
césped.»
(MARTIN GADNER, 1984, pág. 10)
Para rastrear el origen de la palabra algoritmo, se debe llegar hasta Ma-
hommed ibn Musa al-Khwarizmi quien fue un matemático árabe, nacido
en Kharizm (actualmente Jiva, Uzbekistán) en el año 780, por ese en-
tonces reinaba el califa Harun al-Rashid, quinto califa de la dinastía
Abbasid. La capital estaba en Bagdag. Harun, tuvo dos hijos y a su
muerte, hubo una guerra de sucesión entre los dos hermanos, Al-Amin
y Al-Mamun. Ganó la guerra Al-Mamun y Al-Amin fue ejecutado en
813. Al-Mamun continuó patrocinando las artes y la cultura como lo
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había iniciado su padre. Fundó la Casa de la Sabiduría, donde enseña-
ban lósofos y cientícos griegos, también construyó una biblioteca y un
observatorio astronómico. Al-Khwarizmi fue bibliotecario en la corte del
califa Al-Mamun y astrónomo en el observatorio de Bagdad, sus trabajos
de álgebra, aritmética y tablas astronómicas adelantaron enormemente
el pensamiento matemático [1].
En la página de Internet sobre Astronomía, bajo el título Al-Khwarizmi,
el álgebra y los algoritmosaparece el siguiente texto que se reere al
nacimiento de las palabras álgebra y Algoritmo [1]:
La obra al-jebr wal-muqabalah fue traducida al latín, por primera
vez, en la Escuela de Traductores de Toledo y tuvo mucha inuencia
en las matemáticas de la época. La traducción del título de la obra era
complicado, por lo que los traductores optaron por latinizar el título, con-
virtiéndolo en aljeber que acabó derivando en el actual álgebra. La palabra
jebr se reere a la operación de pasar al otro lado del igual un término
de una ecuación y la palabra muqabalah se reere a la simplicación de
términos iguales.
Otro libro de al-Kharizmi, fue De numero indiorum (Sobre los números
hindúes), en el cual se dan las reglas para hacer las operaciones aritméti-
cas. Estas reglas se denominaron como las reglas de Al-Khwarizmi y por
deformación de la palabra llegó al término actual algoritmo. Su trabajo
con los algoritmos introdujo el método de cálculo con la utilización de
la numeración arábiga y la notación decimal. Las matemáticas le deben
a Al-Khwarizmi la introducción del sistema de numeración actual y el
álgebra. Murió alrededor del año 835.
En el siglo XII se realizó la traducción de los textos árabes en los cuales explicaba el
uso de la numeración posicional decimal, adoptada de la práctica India. Durante esta
época hubo mucha controversia entre el uso de los nuevos métodos de numeración y
el tradicional uso del ábaco. Los nuevos métodos de numeración se extendieron por la
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Figura 1.1: El Espíritu de la Aritmética tomada de [8]
Europa medieval con diferentes nombres derivados del nombre de Al-Kwarismi, quien
los había dado a conocer, entre esos nombre se encuentran: algoritmos, algoritmus
o algorithmus, con el tiempo la palabra comenzó a usarse para describir procesos de
cálculo aritmético rutinario [8].
Durante el paso del tiempo, el signicado de la palabra algoritmo se hizo más amplio,
de modo que dAlembert, en un artículo en el Encylopedie escribió [8]:
El término árabe utilizado por varios autores, y en particular por los es-
pañoles en el sentido de la práctica del álgebra. También a veces se toma
el signicado de la aritmética por dígitos... La misma palabra se entiende,
en general, el método y notación de todo tipo de cálculo. En este senti-
do, decimos que el algoritmo del cálculo integral, el algoritmo del cálculo
exponencial, el algoritmo de senos, etc.
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Al nal, el término algoritmo ha llegado a signicar cualquier pro-
ceso de cálculo sistemático, proceso que podría llevarse a cabo de forma
automática. Hoy en día, principalmente debido a la inuencia de la in-
formática, la idea de nitud ha entrado en el sentido del algoritmo como
un elemento esencial, que la distingue de las nociones más vagas como
proceso, método o técnica.
Durante mucho tiempo el concepto de algoritmo permaneció desatendi-
do, pero recobró especial interés cuando se retomó y se le comienzaron
a agregar condiciones, una de estas condiciones fue la de nitud la cual
garantiza que el proceso algorítmico tenga un n. Esta condición fue
introducida en el año 1900 por Hilbert, en el segundo Congreso interna-
cional de matemáticas en París, en el cual planteó el siguiente problema:
dada una ecuación polinómica con coecientes racionales arbitrarios, se
busca un método por el cual se pueda determinar, en un número nito de
operaciones, si la ecuación es soluble en números racionales. La condi-
ción de nitud se puede entonces interpretar como la exigencia de nitud
en la cantidad de datos de entrada, en la cantidad de operaciones, en la
cantidad de pasos que posee el procedimiento y en el tiempo de ejecu-
ción. Además de esta condición, se exige que el procedimiento sea ecaz,
es decir, que al nal del proceso se logre un resultado. En el año 1930
estos conceptos fueron formalizados lo cual brindó las herramientas nece-
sarias para que Matijasevic en 1970 durante el congreso internacional de
matemáticas realizado en Niza, diera una respuesta negativa al problema
que había planteado Hilbert [8].
Es de aclarar que muchos procesos algorítmicos nunca llegan hasta el paso nal, por
ejemplo cuando al realizar la división entre dos números, el resultado es un número
decimal periódico innito, en este caso el procedimiento de la división nunca llega
a su n, pero puede llegarse al acuerdo, antes de comenzar, que el proceso termine
cuando se calculen, por ejemplo, tres cifras decimales, de esta manera una tarea
14
que es innita se transforma en una nita. De igual manera, en cualquier proceso
de aproximación se puede convenir que el algoritmo se detenga cuando el resultado
obtenido cumpla con una determinada condición. En estos casos el procedimiento
no termina con el valor exacto, sino con un valor aproximado, el límite más cercano
y la exactitud debe ser acordada antes de comenzar los cálculos, de esta manera se
garantiza que la secuencia llegue a su n.
Otra característica que tienen algunos algoritmos es la interacción, esta característica
es entendida como aquellos pasos que se repiten dentro del algoritmo, se puede decir
que son aquellas subrutinas que continuamente se aparecen dentro de un proceso,
por ejemplo, cuando se va a transformar un número del sistema decimal al sistema
binario, se debe dividir el número entre el número 2 de manera repetitiva,
Proceso rutinario de división entre 2
Primero se divide el número original y luego se van dividiendo cada uno de los
resultados que van a apareciendo dentro del proceso de división hasta que el residuo
sea uno o cero. La condición de iteración no es esencial en los algoritmos, por lo tanto
existen muchos proceso algorítmicos que no la poseen. Estos procesos de iteración
son los que generan los llamados ciclos de los lenguajes de programación [8].
Al colocar más condiciones y tratar de caracterizar totalmente el concepto de algo-
ritmo, se buscaba realmente el diseño máquinas de tipo mecánico que fueran capaces
de realizar procesos de cálculo, pero dado que en esa época el avance de la ciencia
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no permitía la construcción de este tipo de aparato, no se trabajó en el diseño de
algoritmos que resolvieran un problema de forma general, más bien se puso interés
en aquellos algoritmos que podían implementar usando la mecánica del momento,
Fue así que en 1670 Gottfried Leibnitz inventó la llamada Rueda de Leibnitzque
era capaz de sumar, restar, multiplicar y dividir. Sobre el tema de la mecanización
de la computación, Leibnitz dijo [24] :
Y ahora que podemos alabar nalmente a la máquina, podemos decir
que será deseable para todos los que participan en los cálculos... gerentes
de asuntos nancieros, comerciantes, topógrafos, geógrafos, los naveg-
adores, los astrónomos.... Pero limitándonos para usos cientícos, los
viejos cuadros geométricos y astronómicos pueden ser corregidos y nuevos
construidos.... Además, los astrónomos seguramente no tienen que seguir
ejerciendo la paciencia que se requiere para el cálculo.... Porque es in-
digno de hombres excelentes perder horas como esclavos en el trabajo de
cálculo.
El trabajo de Leibnitz en el campo de los algoritmos fue muy importante ya que
generó las bases para el nacimiento del razonamiento lógico y la computación, entre
sus aportes se tiene [24]:
Generalis Characterist que permitía traducir métodos y vencidos matemáticos
en algoritmos y fórmulas, empleando un lenguaje simbólico.
El sistema de números binarios.
Calculus Ratiocantor o cálculo de la razón, este concepto llevó al nacimiento
del álgebra de Boole y al diseño de la lógica.
Lingua Characterist la cual propone un lenguaje universal para el discurso
matemático.
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Durante mucho tiempo la ciencia de la computación y de los algoritmos quedó en
el olvido, hasta que en el año 1900, con el establecimiento del Programa de Hilbert,
renacieron estos tópicos dando como frutos los teoremas de incompletitud de Gödel
y los modelos computacionales presentados por Church, Turíng, Markov y Post [24].
A continuación se presenta una síntesis del Programa de Hilbert y el Teorema de
Incompletitud de Gödel [39]:
En matemáticas, el Programa de Hilbert, formulado por el matemáti-
co alemán David Hilbert en la década de 1920, fue una solución prop-
uesta ante la crisis fundacional de las matemáticas, en épocas en que
en los primeros intentos por claricar los fundamentos de la matemática
contenían paradojas e inconsistencias. Como solución, Hilbert propuso
basarse en todas las teorías existentes para formar un conjunto de ax-
iomas nito y completo, y proveer prueba de que esos axiomas eran con-
sistentes. El alemán propuso que la consistencia de sistemas más compli-
cados, como el análisis real, podría ser probada en términos de sistemas
más simples. Últimamente, la consistencia de toda la matemática puede
ser reducida a aritmética básica.
No obstante los teoremas de incompletitud de Gödel, formulados por el
matemático astrohúngaro Kurt Gödel, demostraron en 1931 que el pro-
grama de Hilbert era inalcanzable. En su primer teorema mostró que
cualquier sistema consistente con un conjunto computable de axiomas el
cual es capaz de expresar aritmética nunca puede ser completo: es posible
construir una armación que puede ser demostrada como verdadera, pero
no puede ser derivada de las reglas formales del sistema. En su segundo
teorema, Gödel mostró que un sistema como aquel no podría probar su
propia consistencia, de modo que tampoco puede ser usado para probar la
consistencia de nada más fuerte. Esto contradijo la suposición de Hilbert
de que un sistema nitista podía ser usado para probar la consistencia
de una teoría más fuerte.
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Durante la Segunda Guerra Mundial algunos países destinaron parte de su pre-
supuesto al desarrollo de máquinas de computación, esta iniciativa generó la creación
de máquinas como [24]:
Colossus en el Reino Unido.
ENIAC en Estados Unidos.
Después de la guerra aparecieron los llamados ordenadores digitales que cada vez
eran más rápidos y potentes, Estados Unidos desarrolló el EDVAC y el Reino Unido
por su parte el Pilot ACE and DEDUCE.13 [24].
La llamada máquina analítica de Babbage puede considerarse el an-
tecedente directo del ordenador actual. Ideada en 1835, tampoco llegó
nunca a realizarse, probablemente por la incapacidad de la tecnología,
meramente mecánica, de la época. La idea central combinaba la progra-
mación con tarjetas perforadas y la realización de las cuatro operaciones
aritméticas con decisiones basadas en los propios resultados intermedios
de la secuencia de cálculo almacenados internamente [22].
El trabajo de este tipo de máquinas fue de carácter meramente numérico,
pero ya estaban dadas las bases para la construcción de equipos capaces
de manejar y o-perar con objetos de naturaleza simbólica, al respecto
Lady Ada Augusta, Condesa de Lovelace escribió, mientras describía las
capacidades de la máquina analítica de Babbage, muchas personas que
no están familiarizadas con los estudios matemáticos, imaginan que de-
bido a que la nalidad de la máquina analítica de Babbage es dar sus
resultados en notación numérica, la naturaleza de su proceso debe en
consecuencia, ser aritmética en lugar de algebraico y analítico. Esto es
un error. La máquina puede organizar y combinar sus cantidades numéri-
cas exactamente como si fueran letras o cualquier otro símbolo general,
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y, de hecho, se pueden poner de maniesto sus resultados en notación
algebraica[24].
Dentro de todo este proceso tuvo especial interés la creación un lenguaje que per-
mitiera dar instrucciones y comunicarse con las nuevas máquinas, lo cual dio lugar
al nacimiento de los llamados lenguajes de programación. Según [22], [24] y [39], en
este campo fueron muy valiosos los aportes de:
Post introdujo las instrucciones de este tipo de lenguaje mediante la creación
de la Máquina de Post.
Chomsky propuso el concepto fundamental de la Teoría de lenguajes formales
y una notación estándar para representar matemáticamente un lenguaje.
Backus desarrollo un lenguaje de programación basado en la notación matemáti-
ca, se allí surgió el lenguaje de programación FORTRAN (Formula Transla-
tion).
Church desarrolló el -cálculo y demostró la existencia de problemas indecidi-
bles, creó la base para la creación de la computación simbólica.
Newell contribuyó al desarrollo del Lenguaje de Procesamiento de Información
(IPL) y la desarrollo de dos de los primeros programas de inteligencia articial.
Simon estudió los procesos de toma de desiciones y contribuyó al desarrollo de
la inteligencia articial.
McCarthy introdujo el LISP lenguaje especializado para la manipulación de
datos no numéricos, permite manejar listas de símbolos, representar y procesar
fácilmente símbolos algebraicos, axiomas lógicos, teoremas, fórmulas, frases o
proposiciones, todo esto lo hace uno de los lenguajes preferidos para la in-
teligencia articial y el cálculo matemático simbólico.
Nolan fue pionero en la industria de los videojuegos y fundó ATARY.
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Kahrimanian, junto con Nolan en 1953, se consideran los creadores de los
primeros sistemas computacionales simbólicos y el cálculo formal o álgebra
computacional.
Después de un milenio, parece que las áreas de los algoritmos y el álge-
bra pueden nalmente converger y convivir en una simbiosis fructífera.
Como arma Edwards: Creo que la mejor esperanza de supervivencia
de Kronecker proviene de una tendencia diferente en las matemáticas
de nuestro día...., a saber, la tendencia, impulsada por la llegada de las
computadoras, hacia el pensamiento algorítmico.... uno tiene que pregun-
tarse qué ejemplos se pueden probar en una computadora, una pregunta
que se obliga a considerar algoritmos concretos y tratar de que sean e-
cientes. Debido a esto y debido a los algoritmos tienen aplicaciones de
la vida real de considerable importancia, el desarrollo de algoritmos se
ha convertido en un tema respetable en su propio derecho[24].
1.2. Algoritmos y la Resolución de Sistemas de
Ecuaciones Lineales
Los algoritmos han estado asociados con el Álgebra lineal, desde tiempos inmemori-
ales como lo demuestran las tablillas encontradas en la zona general de Mesopotamia
(actual Irak), entre los ríos Tigris y Éufrates, centrada más o menos sobre la an-
tigua ciudad de Babilonia (cerca de la actual Bagdad). Están cubiertas con escritura
cuneiforme (es decir, en forma de cuña), una forma de escritura que se remonta
alrededor de 3000 a.C. Las tablas de mayor interés matemático fueron escritas en la
época de la dinastía de Hammurabi, aproximadamente 1800-1600 a.C, eran princi-
palmente textos que datan de este período llamado viejo-babilónico. Los babilonios
trabajaban con un sistema sexagesimal, es decir, sistema de numeración de base
60, igual que las actuales unidades sexagesimales de horas, minutos y segundos las
cuales son vestigios de su sistema [18].
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Teniendo en cuenta los papiros de tipo matemático, que aún se conservan, se puede
armar que el egipcio no hacia diferencia entre problemas meramente aritméticos y
los que piden resolver ecuaciones lineales de la forma x+ ax = b o x+ ax+ bx = c.
Para él todo eran matemáticas y se limitaba a seguir procedimientos aritméticos.
Por supuesto no se empleaba la notación actual, sino que se pedía determinar un
número, que ellos llamaban ahao montón que debía cumplir unas determinadas
condiciones. En el Papiro de Rhind, el problema número 24 pide calcular el valor
del aha si el aha y una séptima parte del aha es 19. Este tipo de problemas apare-
cen resueltos con unas pocas instrucciones que llevan al resultado buscado, sin dar
ninguna explicación sobre por qué usar el procedimiento [10].
La resolución de muchos problemas antiguos implica el uso de los métodos alge-
braico y especialmente algunas técnicas para la resolución de ecuaciones lineales. En
la matemática babilónica, egipcia, india, en la de Europa y la de los países islámicos,
aparece frecuentemente este tipo de problemas, para solucionarlos cada civilización
propone diferentes procedimientos que pueden ser catalogados como generales, en
ellos aparece una secuencia de instrucciones y luego el resultado obtenido se vali-
da. Este tipo de procedimiento se puede catalogar como de tipo algebraico lo cual
permite evaluar la efectividad y validez de los algoritmos presentes en el método de
solución y para facilitar su comprensión [8].
En la resolución de sistemas de ecuaciones lineales, un método chino fue causa de
gran interés, (este método es conocido como regla Fang-Cheng y fue descrito por
primera vez en el capítulo octavo del texto los nueve capítulos el arte matemáti-
co). Los procesos que se desarrollan en éste método son muy similares a los llamados
métodos matriciales modernos, especícamente tiene mucha similitud con el méto-
do de reducción propuesto por Gauss, ya que organiza los coecientes del sistema
de ecuaciones en forma de tablas (matrices), luego realiza operaciones sobre las
columnas para reducir algunos coecientes y al nal obtener un sistema equivalente
reducido en el cual es posible determinar el valor de una de las variables, después,
sustituyendo el valor obtenido es posible determinar el valor de las demás variables
del sistema [8].
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Luzardo y Peña arman que Gauss consultó la obra matemática china, al respecto
escriben [21]:
Esta obra Nueve capítulos sobre el Arte Matemático fue compuesta
por el hombre de estado y cientifíco Chuan Tsanom en el año 152 a.C. y
en el se incluyeron sistemáticamente todos los conocimientos matemáti-
cos de la época ([31], pag. 31). Es oportuno recordar que esta obra fue
consultada por Carl Friederich Gauss (1777-1855) en un estudio sobre
la órbita del asteroide Pallas ([17]). Usando observaciones de Pallas,
tomadas entre los años 1803 y 1809, Gauss obtiene un sistema de seis
ecuaciones lineales en seis incógnitas y dá un método sistemático para
resolver tales ecuaciones, hoy día conocido como eliminación gaussiana.
Otro método utilizado en la antigüedad, fue el de regula falsi también llamado
regla de la falsa posición, este método era poco efectivo al solucionar sistemas de
ecuaciones que tuvieran tres o más variables, aún, para solucionar un sistema de
ecuaciones 2 2, implicaba la ejecución de muchos pasos.
La introducción de la notación simbólica, asociada con Vièta (1540-1603), marca
el nacimiento del álgebra simbólica (siglo XVI y XVII), es decir, el establecimien-
to de un sistema de símbolos para representar las relaciones que se genera entre
las variables, al solucionar un problema, esto permitió la aparición de sistemas de
ecuaciones lineales con coecientes literales, dio la base para la presentación de la
solución general de un sistema de ecuaciones lineales mediante fórmulas que nece-
sitaban ser demostradas. En este campo, aparece el trabajo de McLaurin en 1970,
en el cual se calcula explícitamente la solución de sistemas de dos y tres ecuaciones,
además presenta, utilizando la inducción, las fórmulas para solucionar un sistema de
cuatro ecuaciones. En 1750 Cramer da conocer su método para solucionar sistemas
con cualquier número de ecuaciones, mediante fórmulas generales, pero no presenta
la prueba de tales fórmulas [8].
La regla de Cramer se convirtió en un método muy ecaz para solucionar sistemas
de ecuaciones lineales, pero los avances en Astronomía y Geodesia generaron la
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aparición de sistemas de ecuaciones lineales con una gran cantidad de ecuaciones,
de tal forma que para resolverlas era necesario realizar un número de operaciones
Supremamente grande (alrededor de 300 millones de multiplicaciones para resolver
un sistema de 10 ecuaciones). Este hecho originó que se buscarán métodos alter-
nativos de solución que disminuyeran la cantidad de operaciones, en esta búsqueda
aparecieron los métodos matriciales, como el método de reducción de Gauss, y los
métodos iterativos que proporcionaban sus soluciones por aproximaciones sucesivas
[8].
Los métodos utilizados en la Astronomía y la Geodesia exigían que se realizara una
gran cantidad de mediciones para obtener una mejor aproximación a los datos reales,
la cantidad de mediciones era, generalmente mayor que la cantidad de incógnitas,
por lo tanto una primera tarea consistía en determinar un procedimiento que permi-
tiera transformar el sistema de ecuaciones original en uno que tuviera igual número
de ecuaciones e incógnitas, además que fuera capaz de producir las mejores aproxi-
maciones posibles a los valores que se estaban calculando. El método de los mínimos
cuadrados, utilizado por Legendre y Gauss, responde a este exigencia ya que está
diseñado para minimizar los errores al dar valores por los cuales la probabilidad de
error media era la menor posible[8].
La segunda tarea consistía en idear métodos de solución más prácticos para manejar
los grandes sistemas de ecuaciones que se generaban del método de los mínimos
cuadrados, como ya se apuntó, los métodos propuestos por Gauss y Cramer no
cumplían con esta última condición, esta circunstancia permitió el desarrollo de los
llamados métodos interactivos, ese tipo de método permitía encontrar soluciones
con el grado de precisión que era requerido. Pertenecen a esta clase los métodos
propuestos por Gauss, Jacobi y Seidel [8].
La cantidad de pasos requeridos para llegar al valor buscado también se hizo impor-
tante, fue entonces necesario establecer las condiciones de convergencia y la rapidez
de dicha convergencia, en este ámbito aparece el trabajo de Nekrasov quien analizó
el método de Seidel. Por último, es interesante mencionar el método de Cholesky que
es un método exacto que también se deriva del método de los mínimos cuadrados
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[8]
A continuación se presentan algunos de los métodos utilizados a través de la historia
para solucionar los sistemas de ecuaciones que se generaban en la búsqueda de
soluciones a los problemas de la época.
1.2.1. Método de la Falsa Posición
En la antigüedad, muchos de los problemas de tipo algebraico, es decir, problemas
que dentro de su planteamiento generaban ecuaciones lineales, eran resueltos por el
método que se conoce como regla de la falsa posicióno regula falsi. Este método
primero asigna un valor para el aha (incógnita), después se efectúan las operaciones
de la ecuación, se compara el resultado con el valor que debería obtenerse y con el
uso de proporciones se halla el valor correcto.
Figura 1.2: Papiro de Rhin. Tomado [30]
Ejemplo 1.2.1. En el texto Historia del Papiro de Rhin y Similares aparece el
problema 24 de este papiro, solucionado. Una cantidad más 1/7 de la misma da un
total de 19. ¿Cuál es la cantidad? [30]
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La solución de este ejemplo aparece en [30], pero se le agregaron algunas partes
explicativas para facilitar su comprensión.
Solución 1. El problema planteado implica la resolución de la ecuación lineal x+x
7
=
19:
Para comenzar se le asigna un valor a la incógnita x = 14 (o cualquier otro múltiplo
de 7, diferente de cero para facilitar los cálculos), luego se realizan las operaciones
correspondientes 14+ 14
7
= 16; después se determina un número n tal que 19 = 16n,
y el valor buscado será x = 14  n.
Se multiplica por 19=8, de la siguiente manera:
1 16 Se realizan las multiplicaciones 1 16 = 16
1
2
8 1
2
 8 = 16
1
4
4 1
4
 8 = 4
1
8
2 1
8
 8 = 2
1
16
1 1
16
 8 = 1
19 = 16 + 2 + 1
Se escribe 19 en forma polinómica usando
el sistema binario 24 + 21 + 20
19
16
= 1 + 1=8 + 1=16
Se realiza la división denida como
la operación inversa de la multiplicación:
Si 1
2
 16 = 8; entonces 16 8 = 1
2
n = 1 + 1=8 + 1=16
n es el número por el cual se debe
multiplicar 16 para obtener 19
x = 14  n
Usando la proporcionalidad se deduce
que n también es el número que
multiplicado por 14 da como resultado
el número que se está buscando x
x = 14  (1 + 1=8 + 1=16) Ahora se efectúa la multiplicación:
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2 2 + 1=4 + 1=8
Para realizar la multiplicación, se expresa
14 en forma polinómica usando el sistema
binario 14 = 8 + 4 + 2 = 23 + 22 + 21
4 4 + 1=2 + 1=4
8 9 + 1
2
Al sumar estos tres resultados se obtiene el valor de x;
luego x = 16 + 1=2 + 1=8
1.2.2. Método de la Doble Falsa Posición
Este procedimiento aritmético permite resolver ecuaciones lineales y sistemas de
ecuaciones lineales, consiste en asignar dos valores (doble falsa posición) a la in-
cógnita, luego se realizan los cálculos correspondientes y se determinan los errores
resultantes de asignar cada uno delos valores (el error es la diferencia entre el valor
que se obtiene y el que indica la ecuación que debe resultar). A partir de estas
falsas posiciones y aplicando proporcionalidad es posible obtener la solución de la
ecuación o ecuaciones del sistema.
Ejemplo 1.2.2. 9 monedas de oro pesan igual que 11 monedas de plata. Si en cada
pila, una moneda de oro es reemplazada por una moneda de plata, y viceversa, la
pila de oro se vuelve más ligero en 13 liang. ¿Cuánto pesan una moneda de oro y
plata respectivamente? [10]
La solución de este problema aparece en la pagina [10], algunos de los procesos se
completaron para mejorar su entendimiento.
Solución 2. El sistema de ecuaciones asociado a este problema es:
9x = 11y
(10y + x)  (8x+ y) = 13
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Aquí x representa el peso de una moneda de oro y y representa el peso de una moneda
de plata.
Teniendo en cuenta que una moneda de oro pesa 2 jin 3 liang 18 zhu, es decir, su
peso está entre 2 y 3 jin que son los valores más adecuados para asignar a la variable
x.
Cuando se le asigna un valor a x, está variable que denida como independiente y
entonces y será la variable dependiente.
Con el valor asignado a x, se determina el valor de y:
Si x1 = 3, y 9x1 = 11 y1 (Primera condición), entonces, el peso de una moneda de
plata será, y1 = 9 311 = 2711 = 2 + 511 .
De igual forma, si x2 = 2, y 11y2 = 2  9 = 18 , de aquí, y2 = 1811 = 1 + 711 . La
notación china utilizada, consiste en escribir el número entero de unidades seguido
de la parte fraccionaria (menor que la unidad).
El solucionador ahora utiliza los valores x1; x2; y1 y y2 para determinar los errores
e1 y e2 que surgen del uso de la segunda ecuación del problema.
Con x1 = 3 y y1 = 2 + 511 , se calcula
(10y1 + x1)  (8x1 + y1) = 1211 ,
Como el resultado debe ser 13 liang= 13
16
jin, se obtiene un error: e1 = 1211   1316 =
1216 1311
1116 =
49
1116 jin
Del mismo modo, el usando x2 = 2 y y2 = 1 + 711 , obtiene un error e2 =
15
1116 jin .
Usando estos valores y la aplicando la regla de tres, se obtiene valor exacto para el
peso de una moneda de oro:
3 15
1116+2 491116
15
1116+
49
1116
= 315+249
15+49
,
El peso de una moneda de oro = x = 3x15+2x49
15+49
= 143
64
Jin ;
y después de la conversión de los unidades
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x = 143
64
jin = 2 jin + 15
164 jin = 2 jin +
3
16
jin + 18
1624 jin = 2 jin 3 liang 18 zhu.
Luego se calcula el peso de una moneda de plata y = 9
11
x:
El proceso implica tanto el uso del método de sustitucióny método de la doble
posición falsa, el primero que se utiliza tres veces (Dos veces al comienzo y una al
nal), y el segundo una vez. Pero esta manera de analizar el método Chino no es
del todo correcto, porque la sustitución realizada en cada etapa sólo utiliza números
especícos y no las variables. Además, con el uso de variables, un solo cálculo habría
sido suciente en el primer paso.
1.2.3. Método FangCheng
Las técnicas chinas que se basan en arreglos de los números que surgen de algún
problema aritmético, es decir, los coecientes se organizan en columnas paralelas
(hang), cada columna corresponde a una condición lineal (Ecuación Lineal) impuesta
a un conjunto de incógnitas, llamado las cosas(wu). Estas columnas de números se
organizan de igual manera como escribían una palabra, (Comenzando por la esquina
superior derecha, de derecha a izquierda y en forma vertical). En una supercie de
cálculoaparecen los arreglos de números que corresponden a la matriz aumentada.
Dado que un arreglo de números es similar a un cuadrado, más exactamente a
un rectángulo, el método chino es conocido por el término general de Fangcheng
[arreglo de números en un cuadrado]. A partir de este arreglo, el método de solución
utiliza un arsenal de manipulaciones, como una multiplicación larga(bian cheng),
multiplicación de una columna de números en el mismo factor, e incluso la reducción
directa(zhi chu), que es restar los términos de dos columnas término a término con
la propósito de eliminar el coeciente de una de las incógnitas. Uno de los más
notables métodos chinos es reducir la matrizdel sistema a la forma triangular, y
luego para calcular las incógnitas por sustitución sucesiva, al igual que en el método
de pivote Gauss [8].
Los siguientes ejemplos muestran la manera de solucionar un sistema de ecuaciones
utilizando la regla FangCheng.
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Figura 1.3: Tomado de Jiu Zhang Suan Shu and the Gauss Algorithm for Linear
Equations[41]
Ejemplo 1.2.3. Cinco recipientes grandes y uno pequeño tienen una capacidad
total de 3 shi. Un recipiente grande y cinco pequeños tienen una capacidad de 2 shi.
Hallar la capacidad de un recipiente grande y de uno pequeño[28].
Este problema junto con su solución aparece en la página web [28].
Solución 3. Utilizando la simbología actual, se usa x para representar la capacidad
del recipiente grande y y para representar la capacidad del recipiente pequeño, lo
cual conduce al sistema:
5x+ y = 3
x+ 5y = 2
Los coecientes de la primera ecuación genera la columna de la derecha, los coe-
cientes se escriben de arriba hacia abajo, los coecientes de la segunda ecuación
generan la columna de la izquierda. Dicho de otra manera, la primera la corre-
sponde a los coecientes de x, la segunda la corresponde a los coecientes de y, y la
tercera la corresponde a las constantes que aparecen a la derecha de las ecuaciones.
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1 5
5 1
2 3
Ahora se multiplican todos los elementos de la primera columna por el primer ele-
mento de la segunda columna, en este caso 5:
5 5
25 1
10 3
Después, a la primera columna se le resta la segunda columna, término a término,
hasta obtener un cero en la primera posición de la primera columna. En este caso,
solo se resta una vez y se obtiene el cero:
0 5
24 1
7 3
Usando los valores de la primera columna, se obtiene el valor de y:
24y = 7
y = 7
24
shi = 2 11
12
dou
De la segunda columna:
x+ 5y = x+ 5   7
24

= 2
despejando, se obtiene:
x = 2  35
24
= 13
24
shi = 5 5
12
dou
Ejemplo 1.2.4. Sean ahora 3 recipientes de cereal de clase alta, 2 recipientes de
cereal de clase media y 1 recipiente de cereal de clase baja, que producen 39 dou (de
grano) por shi; 2 recipientes de cereal de clase alta, 3 recipientes de cereal de clase
media y 1 de cereal de clase baja, que producen 34 dou por shi; 1 recipiente de cereal
de clase alta, 2 de cereal de clase media y 3 de cereal de clase baja, que producen 26
dou por shi. Encontrar la medida (de granos) en cada recipiente de cereales de clase
alta, media y baja [28].
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Este problema con su solución aparece en la página [28], re agregaron algunos pasos
a los procedimientos para mejorar su comprensión.
Solución 4. La traducción de este problema, usando los símbolos actuales, genera
un sistema de ecuaciones lineales 3 3:
3x+ 2y + z = 39
2x+ 3y + z = 34
x+ 2y + 3z = 26
Veamos el método de resolución tal como es descrito en el Jiuzhang, paso por paso.
Poner encima 3 recipientes de cereal de clase alta, 2 recipientes de cereal de clase
media y 1 recipiente de cereal de clase baja y 39 dou por shi en la columna de la
derecha. Colocar las columnas en el centro y en la izquierda de la misma forma.
Tomar el cereal de clase alta de la columna de la derecha para multiplicarlo por
todos los números de la columna central y entonces usar las sustracciones directas.
A continuación multiplicar en la siguiente columna (es decir, la columna izquierda
por el número de cereal de clase alta en la de la derecha, o sea, el 3)1, y entonces
usar las sustracciones directas.
A continuación multiplicar toda la columna izquierda por el número representando
el cereal de clase media en la columna central, y usar las sustracciones directas.
La columna de la izquierda tiene un número restante (representando) del cereal de
clase baja. El divisor está entonces arriba y el dividendo abajo.
El procedimiento completo, utilizando la notación actual es:
1 2 3
2 3 2
3 1 1
26 34 39
2C2 ! C2
1 6 3
2 9 2
3 3 1
26 102 39
C2   C3 ! C2
1 3 3
2 7 2
3 2 1
26 63 39
C2   C3 ! C2
1 0 3
2 5 2
3 1 1
26 24 39
3C1 ! C1
3 0 3
6 5 2
9 1 1
78 24 39
C1   C3 ! C1
0 0 3
4 5 2
8 1 1
39 24 39
5C1 ! C1
1Nota del Autor
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0 0 3
20 5 2
40 1 1
195 24 39
C1   C2 ! C1
0 0 3
15 5 2
39 1 1
171 24 39
C1   C2 ! C1
0 0 3
10 5 2
38 1 1
147 24 39
C1   C2 ! C1
0 0 3
5 5 2
37 1 1
123 24 39
C1   C2 ! C1
0 0 3
0 5 2
36 1 1
99 24 39
Utilizando los valores de la primera columna (C1) se deduce:
36z = 99
z = 99
36
dou = 227
36
dou = 23
4
dou
De la columna central (C2) se obtiene:
5y + 99=36 = 24
y = 153
36
= 41
4
dou
De la tercera columna (C3) se deduce:
3x+ 405
36
= 39
x = 324
36
= 91
4
dou
1.2.4. Regla de Cramer
Este método surge, al nal del siglo XVII, al resolver las ecuaciones con coecientes
literales que aparecen en determinación de las cónicas que pasan a través de cinco
puntos dados. Cramer presenta las fórmulas para obtener la solución de cualquier
sistema de ecuaciones lineales, Él utilizó inducción de casos particulares para n = 1, 2
y 3, las soluciones son presentadas como el cociente entre dos polinomios de grado n,
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las expresiones dadas corresponden con la expansión de los determinantes y los signos
vinculados a cada permutación, aunque en esta época el concepto determinante aún
no se había desarrollado [8].
La llamada regla de Cramer también había sido trabajada por Leibniz, 75 años antes
que el mismo Cramer. En un manuscrito de 1678, Leibnitz soluciona un sistema con
cuatro ecuaciones, el valor de cada incógnita es presentado como una fracción cuyo
numerador y denominador se indican explícitamente como expansión literal, la regla
general también se enuncia de manera explícita. El manuscrito se descubrió más
tarde por lo tanto no pudo tener inuencia en el desarrollo de métodos para resolver
sistemas de ecuaciones lineales [8].
Cramer presenta formalmente sus métodos en Introduction à lanalyse des lignes
courbes algébriques[8]
Sean varias incógnitas z; y; x; v; &c: y tantas ecuaciones
A1 = Z1z + Y 1y +X1x+ V 1v +&c:
A2 = Z2z + Y 2y +X2x+ V 2v +&c:
A3 = Z3z + Y 3y +X3x+ V 3v +&c:
A4 = Z4z + Y 4y +X4x+ V 4v +&c:
&c:
donde las letras A1; A2; A3; A4; &c . no indican, como de costumbre,
las potencias de A, pero por otro lado, se supone conocida, en la primera,
segunda, tercera, cuarta &c. ecuación. Del mismo modo Z1, Z2, &c. son
los coecientes de Z; Y 1, Y 2, &c. son los de Y , X1, X2, &c. son los de
X; V 1, V 2, &c. son los de V ; &c. en la primera, segunda, &c. ecuación.
Con esta notación, si sólo hay una ecuación y únicamente una vari-
able z; tendremos z = A
1
Z1
. Si hay dos ecuaciones con dos variables z & y;
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encontramos z = A
1Y 2 A2Y 1
Z1Y 2 Z2Y 1 , & y =
Z1A2 Z2A1
Z1Y 2 Z2Y 1 : Si hay tres ecuaciones
con tres variables z; y & x; hallamos
z = A
1Y 2X3 A1Y 3X2 A2Y 1X3+A2Y 3X1+A3Y 1X2 A3Y 2X1
Z1Y 2X3 Z1Y 3X2 Z2Y 1X3+Z2Y 3X1+Z3Y 1X2 Z3Y 2X1
y = Z
1A2X3 Z1A3X2 Z2A1X3+Z2A3X1+Z3A1X2 Z3A2X1
Z1Y 2X3 Z1Y 3X2 Z2Y 1X3+Z2Y 3X1+Z3Y 1X2 Z3Y 2X1
x = Z
1Y 2A3 Z1Y 3A2 Z2Y 1A3+Z2Y 3A1+Z3Y 1A2 Z3Y 2A1
Z1Y 2X3 Z1Y 3X2 Z2Y 1X3+Z2Y 3X1+Z3Y 1X2 Z3Y 2X1
1.2.5. El método de los mínimos cuadrados
Este método aparece por la necesidad de determinar el valor de algunas incógnitas
que no se pueden medir directamente, pero es posible encontrar los valores que gen-
eran dentro de unas funciones que se suponen conocidas. Los valores generados por
las incógnitas son determinados mediante mediciones, por lo tanto son susceptibles
de error, para mejorar la precisión se debe incrementar la cantidad de mediciones
de realizadas. Este problema se traduce en un sistema de ecuaciones en el cual,
generalmente, la cantidad de ecuaciones es mayor que la cantidad de incógnitas [8].
Se debe entonces solucionar un sistema de ecuaciones:
V1(x1; x2; :::; xn) = a11x1 + a12x2 + : : :+ a1nxn = b1
V2(x1; x2; :::; xn) = a21x1 + a22x2 + : : :+ a2nxn = b2
...
Vn(x1; x2; :::; xn) = am1x1 + am2x2 + : : :+ amnxn = bm
donde m  n:
Para deducir los valores aproximados de las incógnitas x1; x2; :::; xn,
es necesario determinar las desviaciones
e1 = V1(x1; x2; :::; xn)  b1
e2 = V2(x1; x2; :::; xn)  b2
...
em = Vm(x1; x2; :::; xn)  bm
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los valores de x1; x2; :::; xn deben satisfacer las ecuaciones, tanto
como sea posible para que la suma de los cuadrados de las desviaciones
sea mínimo, es decir, la expresión (e1)
2 + (e2)
2 + : : :+ (em)
2 =
mX
i=1
(ei)
2
debe tender a 0 [8].
1.2.6. Método de Gauss
Este método es utilizado por Gauss cuando enfrenta el problema de determinar la
órbita del planeta Pallas (descubierto por Olbers), el método es descrito en un libro
de memorias con fecha 1810 [8].
En Chambert se presentan algunos apartes de estas memorias [8].
A partir de seis observaciones hechas cuando el planeta estaba en la
oposición - y tan cerca de la Tierra - , Gauss obtuvo 12 ecuaciones con
6 incógnitas (la anomalía media , el movimiento medio diurna , la longi-
tud del perihelio , la excentricidad , la longitud del nodo , la inclinación).
Después de obtener una solución aproximada, determinó 12 ecuaciones
lineales que deben satisfacer las correcciones hechas a las 6 incógnitas.
Rechazando la décima porque era demasiado imprecisa a causa de la ob-
servación, utilizó 11 ecuaciones de la que deriva 6 ecuaciones normales
y nalmente 6 correcciones.
Para que sea más fácil lidiar con la solución algebraica del sistema
formado por las ecuaciones normales, Gauss hizo algunas observaciones
al nal de la Teoría del Movimiento de los cuerpos celestes ( 1809) que
desarrolló en su Memoria sobre el menor planeta Pallas ( 1810), y luego
en la segunda parte de la Teoría de la combinación de observaciones,
que apareció en 1823. Estas observaciones nos recuerdan lo que ahora
se llama, en el álgebra lineal, el método de eliminación de Gauss, o el
método de pivote de Gauss, y la transformación de una forma cuadrática
en otra forma cuadrática, que es una suma cuadrados, que produce una
matriz diagonal.
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El método de Gauss consiste en eliminar de forma sistemática algunas de las vari-
ables del sistema para obtener un sistema equivalente, el proceso se repite hasta
obtener una matriz triangular superior, luego usando la llamada sustitución inversa
se obtienen el valor de las demás incógnitas.
1.2.7. Método iterativo de Gauss
Gauss describió su procedimiento, al que llamó método indirecto para resolver el
sistema de ecuaciones normales que surgen de mediciones geodésicas, en una carta
dirigida a Gerling en 1823. Su objetivo era la triangulación de Hanover, para para
dicha triangulación utilizó una cadena de 26 triángulos. Debido a la gran cantidad
de mediciones que realizó y a la enorme cantidad de sistemas que por solucionar,
era casi imposible realizar los cálculos exactos, por esta razón, Gauss propuso un
método iterativo que permitió agilizar los cálculos, este método sugirió al dividir las
ecuaciones en dos o más grupos, para buscar las condiciones.
El método puede ser resumido de la siguiente manera: a partir de un conjunto de
valores aproximados, los cuales se van modicando uno por uno, escogiendo cada vez
la incógnita para la que el cambio va a ser el más grande, se obtienen nuevos resul-
tados cada vez más precisos, Gaus utiliza aproximaciones sucesivas, cambiando una
sola incógnita en cada paso hasta determinar los valores con el grado de proximidad
requerido [8].
A este respecto Gauss señala [8]:
con el método indirecto, es muy ventajoso hacer una variación para
cada dirección. Usted puede fácilmente convencerse de esto mediante la
realización de los cálculos de este ejemplo sin utilizar este procedimien-
to, entonces perderá la gran ventaja de estar siempre en condiciones de
vericar que la suma de las constantes es = 0[8].
Esto se reere a la suma de los términos constantes en el sistema de ecuaciones
en la salida, así como en todo el sistema de ecuaciones que se producen durante
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los cálculos. Esta condición recuerda la invariante de bucle que encontramos en los
algoritmos modernos [8].
1.2.8. Método de Jacobi
Cuando Jacobi trabajó en sistemas físicos sujetos a pequeñas oscilaciones, tuvo que
solucionar sistemas de ecuaciones lineales con una gran cantidad de ecuaciones, El
sistema tenía la siguiente particularidad: en varias ecuaciones, una misma variable
no tiene el coeciente mayor que los coecientes de las otras variables.
Jacobi observó que en las ecuaciones producidas por el método de los mínimos
cuadrados, los coecientes diagonales son efectivamente preponderantes debido a
que son las sumas de cuadrados, mientras que los otros vienen de la adición de
números positivos y negativos en un grado que se cancelan mutuamente. Si este
no fuera el caso, se utiliza la rotación de los ejes - con el objetivo de eliminar los
coecientes más grandes que no están sobre la diagonal. El método converge a una
solución única. Jacobi no da una justicación teórica de la convergencia [8].
1.2.9. Método de Seidel
Seidel desarrollo el método que lleva su nombre porque tuvo que solucionar una gran
cantidad de sistemas de ecuaciones por encargo de su maestro Jacobi, en particular,
tuvo que resolver un sistema de ecuaciones con 72 incógnitas en un estudio de
la luminosidad de las estrellas. Seidel propuso un método iterativo para resolver
un sistema de ecuaciones normales, su método está basado en las aproximaciones
sucesivas de Jacobi y el método de pivoteo de Gauss. El método ideado por Seidel
es muy similar al método iterativo propuesto por Gauss, pero parece que Él no tenía
conocimiento de este método. En cada etapa de estos dos métodos se modica sólo
un elemento (incógnita) para obtener un efecto óptimo sobre las desviaciones. El
método de Seidel y el método iterativo de Gauss dieren en las llamadas decisiones
óptimasque cada uno usa en su método, si estas decisiones óptimas no son tenidas
en cuenta, se obtiene el método que ahora se conoce como Gauss-Seidel [8].
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1.2.10. Nekrasov y la tasa de convergencia
A petición de la astrónomo Tzeraki, Nekrasov debió investigar la eciencia del méto-
do de Seidel, en un artículo de 1885 se determina la tasa de convergencia de este
método estudiando los cambios sucesivos de los valores obtenidos entre dos pasos
consecutivos del proceso. De manera general, se determina el cambio de las canti-
dades xn; yn; : : : ; tn a xn+1; yn+1; : : : ; tn+1, las fórmulas que expresan este cambio,
permiten entender la función de la matriz triangular interior T obtenida de la ma-
triz original del sistema de ecuaciones S. Utilizando la notación matricial se pueden
escribir estas fórmulas mediante la expresión [8]:
TXn+1 + (S   T )Xn  N = 0.
Usando la técnica de resolución de secuencias de recurrencia que busca soluciones
particulares de un tipo de secuencia geométrica, Nekrasov muestra que la tasa de
convergencia está vinculada a lo que ahora se llaman los valores propios de la matriz
que dene la iteración, es decir la matriz de T 1(T   S) [8].
Después de dar ejemplos en los que la convergencia es muy lenta, Nekrasov muestra
que la óptima elección indicada por Seidel no aumenta de forma signicativamente
la tasa de convergencia [8].
1.2.11. Método de Cholesky
El geógrafo militar Choleskg, durante la investigación de las curvas geodésicas, ideó
un método para resolver las ecuaciones normales, que se obtienen de sistemas de
ecuaciones en los cuales la cantidad de incógnitas es menor que la cantidad de
ecuaciones, al aplicar el método de los mínimos cuadrados.
Al respecto de este método Chambert escribe [8]:
En contraste con los tres métodos iterativos que se acaban de de-
scribir, solo la técnica de Cholesky conduce, por regla general, a una
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solución exacta. Fue desarrollado para el uso en geodesia y, para en-
tender cómo se desarrolló, se debe decir algo sobre el uso particular del
método de mínimos cuadrados aplicados a las geodésicas. Aquí los ángu-
los juegan el papel tanto de las incógnitas como de los valores medidos y
esas incógnitas deben satisfacer determinadas relaciones necesarias. Por
ejemplo, la suma de los ángulos internos de cada triángulo tiene que ser
180o, además de una cierta cantidad - que se puede calcular con un al-
to grado de exactitud - para tener en cuenta la curvatura de la Tierra.
En general, hay más incógnitas que relaciones y por lo tanto siempre es
posible ajustar los valores de medición de los ángulos para que las rela-
ciones condicionales sean exactamente satisfechas, lo que Gauss llamó
a la compensación de las observaciones, y esto que se puede hacer en
un número innito de formas. Ahora, la elección de las más plausibles
compensacionesen el sentido de la segunda teoría de Gauss, conduce al
método de los mínimos cuadrados y esto lleva aquí a minimizar la suma
de los cuadrados de los cambios.
[: : :]
El método de Cholesky se aplica de manera más general para resolver
un sistema de ecuaciones AX = B, donde A está escrito en la forma
A = LU , y donde L y U son matrices triangulares superior e inferior
respectivamente y. El problema es entonces cambiado a otro en el que se
deben solucionar dos sistemas de matrices triangulares.
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Capítulo 2
Solución de Sistemas de
Ecuaciones
Los sistemas de ecuaciones lineales permiten el planteamiento y solución de múlti-
ples problemas que se pueden presentar en diferentes áreas del conocimiento, tales
como la Astronomía, la Geodesia, la Economía, la Química y la Física, por nombrar
algunas, por esta razón es un tema que aparece como obligatorio en los cursos de
Álgebra lineal de muchas universidades.
En este capítulo se trabajarán a manera de repaso los conceptos básicos referentes a
los de sistemas de ecuaciones lineales, tales como su denición, los tipos de solución
y algunos teoremas referentes a sistemas equivalentes y a la relación entre el rango
de una matriz y sus soluciones, luego se expondrán algunos métodos matriciales para
resolver sistemas, especícamente se trabajará la regla de Cramer y el método de
eliminación de Gauss.
Por último, se expondrá la teoría de matriz inversa generalizada y su aplicación a
la resolución de sistemas de ecuaciones lineales.
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2.1. Sistema de Ecuaciones Lineales
Los temas desarrollados en este capítulo están basados en los libros de [6], [9] [12],
[15], [17] y [31].
Un sistema de ecuaciones lineales surge de la necesidad de calcular los valores xi 2
R; con i = 1; 2; 3; : : : ;los cuales deben satisfacer un determinado número de
condiciones que se expresan mediante ecuaciones lineales. Formalmente, un sistema
lineal de ecuaciones se dene de la siguiente manera:
8>>>>><>>>>>:
a11x1 + a12x2 + : : :+ a1nxn = b1
a21x1 + a22x2 + : : :+ a2nxn = b2
...
am1x1 + am2x2 + : : :+ amnxn = bm
(2.1)
donde aij y bi (1  i  m y 1  j  n) son elementos de un campo F , para los
alcances de este escrito, se tomará F = R (Números Reales), el conjunto de valores
x1; x2; : : : ; xn son n variables que toman valores en R: El sistema 2.1 se denomina
entonces un sistema de m ecuaciones lineales con n incógnitas sobre el campo R.
La matriz m n
A =
0BBBBB@
a11 a12 : : : a1n
a21 a22 : : : a2n
...
...
. . .
...
am1 am2 : : : amn
1CCCCCA
se conoce como la matriz de coecientes del sistema 2.1. Si se expresan X y B como
b =
0BBBBB@
b1
b2
...
bm
1CCCCCA y x =
0BBBBB@
x1
x2
...
xn
1CCCCCA
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entonces el sistema 2.1 se puede reescribir como una ecuación matricial única
Ax = b (2.2)
Los escalares bi (1  i  m) reciben el nombre de términos independientes del sis-
tema 2.1.
Una solución del sistema 2.1 es una n-upla s = (s1; s2; : : : ; sn) de elementos de
R que satisface cada una de las ecuaciones del sistema. El conjunto de todas las
soluciones de 2.1 se llama conjunto solución del sistema.
Si el sistema 2.1 se dice compatible si posee al menos una solución, en caso contrario
se dice no compatible. Un sistema compatible con solución única se dice determinado,
si el sistema posee más de una solución se dice indeterminado.8>>>><>>>>:
COMPATIBLE
(
DETERMINADO
INDETERMINADO
Solucion Unica
Mas de una Solucion
NO COMPATIBLE No Tiene Solucion
Denición 2.1.1. Se dice que un sistema Ax = b de m ecuaciones con n incógnitas
es homogéneo si B = 0; de lo contrario se dice que el sistema es no homogéneo.
Denición 2.1.2. Sean A y B matrices de orden m n y m p, respectivamente.
La matriz aumentada (A j B) del sistema es la matriz denida por
M =
2666664
a11 a12    a1n b1
a21 a22    a2n b2
...
...
...
. . .
...
am1 am2    amn bm
3777775 = (A j B)
El sistema 2.2 se dice homogéneo si B = 0, es decir, b1 = 0; b2 = 0;    ; bm = 0, en
caso contrario se dice no homogéneo.
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2.1.1. Sistemas Equivalentes
Los sistemas equivalentes revisten gran importamcia ya que permiten identicar el
tipo de solución de un sistema lineal de ecuaciones. Una manera de resolver un
sistema de ecuaciones es transformar su matriz asociada en una matriz escalona-
da reducida mediante operaciones elementales sobre sus las, de esta manera se
podrá determinar la solución de dicho sistema. A continuación se expondrán las
deniciones y teoremas que permiten encontrar sistemas equivalentes.
Denición 2.1.3. Dos sistemas de ecuaciones lineales son Equivalentes si cada
ecuación de cada sistema es combinación lineal de las ecuaciones del otro sistema.
Las operaciones que producen sistemas equivalentes reciben el nombre de opera-
ciones elementales. Se pueden realizar operaciones elementales sobre las las o
sobre las columnas de una matriz, teniendo en cuenta los nes del presente trabajo,
solo se denirán operaciones elementales sobre las.
Denición 2.1.4. Sea A 2Mmn, las tres operaciones, sobre las las de A, que se
enuncian a continuación se denominan operaciones elementales sobre las las
1. a) Intercambiar dos las i y j de A 2Mmn.
b) Multiplicar cualquier la i de A 2 Mmn por cualquier constante difer-
ente de 0.
c) Sumar a la la i de la matriz A 2 Mmn, el producto entre la la j y
una constante c..
Denición 2.1.5. Una matriz elemental en Mmm es una matriz obtenida al re-
alizar una operación elemental en Im (Matriz idéntica de m las y m columnas).
Notación 2.1.6. Teniendo en cuenta las tres operaciones elementales, se usará la
siguiente notación para las matrices elementales:
1. a)
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Notación 2.1.7. 1) Intercambiar dos las i y j de Im. Se simbolizará
Fij.
2) Multiplicar la la i de Im por cualquier constante c diferente de 0.
Se simbolizará (c)Fi.
3) Sumar a la la i de la matriz Im, el producto entre la la j y una
constante c. Se simbolizará (c)Fij.
Notación 2.1.8. La transformación elemental: intercambiar las las i y j de una
matriz A 2Mmn se produce al multiplicar por izquierda, la matriz Fij por la matriz
A (FijA).
Notación 2.1.9. La transformación elemental: de multiplicar cualquier la i de
A 2 Mmn por cualquier constante diferente de 0 se produce al multiplicar por
izquierda, la matriz (c)Fi por la matriz A ((c)Fi A).
Notación 2.1.10. La transformación elemental: sumar a la la i de la matriz In,
el producto entre la la j y una constante c se produce al multiplicar por izquierda,
la matriz (c)Fi por la matriz A ((c)Fij A).
Denición 2.1.11. Sean A 2 Mmn y B 2 Mmn. Si B se obtienen de A por
una sucesión nita de transformaciones elementales de las, se dice entonces que B
es equivalentes por las a A.
Teorema 2.1.12. Si AX = B y CX = D son sistemas lineales cada uno con
m ecuaciones y n incógnitas. Si las matrices aumentadas (A j B) y (C j D) son
equivalentes por las, ambos sitemas lineales tienen las mismas soluciones
Corolario 2.1.13. Si A y C son dos matrices m  n equivalentes por las, los
sitemas lineales AX = 0 y CX = 0 tienen exactamente las mismas soluciones.
2.2. Métodos Matriciales
2.2.1. Eliminación Gausiana
A continuación se expondrán las deniciones que fundamentan el proceso de reduc-
ción de Gauss, es de aclarar que cuando este proceso transforma la matriz aumentada
45
en una matriz escalonada reducida recibe el nombre de método de Gauss-Jordan.
Denición 2.2.1. Una matriz R 2 Mmn se dice reducida por las si:
1. a) El primer elemento no nulo de cada la Ri 6= 0 de R es igual a 1.
b) Cada columna Rj de R que contiene a rpj 6= 0 tiene todos sus otros
elementos rij son iguales a cero.
Teorema 2.2.2. Toda matriz A 2 Mmn es equivalente por las a una matriz
reducida por las.
Denición 2.2.3. Sea A 2 Mmn, se dice que A es una matriz escalonada reducida
si:
1. a) Todas las las cuyos componentes son cero están al nal de la matriz.
Simbólicamente, Si Ai = 0, entonces Ak = 0 para todo j < k  m (Ai
representa la i  esima la de la matriz A).
b) Si Ap y Aq son las distintas de cero con p < q y sus primeros elementos
diferentes de cero son apr y aqs respectivamente, entonces apr = 1 = aqs
y r < s.
c) Si apr = 1 es el primer elemento diferente de cero de la la Ap (llamado
1 principal), entonces todos los elementos de Ar (r   esima columna de
la matriz A) distintos de apr son ceros.
Nota 1. Una matriz A 2 Mmn que satisface únicamente las propiedades (a) y (b)
de la anterior denición recibe el nombre de matriz escalonada.
Teorema 2.2.4. Para toda matriz A 2 Mmn, existe una matriz escalonada re-
ducida R tal que R es equivalente por las a la matriz A.
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2.2.2. Algoritmo del Método de Reducción de Gauss.
El método de reducción de Gauss consiste en transformar la matriz aumentada
(A j B), asocida a un sistema de ecuaciones lineales AX = B, en una matriz escalo-
nada , mediante operaciones elementales por las. Los pasos que se deben realizar
en este método son los siguientes:
1. a) 1) Formar la matriz aumentada (A j B).
2) Transformar la matriz aumentada (A j B) en una matriz escalonada
(C j D), mediante operaciones elementales por las.
3) Utilizando la última la diferente de cero de la matriz (C j D), se
despeja la incógnita y con este valor se determinan los valores de las
demás incógnitas mediante sustituciones sucesivas, a este método se
le llama sustitución regresiva.
Nota 2. Si al nal de este proceso, se obtiene una la en la cual sólo su última
componente es diferente de cero, se dice que el sistema no tiene solución, pues si
escribimos esta la como una ecuación, nos encontramos con una contradicción de
la forma 0 = k, k 6= 0:
2.2.3. Regla de Cramer
Este método expresa, mediante fórmulas, el valor de cada una de las incógnitas,
utiliza el concepto de deternante de una matriz. Si AX = B es un sistema de
ecuaciones 2.1 donde A es la matriz de los coecientes y B el vector columna de los
términos independientes:
A =
0BBBBB@
a11 a12 : : : a1n
a21 a22 : : : a2n
...
...
. . .
...
am1 am2 : : : amn
1CCCCCA y B =
0BBBBB@
b1
b2
...
bm
1CCCCCA
Se utiliza la notación Ai para representar la matriz que resulta de reemplazar la
j-ésima columna de A por el vector columna B. Por ejemplo:
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A1 =
0BBBBB@
b1 a12 : : : a1n
b2 a22 : : : a2n
...
...
. . .
...
bn am2 : : : amn
1CCCCCA, A2 =
0BBBBB@
a11 b1 : : : a1n
a21 b2 : : : a2n
...
...
. . .
...
am1 bm : : : amn
1CCCCCA.
Si jAj = D, jA1j = D1, jA2j = D2, jA3j = D3, . . . jAnj = Dn, entonces el valor
de cada una de las variables esta dado por la fórmula:
xi =
Di
D
, para que el sistema sea consistente se debe cumplir que D 6= 0.
Ejemplo 2.2.5. Resolver el sistema
4x+ 3y + 4z = 10
 2x+ y   4z = 1
 3x+ 2y   3z = 4
Solución 5. El determinante de la matriz de coecientes A es
Ejemplo 2.2.6.
Ejemplo 2.2.7. detA =

4 3 4
 2 1  4
 3 2  3
 = 34
Por lo tanto el sistema tiene solución única y se puede utilizar la regla de Cramer
10 3 4
1 1  4
4 2  3
 = 3

4 10 4
 2 1  4
 3 4  3
 = 92

4 3 10
 2 1 1
 3 2 4
 = 13
x = 3
34
y = 92
34
= 46
17
z = 13
34
2.3. Matriz Inversa Generalizada
Para el desarrollo de está sección se tomó como base las notas de clase sobre matrices
generalizadas del profesor Humberto Sarria, las cuales no han sido publicadas aún,
por lo tanto se indicará que temas fueron transcritos de dichas notas [36].
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2.3.1. Historia de la Matriz Inversa Generalizada
El concepto inversa generalizada aparece por primera vez en 1903, aunque primero
apareció asociado a las inversas generalizadas de operadores diferenciales e inte-
grantes. Fredholm fue el primero que publicó el concepto de inversa generalizada
de un operador integral, a esta clase de inversa se le llamó pseudoinversa. La clase
de todas las pseudoinversas fue caracterizada en 1912 por Hurwitz. Hilbert en 1904
también menciona el concepto de inversa generalizada en sus discusiones de las fun-
ciones de Green generalizadas [5].
El concepto de matriz inversa generalizada fue introducido por E.H. Moore, quien
denió por primera vez una única inversa a la cual llamo RECÍPROCO GENER-
ALpara toda matriz nita (cuadrada o rectangular). En 1920 apareció su primera
publicación sobre este tema, pero se cree que los resultados habían sido obtenidos
con anterioridad. Los detalles de este tema fueron publicados hasta 1935, después
de la muerte de Moore. El descubrimiento de Moore causó poco interés y sola-
mente fue retomado hasta la década de 1950, en esta época se establecieron las
propiedades de los mínimos cuadrados de ciertas inversas generalizadas, las cuales
no fueron mencionados por Moore. Estas propiedades fueron reconocidas en 1951
por Bjerhamman quien redescubrió la inversa de Moore y, estableció las relaciones
entre la inversa generalizada y la resolución de sistemas de ecuaciones lineales. En
1955 Penrose, anó y amplió los resultados de Bjerhamman sobre sistemas lineales
y mostró que la inversa de Moore, para una matriz A dada es una única matriz G
que satisface cuatro condiciones llamadas ecuaciones de Moore-Penrose [5].
Durante esta misma época, Rao propuso un método para calcular lo que llamo
pseudoinversa de una matriz, esta pseudoinversa no cumple con todas las condiciones
de las llamadas ecuaciones de Moore-Penrose, por lo tanto es diferente a la inversa
que lleva el mismo nombre; la matriz denida por Rao permite resolver ecuaciones
normales con matrices singulares, además se pueden expresar los estimadores de las
varianzas. En general, proporciona una teoría de estimación de mínimos cuadrados,
sin restricción en el rango de las ecuaciones de observación. En un escrito posterior,
Rao mostró que con una denición más débil de la dada por Moore-Penrose, es
posible resolver problemas referentes a sistemas de ecuaciones lineales, tal inversa
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es llamada inversa generalizada o g-inversa [33].
2.3.2. Operador vec()
Operador vec, escrito como vec(), es otra herramienta de álgebra lineal muy impor-
tante en la representación de la matriz de regresión multidimensional. El mecanismo
de operador vec es simple y se puede aplicar a una matriz de cualquier orden. Este
operador transforma una matriz en un vector columna, colocando todas las columnas
de la matriz una debajo de la otra en estricto orden.
Denición 2.3.1. El operador vec() :Mmn(R)  ! Rmn; con A = (aij) en Mmn,
queda denido mediante la siguiente igualdad:
vec(A) =
2666664
A1
A2
...
An
3777775 ; donde Aj =
2666664
a1j
a2j
...
anj
3777775 ; es decir, la j-ésima columna.
Ejemplo 2.3.2. Sea A =
"
a11 a12 a13
a21 a22 a23
#
, entonces,
A1 =
"
a11
a21
#
; A2 =
"
a12
a22
#
; A3 =
"
a13
a23
#
y vec(A) =
2664
A1
A2
A3
3775 =
266666666664
a11
a21
a12
a22
a13
a23
377777777775
2.3.3. El producto de Kronecker.
El producto de Kronecker, llamado así por el matemático alemán Leopold
Kronecker, es un operador especial que se utiliza en el álgebra matricial
para la multiplicación de dos matrices. Este producto, escrito como 
,
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posibilita obtener una matriz compuesta por los elementos de cualquier
par de matrices. Cualquier signica aquí que producto de Kroneck-
er funciona sin que se cumplan las condiciones sobre el tamaño de las
matrices que implica la multiplicación de matrices ordinaria.
Esta sección fue transcrita de las notas del profesor Humberto Sarria [36]
Denición 2.3.3. Consideremos las matrices A = (aij)mn y B = (bij)rs. El
producto de Kronecker de A y B es la matriz :
A
B =
0BBBBB@
a11B a12B    a1nB
a21B a22B    a2nB
...
...
. . .
...
am1B am2B    amnB
1CCCCCA
.
1. La matriz A genera una partición en bloques sobre la matriz A 
 B. Se
llamará a la submatriz aijB, bloque i, j de A 
 B generado por A y lo se
denota mediante (A
B)ij.
2. La matriz A
B es una matriz de tamaño (mr) (ns).
3. En general, A
B 6= B 
 A.
2.3.4. Propiedades y reglas del producto de Kronecker
Esta sección fue transcrita de las notas del profesor Humberto Sarria [36].
1. (A
B) = (A)
B = A
 (B), para todo escalar .
2. (A+B)
 C = A
 C +B 
 C.
3. A
 (B + C) = A
B + A
 C.
4. A
 (B 
 C) = (A
B)
 C.
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5. 0mn = 0m 
 0n.
6. Imn = Im 
 In.
7. (A
B)T = AT 
BT .
8. (A
B)(C 
D) = AC 
BD, si A y C y B y D son compatibles, respectiva-
mente, para el producto.
9. Si A y B son matrices cuadradas inversibles entonces:
(A
B)  1 = A  1
B   1.
10. vec(AY B) = (BT 
A)vec(Y ), si A es una matriz m n, Y es una matriz de
tamaño n r y B es una matriz de tamaño r  s.
2.3.5. La suma de Kronecker.
Esta sección fue transcrita de las notas del profesor Humberto Sarria [36].
Denición 2.3.4. Sean A una matriz de tamaño nn y Bunamatrizdetamaom
m:LasumadeKroneckerdeAyBsedefinecomolamatriz :
AB = A
 Im+ In
B.
2.3.6. Aplicaciones: solución de sistemas de ecuaciones us-
ando el producto de Kronecker.
Esta sección fue transcrita de las notas del profesor Humberto Sarria [36].
Problema 2.1. La solución del sistema matricial:
AX +XB = C (2.3)
donde A 2 Mn(R), B 2 Mm(R) y X y C 2 Mnm(R) es equivalente a resolver el
sistema lineal:
 
Im 
 A+BT 
 In

vec (X) = vec (C) (2.4)
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2.3.7. Matrices Inversas Laterales
Esta sección fue transcrita de las notas del profesor Humberto Sarria [36].
Denición 2.3.5. Consideremos una matriz A = (aij)mn.
Denición 2.3.6. 1. Una matriz R de tamaño nm es una inversa a derecha
de A, si:
AR = Im (2.5)
2. Una matriz L de tamaño m n es una inversa a izquierda de A, si:
LA = In (2.6)
Ejemplo 2.3.7. Determinar, en caso de que exista, una inversa a derecha de la
matriz:
A =
 
2  1 3
1  2 4
!
Si la matriz A tiene inversa a derecha existe una matriz:
R =
0BB@
r1 r4
r2 r5
r3 r6
1CCA
tal que AR = I2. Por la propiedad (10) del producto de Kronecker se desprende que
este sistema matricial tiene solución, si y sólo si, el sistema:
(I2 
 A)vec(R) = vec(I2)
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tiene solución. Es decir, si el sistema:
0BBBB@
2  1 3 0 0 0
1  2 4 0 0 0
0 0 0 2  1 3
0 0 0 1  2 4
1CCCCA
0BBBBBBBBBB@
r1
r2
r3
r4
r5
r6
1CCCCCCCCCCA
=
0BBBB@
1
0
0
1
1CCCCA
tiene solución. Para solucionar este sistema, se hace uso de la matriz aumentada:0BBBB@
2  1 3 0 0 0
1  2 4 0 0 0
0 0 0 2  1 3
0 0 0 1  2 4

1
0
0
1
1CCCCA
F2
F1
0BBBB@
1  2 4 0 0 0
2  1 3 0 0 0
0 0 0 2  1 3
0 0 0 1  2 4

0
1
0
1
1CCCCA F2   2F1
0BBBB@
1  2 4 0 0 0
0 3  5 0 0 0
0 0 0 2  1 3
0 0 0 1  2 4

0
1
0
1
1CCCCA
0
1
3
F2
F3   2F4
0BBBB@
1  2 4 0 0 0
0 1  5
3
0 0 0
0 0 0 0 3  5
0 0 0 1  2 4

0
1
3
 2
1
1CCCCA
Se obtienen 4 variables dependientes y 2 variables libres. Así, la solución general del
sistema podemos expresarla como:
 
2
3
  2
3
r3;
1
3
+ 5
3
r3; r3;  13   23r6;  23 + 53r6; r6

En consecuencia, se puede expresar cualquier inversa a derecha de A como:
0BB@
2
3
  2
3
r3  13   23r6
1
3
+ 5
3
r3  23 + 53r6
r3 r6
1CCA
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El espacio afín de las inversas a derecha de A tiene dimensión 2. Al tomar r3 = r6 = 0
se obtiene la matriz:
0BB@
2
3
 1
3
1
3
 2
3
0 0
1CCA
Comprobación:
 
2  1 3
1  2 4
!0BB@
2
3
 1
3
1
3
 2
3
0 0
1CCA =
 
1 0
0 1
!
2.3.8. Las Ecuaciones de Moore-Penrose
Las siguientes notas están basadas en los libros [5], [27], [32].
Denición 2.3.8. Dada una matriz A 2 Mmn(R) y G 2 Mnm(R), se enuncian
a continuación las ecuaciones de Moore-Penrose
AGA = A (2.7)
GAG = G (2.8)
(AG)T = AG (2.9)
(GA)T = GA (2.10)
Si A y G satisfacen la ecuación 2.7, entonces G es llamado inversa generalizada de
de A, este tipo de inversa también es conocida como g-inversa o f1g-inversa de A.
Para representar esta clase de inversa de usa A :
Si A y G satisfacen la ecuación 2.7 y 2.8, entonces G es llamada una g-inversa
reexiva A, este tipo de inversa también es conocida como f1; 2g-inversa de A.
Si A y G satisfacen la ecuación 2.7, 2.8, 2.9 y 2.10 entonces G es llamada la inversa
de Moore-Penrose de A. Para representar esta clase de inversa de usa A+:
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Como se anotó anteriormente, Rao [33] mostró que con la inversa generalizada era
suciente para estudiar las soluciones de sitemas de ecuaciones lineales, por lo tanto
en este escrito sólo se trabajará esta clase de inversa generalizada (g-inversa o f1g-
inversa).
Observaciones sobre la inversa Generalizada
Esta sección fue transcrita de las notas del profesor Humberto Sarria [36].
1. Para una matriz no singular A, es claro que AA 1A = A. En consecuencia, si
G es una inversa generalizada de A entonces:
AA 1A = AGA (2.11)
De aquí, se desprende que, necesariamente,G = A 1. Se concluye de lo anterior
que si una matriz es no singular tiene una única inversa generalizada.
2. Si una matriz A tiene una inversa lateral a derecha o izquierda entonces esta
inversa es una inversa generalizada. En consecuencia, se arma que si una
matriz es rango completo, por las o por columnas, entonces tiene una inversa
generalizada.
3. El recíproco de la armación anterior no es, en general, cierto. Toda matriz
es una inversa generalizada de la matriz nula; sin embargo, la matriz nula no
tiene inversas laterales.
4. G es una inversa generalizada de A, si y sólo si, sus entradas satisfacen el
sistema de ecuaciones lineales:
(AT 
 A)vec(G) = vec(A) (2.12)
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Algoritmo para Calcular Una Inversa Generalizada
Este algoritma aparece en [42].
Para calcular una inversa generalizada de una matriz A 2Mmn es:
1. a) 1) Encuentre una submatriz de A cuadrada de rango igual al de A. Esto
se puede hacer utilizando el método de eliminación de Gauss.
2) Denote por A1 a esta matriz.
3) Invierta y transponga A1.
4) Regrese (A 11 )
T a la matriz A en las posiciones correspondientes. En
los elementos restantes ponga ceros.
5) Transponga la matriz resultante.
El siguiente ejemplo aparece en [42]. Se han agregado algunos pasos al proceso para
facilitar la comprensión.
Ejemplo 2.3.9. A =
0BB@
 6 2  2 3
3  1 5 2
 3 1 3 1
1CCA
El máximo rango que puede tener la matriz A es 3, por lo tanto se revisará el rango
de la submatrices 3 3 de A
A =
0BB@
 6 2  2 3
3  1 5 2
 3 1 3 1
1CCA, Gaussian elimination:
0BB@
 6 2  2 3
0 0 4 7
2
0 0 0  4
1CCA
realizando la eliminación de Gauss determinamos que la matriz A es de rango 2.
Ahora se escogen las las y columnas de donde los pivotes de la reducción, es decir
la 1 columna 1, con la 2 columna 3, los elementos que estan en la interseción de
estas las y columnas, a11, a13, a21 y a23.
A1 =
 
 6  2
3 5
!
Se calcula la inversa de A1,
A 11 =
 
  5
24
  1
12
1
8
1
4
!
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 
A 11
T
=
 
  5
24
1
8
  1
12
1
4
!
Ahora, los valores encontrados ocupan las posiciones que tenían originalmente en A,
y en las demás posiciones se coloca 0, la matriz que resulta aquí es la traspuesta de
la inversa generalizada.
GT =
0BB@
  5
24
0 1
8
0
  1
12
0 1
4
0
0 0 0 0
1CCA
Entonces, la inversa generalizada de A es la traspuesta de esta nueva matriz
G =
0BBBB@
  5
24
  1
12
0
0 0 0
1
8
1
4
0
0 0 0
1CCCCA
Prueba0BB@
 6 2  2 3
3  1 5 2
 3 1 3 1
1CCA
0BBBB@
  5
24
  1
12
0
0 0 0
1
8
1
4
0
0 0 0
1CCCCA
0BB@
 6 2  2 3
3  1 5 2
 3 1 3 1
1CCA =
0BB@
 6 2  2 3
3  1 5 2
 3 1 3 5
1CCA
Ejemplo 2.3.10. Sea la matriz:
A =
0BBBB@
1 1 1
2 1  1
1  2 1
1 1  2
1CCCCA
0BBBB@
1 1 1
2 1  1
1  2 1
1 1  2
1CCCCA, Gaussian elimination:
0BBBB@
1 1 1
0  3 0
0 0  3
0 0 0
1CCCCA
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es rango columna completo entonces tiene inversas a izquierda. En este caso, se
puede vericar que las matrices:
G1 =
0BB@
1
9
1
3
2
9
0
1
3
0  1
3
0
5
9
 1
3
1
9
0
1CCA y G2 =
0BB@
0 1
2
1
6
 1
6
0 1
2
 1
2
 1
2
0 1
2
 1
6
 5
6
1CCA, son inversas generalizadas
de A, como se muestra a continuación.
AG1A =
0BBBB@
1 1 1
2 1  1
1  2 1
1 1  2
1CCCCA
0BB@
1
9
1
3
2
9
0
1
3
0  1
3
0
5
9
 1
3
1
9
0
1CCA
0BBBB@
1 1 1
2 1  1
1  2 1
1 1  2
1CCCCA =
0BBBB@
1 1 1
2 1  1
1  2 1
1 1  2
1CCCCA =
A
AG1 =
0BB@
1
9
1
3
2
9
0
1
3
0  1
3
0
5
9
 1
3
1
9
0
1CCA
0BBBB@
1 1 1
2 1  1
1  2 1
1 1  2
1CCCCA =
0BB@
1 0 0
0 1 0
0 0 1
1CCA = I3
AG2A =
0BBBB@
1 1 1
2 1  1
1  2 1
1 1  2
1CCCCA
0BB@
0 1
2
1
6
 1
6
0 1
2
 1
2
 1
2
0 1
2
 1
6
 5
6
1CCA
0BBBB@
1 1 1
2 1  1
1  2 1
1 1  2
1CCCCA =
0BBBB@
1 1 1
2 1  1
1  2 1
1 1  2
1CCCCA =
A
AG2 =
0BB@
0 1
2
1
6
 1
6
0 1
2
 1
2
 1
2
0 1
2
 1
6
 5
6
1CCA
0BBBB@
1 1 1
2 1  1
1  2 1
1 1  2
1CCCCA =
0BB@
1 0 0
0 1 0
0 0 1
1CCA = I3
1. Para cualquier matriz A y para cualquier escalar k, 1
k
A  es una inversa gen-
eralizada de kA. En particular,  A  es una inversa generalizada de  A.
Proposición 2.3.11. Para cualquier matriz A, rank(A )  rank(A).
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2.3.9. Usos de las inversas generalizadas
Esta sección fue transcrita de las notas del profesor Humberto Sarria [36].
Condiciones necesarias y sucientes para la consistencia de sistemas lin-
eales.
En algunas ocasiones es necesario saber si un sistema lineal es consistente
o no. El siguiente resultado brinda un procedimiento basado en inversas
generalizadas de la matriz del sistema para contestar esta pregunta.
Lema 2.3.12. Un sistema lineal AX = B (en X) es consistente, si y sólo si,
AA B = B (2.13)
o, equivalentemente, si y sólo si,
(I   AA )B = 0 (2.14)
Ejemplo 2.3.13. Considere el sistema lineal:
AX = B (2.15)
donde A =
0BBBBBBB@
5 2  1 2
2 2 3 1
1 1 4  1
2  1  3  1
3 0 1  2
1CCCCCCCA
donde X 2M45(R) y B =
0BBBBBBB@
7
9
5
 6
 1
1CCCCCCCA
Las siguientes operaciones fueron realizadas con Scientic Wordplace.
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0BBBBBBB@
5 2  1 2
2 2 3 1
1 1 4  1
2  1  3  1
3 0 1  2
1CCCCCCCA
, Gaussian elimination:
0BBBBBBB@
5 2  1 2
0 6
5
17
5
1
5
0 0 5  3
0 0 0 0
0 0 0 0
1CCCCCCCA
0BB@
5 2  1
2 2 3
1 1 4
1CCA, inverse:
0BB@
1
3
 3
5
8
15
 1
3
7
5
 17
15
0  1
5
2
5
1CCA, transpose:
0BBBBBBB@
1
3
 1
3
0 0
 3
5
7
5
 1
5
0
8
15
 17
15
2
5
0
0 0 0 0
0 0 0 0
1CCCCCCCA
,
transpose:
0BBBB@
1
3
 3
5
8
15
0 0
 1
3
7
5
 17
15
0 0
0  1
5
2
5
0 0
0 0 0 0 0
1CCCCA
Se toma una de las inversas generalizadas de la matriz A; esto es, por ejemplo,
G =
0BBBB@
1
3
 3
5
8
15
0 0
 1
3
7
5
 17
15
0 0
0  1
5
2
5
0 0
0 0 0 0 0
1CCCCA
0BBBBBBB@
5 2  1 2
2 2 3 1
1 1 4  1
2  1  3  1
3 0 1  2
1CCCCCCCA
0BBBB@
1
3
 3
5
8
15
0 0
 1
3
7
5
 17
15
0 0
0  1
5
2
5
0 0
0 0 0 0 0
1CCCCA
0BBBBBBB@
5 2  1 2
2 2 3 1
1 1 4  1
2  1  3  1
3 0 1  2
1CCCCCCCA
=
0BBBBBBB@
5 2  1 2
2 2 3 1
1 1 4  1
2  1  3  1
3 0 1  2
1CCCCCCCA
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Efectuando el producto:
0BBBBBBB@
5 2  1 2
2 2 3 1
1 1 4  1
2  1  3  1
3 0 1  2
1CCCCCCCA
0BBBB@
1
3
 3
5
8
15
0 0
 1
3
7
5
 17
15
0 0
0  1
5
2
5
0 0
0 0 0 0 0
1CCCCA
0BBBBBBB@
7
9
5
 6
 1
1CCCCCCCA
=
0BBBBBBB@
7
9
5
 6
 1
1CCCCCCCA
= B
se concluye que el sistema lineal 2.15 es consistente.
Ejemplo 2.3.14. En el ejemplo anterior tomemos: A =
 
 6 2  2
3  1 1
!
y B = 
1  1
2
 1
2
1
!
 
 6 2  2
3  1 1
!
, Gaussian elimination:
 
 6 2  2
0 0 0
!
la matriz es de rango 1,
porlo tanto una matriz inversa generalizada es
0BB@
0 0
0  1
0 0
1CCA
Al realizar el mismo producto del ejemplo anterior, se obtiene:
 
 6 2  2
3  1 1
!0BB@
0 0
0  1
0 0
1CCA
 
1  1
2
 1
2
1
!
=
 
1  2
 1
2
1
!
6= B
Así, el nuevo sistema lineal es inconsistente.
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2.3.10. Sistemas lineales
Las siguientes notas están basadas en los libros [5] y [27]
Teorema 2.3.15. Sea AXB = C esta ecuación tiene una solución, si y sólo
si,existen A  y B  tales que AA CB B = C: Si existen soluciones, son todas
de la forma X = A CB  +W   A AWBB ,donde W es una matriz arbitraria
n p.
Corolario 2.3.16. Dado la ecuación matricial AXA = A. Esta ecuación siempre
tiene soluciones ya que la condición de consistencia AA AA A = A es válida para
cualquier inversa generalizada A . Por otra parte el conjunto de todas las posibles
inversas generalizadas A f1g = fX j X = A AA  +W   A AWAA g , donde W
es arbitraria
Corolario 2.3.17. Dada la ecuación matricial AX = C, con A 2 Mmn, X 2
Mnp y C 2 Mmp. La ecuación es soluble si y sólo si AA C = C para alguna
inversa generalizada A  de A y la solución general es X = A C + (I   A A)W ,
donde W es arbitraria.
Corolario 2.3.18. Dada la ecuación matricial XB = C, con B 2 Mpq, X 2
Mnp y C 2 Mnq. La ecuación es soluble si y sólo si CB B = C para alguna
inversa generalizada B  de B y la solución general es X = CB  +W (I  BB ),
donde W es arbitraria.
Corolario 2.3.19. Dada la ecuación matricial AX = 0, con A 2 Mmn y X 2
Mnp. Esta ecuación siempre tiene soluciones ya que la condición de consistencia
AA 0A A = 0 es evidentemente válida para cualquier inversa generalizada de A y
la solución general es X = (I   A A)W , donde W es arbitraria.
Corolario 2.3.20. Dada la ecuación matricial XB = 0, con B 2 Mpq y X 2
Mnp. Esta ecuación siempre tiene soluciones ya que la condición de consistencia
BB 0B B = 0 es evidentemente válida para cualquier inversa generalizada de B y
la solución general es X = W (I  BB ), donde W es arbitraria.
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Corolario 2.3.21. Dado un sistema lineal de ecuaciones AX = C, con A 2Mmn,
X 2 Mn1 y C 2 Mm1. Entonces el sistema es soluble si y sólo si AA C = C
para alguna inversa generalizada A  de A y la solución general es X = A C +
(I   A A)W , donde W es arbitraria de tamaño n 1.
Teorema 2.3.22. Dado un sistema lineal de ecuaciones AX = B, con A 2Mmn.
Entonces GB es una solución del sistema para todo vector columna B, si y sólo si
G es una inversa generalizada de A.
Teorema 2.3.23. Si S y T son matrices invertibles y G es una inversa generalizada
de A, entonces T 1GS 1 es un inversa generalizada de B = SAT . Además, toda
inversa generalizada de B tiene esta forma.
Teorema 2.3.24. (Bose) Si A 2 Mmn, existen matrices invertibles S y T con
SAT =
"
Ir 0
0 0
#
. Una matriz G es una inversa generalizada de A si y sólo si
G = TN#S, donde N# =
"
Ir Y
X W
#
donde X, Y y Z son matrices arbitrarias del
tamaño adecuado.
2.3.11. Sistemas lineales no homogéneos
Esta sección fue transcrita de las notas del profesor Humberto Sarria [36].
En esta sección veremos cómo están relacionadas las soluciones del sis-
tema no homogéneo AX = B con las del sistema homogéneo AX = 0.
Teorema 2.3.25. Si Xp es una solución particular del sistema lineal consistente
AX = B entonces una matriz Xg es una solución del sistema AX = B, si y sólo si,
Xg = X0 +Xp (2.16)
donde la matriz X0 es la solución general del sistema homogéneo AX = 0.
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Se pueden expresar las soluciones del sistema AX = B en términos
de una inversa generalizada cualquiera de A, gracias a la siguiente ob-
servación: por un teorema anterior, una solución particular del sistema
homogéneo AX = B es Xp = A   B y por el corolario (2;2;79) una
solución X0 cualquiera del sistema homogéneo AX = 0 puede expresarse
como X0 = (I   A A)Y para alguna matriz Y de tamaño adecuado.
Por lo tanto, cualquier solución Xg del sistema lineal AX = B se puede
escribir como:
Xg = A
 B + (I   A A)Y:
Ejemplo 2.3.26. Considerar el sistema lineal:
AX = B (2.17)
donde X 2M45(R) y
A =
0BBBBBBB@
5 2  1 2
2 2 3 1
1 1 4  1
2  1  3  1
3 0 1  2
1CCCCCCCA
y B =
0BBBBBBB@
7
9
5
 6
 1
1CCCCCCCA
En el ejemplo (2;2;72), se mostró que el sistema lineal 2.17 es consistente y que una
inversa generalizada de A es:
G =
0BBBB@
1
3
 3
5
8
15
0 0
 1
3
7
5
 17
15
0 0
0  1
5
2
5
0 0
0 0 0 0 0
1CCCCA
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Por lo tanto, la solución general del sistema puede ser expresada en la forma:
xg =
0BBBB@
1
3
 3
5
8
15
0 0
 1
3
7
5
 17
15
0 0
0  1
5
2
5
0 0
0 0 0 0 0
1CCCCA
0BBBBBBB@
7
9
5
 6
 1
1CCCCCCCA
+
0BBBBBBB@
I4  
0BBBB@
1
3
 3
5
8
15
0 0
 1
3
7
5
 17
15
0 0
0  1
5
2
5
0 0
0 0 0 0 0
1CCCCA
0BBBBBBB@
5 2  1 2
2 2 3 1
1 1 4  1
2  1  3  1
3 0 1  2
1CCCCCCCA
1CCCCCCCA
0BBBB@
y1
y2
y3
y4
1CCCCA
=
0BBBB@
 2
5
23
5
1
5
0
1CCCCA+
0BBBB@
0 0 0 7
15
0 0 0  28
15
0 0 0 3
5
0 0 0 1
1CCCCA
0BBBB@
y1
y2
y3
y4
1CCCCA
=
0BBBB@
 2
5
23
5
1
5
0
1CCCCA+
0BBBB@
7
15
y4
 28
15
y4
3
5
y4
y4
1CCCCA
=
0BBBB@
7
15
y4   25
23
5
  28
15
y4
3
5
y4 +
1
5
y4
1CCCCA
2.3.12. Sistemas Lineales Homogéneos, Número de soluciones
Esta sección fue transcrita de las notas del profesor Humberto Sarria [36].
En esta sección determinamos la dimensión del espacio solución de un
sistema lineal homogéneo.
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Lema 2.3.27. La dimensión del espacio solución del sistema vectorial homogéneo:
Ax = 0 (2.18)
donde A es una matriz m n y x 2 Rn es:
n  rank(A).
Lema 2.3.28. Todo sistema lineal (vectorial o matricial) homogéneo tiene:
1. Una única solución, si A es cuadrada y no singular.
2. Innitas soluciones, si A es cuadrada y singular, o si m > n.
Lema 2.3.29. El espacio solución del sistema homogéneo AX = 0 coincide con el
producto cartesiano N (A)p.
En cuanto a la dimensión del espacio solución del sistema homogéneo
matricial tenemos el siguiente resultado.
Lema 2.3.30. Sean A una matriz m  n y X es una matriz n  p. Entonces, la
dimensión del espacio solución del sistema homogéneo matricial AX = 0 es:
n(p  rank(A)).
Lema 2.3.31. Sean A una matriz m n y X una matriz n p.
1. Si AX = 0, entonces Col(X)  N (A).
2. Si AX = 0, entonces rank(X) = n  rank(A), es decir, Col(X) =N (A).
2.3.13. Sistemas Lineales No Homogéneos: Número de solu-
ciones
Esta sección fue transcrita de las notas del profesor Humberto Sarria [36].
Lema 2.3.32. Consideremos un sistema lineal matricial consistente AX = B donde
A es una matriz mn, X es una matriz np y B es una matriz mp. Entonces,
el sistema tiene:
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1. Una única solución, si A es una matriz cuadrada no singular.
2. Innitas soluciones, si A es cuadrada singular o m > n.
Sean A una matriz m  n y B una matriz m  p. En esta sección
probaremos que el sistema lineal:
ATAX = ATB (2.19)
es consistente y a partir de una solución de este sistema, se construye la
matriz de proyección sobre un subespacio dado. Los siguientes resultados
serán útiles para alcanzar este objetivo.
Proposición 2.3.33. Para toda matriz A, A = 0, si y sólo si, ATA = 0.
Corolario 2.3.34. Sean A una matriz de tamaño m  n y, B y C matrices de
tamaño n p. AB = AC, si y sólo si, ATAB = ATAC.
Corolario 2.3.35. Para todo vector v 2 Rm, ATAv = 0, si y sólo si, Av = 0.
Lema 2.3.36. Col(ATA) = Col(AT ).
Teorema 2.3.37. Todo sistema lineal de la forma:
ATAX = ATB (2.20)
es consistente para cualquier matriz A, m n y cualquier matriz B, m p.
Nota 3. Una solución del sistema lineal dado en el teorema anterior es de la forma
Xg = (A
TA)  ATB.
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2.3.14. Sistemas lineales de la forma AXC = B.
Sistema lineal homogéneo
Esta sección fue transcrita de las notas del profesor Humberto Sarria [36].
Teorema 2.3.38. Una matriz X0 es una solución del sistema lineal homogéneo
AXC = 0, si y sólo si, puede escribirse en la forma:
X0 = Y   A AY CC  (2.21)
para alguna matriz Y de tamaño apropiado.
Proposición 2.3.39. Considerese el sistema lineal homogéneo:
AXC = 0 (2.22)
Sean:
1. Z1 = (I   A A)RCC  + A AS(I   CC ) + (I   A A)T (I   CC )
2. Z2 = (I   A A)R + S(I   CC )
3. Z3 = R  A ARCC ,
con R, S y T matrices de los tamaños apropiados para efectuar los productos ante-
riores, entonces, Z1, Z2 y Z3 son soluciones del sistema 2.22.
Sistema lineal No homogéneo
Esta sección fue transcrita de las notas del profesor Humberto Sarria [36].
Teorema 2.3.40. Sea:
AXC = B (2.23)
un sistema lineal consistente. Si Xp es una solución particular del sistema entonces
Xg es una solución del sistema 2.23, si y sólo si,
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Xg = Xp +X0 (2.24)
donde X0 es una solución del sistema homogéneo AXC = 0, dada por la igualdad:
X0 = Y   A AY CC  (2.25)
con Y una matriz de tamaño apropiado.
El siguiente ejemplo se transcribió de las notas de clase del profesor Humberto Sarria
[36].
Ejemplo 2.3.41. Si:
A =
 
 6 2  2
3  1 1
!
, C =
0BB@
1  1
 1  1
 1 1
1CCA y B =
 
 2  14
1 7
!
pruebe que es sistema lineal AXC = B es consistente y calcule la solución ge-
neral del sistema. Resuelva el problema teniendo en cuenta las siguientes inversas
generalizadas:
A  =
0BB@
0 0
0 0
0 1
1CCA y C  =
 
1
2
 1
2
0
 1
2
 1
2
0
!
0BB@
0 0
0 0
0 1
1CCA
 
 6 2  2
3  1 1
!
=
0BB@
0 0 0
0 0 0
3  1 1
1CCA
0BB@
1  1
 1  1
 1 1
1CCA
 
1
2
 1
2
0
 1
2
 1
2
0
!
=
0BB@
1 0 0
0 1 0
 1 0 0
1CCA
0BB@
y11 y12 y13
y21 y22 y23
y31 y32 y33
1CCA 
0BB@
0 0 0
0 0 0
3  1 1
1CCA
0BB@
y11 y12 y13
y21 y22 y23
y31 y32 y33
1CCA
0BB@
1 0 0
0 1 0
 1 0 0
1CCA
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=0BB@
y11 y12 y13
y21 y22 y23
y21   3y11 + 3y13   y23 + y33 y22   3y12 y33
1CCA ;
y11 = 0, y12 = 0, y13 = 0, y21 = 0, y22 = 0, y23 = 0, y33 = 1, entonces0BB@
0 0 0
0 0 0
1 0 1
1CCA = X0
 
 6 2  2
3  1 1
!0BB@
0 0 0
0 0 0
1 0 1
1CCA
0BB@
1  1
 1  1
 1 1
1CCA =
 
0 0
0 0
!
 
 6 2  2
3  1 1
!0BB@
y11 y12 y13
y21 y22 y23
y31 y32 y33
1CCA
0BB@
1  1
 1  1
 1 1
1CCA =
 
 2  14
1 7
!
donde,
6y12   6y11 + 2y21 + 6y13   2y22   2y31   2y23 + 2y32 + 2y33 =  2
6y11 + 6y12   2y21   6y13   2y22 + 2y31 + 2y23 + 2y32   2y33 =  14
3y11   3y12   y21   3y13 + y22 + y31 + y23   y32   y33 = 1
y21   3y12   3y11 + 3y13 + y22   y31   y23   y32 + y33 = 7
(3y11   3y12   y21   3y13 + y22 + y31 + y23   y32   y33)
+ (y21   3y12   3y11 + 3y13 + y22   y31   y23   y32 + y33) = 2y22   6y12   2y32 = 8
(6y12   6y11 + 2y21 + 6y13   2y22   2y31   2y23 + 2y32 + 2y33)
+ (6y11 + 6y12   2y21   6y13   2y22 + 2y31 + 2y23 + 2y32   2y33) = 12y12 4y22+4y32 =
 16
El sistema es inconsistente
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Capítulo 3
Propuesta Didáctica
3.1. Marco Teórico
El modelo que se utilizará para el desarrollo de este propuesta, está basado en la
resolución de problemas, por lo tanto se estudiará el método cartesiano conocido así
porque Polya tituló El patrón cartesianoal capítulo en el cual volvió a plantear
las reglas cartesianas para que pudieran ser aplicadas como pautas de resolución
de problemas, este método propone reglas para ser tenidas en cuenta al organizar
el plan de resolución del problema, es de aclarar que no dice lo que hay que hacer
exactamente en cada uno de sus pasos, por lo tanto no se puede catalogar como un
algoritmo. Para complementar este procedimiento se tendrá en cuenta el trabajo de
Luis Puig, poner un problema en ecuaciones el cual ayudará a traducir los problemas
de tipo verbal o visual, al lenguaje algebraico y por último se utilizará la propuesta
de David Arnau Vera quien propone el método de la hoja de cálculo, en su trabajo
doctoral La enseñanza de la resolución algebraica de problemas en el entorno de
la hoja de cálculo, este modelo es una adaptación del método cartesiano para ser
trabajado en asociación con la hoja de cálculo.
En el libro de George Polya, Cómo Plantear y Resolver Problemasse intenta de-
terminar como las personas solucionan problemas, especialmente como solucionan
problemas de tipo matemático, en este trabajo se caracterizan cuatro tipos de prob-
lemas (problemas por resolver, por demostrar, de rutina y prácticos, y abiertos y
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cerrados), y se dan algunas pautas que se deben seguir para resolver problemas, den-
tro de la caracterización que propone Polya, los problemas que se van a desarrollar
en este trabajo pueden ser catalogados como problemas por resolver.
En los problemas por resolver, su propósito es descubrir cierto objeto,
la incógnita del problema. Los elementos estructurales de este tipo de
problemas son la incógnita (lo buscado), los datos (lo dado) y la condición
(la vía de solución). Un problema de rutina es todo aquel problema que
se puede resolver ya sea sustituyendo simplemente nuevos datos en el
lugar de los de un problema ya resuelto, ya sea siguiendo paso a paso,
sin ninguna originalidad, la traza de algún viejo ejemplo [19].
En su trabajo, la profesora Lina Soraya Llanos, plantea lo que Polya entiende por
algoritmo, da ejemplos de heurística y, además hace un recorrido de los pasos plantea-
dos por Polya para solucionar problemas [19]:
Para Polya (1957) los algoritmos son procesos bien denidos, que
determinan o son determinantes y garantizan una solución; por el con-
trario, en la heurística la solución no está garantizada (es posible o
probable). Esto, naturalmente genera muchos problemas en los estudi-
antes, quienes preeren los algoritmos. En su famoso libro, que se ha
traducido a 15 idiomas, Pólya proporciona la existencia de varios tipos
de heurística: Una primera heurística sería cuando, tratando de resolver
un problema, surge en algún momento la pregunta sobre aquello que se
está buscando- (lo desconocido). Polya (1995) llegó a esta idea cuando
estaba trabajando con uno de sus estudiantes. Para ayudar al alumno,
Polya le presenta la metáfora del puente. El problema consiste en en-
contrar la ruta que lleva, de donde uno se encuentra, hasta donde uno
quiere llegar, es decir, a lo desconocido. Para Polya (1995), un verdadero
problema es cuando estando en una situación inicial bien conocida, es
necesario llegar a otra situación algunas veces conocida o someramente
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conocida y no se conoce el camino. Un verdadero problema debe susci-
tar interés entre las personas que quieran resolverlo, las cuales a su vez
deben tener algún conocimiento sobre el tema que los ocupa.
En el trabajo de Polya (1995), se trata el grado de dicultad de los
problemas, pero no se atiende sistemáticamente a la relación entre los
elementos estructurales de los mismos, cuestión ésta que hace que, la
decisión del grado de dicultad de uno a otro problema, sea relativa y
ambigua. Los problemas abiertos son aquellos que admiten varias re-
spuestas o los problemas que aún no han sido resueltos, y los problemas
cerrados son los problemas de única solución. Según Polya, para resolver
un problema se necesitan los siguientes cuatro pasos:
a) Comprender el problema
Comprender el problema consiste en saber qué es lo que se pregun-
ta y cuál es la información que se da y las condiciones que caracteri-
zan el problema. No tiene sentido responder a una pregunta que no se
comprende, se debe familiarizarse con el problema, hacer el esfuerzo por
entender el signicado de las palabras que puedan ser importantes en el
enunciado. Ayuda a comprender un problema, responder las siguientes
preguntas: ¿Cuál es la incógnita? ¿Cuáles son los datos? ¿Cuál es la
condición o condiciones? Un problema se ha comprendido completamente
cuando puede repetirse el enunciado en forma ligeramente distinta pero
equivalente, cuando pueden separarse claramente los datos, la incógnita
y la condición. Mientras un problema no se comprenda, no vale la pena
avanzar en dirección alguna.
b) Concebir un plan
Concebir un plan hace que entre en juego la necesidad de recurrir a la
experiencia, a la forma en que se han solucionado problemas anteriores,
a los conocimientos adquiridos, a comparar una situación con hechos
conocidos o ayudarse al solucionar problemas más simples, a aplicar las
condiciones dadas una tras otra hasta completar las solicitadas en el
problema. Aparece la heurística, las preguntas orientadoras serían: ¿Se
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conocen problemas semejantes? ¿Cómo se relacionan con los actuales?
¿Conoce algún teorema útil para aplicarlo? ¡Busque problemas que in-
volucren menos variables! ¿Empleó todos los datos y condiciones? Gen-
eralmente un plan se consolida cuando llega una idea brillante. Se le debe
sacar el máximo provecho a los intentos fallidos por resolver el proble-
ma, éstos alguna enseñanza deben dejar. Un plan en realidad consiste
en determinar una relación entre los datos y la incógnita. La consid-
eración de problemas auxiliares es denitiva en este proceso. Los dibujos
son importantes en la concepción del plan.
c) Ejecución del plan
Consiste en desarrollar la idea brillante del plan del problema. La
ejecución del plan solo debe empezar cuando se tenga certeza de estar en
el correcto punto de partida y de poder suplir todos los detalles menores
que puedan presentarse. No es conveniente dejar de considerar detalles
por pequeños que sean. De esta manera la solución que se obtenga estará
libre de cualquier duda o sospecha.
d) Examinar la solución
Todo problema puede comprobarse de una o varias formas. Debe mi-
rarse la incógnita obtenida desde varios puntos de vista; mirar los casos
extremos del resultado y observar que concuerda con problemas o resul-
tados anteriores.
El profesor Luis Puig en su trabajo Como poner un problema en ecuacionesda
algunas pautas que se pueden tener en cuenta cuando se quiere traducir un problema
verbal al lenguaje algebraico, tiene puntos en común con el método cartesiano, pero
está enfocado en la resolución de problemas algebraicos. Tales reglas aparecen a
continuación [29]:
Reglas para Poner un Problema en Ecuaciones
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1) Comprender el enunciado, identicando las cantidades conocidas
(o datos) y las cantidades desconocidas (incógnitas), así como las rela-
ciones entre ellas.
2) Dar nombre a una de las cantidades desconocidas, asignándole una
letra.
3) Representar las cantidades desconocidas mediante expresiones al-
gebraicas que traducen las relaciones entre esas cantidades y la que hemos
designado con una letra.
4) Escribir una igualdad entre expresiones algebraicas (una ecuación)
a partir de las relaciones existentes entre las diferentes cantidades.
5) Comprobar que los dos miembros de la igualdad representan la
misma cantidad. Si los dos miembros de la igualdad representan la misma
cantidad, hemos hecho una traducción adecuada del lenguaje natural al
lenguaje algebraico, es decir, hemos puesto el problema en ecuaciones.
Una vez puesto el problema en ecuaciones, su resolución continúa con
otros dos pasos:  resolver la ecuación,  comprobar que el resultado
obtenido satisface la condición del problema.
El llamado método cartesiano también es tratado por Filloy, Puig, y Rojano, en
su trabajo El estudio teórico local del desarrollo de competencias algebraicas. A
continuación se exponen algunos apartes de este trabajo referentes al planteamiento
y resolución de problemas:
La competencia en la resolución algebraica de problemas de esa famil-
ia tiene elementos que provienen de varios ámbitos que están presentes
en el proceso de resolución. El centro del proceso es el paso del enun-
ciado del problema, que se presenta escrito en lenguaje natural, a una
expresión del lenguaje del álgebra: una ecuación. Por tanto, en la resolu-
ción algebraica de problemas está implicada, por un lado, la competencia
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en ambos lenguajes, y, por otro, la competencia en el proceso de paso de
un texto escrito en el lenguaje natural a un texto escrito en el lenguaje
del álgebra. Esto es patente si se examina en la historia el método de
resolución con contenido heurístico que es pertinente analizar en este
caso, que es el método cartesiano (MC), ya en la propia formulación de
Descartes, en sus Regulæ ad directionem ingenii y en su Géometrie, o
en textos anteriores, como hemos hecho en Puig (2003b), Puig y Rojano
(2004) y Puig (2006). En efecto, el método puede presentarse formal-
mente, desglosado en una serie de pasos, que el resolutor ideal recorre
linealmente:
1) Una lectura analítica del enunciado del problema que lo reduce a
una lista de cantidades y de relaciones entre cantidades.
2) Elección de una cantidad que se va a representar con una letra (o
de unas cuantas cantidades que se van a representar con letras distintas).
3) Representación de otras cantidades mediante expresiones alge-
braicas que describen la relación (aritmética) que esas cantidades tienen
con otras que ya han sido previamente representadas por una letra o un
a expresión algebraica.
4) Establecimiento de una ecuación (o tantas como letras distintas se
haya decidido introducir en el segundo paso), igualando dos expresiones,
de las que se han escrito en el tercer paso, que representen la misma
cantidad.
5) Transformación de la ecuación en una forma canónica.
6) Aplicación de la fórmula o algoritmo de solución a la ecuación en
forma canónica.
7) Interpretación del resultado de la ecuación en términos del prob-
lema.
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El primer paso, la lectura analítica, reposa sobre la competencia en el
lenguaje natural, pero en particular, sobre la competencia en ese tipo es-
pecial de textos matemáticos que son los problemas aritmético-algebraicos
de enunciado verbal (cf. Puig y Cerdán, 1988), en los que no hay elipsis,
y cuya lectura ha de ignorar cualquier signicado que no tenga que ver
con las cantidades y las relaciones de las que habla la historia del prob-
lema. En ese primer paso, el texto en lenguaje natural se prepara para
su traducción al sistema de signos del álgebra, que sólo habla de canti-
dades y relaciones. La lectura analítica descompone el texto del problema
explorando su campo semántico, convirtiéndolo en un nuevo texto en el
que sólo están las cantidades y relaciones que permiten resolver el prob-
lema, con lo que el nuevo texto reduce y amplía el enunciado, ya que sólo
tiene cantidades y relaciones, pero estas cantidades y relaciones pueden
estar mencionadas explícitamente en el enunciado, o puede que haya que
encontrarlas en su campo semántico.
En los pasos segundo, tercero y cuarto, están presentes tanto las com-
petencias de proceso propias del MC como las competencias en el sistema
de signos del álgebra que tienen que ver con la designación biunívoca en-
tre signos elementales (letras) y cantidades, el signicado de las expre-
siones algebraicas compuestas y sus reglas de sintaxis y la forma como
éstas se reeren a cantidades por el intermedio de las relaciones entre
cantidades, y lo que Descartes llamaba expresar una cantidad de dos
maneras diferentes(Descartes, 1701, p. 66), que es lo que da sentido a
la construcción de la ecuación, y constituye el signicado algebraico del
signo igual en una ecuación.
El paso quinto y el paso sexto contienen dos competencias estric-
tamente algebraicas: el quinto, en el cálculo literal, que, en este caso,
consiste en la transformación de expresiones algebraicas para llevarlas a
una forma canónica, y, por tanto, se ha de acompañar de la competencia
de proceso en un tipo de análisis medios -nes; y el sexto, en la solución
de ecuaciones (o sistemas) mediante algoritmos o fórmulas.
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Finalmente, el último paso, en que se regresa al problema verbal, ex-
ige la competencia en el contenido del problema que permite evaluar la
adecuación del resultado.
Ahora bien, esta descripción del MC como una serie de pasos ideales
es una descripción macroscópica, que, por tanto, no agota el conjunto de
las competencias necesarias para la resolución algebraica de problemas,
aunque contenga sus rasgos más importantes. El resolutor tendrá que
lidiar además con las peculiaridades propias del problema que se trate
de resolver. Es decir, los problemas pueden tener estructuras distintas
que hagan preciso desencadenar competencias distintas, en distinto gra-
do o de forma distinta. El estudio pues de la estructura de los problemas
aritmético- algebraicos de enunciado verbal, desde el punto de vista de
su resolución por el MC, contribuye a ampliar los elementos de la com-
petencia algebraica.
Por último el profesor David Arnau Vera, propone lo que el llama Método de Hoja
de Cálculo, este método es una adaptación del método cartesiano para ser trabajado
con hojas de cálculo, a este respecto en su trabajo se arma:
Cuando resolvemos problemas verbales aritmético-algebraicos en la
hoja de cálculo nos vemos sometidos a las restricciones que nos impone el
entorno. Nos encontramos con un nuevo lenguaje que no es el del álgebra,
aunque tiene elementos comunes, y con una estructuración del espacio
físico que impondrá unas limitaciones no presentes cuando utilizamos
lápiz y papel. Evidentemente, en estas condiciones no es posible utilizar
el MC. La competencia en la resolución de problemas en la hoja de
cálculo la deniremos mediante el que llamaremos método de la hoja de
cálculo (en adelante, MHC). Este método lo obtendremos adaptando el
MC a las restricciones que impone el entorno y por lo tanto nos permitirá
realizar una valoración de lo que desde el punto de vista de la enseñanza
uno puede hacer por el otro.
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Son necesarias más competencias, aparte de las que señala el propio
método, para poder resolver problemas verbales. Algunas se asocian al
conocimiento particular de las situaciones reales que se describen en los
problemas; otras al uso del lenguaje natural en el que se expresan los
enunciados o del lenguaje algebraico en el que se expresan la ecuaciones.
Al introducir un entorno nuevo, como es la hoja de cálculo, no podemos
dejar de describir las habilidades necesarias para poder utilizarlo ligadas
al lenguaje de las expresiones de la hoja de cálculo o al conocimiento del
funcionamiento del propio programa.
Las limitaciones de la hoja de cálculo nos obligarán a eliminar pasos
y a introducir restricciones en las libertades que el MC permitía. Hemos
establecido una división en pasos ideales del MHC que no pretendemos
que reeje el comportamiento real, sino un inventario de aquello que
de una manera u otra haría un resolutor ideal. El usuario real, cuando
ponga en práctica el método, abreviará pasos y cambiará su orden.
Exponemos la división en pasos ideales y realizamos un análisis de
los pasos y de los motivos que nos han llevado a tener que introducir las
restricciones. La división en pasos ideales del MHC sería la siguiente:
1) Una lectura analítica del enunciado del problema que lo reduce a
una lista de cantidades y de relaciones entre cantidades.
2) La asignación de una celda a una o varias cantidades desconocidas
y la elección de una única cantidad desconocida representada en una
celda de la que dependerán directa o indirectamente el resto de cantidades
desconocidas representadas. A esta cantidad la llamaremos cantidad de
referencia y a la celda que ocupa, celda de referencia.
3) Representar en las celdas anteriores (excepto en la celda de referen-
cia) fórmulas que describen la relación que esas cantidades desconocidas
tienen con otras cantidades.
4) El establecimiento de una ecuación, lo que se hace igualando dos
expresiones que representan la misma cantidad.
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5) La variación del valor presente en la celda de referencia hasta
conseguir que se verique la igualdad.
6) Interpretación del valor que verica la igualdad en términos del
problema. En el primer paso del MHC se especica exactamente lo mis-
mo que en el primer paso del MC. Esto no signica que los análisis
del enunciado que realizamos en ambos métodos sean equivalentes, pues
cada uno prevé el uso de distintos sistemas matemáticos de signos con
sus virtudes y limitaciones. Sin embargo, sí coinciden en aspectos como
considerar de la misma manera a cantidades conocidas y desconocidas.
El quinto paso, supone la generación de tablas de valores para las
distintas funciones numéricas y para la función veritativa, utilizando la
replicación de las fórmulas mediante la técnica de copia y pegado por
arrastre. Todas las funciones (fórmulas) expresadas tienen como argu-
mento (directo o indirecto) la celda de referencia. A partir de esta celda
se generará una secuencia numérica que proporcionará valores a los ar-
gumentos de las funciones. La vericación de la igualdad se producirá
en la celda donde la función veritativa tome el valor VERDADERO.
El número que toman las funciones numéricas y la celda de referencia
en esa línea proporcionará los valores denitivos para las cantidades de-
sconocidas.
El último paso implica, al igual que en el MC, la incorporación de
los valores obtenidos al texto del que habíamos partido para determinar
la adecuación del resultado, lo que exige competencia en el conocimiento
del contenido del problema.
3.2. Propuesta Didáctica
La nalidad de este trabajo es enseñar a los estudiantes a utilizar la hoja de cál-
culo como una herramienta que le facilite la realización de los procesos aritméticos
implicados en la resolución de sistemas de ecuaciones lineales. La hoja de cálculo
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que se utilizó en el presente trabajo es Excel 2013, aunque los procedimientos que
se describen en este trabajo son totalmente compatibles con versiones anteriores de
Excel.
Es importante que el estudiante conozca muy bien el método algebraico que desea
implementar, que tenga claros los pasos que debe ejecutar para llegar a la solución
y que haya resuelto ejercicios usando papel y lápiz, ese mismo procedimiento será el
que realice con la ayuda de Excel.
El trabajo algebraico con Excel permite aclarar muchos conceptos que le causan
dicultad al estudiante, por ejemplo la diferencia entre constante y variable cuando
se escribe una ecuación en forma general, y = mx+ b ; en la cual m y b representan
constantes, x y y representan variables. Aquí no es claro para el estudiante como
una letra que representa una constante, a la cual se le puede asignar cualquier valor,
es diferente de una variable. Cuando se dice que puede tomar cualquier valor, ¿es
una variable?
Esto se aclara al trabajar con Excel, por ejemplo si se quiere hacer la representación
gráca de este tipo de función, al comenzar el proceso se le debe asignar a m y a
b valores que serán jos durante todo el proceso mientras que x y y no tendrán un
valor jo dentro del proceso, para hacer la representación gráca se debe asignar
VARIOSvalores a x y, utilizando la función, se deben determinar los valores de y,
estos valores no son únicos, además se pueden cambiar dentro del proceso, es decir
tomar otros, y la representación gráca (LÍNEA RECTA) será la misma.
Excel no es un graticador de funciones, es decir, no puede generar la representación
gráca usando únicamente la ecuación de la función, es necesario, hacer una tabla de
valores para que Excel genere la representación gráca. Trabaja de la misma manera
que nosotros cuando tenemos que hacer una gráca, primero hacemos la tabla de
valores y luego ubicamos los puntos en un plano cartesiano, y al igual que nosotros,
entre más puntos se calculen más aproximada quedará la representación gráca.
Cuando se va a elaborar una tabla de valores es necesario determinar que variable
o variables son independientes y cuál o cuáles son dependientes, además se debe
conocer la relación entre tales variables, dicha relación se establece mediante una
ecuación.
Si se trata de trabajar con una ecuación lineal de la forma ax + by = c, general-
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mente se toma a x como variable independiente y, para que quede explícita ésta
dependencia se despeja la variable y, utilizando las propiedades de las ecuaciones:
- Al sumar una constante ambos lados de la ecuación, esta no cambia.
- Al multiplicar por una constante, diferente de cero, ambos lados de la ecuación,
esta no cambia.
Después de despejar, se obtiene la ecuación:
y = (c  ax)=b (3.1)
Se le asignan valores a x, después se sustituyen los valores de x en la ecuación 3.1 y
se realizan las operaciones que queden indicadas para obtener los valores de y.
Por ejemplo para la ecuación 2x+ 3y = 5,
1. a) 1) Se despeja y = (3  2x) =5
2) Se asigna un valor a x, por ejemplo x =  3.
3) Se sustituye cada uno de los valores de x en la ecuación del del
inciso (i), luego se realizan operaciones para obtener el valor de y. Si
x =  3, entonces y = (3  2 ( 3)) =5 = 9=5.
4) Se ubica el punto (x; y) = ( 3; 9=5) en el plano. Se deben repetir los
pasos ii, iii, iv asignando a x valores diferentes hasta obtener parejas
sucientes para poder hacer la representación gráca. La cantidad
de valores que se debe asignar a x depende de la destreza que tiene
el estudiante para gracar y también depende del conocimiento que
tenga de la función misma que está representando, es decir, si de
antemano sabe cuál es la forma que debe tener la gráca será más
sencillo hacer la representación.
Como se evidencia aquí, la construcción de una tabla de valores para realizar la
representación gráca de una función, exige el uso de un algoritmo iterativo, este
algoritmo requiere de un análisis antes de implementarse en Excel, utilizando el
método de las hojas de cálculo, como se explica a continuación.
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3.2.1. Algoritmo para generar una tabla de valores
Para la implementación de un algoritmo realmente se utilizan los cinco primeros
puntos del MHC.
1. Lectura analítica (comprensión del problema) se debe implementar un algorit-
mo que genere una tabla de valores de una función línea.
2. Asignación de celdas: inicialmente necesitamos dos, para la variable indepen-
diente x y otra para la variable dependiente y, pero como se necesita generar
una tabla de valores, realmente se debe asignar una columna para los valores
de x y otra columna para los valores de y.
3. La ecuación que establece la relación entre las variables x y y es 2x+ 3y = 5.
4. Como x es la variable independiente y y si es la variable dependiente entonces
la ecuación debe expresar esta dependencia y = (5  2x)=3.
5. Se debe vericar que las parejas (x; y) satisfacen la relación 2x + 3y = 5, es
decir al sustituir los valores de x y y en la expresión 2x+3y el resultado debe
ser 5.
Implementación en Excel
1. Asignación de celdas.
Excel permite dar nombre a unas seis o a un grupo de celdas para luego utilizar
este nombre dentro de una ecuación. Para utilizar esta utilidad seleccionen las
celdas que se quiere nombrar, se oprime el botón derecho del mouse y en la
lista que aparece se escoge la opción asignar nombre, en el cuadro de diálogo
que aparece se digita el nombre que se haya escogido y se oprime acepta, en
este caso el nombre que se usará es él.
2. Se escriben los valores de x que se van a usar por ejemplo se pueden usar
valores enteros entre  10 y 10.
3. se despeja y de la expresión: y = (5  2x)=3.
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4. En la celda destinada para el valor de y se digita la expresión anterior desde
el igual:
= (5  2  x)=3
luego se oprime Enter, por último se copia esta fórmula en las restantes
celdas destinadas para los valores de y, puede ser arrastrando el cuadro que
aparece en la esquina inferior derecha de la celda que contiene la fórmula. Con
este proceso se ha generado la tabla de valores.
En cada una de las celdas de y se mostrará el valor resultante al aplicar la
fórmula y si se quiere ver la fórmula, en la pestaña fórmula se escoge la
opción mostrar fórmulas.
Si queremos que el valor en la casilla se muestre como una fracción selec-
cionamos las casillas de y, oprimimos el botón derecho de Mouse, en la ven-
tana que aparece escogemos la opción formato de celdas y elegimos el formato
fracción.
5. Para vericar que la tabla de valores quedo correcta, se debe comprobar que
los pares de valores (x; y) satisfacen la ecuación, es decir, que al sustituir las
parejas en la expresión 2x+ 3y el resultado debe ser 5. Esta comprobación se
puede hacer utilizando una calculadora o también usando Excel.
Por ejemplo si queremos comprobar que la pareja (1; 1) es correcta, se realiza
la operación en Excel así:
= 2  1 + 3  1 Enter.
Si trabajamos con los valores decimales, el resultado no será cinco sino un
número aproximado.
Éste algoritmo se puede generalizar para que produzca la tabla de valores para
cualquier ecuación lineal. ax + by = c, es decir, se puede generar un algoritmo que
solicite los valores de a, b y c, Y a partir de estos valores se produce la tabla de
valor.
Las modicaciones que se viven realizar en el anterior algoritmos son:
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- En el paso dos al asignar las celdas, que deben asignar tres de ellas para los
valores de a, b y c, a las cuales se les deben asignar como nombre su respectiva
letra. Fíjese que la c queda seguida de raya al piso: c_:
- En el paso cuatro, al escribir la fórmula de y, se escribe en forma general:
= (c_  a  x)=b
Aquí es importante resaltar que el estudiante debe ser capaz de despejar la x de la
ecuación informa general.
3.2.2. Algoritmo para Generar la gráca de una función lin-
eal ax+ by = c.
Para la implementación de un algoritmo realmente se utilizan los cinco primeros
puntos del MHC.
1. Lectura analítica (comprensión del problema) se debe implementar un algorit-
mo que genere la tabla de valores de la función líneal dada y luego la represente
grácamente.
2. Asignación de celdas: inicialmente necesitamos dos, para la variable indepen-
diente x y otra para la variable dependiente y, pero como se necesita generar
una tabla de valores, realmente se debe asignar una columna para los valores
de x y otra columna para los valores de y.
3. La ecuación que establece la relación entre las variables x y y es 2x+ 3y = 5.
4. Como x es la variable independiente y y es la variable dependiente entonces
la ecuación debe expresar esta dependencia y = (5  2x)=3.
5. Se debe vericar que las parejas (x; y) satisfacen la relación 2x + 3y = 5, es
decir al sustituir los valores de x y y en la expresión 2x+3y el resultado debe
ser 5.
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Implementación en Excel
1. Asignación de celdas.
Excel permite dar nombre a una celda o a un grupo de celdas para luego usar
este nombre dentro de una ecuación. Para utilizar esta utilidad seleccionan las
celdas que se quiere nombrar, se oprime el botón derecho del mouse y en la
lista que aparece se escoge la opción asignar nombre, en el cuadro de diálogo
que aparece se digita el nombre que se haya escogido y se oprime acepta, en
este caso el nombre que se usará es x.
2. Se escriben los valores de x que se van a usar por ejemplo se pueden usar
valores enteros entre  10 y 10.
3. Se despeja y de la expresión: y = (5  2x)=3.
4. En la celda destinada para el valor de y se digita la expresión anterior desde
el igual:
= (5  2  x)=3
luego se oprime Enter, por último se copia esta fórmula en las restantes
celdas destinadas para los valores de y, puede ser arrastrando el cuadro que
contiene la fórmula o se copia la fórmula y se pega en cada una de las casillas.
Con este proceso se genera la tabla de valores.
Una vez generada la tabla de valores, se seleccionan las dos columnas de val-
ores, en la barra de herramientas se escoge la pestaña insertar, en la sección
de grácos se elige dispersión y por último se selecciona la opción dispersión
con líneas suavizadas. (Se utiliza este tipo de grácos para comparar al menos
dos conjuntos de valores o pares de datos,se usa cuando los datos representan
un conjunto x, y basados en una formula).
5. Si la gráca que se generó en este caso, es una línea recta, se puede decir
que el proceso fue correcto. Si se quieren vericar que la tabla de valores
quedo correcta, se debe comprobar que los pares de valores (x; y) satisfacen
la ecuación, es decir, que al sustituir las parejas en la expresión 2x + 3y el
resultado debe ser 5.
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Al igual que el anterior algoritmo, se pueden hacer las mismas modicaciones para
que se genere la gráca de cualquier ecuación lineal. ax+ by = c.
En hoja de cálculo, únicamentese queda representa el segmento de recta comprendido
entre el intervalo de la variable x y el intervalo de la variable y. esto que parece ser
una desventaja del programa realmente se convierte en una ventaja para el proceso
algebraico cuando se represente un sistema de ecuaciones.
3.2.3. Algoritmo para generar la ecuación a partir de los
valores de a, b y c que se digiten:
Este algoritmo permite que Excel genere y muestre las ecuaciones ax + by = c y
y = (c  ax) =b a partir de los valores que se digiten para a, b y c.
1. Se debe diseñar un algoritmo que solicite los valores de las constantes a, b y c,
y luego utilice estos valores para escribir la ecuación de la forma:
ax+ by = c y y = (c  ax) =b
Por ejemplo si se digita: a = 4, b =  2 y c = 7, el programa debe mostrar
la ecuación 4x   2y = 7. Si se cambian los valores a, b y c, la ecuación debe
cambiar. También debe mostrar la ecuación y = (7  4x)=( 2).
2. Asignación de celdas
Se debe asignar tres celdas para las constantes a, b y c, otra celda para la
ecuación . ax+ by = c y otra celda para la ecuación y = (c  ax)=b.
Dentro del proceso es necesario determinar el signo de la constante a y la
constante b, por lo tanto se necesitan dos celdas más, una se nombrará signob
y la otra signo_a.
3. Las fórmulas que se deben representar en este ejercicio son: ax + by = c y
y = (c  ax)=b, donde a, b y c son constantes digitadas por el usuario.
4. Procedimiento: se escogen tres casillas para las constantes a, b y c y se les
asigna como nombre el mismo nombre de las letras, recuerde que el nombre c
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se queda con raya al piso c_, es importante colocar de una vez valores para
extras estas tres constantes, El valor de b debe ser diferente de cero, para evitar
el error de dividir entre 0.
Para escribir la ecuación ax+by = c, se debe tener en cuenta que hay elementos
jos en la ecuación y otros que deben cambiar de acuerdo con lo que se digite.
Los elementos jos son x, y y el =. Los elementos que cambian dentro de la
ecuación son la a, el +, la b y la c.
- Todos los elementos de diferentes clases se escriben por separado.
- Para escribir un elemento jo, se escribe entrecomillas.
- Los valores variables se escriben solamente el nombre que se le asignó una
casilla en donde se encuentra.
- El signo más debe cambiar de acuerdo al signo de ti, no puede ser vivo porque
si bien es negativo, la ecuación queda 4x+ 2x = 7.
- Para este signo usara una función lógica: si entoncesque decidirá que signo
colocar: Si b < 0 entonces  , si no +
La función pregunta ¿el número es negativo? o ¿el número es menor que cero?, si la
respuesta es armativa entonces coloca en la casilla el signo menos, ( ) si la respuesta
es negativa coloca el signo más (+). En Excel se Digita: Si (b < 0; \  ; \ + ).
Para la ecuación y = (c  ax)=b, es necesario el signo, por lo cual se debe hacer otra
función para el signo de  a: = si( a < 0; ; +).
Se desea separar a la constante a y a la constante b de su signo. Para eso escribimos:
 a = signo(a)jaj
 b = signo(b)jbj
Teniendo en cuenta estas indicaciones, se pueden escribir las dos ecuaciones:
1. ax+ by = c se escribe en Excel: =a&x&signob&abs(b)&y=&c_
2. y = (c ax)=b se escribe en Excel: =y=&signo&c&c&signo_a&abs(a)&x/&abs(b).
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La vericación se hace revisando que se muestren las ecuaciones en la forma deseada
y andar valores diferidos a las constantes a,b y c, la ecuación de cambiar.
3.2.4. Algoritmo para hacer la representación gráca de un
sistema de ecuaciones
Este algoritmo se implementa de misma manera que el algoritmo para represen-
tar una recta, solamente hay que agregar los datos correspondientes a la segunda
ecuación.
Para la implementación de un algoritmo realmente se utilizan los cinco primeros
puntos del MHC.
1. Lectura analítica (comprensión del problema) se debe implementar un algorit-
mo que genere la tabla de valores de cada una de las ecuaciones dadas y luego
las represente grácamente.
2. Asignación de celdas: inicialmente necesitamos tres, una para la variable in-
dependiente x y otras dos para las variables dependientes y1 y y2, como se
necesita generar tablas de valores, realmente se debe asignar una columna
para los valores de cada variable x, y1 y y2.
3. Las ecuaciones que establecen la relación entre las variables x, y1 y y2 son:(
2x+ 3y = 5
5x  4y = 1 .
4. Como x es la variable independiente y1 y y2 son las variables dependientes
entonces las ecuaciones deben expresar esta dependencia
(
y = (5  2x)=3
y =  (1  5x)=4 .
5. Se debe vericar que las parejas (x; y) satisfacen el sistema
(
2x+ 3y = 5
5x  4y = 1 ,
es decir que al sustituir los valores de x y y en la expresiones:
(
2x+ 3y
5x  4y el
resultado debe ser 5 y 1, respectivamente.
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Implementación en Excel
1. Asignación de celdas.
Excel permite dar nombre a una celda o a un grupo de celdas para luego usar
este nombre dentro de una ecuación. Para utilizar esta utilidad seleccionan las
celdas que se quiere nombrar, se oprime el botón derecho del mouse y en la
lista que aparece se escoge la opción asignar nombre, en el cuadro de diálogo
que aparece se digita el nombre que se haya escogido y se oprime acepta, en
este caso el nombre que se usará es x.
2. Se escriben los valores de x que se van a usar por ejemplo se pueden usar
valores enteros entre  10 y 10.
3. Se despeja y1 y y2 de la expresión:
(
2x+ 3y1 = 5
5x  4y2 = 1
.
4. En la celda destinada para el valor de y1 y y2 se digita cada expresión
(
y1 = (5  2x)=3
y2 =  (1  5x)=4
En las celdas destinadas para y1 y y2, se digita:= (5  2  x)=3 y  (1  5  x)=4,
respectivamente.
luego se oprime Enter, por último se copian estas fórmulas en las restantes
celdas destinadas para los valores de y1 y y2, puede ser arrastrando el cuadro
que contiene las fórmulas o se copian las fórmulas y se pegan en cada una de
las casillas. Con este proceso se genera la tabla de valores.
Una vez generada la tabla de valores, se seleccionan las tres columnas de
valores, en la barra de herramientas se escoge la pestaña insertar, en la sección
de grácos se elige dispersión y por último se selecciona la opción dispersión
con líneas suavizadas. (Se utiliza este tipo de grácos para comparar al menos
dos conjuntos de valores o pares de datos,se usa cuando los datos representan
un conjunto x, y basados en una formula).
5. Si la gráca que se generó en este caso, es una pareja de líneas rectas, se puede
decir que el proceso fue correcto. Si se quieren vericar que la tabla de valores
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quedo correcta, se debe comprobar que los pares de valores (x; y1) y (x; y1)
satisfacen las respectivas ecuaciones.
En hoja de cálculo, únicamentese quedan representados los segmentos de recta com-
prendidos entre el intervalo de la variable x y el intervalo de las variables y1 y y2.
esto que parece ser una desventaja del programa realmente se convierte en una ven-
taja porque el estudiante tiene que buscar la manera de que en la gráca se muestre
el punto de intersección de las dos rectas, si lo hay.
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Capítulo 4
Anexos
Taller 1 
Representación Gráfica de un Sistema de 
Ecuaciones 2x2 con Winplot 
 
OBJETIVOS 
• Familiarizar al estudiante con las herramientas básicas de Winplot, para 
la representación gráfica de funciones.  La s herramientas básicas a trabajar 
son el grosor de la gráfica (Ancho de lápiz) y color de la gráfica (Color). 
• Representar gráficamente funciones lineales en el plano (2-D), utilizando 
las herramientas de Winplot, cuando la ecuación está en forma implícita. 
• Representar gráficamente sistemas de ecuaciones lineales lineales en el 
plano (2-D), utilizando las herramientas de Winplot, cuando las ecuaciones 
están en forma implícita. 
• Mostrar en la gráfica de un sistema de ecuaciones lineales el punto de 
intersección y sus coordenadas. 
 
 
 “Winplot es una herramienta muy poderosa que 
tiene entre sus funciones la capacidad de realizar la 
representación gráfica de una gran cantidad de 
funciones en segunda y en tercera dimensión (2-D y 
3-D).  Este programa tiene una interfaz muy 
amigable, la cual permite utilizar fácilmente los 
diferentes menús de herramientas.  
WINPLOT 
El propósito general de Winplot es el trazado de curvas planas y de 
superficies en el espacio.  Las gráficas resultantes se pueden exportar en una 
gran variedad de formatos.  Winplot permite representar funciones cuya 
ecuación en forma explícita, implícita, paramétrica o polar, también permite 
representar puntos, rectas, segmentos de recta y hasta campos vectoriales.. 
  
WINPLOT 
Este programa fue desarrollado 
por el profesor Richard Parris, 
alrededor de 1985. Fue escrito 
originalmente en C, para DOS. 
Con el lanzamiento de Windows 
3.1, el programa pasó a llamarse 
"Winplot". La versión para 
Windows 98 apareció en 2001 y 
está escrito en lenguaje C++i.  
Además de la versión original en 
Inglés, Winplot tiene versiones 
en varios idiomas, la versión en 
español fue realizada por el 
profesor Martín Acosta.  La 
última actualización de este 
programa se realizó el 13 de 
septiembre de 2012. 
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Aplicación Tecnológica 
Descarga e instalación de Winplot 
Winplot se puede descargar desde la página oficial: 
 http://math.exeter.edu/rparris/winplot.html  
 
PASO 1 
Una vez se está en la página de descarga, se escoge la última opción, que es la que permite 
bajar el programa en español 
 
 
 
 
PASO 2 
Se elige guardar el archivo y se espera hasta que la descarga termine. 
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PASO 3 
Cuando la descarga termina, dependiendo del navegador se busca el archivo que acaba de 
bajar y se ejecuta. 
 
 
 
PASO 4 
El archivo descargado realmente es un auto-descompresor, por lo tanto cuando se ejecuta 
permite escoger la carpeta en la cual se va a descomprimir. 
 
 
En la pestaña de descargas se 
escoge el archivo “wpsp32z.exe” 
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PASO 5 
Es importante escoger bien la carpeta en la cual se descomprimirá el archivo, para luego poder 
localizarla con facilidad. 
 
 
 
 
 
 
 
 
 
 
 
Una buena opción es descomprimir el archivo en el escritorio, de esta manera después será 
muy sencillo ubicar el archivo 
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PASO 6 
El programa avisa cuando termina el proceso de descompresión . 
 
 
 
PASO 7 
Después se busca el ícono que aparece en la figura, el cual es el archivo auto-ejecutable de 
winplot.  Este archivo se puede cargar en una memoria para utilizarlo en cualquier computador, 
ya que no es necesario instalarlo. 
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PASO 8 
Al dar doble clic sobre el ícono de Winplot, se abre este cuadro y al seleccionar la pestaña “ventana” aparece 
una lista de opciones para trabajar.  De aquí se escoge 2-Dim. 
 
 
 
 
 
 
 
PASO 9 
Automáticamente aparece otra ventana en la cual se escoge la pestaña “Ecua” y de las 
opciones que aparecen, se elige “Implícita” que es el tipo de ecuaciones que se va a usar. 
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PASO 10 
Aparece un cuadro de dialogo que permite digitar la ecuación que se quiere representar, este 
cuadro también permite escoger el ancho del lápiz y el color de la gráfica. 
 
 
 
PASO 11 
Ahora vamos a representar la función 𝟓𝟓𝟓𝟓 + 𝟐𝟐𝟐𝟐 = 𝟕𝟕, utilizamos un lápiz de grosor 2 y el 
color azul, para realizar esta tarea de ejecutan los siguientes 4 pasos:. 
 
 
 
  
1)Se digita la ecuación 
2) Se digita 2 
en la casilla 
ancho de lápiz 
3) Se oprime 
el botón 
“color” y la 
paleta de 
colores se 
selecciona el 
color azul. 
4) Por último se oprime “ok” 
para generar la gráfica 
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PASO 12 
Después de oprimir el botón “ok” aparecerá la gráfica de la función 
 
 
 
Si se desea agregar otra gráfica en la misma ventana, simplemente se repiten los pasos del 8 
al 12.  A continuación se agregará la gráfica de 𝟒𝟒𝟓𝟓 − 𝟑𝟑𝟐𝟐 = 𝟗𝟗 de color rojo y lápiz de ancho 3. 
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Para mostrar el punto de intersección de las gráficas y las coordenadas de tal punto, en la 
barra de herramientas se selecciona la opción “Dos” y en la lista que aparece se escoge 
“Intersección”.  En el cuadro de dialogo que aparece se oprime el botón “marcar punto” y luego 
“cerrar” 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
El resultado obtenido es siguiente, es importante aclarar que las coordenadas del punto de 
intersección son sólo una aproximación, inclusive cuando las coordenadas del punto son 
valores enteros, en ocasiones el programa muestra valores decimales aproximados. 
 
  
Aquí aparecen las 
coordenadas aproximadas 
del punto de intersección 
Se oprime el botón “marcar 
punto” 
Luego se oprime el botón 
“cerrar” 
Aquí aparecen las coordenadas 
del punto de intersección 
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Conceptualización 
Un sistema de 2 ecuaciones lineales y 2 incógnitas, se denomina sistema de ecuaciones 
lineales 2×2 
𝑎𝑎𝑎𝑎 + 𝑏𝑏𝑏𝑏 =  𝑐𝑐dx +  ey =  f  
Cuando se resuelve un sistema de ecuaciones 2×2, se determina el valor de las dos incógnitas 
𝟓𝟓 y 𝟐𝟐 que aparecen en el sistema, es decir, se hallan dos números que satisfagan las dos 
ecuaciones, dos números que al ser reemplazados en cada una de las ecuaciones las 
transformen en una igualdad. 
 
Los sistemas de Ecuaciones lineales 2x2 se pueden clasificar dependiendo de su representación 
gráfica: 
i. Si las dos rectas que representan el sistema tienen únicamente un punto en común, 
entonces el sistema es COMPATIBLE DETERMINADO.  En este caso la solución del 
sistema corresponde con las coordenadas del punto de intersección. 
ii.  Si las dos rectas que representan el sistema son coincidentes, entonces el sistema es 
COMPATIBLE INDETERMINADO.  En este caso el sistema tiene infinitas soluciones 
que corresponden a todos los puntos de la recta que representa el sistema. 
iii. Si las dos rectas que representan el sistema son paralelas, entonces el sistema es 
INCOMPATIBLE.  En este caso el sistema no tiene solución. 
 
El sistema que se representó gráficamente es COMPATIBLE DETERMINADO y su solución 
aproximada es el punto (1.69565, -0.73913). 
 
Verificar lo aprendido 
Represente gráficamente cada uno de los siguientes sistemas de ecuaciones lineales, 
determine qué tipo de sistema es y si tiene solución escríbala. 
 
1) � 𝟓𝟓 + 𝟑𝟑𝟐𝟐 = 𝟔𝟔𝟓𝟓 − 𝟐𝟐𝟐𝟐 = −𝟒𝟒 
 
2) � 𝟐𝟐𝟓𝟓 − 𝟑𝟑𝟐𝟐 = 𝟓𝟓−𝟒𝟒𝟓𝟓 + 𝟔𝟔𝟐𝟐 = −𝟏𝟏𝟏𝟏 3) � 𝟓𝟓 + 𝟑𝟑𝟐𝟐 = 𝟔𝟔𝟓𝟓 − 𝟑𝟑𝟐𝟐 = −𝟔𝟔 
4) � 𝟏𝟏𝟐𝟐𝟓𝟓 + 𝟕𝟕𝟐𝟐 = 𝟏𝟏𝟑𝟑−𝟒𝟒𝟓𝟓 − 𝟖𝟖𝟐𝟐 = −𝟔𝟔 
 
5) � 𝟓𝟓 = 𝟔𝟔𝟒𝟒𝟓𝟓 − 𝟐𝟐𝟐𝟐 = 𝟏𝟏𝟒𝟒 6) � 𝟑𝟑𝟐𝟐 = 𝟔𝟔𝟓𝟓 + 𝟕𝟕𝟐𝟐 = 𝟏𝟏 
104 
7) � 𝟐𝟐𝟓𝟓 + 𝟓𝟓𝟐𝟐 = 𝟕𝟕−𝟒𝟒𝟓𝟓 − 𝟏𝟏𝟏𝟏𝟐𝟐 = 𝟏𝟏𝟏𝟏 
 
8) �𝟑𝟑𝟐𝟐𝟓𝟓 − 𝟑𝟑𝟓𝟓𝟐𝟐 = 𝟏𝟏𝟑𝟑
𝟏𝟏𝟔𝟔𝟓𝟓 + 𝟏𝟏𝟓𝟓𝟐𝟐 = 𝟏𝟏  9) �𝟏𝟏𝟓𝟓𝟓𝟓 − 𝟏𝟏𝟏𝟏𝟐𝟐 = −𝟖𝟖𝟕𝟕−𝟏𝟏𝟐𝟐𝟓𝟓 − 𝟓𝟓𝟐𝟐 = −𝟐𝟐𝟕𝟕 
10) � −𝟔𝟔𝟐𝟐 = 𝟐𝟐𝟏𝟏𝟖𝟖𝟓𝟓 + 𝟑𝟑𝟐𝟐𝟐𝟐 = 𝟏𝟏𝟒𝟒 
 
11) � 𝟒𝟒𝟓𝟓 = 𝟏𝟏𝟓𝟓𝟓𝟓 − 𝟐𝟐𝟐𝟐 = 𝟕𝟕 12) � 𝟗𝟗𝟓𝟓 + 𝟏𝟏𝟑𝟑𝟐𝟐 = 𝟔𝟔𝟐𝟐𝟐𝟐𝟑𝟑𝟓𝟓 − 𝟐𝟐𝟕𝟕𝟐𝟐 = −𝟒𝟒𝟑𝟑 
 
Profundizar y avanzar 
1. Basado en la definición de sistema de ecuaciones lineales 2x2, defina un sistema 
lineal de ecuaciones 3x3. 
2. ¿Cuál es la representación gráfica de cada una de las ecuaciones de un sistema de 
ecuaciones lineales 3x3? 
3. Clasifique los sistemas de ecuaciones lineales 3x3 teniendo en cuenta la 
representación gráfica del sistema. 
4. ¿Qué aplicaciones tiene la resolución de sistema de ecuaciones lineales? 
5. Visite la página 
http://thales.cica.es/rd/Recursos/rd98/Matematicas/14/historia.html y prepare una 
exposición sobre la historia de los sistemas de ecuaciones lineales. 
6. Averigüe en que consiste el método de la doble falsa posición para la resolución de 
sistema de ecuaciones lineales, luego utilizando este método solucione el siguiente 
ejercicio  �
𝟐𝟐𝟓𝟓 + 𝟑𝟑𝟐𝟐 = 𝟏𝟏
𝟓𝟓𝟓𝟓 − 𝟐𝟐𝟐𝟐 = −𝟕𝟕.  Puede consultar la siguiente página: 
http://personal.us.es/cmaza/china/falsaposicion.htm  
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Taller 2 
Propiedades de las ecuaciones 
 
OBJETIVOS 
Verificar utilizando Winplot las siguientes propiedades: 
• La suma un número a ambos lados de una ecuación genera una 
ecuación equivalente. 
• La multiplicación por un número diferente de cero a ambos lados 
de una ecuación genera una ecuación equivalente. 
"Transeúnte, ésta es la tumba de Diophante: es él 
quien con esta sorprendente distribución te dice el 
número de años que vivió. Su juventud ocupó su sexta 
parte, después durante la doceava parte su mejilla se 
cubrió con el primer vello. Pasó aún una séptima 
parte de su vida antes de tomar esposa y, cinco años 
después, tuvo un precioso niño que, una vez 
alcanzada la mitad de la edad de su padre, pereció de 
una muerte desgraciada. Su padre tuvo que 
sobrevivirle, llorándole durante cuatro años. 
   De todo esto, deduce su edad"  
Fuente: ttp://thales.cica.es/rd/Recursos/rd98/Matematicas 
/14/historia.html 
APLICACIONES DE LA FUNCIÓN LINEAL 
Las aplicaciones de las funciones lineales son muy variadas y abarcan 
diferentes campos del conocimiento, por ejemplo: 
 
• En Física muchas de las relaciones entre magnitudes se establecen 
mediante la función lineal, por ejemplo la relación entre la 
distancia y el tiempo, cuando la velocidad es contante es una 
función lineal. 
• En Economía se trabajan dos funciones lineales muy importantes: 
la función de demanda y la función de oferta, estas funciones son 
las encargadas de regular el mercado. 
• En geometría la relación que se establece entre el perímetro de un 
cuadrado y la medida de sus lados, es una función lineal. 
 
 
  
HISTORIA DE LAS ECUACIÓNES 
LINEALES 
La primera fase, que comprende el 
periodo de 1700 a. de C. a 1700 d. de C., 
se caracterizó por la invención gradual de 
símbolos y la resolución de ecuaciones. 
Dentro de esta fase encontramos un 
álgebra desarrollada por los griegos (300 
a. de C.), llamada álgebra geométrica, 
rica en métodos geométricos para 
resolver ecuaciones algebraicas. 
La introducción de la notación simbólica 
asociada a Viète (1540-1603), marca el 
inicio de una nueva etapa en la cual 
Descartes (1596-1650) contribuye de 
forma importante al desarrollo de dicha 
notación. En este momento, el álgebra se 
convierte en la ciencia de los cálculos 
simbólicos y de las ecuaciones. 
Posteriormente, Euler (1707-1783) la 
define como la teoría de los "cálculos con 
cantidades de distintas clases" (cálculos 
con números racionales enteros, 
fracciones ordinarias, raíces cuadradas y 
cúbicas, progresiones y todo tipo de 
ecuaciones). 
Fuente: 
http://thales.cica.es/rd/Recursos/rd98/Mat
ematicas/14/historia.html 
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Aplicación Tecnológica 
 
A continuación se representará gráficamente una ecuación lineal utilizando Winplot, luego 
se suma un mismo número a ambos lados de la ecuación y se representa esta nueva ecuación 
en la misma ventana.  Por último se hacen observaciones a partir de los resultados obtenidos.  
El proceso a realizar es el siguiente: 
 
1. Representar la ecuación 𝟐𝟐𝟐𝟐 + 𝟑𝟑𝟑𝟑 = −𝟒𝟒 en Winplot, al igual que en taller anterior, se 
representa la ecuación en forma implícita, con ancho de lápiz 6 y color azul. 
 
 
 
 
2. Sumar 𝟐𝟐𝟐𝟐 a ambos lados de la ecuación para obtener 𝟐𝟐𝟐𝟐 + 𝟑𝟑𝟑𝟑 + (𝟐𝟐𝟐𝟐) = −𝟒𝟒 + (𝟐𝟐𝟐𝟐) y 
representar, en la misma ventana, la nueva ecuación en forma implícita, con un ancho de 
lápiz 2 y color rojo. 
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3. Observación: Las rectas que se obtuvieron de la representación gráfica corresponden a dos 
rectas coincidentes, en otras palabras las dos ecuaciones pueden ser representadas 
gráficamente por la misma recta. 
 
Conceptualización 
Ecuación Lineal: 
Una ecuación de primer grado o ecuación lineal es una igualdad que contiene una o más 
variables, cada una de ellas a la primera potencia.  En este taller se trabajará con ecuaciones 
lineales de la forma 𝒂𝒂𝟐𝟐 + 𝒃𝒃𝟑𝟑 = 𝒄𝒄 con 𝒂𝒂 y 𝒃𝒃 que cumplen las siguientes condiciones: 
i. Si 𝒂𝒂 = 𝟎𝟎, entonces 𝒃𝒃 ≠ 𝟎𝟎. 
ii. Si 𝒃𝒃 = 𝟎𝟎, entonces 𝒂𝒂 ≠ 𝟎𝟎. 
La representación gráfica de este tipo de ecuación, en el plano cartesiano, es una línea recta. 
Ecuaciones Equivalentes: 
Dos ecuaciones son equivalentes si su representación gráfica corresponde a rectas coincidentes, 
o sea rectas que tienen todos sus puntos en común. 
Propiedades de las Ecuaciones: 
1. Si se suma un número a ambos lados de una ecuación se obtiene una ecuación equivalente. 
2. Si se multiplica por un número diferente de cero a ambos lados de una ecuación se obtiene 
una ecuación equivalente. 
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Estas propiedades son muy importantes ya que permiten “despejar” una variable de una 
ecuación dada.  Por ejemplo, si de la ecuación 𝒂𝒂𝟐𝟐 + 𝒃𝒃𝟑𝟑 = 𝒄𝒄, con 𝒃𝒃 ≠ 𝟎𝟎, se quiere despejar 𝟑𝟑, se 
puede realizar el siguiente procedimiento: 
𝒂𝒂𝟐𝟐 + 𝒃𝒃𝟑𝟑 = 𝒄𝒄 
𝒂𝒂𝟐𝟐 + 𝒃𝒃𝟑𝟑 + (−𝒂𝒂𝟐𝟐) = 𝒄𝒄 + (−𝒂𝒂𝟐𝟐) 
𝒃𝒃𝟑𝟑 = 𝒄𝒄 − 𝒂𝒂𝟐𝟐 
�
𝟏𝟏
𝒃𝒃
�𝒃𝒃𝟑𝟑 = �𝟏𝟏
𝒃𝒃
� (𝒄𝒄 − 𝒂𝒂𝟐𝟐) 
𝟑𝟑 = 𝒄𝒄 − 𝒂𝒂𝟐𝟐
𝒃𝒃
 
También se obtiene el mismo resultado si se realiza el procedimiento así: 
𝒂𝒂𝟐𝟐 + 𝒃𝒃𝟑𝟑 = 𝒄𝒄 
�
𝟏𝟏
𝒃𝒃
� (𝒂𝒂𝟐𝟐 + 𝒃𝒃𝟑𝟑) = �𝟏𝟏
𝒃𝒃
� 𝒄𝒄 
�
𝟏𝟏
𝒃𝒃
�𝒂𝒂𝟐𝟐 + �𝟏𝟏
𝒃𝒃
�𝒃𝒃𝟑𝟑 = �𝟏𝟏
𝒃𝒃
� 𝒄𝒄 
𝒂𝒂
𝒃𝒃
𝟐𝟐 + 𝟑𝟑 = 𝒄𝒄
𝒃𝒃
 
𝒂𝒂
𝒃𝒃
𝟐𝟐 + 𝟑𝟑 + �−𝒂𝒂
𝒃𝒃
𝟐𝟐� = 𝒄𝒄
𝒃𝒃
+ �−𝒂𝒂
𝒃𝒃
𝟐𝟐� 
𝟑𝟑 = 𝒄𝒄
𝒃𝒃
−
𝒂𝒂
𝒃𝒃
𝟐𝟐 
𝟑𝟑 = 𝒄𝒄 − 𝒂𝒂𝟐𝟐
𝒃𝒃
 
 
En los dos procesos se obtiene el mismo resultado, pero el primer proceso tiene menos pasos que 
el segundo, por esta razón generalmente comenzamos sumando a ambos lados de la ecuación 
la expresión adecuada para eliminar el término que tiene 𝟐𝟐 y luego multiplicamos por la 
expresión adecuada para que 𝟑𝟑 quede sola a uno de los lados de la ecuación. 
 
Verificar lo aprendido 
Representar gráficamente las siguientes ecuaciones,  cada grupo de ecuaciones debe ser 
representado en una sola ventana de Winplot, en cada uno de los ejercicios se debe 
mostrar la secuencia a medida que se va representando cada ecuación.  Después de 
realizar las gráficas, analice los resultados y escriba las conclusiones que se desprendan 
de su análisis. 
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I  Sumar Una Constantes a  Ambos 
Lados de La Ecuación 
 
1. i) 𝑥𝑥 − 3𝑦𝑦 = 7 
    ii) 𝑥𝑥 − 3𝑦𝑦 + (−6) = 7 + (−6) 
 
2. i) −4𝑥𝑥 − 2𝑦𝑦 = 12 
   ii) −4𝑥𝑥 − 2𝑦𝑦 + (8753) = 12 + (7853) 
 
3. i) 5𝑥𝑥 + 4𝑦𝑦 = −3 
    ii) 5𝑥𝑥 + 4𝑦𝑦 + (−25) = −3 + (−25) 
 
4. i) −3𝑥𝑥 + 7𝑦𝑦 = 4 
   ii) −3𝑥𝑥 + 7𝑦𝑦 + (561) = 4 + (561) 
II  Multiplicar Ambos Lados de la 
Ecuación por Una Constante 
 
1. i) 6𝑥𝑥 − 2𝑦𝑦 = 8 
    ii) (6𝑥𝑥 − 2𝑦𝑦 = 8) ∗ 6 
 
2. i) −7𝑥𝑥 − 𝑦𝑦 = 1 
    ii) (−7𝑥𝑥 − 𝑦𝑦 = 1) ∗ (−17) 
 
3. i) 5𝑥𝑥 + 4𝑦𝑦 = 9  
   ii) (5𝑥𝑥 + 4𝑦𝑦 = 9) ∗ (−93) 
 
4. i) −4𝑥𝑥 + 8𝑦𝑦 = −5  
   ii) (−4𝑥𝑥 + 8𝑦𝑦 = −5) ∗ 354 
 
Profundizar y avanzar 
1. Averigüe la definición de línea recta y cuál es su ecuación. 
2. Averigüe la definición de pendiente e intersecto de una recta. 
3. ¿Qué condiciones se deben cumplir la pendiente y el intersecto, para que dos rectas sean 
paralelas, secantes o coincidentes? 
4. ¿Qué aplicaciones tienen las ecuaciones lineales? 
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Taller 3 
Propiedades de los Sistemas de 
Ecuaciones Lineales (S.E.L.) 
 
OBJETIVOS 
Verificar utilizando Winplot las siguientes propiedades. 
• La multiplicación de una de las ecuaciones de un S.E.L. por un número 
diferente de cero genera un sistema equivalente. 
• El intercambio de dos ecuaciones de un S.E.L. genera un sistema 
equivalente. 
• La multiplicación de una de las ecuaciones del S.E.L. por una constante 
más otra de las ecuaciones genera un sistema equivalente 
 “La obra al-jebr w'al-muqabalah fue traducida al 
latín, por primera vez, en la Escuela de Traductores 
de Toledo y tuvo mucha influencia en las 
matemáticas de la época. La traducción del título 
de la obra era complicado, por lo que los 
traductores optaron por latinizar el título, 
convirtiéndolo en aljeber que acabó derivando en el 
actual álgebra” 
Fuente: http://www.astromia.com/biografias/alkhwarizmi.htm 
 
  
EL ÁLGEBRA 
En los papiros que se conservan 
con problemas matemáticos 
existe un grupo que podríamos 
incluir dentro del concepto de 
álgebra actual.  Por supuesto no 
se empleaba esta notación que 
usamos nosotros sino que se 
pedía por ejemplo buscar un 
número, que ellos llamaban 
"aha" o "montón" tal que... El 
problema más conocido del 
papiro Rhind sobre estas 
cuestiones es el número 24 en el 
que se pide calcular el valor del 
aha si el aha y una séptima parte 
del aha es 19. 
Fuente: 
http://www.egiptologia.org/cien
cia/matematicas/algebra.htm 
 
 
    
Fuente: 
http://www.juntadeandalucia.es/averroes/~29700989/departamentos/depar
tamentos/departamento_de_matemat/recursos/apuntes/histalg.pdf 
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 Aplicación Tecnológica 
A continuación se representará gráficamente un sistema de ecuaciones lineales utilizando 
Winplot, luego se multiplica una de las ecuaciones del S.E.L. por una constante y se le suma 
a otra ecuación y se representa esta nueva ecuación en la misma ventana.  Por último se hacen 
observaciones a partir de los resultados obtenidos.  A continuación se explica el proceso: 
1. Se representa el S.E.L. � 𝟐𝟐 + 𝟑𝟑𝟑𝟑 − 𝟏𝟏 = 𝟎𝟎𝟑𝟑𝟐𝟐 − 𝟐𝟐𝟑𝟑 + 𝟐𝟐 = 𝟎𝟎 en el modo ecuación implícita de Winplot, para 
la primera ecuación se usará el ancho de lápiz 2 y color azul, para la segunda ecuación se 
usará ancho de lápiz 2 y color rojo.  Luego se muestra el punto de corte con sus 
correspondientes coordenadas. 
 
 
2. Multiplicamos por −𝟑𝟑 la primera ecuación y sumamos el resultado a la segunda ecuación, 
luego representamos la ecuación que resulta (𝟐𝟐 + 𝟑𝟑𝟑𝟑 − 𝟏𝟏 = 𝟎𝟎) ∗ (−𝟑𝟑) + (𝟑𝟑𝟐𝟐 − 𝟐𝟐𝟑𝟑 + 𝟐𝟐 =
𝟎𝟎) en la misma ventana.  Para esta gráfica se usa ancho de lápiz 2 y color verde. 
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Ahora se verifica cual es el punto de intersección de la nueva recta con las dos originales, 
para esto escogemos la opción “Dos” en la barra de herramientas, y en la lista que aparece 
seleccionamos intersección.  En la lista desplegable que aparece, seleccionamos la última 
ecuación y una de las ecuaciones originales de S.E.L. 
  
3. Observación: La recta que representa la ecuación, que resultó de Multiplicar por −𝟑𝟑 la 
primera ecuación y sumar el resultado a la segunda ecuación, corta a cada una de las 
rectas originales en el punto de intersección del sistema original. 
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Conceptualización 
Los sistemas de ecuaciones lineales permiten el planteamiento y solución de múltiples 
problemas que se pueden presentar en diferentes áreas del conocimiento, tales como la 
Astronomía, la Geodesia, la Economía, la Química y la Física, por nombrar algunas, por esta 
razón es un tema de que aparece como obligatorio en los cursos de Álgebra lineal de muchas 
universidades. 
 
Sistemas de Ecuaciones Lineales Equivalentes 
Dos sistemas de ecuaciones lineales son Equivalentes si tiene exactamente el mismo conjunto 
solución. 
 
Los sistemas equivalentes revisten gran importancia ya que permiten identificar el tipo de 
solución de un sistema lineal de ecuaciones.  Una manera de resolver un sistema de ecuaciones 
consiste en transformar el S.E.L. original, en un S.E.L equivalente en el cual sea sencillo 
determinar la solución de dicho sistema.  A continuación se expondrán las propiedades que 
permiten encontrar sistemas equivalentes. 
 
Propiedades de los Sistemas de Ecuaciones Lineales 
1. Si se multiplica una de las ecuaciones de un S.E.L. por un número diferente de cero, se 
obtiene un sistema equivalente. 
2. Si se intercambian dos ecuaciones de un S.E.L. se obtiene un sistema equivalente. 
3. Si se multiplica una de las ecuaciones del S.E.L. por una constante y se le suma a otra 
ecuación se obtiene un sistema equivalente. 
 
La finalidad de los métodos para resolver sistemas de ecuaciones lineales es transformar el 
sistema original en un sistema equivalente de la forma: �
𝟐𝟐 = 𝒒𝒒
𝟑𝟑 = 𝒓𝒓 donde 𝒒𝒒  y 𝒓𝒓 son constates 
conocidas. 
Verificar lo aprendido 
 
I. Multiplicar una de las ecuaciones de un S.E.L. por un número diferente de 
cero  
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El ejercicio cosiste en representar gráficamente las dos ecuaciones que conforman el sistema, es 
necesario que en el caso que las rectas correspondientes al sistema original se corten, se señale el 
punto de intersección y aparezcan sus coordenadas, para esto, después de realizar la gráfica del 
sistema original, se abre la pestaña “Dos” y se escoge la opción intersección.  Se debe ahora multiplicar 
una de las ecuaciones por la constante indicada y representarla en la misma ventana, con la ayuda de 
la herramienta intersección, se determina el punto de corte de esta nueva ecuación con cada una de 
las ecuaciones originales, por último se sacan conclusiones a partir de los resultados obtenidos y se 
escriben las correspondientes observaciones. 
 
1) �𝟐𝟐𝟐𝟐 + 𝟑𝟑𝟑𝟑 = 𝟔𝟔𝟐𝟐 − 𝟑𝟑 = −𝟒𝟒  (𝟐𝟐𝟐𝟐 + 𝟑𝟑 = 𝟔𝟔) ∗ 𝟏𝟏𝟐𝟐 2) � 𝟓𝟓𝟐𝟐 + 𝟑𝟑 = 𝟓𝟓−𝟒𝟒𝟐𝟐 + 𝟔𝟔𝟑𝟑 = −𝟒𝟒 (−𝟒𝟒𝟐𝟐 + 𝟔𝟔𝟑𝟑 = −𝟒𝟒) ∗ (−𝟓𝟓) 3) � 𝟐𝟐 + 𝟑𝟑𝟑𝟑 = 𝟔𝟔𝟐𝟐 − 𝟑𝟑𝟑𝟑 = −𝟔𝟔 (𝟐𝟐 + 𝟑𝟑𝟑𝟑 = 𝟔𝟔) ∗ 𝟐𝟐𝟒𝟒𝟑𝟑 
4) � 𝟏𝟏𝟐𝟐𝟐𝟐 + 𝟔𝟔𝟑𝟑 = 𝟏𝟏𝟑𝟑−𝟒𝟒𝟐𝟐 − 𝟐𝟐𝟑𝟑 = −𝟔𝟔 (𝟏𝟏𝟐𝟐𝟐𝟐 + 𝟔𝟔𝟑𝟑 = 𝟏𝟏𝟑𝟑) ∗ (−𝟔𝟔𝟓𝟓) 5) � 𝟐𝟐 = 𝟔𝟔𝟒𝟒𝟐𝟐 − 𝟐𝟐𝟑𝟑 = 𝟏𝟏𝟒𝟒 (𝟐𝟐 = 𝟔𝟔) ∗ (−𝟒𝟒𝟓𝟓) 6) � 𝟑𝟑𝟑𝟑 = 𝟔𝟔𝟐𝟐 + 𝟕𝟕𝟑𝟑 = 𝟏𝟏 (𝟑𝟑𝟑𝟑 = 𝟔𝟔) ∗ 𝟔𝟔𝟓𝟓𝟕𝟕 
 
 
II. Intercambiar dos ecuaciones de un S.E.L. 
El ejercicio cosiste en representar gráficamente las dos ecuaciones que conforman el sistema, es 
necesario que en el caso que las rectas correspondientes al sistema original se corten, se señale el 
punto de intersección y aparezcan sus coordenadas, para esto, después de realizar la gráfica del 
sistema original, se abre la pestaña “Dos” y se escoge la herramienta intersección.  Se debe ahora 
intercambiar el orden de las ecuaciones y representar este nuevo sistema en la misma ventana, con 
la ayuda de la herramienta intersección, se determina el punto de intersección de este nuevo sistema 
y se compara con el punto de intersección del sistema original, por último se sacan conclusiones a 
partir de los resultados obtenidos y se escriben las correspondientes observaciones. 
 
1) � 𝟐𝟐 + 𝟑𝟑 = 𝟔𝟔−𝟐𝟐 − 𝟑𝟑 = −𝟒𝟒 
 
2) � 𝟐𝟐 − 𝟐𝟐𝟑𝟑 = 𝟐𝟐−𝟐𝟐 + 𝟔𝟔𝟑𝟑 = 𝟔𝟔 
 
3) � 𝟐𝟐 + 𝟑𝟑𝟑𝟑 = 𝟔𝟔−𝟐𝟐 − 𝟑𝟑𝟑𝟑 = −𝟔𝟔 
 
4) � 𝟑𝟑𝟐𝟐 + 𝟐𝟐𝟑𝟑 = 𝟏𝟏𝟎𝟎−𝟒𝟒𝟐𝟐 − 𝟐𝟐𝟑𝟑 = −𝟔𝟔 
 
5) � 𝟐𝟐 = −𝟒𝟒𝟐𝟐 − 𝟐𝟐𝟑𝟑 = 𝟏𝟏𝟎𝟎 
 
6) � 𝟑𝟑𝟑𝟑 = −𝟗𝟗𝟐𝟐 − 𝟒𝟒𝟑𝟑 = 𝟗𝟗 
 
 
III. Al multiplicar una de las ecuaciones del S.E.L. por una constante y sumar el 
resultado a la otra ecuación 
 
Para este ejercicio se representan gráficamente las dos ecuaciones que conforman el sistema, es 
necesario que se aparezca el punto de intersección con sus coordenadas, para esto, después de 
realizar la gráfica del sistema original, se abre la pestaña “Dos” y se escoge la herramienta 
intersección. Luego se realiza la gráfica de la ecuación que resulta de multiplicar una ecuación por la 
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constante indicada y sumar el resultado a la otra ecuación, con la ayuda de la herramienta intersección 
se verifica  el punto de corte de esta nueva ecuación con cada una de las ecuaciones originales, por 
último se sacan conclusiones a partir de los resultados obtenidos y se escriben las correspondiente 
observaciones. 
 
1.  
3𝑥𝑥 + 5𝑦𝑦 − 8 = 02𝑥𝑥 + 7𝑦𝑦 − 9 = 0  (3𝑥𝑥 + 5𝑦𝑦 − 8) ∗ 2 + (2𝑥𝑥 + 7𝑦𝑦 − 9) = 0 
 
2.  
−4𝑥𝑥 + 6𝑦𝑦 − 12 = 02𝑥𝑥 − 3𝑦𝑦 + 7 = 0  (−4𝑥𝑥 + 6𝑦𝑦 − 12) + (2𝑥𝑥 − 3𝑦𝑦 + 7) ∗ (−4) = 0 
 
3.
−4𝑥𝑥 + 12𝑦𝑦 + 24 = 02𝑥𝑥 − 6𝑦𝑦 − 12 = 0  (−4𝑥𝑥 + 12𝑦𝑦 + 24) ∗ (−7) + (2𝑥𝑥 − 6𝑦𝑦 − 12) = 0 
 
4. 
7𝑥𝑥 + 8𝑦𝑦 − 1 = 0
−5𝑥𝑥 − 3𝑦𝑦 − 13 = 0  (7𝑥𝑥 + 8𝑦𝑦 − 1) ∗ (−1) + (−5𝑥𝑥 − 3𝑦𝑦 − 13) ∗ (4) = 0 
 
Profundizar y avanzar 
Para contestar las siguientes preguntas debe consultar en los diferentes textos impresos de algebra 
lineal que se encuentran en la biblioteca de la universidad, también lo puede hacer con el material que 
se encuentra en internet pero eligiendo muy bien el material para asegurarse que es de una fuente 
confiable. 
1.  Averigüe otras definiciones de sistema equivalente. 
2.  Averigüe cuales son los pasos que se deben tener en cuenta para resolver un S.E.L. utilizando el 
método gráfico. 
3. Averigüe cuáles son las ventajas y las desventajas de resolver un sistema de ecuaciones por el método 
gráfico. 
4. Averigüe cuales son los pasos que se deben tener en cuenta para resolver un S.E.L. utilizando el 
método de sustitución. 
5.  Averigüe cuales son los pasos que se deben tener en cuenta para resolver un S.E.L. utilizando el 
método de igualación. 
6. Averigüe cuales son los pasos que se deben tener en cuenta para resolver un S.E.L. utilizando el 
método eliminación. 
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Taller 4 
Representación Gráfica con Excel 
 
OBJETIVOS 
• Asignar nombre a una casilla en Excel. 
• Generar una sucesión de números en Excel. 
• Escribir ecuaciones en Excel. 
• Generar una tabla de valores en Excel y hacer su 
representación gráfica. 
• Representar gráficamente un sistema de ecuaciones y 
mostrar su punto de intersección 
 “Los problemas de ecuaciones lineales son 
frecuentes en la matemática egipcia y aparecen 
en varios papiros, pero llaman la atención 
especialmente dos problemas del  papiro de 
Berlín que representan un sistema de 2 
ecuaciones con dos incógnitas, una de las cuales 
es además de segundo grado.”  
Fuente: 
http://www.egiptologia.org/ciencia/matematicas/algebra.htm 
ACERCA DE LA REPRESENTACIÓN GRÁFICA 
Representación gráfica, expresión gráfica o dibujo son conceptos que se 
entienden como un lenguaje propio, a la vez que básico, de diferentes 
técnicos relacionados con la ingeniería o la arquitectura, uno puede 
expresarse gráficamente desde el arte o desde la técnica; en cualquier 
caso, y como recuerda el Prof. Gentil, el objetivo de las 
representaciones técnicas es “definir, mediante el lenguaje gráfico, una 
realidad espacial de manera exhaustiva, no ambigua y no contradictoria” 
Fuente: 
http://www.madrimasd.org/blogs/vias_pecuarias/2008/03/24/87286 
  
AL-KHWARIZMI 
Fue bibliotecario en la corte del 
califa al-Mamun y astrónomo en el 
observatorio de Bagdad. Sus 
trabajos de álgebra, aritmética y 
tablas astronómicas adelantaron 
enormemente el pensamiento 
matemático. La versión latina del 
tratado de al-Khwarizmi sobre 
álgebra fue responsable de gran 
parte del conocimiento matemático 
en la Europa medieval. 
Su trabajo con los algoritmos 
introdujo el método de cálculo con 
la utilización de la numeración 
arábiga y la notación decimal. Las 
matemáticas le deben a al-
Khwarizmi la introducción del 
sistema de numeración actual y el 
álgebra. 
 Fuente: 
http://www.astromia.com/biograﬁa
s/alkhwarizmi.htm  
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Aplicación Tecnológica 
 
Usaremos un proceso llamado: “MÉTODO DE LA HOJA DE CÁLCULO”, en adelante MHC, 
para analizar y solucionar estos problemas.  El método tiene 6 pasos, pero para la 
implementación de algoritmos sólo se usarán los 5 primeros pasos. 
 
Problema: Realizar la Representación Gráfica de un Sistema de Ecuaciones lineales en 
Excel y determinar su punto de corte. 
 
1) Lectura Analítica: 
 
Se debe diseñar una aplicación en Excel, que genere la representación gráfica de un sistema 
lineal de ecuaciones. 
Se debe, mostrar en el gráfico, el punto de corte si lo hay o indicar que las rectas son 
paralelas o coincidentes (una sola recta). 
Cuando se realice la representación gráfica, el intervalo a representar, debe estar centrado 
en el punto solución, si lo hay. 
 
A partir de los coeficientes, se debe generar y mostrar el S.E.L.. 
Excel no es un gratificador por lo tanto se debe generar una tabla de valores para después 
representarla gráficamente. 
 
 
2) Asignación de Celdas: 
Realmente la asignación de celdas no es un problema ya que Excel tiene la opción de 
asignar nombre, por lo tanto, se pueden colocar los valores en cualquier celda y asignarle 
un nombre que coincida, preferiblemente, con el nombre que tiene en la ecuación, en este 
caso como se va a trabajar con un sistema: 
𝒂𝒂𝒂𝒂 + 𝒃𝒃𝒃𝒃 =  𝒄𝒄
𝐝𝐝𝐝𝐝 +  𝐞𝐞𝐞𝐞 =  𝐟𝐟  
 
Se asignarán los nombres de 𝒂𝒂,𝒃𝒃, 𝒄𝒄,𝒅𝒅, 𝒆𝒆 y 𝒇𝒇 a los correspondientes coeficientes constantes 
del sistema de ecuaciones.  El programa para las constantes 𝒄𝒄 y 𝒇𝒇, asigna los nombres 𝒄𝒄_ 
y 𝒇𝒇_  respectivamente.  
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Esta tarea en Excel se realiza de la siguiente manera: 
PASO 1 
 
PASO 2 
 
PASO 3 
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PASO 4 
 
 
3) Representación de Fórmulas que Describen la Relación Entre las Variables: 
Para realizar la representación gráfica de las dos ecuaciones es necesario generar las tablas 
de valores, se debe entonces despejar la variable 𝒃𝒃 en cada una de las ecuaciones por ser la 
variable que depende de 𝒂𝒂.  Es decir, las ecuaciones que se van a usar son:   𝒃𝒃 =  (𝒄𝒄 − 𝒂𝒂𝒂𝒂)/𝒃𝒃
𝐞𝐞 =  (𝐟𝐟 − 𝐝𝐝𝐝𝐝)/𝒆𝒆  
4) Las ecuaciones generadas son entonces     𝒃𝒃 =  (𝒄𝒄 − 𝒂𝒂𝒂𝒂)/𝒃𝒃
𝐞𝐞 =  (𝐟𝐟 − 𝐝𝐝𝐝𝐝)/𝒆𝒆  
 
En Excel, se realiza el procedimiento de la siguiente manera: 
 
PASO 5 
 
  
120 
PASO 6 
 
PASO 7 
 
  
PASO 8 
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PASO 10 
 
PASO 11 
 
 
PASO 12 
 
PASO 13 
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Para generar la gráfica de la otra recta se repite el proceso desde el paso 7 hasta el 13, claro 
está que en el paso 7 se introduce la segunda ecuación en la casilla correspondiente y en el 
paso 12 se seleccionan las tres listas de datos. 
5). Una manera de comprobar que efectivamente el algoritmo implementado generó de 
forma correcta la gráfica del S.E.L., es utilizar otro tipo de software para generar también 
la representación gráfica de las ecuaciones, por ejemplo se puede utilizar Winplot, que es 
una herramienta bastante sencilla de utilizar y muy ágil para este tipo de proceso. 
También se puede implementar un algoritmo que verifique si el punto de corte, en el caso 
de que exista, satisface las dos ecuaciones. 
 
Conceptualización 
Método Gráfico 
 
Para resolver un sistema de ecuaciones 2×2, mediante el método gráfico, se deben realizar 
los siguientes pasos: 
 
1. Se despeja la variable y en ambas ecuaciones, de esta manera obtenemos 2 funciones 
lineales de la forma 𝒃𝒃 = 𝒎𝒎𝒂𝒂 + 𝒃𝒃. 
2. Se construye una tabla de valores para cada una de las funciones lineales obtenidas 
en el paso anterior. 
3. Se representan gráficamente las dos funciones lineales, usando las tablas de valores, 
en un mismo plano coordenado. 
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Las posibilidades de solución del sistema de ecuaciones 2×2 mediante este método se 
resume en los siguientes tres casos: 
 
(i) Si las dos rectas se cortan en un punto, las coordenadas de éste par (𝒂𝒂,𝒃𝒃) 
representan la única solución del sistema, ya que son los únicos valores que al 
reemplazarlos por las incógnitas satisfacen las dos ecuaciones del sistema, por lo 
tanto, el sistema es compatible determinado. 
�
𝟑𝟑𝒂𝒂 − 𝒃𝒃 = 𝟐𝟐
−𝟒𝟒𝐝𝐝 + 𝐞𝐞 = 𝟏𝟏 
 
 
 
 
(ii) Si las dos rectas son paralelas, no tienen ningún punto en común, es decir, no 
hay un par de números que representen un punto que esté en ambas rectas, es 
decir, que satisfaga las dos ecuaciones del sistema a la vez, por esto el sistema es 
incompatible, o sea sin solución. 
(iii)  
�
−𝟐𝟐𝒂𝒂 + 𝒃𝒃 = 𝟑𝟑
−𝟒𝟒𝐝𝐝 + 𝟐𝟐𝐞𝐞 = −𝟓𝟓 
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(iv) Si ambas rectas son coincidentes (la misma recta), hay infinitos puntos que 
pertenecen a ambas, hay infinitos puntos que satisfacen las dos ecuaciones, lo 
cual significa que hay infinitas soluciones del sistema, en este caso el sistema es 
compatible indeterminado. 
�
𝒂𝒂 + 𝒃𝒃 = 𝟑𝟑
−𝟐𝟐𝐝𝐝 − 𝟐𝟐𝐞𝐞 = −𝟔𝟔 
 
La principal ventaja de este método es que permite al estudiante visualizar las posibles 
soluciones del sistema; pero, también tiene varios inconvenientes, primero depende de la 
exactitud con la cual se dibuje la gráfica, también depende del tipo de soluciones que tenga 
el sistema, si los elementos del conjunto solución son números enteros dentro de un 
intervalo adecuado no hay problema, pero si dichos valores son "muy grandes" o no son 
enteros, habrá dificultad para determinar los valores de las incógnitas. 
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Verificar lo aprendido 
 
1. Siga las indicaciones para representar gráficamente una de las ecuaciones del sistema 
de ecuaciones, identifique el punto de corte de las rectas y verifique que este punto 
satisface las dos ecuaciones.  Tenga en cuenta que el proceso completo sólo se realiza una 
vez, luego con cambiar los coeficientes del sistema será suficiente para generar la 
representación del S.E.L.  En cada uno de los casos indique si el sistema es compatible 
determinado, compatible indeterminado o incompatible. 
 
1) � 𝒂𝒂 + 𝟑𝟑𝒃𝒃 = 𝟔𝟔𝒂𝒂 − 𝟐𝟐𝒃𝒃 = −𝟒𝟒 
 
2) � 𝟐𝟐𝒂𝒂 − 𝟑𝟑𝒃𝒃 = 𝟓𝟓−𝟒𝟒𝒂𝒂 + 𝟔𝟔𝒃𝒃 = −𝟏𝟏𝟏𝟏 3) � 𝒂𝒂 + 𝟑𝟑𝒃𝒃 = 𝟔𝟔𝒂𝒂 − 𝟑𝟑𝒃𝒃 = −𝟔𝟔 
4) � 𝟏𝟏𝟐𝟐𝒂𝒂 + 𝟕𝟕𝒃𝒃 = 𝟏𝟏𝟑𝟑−𝟒𝟒𝒂𝒂 − 𝟖𝟖𝒃𝒃 = −𝟔𝟔 
 
5) � 𝒂𝒂 = 𝟔𝟔𝟒𝟒𝒂𝒂 − 𝟐𝟐𝒃𝒃 = 𝟏𝟏𝟒𝟒 6) � 𝟑𝟑𝒃𝒃 = 𝟔𝟔𝒂𝒂 + 𝟕𝟕𝒃𝒃 = 𝟏𝟏 
 
Profundizar y avanzar 
 
Teniendo en cuenta el procedimiento descrito anteriormente y el método de análisis 
utilizado, realice las siguientes actividades: 
1. Cuando el punto de corte queda por fuera del intervalo que se usa para la variable 𝒂𝒂, el 
punto de corte no se muestra en la gráfica, cómo se puede solucionar esto? 
 
2. ¿Qué se puede hacer para que aparezca en el gráfico las coordenadas del punto de corte? 
3.  Si uno de los coeficientes 𝒃𝒃 o 𝒆𝒆 son cero, las ecuaciones utilizadas van a arrojar un 
error y la gráfica no se genera, ¿Cómo se puede solucionar este problema? 
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 4. Resuelva cada uno de los sistemas planteados en la sección verificar los aprendido 
utilizando alguno de los métodos de igualación, sustitución o eliminación, después 
averigüe como graficar un punto en Excel y represente cada sistema incluyendo el 
punto de intersección.  Puede utilizar la primera componente del punto de intersección 
como centro del intervalo con el cual se genera la gráfica del S.E.L. 
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Taller 5 
Generar una Ecuación en Excel a Partir de 
Datos Digitados 
 
OBJETIVOS 
• Implementar un algoritmo en  Excel que genere y muestre las 
ecuaciones 𝒂𝒂𝒂𝒂 + 𝒃𝒃𝒃𝒃 = 𝒄𝒄  y  𝒃𝒃 = (𝒄𝒄 − 𝒂𝒂𝒂𝒂)/𝒃𝒃 a partir de los valores 
que se digiten para 𝒂𝒂, 𝒃𝒃 y 𝒄𝒄.. 
 
 La ironía: 
«Algoritmo: un procedimiento para realizar un 
problema, por lo común a base de repetir pasos 
enormemente aburridos a menos que un ordenador 
los realice por usted. Aplicamos algoritmos al 
multiplicar dos números grandes, al hacer las 
cuentas de la casa, al lavar los platos o cortar el 
césped.» 
(MARTIN GADNER, 1984, pág. 10)  
Citado en: Numeración y Cálculo. Gómez, A. Ed. Síntesis.  1993.  
 AL’ KHWARIZMI 
La exposición clara de cómo calcular de una manera sistemática a través de 
algoritmos diseñados para ser usados con algún tipo de dispositivo mecánico 
similar a un ábaco, más que con lápiz y papel, muestra la intuición y el poder 
de abstracción de Al’Khwarizmi.  Hasta se preocupaba de reducir el número 
de operaciones necesarias en cada cálculo. Por esta razón, aunque no haya 
sido él el inventor del primer algoritmo, merece que este concepto esté 
asociado a su nombre. 
Fuente: 
http://algoritmosydiagramasdarwin.blogspot.com/2009/09/historia-de-
los-algoritmos.html 
  
HISTORIA DEL 
ALGORITMO 
El término proviene del 
matemático árabe 
Al’Khwarizmi, que escribió un 
tratado sobre los números. 
Este texto se perdió, pero su 
versión latina, Algoritmi de 
Numero Indorum, sí se 
conoce. 
El trabajo de Al’Khwarizmi 
permitió preservar y difundir 
el conocimiento de los griegos 
(con la notable excepción del 
trabajo de Diofanto) e indios, 
pilares de nuestra civilización. 
Rescató de los griegos la 
rigurosidad y de los indios la 
simplicidad (en vez de una 
larga demostración, usar un 
diagrama junto a la palabra 
Mira). 
Fuente: 
http://algoritmosydiagramasdar
win.blogspot.com/2009/09/hist
oria-de-los-algoritmos.html  
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Aplicación Tecnológica 
1. Lectura Analítica: Se debe diseñar un algoritmo que solicite los valores de las 
constantes 𝒂𝒂, 𝒃𝒃 y 𝒄𝒄, y luego utilice estos valores para escribir la ecuación de la forma: 
𝒂𝒂𝒂𝒂 + 𝒃𝒃𝒃𝒃 = 𝒄𝒄  y  𝒃𝒃 = (𝒄𝒄 − 𝒂𝒂𝒂𝒂)/𝒃𝒃 
Por ejemplo si se digita: 𝒂𝒂 = 𝟒𝟒,𝒃𝒃 = −𝟐𝟐 y  𝒄𝒄 = 𝟕𝟕,  el programa debe mostrar la ecuación 𝟒𝟒𝒂𝒂 −
𝟐𝟐𝒃𝒃 = 𝟕𝟕.  Si se cambian los valores a, b y c, la ecuación debe cambiar. También debe mostrar 
la ecuación 𝒃𝒃 = (𝟕𝟕 − 𝟒𝟒𝒂𝒂)/(−𝟐𝟐). 
2. Asignación de celdas 
Se debe asignar tres celdas para las constantes a, b y c,  otra celda para la ecuación. 𝒂𝒂𝒂𝒂 +
𝒃𝒃𝒃𝒃 = 𝒄𝒄 y otra celda para la ecuación 𝒃𝒃 = (𝒄𝒄 − 𝒂𝒂𝒂𝒂)/𝒃𝒃. 
Dentro del proceso es necesario determinar el signo de la constante a y la constante b, por lo 
tanto se necesitan dos celdas más, una se nombrará 𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒃𝒃 y la otra 𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔_𝒂𝒂. 
3. Las fórmulas que se deben representar en este ejercicio son:  𝒂𝒂𝒂𝒂 + 𝒃𝒃𝒃𝒃 = 𝒄𝒄 y  𝒃𝒃 = (𝒄𝒄 −
𝒂𝒂𝒂𝒂)/𝒃𝒃, donde 𝒂𝒂, 𝒃𝒃 y 𝒄𝒄 son constantes digitadas por el usuario. 
4. Procedimiento: se escogen tres casillas para las constantes 𝒂𝒂, 𝒃𝒃 y 𝒄𝒄 se les asigna como 
nombre el mismo nombre de las letras, recuerde que el nombre c se queda con raya al 
piso c, es importante colocar de una vez valores para extras estas tres constantes, El 
valor de b debe ser diferente de cero, para evitar el error de dividir entre 0. 
Para escribir la ecuación 𝒂𝒂𝒂𝒂 + 𝒃𝒃𝒃𝒃 = 𝒄𝒄, se debe tener en cuenta que hay elementos fijos en la 
ecuación y otros que deben cambiar de acuerdo con lo que se digite.  Los elementos fijos son 
𝒂𝒂, 𝒃𝒃 y el =.  Los elementos que cambian dentro de la ecuación son la 𝒂𝒂, el +, la 𝒃𝒃 y la 𝒄𝒄. 
 
 - Todos los elementos de diferentes clases se escriben por separado. 
 - Para escribir un elemento fijo, se escribe entrecomillas. 
 - Los valores variables se escriben solamente el nombre que se le asignó una casilla en donde 
se encuentra. 
 - El signo más debe cambiar de acuerdo al signo de ti, no puede ser vivo porque si bien es 
negativo, la ecuación queda 𝟒𝟒𝒂𝒂 + 𝟐𝟐𝒂𝒂 = 𝟕𝟕. 
 - Para este signo usara una función lógica: "si entonces" que decidirá que signo colocar: Si 
𝒃𝒃 < 𝟎𝟎 entonces −, si no + 
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La función pregunta ¿el número es negativo? o ¿el número es menor que cero?, si la respuesta 
es SI entonces coloca en la casilla el signo menos, (−) si la respuesta es NO coloca el signo 
más (+).  En Excel se Digita: 𝑺𝑺𝒔𝒔 (𝒃𝒃 < 𝟎𝟎; " − "; " + "). 
    Para la ecuación 𝒃𝒃 = (𝒄𝒄 − 𝒂𝒂𝒂𝒂)/𝒃𝒃, es necesario el signo, por lo cual se debe hacer otra 
función para el signo de -a: = 𝒔𝒔𝒔𝒔(−𝒂𝒂 < 𝟎𝟎;−; +). 
    Se desea separar a la constante a y a la constante b de su signo. Para eso escribimos: 
 
   -  𝒂𝒂 = 𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔(𝒂𝒂)|𝒂𝒂| 
   -  𝒃𝒃 = 𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔(𝒃𝒃)|𝒃𝒃| 
 
    Teniendo en cuenta estas indicaciones, se pueden escribir las dos ecuaciones: 
 
i. 𝒂𝒂𝒂𝒂 + 𝒃𝒃𝒃𝒃 = 𝒄𝒄 se escribe en Excel: = 𝒂𝒂&"𝒂𝒂"&𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒃𝒃&𝒂𝒂𝒃𝒃𝒔𝒔(𝒃𝒃)&"𝒃𝒃 = "&𝒄𝒄 
ii. 𝒃𝒃 = (𝒄𝒄 − 𝒂𝒂𝒂𝒂)/𝒃𝒃 se escribe en Excel  = "𝒃𝒃 = "&𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔&"𝒄𝒄"&𝒄𝒄&𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔_𝒂𝒂&𝒂𝒂𝒃𝒃𝒔𝒔(𝒂𝒂)&"𝒂𝒂/"&𝒂𝒂𝒃𝒃𝒔𝒔(𝒃𝒃). 
 
    La verificación se hace revisando que se muestren las ecuaciones en la forma deseada y 
andar valores diferidos a las constantes a,b y c, la ecuación de cambiar. 
PASO 1 
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PASO 2 
 
PASO 3 
 
PASO 4 
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PASO 5 
 
PASO 6 
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Conceptualización 
Método de Sustitución 
    El método de sustitución consiste en "despejar" una de las variables, de una de las ecuaciones 
y sustituir la expresión obtenida en la otra ecuación, para que esta segunda ecuación quede 
dependiendo únicamente de una sola variable (la que no se despejó).  Se deben tener en cuenta 
los siguientes pasos para solucionar un sistema 2×2, 
 
(i) Se despeja una de las incógnitas en una cualquiera de las ecuaciones. 
 (ii) Se sustituye la expresión obtenida en la otra ecuación 
 (iii) Se resuelve la ecuación de primer grado en una incógnita que resulta de esta sustitución. 
 (iv) Una vez calculada la primera incógnita, se calcula la otra en la ecuación despejada 
obtenida en el primer paso. 
 
    Como la incógnita que se va a despejar en el primer paso puede ser cualquiera y de cualquier 
ecuación, es mejor, para facilitar cálculos posteriores, hacer una buena elección entre las dos 
incógnitas y las dos ecuaciones. Es decir, que será más fácil operar después si se elige para ser 
despejada una incógnita que "no tenga" coeficiente (es decir, que su coeficiente sea 1), ya que 
se pueden evitar cálculos con fracciones. 
 
    En el proceso de sustituir la variable despejada en el primer paso en la otra ecuación y resolver 
esta última ecuación puede conducir a una expresión del tipo "𝟎𝟎 = 𝟎𝟎", o "𝒌𝒌 = 𝒌𝒌", donde k es un 
número real, por ejemplo 𝟒𝟒 = 𝟒𝟒. Este resultado se genera porque una de las ecuaciones es 
múltiplo de la otra, se dice que el sistema es compatible indeterminado, es decir, el sistema 
puede ser reducido a una sola ecuación, por lo cual, infinitos pares de números (𝒂𝒂,𝒃𝒃) 
satisfacen las ecuaciones. Este tipo de ecuación se llama ecuación trivial. 
 
    Otro caso que se puede presentar es que el proceso genere una expresión de la forma "𝒌𝒌 = 𝟎𝟎", 
donde k es un número real distinto de 0, esta contradicción se genera porque ningún par de 
números (𝒂𝒂,𝒃𝒃) satisfacen el sistema de ecuaciones dadas, el sitema no tiene solución, es decir 
es incompatible. Este tipo de ecuación (𝒌𝒌 = 𝟎𝟎) se conoce como ecuación degenerada. 
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    El tercer caso que pude presentarse, al resolver el sistema de ecuaciones, es obtener en el 
proceso expresiones de la forma 𝒂𝒂 = 𝒌𝒌₁ y 𝒃𝒃 = 𝒌𝒌₂, donde 𝒌𝒌𝟏𝟏 y 𝒌𝒌𝟐𝟐 son números reales, es decir, 
se determina un valor para la variable x y a otro para la variable y, estos dos valores conforman 
la pareja (𝒂𝒂,𝒃𝒃) que es la única solución del sistema, es decir, en este caso el sistema compatible 
determinado. 
 
Verificar lo aprendido 
Solucione cada uno de los siguientes sistemas de ecuaciones por el método de sustitución. 
 
1) � 𝒂𝒂 + 𝟑𝟑𝒃𝒃 = 𝟔𝟔𝒂𝒂 − 𝟐𝟐𝒃𝒃 = −𝟒𝟒 
 
2) � 𝟐𝟐𝒂𝒂 − 𝟑𝟑𝒃𝒃 = 𝟓𝟓−𝟒𝟒𝒂𝒂 + 𝟔𝟔𝒃𝒃 = −𝟏𝟏𝟎𝟎 3) � 𝒂𝒂 + 𝟑𝟑𝒃𝒃 = 𝟔𝟔𝒂𝒂 − 𝟑𝟑𝒃𝒃 = −𝟔𝟔 
4) � 𝟏𝟏𝟐𝟐𝒂𝒂 + 𝟕𝟕𝒃𝒃 = 𝟏𝟏𝟑𝟑−𝟒𝟒𝒂𝒂 − 𝟖𝟖𝒃𝒃 = −𝟔𝟔 
 
5) � 𝒂𝒂 = 𝟔𝟔𝟒𝟒𝒂𝒂 − 𝟐𝟐𝒃𝒃 = 𝟏𝟏𝟒𝟒 6) � 𝟑𝟑𝒃𝒃 = 𝟔𝟔𝒂𝒂 + 𝟕𝟕𝒃𝒃 = 𝟏𝟏 
 
Profundizar y avanzar 
Solucione en general un sistema de ecuaciones lineales de la forma �𝒂𝒂𝒂𝒂 + 𝒃𝒃𝒃𝒃 = 𝒄𝒄
𝒅𝒅𝒂𝒂 + 𝒆𝒆𝒃𝒃 = 𝒇𝒇  
por  el método de sustitución, luego escriba en Excel el algoritmo para que muestre todos los 
pasos, en la aplicación de deben solicitar los valores de 𝒂𝒂,𝒃𝒃, 𝒄𝒄,𝒅𝒅, 𝒆𝒆 y 𝒇𝒇, y cuando se cambien 
estos valores deben cambiar en cada uno de los pasos del algoritmo. 
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Conclusiones
El trabajo gráco facilita la comprensión de los diferentes tipos de solución que
puede presentar un sistema de ecuaciones lineales.
El uso de software permite combinar varios tipos de representación y permite com-
parar las ventajas y debilidades entre una y otra forma de representación.
Permite comparar los diferentes métodos de resolución y entender por qué se debe
utilizar uno u otro método, para resolver un problema en particular.
El uso de algoritmos permite al estudiante dar una generalización de las soluciones
que han encontrado para casos particulares. Además le ayuda a comprender de mejor
manera, y diferenciar, entre el concepto de variable y constante.
El método que aquí se emplea para analizar y solucionar problemas le permite al
estudiante tener una base rme para resolver problemas de igual tipo, ya que puede
simplemente seguir el esquema para su análisis y proponer una solución que al nal
será plasmada en un algoritmo.
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