Earlier research has shown that the problem of optimal weighted median filtering with structural constraints can be formulated as a nonconvex nonlinear programming problem in general. However, its high computational complexity and poor performance due to its nonconvex nature prohibit it from practical applications. In this paper, we shall show that the design problem can be formulated as a convex quadratic programming problem. The new algorithm is very efficient in the sense of computational complexity. The algorithm is also efficient in the sense of its capability to approach the global minimum. Using the algorithm optimal 1-D weighted median filters preserving pulses of length 3, 4 and 5 are tabulated.
INTRO DU C T I 0 N
Recently, a theory which combines the estimation approach and the structural approach was developed for stack filtering and weighted median (WM) filtering. The problem is called the optimalfiltering with structural constraints [1]- [4] . Based on statistical properties of WM filters, Yang et al. showed that optimal WM filters can be found by solving a number of linear inequalities in some simple cases [4, 51. However, for general cases, the optimal problem has to be formulated as a nonconvex programming problem. This algorithm is computationally complex since the number of the evaluation times of a nonlinear sigmoidal function is 2N, where N is the window size. So it is quite time consuming. For example, it took tens of hours to design a 5 x 5 WM filter. This algorithm also suffers from poor quality of the solution since when N becomes large, the algorithm often converges to a local minimum which may be quite far from the global minimum.
In this paper, we show that, by using the asymptotic result of WM filters [7, 61, the problem of optimal WM filters with structural constraints can be formulated as a quadratic programming problem which has a unique global minimum. This algorithm is quite efficient both in the terms of computational complexity and goodness of the solutions. Applying it to 1-D signal processing, we shall design optimal WM filters preserving pulses of length 3, 4 and 5 for several window sizes and tabulated them.
In the next section, we first introduce the definition of WM filters, then give a brief description about the previous setting of the optimal problem. Using an asymptotic result of WM filters we show that the optimal problem can be solved by quadratic programming. This algorithm is then applied for one-dimensional signal processing. Conclusions are contained in the last section.
THE ALGORITHM
Weighted median filters can be defined either in the integer or real domain. It has be shown that any WM filter with real number weights can be converted to a WM filter with integer weights, see [SI.
It has been shown that the design problem of optimal WM filters with structural approach can be formulated as follows If we approximate the unit step function by a sigmoidal function, the above problem becomes a nonlinear programming problem in which the objective function has first and second derivatives. The problem can be solved by successive quadratic programming [9] . However, the algorithm bears two severe drawbacks. First, its computational complexity, we have to calculate the objective function and its first derivative in each iteraion where the number of the times to evaluate a sigmoidal function is of 2N order, where N is the window size. For example, it takes tens of hours to get the final result for a 5 x 5 window WM filter. Sometime its heavy computation load and huge swap memory requirement make solving the problem impossible. The second drawback is its poor quality of the solutions. Since its objective function is non-convex, the algorithm often converges to a local minimum which may be far away from the global minimum. The poor performance becomes even more severe with increasing of window size.
Let us return to the original problem. It is true that finding optimal WM filters with structural constraints is equivalent to finding a WM filter whose output variance is minimized subject to the structural constraints. Using the result in [7, 61, which is stated in the following, we can formulate the optimal problem into convex programming.
For i. i. d. inputs with common distribution function F ( t ) and density f(t), the output of a WM filter with large window is asymptotically normal and the output variance is
where to = F -l ( + ) , Note that f ( t 0 ) is independent of weights.
Then the optimal WM filtering with structural constraints is formulated as follows This is a quadratic programming problem which has an unique global minimum. It is, actually, a very efficient algorithm to design optimal WM filters. The design example shown earlier, which took tens of hours to get the final result by the old algorithm, now takes only a couple of seconds! The new algorithm can be easily used to design optimal WM filters with large window sizes, e.g. window size 41, which will be shown in the next section and is impossible by the old algorithm. The second improvement is its good quality of the solutions.
Due to its convexity, the algorithm always converges to a unique global minimum. For large window sizes, the solutions of algorithm (4) are well approaching the solution of the original problem because of its asymptotic nature. While for small window sizes, we tested some design examples both by the new algorithm and some deterministic method and found that the solutions by the new algorithm reach or are near the global minimum. For example, it has been shown that the weight vector of symmetric WM filters preserving pulses of length 2 have the following form [4]
where the window size N = 2 K + 1. Using the algorithm (4), we can obtain the same result. It gives us some insight about the new algorithm's robustness to reach or near the global minimum of the original problem. We conclude that the new algorithm is very efficient because of its low computational complexity and its robustness to obtain global or near global minimum. It lifts the restriction by the earlier algorithm that WM filters with only relative small window sizes can be designed due to its huge complexity, and makes designing optimal WM filters with large window sizes realistic for practical applications.
APPLICATIONS
Symmetric WM filters are widely used in practice to avoid introducing undesired shift in the filtering process. For one dimensional signal processing, pulses in the binary domain represent many useful signal structures such as ramps, pulses, monotonic regions in multilevel domain, due to the threshold decomposition of WM filtering [ll] . In the following we investigate optimal WM filters for preserving pulses with some lengths.
Example 1: Find the optimal WM filter preserving pulses of length 3 with window width 9. Suppose the weight vector has the following form -w = (w4, w3, W2, w1,Ei W1i W2, W3r w4)
In order to preserve pulses of length 3, weights must satisfy the following WO 12(W3 + W4).
(5) 
Its corresponding M vector is
Remember that the M vector characterizes the output variance of a WM filter and the original optimal problem is to minimize the linear combination of its components [4, lo] . In other word, M vector can be taken as a measure to evaluate the goodness of the solutions produced by the new algorithm. For small window width, the optimal problems can be solved using the deterministic method, i.e. check inequalities manually, certainly, it is a tedious procedure [lo] . However, the solutions obtained are guaranteed to be global minimumsolutions of the original problem. Using the deterministic method, we found the global mini- In this case, the solution produced by the algorithm (4) does not reach the global minimum but is quite near to it. If we add one more constraint W l > w2, (9) together with constraints (5) and (6) in Example 1, the algorithm (4) produces the exact solution in (8) . Using this strategy, that is, adding one more constraint to the set of constraints, it seems that we can always obtain the global minima by (4) . Though it has not been proven in the mathematical sense, it has been verified by many examples where the deterministic procedure can be used to derive the global minima.
For optimal WM filters preserving pulses of length 4, the additional constraints are as follows Wl > w 2 > w3.
In general, for preserving pulses of length L , the additional constraints are the following w1> w 2 > . . e > WL-1
Using this strategy, we obtained optimal WM filters preserving pulses of length 3, 4 and 5 , respectively, for various window sizes. They are listed in Table 1 through  Table 2 (for length 3, it is found the optimal WM filters are identical to those solved by some deterministic method [lo] and thus they are not listed here). Filters in each table preserve pulses of same length and have different noise attenuation capability. The wider the window, the better the noise attenuation capability. Due to its low computational complexity, the algorithm can used for large window sizes, which are impossible by previous algorithms.
Example 21 Design a optimal WM filter with window size N = 41 preserving pulses of length 10. The solution is obtained as follows.
-W = 1Od2 (O.398o 11,4.383,4.433,4.483,4.583,4.633,   4.683,4.733,4.783,8.767.4.783,4.733,4.683,  4.633,4.583,4.533,4.483,4.433,4.383,0.3980 11) (13) 
It has been shown that the optimal WM filtering problem can be formulated as a convex programming problem. Its simplicity, low computational complexity and its global or near global solutions make the new approach very attractive. Examples are presented to demonstrate its efficiency and some useful strategy is indicated. Some optimal WM filters preserving pulses of length 3, 4 and 5 are listed in the tables. The new algorithm is expected to have good applications in image processing, where large window masks can be designed for better noise reduction while small image details can still be preserved.
