Abstract. An odd prime p is called irregular with respect to Euler polynomials if it divides the numerator of one of the numbers
That is, B n = B n (0), n = 0, 1, 2, . . .; see [6, p. 230 , Lemma 1] . It is well-known that B n = 0 for any odd n > 1. Throughout the paper, every rational number is assumed to be in lowest terms. Inspired by Fermat's Last Theorem, Kummer introduced the notion of regular prime as follows. An odd prime p is said to be regular (with respect to Bernoulli numbers) if p does not divide the numerator of any of the Bernoulli numbers B 2 , B 4 , . . . , B p−3 . If p is not regular, it is called irregular. Kummer proved that Fermat's Last Theorem is true for a prime exponent p if p is regular. This raised attention in irregular primes.
The notion of irregular prime has an important application in algebraic number theory. Let Q(ζ p ) be the p-th cyclotomic field, and h p the class number of Q(ζ p ), where ζ p is a p-th root of unity. Denote by h For the distribution of irregular primes, Jensen [8] first proved that there are infinitely many irregular primes not of the form 4n + 1, then Montgomery [15] generalized this by replacing 4 with any integer greater than 2. The following result, given by Metsänkylä [14] is currently the best up to our knowledge; see [9, 13, 22] 
log log x log log log x as x → ∞. Note that Siegel [17] conjectured that the proportion of regular primes in the assymptotic sense is about exp(−1/2) = 0.6065 . . . , which is consistent with numerical data. However, it is still not known whether or not there are infinitely many regular primes.
1.2.
Regularity with respect to Euler numbers. In [2] Carlitz also gave a similar notion of irregular prime with respect to Euler numbers.
The Euler numbers E 0 , E 1 , E 2 , . . . are given by E 0 = 1 and the recursion relation
Moreover, E n = 0 for any odd n ≥ 1. As Bernoulli numbers, Euler numbers also can be defined via special values of some polynomials.
The Euler polynomials E n (x) (n = 0, 1, 2, . . .) are defined by the generating function (1.5) 2e
Then, E n = 2 n E n (1/2), n = 0, 1, 2, . . .. Different from Bernoulli polynomials, the numbers E n (0) (n = 0, 1, 2, . . .) are not named Euler numbers in the literature. Now, a prime p is said to be irregular with respect to Euler numbers if it divides at least one of the numbers E 2 , E 4 , . . . , E p−3 . Vandiver in [19] indeed proved that Fermat's Last Theorem is true for a prime exponent p if p is regular with respect to Euler numbers.
In [2] Carlitz showed that there are infinitely many irregular primes with respect to Euler numbers. Luca, Pizarro-Madariaga and Pomerance in [12, Theorem 2] also gave the same quantitative result about these irregular primes as in (1.3). About the distribution, currently we only know that there are infinitely many irregular primes with respect to Euler numbers not lying in the residue classes ±1 (mod 8), which was proven by Ernvall [3] .
We remark that we still don't know whether or not the regularity with respect to Euler numbers depends on the divisibility of some class numbers of number fields.
1.3.
Regularity with respect to Euler polynomials. It is wellknown that for any integer n ≥ 0,
for example see [18, Equation (2.1)]. So, for any even integer n > 1,
Analogy with Kummer and Carlitz, we here define an odd prime p to be irregular with respect to Euler polynomials if it divides the numerator of one of the numbers E 1 (0), E 3 (0), . . . , E p−2 (0). For simplicity, we call such prime p E-irregular.
Based on (1.6), we first prove that Theorem 1.3. For any odd prime p, if p is irregular with respect to Bernoulli numbers, then it is also E-irregular.
In other words, if an odd prime is E-regular, then it is also regular with respect to Bernoulli numbers. Then, in view of Theorem 1.2 we directly have Corollary 1.4. Given an integer m > 2, let H be a proper subgroup of Z * m . Then, there exist infinitely many E-irregular primes not lying in the residue classes in H.
From Corollary 1.4 we can get a direct consequence. Corollary 1.5. For each residue class of 3 (mod 4) and 5 (mod 6), it contains infinitely many E-irregular primes.
Compared with (1.3), one much better result can be obtained about the number of E-irregular primes up to a fixed number x. Let P E (x) be the number of E-irregular primes not greater than x. Theorem 1.6. For any sufficiently large x, we have
where A is the Artin constant
Since 0.875 − A > 0.5, there are more E-irregular primes than Eregular primes. Using Theorem 1.6 and Dirichlet's theorem on arithmetic progressions, we directly get a new result about the distirbution of E-irregular primes compared with Corollary 1.4.
where ϕ is Euler's totient function and A has been defined in Theorem 1.6, then there exist infinitely many E-irregular primes lying in the residue classes in H.
Notice that A + 0.125 < 0.5, from Corollary 1.7 we further have Corollary 1.8. For each residue class of 1 (mod 4) and 1 (mod 6), it contains infinitely many E-irregular primes.
Finally, as in the classical case, we indeed can link the E-regularity of primes to the divisibility of some class numbers of cyclotomic fields. Let S be the set of infinite places of Q(ζ p ) and T the set of places above the prime 2. Denote by h p,2 the (S, T )-refined class number of Q(ζ p ). Similarly, let h 
Preliminaries
In this section, we gather some results which are used later on and obtain some new properties about the values E n (0).
We first recall two classical results about Bernoulli numbers; for instance see [14] . Given an integer k ≥ 1, let N 2k and D 2k be the numerator and denominator of the Bernoulli number B 2k , respectively. That is,
Lemma 2.1. For each integer k ≥ 1, D 2k is the product of those distinct primes p for which p − 1 divides 2k.
Lemma 2.2. For every integer
, and every prime in k 2 divides D 2k .
We have known that 2 n E n (0) ∈ Z for any integer n ≥ 1. So, the denominator of E n (0) is some power of 2 for each n ≥ 1. We actually can determine such denominators. Since E n (0) = 0 when n is even, we only need to consider the case when n is odd. Lemma 2.3. For any odd integer n ≥ 1, let m be the integer satisfying 2 m | (n + 1) and 2 m+1 ∤ (n + 1). Then, the denominator of E n (0) is 2 m .
Proof. We write n + 1 = 2k. Then, by (1.6) we have
where k 1 and k 2 are defined as in Lemma 2.2. From Lemma 2.1, we know that D 2k is an even and square-free integer, and so |N 2k | is an odd integer (and so is k 1 ). Thus, we have 2 m | k 2 D 2k and 2 m+1 ∤ k 2 D 2k . Noticing 2 n E n (0) ∈ Z, we conclude the proof.
For any prime p and two rational numbers a, b, "a ≡ b (mod p)" means that p divides the numerator of b − a. 
Proof. If m is even, then n is also even, and so E m (0) = E n (0) = 0. Now, we suppose that both m and n are odd.
We first recall a basic property of Bernoulli numbers due to Kummer. Suppose that 2k ≡ 2l ≡ 0 (mod p − 1), then
see [21, Corollary 5.14] . Write m = (p − 1)k + n for some integer k. Using (1.6) and (2.1), we deduce that
This completes the proof.
For a primitive Dirichlet character χ with an odd conductor f, the generalized Euler numbers E n,χ are defined by
For any odd prime p, let ω p be the Teichmüller character of Z/pZ, and then any multiplicative character of Z/pZ is of the form ω k p for some 1 ≤ k ≤ p − 1. In particular, the odd characters are ω
We have the following result.
Lemma 2.5. Suppose that p is an odd prime and n is an odd integer.
Proof. Here we use some notation in [11] . By [11, Proposition 5.4] , for any integers k, n ≥ 0, we have
Besides, by [11, Proposition 2.1 (1)] we have
Since ω p (a) ≡ a (mod p), we have
From (2.3) and (2.4), we have
By (2.5), the integral function is congruent to zero modulo p. So, the desired result follows by choosing k = 0.
We remark that Lemma 2.5 is an analogue of a well-known result for the generalized Bernoulli numbers; see [21, Corollary 5.15 ].
Proofs
We only need to prove Theorems 1.3, 1.6 and 1.9.
3.1. Proof of Theorem 1.3. Given an odd prime p, if it is irregular with respect to Bernoulli numbers, then p divides the numerator of some Bernoulli number B 2k with 1 ≤ k ≤ (p − 3)/2. Since gcd(p, 2k) = 1, p divides the numerator of B 2k /(2k). So, p divides the numerator of
where the identity follows from (1.6). Hence, p is also irregular with respect to Euler polynomials.
3.2.
Proof of Theorem 1.6. Given x ≥ 3, we first define two sets of primes: the set P 1 (x) consists of primes p ≤ x such that p ≡ 3 (mod 4) and the multiplicative order of 2 modulo p is (p − 1)/2, and
2 is a primitive root modulo p}.
Let p be an odd prime not contained in P 1 (x) ∪ P 2 (x). Then, the multiplicative order r of 2 modulo p satisfies r < p − 1 and r | p − 1. Let m = r if r is even, and otherwise put m = 2r. So, m is an even integer such that p | 2 m − 1 and m ≤ p − 1. We write m = 2k. Notice that
where k 1 and k 2 are defined as in Lemma 2.2. If 2k = p − 1, then we must have that r = (p − 1)/2 and moreover it is an odd integer, and so p ≡ 3 (mod 4), this contradict with p ∈ P 1 (x). So, we must have 2k < p − 1. Then, by Lemma 2.1 we have p ∤ D 2k . Combining the fact p | 2 2k − 1 with Lemma 2.2, we get that p | E 2k−1 (0), which implies that p is E-irregular.
Hence, for any prime p ∈ P 1 (x) ∪ P 2 (x), p is E-irregular. As a result, we have
where π(x) is the number of primes p ≤ x. Now, to complete the proof we only need to estimate the sizes of P 1 (x) and P 2 (x). Let p be a prime in P 1 (x). Since 2 (p−1)/2 ≡ 1 (mod p), we see that 2 is a quadratic residue modulo p. Noticing p ≡ 3 (mod 4), we must have p ≡ 7 (mod 8). Then, p is of the form either 24n + 7 or 24n + 23. If p is of the form 24n + 23, then p ≡ 2 (mod 3), and thus 2 is a cubic residue modulo p (actually any integer is a cubic residue modulo p). So, we have 2 (p−1)/3 ≡ 1 (mod p), which contradicts with the assumption that the multiplicative order of 2 modulo p is (p − 1)/2. Hence, p must be of the form 24n + 7. So,
where the asymptotic identity follows from the Siegel-Walfisz theorem (for instance see [7, Corollary 5.29] ).
Using a result of Vinogradov [20] related to Artin's conjecture on primitive roots (see also [16, Equation (12) ]), we directly obtain So, we conclude the proof.
