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ABSTRACT 
Is the physiological response from participants different 
between a lab experiment and a field study? In this paper, 
we exhaustively compare the GSR (galvanic skin response) 
patterns between two different scenarios. The first one was 
conducted in a theatre during a performance, while the 
second one in a laboratory during a video watching session. 
Questionnaires, interviews, and video recordings helped us 
to interpret sensor patterns, and to map them to user 
engagement. When comparing the GSR responses, we 
found a strong positive correlation between all engaged 
users of the two scenarios. Interestingly, such correlation 
was not present between the responses of non-engaged 
users. These results show the homogeneity of positive 
responses across scenarios, when compared to the 
variability of negative ones. The results corroborate as well 
that sensor data results obtained in lab studies cannot be 
easily generalized to real-world situations. 
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INTRODUCTION, 
Physiological sensors provide valuable and reliable data 
about the responses of users to products and experiences. 
Lately, it has attracted the interest of the HCI community, 
becoming one more tool to help evaluations. Unlike 
subjective approaches like surveys, sensors provide 
objective data, do not interfere with the activity, and can be 
instrumented for different purposes (e.g., to visualize sensor 
data in real time). 
Even though the many benefits of sensor technology for 
evaluating user experience, comparative studies across 
scenarios are missing. Most of the previous studies targeted 
one situation, one context, and one activity. There have 
been articles reporting the use of physiological sensors as 
objective evaluation mechanisms [16, 5]. Others have 
explored the relationship between biosensor data and 
subjective methods [15, 11]; and most of the work has been 
targeted to label the users’ affective states [10] (e.g., 
fatigue). Moreover, in most of the cases the user studies 
were conducted in lab settings and the results were based on 
the averaged performance of the group (and not on the 
performance of the individuals). 
This lack of comparative studies raises one important 
question then. Are user responses in controlled lab studies 
comparable to those obtained in the field? For example, can 
we use GSR data patterns reflecting non-engagement in a 
lab as a baseline for identifying non-engagement in the 
field? In general, authors discourage such generalization [6, 
25], since the response of users might be different in 
different contextual situations. This paper compares two 
scenarios, and the particular case of physiological sensors, 
exhaustively comparing the GSR data obtained in two 
different studies. 
In order to perform the comparisons, we need to classify 
user response into clusters, representing different types of 
feedback. We must avoid previous pitfalls of averaging data 
readings [13, 24], which do not provide the required level 
of detail and concreteness. Machine learning can play an 
important role for classifying data [1]. Nevertheless, we 
decided not to use such approach because of the annotations 
required in the training data. These annotations may alter 
the sensor readings and cannot be detected in the data set. 
In our experiments we prefer not to explicitly assign tasks 
during the experiment, which might help machine learning, 
but surely will disturb the experience of the users.  
We classify engagement following the method initially 
proposed by Peter Lang [12]: GSR sensor and audience 
subjective reports are used together in order to identify the 
feedback from the users. Similarly, Celine Latulipe et al., 
used the same model to describe audience engagement for 
recorded videos of performing arts [15]. They extended the 
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model linking the GSR sensor data to two self-reported 
scales. Their results indicate that GSR readings are a valid 
approach for measuring audience engagement. 
Furthermore, researches in affective computing and HCI 
have shown interesting results between GSR and 
engagement [22]. 
In particular, we conducted an exhaustive comparison 
between the GSR sensor patterns across two user studies, 
aiming at better understanding whether engagement follows 
similar patterns. One experiment was run in the field, 
during a theatre play, and the other one was run in the lab, 
with users watching videos (see Figure ).The same experts, 
using exactly the same sensors and software, ran the two 
experiments. In both cases, apart from the sensor data, 
several other materials were recorded (interviews, 
questionnaires, videos) in order to identify user 
engagement.  
These materials helped us to interpret the sensory patterns, 
and to subjectively map them into types of audience 
engagement. For example, terms defined in the 
questionnaires were used to check audience emotional 
states, such as cheerful or enjoyable. Furthermore, group 
interviews provided us detailed information about the 
experience (e.g., a bad day may distract audience attention). 
Finally, video recordings were used to more accurately 
analyze the data, for example to recall what happened 
during the experiment and to examine, in synchronicity, 
particular events during the experiment and the behavior of 
the users. 
We believe the research reported in this paper can help 
bridging a gap between lab and field studies, helping to 
better understand what to expect from physiological sensors. 
In particular, this paper aims to answering the following 
research question: 
R1: Does audience engagement show correlated sensory 
patterns across different scenarios in a lab and the field? 
This paper is structured as follows. First, we contextualize 
our research by discussing relevant related work. Then, we 
describe the experimental design and the applied 
methodologies, detailing the background of the participants, 
the data collection process, and the data analysis. Next, we 
report our results about classifying engagement and the 
comparison of the sensory data between the two scenarios. 
Finally, we discuss the results and elaborate on the 
implications of our results.  
RELATED WORK 
Audience engagement has been extensively studied in the 
past for a diverse set of domains. Christopher Peters et al. 
considered engagement in relationship of concepts such as 
perception, cognition, experience, and action [21]. Heather 
L. O’Brien et al. defined user engagement in online 
environments as the perceived usability, aesthetics, focused 
attention, and felt involvement [20]. Similarly, for video 
consumption, audience engagement has been described as 
the players’ state of awareness and synchronization [17].  
Audience engagement also has many associated and similar 
concepts such as audience response, audience experience, 
and audience feedback. Moreover, some studies used 
audience affective state, such as emotional states, to 
describe audience engagement. Peter Lang used both GSR 
sensor data and audience subjective reports in order to 
describe a two dimensional model, defining audience 
emotional states: valence and arousal [12]. This model has 
been widely applied in many later studies [15, 1, 8]. These 
studies employed this model as a definition of audience 
engagement. In particular, thanks to machine learning 
techniques, algorithms can even classify the four different 
emotional states based on the readings from one single GSR 
sensor [7]. 
Readings from GSR sensors have been used for better 
understanding responses to audiovisual and creative 
material. For example, the combination of GSR sensor 
readings and other biosensors have played a role for better 
understanding the users’ affective state when playing 
games. These affective states have been used as an 
interactive component of the game [3, 18] and to assess 
game design strategies [9, 14, 16]. 
Apart from video games, GSR sensors (and a combination 
of a set of biosensors) plus subjective reports from users  
 
Figure 1: Two scenarios are considered: performance and video consumption. The first one (left and middle images) 
was studied during a theatre play, while the second one (right image) was studied in a large lab session. In both cases, 
sensor data was collected using exactly the same sensors and software. 
 
have been applied to other applications. Some examples, 
run in lab settings, include identifying areas of frustration 
for older Web 2.0 users [14], assessing media quality [26],  
animating text in online chat [28], and building a real-time 
group interest index [17]. On the other hand, Tao Lin et al. 
executed a field study regarding the experience of people 
going to movies, combining subjective and physiological 
measures [17]. 
In addition to video consumption and gaming, GSR sensors 
have been used in the performing arts. Celine Latulipe et al. 
are key researchers in this domain, aiming at investigating 
the relationship between GSR responses and recorded 
videos of performances (lab studies). Their results 
demonstrate that in fact GSR readings can be used as 
indicator of audience engagement in these scenarios [15].  
Our work extends these results (e.g., [29]) trying to better 
understand how different are GSR patterns in different 
scenarios and contexts (lab studies versus field trials). In 
particular, we study the results obtained from a 
performance (but with the audience in the theatre and not in 
the lab) and compare them with results obtained in the lab, 
where users were consuming recorded videos. 
METHOD 
Selection of videos 
In order to select the videos participants watched, we 
conducted two rounds of interviews with experts: a 
professor at the media faculty of one of the top Chinese 
universities and six of his students. Based on the collected 
opinions, we chose two advertisements: one is a fitness 
product, and the other one promotes one coffee brand. 
Unlike previous studies about video watching, we used 
videos as the stimulus to capture the GSR response from 
users, and not to identify their emotional state [19]. This lab 
experiment was done in one of the computer labs  the same 
Chinese university (Figure ). 
Theatre play 
This experiment took place in the UK, during an interactive 
theatre play that lasted around 30 minutes. Four actors 
devised a comedy with different types of performance: 
juggling, asking the audience questions, and trumpet 
playing. Fifteen audience members participated in the play 
at a local theatre in the UK (Figure ).  
Apparatus 
GSR sensors with wireless communication modules are 
better suited for running studies with larger groups of users. 
Such infrastructure should be capable of handling several 
sensors at the same time, since certain times it is not 
possible to repeat the experiment for each user (e.g., theatre 
play). Moreover, several rounds of repeated experiments 
might bring some undesirable random effects to the data 
collection.  
In the studies we used the same home-built, with Arduino, 
GSR sensors (Figure 2). The wireless module was different 
in each study: RF12 for the video watching experiment, and 
Xbee for the theatre play. This implied different sample 
rates due to the different protocols executed at the MAC 
layer. The data was sampled at 1Hz using polling scheme 
(theatre play) and 50Hz using ALOHA (video 
consumption), respectively. Since we knew that ALOHA 
would bring more collisions, we increased the sample rate 
in this case. Both settings were extensively tested in the 
pilot studies. 
The Xbee wireless module works on 2.4 GHz with 
relatively short communication range (roughly 10 meters). 
While RF12 works on 868 MHz and with a maximum of 30 
meters range. In both cases, we had a sink node connected 
with the laptop to receive all the data packets. 
All the GSR sensors were tested independently in terms of 
reliability and robustness before the real experiment. For 
example, we invited more than 50 users to watch video 
clips and to play video games, how our GSR sensors 
performed during these events. Furthermore, we also 
plotted the data distribution of each GSR sensor, since we 
know that the data patterns from GSR sensors should be a 
linear function.  
Participants 
In the live theatre play, we recruited 15 users in total: seven 
females (Mean age = 28.29, SD = 4.85) and eight males 
(Mean age = 23.13, SD = 8.21). None of them had 
performance experience before. During the performance, 
the audience was required to attach the GSR sensor in their 
left palm. In the lab environment, the two videos were 
displayed one after the other to two different groups of 
participants. The first group, Video A, consisted of 15 
users: seven females (Mean age = 22.67, SD = 3.01) and 
eight males (Mean age = 20.3, SD = 1.25). In the second 
group, Video B, 14 users took part in the experiment: seven 
females (Mean age = 21, SD = 2.08) and seven males 
(Mean age = 21.17, SD = 1.47). All the participants had 
GSR sensor attached in their non-dominant hand during 
video playback. 
The culture and background of the participants in the two 
scenarios were rather different. In the live theatre play, all 
the participants were from the UK with different 
backgrounds. On the contrary, the participants recruited for 
the lab experiments were undergraduate and master 
students from one of the top universities in China. We agree 
that this might be a limitation of the comparison, since 
culture and background might play a role in the GSR 
patterns.  
Questionnaires 
In both cases, a pre-questionnaire and a post-questionnaire 
were provided before and after the experience. The majority 
of the questions in the post-questionnaires were related to 
emotions derived from either the theatre play or the videos. 
In the theatre experiment, questions in the pre-questionnaire 
were mainly about the type and intensity of the emotions 
they had experienced during the (working) day. In the video 
watching experiment, we also examined whether the 
participants had watched the videos before, and their 
previous knowledge and experience on video design. The 
questions were in the form of “Graphic Rating Scales” in 
which users were asked to make a mark on a line between 
two extremes, e.g., 
How often did you laugh during the performance? 
Not at all                                                                      Very  
|___________________________________________| 
The line measured 100 mm and responses were accurately 
measured to 1 mm. 
Experimental procedure 
In the play, within group design was applied. When the 
audience arrived, they were required to fill the 
questionnaires. Before the play, we explained to the 
audience what we were measuring during the performance, 
and some notes that they should pay attention to, such as 
not taking off the sensors during the performance. After the 
performance, they had the post-questionnaires.  
In the video consumption, a between group design was 
conducted, and the experiments were run in the two rounds 
with the two different group participants. All of them were 
required to fill the pre questionnaires before the 
experiments. In addition to the pre questionnaires, we 
explained to the users about the purpose of the experiments, 
and some actions should be avoided during the 
experiments, for instance questions. When the first group 
finished the video, they filled the post questionnaires before 
they left. After that, we had the second group participants 
watching the second video.  
Data analysis 
Multidimensional scaling (MDS) is a means of visualizing 
the level of similarity of individual cases of a dataset, in 
particular to display the information contained in a distance 
matrix [23, 27]. Furthermore, MDS technique aims to place 
each object in an N-dimensional space such that the 
between-object distances are preserved as well as possible. 
In our analysis, we used a two –dimensional space to 
display the similarities between the objects. 
MDS has been widely applied in psychological research [2, 
4]but it is a new research technique when applied to 
physiological computing. Unlike other statistical techniques 
that test hypotheses that have been proposed a priori, MDS 
is an exploratory data method that explores data for which 
no specific hypotheses have been formed. The difference is 
that MDS is a means of visualizing the level of similarity of 
individual cases of a data set, in particular to display the 
information contained in a distance matrix, i.e., Euclidean 
distance.  
   
Figure 2: Data gathering system. Our own built hardware to gather GSR data in the two scenarios 
All the data analysis was done using SPSS. Pearson 
product-moment correlation coefficient was used to analyze 
the similarities or dissimilarities between the GSR readings. 
After that, MDS was applied to visualize the clusters of the 
responses on a perceptual map. In order to interpret each 
audience cluster, we took into consideration the subjective 
data for identifying the actual different types of response. 
Regarding to the audience arousal level, we used the first 
reading coming into the sensor as the baseline for our 
calculation. We also investigated the arousal level in each 
cluster, and we displayed this result in Figure 6. 
The exhaustive comparison was done by performing several 
times the Pearson product-moment correlation coefficient. 
In this way, we could examine whether the same type of 
responses, i.e., engaged users, was correlated with the 
sensory patterns across the two scenarios, and thus 
providing an answer to our research question (R1). Taking 
into consideration that the two cases (theatre play and video 
playback) had a different duration, we averaged the time 
before we performed the algorithm. This averaging 
procedure did not change the data distribution of sensor 
readings. 
In the results of Pearson product-moment correlation 
coefficient, we used one star “*” representing 95% 
confidence level and two stars “**” indicating 99% 
confidence level. In addition, the overall fit statistics 
(Kruskal’s stress and R Square) in MDS were provided to 
reveal how the algorithm fitted the input data.  
All the GSR sensor data were post-processed using the 
smoothing and filtering Matlab function, in order to 
minimize the impact of hand movements. However, we 
found that thanks to the well-prepared design of the 
experiments, the data were of high quality. Overall, there 
was no much difference in the data before and the data after 
the smooth procedure.  
RESULTS 
Audience clustering  
In Figures 3, 4 and 5, we display the MDS results from the 
two user studies. We used T plus a numerical numbers 
(sensor id), e.g., T3, to represent the participants from the 
theatre play, and either A (the video A: fitness product) and 
B (the video B: coffee brand) accompanied with the 
numerical numbers (sensor id) to represent to a user who 
joined the lab experiments. We used four different colors 
(red, yellow, green and orange) to distinguish the different 
clusters, where the same color in all the figures represents 
the same category of responses. 
Figure 3 displays the four audience clusters in the theatre 
play, showing the different experiences. Users in the red 
clusters reported the highest scores in the post 
questionnaires in terms of cheerful, enjoy and like. On the 
other hand, participants in the green clusters scored the 
lowest in the questionnaires. 
In addition to the questionnaires, subject T3 in the interview 
told us that he did not like the play at all, and this can be 
seen in the recorded video. Users in the yellow and orange 
clusters had a different experience: T2 and T8 took a while 
to get into the performance, which might imply that they 
did not understand the beginning of the performance. In 
contrast, T4 and T6 attention waned in half through the 
 
Table 1: The correlation of the responses across the red clusters: “liked the performance very much” (*: p<0.05; **: p< 0.01) 
 
performance, one of the users in the interview stated that 
she started to recognize one of the actors at certain moment 
of the play and that is why her attention shifted. 
 
Figure 3: Feedback clusters for the theatre play (Stress: 0.03, 
RSQ: 0.99) 
Figure 4 displays the clusters from the responses of users 
watching video A. In this particular case, we only observed 
three types of feedback. Similarly than to the previous 
figure, the red cluster represents users that rated the highest 
scores in terms of immersion, attention level, and concept 
design (encouraging them to purchase the product). By 
contrast, participant A11 (the green dot) was not so 
interested in buying the product, and he labeled his 
attention level as the lowest possible. Interestingly, the 
participants in the yellow cluster reported that they had no 
previous experience, and their knowledge was limited on 
the video design.  
 
Figure 4: Feedback clusters for Video A (Stress: 0.03, RSQ: 
0.99) 
 
 
Figure 5: Feedback clusters for Video B (Stress: 0.04, RSQ: 
0.99) 
In Figure 5, we find four clusters. Similarly, the participants 
in the red cluster rated the highest score in terms of 
immersion, and attention level; the participant B10 (the 
yellow point) reported that he had no previous experience 
and knowledge on video design. During the group 
interview, the students from the orange clusters were rather 
active, and show interest in this video, but they all reported 
a busy day and this might explain why their attention 
declined after a while after the video started playing.  
Figure 6 shows the arousal level in each cluster from the 
two user studies. Obviously, the theatre play evoked a 
higher arousal compared to consuming video. On the other 
hand, the participants from both the red cluster and the 
orange one all had positive arousal levels, which were much 
higher than the ones from the rest of the clusters: the 
arousal levels of the green clusters were all negative values, 
and the yellow clusters had relevant low arousal scales, 
displaying a negative value for video B. 
 
Figure 6: Arousal levels from the clusters in each experiment 
By observing the distribution of data in the four clusters in 
both studies, we found that there were roughly four 
different patterns: a steady increase in the red clusters; a 
steady decrease in the green clusters; a late rise in the 
yellow clusters; and initial rise followed by a decrease in 
the orange clusters. These descriptions were used to label 
the figures generated by MDS. 
Through the combination of the GSR feedback and the 
subjective data, we could clearly identify two main types of 
responses: the engaged audience versus the non-engaged 
audience, which were in the red clusters and the green 
clusters respectively. However, with respect to the users in 
the yellow and the orange clusters, we concluded that 
personal reasons interfered their watching experience.  
Response Patterns (R1) 
We can assume that participants in the same color cluster 
had a similar watching experience. Our interest was on 
examining whether their GSR sensory patterns showed 
correlations across the two scenarios. 
Regarding the red cluster, we were surprised to see that all 
the users’ GSR responses (24 users) were all significantly 
correlated with each other (Table 1): averaging 0.831. We 
can safely conclude that the sensory patterns were strongly 
synchronized across the scenarios.  
For the orange and yellow clusters, the GSR responses were 
partially correlated (Table 2 and Table 3). For instance, the 
GSR response of participant T4 was strongly correlated to 
all the users that attended the video experiment, user T6 
was correlated to most of the users in the orange clusters. 
Nevertheless, both T2 and T8 were both correlated to most 
of the users located in the yellow clusters of the video 
consumption. 
For the green clusters on Table 4, we found that the 
correlation was not strong. Correlations only existed 
between the two watching video experiences: averaging 
0.872, p< .01, and there was no significant correlation 
between video consumption and theatre performance. In 
addition to the correlation checking, we also found that the 
GSR response of T3 experienced fluctuations during the 
performance, although all the users displayed a steady 
decrease on their sensory pattern. 
 
Table 2: The correlation of the responses across the orange 
clusters: “got distracted during the performance” (*: p<0.05; 
**: p< 0.01) 
 
Table 3: The correlation of the responses across the yellow 
clusters: “took a while to understand the performance” (*: 
p<0.05; **: p< 0.01) 
 
Table 4: The correlation of the responses across the green 
clusters: “did not like the performance” (*: p<0.05; **: p< 
0.01) 
We performed MDS on the GSR responses of the non-
engaged participants (Figure 7) and the GSR response of all 
them (Figure 8), in order to investigate the distance, in a 
perceptual map, between the non-engaged participants and 
the proximity between the non-engaged ones and the rest of 
the them. 
In Figure 7, we found that the distance was large between 
the responses of T3 and the responses of the other users. 
This result is consistent with the results displayed in the 
Table 4. 
In Figure 8, we could clearly see a massive cluster formed 
in the left part of the map, mainly coming from the red, 
orange and yellow clusters. In contrast, the responses from 
the non-engaged video consumers formed a cluster on the 
right side of the map, where the green points were closed to 
each other. Regarding the responses from subject T3, his 
geometrical location was more adjacent to the orange 
clusters, and positively correlated to the responses from B2: 
0.549, p< 0.01; negatively correlated to the ones from B10, 
A2 and A3: averaging -0.501, p< 0.01. 
 
Figure 7: MDS result when applied to all the responses in the 
green clusters (Stress: 0.05, RSQ: 0.99) 
 
Figure 8: MDS result when applied to all the responses across 
the two scenarios (Stress: 0.03, RSQ: 0.99) 
DISCUSSION 
In this paper, we have compared the GSR responses from 
participants in two different use cases. In particular, we 
used MDS to successfully classify audience responses in 
clusters and subjective data (interviews, questionnaires) to 
interpret what each cluster represents. Based on these 
techniques, we could differentiate between engaged and 
non-engaged participants, and then perform exhaustive 
comparison across the two use cases.  
We found that the responses from the engaged users 
showed a strong correlation on their sensory patterns 
between lab and field studies. Interestingly, the responses 
from the non-engaged participants did not correlate across 
use cases (between lab and field trial), but correlated 
between the two lab experiments. This result is consistent 
with a similar phenomenon mentioned in previous research 
[6, 25]: a “boredom” state captured in a lab may have the 
different patterns compared to the one in a field study. Still, 
these previous studies did not quantify such results and did 
not report any comparative data for the more engaged users. 
Even though we could use “boredom” to define the state of 
the participants in the green clusters, we decided to apply 
the more general term, non-engaged, to define this type of 
responses. We followed the learning from our previous 
studies: it is unlikely to generate a boredom state when 
people are watching short videos in a lab situation, since 
every participant might take the task seriously. They 
typically try to understand what it is happening in the video, 
ignoring its quality even if the video is in an unknown 
language. On the other hand, “boredom” is a state that can 
instead happen in longer field trials. Therefore, we 
preferred to refer the responses in the green clusters as non-
engaged, which better describes the cases for the lab 
situation and the field trial. 
In our studies, we only had 5 out of 44 users with non-
engaged responses. We certainly may require larger amount 
of this type of responses to better understand how similar 
are sensory patterns across a lab study and a field trial. 
Nevertheless, it is almost impossible to estimate the number 
of non-engaged users that would result from an experiment, 
even though a large number of participants (44 in our case) 
are involved. 
It would be a strong backup to our findings if we can 
provide some results of the subjective evaluations, for 
example whether the questionnaires reports of the engaged 
users were also strongly correlated. However, in our case 
we had some difficulties to run the correlations across the 
two scenarios. First, the questions designed in the two use 
cases were not exactly the same ones, so that it is not 
possible to correlate the answers from one participant 
joined the lab experiment to the one attended the theater 
play. Second, the correlation method requires the sufficient 
and equal length of data sets to run the algorithm, but in 
questionnaires each participant gave one score for each 
question, which is unlike the sensor data: each participant 
had a sequence of sensor readings (from the beginning of 
the theater play/video consumption to the end). Therefore, 
the subjective data crossing the two scenarios cannot satisfy 
these requirements, but we can compare the scores of 
engaged users to the non-engaged ones. Besides that, the 
video recordings and the interviews also helped us interpret 
the clustering results of the MDS. 
We believe that comparing a video - recorded performance 
and a live performance is another interesting research topic. 
In our case, we had the different experimental settings: the 
theater play versus the video consumption. However, we 
think that the results are valid and innovative. First, the 
sensory patterns of engaged users are strongly correlated 
crossing the different scenarios, even though the 
experimental settings are different, and this phenomenon 
has never been mentioned in the previous studies. Second, 
more interestingly, the sensory patterns of the non-engaged 
users are different, which motivates us to take a further step 
to investigate the reasons that may cause this result. For 
instance, whether the experimental settings have effects on 
the non-engaged users, or the matters of the performance 
itself, as we have already seen the sensory patterns of the 
non-engaged users were strongly correlated in the lab 
experiment as shown on Figures 7, 8. At the current stage, 
we will leave this box open for the future exploration. 
The methodology we have applied for reporting the results 
does not require intentional inputs from the participants, in 
order to guarantee high quality of the sensor data.  
However, it is still a challenge to interpret sensor data, 
which requires well-designed experiments, questionnaires, 
proper-organized interviews, and high quality of video 
recordings. 
CONCLUSION 
In this paper, our exhaustive comparison between GSR 
responses has shown a strong correlation between the 
sensory patterns of the engaged users across a lab study and 
a field trial. With respect to the non-engaged users, we 
could not make such concrete conclusion. Even though 
similarities existed across the two scenarios, there was no 
strong correlation. 
The results imply that engaged users display a significant 
similarity on their GSR response across the two scenarios. 
Based on this finding, we can potentially label GSR 
patterns as engaged, instead of having to use audience 
annotations. Moreover, in the future we may get rid of the 
subjective data, and identify engagement based only on the 
GSR responses. The benefits therefore are twofold: we can 
avoid the impact, on the experiment, of constant labeling 
the responses of the users, and for the sensory patterns of 
engaged users we do not need to use the more subjective 
techniques (questionnaires, interviews, video recordings). 
On the other hand, the results reported in this article require 
further research on non-engagement. In our comparison we 
found the two rather different sensory patterns from the lab 
to the field. In order to better understand the representative 
GSR patters for non-engagement might require many other 
user studies trying to better understand the contextual 
impact, the previous experience of the participants, and the 
profile. This paper takes a first step in this direction, which 
we believe it is useful, and we hope other researchers will 
follow up and help us to provide a more complete picture 
about the behavior of physiological sensors in different 
situations. 
However, our solution has some limitations, which will not 
be able to identify the specific affective state of the users 
(e.g., fatigue) since only one sensor was used.  Therefore, 
we believe that extra sensors will certainly provide us more 
rich sensory data (and patterns) regarding audience 
engagement, In terms of techniques we believe MDS 
provides a fantastic tool for mapping sensory patterns with 
types of responses, still we would like to explore if and how 
machine learning can be applied. 
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