Abstract-These last decades spawned a great interest toward low-power high-frequency (HF) surface-wave (SW) radars for ocean remote sensing. By virtue of their over-the-horizon coverage capability and continuous-time mode of operation, these sensors are also effective long-range early warning tools in maritime situational awareness applications providing an additional source of information for target detection and tracking. Unfortunately, they also exhibit many shortcomings that need to be taken into account, and proper algorithms need to be exploited to overcome their limitations. In this paper, we develop a knowledge-based (KB) multitarget tracking methodology that takes advantage of a priori information on the ship traffic. This a priori information is given by the ship sea lanes and by their related motion models, which together constitute the basic building blocks of a variable structure interactive multiple model procedure. False alarms and missed detections are dealt with using a joint probabilistic data association rule and nonlinearities are handled by means of the unscented Kalman filter. The KB-tracking procedure is validated using real data acquired during an HF-radar experiment in the Ligurian Sea (Mediterranean Sea). Two HFSW radar systems were operated to develop and test target detection and tracking algorithms. The overall performance is defined in terms of time-on-target, false-alarm rate (FAR), track fragmentation (TF), and accuracy. A full statistical characterization is provided using one month of data. A significant improvement of the KB-tracking procedure, in terms of system performance, is demonstrated in comparison with a standard joint probabilistic data association tracker recently proposed in the literature to track HFSW radar data. The main improvement of our approach is the better capability of following targets without increasing the FAR. This increment is much more evident in the region of low FAR, where it can be over the 30% for both the HFSW radar systems. The KB-tracking exhibits on average a reduction of the TF of about the 20% and the 13% of the utilized HFSW-radar systems.
lives within 100 mi of the coast; 90% of the world's commerce is seaborne; and 75% of that trade passes through a few, vulnerable, canals, and international straits. The maritime environment includes trade routes, choke points, ports, and other infrastructure such as pipelines, oil and natural gas platforms and transoceanic telecommunications cables [2] . Consequently, the maritime security environment is one of the most important operative scenarios, and surveillance activities are the crux of these activities. Ship traffic monitoring represents one of the biggest challenges (e.g., in terms of law enforcement, search and rescue, environmental protection, and resource management) and, in the last years, it has led to intensive research activities in order to exploit existing sensor systems in support of maritime surveillance.
In this domain, several monitoring assets can be exploited, from ground-based radar technologies to satellite sensors. However, it is important to take into consideration that many of these traditional solutions suffer from physical limitations, and only a smart integration of these different and often complementary systems can guarantee satisfactory performance. For instance, standard microwave radars operate only within lineof-sight propagation, with a maximum range of some dozens of kilometers, and satellite sensors (e.g., synthetic aperture radars) cannot grant a continuous temporal coverage of the region of interest with an adequate level of real-time surveillance.
High-frequency (HF) surface-wave (SW) radar systems have been proposed as a cost-effective tool able to overcome many of these limitations. They can provide additional information on the vessel traffic, by virtue of their capability of detecting targets over-the-horizon, their continuous-time coverage and their ability to estimate ship velocity through the Doppler data [3] . HFSW radars work in the 3-to 30-MHz band, with wavelengths between 100 and 10 m, respectively. In this range, vertically polarized radio waves have the ability to propagate as SWs. Low-power HFSW radar systems have been mainly developed for ocean remote sensing applications, e.g., surface currents and sea-state mapping, wind extraction, wave spectra analysis, and, recently, tsunami early warning detection [4] .
Few commercial systems based on the HFSW concept are available. They can be classified into two families [7] . The first one consists of high-power systems of very large size and extension. An example is the SWR-503 HFSW radar commercialized by Raytheon, which has a receiving antenna composed by a linear array of 16 monopole and 7-element log-periodic monopole for transmission with an average transmitting power of 1.6 kW [5] (see also Table I ). The second family is represented by systems that are typically used for environmental monitoring purposes. The most commonly used systems are [6] the coastal ocean dynamics applications radar (CODAR), developed at National Oceanic and Atmospheric Administration [8] [9] [10] [11] , and the WEllen RAdar (WERA), developed at the University of Hamburg [6] (see Table II for further details). These systems are mostly operative on the coast, whereas a couple of experiments have been conducted with shipborne installations, see, e.g., [12] . Compared with the systems in the first class, they transmit with significantly less power (< 50 W on average); and therefore, low electromagnetic pollution, but, unfortunately, are less suited for ship detection and tracking [7] .
In this paper, we will utilize data collected by the WERA system during an experiment conducted by the North Atlantic Treaty Organization (NATO) Science and Technology Organization (STO) Centre for Maritime Research and Experimentation (CMRE) during the Battlespace Preparation 2009 (BP09) HF-radar campaign in the Ligurian Sea (Mediterranean Sea). However, the methodologies developed here are general and can be applied to all the HFSW technologies.
The goal of this paper is to take advantage of the growing number of oceanographic HFSW radars along the coasts and use them also for maritime-surveillance applications. Hence, ship detection and sea-state sensing become complementary problems [3] . In fact, the presence of sea surface clutter is unwelcome when interested in ship detection, whereas the presence of ships can limit the extraction of oceanographic parameters [10] . For this reason, much interest has been focused on the development of new spectral models for modeling the backscatter from the sea with the ultimate goals of both enhancing target detection via clutter-suppression techniques [13] and ocean sensing [9] .
When on HFSW system is set up for oceanic parameter estimation, its configuration is not optimal for target detection. This represents a further problem, since the signal environment already includes external noise, different types of clutter and interference, which can significantly degrade the detection performance. Poor range and azimuth resolution compared with microwave radars, high nonlinearity in the state/measurement space, significant false-alarm rate (FAR), due to both sea clutter and man-made/natural interference, and the crowding of the HF-spectrum [6] are additional problems to cope with.
The literature on the general problem of target tracking is vast, and our list [14] [15] [16] [17] [18] [19] [20] [21] unfortunately excludes many excellent results. Specifically, some approaches have been also proposed in the literature at the aim of target tracking using HFSW radar data. An overview of a land-based HFSW radar for surveillance reasons is presented in [22] . Here, a brief description of a simple tracker based on a nearest neighbor measurement-to-track association and a M/N logic to handle clutter is provided (see also [5] ). In [23] , an α-β tracker is exploited for the purpose of tracking using HF radar data. The validation is performed on a period of 12 h of data provided by the WERA system. In [24] , a simple closest neighbor criterion for track association and a Kalman filter are used to track icebergs. Vessel detection using HFSW data is explored in [25] , [26] . Here, the possibility to track vessels is only visually demonstrated using a small HFSW radar dataset. A few detection strategies are proposed, but, a tracking algorithm has not been presented.
State-of-the-art tracking algorithms have been applied to HFSW radar data in [1] , [27] [28] [29] [30] in order to mitigate some of their problems, and, in particular, to improve the tracking performance. In greater detail, in [1] , it is shown how the surveillance performance can be enhanced by combining data from multiple radar stations by using a proper algorithmic strategy. The signal processing chain has been divided in three main blocks: detection, tracking, and fusion. The detection stage is performed using a 3-D (range-azimuth-Doppler) orderedstatistics (OS) constant FAR (CFAR) algorithm [23] developed at the University of Hamburg. The tracking part is based on the popular joint probabilistic data association (JPDA) rule [31] , [32] in combination with the unscented Kalman filter (UKF) [33] . The data fusion strategy is developed due to the track-totrack association and fusion (T2T-A/F) paradigm [32] .
Analyzing some of the results in [1] and [27] , notwithstanding the good overall performance, the phenomenon of track fragmentation (TF) is evident. It is mainly due to the lack of target contacts for some periods of time. Possible reasons for this problem include the radar synchronization turning off and targets sailing in the Bragg scattering regions generated by those ocean waves of half the radar wavelength travelling toward and away from the radar site [6] . The presence of this intense scattering enforces a lower sensitivity on the detector in such areas that causes an increase in clutter intensity at the expense of target detection ability.
In this paper, we show how it is possible to take advantage of a priori information on traffic, demonstrating that the tracking stage can be enhanced by combining online data from the HFSW radar with ship traffic information (see also Section III-A). This information is expressed by a map of geographical ship sea lanes or routes. We propose a variable structure interactive multiple model (VS-IMM) tracking procedure, inspired by the ground tracking literature [34] .
In order to reduce TF, we exploit an existing similarity between the ground target tracking and the ship tracking problems, for instance, the target obscuration phenomenon. This is due to different causes: In the ground tracking, it can be provoked by the presence of hills or tunnels, which hide the target from the sensor's point of view. In our case, this effect is present when the radar is turned off to reallocate operative HFSW frequencies, when there is a low signal to clutter ratio (e.g., in the Bragg scattering region), and when the target aspect angle exhibits weak return. Needless to say that the target obscuration needs to be taken into account in order to reduce the TF and improve the performances.
The specification of a ship sea lane map can be tabulated, including sea lane segments, visibility conditions, and initial/final points of sea lanes. Unlike an off-sea lane target, which is free to move in any direction, the motion of an on-sea lane target is highly constrained. To handle motion along the sea lane, the concept of directionally dependent noise is introduced [34] . The standard motion model assumes that the target can move in any direction and, therefore, uses equal process noise variances in both the X and Y directions. This means that for off-sea lane, the motion uncertainties in both directions are equal. For on-sea lane targets, the constraint means more uncertainty along the route than orthogonal to it. Thus, the IMM module, representing on-sea lane motion, consists of process noise components along and orthogonal to the route, rather than along X and Y directions as in the standard model. Extensive simulations were performed [34] that analyzed different algorithms in the context of ground tracking. The analysis shows that the best performance is obtained using VS-IMM, this was able to handle the on/off-road transitions and the change from one road to another more smoothly than the fixed IMM by anticipating target dynamics. In addition, once the target begins to move along a particular road, the VS-IMM, which uses a model matched to the road, yields better course estimate than the fixed IMM, which uses an open field model [35] . This paper extends the previous works in [1] and [27] [28] [29] [30] . We show, using simulated scenarios and real data from an experiment conducted by the NATO STO-CMRE during the BP09 HF-radar campaign, improvements in terms of appropriated performance indexes: 1) time-on-target (ToT) and FAR; 2) TF; and 3) root-mean-square error (RMSE) of the target position and velocity. Tracks and detections are validated or labeled as false using ship reports from the automatic identification system (AIS), which are messages electronically exchanged by vessels with other nearby ships in order to identify themselves and communicate their positions. These reports represent groundtruth information. It is well-known that there are vessels that are not cooperative in the sense that they do not provide any AIS reports (e.g., fishing boats and warships), and consequently, the FAR represents a kind of worst case, see also the discussion in [1] .
A significant improvement of the KB-tracking procedure, in terms of system performance, is demonstrated in comparison with the standard approach recently presented in [1] . The main improvement of our approach is the better capability of following targets without increasing the FAR. The increment is quite sensible in the region of low FAR, where it can be over the 30% for both the systems in Palmaria and S. Rossore. The KBtracking proposed technique exhibits on average a reduction of the TF, of about the 20% and the 13% for both the Palmaria and S. Rossore systems, respectively. The outline is as follows. In Section II, we provide information about the experiment. The proposed knowledge-based target tracking methodology is presented in Section III. Experimental results are reported in Section IV. Finally, conclusions are drawn in Section V.
II. HFSW RADAR EXPERIMENT
Here, the description of the experiment is provided. Both systems operated at a frequency of ≈12.5 MHz (corresponding to a wavelength of λ ≈ 25 m). Each WERA setup consisted of a decoupled transmitting and receiving antenna arrays. The transmit array utilized four antennas arranged in a rectangular shape, whereas the receive array consisted of 16 antennas along a line perpendicular to the look direction. Electronic control of the arrays was adopted to sweep a 120
• angular sector depending on the bandwidth, whereas Doppler resolution is achieved using continuous-wave (CW) signals [36] .
The system uses a linearly frequency-modulated CW (LFMCW), which is a linear chirp with about 100-kHz bandwidth yielding range resolution between 0.3 and 1.5 km. The angles with respect to north of the two array installations were φ 1 = 296.2
• and φ 2 = 12.0 • , respectively. Data were recorded by each antenna element in complex samples over all the range cells. The remaining 206 s were used to select a new free HFSW channel (between 12.190 and 12.595 MHz) and the available bandwidth, according to spectrum crowding. The two systems used the same operating frequency, but the modulating waveforms (sawtooth signal) were orthogonal to each other to avoid coupling interference.
After recording, data from the antennas was beamformed to retrieve azimuth information, then target detection was performed in the Fourier domain by the 3-D OS CFAR algorithm [23] . Detection was performed on azimuth cells (1
• separated) and the detection statistics were evaluated in the range-Doppler space. An accurate description can be found in [23] .
It is important to point out that the backscattered signal can be strongly affected by environmental parameters such as the sea state. Thus, meteorological and oceanographic (METOC) parameters can influence the ability of HFSW radar to detect and track ships. As described in [37] , several parameters (e.g., wave height and sea salinity) can be considered relevant in this analysis. Preliminary results, which analyze the correlation between wave height and the ability of the system to track targets, have been presented in [38] . However, this kind of analysis is not in the scope of this paper.
A. Range-Doppler Space
In the HFSW radar spectrum, we can observe some peculiarities (see Fig. 2 and also [3] ). As far as ship detection is concerned, the contribution of sea clutter is characterized by specific spectral components in the surface-wave field. The main features are due to the first-order Bragg scattering. They correspond to advancing (positive frequency shift) and receding (negative frequency shift) waves. This phenomenon manifests in the range-Doppler spectrum as two lines extending along range, corresponding to the phase velocities of these scattered ocean waves. However, these frequencies often deviate from the theoretically known values due to the surface currents. In addition, second-order Bragg scattering generates side-band contributions in the range-Doppler spectrum, which are only well defined in the proximity of the radar. Here, sea clutter level dominates both targets, noise and interference. When a vessel is present in this region (i.e., has a radial velocity compatible with the Bragg scattering frequency), then it is very likely to be undetected because of the large sea clutter level. However, this obscuration phenomenon can be corrected (when the vessel is moving on a sea lane) using the KB tracking procedure.
Beyond sea and land clutter, a variety of other interference sources, both natural and man-made, can degrade the reception of ship echoes. The former type usually consists of large returns (horizontal lines), which cover a large portion of the Doppler space. This interference is mainly due to unwanted propagation modes through the ionosphere and/or meteor trails echoes. The man-made type is typically represented by RFI. These returns manifest as vertical lines in the range-Doppler spectrum and can mask both sea clutter and ship echoes.
III. KB TRACKING METHODOLOGY
This section is devoted to the description of the KB tracking procedure applied to the HFSW radar for maritime traffic surveillance. This procedure is an enhanced version of the JPDA-UKF rule [1] , [27] [28] [29] [30] , which integrates the VS-IMM mechanism able to take advantage of the a priori information about historical ship traffic. The exploitation of this information in the tracking algorithm is a key input to this paper and a brief description of the ship traffic information is provided in the following section.
A. Ship Traffic Information
Ships and vessels exceeding a given gross tonnage 1 are equipped with AIS transponders for position-reporting, as established by the Safety of Life at Sea (SOLAS) Convention [39] . Ships repeatedly broadcast their name, position and other details for automatic display on nearby ships. AIS reports contain both dynamic information (e.g., latitude, longitude, courseover-ground (COG), speed-over-ground (SOG), time) and static information (e.g., vessel type, dimensions information). While this system allows ships to be aware and keep track of other ships in their immediate vicinity, coastal states will also be able to receive, plot, and log the data by means of base stations along the coast.
Considering the historical AIS contacts of the area under study (see gray lines in Fig. 6 ), we note that there are some geographical regions where the traffic shows a certain regularity and where the maritime traffic is mostly concentrated. These are the sea lanes or routes. The proposed KB tracking strategy is aimed to exploit this kind of information to mitigate the problem of the target fragmentation. Similar conditions are present in the case of ground tracking, in which there are onroad targets following predetermined trajectories and off-road targets moving freely in the region. Analogously, a vessel can follow a route or can move more irregularly (for instance, during fishing operations).
AIS historical data, if properly mined and represented, may lead to the statistical description of the area of interest in terms of expected trajectory patterns and motion that constitutes the knowledge inferred from the history of the traffic over the area of interest. The characterization of the routes is out of the scope of the present work. The literature on the subject is abundant, and in the interests of brevity, we cite only [40] [41] [42] .
The KB tracking procedure, adopted here, integrates information about the ship traffic represented as a set of geographical sea lanes, we associate with each of them a specific dynamic model, as formalized in the following sections.
B. On/Off-Sea Lane Dynamic Models
The target dynamic is defined in Cartesian coordinates [32] 
where f k (·) is a nonlinear function at time k, x k is the target motion state vector, and w k is the so-called process noise.
Given the common motion behavior of large vessels, the constant velocity model is adopted [32] 
where
T is the transpose operator,
T k is the current sampling time, v k takes into account target acceleration and unmodeled dynamics, and is assumed to be Gaussian with zero-mean with covariance matrix Q k . We can define two different matrices Q k , depending on whether the motion is along sea lane or off a sea lane. We handle the motion along a sea lane with the concept of "directional process noise" (see also [34] ). The standard motion models assume that the target can move in any direction and, therefore, use equal process noise variances in both the X and Y directions of the Cartesian system. This means that for off-sea lane targets, the motion uncertainties in both directions are equal. For on-sea lane targets, the sea lane constraint means more uncertainty along the sea lane than orthogonal. Thus, the IMM module representing on-sea lane motion consists of process noise components along and orthogonal to the sea lane, rather than in the X and Y directions as in the standard motion model.
In the latter case, the motion model is matched with the direction of the sea lane ψ. Due to the higher motion uncertainty along the sea lane than orthogonal, we assume σ a σ o . This is a key element that is in contrast with the typical assumption σ x = σ y used for the off-sea lane motion model, see, e.g., [1] .
Starting from (2), we can have two categories of models by choosing different covariances of the Gaussian process noise at time k, i.e., Q k . The first one is
with σ 2 x = σ 2 y used for the off-sea lane targets. In the second case, since the state estimation is carried out in the X-Y coordinate system, the variances of the process noise components along and orthogonal to the sea lane need to be converted into the covariance matrix. Thus, we have [34] 
In Section III-D, we establish the method selecting the proper motion dynamic based on the online data gathered from the radar.
C. Observation Model
Assuming a radar located at the origin in spherical coordinates, the target-originated measurement equation can be expressed as
the radar measures the target range, bearing (azimuth), and range rate, then (5) can be recast as follows:
where z r k , z b k , zṙ k are radar measurements of the target range, bearing, and range rate. The measurement noise vector n k is assumed to be Gaussian (see [43] for the validity of the latter assumption for the exploited data) with zero-mean and covariance matrix R k given by
Note that, in literature [32] , [44] , n r k , n b k , nṙ k are all assumed to be statistically independent, except for n r k and nṙ k , which are correlated with a correlation coefficient ρ estimated as in [43] .
D. VS-IMM Estimator
Here, we focus on the VS-IMM Estimator in the case of a generic rth target. Let us indicate with S r k the set of dynamic modes for the target r at time k. The possible modes are given by all the on/off-sea lane dynamics described in Section III-B. Clearly, we have as on-sea lane modes all the identified maritime routes.
It is assumed that the true target state evolves according to one of the modes in S 
1) Step 1 (Mode Set Update):
Based on the state estimate at time k − 1 and the a priori information about the geographical region exploited by the historical AIS data, the mode set of the IMM estimator is updated
where Z n m is the cumulative set of measurements from time m up to time n, including target-originated measurements (5) and false alarms, S a is the set of all the possible dependent motion modes, and R is the map of sea lanes obtained by the historical AIS data. In Section III-E1, we will be defined how to adaptively select the IMM filter modules.
2) Step 2 (Mode Interaction/Mixing):
The mode-conditioned state estimates of the filter modules from the previous iteration (time k − 1) are used to obtain the initial condition for the mode-matched filters at time k. The same is carried out for the covariance matrix.
The initial estimate for filter modules j r ∈ S r k is evaluated usingx
are the mixing probabilities. The covariance matrix associated with the aforementioned initial condition for j r ∈ S r k is given by 
4) Step 4 (Mode Probability Update):
Starting from the likelihood, obtained at the previous step, the probability that the mode j r is in effect at time k, denoted by μ j r k , is updated via
5)
Step 5 (State Combination): Finally, the mode-conditioned estimates and covariances are combined to find the overall estimate and covariancê Unlike an off-sea lane target, which is free to move in any direction, the motion of an on-sea lane target is highly directional along the sea lane. In view of the highly directional motion of on-sea lane targets, when it is determined that an off-sea lane target is in the vicinity of a sea lane, a new mode, representing motion along that sea lane, is added to the mode set. Similarly, a decision is made as to whether the considered target leaves the vicinity of a sea lane, in the case the related mode is removed.
One of the major issue in adding or deleting modes to handle on-sea lane/off-sea lane motion is deciding when to add or delete, i.e., how to determine that a target enters or leaves the vicinity of a sea lane, which allows entry or exit.
Thus, at time k, for each established track r, a decision is made about which sea lanes the target can follow. This is carried out by testing whether the predicted location lies within a certain neighborhood ellipsoid of any sea lane (for instance, neighborhood ellipsoids for the real cases is shown in Fig. 6 ). A problem of the aforementioned decision process is that the target has several modes at time k − 1 with their own predicted states and covariances, and consequently, there is not a unique state/covariance prediction. A possible solution is that if at least one of these predicted states lies inside the ellipsoid then we add the related sea lane mode. At each time interval a sea lane neighborhood test is carried out for each track against all the sea lanes defined. Modes corresponding to sea lanes not validated are removed from the mode set. Using the aforementioned validation strategy, entry into or exit from sea lanes is handled by the estimator.
2) Obscuration Conditions:
Assume that a target follows a given sea lane and, for some reason (such as, the first-order Bragg scattering or radar synchronization), it is not visible (no detections are associated). Then, some a priori information needs to be exploited in order to obtain the target state estimate, its covariance and the filter-calculated likelihood. The UKF state estimate and the VS-IMM equations do not take into account the target visibility, i.e., they assume that the target is always visible. When an active track follows the sea lane mode and there are no associated observations then the estimator is defined as follows.
The filter module corresponding to that sea lane is replaced with a "hidden-target" model that modifies the filter estimates and likelihoods using the information that the target detection probability is zero. The hidden-target model is similar to the "dead-target" model [32] (15) wherex j r k|k−1 and P j r k|k−1 are the predicted estimate and its covariance under the mode j of the target r at time k as classically defined in the UKF prediction equations (see [27] and [33] for further details).
Since no detection is used in the state estimate, a similar modification is required in evaluating the filter-calculated likelihood, which quantifies, in the VS-IMM Estimator, the filter's confidence in the measurement. The following expression is used for the likelihood of the hidden target r under the mode of the jth sea lane at time k
where V is the filter gate volume given by
and V n z is the volume of the unit hypersphere of dimension n z , n z is the cardinality of the measurement z (i.e., 3 in this case), γ is the gate size used for the measurement validation (equal to 5) and S j r k is the innovation covariance of the target r under the mode j r at time k. For radar measurements with range, azimuth and range rate, V n z = 4π/3 [32] . For the "hiddentarget" model, which treats the measurement as a spurious one, V −1 is the filter-calculated clutter density in its validation gate. The "hidden-target" model is removed from the mode set if one of the following conditions become true: 1) the target becomes visible again; 2) the corresponding sea lane segment is no longer validated.
F. Data Association: The Multiple Model JPDA
The VS-IMM equations, presented in the previous sections, assume that a measurement is always available to update the estimates of a track. In the case the single received measurement is used to update the single active track. However, in multitarget tracking scenarios in presence of target misdetections and false alarms, it is necessary to decide which one of the received measurements should be used to update a particular track. A data association mechanism (measurement-to-track association) is required. Here, the Multiple Model JPDA algorithm [45] is exploited to deal with this issue.
The following notations will be used. Let Z 
In the following we focus on the time k for a particular target r ∈ T k . We assume that, for the target r at time k, there is a set of allowed modes S r k ⊂ M n where M n is the set of all possible n modes and M j r k denotes the event that the mode j r is in effect at time k for the target r.
First of all, in order to reduce the computation burden of the algorithm a measurement validation, often referred as gating, is performed [32] . Starting from the measurements
is generated containing only validated measurements, i.e., the gating condition 
where ω ir = 1 if the measurement i lies in the validation gate of the target r, else it is zero. A joint association event Θ is represented by the event matrix
whereω ir = 1 if θ ir ⊂ Θ andω ir = 0 otherwise. A feasible association event can have only one source (target or clutter), i.e., for each i, The tracking algorithms exploited in this paper use the output of a CFAR detection step. Therefore, the term "clutter" indicates, in our case, everything that is not a "target". Thus, every kind of clutter (e.g., ionospheric and sea clutters), if present and detected by the CFAR strategy, is handled by the trackers. 
One can evaluate the likelihood that the target r is in mode j r at time k as
The first term in (20) for the law of total probability can be written as [45] 
The second term (a priori joint association probabilities) in (20) turns out to be
where P D is the detection probability (assumed to be the same for all targets), λ is the spatial density of the false measurements, and V is the volume of the validation region. Note that here, we use the parametric model of the clutter density instead of the nonparametric one used in [45] . We assume that the states of the targets (including the modes) conditioned on the past observations are mutually independent. Then the first term on the right-hand side of (21) can be written as [45] 
where the conditional probability density function of the validated measurement y i k given its origin and target mode, is given by
where N (x; μ, Σ) is the multivariate Gaussian with mean μ and covariance Σ, the termsẑ j r k and S j r k are the measurement prediction and the innovation matrix, respectively, obtained by the target r under the mode j r using UKF (see [27] and [33] for details) because of the nonlinearity in the state-to-measurement relationship. The second term on the right-hand side of (21) is given by
The probability of the joint association event Θ given that mode j r is effective for the target r from time k − 1 through k is
where the first term can be calculated from (21) and (23)- (25), the second term from (22), and c is a normalization constant. Then the probability of the marginal association event is given by
The following updates are done for each target r. Calculate Λ [27] , [33] starting from the estimates calculated in the Interaction/Mixing step Section III-D by means of the models in Section III-B, one computes the partial updatex j r k and its covariance P j r k according to the standard PDAF [32] . Defining the target-dependent combined mode-conditioned innovation
we havê
where W j r k is the Kalman Gain [27] , [33] . After calculatingx (8)-(10) and Y k using (20), (30), (31), respectively. -Calculate μ j r k using (11) . end for -Combine {x
r k } to obtainx k and P k for the target r by (12) and (13).
G. Track Management 1) Track Formation:
The M-of-N rule is used for the track initiation [32] .
The following logic that assumes target position measurements is considered.
• Every unassociated measurement is an initiator, i.e., it yields a tentative track.
• At the sampling time, following the detection of an initiator, a gate is set up based on: 1) the assumed maximum (minimum) target dynamic, 2) the measurement noise intensities, i.e., if there is a target that gave rise to the initiator, the possible measurement originated from it in this second scan will fall in the gate with high probability. Following detection, this track becomes a preliminary track. If there is no detection, this tentative track is dropped. Since a preliminary track has two measurements, the UKF can be initialized and used to set up a gate for the next sampling time.
• Starting from the third scan a logic of M detections out of N scans is used for the subsequent gates.
• If at the end (scan N + 2) the logic requirement is satisfied, the track becomes a confirmed track. has grown beyond a certain threshold; • The target has reached an unrealistic maximum velocity v max .
IV. EXPERIMENTAL RESULTS
Here, a comparison between the proposed VS-IMM JPDA and the standard JPDA is provided by using both simulated and real data of HFSW radar systems. As already proposed in [1] , we use as ground truth for tracking assessment the AIS static/ kinematic reports. Note that, we use the AIS reports only for a validation purpose. The strength of the proposed methodology is straightforward when the AIS signalization is intermittent; ships often lack in transmitting AIS data. This can happen for several reasons, e.g., AIS transceivers are off or out-of-service, bad environmental conditions, ships out of reception range. Only for performance assessment purposes, ships equipped with AIS transponders are assumed to be true tracks.
AIS ship reports are checked in order to remove possible outliers, missing position reports and unreliable data, then, the following key assumptions are made:
• Ships carrying an AIS-transponder are the only ones present in the region of interest (in some cases this could be not true, indeed, reliable tracks, not corresponding to any AIS report, are observed); • The AIS messages exchanged by ships are reliable and not corrupted by any sort of errors.
This section is organized as follows. The association procedure between the tracks provided by the tracking algorithms and the ground-truth based on AIS contacts is presented in Section IV-A. Performance metrics are introduced in Section IV-B. Finally, experimental results are presented and discussed in Sections IV-D and E.
A. Association Procedure
Here, we introduce the association procedure between radar and AIS contacts, already proposed in [1] . Considering that the time intervals between the AIS reports and the radar timestamps are not aligned, then we have to interpolate the kinematic AIS reports in the HFSW radar timestamps. This procedure is performed by means of a cubic interpolation. The procedure is very accurate because the AIS reporting interval is typically much shorter than the radar scan interval (∼33 s). For Class A-type AIS transceivers, the reporting interval is at most 10 s, as prescribed by the SOLAS Agreement [39] . Furthermore, the faster the ship, the shorter the reporting interval, allowing a better interpolation.
We defineX k as the set of the AIS tracks at time k, with
T ∈X k , wherex k ,ȳ k are the positions in the Cartesian coordinates andv x k ,v y k are the corresponding velocities. In order to cope with possible unwanted artefacts after this preprocessing phase, we added a flag index that allows us to decide whether the current transmission is reliable or not. Longitude/latitude and COG/SOG information are converted to obtain the current Cartesian vector.
The set of tracks at time k estimated by the KB tracking algorithm is indicated byX k and a single contact is defined aŝ The association is carried out by searching for the nearest among all the radar tracks, which fall in the performance validation region centered on the AIS contact (33) where m = 1, . . . , N k , j = 1, . . . , C k , and d(·, ·) is a distance metric. If the currentx n k has a validated track contactx c k , we define this occurrence as a correct detection and we delete these points from the association procedure; otherwise, it is considered a false alarm.
B. Performance Metrics
The performance metrics, already introduced in [1] , are briefly described here.
• Normalized ToT (T oT ): It is defined as the ratio between the length of an active track (correctly associated to the AIS) and the AIS track length. Thus, we have
where N represents the number of ships in the area under study, l n andl n are the AIS and radar track lengths, respectively, for the nth ship. The ideal value of the T oT index is 100%, i.e., whenl n = l n for all the tracks in the scenario under test.
• FAR (F AR): It is defined as the number of false track contacts, normalized with the recording interval and the area of the surveyed region. A false alarm is defined as a contact that does not belong to any AIS report. The F AR can be evaluated as following:
where N fa is the number of false alarms, A is the area of the surveyed region (measured in m 2 ) and ΔT is the whole time of the record (measured in s). The ideal value of the F AR is 0 (no false alarm).
• Number of radar tracks N T F associated with a single target: It is an index that measures the TF. An ideal system would have N T F = 1, i.e., the radar system is able to follow the whole track without loosing it. We typically obtain values of N T F larger than 1.
• Root-mean square error (RMSE): The error committed by the tracking algorithm has been evaluated. Given the true and the estimated state vectors at time k denoted byx k andx k , respectively, we can define the RMSE in position and velocity as
The relative overall indexes are obtained by averaging 
C. Algorithm Parameters
Some parameters of the algorithms should be properly set in order to obtain acceptable performances. This section is devoted to summarize the selection of these parameters. We can divide them in the following groups:
• IMM-The main parameters are related to the transition probabilities among modes in the VS-IMM estimator. In particular, the probability to switch from the off-sea lane to an on-sea lane mode and vice versa is 0.05. • and in range rate (σṙ) is 0.1 m/s.
• Hidden-The likelihood threshold τ is set to 0.001, the maximum number of scans for which the target can be unobservable NNT max is set to 25. In order to add the "hidden-target" model, the number of scans W in which an on-sea lane mode must be the most likely is set to 5.
• Logic-The maximum target velocity v max is set to 20 m/s.
Furthermore, M is chosen to be equal to 5, whereas N is 6. Furthermore, we choose M * = N * in the off-sea lane track termination logic. N * will be specified for each test case.
• Detection-The detection probability P D is set to 0. 35 and the clutter density λ is 10 -9 m -2 .
D. Simulation Results
We start presenting simulated radar scenarios. Fig. 3 shows an example of a simulated case with a high clutter environment (the clutter density is about 8 · 10 −5 m −2 ). We show the true target track (red) and the simulated HFSW radar observations (black dots). The ship is following a sea lane reported in Fig. 6 .
The first analysis is related to the behavior of the VS-IMM JPDA and the standard JPDA varying the parameter N * . The results are obtained by averaging 10 3 Monte Carlo (MC) trials. Half of the simulated target trajectories follows the sea lane and are generated accordingly to the directional noise dynamic model described in Section III-B. The others do not follow the sea lane and are generated accordingly to the off-sea lane dynamic model (see Section III-B). Then, the radar plot is generated in a uniform cluttered environment with a detection probability P D = 0.6. We report the relationship between the T oT and F AR in Fig. 4 for the VS-IMM JPDA and the standard JPDA. It is worthwhile to note that when the parameter N * grows, the F AR and the T oT increase. We have that the VS-IMM outperforms the standard JPDA in terms of T oT/F AR. In other words, for each value of the F AR, we obtain that the T oT of the VS-IMM is higher than the one of the standard JPDA. Furthermore, we point out that in the region where the F AR is small, that represents most important region form an operative point of view, the performance gap between the two approaches is larger.
In Fig. 5(a) and (b), averaged errors over MC trials pos and vel are shown, respectively. In addition, with respect to the previous scenario, a fragmentation of the track is simulated (no target-originated detections) between k 100 and 120. A better accuracy of the VS-IMM is exhibited, see also Table III , where the mean and the standard deviation of the two algorithms on the whole scenario are reported. The gain in terms of performance is most pronounced in the regions, where the target-originated measurements are missing. This is a key element of the proposed KB-tracking methodology: The sea lane knowledge can properly guide the algorithm when no targetoriginated observations are available.
E. Real Data Performance Assessment
The proposed KB-tracking has been tested on whole dataset provided by the NURC BP09 experiment starting from May 7, 2009 to June 4, 2009 . Data from the Palmaria and S. Rossore WERA radar systems (named Palmaria and S. Rossore datasets) have been separately processed using the CFAR algorithm developed at the University of Hamburg. The detections are then provided to the KB-tracking and to the standard JPDA [1] . Fig. 6 depicts the selected areas for the comparison between the VS-IMM and the standard JPDA.
In Fig. 7 an example of the two approaches under test is reported. Tracks generated from both the JPDA and VS-IMM JPDA are depicted in black, whereas the tracks generated only by the VS-IMM JPDA are depicted in red. No track is generated only by the standard JPDA. The results are obtained by using the parameter setting detailed in Section IV-C with N * = 5. It is worthwhile to remark that due to the correct identification of the on-sea lane target dynamic, the KB-tracking is able to visibly Fig. 7 . Graphical representation of the VS-IMM JPDA fragmentation reduction with respect to JPDA using the same track management parameters. Tracks generated from both the JPDA and VS-IMM JPDA are depicted in black, whereas the tracks generated only by the VS-IMM JPDA are depicted in red. reduce the N T F and increase the T oT by properly propagating the track when no target-originated observations are received.
The capability of the KB-tracking methodology to properly detect on-sea and off-sea lane targets is confirmed presenting two different real cases. The first one shows an off-sea lane Italian cruise, specifically the vessel is maneuvering to join the sea lane later on. The second case is related to the behavior of an on-sea lane Norwegian cargo (see Fig. 8 ). The exploited dynamic models are the constant velocity with equal standard deviations, which characterizes off-sea lane target dynamics, and the directional noise model, which takes into account the information related to the on-sea lane targets. Likelihoods estimated by (20) and the related posterior probability values, calculated as in Section III-D4, are reported in Figs. 9 and 10 , respectively. We observe that the estimated likelihoods, which drive the process to have higher posterior probabilities, are consistent with the nature of the true target motions. The system is able to recognize the ship motion and to correctly adopt the model promoting a greater weight. Furthermore, because of the difficulty of predicting the correct target state when this is quickly maneuvering, lower values of likelihoods can be observed, for instance, see Fig. 9 (a), between 00:13 and 00:17.
Before starting the quantitative analysis, we discuss and analyze a further problem. Only some of the target trajectories, which intersect the ellipsoids in Fig. 6 , follow the sea lane dynamic models. Now, given the huge amount of data, an automatic procedure, able to properly split the on-sea and off-sea lane ground-truth trajectories, needs to be exploited. Thus, a linear regression applied on each AIS target that crosses the ellipsoids is performed. The R 2 index, provided by the regression, is computed in order to determinate the linearity of the whole sea lane. If this index is larger than a certain threshold (fixed to 0.8), the angular coefficient is computed and compared with the one characterizing the sea lane model to determine the nature of each AIS track.
The first quantitative analysis is performed to show the improvements in terms of Time-on-Target (T oT ). In Fig. 11 , the daily T oT index is reported and obtained by averaging the data of all the on-sea lane targets on each day. The advantage of using the VS-IMM JPDA is clear: We have larger T oT for all the days on both the datasets. Generally speaking, the lower the probability to detect a target is, the greater is the improvement in terms of T oT . Thus, the improvement in terms of performance is more evident when N * decreases (see Table IV ). Furthermore, the differences in T oT between the Palmaria and S. Rossore datasets should be underlined. Indeed, the T oT exhibited by S. Rossore is generally lower than the one on the Palmaria dataset (see, again, Table IV), as already discussed in [1] .
The previous analysis lacks the contribution of the F AR. It is possible that when the F AR increases the T oT increases, as well. In order to have a fair comparison, we compare the T oT for both the approaches at fixed F AR values. This curve is obtained by varying the parameter N * . In Fig. 12 , four scatter plots, which represent the relation between the T oT and F AR indexes varying N * , are shown. The daily values are reported, and the related means are indicated with full markers (see also Table IV ). Note that when the VS-IMM reaches the same F AR of the standard JPDA exhibits also a higher T oT . An improvement of 10% on average is observed. In order to have a greater evidence of this gain, in Fig. 13 , we report the convex hull of daily couples (T oT, F AR). Fig. 13 shows that the performance advantages are more evident in the low false-alarm region. Furthermore, the improvements, for the case of S. Rossore, are better than the ones for Palmaria, because of a worse capability of the radar in S. Rossore to detect the vessels (see also [1] ).
A further analysis is performed by exploiting the fragmentation index (N T F ). In Table V , the daily values of the means and the standard deviations of the N T F calculated for each day on all the on-sea lane tracks are shown. The overall means for Palmaria are 1.63 for JPDA and 1.32 for the VS-IMM, and 1.59 and 1.38, respectively, for S. Rossore. These outcomes confirm the capability of the KB-tracking to reduce the TF.
The final analysis is related to the RMSE of position and velocity. In Figs. 14 and 15, we report the Another phenomenon, related to the position RMSE index, is present. As already explained, the standard JPDA exhibits a larger T F than the VS-IMM JPDA; thus it is likely that when there are few target-originated detections the JPDA breaks the track, whereas the VS-IMM JPDA is still able to maintain it (using the on-sea lane logic). However, in this case, while the VS-IMM JPDA is maintaining the track, an increasing error is exhibited (see Fig. 16(a) for the time interval from 04:35 to 04:46 and Fig. 16 (c) between 06:04 and 06:16), with respect to the case, in which there are several target-originated detections, and consequently, it could be possible to reach an averaged error larger than the standard JPDA. An opposite effect is observed for the velocity. In this case, when a new track is initialized for the standard JPDA, the velocity starts from a quite noisy condition exhibiting, then, on average a larger error with respect to the VS-IMM JPDA. This effect can be observed in Fig. 16(b) for the time interval from 05:10 to 05:41, and in Fig. 16(d) between 06:04 and 06:18. Consequently, the propagation stage of the VS-IMM JPDA leads to an improvement of the vel index.
In Table VI we report the daily values of pos and vel . The overall mean values on Palmaria of pos are 652.3 and 663.5 m for the JPDA and the VS-IMM, respectively; whereas, they are 984.6 and 978.5 m, respectively, in the case of S. Rossore. Practically, there is no appreciable advantage in terms of positioning error. Instead, by taking a look at vel , the means are 1.14 and 1.04 m/s for the standard JPDA and the VS-IMM, respectively, on the Palmaria dataset and 1.32 and 1.15 m/s on S. Rossore's data. On the contrary, in this case, the performance advantages are evident (around 10%) for both the radars in Palmaria and S. Rossore.
Finally, a computational analysis is performed. The elaboration times for both the compared approaches have been calculated on one day of data provided by Palmaria on May 17, 2009 using an Intel Xeon 3.73-GHz processor. We have that the VS-IMM JPDA requires 4754 s to be executed (i.e., 1.925 s per frame on average), whereas the JPDA requires 4730 s (i.e., 1.915 s per frame on average). Practically, the two algorithms reach very close average elaboration times and only a little increase, due to the introduction of the IMM estimator, can be observed. However, in both the cases, the real-time requirement is guaranteed. It is worth noting that one of the advantages of the JPDA with respect to other multitarget tracking approaches (e.g., the Multiple Hypothesis Tracking (MHT) or the Probability Hypothesis Density (PHD) filter) is that it requires a lower computational burden often comparable with the Kalman filter that represents the simplest possible solution. V. CONCLUSION Low-power/cost HFSW radars can be reliable long-range early warning tools for maritime situational awareness applications.
In this paper, a self-adapting VS-IMM approach combined with a JPDA algorithm was presented for tracking ships with on-sea lane constrained motion in a multitarget environment. The targets can move on-sea lanes with a more constrained motion model than that in off-sea lane. In greater detail, motion uncertainties due to on-sea lane/off-sea lane motion and sea lane entry/exit conditions were handled using the aforementioned estimator. Based on the sea lane map, obtained by the AIS historical information, and the predicted location of the target under track, the estimator mode sets were adjusted in real-time. In addition to the sea lane constraints, obscuration of the targets, due to the radar synchronization and first-order Bragg scattering reasons, was also handled within the VS-IMM framework.
Results from simulated and from one month of real data (acquired from two different HFSW radars) collected during the NURC BP09 experiment, were presented and discussed. The advantages, in terms of, TOT and FAR, TF and estimation errors, of the proposed VS-IMM JPDA with respect to the standard JPDA [1] were shown and validated using AIS data as ground-truth. A significant improvement of the VS-IMM JPDA, in terms of system performance, was demonstrated. We have shown the better capability of our approach of following targets without increasing the FAR. This increment is much more evident in the region of low FAR, which can be over the 30% for both the HFSW systems at Palmaria and S. Rossore. On average, we also obtain a reduction in TF of about the 20% and the 13% for Palmaria and S. Rossore, respectively. 
