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Abstract 
Let ,~(ll) be an eigenspace of a finite graph G, with dimension m and codimension 
t > I. It is shown that if It ~ { -  1,0} then m ~< ~ (t - l)(t + 4). A necessary and sufficient 
condition for It to be a multiple eigenvalue of G is established, and used to construct 
examples from iratersecting families of sets. © 1998 Published by Elsevier Science 
Inc. All rights reserved. 
A MS class(Iication: ! DT; 05C50 
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1. Introduction 
Let G be a finite graph with an eigenvalue l~ of multiplicity m. A star set tor 
/~ in G is a set X of m vertices in G such that ~ is not an eigenvalue of G - X. 
In this situation, we call G - X a star complement for IL. (The terminology re- 
fleets the fact that star sets, sometimes called star cells, may also be defined in 
the context of eutactic stars [!].) Star sets exist for every eigenvalue of every 
graph, and we recall some of their properties from Chapter 7 in [2]. We take 
G to have vertex-set V(G) = { 1 ,2 , . . . ,n} ,  we write X" for the corr~p!ement in 
V(G) of the star set X, and we write f'(v) for the X-neighbourhood of a vertex 
ft. 
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We shall use the fact that, for a star set X as above, the removal from G of 
any q vertices in X (0 < q < m) results in a graph with It as an eigenvalue of 
multiplicity m-  q. Also, if l~ ¢ 0 then ,~" is a dominating set in G. If 
It ¢~ { - I ,  0} tt~en ,~ is even a location-dominating set: this means that the sets 
I'(u) (u E X) are distinct and non-empty. It follows that if II ~ {-1,0} and 
I,~1 = t then m < 2 t, a bound which also appears as Lemma 2.20) in [3]. In par- 
ticular there are only finitely many graphs with a prescribed star complement 
for an eigenvalue other than -1 or 0. 
As noted in Section 1 of [4], consideration of the graphs ( t -  l)Kit]K,,_,+l, 
(n -  t)Kl(.JK, (n > t > 1) shows that m cannot be bounded in terms of t when 
{-I,0}. 
This paper is in two parts. First we prove that if 1~¢ {-1,0} then 
m <~ ½ ( t -  l)(t + 4), an analogue of the so-called absolute bound for strongly 
regular graphs (where m <~ ~(t + l ) ( t -  2)). Secondb,, we show how to con- 
struct graphs having a multiple eigenvalue with a prescribed star complement. 
The common theme is the map u ~ F'(u) (u E X), and in both cases the start- 
ing point is the Reconstruction Theorem (Theorem 7.4.1 in [2]). 
Theorem I.I. Let X be a star set./'or It #: (3, and let G have adjacencT matrix 
B C ' 
where A is the adjacency matrix of  G-  X and C is the adjacency matrix of  
G-  X. Then 
1+! - A = Br (ld - ( ' ) IB  (i) 
We shall use the following notation throughout: A(v) denotes the set of 
neighbours of a vertex v, r(P) denotes the rank of a matrix P, and n(Q) denotes 
the nullity of a square matrix Q. 
2. An absolute bound 
Theorem 2.1. Let l, he an eigem'ahte of the graph G, 1~i_ {- i ,0} .  i f  the 
cigenspace ~'lt ht~s dimenshm  and codimension t > ! then m <~ ~ (t - I )(t + 4). 
Proof. We first show that m ~< ~ t(t + 3) by adapting the standard argument for 
establishing an absolute bound for the dimension of a space in which a graph 
has a Euclidean representation (cf. Section 2 in [5]). Thereafter we rule out the 
possibi l i t ies m = ~ t( t + 3), m = ½ t( t 4- 3) - I . 
With the notation of Theorem I.I we define (x,y/ =XT( Id - -C) - IY  
(X, y E R'), and we let b,,(u E X) be the columns of B. Thus 
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{b,,,b,} = { 
For u E X, let F,, 
E, (x )  = 
li if u = v, 
- i  if d(u,r) = 1. 
0 if d(u, v) > !. 
be the function g~' ~ [~ defined by 
x) 2 + (b,,, x) 
iL(lt ! )  " 
The functions F,, (u E X) are linearly independent because F,(b,,)= 6,,,.; and 
they lie in the space ~t .... of polynomial functions which have degree at most 
two and zero constant term. Since this space has dimension _~t(t- 1)+ 21, 
we have IXl ½t(t + 3) as required. 
Now we show that IXI # ~t(t + 3). Indeed, if equality holds then the func- 
tions F, (u E X) form a basis for ~ and it follows that for each F E ¢ 'we  have 
F = ~"~F(b,)E,. (2) 
uEX 
If we take F (x )= jTx (X E ~'), where j is the all-l vector, then equating 
quadratic parts in Eq. (2) we find that )-~,,Ex jTb,,(b,,, x} 2 = 0 for all x E R'. If 
we evaluate this at each b,. (v E X) we find that 
jr'lt'(t.)l + It'(.)l  - 0 for all t, E X, hence that ['(v) = 0 for all v E X. But 
then It = 0, contrary to assumption. 
To exclude the case m=½t( t+3) - !  we observe first that 
m <~ ~t(t + I) + n(lt21 + A). To see this, let .~'- be the subspace of ~ " spanned 
by the functions F,, (u E X) and let ~'  be the subspace of 1 consisting of the 
homogeneous linear functions on ~'. If ~,,,~.v ~,,E, E ~' then 
~,~.v~, , (b , ,x}2=0 for all xE~' .  On setting x=b,  we find that 
~t,#" + ~,,~, ~,, = 0 for all v E X; equivalently (it21 + A)a = 0 where 
a=(~l ,  . . . .  ~,,)T. it tbllows that dim(~%~)<~n(it21 +A). Since d im.~< 
dim ~- -d im .~'+dim(.2 'n.~) and dim ~"=t ,  we have m<~{t( t+ l )  
+n(lt 2 /+ A). 
I l Now suppose, by way ofcontradiction, that m = 3tLt + 1) + t - 1. Note that 
- I t '  ¢: It, while It is an eigenvalue of A of multiplicity at least m - t, and - i t  2 is 
an eigenvalue of A of multiplicity at least t - 1. We show that A has an eigen- 
value v other than It and -~u 2. For otherwise ach component of G-  X' is K2 
and It = I (see Theorem 6.4 in [6]); moreover the multiplicities of It and - i t  2 
are either (a) m - t + 1 and t - 1 or (b) m - t and t respectively, in cas,z (a), 
the relation tr(A) = 0 yields m = 2t and t = 2, contradicting m < 2'. In case 
(b), t r (A )=0 implies that m = 2( t - i )  and hence that 12--t +~=0,  
impossible. 
We now know that A has precisely 3 eigenvalues: these are -l~ 2 of multiplic- 
ity t - 1, l~ of multiplicity m - t, and v of multiplicity 1. If G - X' is not cor~nect- 
ed then it has a component for which - l t  2 and It are the only eigenvalues, and 
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so l~ = 1 as before. In this case tr(A) = 0 yields v = - ½ t(t - 1) < 0. Then 1 is 
the largest eigenvalue of G-X  and so Ivl<~l, whence t=2 and 
v = - I  = - lc ' ,  a contradiction. Accordingly G - ,~ is connected; its largest ei- 
genvalue is therefore simple (see Theorem 0.3 in [6]) and hence equal to v. We 
can now show that le > 0. Otherwise G-  A" is a graph with precisely one pos- 
itive eigenvalue and so its complement is a union of disjoint complete graphs 
(see Theorem 6.7 in [6]). Since G-  ,~ has neither 0 nor -1 as an eigenvalue, 
its complement does not have - I  or 0 as a multiple eigenvalue (see Theorem 
2.5 in [6]). It follows that m ~< 3 and hence that t = 1 contrary to assumption. 
Therefore, t, > 0. 
Since A is orthogonally diagonalizable we have (A + l~" l ) (A -  l d )= ~uu T
where • = (v + l~2)(v- ~) > 0 and u is a unit eigenvector corresponding to v. 
Let a = v~u= (a l ,a2 , . . . ,a , , )  x. Then (of. Section 2.1.2 in [7]) we have 
(A + l t ' - l ) (A - ld )  =aTa, and on equating diagonal entries, deg (u ) - /~  3 
= a~ ~ 0 for each u E X. Hence the mean degree in G - ,~" is at least l~ 3, and 
so Ii 3<~v (see Theorem 3.8 in [6]).  Since tr(A) =0 we have 
v = l~'-(t- !) -~ l~( t -  I)(t + 2). Since It > 0 it follows that 
I~" <~ lt(t - I) - r(t - l)(.t + 2), and we obtain as a final contradiction the in- 
equality 
{l , - ' ( t -  I)}; .<. - ' ( t -  l)(t + 5). 
It Ibllows that 
m <~ ~t(t + 3) - 2 = ~(t - I )(t + 4). 
it is easy to see that the bounds for m and n (= m + t) given by Theorem 2.1 
are asymptotically best possible in the tbllowing sense, specified in Corollary 
Corollary 2.2. Let nt he the ma.vhnum number o/" vertices in a graph with an 
eigenspace oJ'codinlension t corresponding to an eigenvalue other than - !  or O. 
Then n~ ~ t'- "~ as  t --" ~9c. 
Proof. Suppose that t >t 4. By Theorem 2.1 we have nt <~ / ( t2  + 5t -- 4). On the 
other hand, nt >i ~ (t-' - t) because in the line graph L(Kt)'the eigenspace o f -2  
has codimension t. The result follows, kq 
We conclude this section with some remarks on possible improvements o 
the bound lbr m obtained in Theorem 2.1. First, if all the neighbourhoods 
F(u) (u E X) lie in an h-element subset of,~" then our argument shows that 
m <~ !h(h + 3) because we may replace (x,y) with a bilinear form on ~h. 
I t(t - 3) at- Secondly. we cannot improve the bound in general to the value 
tained ill L(K,) because this value is exceeded in the Schliifli grapl~, where the 
eigenspace of l has codimension t= 7 and dimension m = 20 = ½(t +1)  
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( t -2 ) .  Thirdly, we saw in the proof of Theorem 2.1 that 
m <<. ~t(t + I) + n(#"l + A), an upper bound established by considering ~,-,~. 
We show that m .< ~ t(t + 1) + r(B) by considering .Tn~ where 3 is the space 
of homogeneous quadratic functions on 1~'. Let {b,,: u e Y} be a basis for 
the column space of B, and for F E ~ let fi' = F + (.#'n~) E .~/( .~n~).  If 
b,, = Y~,~v ~t,,b, then/~,, = ~-'],~r 0t.E,, and so dim (.~/(.Tn3))~< Irl = r(n). It 
follows that dim .T <~ d im(~n3)  + r(B) <~ ~t(t + 1) + r(B). 
3. Constructing raphs with multiple eigenvalues 
To gain some insight into the relation between graph structure and multiple 
eigenvalues we now change our point of view and investigate how multiple ei- 
genvalues can arise in a graph. The following necessary and sufficient condition 
for a subset X of V(G) t~'~ be a star set for a multiple eigenvalue #will enable us 
to construct various z~raphs G with prescribed star complements. If G - X -- H 
and u, v E X, we write H + u + v for the subgraph of G induced by ,~ U {u, v}. 
Proposition 3.1. Let G be a finite graph, and let H = G - X where X is a set of  m 
vertices, m > I. Then X is a star set Jbr # (and II is an eigenvalue of  G of  
multiplicity m) i]'and only t.'/'(i) # is not an eigenvalue of  H, and (ii) for every pair 
u, v of  vertices #1 X, the graph H + u + v has II as an eigenvalue of  muitipliciO, 2. 
Proof. If X is a star set for l' then condition (i) holds by definition, and 
condition (ii) holds because the removal from G of any m-  2 vertices in X 
results in a graph with 1, as an eigenvalue of multiplicity 2. 
Suppose that, conversely, conditions (i) and (ii) hold. and let G have adja- 
cency matrix 
(; 
C ' 
where C is the adjacency matrix of H. Let A = (aij) and let the columns of B be 
bJ (J E X). Then (for each pair u, v E X) the graph H + u + v has adjacency ma- 
trix 
A,,, 8,,;,) 
B,,,, C ' 
where 
0 aur) 
B,,,, = (b,,lb,.) and A,,,, = 
aur 0 
Since {u, v} is a star set for # in H + u + v, Theorem I.l yields 
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Id  - d.,. - B~,(ld - C ) - IB , , , .  (3) 
Since Eq. (3) holds for all pairs u, vEX it follows that p J -A  = 
B x(ld - C) -i B, hence that the nullspace of ld - A' consi,lts of the vectors 
( x ) 
( l , l -  C) -~Bx (x s Rm). 
E] 
We shall use Proposition 3.1 to construct infinite families of graphs with 
multiple eigenvalues. For a star complement H we take a graph whose auto- 
morphism group acts as the symmetric group on a set A of independent vertices 
of H, and we show how multiple eigenvalues are then associated with a family 
of intersecting subsets of A. For distinct subsets Al, A., of A we write H(AI, A2) 
[respectively, H*(AI,A2)] for the graph obtained from H by adding non-adja- 
cent [respectively, adjacent] vertices u, v with H-neighbourhoods AI,A2. Our 
symmetry condition on A ensures that the isomorphism class of H(AI,A2) 
[or H*(AI,A2)] depends only on [Al[, [A2I and [A! N A2[. Let b,, b,, be the char- 
acteristic vectors of A~, A.,; and 'et C be the adjacency matrix of H. If p is not an 
eigenvalue of H then (p / -  C) -~ is a polynomial in C, and so the principal sub- 
matrix of (pl - C) -I determined by A has the form al + M, where a, b depend 
on p and J is the all-I matrix. Then (b,, b~.) has the form 
(~t  ~t ) (O)=a IA INA2[+b[A l lA , [ "  (4) (0r UT) ~t al + bJ b 
Now suppose that p is an eigenvalue of the graph obtained from H by add- 
ing a vertex adjacent o r vertices of A (0 < r < [AI). If [Al[ = [A,[ = r then 
(b,,,b,,) = (b,,b,) = p and so (by the proof of Proposition 3.1), p is a double 
eigenvalue of H(AI. A.,) if and only if (b,. b,.) :: 0, i.e. IAI NA.,I = so, where 
aso + br" = O. (5) 
Similarly H'(AI,A,) has p as a double eigenvalue if and only if (b,,, b,.) = -1, 
i.e. [AI n A:] = sl, where 
as t+bt  2+1 =0. (6) 
Now suppose that s0,s~ are non-negative integers which satisfy Eqs. (5) and 
(6). If .'/' is a collection of r-element subsets of A such that any two members of 
.'/' intersect in a set of size so or sl then by Proposition 3. I we can construct a
graph G in which p is an eigenvalue of multiplicity I.~'[ with H as a star 
compl,.'n,ent. (Note that if [A[ = h then we have a Euclidean representation 
of G--- V(H) in [~h and the absolute bound implies [,~'[ <~ ~h(h + 3).) We can 
dispose: easily of the arithmetic for simplest case, that in which H ~ K't. Here 
It = :t: v/7 ", a = 1 ~1 and b = 0. Eqs. (5) and (6) reduce to so = 0 and sl = -p.  
Accordingly Proposition 3.1 yields the following result. 
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Proposition 3.2. Let G be a graph with a set X o f  vertices uch that G - X is a co- 
clique. For u E X let f'(u) = A(u) n ,~'. Then X is a star set for the eigenvalue it o f  
G if  and only i f  either 
(a) X is independent, It = +v/k (k E ~) and the sets f'(u) (u ~_ X)  are pairwise 
disjoint o f  s~ze k; or 
(b) X is not independent, It = -k  (k E ~) and 
k 
: k 
0 
i f  u'-L~, 
i f  d(u, v) = 1~ 
i f  d(u, v) > I. 
In case (a) of Proposition 3.2, each non-trivial component of G is Ki,k. In 
case (b), a connected example can be const"ucted whenever there exists a 2- 
(v, k2,k) design ~: here I.¢1 = v and G- ,Y  = Kh where b is the number of 
blocks in ~. For an infinite family of examples we can use the symmetric 2- 
(k 3 - k + l,k2,k) designs known to exist whenever k - 1 is the order of a pro- 
jective plane [8], p. 623. The resulting graphs have 2(k 3 -k  + 1) vertices and 
are among the non-regular graphs identified by van Dam (see Section 2.1 in 
[7]) as having just three distinct eigenvalues, namely k 3, k -  1, -k  (with multi- 
plicities 1, k 3 -  k, k 3 -  k + 1 respectively). 
The remainder of this section is concerned with graphs which have a star as 
a star complement. Their construction provides a non-trivial illustration of the 
technique described above, and the examples which arise include the Clebsch 
graph and the Higman-Sims graph. Accordingly suppose that, for some eigen- 
value It, the graph G has a star set X such that G - X ~ gl,k (k > 1). We let 
H = G-  X and, for 0 < r < k, we write G(k,r) for the graph obtained from 
Ki,k by adding a vertex adjacent o r of its endvertices. We discuss first the case 
in which H + u ~_ G(k,r) for all u E X. In Eq. (4), we have a = It-~ and 
b = It-I  (#2 _ k ) - I .  
The graph G(k,r) has minimal polynomial x(x a - x2(k + r) + kr - r2), and 
so the potential choices for # are given by l.,. 2 =½(k +r+~) ,  where 
= v/(k - r) 2 + 4r 2. We show fir.,: that if we take It2 = ~ (k + r + ~) 
$ 
then the 
only graph G which arises is a 5-cycle. We know that wl~en Ixa > 1, it cannot 
be the largest eigenvalue V/½ (k + r + ~) of G(k, r) because by the Interlacing 
Theorem (Theorem 0.10 in [6]) it would remain the largest eigenvalue of 
H + u + v (u, v E X), and this contradicts the fact lhat H + u + v is cormected 
(see Theorem 0.3 in [6]). If H + u + v is bipartite then we can deal with - i t  sim- 
ilarly. 
then that u ,,~ v and it = - V/!, (k + r ~- ~). If !V(u) n f'(v)l = sl then Suppose 
by Eq. (6), it is a double eigenva]ue of /1"-~ u+v if and only if 
(it2 _ k)sl + r 2 + #(it2 _ k) = 0. Since (it2 _ r)(it-' - k) = r E, this condition 
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may be re-written as s~ = r -  it 2 - It. Now we have - I t  >t/a 2 - r > 0, and the 
inequality 1~ 2 t> (/l 2 -  r) 2 reduces to 
ot(I + r -  k)  >i {(k - r )  2 - (k - r )}  + 2(r 2 - r ) .  
Since ~t(l + r - k) <~ 0 it follows that r = l ,k  = 2 and/ t  = -~(1  + ¢5) .  More- 
over, since there are only two possibilities for the ,~'-neighbourhood f  a vertex 
in X, necessarily ISl = 2 and G is a 5-cycle. 
Accordingly we take It to be a square root of ½(k+r -c t ) .  I f  
I['(u) O l'(v)l = so where u, v are non-adjacent vertices in X, then by Eq. (5), 
/t is a double eigenvalue of H + u + v if and only if (it 2 - k)so + t 2 = 0. Since 
(/t2_ r) ( /42-  k )= r 2 this condit ion may be re-written as / t2= r - so .  Since 
r -  so is a non-negative integer, this is equivalent to the requirement hat 
so = ~ ( r -  k + 0t), where 0t E I~1 and ~2 = (k - r) 2 + (2r) 2. The first few values 
of the parameters which arise are listed in Table 1. 
The arguments in the case u ,,~ v are similar. Here, if we let it'(u) t'(v)l = 
then as before a necessary and sufficient condit ion tbr # to be a double eigen- 
value of H + u + v is that it 2 + It = r -  s~. If 1~ E 7/ then again ~t E I~1 and Ta- 
ble 1 shows whether or not the condition can be satisfied in each of the 15 
cases listed for (0t, k -  r, 2r). 
I f /a ~ 7/ and li 2 + It = r - s l ,  then ~ ¢~ Q, for otherwise/ t  2 = ~ (k + r - ~) 
E Q and so It E Q, a contradict ion because It is an algebraic integer. Now, ex- 
pressing 4/t 2 in two ways, we have 
( - I  + v /~r  - s j )+  I) 2 = 2(k + r -=) ,  
whence 
4( r -  sl) + I - ~2 _ (I + r -  2st - k) 2 = 2(1 +r -  2sl - k)=. 
it follows that ~'~ = I+ r -k ,  hence that r= k -  1 and sl =0.  Then 
1 + 4r = ~t 2 = I + 4r:, whence r = I, G is again a 5-cycle, and It = ~ ( -  1 + v/5). 
Table I 
Case ! 2 3 4 5 6 7 8 9 I 0 I I 12 i 3 14 15 
ill 2 
k- r  
2r 
r 
k 
s~ (ll > O) 
s, (ll < O) 
I 2 2 3 4 4 2 4 4 3 6 6 6 3 4 
3 6 8 9 12 16 5 10 24 15 30 16 21 7 9 
4 8 6 i 2 i 6 12 12 24 10 8 16 311 211 24 40 
5 ! 0 ! 0 15 20 2ll ! 3 26 26 17 34 34 29 25 4 I 
2 4 3 6 8 6 6 12 5 4 8 15 10 12 20 
5 IIi i I 15 2{) 22 I I 22 29 ! 9 38 3 ! 31 i 9 29 
i 2 I 3 4 2 4 8 I I 2 9 4 9 16 
0 2 o 6 14 
2 6 4 I0 3 18 
P. Rowlinson I L#aear Aigebnt and its Applications 283 (1998) 75-85 83 
We may apply Proposition 3.1 to construct a connected bipartite graph with 
p as a multiple eigenvalue whenever (k - r)" + (2r)" is a square. For p to have 
multiplicity m we require the set of the endvertices of H to have m subsets of 
size r, here called blocks, such that any two blocks intersect in so elements. 
The blocks are taken as the ,~'-neighbourhoods of m vertices in the independent 
set X. For example, in case 14 we could use three blocks of size 12 with a com- 
mon intersection of size 9; in case 9 we could take the blocks to be the 21 lines 
in PG(2,4). 
Similarly, taking two blocks to intersect in a set of size s~ in the appropriate 
cases, we can construct graphs which have p as a multiple eigenvalue and a star 
set X for p which induces a clique. The cases in question are those in which 
p E 2~ and p' -+ p <~ r. When this inequality holds we may allow two blocks 
to intersect in sets of size So or s~, and then, for u, v E X,  we have 
II'(uLI'(v)i = { s,, if u "/-, v, 
sl i fu, ,~v.  
It follows that always the subgraph induced by X has an (r, si,s0)-represen- 
tation in !~ k as defined in [9], Section 3.5. One familiar graph which arises is the 
Clebsch graph [10], p. 35, where G - X is a Petersen graph with a (5, 0, 1 )-rep- 
resentation (case I ) determined by the ten 2-element subsets of the set of 5 end- 
vertices of H. Another is the Higman-Sims graph [10], p. 107, where G-  )7 is 
the 77-graph [10], p. 109, with a (22,0,2) -representation (case 6)determined 
by the Witt design S(3, 6, 22) [I I]. 
We make some further remarks related to particular cases. First, if we take 
l' = - I  in case i then for each m E ~ we can construct a graph in which an 
eigc:',space o f -  I has dimension m and codimension 6: such a graph is obtained 
from K,,, by joining each vertex of K,,, to the same two endvertices of K~.5. 
Secondly, consideration of the Pythagorean triples involved shows that 
case 9 is one of infinitely many in which r -  IL - p2 < 0 when p > 0. In such 
examples the star sets which arise are necessarily independent (for otherwise 
sl < 0). 
Thirdly, we see that K~.~ features in both cases 3 and 7, where the bleck sizes 
are 3 and 6, and p = + v/2. Both block sizes can arise in the same graph G pro- 
vided blocks of different sizes intersect in 2 elements. This follows from Eq. (4) 
and the conditien (b,, b,.) = 0. The condition (b,, b,) = - I  cannot be satisfied 
and so again the star sets which arise are independent. In cases 9 and 15 how- 
ever, we can construct more elaborate exaraples by taking H ~ KI..,9 and 
p = -2 .  Here the block sizes are 5 and 20. If we take [Ai I = 5, IAz! = 20 in 
Eq. (4) we find that (b,,,~-,) = 0 if and only if [AInAz[ = 4, and (b,,,b,.) = - I  
if and only if iAir~Aa[- 2. Accordingly the requirements of a star set X for 
-2  are that for each u E X,  F'(u) consists of 5 or 20 endvertices of H, and for 
distinct u, v E X: 
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u ~ v when ]t'(u)l = [r'(v)l = 5 and I I ' (u )n f ' (v ) l  = 3, 
or ]t'(u)l = [['(v)i = 20 and Ir'(u)nt'(v)l = 18, 
or I t ' (u )= 5, It'(v)[ = 20 and it'(u)nI='(v)[ = 2; 
u.,,, v when II'(u)[ = It'(v)] = 5 and [["(u)nt'(v)[ = 1, 
or iI'(u)l = ]f'(v)l = 20 and [r'(u)nt'(v)[ = 14, 
or I['(u)l = 5, ]f'(v)l = 20 and If'(u)nf'(v)l = 4. 
For an example in which all six of these cases arise we may take 
B T - -  
(111 111 !!1 i l l  11 I1 !1 11 00 00 00 
I l l  I l l  111 111 !1 11 II 00 il O0 O0 
1il  111 111 111 I! 00 00 00 00 11 11 
000 000 000 000 11 00 00 11 00 O0 O0 
000 000 000 000 11 00 O0 O0 I1 O0 O0 
\000 000 000 000 00 00 11 00 00 00 O0 
O00~ 
O0 0 
11 0 
O0 1 
O0 1 
11 l j  
Here the corresponding raph G has -2  as an eigenvalue of multiplicity 6 and 
G-£  t26. 
Finally we note that the graphs G(k, r l )G(k ,  r2) (rl ~- r2) have a non-zero 
eigenvalue in common if and only if 
r I t'~ 
k = rl + r2 -t - -=--" • (7) 
rj +r2  
(Thus in cases 3 and 7 we have r~ = 3,r, = 6; in cases 9 and 15 we have 
rl = 5, r., = 20.) The common eigenvalue is :kv~. where 
2 - (k + r,)2 + r,k - r 7 ' = 0 (i = 1,2). (8) 
It follows from these equations that/ .  = k - r~ - r.,, and Eq. {7) is obtained by 
substituting k - rl - r, for 2 in Eq. (8). 
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