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ABSTRACT 
The purpose of this note is the following: Suppose we only know a smooth 
Hermitian positive (semi)definite matrix function A(t), t E R, A E cnXn, at a 
discrete set of points: (A,)iE:‘, A, = Act,), where tj < ti+ 1. We are interested in 
finding an interpolatory polynomial P(t) for this sequence [i.e., P(t,) = Ai] satisfying 
the following conditions: (i) P(t) is a globally smooth function Vt E I := [tl, tN+ 11, 
(ii) P(t) is p osi Ive t’ ( semi)definite Vt E I, (iii) if the matrices Aj are locally ordered 
with respect to the natural ordering of (semi)definite matrices, then the interpolant 
must preserve such an ordering. In this note, we restrict to piecewise polynomial 
interpolants. The simplest choice of the piecewise linear interpolant is easily seen 
to satisfy (ii)-(iii), but obviously not (i). Here we consider piecewise cubic (and 
higher degree) interpolants which satisfy (i)-(’ ) b Iii a ove. We also briefly discuss some 
applications and possible extensions of the results herein. 
NOTATION. We consider matrices A E cnXn, A = (a,j>yj=l, aij E 
C. We say that A is Hermitian if A = A*, A* = AT (the conjugate trans- 
pose). We say that A is positive (semildefinite if y*Ay > o(>, 0) Vy E c”, 
y # 0, in which case we write A > 0 (a 0). The derivative of the matrix 
function A(t) is denoted by A’(t), and higher derivatives by A(j)(t), the 
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integral by jA(t) dt; these are elementwise differentiation and integration. 
Convergence for sequences of matrices is also defined as usual. 
1. INTRODUCTION 
It is quite common to know that the solution of a given problem is a 
smooth Hermitian positive (semi)definite matrix function, call it A(t), A E 
cnX”, t E [w, but-because of numerical approximation techniques, or 
because of discrete observations-to only have Ai := A(t{), i = 1, . . . , N + 1. 
[In fact, one often does not even have Acti), but only some approximation to 
it, that is, Ai = A(ti); h owever, here we are not interested in this issue.] 
Some important applications where this situation arises can be found in the 
optimal control and filtering context (see [l, 41). As a matter of fact, our own 
interest in this problem arises from the desire to interpolate the numerically 
computed solutions to Hermitian Lyapunov and Riccati differential equations 
(see [7, 21). Another situation (see [5] or [7]) w h ere the issue addressed in this 
note arises is when we have two (or more) sequences of ordered positive 
definite matrices, and we want to build interpolants which preserve the 
ordering. 
In this note, we are interested in finding an interpolatory polynomial P(t) 
for the data set {(t A .)}.y ’ 1 , where ti < ti+l. Clearly, there is no difficulty in 
finding the uniqul;ntAGolatory polynomial P(t) of degree at most N for the 
sequence {(ti, Ai)},??? ‘. For example, the standard Lagrange representation is 
P(t) = 5 A,&(t), (1.1) 
i=l 
where Li(t) are the usual Lagrange basis polynomials, I+(t) = Ilj+Jt - 
tj>/(ti - tj>. As is well known, computationally it is usually not a good idea to 
have a high degree polynomial interpolating the data set. For this reason, one 
often considers a piecewise polynomial interpolant, or spline. Again, it is easy 
to write down the general form of a piecewise polynomial interpolating the 
data set; as usual, one has to decide on the degree, and on how to deal with 
the extra degrees of freedom. For example, on each subinterval [ti, ti + 1I, 
i = l,..., N, the general form of a piecewise cubic interpolant can be given 
in terms of the Hermite basis functions as 
P,(t) =A,Hl(t) + A,+lH,(t) + DiHs(t) + Di+lHd(t), (1.2) 
where the matrices Di , Di + 1 are just P,I at the knots, and the basis functions 
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are 
H,(t) =f y , 
i i 
t - ti 
t 
Hz(t) =f h. ) 
i i z 
ti+1 --t 
H3(t) = -big 7 > H4(t) =hjg 7 ) 
i 1 t - ti 1 i I E 
hi = ti+l - ti, and f(t) = St2 - 2t3, g(t) = t3 - t2. In principle, the stan- 
dard ways to deal with the extra degrees of freedom, the matrices Di and 
Di+ 1 in (I.2), are applicable also in this context; for example, we can obtain a 
globally c2 interpolant (a spline) by further imposing the not-a-knot condi- 
tion, or the free boundary conditions, etc. However, the computational 
expense is not to be overlooked, because the coefficients in (1.2) are matrices. 
In any case, there is little difficulty in transporting to this setting the usual 
results on interpolation. 
It is a more interesting problem to also require that P(t) preserve 
structural properties of the discrete sequence, in fact of the (unknown) 
function A(t). The properties which we want to have are the following: 
(i) Smoothness: We want a globally Ck interpolant P(t) Vt E Z := 
[tl, tN+ll, k a 1. 
(ii) Definiteness: If the Aj’s are positive (negative) (semi)definite, then 
also P(t) must be, Vt E 1. 
(iii) Monotonicity: If the Ai’s satisfy some local monotonicity (i.e., 
ordering), then also the interpolant P(t) must preserve this local monotoni- 
city. More precisely, if-for example-A, > Ai+l, i.e., the matrix Ai - 
Ai+ 1 is positive semidefinite, then we must also have P(t) - P(t) positive 
semidefinite Vt < t^ and t, t^ E [ti, ti+l]. 
As it turns out, some of the results on monotone interpolation of data in 
the plane are easily transportable to our setting. In particular, the construc- 
tion of an interpolant P(t) satisfying (i)-(“‘) b m a ove can be based on a result 
by Passow [6] on piecewise monotone spline interpolation. There are indeed 
many overlaps between standard interpolation theory of monotone data in the 
plane and interpolation of positive definite matrix valued functions. Techni- 
cally, this must be because of the cone property of positive definite matrices. 
In fact, by making use of this property, it should be possible to prove more 
results than those we present. However, we favor a direct line of attack, and 
only present those results which are needed for our applications. 
Probably the main merit of this note is in observing that results from 
monotone interpolation theory are useful in problems involving positive 
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definite matrices. Hopefully, we are making these results available to an 
audience who might not have been familiar with the work on monotone 
polynomial interpolation. 
In the next section, we begin with some simple results on positive definite 
matrices. We have found no reference to these results in the literature on 
that subject. They are extensions of known results for functions of a real 
variable. Then, we set up to provide direct proofs for the extension of the 
results of Passow [6]. We have also studied the possibility of extending to our 
setting the results of Fritsch and Carlson [3] on monotone interpolation, but, 
as it turns out, such an extension is not an easy task. The main drawback with 
the Passow’s type of result is that the resulting piecewise interpolant can be 
just O(h) accurate, which is worse than what one obtains with a piecewise 
linear interpolant. In fact, if global smoothness is not an issue, but we still 
want to be assured of preserving definiteness and monotonicity, the piecewise 
linear interpolant should be considered as the best choice. 
2. PIECEWISE INTERPOLANTS PRESERVING DEFINITENESS 
AND MONOTONICITY 
We begin with two simple facts which are immediate to verify. 
FACTS 2.1. 
(I) Let { Ak) be a sequence of positive semidefinite matrices, A, > 0. 
Let A = limk_m A, exist. Then A > 0. 
(II) We have 
for any y E C”, any real numbers a and b, and any matrix A(t) E Cnxn 
with integrable coefficients. 
DEFINITION 2.2. We say that the matrix function A(t) is nondecreasing 
in a given interval Z = [a, b] ‘f 1 we have A(t) - A(i) > 0 whenever t > t^. 
Analogous definitions hold for nonincreasing, decreasing, and increasing. 
Whenever A(t) is differentiable, which is the case in which we are 
interested, we have the following characterization, which generalizes known 
results for functions of a real variable. Counterparts exist for nonincreasing, 
decreasing, and increasing cases. 
PIECEWISE POLYNOMIAL INTERPOLATION 29 
THEOREM 2.3. A(t) is nondecreasing Vt E Z 0 (d/dt)A(t) > 0. 
Proof. * : A consequence of the definition and of Fact 2.1(I), because 
iA = lim 
A(t + h) -A(t) 
h-0 h ’ 
=: Now, let A’(t) > 0, and t^, ? E I, t^ < t. The usual mean-value 
theorem for derivatives cannot be used, but Fact 2.1(11) enables us to write 
0 < ;‘A’(t) dt = A(t) -A@), 
/ 
and the theorem is proved. n 
A consequence of the above is the following result, which uniquely 
characterizes matrix differential equations whose solution is monotone. 
THEOREM 2.4. Consider- the matrix differential equation 
x’(t) = F(t, X), tat,, 
X(&) =x0, 
where X0 > 0. Then X(t) is monotone nondecreasing * F(t, X) > 0. 
In particular, this result is true for solutions of Lyapunov and Riccati 
differential equations. 
Now, consider the unique polynomial P,(t), t E [ tj, ti+ 1], of degree < 
2k + 1 satisfying the Hermite interpolation problem: P,(t) = Ai, Pi(ti+l) = 
Ai+ 1’ P,!j)(t,) = Dfj), Pjj)(ti+l) = D$l, j = 1,. . . , k [the case of k = 1 is 
given by (1.2)]. Th e g eneral form for this polynomial can be written in terms 
of the Hermite basis functions as 
P,(t) = AiH,(t) +Ai+,H,(t) + ; [D:%Zj+e(t) + Z$!‘JjtS(t)]. 
j=l 
(2.1) 
We can then consider the piecewise polynomial function P(t) which coin- 
cides with P,(t) on each [ti, ti+l], i = 1,. . . , N. By construction, P(t) is a 
30 LUCA DIECI 
globally Ck-function, regardless of what the matrices DIj) are. By choosing 
D,!j) = D!$ = 0, j = 1, . . . , k, we also obtain positivity and monotonicity. In 
fact, we have the following result. 
THEOREM 2.5. Let Dij’ = D$l = 0, j = 1,. . . , k, in (2.1). Then we 
have Z’,(t) > 0 (> 0) if Ai and Ai+ 1 > 0 (2 0). Furthermore, if the data 
Ai and Ai+l are ordered, then Z’,(t) is monotone on [ti, ti+l] (e.g., if Aj - 
Ai+l > 0, then [Z’,(t) - Pi(i)] > 0 whenever ti < t^ < t < titl). 
Proof. From (2.1), we have P,(t) = AiH,(t) + Ai+ ,H,(t). Also we have 
H,(ti) = H,(t,+l) = 1, Hl(ti+l> = H&J = 0, and P,“)(t,> = Pi(j)(t,+l> = 0, 
j = l,..., k. Then Hi < 0 and Hi > 0 in ]ti, ti+l[. So, since H, is a positive 
decreasing function and H, is a positive increasing function, we get that P,(t) 
is a positive (semi)definite matrix function, just as Ai, Ai+ 1 are. To verify the 
claim about monotonicity, consider the first derivative Pi(t) = Ai H;(t) + 
Ai+,Hl(t). For each nonzero y E @“, let p,(t,y) := y*P,'(t)y. Then p,(t,y) 
is a polynomial of degree Q 2 k, which has zeros of multiplicity k at ti 
and ti+l. Thus, p&t, y) # 0 Vt alto, td+l[. We still need that p,(t, yl> and 
p,(t, yz> have the same sign however we take nonzero yr, yZ E C”. But this is 
easy to infer by continuity arguments, so that p,(t, y) has always the same 
sign. But this means that P,l(t) is definite, and thus (using Theorem 2.3) P,(t) 
is monotone. The parenthetical assertion in the statement of the theorem is 
clear. n 
To conclude, it is opportune to also look at the interpolation error. For 
simplicity, we restrict to the piecewise cubic representation (1.2) (with 
Di = Diil = 0). The extension to the general case of Theorem 2.5 is 
standard. Let Qi(t) be the cubic Hermite interpolatory polynomial as in (1.2), 
but with exact derivative values: Di = A’, = A’(ti), Di + 1 = Ai + 1 = A’(t, + 1>. 
That is 
Qi(t) = Ain, + A,+,H,(t) + A’iH,(t) + A’i+lHb(t). (2.2) 
We have 
THEOREM 2.6. Let A(t) E C4([t,, tN+lI). On each Z, := [tj, ti+l], con- 
sider the piecewise cubic (1.2) with Di = Dj + 1 = 0. Let hi := tj + 1 - ti. Then 
where (1 A’i”)ll is the norm of the matrix obtained by taking the fourth 
derivative of A(t) and replacing each entry a$(t) with max t E ,iluc!(t>l. 
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