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Abstract. Debris ﬂows associated with rainstorms are a fre-
quent and devastating hazard in the Southern Appalachians
in the United States. Whereas warm-season events are clearly
associated with heavy rainfall intensity, the same cannot be
saidforthecold-seasonevents.Instead,thereisarelationship
between large (cumulative) rainfall events independently of
season, and thus hydrometeorological regime, and debris
ﬂows. This suggests that the dynamics of subsurface hydro-
logic processes play an important role as a trigger mecha-
nism, speciﬁcally through soil moisture redistribution by in-
terﬂow. We further hypothesize that the transient mass ﬂuxes
associated with the temporal-spatial dynamics of interﬂow
govern the timing of shallow landslide initiation, and sub-
sequent debris ﬂow mobilization. The ﬁrst objective of this
study is to investigate this relationship. The second objective
is to assess the physical basis for a regional coupled ﬂood
prediction and debris ﬂow warning system. For this purpose,
uncalibrated model simulations of well-documented debris
ﬂows in headwater catchments of the Southern Appalachians
using a 3-D surface–groundwater hydrologic model coupled
with slope stability models are examined in detail. Specif-
ically, we focus on two vulnerable headwater catchments
that experience frequent debris ﬂows, the Big Creek and the
Jonathan Creek in the Upper Pigeon River Basin, North Car-
olina, and three distinct weather systems: an extremely heavy
summertime convective storm in 2011; a persistent winter
storm lasting several days; and a severe winter storm in 2009.
These events were selected due to the optimal availability
of rainfall observations; availability of detailed ﬁeld surveys
of the landslides shortly after they occurred, which can be
used to evaluate model predictions; and because they are
representative of events that cause major economic losses in
the region. The model results substantiate that interﬂow is a
useful prognostic of conditions necessary for the initiation
of slope instability, and should therefore be considered ex-
plicitly in landslide hazard assessments. Moreover, the rela-
tionships between slope stability and interﬂow are strongly
modulated by the topography and catchment-speciﬁc geo-
morphologic features that determine subsurface ﬂow conver-
gence zones. The three case studies demonstrate the value of
coupled prediction of ﬂood response and debris ﬂow initia-
tion potential in the context of developing a regional hazard
warning system.
1 Introduction
The Southern Appalachians have been prone historically to
devastating landslides, due to the combination of steep ter-
rain, poorly consolidated colluvium soil mantle, and regional
climate (Wieczorek et al., 2009; Radbruch-Hall et al., 1982).
The most common and dangerous type of landslide in this
region is debris ﬂow (Witt, 2005b), which causes frequent
damage to critical infrastructure, in particular roads and pri-
vate property, and has caused numerous fatalities over the
years (Wieczorek and Morgan, 2008). For example, landslide
hazard risk assessments indicate that up to 50% of the area
of the Pigeon River Basin in the Southern Appalachians is
highly unstable (Witt, 2005a, b). Past climatological attribu-
tion studies have established that widespread landslides in
the Southern Appalachian Mountains are primarily induced
by heavy rainfall (Wieczorek et al., 2009) associated with
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tropical storms: e.g. the remnants of hurricanes Frances and
Ivan in 2004 triggered at least 155 landslides and caused ten
fatalities (Wooten et al., 2008). The region is considered a
landslide hazard area of high potential (United States Geo-
logical Survey, USGS, Fact Sheet 2005-3156), and the USGS
has been operating a warning system in the region since 2004
when major hurricanes threaten the area (Baum and Godt,
2010). Note that landslides in remote or uninhabited areas re-
main undetected until a systematic ground survey or a survey
ﬂight is undertaken, thus hindering direct attribution. There
is therefore an implicit bias in the interpretation of rainfall–
debris ﬂow statistics toward the widespread events associated
with summertime tropical systems, which remain short of ex-
plaining the over 5000 events mapped so far in the Southern
Appalachians.
Historical inventories of landslides and susceptibility
maps for the Southern Appalachian Mountains are well doc-
umented (Witt, 2005b; Wooten et al., 2008; Wieczorek et
al., 2009, 2004; Wieczorek and Morgan, 2008; Clark, 1987;
Fuhrmann et al., 2008). Note there are three modes contribut-
ing to debris ﬂow mobilization, namely Coulomb failure,
liquefaction and transient/mixed modes of the two (Iverson
et al., 1997). The Coulomb failure mode initiates shallow
landslide activity which can develop into debris ﬂows. This
is the key initiation mechanism in the region of study. De-
bris ﬂow propagation (post-failure) is not addressed in this
study. Forensic surveys and maps of historical events pro-
vide critical baseline data for qualitatively assessing and
predicting potential debris-ﬂow hazards because there is a
higher potential for isolated landslides during heavy rain-
fall events in the areas along the path of previous debris
ﬂows. In addition, deterministic or probabilistic empirical
approaches based on rainfall thresholds for predicting land-
slides through analyzing rainfall intensity–duration charac-
teristics and/or calculating a simpliﬁed landslide suscepti-
bility index based on terrain topography have been devel-
oped also for the Southern Appalachians (Hong et al., 2007;
Kirschbaum et al., 2012; Berti et al., 2012; Guzzetti et al.,
2007).However,limitedrainfallobservationsinthepasthave
handicapped the effectiveness of rainfall threshold meth-
ods, and the triggering mechanisms inducing slope insta-
bility and failure are also controlled by many other factors
such as aquifer structure (and water pathways at the soil–
regolith–bedrock interface), soil characteristics (e.g., soil co-
hesion, friction angle, particle size distribution), vegetation
(e.g.,rootdistributionandcohesion),bioactivity(e.g.,worms
and burrowers), antecedent soil moisture, and subsurface wa-
ter movement. Simpliﬁed steady-state hydrological models,
such as SHALSTAB (Montgomery and Dietrich, 1994) and
SINMAP (Tarolli and Tarboton, 2006), take most of the
static factors and climate information (e.g., soil properties,
slope, vegetation characteristics, soil wetness, etc.) into con-
sideration, and thus can provide climatologically meaningful
susceptibility or risk assessments based on high-resolution
DEM (digital elevation model) and derived geomorphologic
characteristics, but cannot predict the dynamic occurrence of
debris ﬂow including the effects of antecedent soil moisture
during speciﬁc events.
Baum and Godt (2010) reviewed early warning systems
for shallow rainfall-induced landslides in the USA, which
consist of evaluating the likelihood of landslide activity in
terms of alert levels (null, outlook, watch and warning)
by comparing quantitative precipitation forecasts (QPFs)
against rainfall intensity–duration thresholds and antecedent
precipitation conditions (soil wetness). The challenges in
theseearly warningsystemsare theaccuracy andlead timeof
the QPF, the uncertainty in the characterization of geotechni-
cal conditions including land use and land cover, and the re-
lationships among hydrological, hydrogeological and slope
stability during individual events. Due to the small areas
and steep slopes of headwater catchments in mountainous
regions, large rainfall events tend to produce ﬂash ﬂood re-
sponse and multiple debris ﬂows within the same watershed.
From the point of view of public safety and warning systems,
predicting the ﬂash ﬂood peak and the location of debris ﬂow
initiationisessential,thoughultimatelytheutilityofthefore-
cast very strongly hinges on the lead time. Nevertheless, in
the case of landslides, such diagnostics can be extremely use-
ful to provide guidance to after-event forensic surveys. In or-
dertobettersimulatethelandslideinitiationzone,sensornet-
works monitoring water levels and soil moisture and/or pres-
sure head in soils can be integrated with threshold warning
systems, a strategy that holds great potential to manage clus-
tered hazards in urban centers such as Seattle or San Fran-
cisco. However, in remote locations the use of distributed
sensor networks for near-real-time assessments of hillslope
conditions is not economically and even technically feasible
at times. Therefore, predictive models are highly desirable.
The need for coupling dynamically distributed hydrologic
models with slope stability models required to quantita-
tively model or predict the debris ﬂow occurrence both in
space and time has been articulated earlier (Safaei et al.,
2011; Montgomery and Dietrich, 1994; Baum et al., 2010;
Simoni et al., 2008; Iverson, 2000). A widely used mod-
eling strategy consists of using some analytic approxima-
tions of Richards’ equation coupled with the inﬁnite slope
stability model (Taylor, 1948). For instance, the Transient
Rainfall Inﬁltration and Grid-based Regional Slope-stability
(TRIGRS) model was developed by Baum et al. (2002) based
on a transient rainfall-inﬁltration model coupled with an inﬁ-
nite slope stability model after Iverson (2000). TRIGRS has
been widely applied to study landslides triggered during dif-
ferent types of hydrometeorological regimes (Baum et al.,
2005, 2010; Godt et al., 2008; Morrissey et al., 2008; Liao
et al., 2011; Salciarini et al., 2006). Key limitations of TRI-
GRS include the assumption that near-surface soils are satu-
ratedornearlysaturated,andarehomogeneousandisotropic,
and the model is not able to simulate space–time ﬂood re-
sponse. The latter requires a distributed hydrological model
with routing capability.
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Several distributed models have been coupled with the
inﬁnite-slopestabilitymodelincludingstochasticuncertainty
analysis to account for heterogeneity and errors in speciﬁed
soil properties (e.g., thickness, cohesion, friction angle). For
example, GEOtop (Rigon et al., 2006) was combined with
an inﬁnite-slope geotechnical model (GEOtop-FS) to simu-
late the probability of shallow landslide occurrence for sat-
urated conditions, using Gaussian distributions to describe
the range of independent parameters and linear uncertainty
analysis to estimate their combined effect on the factor of
safety (FS; Simoni et al., 2008). Similarly, the HIRESSS
(HIgh REsolution Slope Stability Simulator) integrates a hy-
drological and a geotechnical model, computing pressure
head and then calculating the FS, to provide the probabil-
ity of slope failure given an uniform probability distribution
for input parameters using a Monte Carlo technique (Rossi
et al., 2013). The Connectivity Index-based Shallow LAnd-
slide Model (CI-SLAM) combines a dynamic topographic
index-based hydrological model and an inﬁnite slope stabil-
ity model (Lu and Godt, 2008) to model shallow landslides
(Lanni et al., 2012). Lu and Godt (2008) showed that soil tex-
ture heterogeneity and hydraulic properties had a large im-
pact on the timing and depth of the landslides initiation for
variably saturated conditions. Similarly, Arnone et al. (2011)
used the TIN-based Real-Time Integrated Basin Simulator
(tRIBS) with an embeded slope failure method to estimate
landslide initiation and performed sensitivity analysis of the
model to geotechnical parameters (e.g., soil thickness, co-
hesion and friction angle) for different rainfall events. For
long timescales and from the perspective of landscape man-
agement (e.g., timber-harvesting impacts, road construction),
a distributed slope stability model (dSLAM), based on a
surface–subsurface kinematic wave model including vege-
tation impacts in terms of root strength and vegetation sur-
charge, was coupled to an inﬁnite slope stability model to
analyze rapid, shallow landslides and the spatial distribu-
tion of FS in steep forested basins (Sidle and Wu, 2001;
Wu and Sidle, 1995). One common trait of these studies
is that the simulated hydrologic response to rainfall forcing
(e.g., the ﬂood hydrograph) is not evaluated, and the focus
is on the landslide initiation indices or prognostics indepen-
dently of the underlying hydrologic states. However, Mirus
et al. (2007) investigated the role of subsurface ﬂow using
a three-dimensional numerical solution of Richards’ equa-
tion based on the control volume ﬁnite-element method com-
bined with an inﬁnite-slope equation (Dutton et al., 2005),
and demonstrated that pore-water pressures, and thus slope
stability, are underestimated without taking into account con-
vergent subsurface ﬂow. In this study, we will further in-
vestigate the critical role of subsurface ﬂow (especially in-
terﬂow) in triggering the debris ﬂow occurrence. Both the
ﬂood response and the debris ﬂow initiation produced by
a coupled hydrological-stability model are validated against
streamgaugeobservationsandthesurveyreportonthedebris
ﬂow events provided by NCGS geologists (R. Wooten, per-
sonal communication, 2012), respectively.
The record of debris ﬂow events for warm- and cold-
season events in the Southern Appalachians reinforces the
propositionthatheavyrainfallaloneandlocaltopographyare
not sufﬁcient conditions to determine the locations at which
debris ﬂows initiate. In this study, we investigate the hypoth-
esis that subsurface ﬂow is closely associated with landslide
hazards in mountainous regions through altering the water
porepressure,andthusreducingtheshearstrengthofshallow
soilsathighelevationsandonsteepslopes.Previousresearch
has demonstrated that the contribution of interﬂow to total
discharge is dominant (50%∼70%) for headwater catch-
ments in the Pigeon River Basin (Tao and Barros, 2013). For
this purpose, a dynamical uncalibrated hydrological model
(3D-LSHM) was coupled to slope stability models to pro-
duce spatially and temporally variable depth-dependent (pro-
ﬁles) of the FS estimates over the Big Creek Basin (BCB)
and the Jonathan Creek Basin (JCB) (as shown in Fig. 1),
two headwater catchments witha long documentedhistory of
landslide activity. Three debris ﬂow events of interest are ex-
amined in detail: a prolonged wintertime event and a severe
short-duration winter storm that took place around 6–7 Jan-
uary and 8–9 December in 2009, respectively, in the JCB;
andasummertimeeventaround14–15July2011intheBCB,
about 15yr after a similar event at roughly the same location
that also caused a ﬂash ﬂood in a neighboring basin. The spe-
ciﬁc objectives of this study are two-fold: (1) to characterize
the hydrology mechanisms leading to rainfall-induced debris
ﬂow independently of hydrometeorological regime; and (2)
to evaluate and assess the potential utility of prediction the
spatial distribution of regional slope instability by coupling
a 3-D distributed hydrologic model with slope stability mod-
els. The latter should be particularly valuable in the Upper
Pigeon and French Broad river basins and in the Southern
Appalachians generally, which are undergoing very fast ur-
banization trends, among the highest in the eastern US.
The manuscript is organized as follows. Section 2 de-
scribes the methodology used in this study for detection of
debris ﬂow occurrence, including the coupled hydrologic
model and slope stability models. Section 3 describes the
study area and the landslide events of interest, and the me-
teorological forcing datasets and ancillary parameters. Anal-
ysis and interpretation of results are provided in Sect. 4. In
particular, the relationship between interﬂow and debris ﬂow
initiation is discussed in Sect. 4.2, and model sensitivity as-
sociated with uncertainty in soil internal friction angle and
cohesion is investigated in Sect. 4.3. Section 5 provides a
summary and conclusions.
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Fig. 1. Topography, major rivers and rain gauges over the Pigeon
River Basin in North Carolina, USA. The Big Creek Basin (BCB)
and the Jonathan Creek Basin (JCB) are marked, and the Cat-
aloochee Creek Basin (CCB) used for hydrological veriﬁcation is
illustrated by shaded area. Simulated events of interest are marked
using circles. The debris ﬂow that occurred in the JCB on 7 Janu-
ray 2009 destroyed a house completely (shown in the picture below,
courtesy goes to Dr. Richard Wooten). Land cover and soil texture
are also provided, indicating the spatially varying vegetation and
soil types over the basins.
2 Methodology
In this study, the focus is on the coupled simulation of ﬂood
response and debris ﬂow initiation, with an emphasis on
the role of hydrologic processes, and interﬂow in particu-
lar, in the redistribution of inﬁltrated rainfall in the land-
scape. For this purpose, a distributed hydrological model
(3D-LSHM) was coupled with two different approaches to
detect slope instability: (1) an inﬁnite slope stability index
(SSI) method modiﬁed after a widely used deterministic
model (SHALSTAB; Montgomery and Dietrich, 1994), and
(2) a dynamic FS model derived using the limit equilibrium
method accounting for both unsaturated and saturated soil
moisture conditions and including interﬂow. The objective
is to simulate spatio-temporal distributions of SSI and FS
at high spatial and temporal resolutions to detect potential
locations for rainfall-induced debris ﬂow initiation in head-
water basins in the Southern Appalachians, which could be
integrated with a quantitative ﬂash ﬂood forecasting frame-
work to improve the effectiveness of regional early warning
systems.
2.1 Land surface hydrology model (3D-LSHM)
A fully distributed and physically based three-dimensional
land surface hydrologic model (3D-LSHM) (Yildiz and
Barros, 2009, 2007; Tao and Barros, 2013) is used to solve
the coupled water and energy balance equations including
coupled surface–subsurface interactions. The temporal and
spatial resolution of model simulations is 5min and 250m,
respectively, which meets numerical stability requirements,
and reﬂects a compromise among the coarse spatial resolu-
tion of the atmospheric forcing datasets (1–32km), the spa-
tial scale of terrestrial ancillary data such as soils properties
and vegetation cover (∼1km), and the spatial resolution ad-
equate to capture the governing hydrologic processes (e.g.,
Tao and Barros, 2013). Each grid element in the modeling
domain represents a vertical soil column initially consisting
of both an unsaturated and a saturated zone. The unsaturated
zone is discretized into three soil layers that also serve as
root layers (the number of discrete soil layers used to solve
the equations numerically can be signiﬁcantly larger). The
ﬁrst soil layer in the unsaturated zone functions as the land–
atmosphere interface. At each grid element, overland ﬂow is
ﬁrst estimated either from inﬁltration excess or saturation ex-
cess mechanisms at each time step, and then routed downs-
lope by a surface ﬂow routing module that relies on a 1-D
kinematic wave approximation, assuming a linear ﬂow sur-
face across grid cells (Yildiz and Barros, 2007). The Green–
Ampt method is used to describe inﬁltration. Although the
model is equipped with a Richards’ equation solver, it is
not utilized here. The hydraulic conductivity that governs the
gravitational mass ﬂux when the soil moisture is above ﬁeld
capacity follows Campbell (1974). Subsurface ﬂow, com-
prising interﬂow and baseﬂow, is estimated at each grid el-
ement in each soil layer, and then is routed to channel seg-
ments by a lateral subsurface ﬂow routing module using a
modiﬁedmulti-cellapproach(Bear,1979).TheMuskingum–
Cunge method of variable parameters (Ponce and Yevjevich,
1978) is utilized for the channel ﬂow routing without sig-
niﬁcant backwater effects. Sensible and latent heat ﬂuxes
are estimated based on the Monin–Obukhov similarity the-
ory, which provides dimensionless variables expressing the
buoyancy effects resulting from the vertical density gradi-
ents in the stable atmosphere with modiﬁcations for unsta-
ble boundary layer conditions, and are calculated using the
input air temperature, air pressure, wind velocity and spe-
ciﬁc humidity. Radiative forcing is calculated based on the
input downward shortwave/longwave radiation from the at-
mospheric forcing dataset, and landscape attributes such as
albedo and emissivity. Further details on the representation
ofland–atmosphereinteractionsinthemodelaredescribedin
Devonec and Barros (2002). Detailed description and appli-
cations of the model can be found in Yildiz and Barros (2007,
2009) and Tao and Barros (2013). Note that, in principle, the
higher the spatial resolution the more rigorous the coupling
between the hydrological and slope stability models, and the
moreaccuraterepresentationofgoverningprocessesandspa-
tial gradients. Therefore, a scale effect is expected with simu-
lated hydrologic variables displaying smoother spatial distri-
butions at coarser model resolutions (see, for example, Yildiz
and Barros, 2009).
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Fig. 2. Slope stability index classiﬁed by relationship between de-
gree of soil saturation and slope, modiﬁed from Fig. 2 in Mont-
gomery and Dietrich (1994).
2.2 Slope stability models
2.2.1 Stability index mapping
Shear strength testing of soils in the Southern Appalachians
indicates that soils in debris ﬂow initiation zones in the re-
gion of study either are cohesionless or have very low cohe-
sion(Witt,2005b).Basedontheassumptionthatthewaterta-
ble follows topography at small scales, and thus is parallel to
the slope, and that the soil material is cohesionless, Dietrich
et al. (1993) proposed a simpliﬁed inﬁnite slope stability
model using the conventional limit equilibrium method (i.e.,
at equilibrium, driving forces are equal to resisting forces):
ρsz tan θ = (ρsz−ρwh) tan ϕ, (1)
where ρs and ρw are soil bulk density and water density, re-
spectively; θ is local slope angle; ϕ is soil internal frictional
angle; h is the saturated soil depth; and z is the total soil
depth to bedrock. Equation (1) then is used to map SSI (x,
y, z) , based on the basin topographic characteristics as per
Montgomery and Dietrich (1994). Here, Eq. (1) was modi-
ﬁed to incorporate simulated soil wetness by the 3D-LSHM
since the term [h/z] is equivalent to the saturation degree
[W =w/φ], where w is the simulated volumetric soil mois-
ture and φ is soil porosity:
tanθ =

1−
ρw
ρs
W

tan ϕ. (2)
Thus, the slope stability classiﬁcation will be performed
using spatio-temporal soil moisture distributions. The SSI
classes range from unconditionally unstable to unstable, sta-
ble and unconditionally stable (as shown in Fig. 2). The ob-
vious merit of this effective and simple approach is that it
requires a small number of parameters and state variables,
such as soil internal friction angle, slope angle and wet-
ness, as input ﬁelds. This is a signiﬁcant advantage compared
to methods requiring many parameters that are not easy to
Fig. 3. Conceptual schema of the geotechnical system, explicitly
showing the essential forces acted on a slope.
measure and thus induce uncertainties, especially over to-
pographic complex regions. Even though the SSI method is
based on quantitative information relating soil moisture and
slope static properties, this information is aggregated into
broad qualitative categories using a threshold-base classiﬁca-
tion, which creates ambiguity as many different slope states
belong to the same category. That is, locations classiﬁed as
unstable or unconditionally unstable pixels are highly sus-
ceptible to debris ﬂow, but it is not necessary that debris ﬂow
will initiate.
2.2.2 Factor of safety
Although the SSI can provide spatio-temporal instability in-
formation, it neglects the soil cohesion and suction effects, as
well as the relational position of a grid element with respect
to its neighbors. In order to quantitatively analyze the de-
bris ﬂow triggering mechanisms accounting for all the dom-
inant factors, the spatio-temporal distribution of a factor that
can represent the dynamic net forces acting on the slope
should be determined explicitly. The factor of safety (FS),
deﬁned as the ratio between resisting forces and the driving
forces, is a widely used factor for slope instability analysis.
In this section, a dynamic form of the FS equation using the
limit equilibrium method for an inﬁnite slope was derived as
described next.
Figure 3 shows the diagram of forces acting at a generic
location x and depth z on a cross section of the conceptual
inﬁnite slope model. The z axis is normal to the surface and
positive in the downward direction. The x axis is parallel to
the slope surface, and thus normal to z. FN and FP are the
normal component and parallel components of the weight G
along the slope, respectively. The normal component of the
weight is counteracted by the normal resisting force N. In
the along slope direction, FP is counteracted by the friction
Ff, suction Fs and cohesion Fc forces. The Coulomb failure
mode occurs when the shear stress at failure on the failure
plane equals or exceeds the resultant of friction, suction and
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cohesion stresses, that is, FS≤1. The inﬁnite slope model
has two critical assumptions. First, it assumes that the slope
failure occurs within a thin soil layer, and second it assumes
that the failure plane is of inﬁnite length, i.e., H L, in
Fig. 3. In this study, the “effective” L is the spatial resolution
of the model (250m), whereas H is the soil mantle thick-
ness, which is a spatially variable ranging 10s of centimeters
at higher elevations to 100s of centimeters at lower elevations
and in the valleys; thus L/H is always larger than the critical
ratio of 25 above which the inﬁnite slope assumption is valid
(Milledge et al., 2012).
For unsaturated conditions, as shown in Fig. 3, the limit
equilibrium equation should be written as



FN(z,t) = G(z,t) cos θ
Fp(z,t) = G(z,t) sin θ
Fp(z,t) = Ff(z,t)+Fs(z,t)+Fc
, (3)
where θ is the slope angle, FN is the normal component of
gravity G(z,t)=γs(z,t)Az with γs being the depth-averaged
soil-speciﬁc weight, z is the depth below the surface, and A
is the nominal area where the force is applied (i.e., the area
of the slice shown in Fig. 3), that is, the spatial resolution
in our model; FP is the parallel force to the surface due to
gravity; Ff, Fs and Fc are resisting forces due to soil friction,
soil suction pressure Pw(z,t) and cohesion due to both soil
and vegetation, expressed as follows (Rossi et al., 2013):



Ff(z,t) = tanϕFN(z,t)
Fs(z,t) = tanϕPw(z,t)A = −tanϕγw9(z,t)A
Fc = cA
. (4)
As stated earlier, ϕ is the soil internal frictional angle. Here
the tanϕ is the friction coefﬁcient. γw is the speciﬁc weight
of water; c is the combined measure of soil and vegetation
cohesion; and 9(z,t) is the pore suction head distribution in
space and time. Instead of using an analytical approximation
(e.g., Lu and Godt, 2008), the dynamic pressure head proﬁle
is simulated by the physically based 3D-LSHM according to
the dynamic soil moisture characteristic curve as described
by the soil water retention equation (Campbell, 1974):
9(z,t) = 9b

φ
w(z,t)
1/λ
, (5)
where λ is the pore-size index and 9b is the bubbling cap-
illary pressure head. The parameters λ and 9b are assigned
according to soil texture (Rawls et al., 1982). Other relevant
model parameters are discussed in Sect. 3.
At the parallel direction to the surface, the resisting forces
include the friction force, suction force and cohesion force,
whereas the driving force is the gravitational force. The FS
is equal to one when the slope is at equilibrium. Rearranging
Eq. (4) to separate the resisting forces from the driving forces
in the direction parallel to the slope, and then dividing the
two sides of the equation by the driving forces, we can obtain
the ﬁnal form of the FS equation for unsaturated conditions:
FS =
tanϕ
tanθ
−

9(z,t)+ V 2
2g

tanϕγw
γszsinθ
+
c
γszsinθ
. (6)
Typically, the shear stress induced by the water ﬂow is
neglected due to the small equivalent kinetic energy head
(V 2/2g) caused by subsurface ﬂow in each layer. However,
here it is explicitly incorporated in the Fs term in Eq. (6).
For saturated conditions, the suction force vanishes; in-
stead a hydrostatic force FH(z,t) will act on the slope, and
Eq. (3) can be rewritten as



FN(z,t) = G(z,t)cosθ −FH(z,t)
Fp(z,t) = G(z,t)sinθ
Fp(z,t) = Ff(z,t)+Fc
, (7)
where FH(z,t)=ρwghAcosθ and h is the depth of fully satu-
rated soil at soil depth z. Rearranging Eq. (7) yields the equa-
tion of FS for saturated conditions (note the kinetic energy
head is included in the second term):
FS =
tanϕ
tanθ
−

hcosθ + V 2
2g

tanϕγw
[γsath+γs(z−h)]sinθ
+
c
[γsath+γs(z−h)] sin θ
; (8)
and γsat is the speciﬁc weight of saturated soil.
During rainfall-triggered landslide events, the soil pore
water pressure on steep slopes increases towards positive
suction head, reducing the suction force and then shear
strength. Meanwhile the shear stresses increase and cohe-
sive resistance decreases as the soil becomes wet, causing
the slopes to become unstable. When shear strength exceeds
shear stress, i.e., resisting force is larger than driving force,
FS>1 and the slope remains stable. When FS<1, the slope
fails. Equations (6) and (8) account for the essential pro-
cesses that play interactive roles in the initiation of debris
ﬂows. In this study, values of basic soil properties were ex-
tracted and compared against previous studies in or near this
region (Witt, 2005b; Liao et al., 2011), and are summarized
in Table 1.
3 Case studies
Three case studies are conducted in this work: two cold-
seasonevents,on7Januaryand9December2009intheJCB,
and a warm-season event, on 15 July 2011 in the BCB. How-
ever, neither the BCB nor the JCB is equipped with stream
gauges. Consequently, streamﬂow simulations for the same
three events were also conducted for the Cataloochee Creek
Basin (CCB), a USGS hydrologic benchmark watershed and
the closest watershed to the BCB and the JCB (Fig. 1), for
hydrological veriﬁcation and to demonstrate the robustness
of the estimated rainfall ﬁelds. Veriﬁcation of the location
of landslide initiation is based on the survey data provided
by North Carolina Geodetic Survey (NCGS; R. Wooten,
personal communication, 2012).
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Table 1. Major parameters speciﬁed in LSHM for the three basins.
Parameters for 3D-LSHM Values
Initial degree of soil saturation for event in July 2011 50%, 70%, 72%, 100%
Initial degree of soil saturation for event in January 2009 50%, 50%, 55%, 100%
Initial degree of soil saturation for event in December 2009 50%, 65%, 67%, 100%
Initial discharge in channel 0.5m3 s−1 at outlet
Top layer is 0.10m, total depth
Soil geometry (m) of the 2nd and 3rd layers are from 0.5 to 1.5m
varying with elevation and slope (Fig. 6)
Ksat (ms−1) Spatially varying (Fig. 7)
Scaling factors for Kv None
Scaling factors for Kh 1000-300-1-0.1
Porosity (m3 m−3) Spatially varying (Fig. 7)
Field capacity (m3 m−3) Spatially varying (Fig. 7)
Wilting point (m3 m−3) Spatially varying (Fig. 7)
Channel cross section Rectangular, channel width ranging from 1 to 30m
Channel threshold (pixels) 5
Parameters for slope stability models Values
Soil density (kgm−3) 1922 (Witt, 2005b)
Soil friction angle (degree) 26 (Witt, 2005b)
Soil and vegetation cohesion (Pa) 2000 (Witt, 2005b)
3.1 Study area
The Big Creek Basin (BCB), the Cataloochee Creek Basin
(CCB) and the Jonathan Creek Basin (JCB) are three head-
water catchments in the Pigeon River Basin, in the South-
ern Appalachians in North Carolina, USA. The Cataloochee
Creek is a small tributary to the Pigeon River and has a
drainage area of 128km2. The BCB and JCB have drainage
areas of about 95km2 and 172km2, respectively. The three
headwater catchments are heavily forested and are character-
ized by steep slopes. In recent years, the JCB has witnessed
signiﬁcant land-use and land-cover (LULC) change due to
increased urbanization.
The Pigeon River Basin is underlain by crystalline-rock
aquifers comprising crystalline metamorphic and igneous
rocks covered by an extensive mantle of unconsolidated ma-
terial consisting of saprolite, colluvium, alluvium, and soil
(Trapp Jr. and Horn, 1997; Miller, 1999). The colluvial de-
posits are mainly found on the hillsides due to rock weath-
ering and are highly susceptible to landslides. Substantial
alluvial deposits appear along streams and are built over
time due to sediment transport in the streams. The dominant
soil types are Edneyville–Chestnut complex soil, Plott ﬁne
sandy loam, Wayah sandy loam, and eroded Wayah loam
soil (Allison et al., 1997). The climate for the study area
is subject to moisture-rich winds from the Gulf of Mexico
and westerly mesoscale convective systems in the warm sea-
son, whereas westerly and northwesterly ﬂows govern most
ofwinterweatheractivities.Previousresearchhasshownthat
the orographic rainfall enhancement is very strong, on the or-
der of 60% at ridge compared to valley locations (Prat and
Barros, 2010). The rainfall threshold for debris ﬂows based
on the historical record is 125mm over a 24h period (Witt,
2005a). However, recent observations such as during the July
event studied here indicate that such rainfall can accumulate
inperiodsoflessthan90min(PratandBarros,2010;Taoand
Barros, 2013). Existing landslide hazard risk assessments in-
dicate that most of the area of the Pigeon River Basin is
highly unstable, especially the headwater catchments (Witt,
2005b, a).
3.2 Landslide events
Basic geologic and geomorphic conditions at the debris ﬂow
sites for the three landslide events investigated here are sum-
marized in Table 2.
3.2.1 Warm season
InthemiddleofJulyin2011,anextremelyheavystormevent
triggered debris ﬂows in the Big Creek Basin (Fig. 1), which
also caused ﬂash ﬂooding that damaged the Cherokee ﬁsh
hatchery on the evening of 14 July (Lee et al., 2011). Ob-
servational ﬁeld data of soil and rock materials were col-
lected by NCGS geologists at three debris ﬂow locations.
The debris ﬂow tracks were scoured to bare soil and, in
some locations, down to the underlying bedrock for most
of their lengths. Most vegetation was stripped or downed
along the tracks, including large trees. It was determined that
there is a potential for further slope movements originating
from the steep slopes in the head scarp regions of all three
debris ﬂows.
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Table 2. Summary of debris ﬂow sites’ characteristics. The NCDOT Materials Testing Laboratory in Asheville, North Carolina, conducted
soil quality tests on the soil samples from the debris ﬂow initiation zones (data provided by NCGS, from Dr. Richard Wooten).
Debris ﬂow locations Longitude Latitude Triggering rainfall Geom shape Ground water Remarks
Bear Trail, in JCB −83.0738 35.5002 Persistent winter storm
around 5 to 8 January
2009
Concave – –
Near Rich Cove Road, in JCB −83.0977 35.5288 Severe winter storm in
8–9 December 2009
Concave None observed Structures threatened 3, road de-
stroyed. One lane of road taken out.
Gunter Fork, in BCB −83.1955 35.6865
Convective summer
Planar None observed Track distance estimated to be
500ft.
Gunter Fork, in BCB −83.1978 35.6836
storm in middle of
Concave Bedrock seep/spring Track extends 200ft above and
250ft below trail (estimated)
Gunter Fork, in BCB −83.1979 35.6813 July 2011 Concave Soil-sediment seep/spring Track length 150ft above and 200ft
below trail. Granule conglomer-
ate/arkosic soil
3.2.2 Cold season
A debris ﬂow in the JCB was caused by a severe winter storm
on 8–9 December 2009. Although the slope failure narrowly
missed some infrastructure, it destroyed a portion of the Rich
Cove Road, and one lane had to be removed. Another debris
ﬂow near Bear Trail in the JCB was triggered by a persis-
tentlyheavyrainfallsystemduring5–8January2009,cleared
all vegetation in its path, eroded away a large tract of a local
road, destroyed a private home and caused personal injuries1.
NCGS geologists visited the initiation site several times and
established that the debris ﬂow initiated at a colluvium catch-
ment with localized residual deposits ﬁlling in-between the
colluvium and overlying bedrock located on a north-facing
steep slope (Fig. 1), and that bedrock controlled locally the
geometry of the initiation zone, a common characteristic in
the Southern Appalachians (Sas Jr. and Eaton, 2008; Wooten
et al., 2008, 2009).
3.3 Forcing data and model parameters
One factor that limits landslide and hydrologic studies in
mountainous regions, independently of the modeling ap-
proach, is that to predict dynamically the initiation of debris
ﬂow on an event basis, availability of good-quality spatio-
temporal rainfall distributions at the resolutions required to
capture the subsurface physics of soil wetting and water ﬂow
processes is critical. A spatially dense, high-elevation rain
gauge network has been recording observations in the Up-
per Pigeon River Basin in the Great Smoky Mountains since
2007 to investigate the 4-D distribution of precipitation in
the region (Prat and Barros, 2010). These rain gauge obser-
vations have been used to characterize the spatial-temporal
error structure of radar-based quantitative precipitation esti-
mates (QPEs) and to improve QPEs for hydrological model-
ing with success (Tao and Barros, 2013). The recent record
of landslide activity in populated areas indicates that debris
1http://www.ncdc.noaa.gov/stormevents/eventdetails.jsp?id=
151707
ﬂows are all-season events in the region, and that mesoscale
convective systems and isolated thunderstorms play an im-
portant role in concurrent ﬂash ﬂooding and debris ﬂows in
the warm season. Therefore, assessing the quality of rain-
fall data and bias correction or adjustment procedures to im-
prove the accuracy of rainfall input to the hydrological sys-
tem is necessary. This is discussed in detail in Sect. 3.3.1.
Other meteorological forcing datasets and model parameters
for analyzing slope stability are discussed in Sect. 3.3.2.
3.3.1 Rainfall datasets
Rain gauge observations
A spatially dense, high-elevation rain gauge network has
been recording observations in the Pigeon River Basin to in-
vestigate the 4-D distribution of precipitation in the Great
Smoky Mountains (GSMRGN) since the summer of 2007.
Thenetworkcomprises35stationsatelevationsrangingfrom
1150 to 1920m along exposed ridges in the Southern Ap-
palachians (purple circles in Fig. 1 (Prat and Barros, 2010;
Tao and Barros, 2013)). More detailed information about the
network can be found at http://iphex.pratt.duke.edu/.
Similar to Tao and Barros (2013), GSMRGN observations
are used here to assess and improve existing radar-based
QPEs required by the distributed hydrologic model, specif-
ically the Q2 product described below. Only rain gauges
along the topographic divide and within individual basins
are used for assessing and correcting Q2 over each particu-
lar basin. For example, rain gauges numbered 3## were used
for the Big Creek Basin, as shown in Fig. 1. Overall, 12 rain
gauges in total were used for the CCB and for the BCB dur-
ing the 12–17 July 2011 event, and 9 rain gauges were used
for the JCB during 5–10 January 2009. There were 7 rain
gauges for the CCB during the event in January of 2009 but
12 rain gauges during the event in December of 2009, be-
cause 3## rain gauges were not installed until the summer
in 2009. Availability of rainfall observations is one major
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Fig. 4. Comparison of hourly precipitation rate (mmh−1) between
rain gauge observations and Q2 estimations before and after adjust-
ment during 12 to 17 July 2011 for CCB (a) and BCB (b), during
5 to 10 January 2009 for CCB (c) and JCB (d), and during 6 to
11 December 2009 for CCB (e) and JCB (f).
reason why these three most recent events were selected for
this modeling study.
QPE adjustment
The experimental Next-Generation Multi-sensor QPE was
obtained from the National Mosaic and Multi-sensor QPE
(NMQ) project at the National Severe Storms Laboratory
(NSSL). The local gauge-corrected hourly radar-based QPE
product (Q2RAD_HSR_GC, Q2 in short) at high spatial res-
olution (0.01◦ ×0.01◦) (Vasiloff et al., 2007; Zhang et al.,
2011)wasusedinthisstudy.WeﬁrstevaluatetheQ2datasets
using the GSMRGN rain gauge observations to characterize
the spatial-temporal error structures in Q2, and then apply
bias correction to improve the accuracy of Q2 based on the
error structures identiﬁed.
Hourly Q2 accumulations were spatially interpolated us-
ing a nearest-neighbor method to downscale rainfall ﬁelds
from 1km resolution to higher resolution at 250m, and
the downscaled values were subsequently compared to rain
gauge observations at the grid scale. Figure 4 shows that
the original Q2 ﬁelds generally underestimate rainfall for the
summer storms (Fig. 4a and b) and winter storms (Fig. 4c–
f), despite the large difference (on the order of one order of
magnitude) in rainfall intensity between the events. The in-
accuracies in Q2 are attributed mainly to radar–terrain con-
ﬁguration issues (e.g., radar beam blockage or overshooting)
and the radar rainfall retrieval algorithm (Young et al., 1999;
Smithetal.,1996;Fultonetal.,1998;PratandBarros,2009).
A simple bias-correction adjustment method based on lin-
ear regression relationships between hourly rain gauge ob-
servations and Q2 data was developed and was successfully
applied previously to adjust Q2 for a tropical storm (Tao and
Barros, 2013). We employed the same procedure to improve
the Q2 accuracy at small basin scale in this study, taking
advantage of the very high-density GSMRGN observations
in the Pigeon River Basin. The adjusted Q2 product demon-
strates signiﬁcant improvement compared to the original Q2
(Fig. 4). The root mean square error (RMSE) (mmh−1) be-
tween observed rainfall rate (mmh−1) and the Q2 product
before and after adjustment is provided in Table 3. The ad-
justed Q2 outperformed the original data over all the basins
for the three rainfall events with RMSEs reduced signiﬁ-
cantly, resulting in large improvement in storm cumulative
rainfallamounts(Fig.5).Thelimitationisthatnoraingauges
are installed in the inner basin to characterize the error struc-
ture of Q2 in the valley. This data void may cause uncertainty
in the areas at lower elevation. The downscaled and adjusted
hourly Q2 ﬁelds were interpolated to ﬁve-minute temporal
resolution using the methodology described by Tao and Bar-
ros (2013), where further discussion and a detailed descrip-
tion of the Q2 spatial error structure in Q2 can also be found.
3.3.2 Ancillary data and model parameters
The soil internal friction angle and cohesion are two impor-
tant parameters required by slope stability models. Uncer-
tainty in these parameters can induce very large uncertainty
in the resultant FS values. The present study beneﬁted from
previous research conducted by Witt (2005b) in the same
area. Witt examined the same two parameters using SIN-
MAP and SHALSTAB, and reported representative values.
We adopted those representative values as well as the ranges
reported by this study for slope stability analysis and sensi-
tivity analysis (shown in Table 1).
The 3D-LSHM needs basin geomorphic information (such
as elevation, slope and ﬂow direction), soil hydraulic and
geotechnical parameters, landscape attributes and atmo-
spheric forcing datasets to perform the hydrological simu-
lations. The DEM over the Pigeon River Basin was obtained
from the National Elevation Dataset (NED) provided by the
US Geological Survey at 3arcsec resolution, and was repro-
jected and spatially resampled to the model grid at 250m res-
olution. The spatially varying soil depth was estimated using
two alternative approaches, the Z- and S-methods (Saulnier
et al., 1997):
Z −method : h(x,y) = hmax −
z(x,y)−zmin
zmax −zmin
(hmax −hmin), (9)
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Fig. 5. Comparison between the accumulated Q2 rainfall before (left) and after (right) adjustment during 12 to 17 July 2011 for CCB (a) and
BCB (b), during 5 to 10 January 2009 for CCB (c) and JCB (d), and 6 to 11 December 2009 for CCB (e) and JCB (f).
Table 3. Summary of the RMSE (mmh−1) computed from observed rainfall rate (mmh−1) and Q2 product before and after adjustment, at
rain gauge locations surrounding each basin.
12–17 July 2011 5–10 January 2009 6–11 December 2009
Before Adj. After Adj. Before Adj. After Adj. Before Adj. After Adj.
BCB 1.07 0.53
CCB 1.66 0.72 0.85 0.28 0.77 0.48
JCB 0.85 0.45 0.83 0.59
S −method : h(x,y) = hmax −
tanθ(x,y)−tanθmin
tanθmax −tanθmin
(hmax −hmin), (10)
where h(x,y) is the estimated total depth of the middle
and deep soil layers at pixel (x,y); hmax and hmin are the
maximum and minimum depths, respectively; and zmax and
zmin, and θmax and θmin are the corresponding maximum and
minimum elevations and slope angles. The Z-method as-
sumes that soil depths increase as elevation decreases. The
S-method assumes that soil depths increase as topographic
slope decreases, because soil cannot accumulated on steeper
slopes due to erosion and landslides. However, the Z-method
tends to result in too-thin soil depth at very high elevations,
while the soil depth in the valleys calculated by the S-method
tends to be too thick (Fig. 6) based on the authors’ observa-
tions in the ﬁeld. Consequently, the mean of the soil depth
estimated by both methods is adopted in this study. The ratio
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Fig. 6. The spatially varying soil depth estimated by two simple
methods, and the ultimate soil depth used in this study averaging
the two estimated soil depth.
of the thickness of the second to the third layer is 2 : 3, to
roughly represent root density distribution.
The top soil layer in the model is ﬁxed as 10cm all over
the basin. The total depth of the second and third layer is
the mean of soil depths estimated by the Z-method and S-
method, with hmax = 1.5m and hmin = 0.5m, and θmax =
40.96 degree and θmin = 0.01 degree. The base layer is 1m
deep at elevations above 1300m, and 4m deep below 1300m
to represent thicker alluvial deposits in the valleys.
Soil hydraulic properties including saturated hydraulic
conductivity, porosity, ﬁeld capacity and wilting point
were extracted from the State Soil Geographic (STATSGO)
database provided by the US Geological Survey (Schwarz
and Alexander, 1995). Standard soil layers deﬁned in
STATSGO were selected according to soil depth for mod-
eling layers at each pixel ﬁrst. Then, soil parameters for each
model layer were extracted from the STATSGO layers taking
into consideration the depth of the soil column for each grid
element. The minimum value of vertical saturated hydraulic
conductivity from STATSGO was used as a representative
for each soil layer since the minimum hydraulic conductivity
controls the hydrological response. For other soil properties,
suchasporosity,ﬁeldcapacityandwiltingpoint,averageval-
ues were used. It must be stressed that all soil hydraulic pa-
rameters are spatially varying across the basin as shown in
Fig. 7, which displays large heterogeneity in 3-D space. Al-
though there is certainly uncertainty in these soil properties,
which in turn affect the calculation of both the hydrological
response and also the slope instability analysis, we did not
perform further investigation addressing these uncertainties,
and assumed that the values extracted from the STATSGO
are physically based and are representative of the actual soil
properties in the region as in Tao and Barros (2013).
Space–time varying landscape attributes such as broad-
band albedo, broadband emissivity, fractional vegetation
coverage, and leaf area index were derived from NASA’s
MODIS (Moderate Resolution Imaging Spectroradiometer)
products (MCD43B1, MOD11C2, and MCD15A2, respec-
tively). The original products were ﬁrst reprojected, bilin-
early interpolated to the model grid, and then linearly in-
terpolated into ﬁve-minute temporal resolution. Missing data
gaps are addressed using physically meaningful constraints
based on ancillary data. Lastly, quality-control adaptive
temporal ﬁltering for the landscape attribute data was per-
formed using TIMESAT software to reduce the discontinu-
ity caused by cloud contamination following the adaptive
Savitzky–Golay ﬁltering method (Eklundha and Jönssonb,
2012).
The meteorological forcing data required by the hydro-
logical model were extracted from NCEP (National Centers
for Environmental Prediction) North American Regional Re-
analysis (NARR) products originally at 32km spatial reso-
lution and 3h temporal resolution (Mesinger et al., 2006),
including air temperature, air pressure, wind velocity, down-
ward shortwave and longwave radiation and speciﬁc humid-
ity. The bilinear interpolation method was utilized to inter-
polate NARR ﬁelds to ﬁner spatial resolution at 250m, and
linear interpolation was applied in time. Elevation adjust-
ments and corrections to near-surface variables were applied
between NARR terrain and local terrain at high resolution
for each time step based on predicted atmospheric conditions
(e.g., using dynamic lapse rates). Special bias corrections for
downward shortwave radiation were applied through dynam-
ical adjustment, accounting for cloudiness and topographic
effects. The atmospheric forcing and landscape property
datasets are subsets from the high-resolution datasets devel-
oped to provide the hydrologic modeling/forecasting for the
southeastern US, in support of the Integrated Precipitation
and Hydrology Experiment (IPHEx, http://iphex.pratt.duke.
edu/). Other ancillary parameters were speciﬁed according to
prior studies (Dickinson et al., 1993; Chow, 1959; Campbell,
1974; Clapp and Hornberger, 1978; Jackson, 1981; Yildiz
and Barros, 2005, 2007, 2009; Price et al., 2010, 2011; Tao
and Barros, 2013).
4 Results and discussion
4.1 Hydrological veriﬁcation over the Cataloochee
Creek Basin (CCB)
The 3D-LSHM was used ﬁrst to simulate hydrological re-
sponse to the storm events in January of 2009, December
of 2009 and July of 2011 over the CCB. Model-simulated
streamﬂows were compared against stream gauge observa-
tions to evaluate the model’s hydrologic performance. Initial
conditions and essential model parameters are provided in
Table 1. In order to allow the model state variables to reach
internal consistency, model spin-up simulations for the same
duration of the simulation were conducted before the event
simulation proper. The end of the spin-up period is the be-
ginning of the event simulation. The basin soil moisture con-
ditions for the spin-up simulations were initialized by spec-
ifying soil wetness based on seasonal climatology modeled
to be consistent with the streamﬂow at the beginning of the
simulation period (shown as in Table 1).
The comparison between the discharge observations and
simulated hydrographs over the CCB generated from the
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Fig. 7. The saturated hydraulic conductivity, soil porosity, ﬁeld ca-
pacity, and wilting point extracted from the State Soil Geographic
(STATSGO) database for four soil layers from the left to right, ac-
cording to spatially varying soil depth.
3D-LSHM driven by Q2 rainfall datasets before and after
adjustment for the three events are presented in Fig. 8.
The original Q2 ﬁelds signiﬁcantly underestimate rainfall,
yielding much lower streamﬂow and completely missing the
storm response (Fig. 8a.1, b.1, and c.1). By contrast, the sim-
ulated streamﬂows using the adjusted Q2 forcing show very
good agreement with the stream gauge observations with re-
gard to the peak ﬂow and peak time of the hydrographs, as
well as the shape of the rising limb of the hydrograph, for the
summer and the severe winter storm simulations (Fig. 8b.1
and c.1). For an extreme event with high rainfall intensity
such as the summer storm in July of 2011 or the severe win-
ter storm in December of 2009, large overland ﬂow is pro-
duced concurrently with the heavy rainfall as illustrated in
Fig. 8a.2 and c.2. Nevertheless, despite the strong and fast
response of overland ﬂow, the interﬂow produced by sub-
surface soils is the governing contribution to the basin’s hy-
drological response by water volume. For a prolonged and
persistent rainfall event such as the winter storm in January
in 2009, interﬂow plays a governing role in the hydrological
response with regard to ﬂow rate and ﬂow volume determin-
ing the peak time and overall shape of hydrograph, as illus-
trated in Fig. 8b.2. Compared to the large interﬂow produced
from the top soil layer in the summer and the severe winter
storm, the interﬂow in the second soil layer is dominant in
the prolonged winter storm event, consistent with persistent
rainfall lasting for several days. Overall, interﬂow dominates
the ﬂow processes and determines the water redistribution in
the basin, which is of vital importance for the initiation of
shallow landslides and debris ﬂow mobilization.
4.2 Landslide event analysis
Hydrological evaluation of simulated streamﬂow against ob-
servations for the CCB indicates that the estimated rainfall
forcing is robust and the speciﬁed model parameters are rep-
resentative for the region. Thus, the same parameterization
and datasets are used to implement the model for the BCB
and the JCB watersheds.
4.2.1 Warm-season events – debris ﬂow in Big Creek
Basin (BCB)
The 14–15 July 2011 debris ﬂows in the BCB were associ-
ated with the passage of a nocturnal convective rainfall sys-
tem, and one particular convective cell that remained station-
ary for nearly two hours at the ridge above the location where
the debris ﬂows initiated. The short-duration but severe rain-
storm produced large amounts of precipitation on the border
between the BCB and CCB (as shown in Fig. 5), with rainfall
rates as high as 60mmh−1.
The three debris ﬂow initiation zones mapped by the
NCGS are located in three nearby pixels in the modeling do-
main. The time series of volumetric soil moisture and inter-
ﬂow produced at each soil layer for one of the pixels in which
debris ﬂow occurred are shown in Fig. 9a. Due to similarity,
the plots for the other two pixels will not be shown here. Note
that the negative ﬂow rates indicate the ﬂow is leaving the
pixel; in other words, the combined inﬁltrated rainfall at the
pixel and incoming ﬂow received from upstream locations
is smaller than the outﬂow. As can be seen from the ﬁgure,
the top two layers respond promptly to rainfall inﬁltration
and produce large interﬂow. The dash line indicates the time
when the magnitude of total interﬂow reaches its peak, which
is concurrent with the time when the debris ﬂow occurred.
The spatial distribution of soil moisture, absolute interﬂow
magnitude at each soil layer as well as the total interﬂow are
shown in Fig. 10a. The debris ﬂow locations marked by cir-
cles show very large interﬂow compared to other locations
with steeper slopes and nearly the same rainfall where debris
ﬂows did not initiate. The histograms of soil moisture, inter-
ﬂow, slope and rainfall rate for the three events are shown in
Fig.11.Thesolidredlinesindicatethelocalconditionsinthe
unstable grid element selected for analysis (corresponding to
the gray solid line in the upper interﬂow time series). The
histograms of these variables provide an alternative view of
the same data that illustrates the concurrency of slope steep-
ness, high rainfall intensity, and large and fast interﬂow re-
sponse especially from the top two layers at the unstable
locations. As can be seen from Fig. 11a, the histograms of
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Fig. 8. The comparison between simulated streamﬂow at the outlet of the CCB, generated from the 3D-LSHM driven by Q2 rainfall datasets
before and after adjustment for the event in July of 2011 (a), and in January (b) and December (c) of 2009; the ﬂow components of estimated
streamﬂow by adjusted Q2 including overland ﬂow, interﬂow and baseﬂow are shown in the middle row (a.2, b.2 and c.2); and the interﬂow
produced from three soil layers are shown in the bottom. The upper and right axis in ﬁgures indicate basin areal averaged storm hyetograph.
Fig. 9. The time series of soil moisture (top) and interﬂow (bottom) produced at each soil layer at the pixel in which debris ﬂow occurred. The
x axis is zoomed into the rainfall period to show details more clear. The dash lines indicate the time when the magnitude of total interﬂow
reaches its peak.
rainfallandtotalinterﬂowshowunevendistributions,skewed
to the left and with very long tails on the right. For the con-
ditions when and where the shallow landslide initiated the
debris ﬂow (marked by the vertical solid lines), rainfall, total
interﬂow and the slope as well show intermediate high values
on the right of the distribution. Figure 12a highlights the rela-
tionship between interﬂow and the initiation of slope failure.
The temporal evolution of vertical proﬁles of soil moisture,
pressure head, interﬂow and the FS are presented in Fig. 13a.
When soil moisture increases, the (negative) suction pressure
head increases, leading to a decrease in FS as the slope be-
comes less stable. Note that the kinetic energy head included
in the estimation of FS is potentially grossly underestimated
here because the relationship between particle size and pore
size distributions, and the distribution of soil pipe networks
are not accounted for in determining the effective hydraulic
area and interﬂow pathway system. The inset shows that at
around 02:30UTC on 15 July the value of FS crosses the the-
oretical stability-to-instability line (FS=1) in the base layer.
For this warm-season event, the debris ﬂow coincidently oc-
curred at the location and time where and when the heaviest
rainfall occurred. This is different from the case in the JCB
for the cold-season event presented next.
Figure 14a depicts the spatial distributions of SSI and FS
at the time of debris ﬂow initiation (dash line in Fig. 9). The
three pixels where debris ﬂow took place are classiﬁed as un-
conditionally unstable by the slope stability index mapping
method, meaning they are highly susceptible to debris ﬂow.
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Fig. 10. The spatial distribution of soil moisture, interﬂow for each soil layer and total interﬂow in the basins at the time when the debris
ﬂow occurred (indicated by dash line in Fig. 9) in July of 2011 (a), and in January (b) and December (c) of 2009. The debris ﬂow locations
are marked by circles. Slope and rainfall rate are also shown for reference. Channel pixels are not shown.
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Fig. 11. The histograms of soil moisture and interﬂow in each soil layer, slope, rainfall rate and total interﬂow generated using data from all
over the basin for the entire simulation period, for the event in July of 2011 (a), and in January (b) and December (c) of 2009. The vertical
red solid lines mark local conditions in the unstable grid element selected for analysis (corresponding to the gray solid line in upper interﬂow
time series). In (b), both the red and gray dash lines indicate the condition when the largest rainfall rate took place at the pixel but the debris
ﬂow did not occur.
Fig. 12. Scatter plots of the factor of safety (FS) versus slope and elevation for each grid element in the basins during the simulation for
the event in July of 2011 (a), and in January (b) and December (c) of 2009. The circles are colored according to the magnitude of outgoing
interﬂow. The pixel of interest is highlighted by a black circle.
The slope instability simulated by FS is also below unity at
the three pixels, indicating unstable conditions toward slope
failure, consistent with NCGS ﬁeld surveys. The number of
total unstable pixels identiﬁed in the basin by the SSI and
the FS metrics varies with time (Fig. 15), mimicking closely
the spatial distribution of interﬂow and the space–time evo-
lution of the storm system. Note however that the number of
unstable pixels is almost one order of magnitude larger us-
ing the SSI method, which suggests that it overestimates the
extent of unstable areas, mainly because it neglects the cohe-
sion and suction effects in the soil. This is consistent with
Witt (2005b), who reported that 80–90% of the region is
highly unstable and susceptible to the debris ﬂow occurrence
using a static SSI (Dietrich et al., 1993), a clearly exces-
sive estimate based on the historical record. Finally, debris
ﬂow proper is not simulated in this study, and therefore the
simulation is not representative of realistic conditions after
initiation. It is expected that, following mass movement, the
shear stresses at locations surrounding the initiation points
will decrease, and thus there should be a strong decrease in
the number of unstable pixels.
4.2.2 Cold-season events – debris ﬂow in Jonathan
Creek Basin (JCB)
The ﬁrst debris ﬂow examined here for the JCB was caused
by a persistent rainfall system from 5 to 10 January 2009.
This winter storm produced persistent rainfall of moderate
intensity (<10mmh−1) typical of stratiform orographic sys-
tems for about two days continuously. The second debris
ﬂow was triggered by a severe winter storm on 8–9 Decem-
ber 2009, presenting relatively larger rainfall intensity but
lasting for about one day.
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Fig. 13. Temporal evolution of the vertical proﬁles of soil moisture,
pore pressure head, absolute interﬂow values and factor of safety
at one of the debris ﬂow initiation points in the basins in the event
in July of 2011 (a), and in January (b) and December (c) of 2009.
Color scheme indicates time.
The time series of soil moisture and interﬂow for each
soil layer at the pixel where debris ﬂow occurred are pre-
sented in Fig. 9b and c. As the persistent rainfall inﬁltrates,
it is stored at ﬁrst in the top two layers, which produced rel-
atively small interﬂow. When the second soil layer ﬁnally
reaches saturation, interﬂow increases rapidly and reaches
the peak value as indicated by the dash line in the bottom
panel (Fig. 9b.2). The same situation is found for the severe
winter storm (Fig. 9c). It should be noted that the timing of
peak interﬂow for the severe winter storm in December is not
concurrent with the rainfall. It occurs about two hours after
the rainfall ends, indicating that the subsurface ﬂows redis-
tribute water and take some time to concentrate at this point.
Note the interﬂow in the top layer is positive for the persis-
tent winter storm (Fig. 9b.2), meaning the top layer overall is
receiving more water from incoming interﬂow from upslope
areas and rainfall input than the interﬂow it releases as out-
ﬂow at this pixel. The second soil layer has negative inter-
ﬂow, meaning that the net interﬂow is leaving the pixel. The
opposite ﬂow directions in the soil column contribute to a
more complex shear stress proﬁle than just the gravitational
stresses. These results reinforce the premise that interﬂow
plays an important role in destabilizing slopes.
The spatial distributions of soil moisture and interﬂow at
the interﬂow peak time are shown in Fig. 10b and c for the
two winter storms. Note that the interﬂow shown in the spa-
tial map is the absolute magnitude, emphasizing the impact
of interﬂow rates on the slope stability. Both pixels show rel-
atively large interﬂow compared to the surrounding pixels,
indicating a concave area concentrating subsurface ﬂow. For
the event in January, the basin received some rainfall at the
end period of the prolonged storm system at the interﬂow
peak time. However, for the severe winter storm in Decem-
ber, the rain ceased two hours before the interﬂow reached
the peak as mentioned earlier. This fact illustrates that, to de-
termine the initiation time for debris ﬂow, considering rain-
fall alone is not enough because the most important mecha-
nism controlling the process is subsurface ﬂow, particularly
the interﬂow.
Figure 11b shows the histograms of soil moisture and in-
terﬂow, with the conditions at two different times marked
by the red dash and solid lines corresponding to the vertical
gray dash and solid lines shown in the interﬂow time series
(top panel) for the persistent winter storm in January of 2009.
Both the red and gray dash lines refer to the condition when
the largest rainfall rate took place at the pixel; both the red
and gray solid lines refer to the condition when the interﬂow
reaches the maximum at the pixel. This case is representative
of conditions when rainfall thresholds are not a necessary
condition for debris ﬂow initiation. Rather it is the interac-
tions among antecedent soil moisture and interﬂow that dif-
ferentiate this condition (red solid line, which coincided with
the debris ﬂow initiation), from the heaviest rainfall condi-
tion (red dash line). This is also clearly shown for the severe
storm in December (Fig. 11c). It is the nonlinear interactions
among steep slope, antecedent soil moisture conditions, and
basin-receivedrainfallthatleadtotheproductionoflargeand
fast interﬂow that destabilized the slope, which is again con-
sistent with the hypothesis articulated in Sect. 1. Figure 12b
and c illustrate how the geomorphology of the JCB such as
the concave landform (as shown in Table 2) with modest
slopes at intermediate elevations favors interﬂow concentra-
tion in the debris ﬂow initiation zone, similar to the ﬁndings
reported by Mirus et al. (2007). This is in contrast with the
BCB (Fig. 12a). Nevertheless, as Fig. 13b and c show, even
though the third and base soil layers reach saturation, the FS
remains slightly above unity (FS=1.04 for the event in Jan-
uary and FS=1.10 for the event in December), and thus the
soil column would be classiﬁed as stable. Given the uncer-
tainty inspecifying soil propertiesand in capturingsoil struc-
tural heterogeneity, it is important to recognize throughout
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Fig. 14. The spatial distribution of slope stability characterized by the slope stability index (SSI, top), and the factor of safety (FS, bottom) at
the time the debris ﬂow occurred in the basins during the event in July of 2011 (a), and in January (b) and December (c) of 2009. The debris
ﬂow locations are marked by circles. The right-hand side panels are spatial zooms into the initiation zone.
Fig. 15. The time series of the number of the total unstable pixels identiﬁed in the basins using the SSI (top) and the FS (bottom) metrics.
Note that in this work, the debris ﬂow proper is not simulated, and therefore the simulation is not representative of realistic conditions after
debris ﬂow initiation. For example, it is expected that, with mass movement, the shear stresses at locations surrounding the initiation points
will decrease, and thus there should be a strong decrease in the number of unstable pixels.
our discussion that FS estimates are also uncertain. This is
addressed in part through the sensitivity analysis presented
in Sect. 4.3 below. Unlike the warm-season event in which
the debris ﬂow occurred in the wetting period, the proﬁles
for the event in December (Fig. 13c) demonstrate that the top
layer was already in a drying period, while the bottom lay-
ers received drained water from the upper layer and upstream
pixels, not from inﬁltrated rainfall. This is very important for
issuing debris ﬂow warnings. Debris ﬂow could still occur,
especially at these concave areas in the basin, after rainfall
has stopped.
Figure 14b and c display the spatial distributions of SSI
(top panel) and FS (bottom panel) at the time when the de-
bris ﬂow was initiated. The initiation location is unambigu-
ously identiﬁed as unstable using the SSI method, but not
for the FS as expected based on the FS proﬁle presented in
Fig. 13b and c. Nevertheless, immediate neighbors at higher
elevation do exhibit FS values below unity, and thus become
unstable at the critical time. This begs the question of spatial
uncertainty, which can be associated with the rainfall forc-
ing, soil depth, soil hydraulic properties, root and soil co-
hesion, etc. As in the summer case, the number of unstable
pixels using the SSI metric is larger by almost two to ten
times than that for FS (Fig. 15b and c). The trends of un-
stable pixels identiﬁed by SSI closely follow the change in
soil wetness, due to its intrinsic dependence on instantaneous
soil moisture in the basin. The FS metric tends to be a more
conservative (and realistic) approach to detect slope failure.
The number of unstable pixels still increased after the rain-
fall ceased, illustrating that subsurface ﬂow continued redis-
tributing water to concave areas in the basin. Yet, there is
still a large number of unstable or nearly unstable locations
at each time, which is an indication of spatial ambiguity. On
the other hand, Figs. 13b and 12b show that interﬂow peaks
locally at the time of initiation, which can be used as an ad-
ditional constraint in assessing local instability. Overall, the
results highlight the role of interﬂow in slope mobilization
for these cold-season events.
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Fig. 16. Sensitivity analysis of the vertical proﬁle of FS to soil in-
ternal friction angle, for the slope failure cases in the BCB in July
of 2011 (a) and JCB in January of 2009 (b) and December of 2009
(c). The dark line is the actual failure case using the representative
friction angle, 26◦.
4.3 Sensitivity analysis
Whereas a full-ﬂedged uncertainty analysis including Monte
Carlo simulations encompassing ancillary parameters and
rainfall forcing such as that described by Tao and Bar-
ros (2013) is out of the scope of this manuscript, it is impor-
tanttocharacterizetheelasticityofFSwithregardtochanges
in key soil properties. Here the focus is on the physical ba-
sis of the initiation process, and thus we conduct a targeted
sensitivity analysis focusing only on two critical parameters
including soil internal friction angle and cohesion. Specif-
ically, motivated by the cold-season events’ results for the
JCB and by previous work (e.g., Arnone et al., 2011; Lu and
Godt, 2008, among others), the uncertainty in FS caused by
the speciﬁcation of the soil internal friction angle and cohe-
sionparametersisexamined indetail.Otherparameters,such
as soil properties, are not tested here. Recall that, due to the
lack of site-speciﬁc measurements or estimates, the soil in-
ternal friction angle and cohesion used in Sect. 4.2 and sum-
marized in Table 1 were deﬁned based on the representative
values reported by Witt (2005b).
Physically reasonable ranges of 10◦–35◦ for the soil inter-
nalfrictionangleand500–3000Paforsoilandvegetationco-
hesion were tested; the results are shown in Figs. 16 and 17,
Fig. 17. Sensitivity analysis of the vertical proﬁle of FS to the com-
bined cohesion for soil and vegetation, for the slope failure cases in
the BCB in July of 2011 (a) and JCB in January of 2009 (b) and
December of 2009 (c). The dark line is the actual failure case using
the representative cohesion, 2000Pa.
respectively. The FS proﬁles as a function of friction angle
(Fig. 16) show that instability takes hold for friction angles
below 20◦ and for relatively shallow soil depths. The uncer-
tainty in FS associated with the soil friction angle in the top
layer is relatively smaller than for bottom layers. Changes of
±20% in friction angle lead to similar change in FS magni-
tude for the 2nd to 4th soil layers. The FS is more sensitive
in the bottom soil layers as indicated by the steeper slopes in
the rightmost panels. In reality, the soil internal friction angle
should vary horizontally and vertically to capture changes in
soil texture and soil structure with depth, which are not con-
sidered explicitly in this study. In addition, soil heterogene-
ity, LULC change, bioactivity, and prior landslides can play
an important role in determining effective soil internal fric-
tion angles locally.
Compared to the large uncertainty caused by changes in
the soil friction angle, the changes in cohesion have a smaller
impact on the magnitude of FS (Fig. 17) than in previous
studies using other models (e.g., Wu and Sidle, 1995). Con-
trary to the sensitivity behavior with respect to friction angle
discussed above, FS is more sensitive to changes in cohesion
in the top layer. For instance, 50% change in cohesion causes
22% change in the magnitude of FS for the top layer, but just
about 5 to 10% change in the bottom layers for the case in
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the BCB. The uncertainty caused by cohesion for the cold-
season event in the JCB is much smaller (Fig. 17b and c),
within ranges of −15 to 10%. Differentiating Eqs. (6) and
(8) with respect to cohesion implies that the changes of FS
actually depend on wet-soil-speciﬁc weight and depth. Re-
garding the role of root systems in forested catchments, note
that the density decreases with depth, and more so between
the third and base layers as speciﬁed in the model (Sect. 3).
5 Conclusion and discussion
A fully distributed hydrologic model coupled with slope sta-
bility models was used to investigate the mechanisms trigger-
ing initiation of debris ﬂow in two headwater catchments of
the Pigeon River Basin in the Southern Appalachian Moun-
tains, USA, for both warm- and cold-season debris ﬂow
events. The summer event took place during the passage of
an intense (heavy rainfall intensity) nocturnal convective sys-
tem. The winter events took place during a long-lasting strat-
iform (light to moderate rainfall intensity) orographic storm
system, and a severe short-duration winter storm. Two slope
stability models derived from the inﬁnite slope model using
the limit equilibrium method were utilized in this study: one
is the modiﬁed slope stability index (SSI) calculated from
soil wetness and slope neglecting cohesion and suction ef-
fects; the other is the factor of safety (FS) accounting for
most of the dominant factors controlling slope instability.
The SSI is based on temporal-spatial quantitative informa-
tion about instability, but the subsequent aggregation of this
information into threshold-based classes introduces ambigu-
ity. For instance, pixels classiﬁed as unconditionally unstable
are not necessarily always highly susceptible to slope fail-
ure. Sensitivity analysis of the FS estimates to soil strength
parameters at rest, speciﬁcally the soil internal friction an-
gle and cohesion due to soil and vegetation, was conducted.
The results indicate that the FS exhibits strong sensitivity
to friction angle, which increases with soil depth. The op-
posite occurs with respect to cohesion: sensitivity is mod-
est, and it is signiﬁcant only in the top soil layers reﬂecting
the model’s implicit representation of root systems. This is
an important result, as anthropogenic activity, bioactivity, as
well as prior slope movements, in addition to heterogeneities
in soil structure and composition, can have a strong impact
on the effective value of soil friction angle at small scales.
The SSI approach tends to strongly overestimate the spatial
distribution of slope instability due to its high sensitivity to
instantaneous soil moisture at local scales, while neglecting
soil cohesion and suction effects. Nevertheless, there is still
ambiguity in the FS method in that it yields a large number
of pixels with FS≤1+ε (ε is a measure of uncertainty for
model estimates). Whereas the coupled modeling framework
presented here does capture the locations of known debris
ﬂows, there are a number of locations where no debris ﬂow
was initiated and yet are nominally unstable. Clearly, not all
factors determining initiation are included here, such as pre-
vious history of landslide activity, which should impact lo-
cally soil depth and structure. In addition, we hypothesize
that there should be a scale effect associated with the spatial
resolution of the model itself, and thus there should be prac-
tical utility in investigating the dependence of simulated soil
moisture and interﬂow conditions at the time of landslide ini-
tiation on model resolution. Furthermore, the ability to repre-
sent heterogeneity and subgrid scale variability in subsurface
ﬂow dynamics should have a strong impact on the magnitude
of interﬂow at small scales.
Although the debris ﬂow initiation time with respect to
the beginning of the storm differs for warm and cold sea-
sons and from basin to basin, interﬂow magnitude controls
the ﬂow responses for all the events and is closely related
to the trigger mechanism of shallow landslide initiation fol-
lowed by debris ﬂow mobilization. We demonstrated that for
all the three case studies the interﬂow reaches the peak mag-
nitude around the time when debris ﬂows occurred at the ini-
tiation locations. That is, the timing of debris ﬂow initiation
is that when the interﬂow peaks independently of watershed,
or storm type. We propose that the spatial ambiguity in FS
prognostics can be addressed, at least in part, by monitoring
the temporal evolution of interﬂow virtually using a model-
ing system such as described here. Finally, the methodology
employed in this study ﬁts in the same general framework for
operational QFFs (quantitative ﬂash ﬂood forecasts) using
quantitative precipitation estimates (QPEs) and quantitative
precipitation forecasts (QPFs) described by Tao and Barros
(2013). Thus, the prediction of debris ﬂows could be made
concurrently with QFF. The prediction of debris ﬂow is nec-
essary in order to issue timely warnings that can prevent or
decreaselossoflifeandpropertyespeciallydownslopeofde-
bris ﬂow initiation points, as well as to identify locations for
forensic surveys in uninhabited areas, and where observing
systems are not available.
Acknowledgements. This research was supported in part by NASA
grant NNX1010H66G and by an Earth Systems Science Fellowship
with the ﬁrst author. We are grateful to Dr. Richard Wooten of
the North Carolina Geological Survey for the debris ﬂow ﬁeld
observations.
Edited by: R. Greco
References
Allison, J. B., Hale, L. B., and Evans, S. T.: Soil survey of Hay-
wood County area, North Carolina, [Washington, D.C.]: Natural
Resources Conservation Service, 1997.
Arnone, E., Noto, L., Lepore, C., and Bras, R.: Physically-based
and distributed approach to analyze rainfall-triggered landslides
at watershed scale, Geomorphology, 133, 121–131, 2011.
www.hydrol-earth-syst-sci.net/18/367/2014/ Hydrol. Earth Syst. Sci., 18, 367–388, 2014386 J. Tao and A. P. Barros: Coupled prediction of ﬂood response in the Southern Appalachians, USA
Baum, R. and Godt, J.: Early warning of rainfall-induced shallow
landslides and debris ﬂows in the USA, Landslides, 7, 259–272,
doi:10.1007/s10346-009-0177-0, 2010.
Baum, R., Savage, W., and Godt, J.: TRIGRS–a Fortran program
for transient rainfall inﬁltration and grid–based regional slope–
stability analysis. USGS Open File Report 02–0424, US Geo-
logical Survey, Reston, VA, available at: http://pubs.usgs.gov/of/
2002/ofr-02-424 (last access: 21 June 2013), 2002.
Baum, R. L., Coe, J. A., Godt, J. W., Harp, E. L., Reid, M. E.,
Savage, W. Z., Schulz, W. H., Brien, D. L., Chleborad, A. F.,
McKenna, J. P., and Michael, J. A.: Regional landslide-hazard
assessment for Seattle, Washington, USA, Landslides, 2, 266–
279, doi:10.1007/s10346-005-0023-y, 2005.
Baum, R. L., Godt, J. W., and Savage, W. Z.: Estimating the timing
and location of shallow rainfall-induced landslides using a model
for transient, unsaturated inﬁltration, J. Geophys. Res.-Earth Sur-
face, 115, F3, doi:10.1029/2009jf001321, 2010.
Bear, J.: Hydraulics of groundwater, New York : McGraw-Hill
Book Co., 1979.
Berti, M., Martina, M. L. V., Franceschini, S., Pignone, S., Simoni,
A., and Pizziolo, M.: Probabilistic rainfall thresholds for land-
slide occurrence using a Bayesian approach, J. Geophys. Res.-
Earth Surface, 117, F4, doi:10.1029/2012jf002367, 2012.
Campbell, G. S.: A simple method for determining unsaturated con-
ductivity from moisture retention data, Soil Sci., 117, 311–314,
1974.
Chow, V. T.: Open-Channel Hydraulics, McGraw-Hill Companies,
1959.
Clapp, R. B. and Hornberger, G. M.: Empirical equations for some
soil hydraulic properties, Water Resour. Res., 14, 601–604, 1978.
Clark, G. M.: Debris slide and debris ﬂow historical events
in the Appalachians south of the glacial border, Debris
ﬂows/avalanches: Process, recognition, and mitigation: Geologi-
cal Society of America Reviews in Engineering Geology, 7, 125–
138, 1987.
Devonec, E. and Barros, A. P.: Exploring the transferability of a
land-surface hydrology model, J. Hydrol., 265, 258–282, 2002.
Dickinson, R. E., Henderson-Sellers, A., and Kennedy, P. J.:
Biosphere-Atmosphere Transfer Scheme (BATS) Version 1e as
Coupled to the NCAR Community Climate Model, NCAR Tech-
nical Note: NCAR/TN-387 + STR, Climate and Global Dy-
namics Division, National Center for Atmospheric Research
(NCAR), Boulder, Colorado, USA, 1993.
Dietrich, W. E., Wilson, C. J., Montgomery, D. R., and Mckean, J.:
Analysis of Erosion Thresholds, Channel Networks, and Land-
scape Morphology Using a Digital Terrain Model, J. Geol., 101,
259–278, 1993.
Dutton, A. L., Loague, K., and Wemple, B. C.: Simulated ef-
fect of a forest road on near-surface hydrologic response
and slope stability, Earth Surf. Process. Landf., 30, 325–338,
doi:10.1002/Esp.1144, 2005.
Eklundha, L. and Jönssonb, P.: Timesat 3.1 Software Manual, Lund
University, Sweden, 2012.
Fuhrmann, C. M., Konrad, C. E., and Band, L. E.: Climatological
perspectives on the rainfall characteristics associated with land-
slides in western North Carolina, Phys. Geogr., 29, 289–305,
2008.
Fulton, R. A., Breidenbach, J. P., Seo, D. J., Miller, D. A., and
O’Bannon, T.: The WSR-88D rainfall algorithm, Weather Fore-
cast., 13, 377–395, 1998.
Godt, J. W., Baum, R. L., Savage, W. Z., Salciarini, D., Schulz,
W. H., and Harp, E. I.: Transient deterministic shallow land-
slide modeling: Requirements for susceptibility and hazard as-
sessments in a GIS framework, Eng. Geol., 102, 214–226,
doi:10.1016/j.enggeo.2008.03.019, 2008.
Guzzetti, F., Peruccacci, S., Rossi, M., and Stark, C. P.: Rain-
fall thresholds for the initiation of landslides in central
and southern Europe, Meteorol. Atmos. Phys., 98, 239–267,
doi:10.1007/s00703-007-0262-7, 2007.
Hong, Y., Adler, R., and Huffman, G.: Use of satellite remote sens-
ing data in the mapping of global landslide susceptibility, Nat.
Hazards, 43, 245–256, doi:10.1007/s11069-006-9104-z, 2007.
Iverson, R. M.: Landslide triggering by rain inﬁltration, Water Re-
sour. Res., 36, 1897–1910, doi:10.1029/2000wr900090, 2000.
Iverson, R. M., Reid, M. E., and LaHusen, R. G.: Debris-ﬂow mo-
bilization from landslides, Annu. Rev. Earth Planet. Sci., 25, 1,
doi:10.1146/annurev.earth.25.1.85, 1997.
Jackson, P. S.: On the displacement height in the logarithmic veloc-
ity proﬁle, J. Fluid Mechan., 111, 15–25, 1981.
Kirschbaum, D. B., Adler, R., Hong, Y., Kumar, S., Peter-Lidard,
C., and Lerner-Lam, A.: Advances in landslide nowcasting: eval-
uation of a global and regional modeling approach, Environ.
Earth Sci., 66, 6, doi:10.1007/s12665-011-0990-3, 2011.
Lanni, C., Borga, M., Rigon, R., and Tarolli, P.: Modelling shal-
low landslide susceptibility by means of a subsurface ﬂow path
connectivity index and estimates of soil depth spatial distribu-
tion, Hydrol Earth Syst Sc, 16, 3959–3971, doi:10.5194/hess-16-
3959-2012, 2012.
Lee, L. G., Tanner, P. A., Horne, C. S., and Greer, S.:
The Qualla Boundary Flash Flood of 14 and 15 July
2011, available at: http://www.erh.noaa.gov/er/gsp/localdat/
cases/2011/14JulyQuallaBoundaryFF (last access: 21 June
2013), 2011.
Liao, Z., Hong, Y., Kirschbaum, D., Adler, R. F., Gourley, J.
J., and Wooten, R.: Evaluation of TRIGRS (transient rainfall
inﬁltration and grid-based regional slope-st ability analysis)’s
predictive skill for hurricane-triggered landslides: a case study
in Macon County, North Carolina, Nat Hazards, 58, 325–339,
doi:10.1007/s11069-010-9670-y, 2011.
Lu, N. and Godt, J.: Inﬁnite slope stability under steady un-
saturated seepage conditions, Water Resour. Res., 44, 11,
doi:10.1029/2008wr006976, 2008.
Mesinger, F., DiMego, G., Kalnay, E., Mitchell, K., Shafran, P.
C., Ebisuzaki, W., Jovic, D., Woollen, J., Rogers, E., Berbery,
E. H., Ek, M. B., Fan, Y., Grumbine, R., Higgins, W., Li, H.,
Lin, Y., Manikin, G., Parrish, D., and Shi, W.: North Ameri-
can regional reanalysis, B. Am. Meteorol. Soc., 87, 343–360,
doi:10.1175/bams-87-3-343, 2006.
Milledge, D. G., Grifﬁths, D. V., Lane, S. N., and Warburton, J.:
Limits on the validity of inﬁnite length assumptions for mod-
elling shallow landslides, Earth Surf. Process. Landf., 37, 1158–
1166, doi:10.1002/Esp.3235, 2012.
Miller, J. A.: Ground water atlas of the United States, introduction
and national summary, US Geol Surv, HA-730 (and volumes
within the HA-730 series), available at: http://capp.water.usgs.
gov/gwa/index.html (last access: 21 June 2013), 1999.
Hydrol. Earth Syst. Sci., 18, 367–388, 2014 www.hydrol-earth-syst-sci.net/18/367/2014/J. Tao and A. P. Barros: Coupled prediction of ﬂood response in the Southern Appalachians, USA 387
Mirus, B. B., Ebel, B. A., Loague, K., and Wemple, B. C.:
Simulated effect of a forest road on near-surface hydrologic
response: redux, Earth Surf. Process. Landf., 32, 126–142,
doi:10.1002/Esp.1387, 2007.
Montgomery, D. R. and Dietrich, W. E.: A Physically-Based Model
for the Topographic Control on Shallow Landsliding, Water Re-
sour. Res., 30, 1153–1171, doi:10.1029/93wr02979, 1994.
Morrissey, M. M., Wieczorek, G. F., and Morgan, B. A.: A com-
parative analysis of simulated and observed landslide locations
triggered by Hurricane Camille in Nelson County, Virginia, Hy-
drol. Process., 22, 524–531, doi:10.1002/Hyp.6882, 2008.
Ponce, V. M. and Yevjevich, V.: Muskingum-Cunge Method with
Variable Parameters, J. Hydraul. Division-Asce, 104, 1663–
1667, 1978.
Prat, O. P. and Barros, A. P.: Combining a Rain Microphysical
Model and Observations: Implications for Radar Rainfall Esti-
mation, in: 2009 Ieee Radar Conference, Vols 1 and 2, IEEE
Radar Conference, 805–808, 2009.
Prat,O.P.andBarros,A.P.:Groundobservationstocharacterizethe
spatialgradientsandverticalstructureoforographicprecipitation
–ExperimentsintheinnerregionoftheGreatSmokyMountains,
J. Hydrol., 391, 143–158, doi:10.1016/j.jhydrol.2010.07.013,
2010.
Price, K., Jackson, C. R., and Parker, A. J.: Variation of surﬁcial
soil hydraulic properties across land uses in the southern Blue
Ridge Mountains, North Carolina, USA, J. Hydrol., 383, 256–
268, doi:10.1016/j.jhydrol.2009.12.041, 2010.
Price, K., Jackson, C. R., Parker, A. J., Reitan, T., Dowd, J.,
and Cyterski, M.: Effects of watershed land use and geo-
morphology on stream low ﬂows during severe drought con-
ditions in the southern Blue Ridge Mountains, Georgia and
North Carolina, United States, Water Resour. Res., 47, W02516,
doi:10.1029/2010wr009340, 2011.
Radbruch-Hall, D. H., Colton, R. B., Davies, W. E., Lucchitta, I.,
Skipp, B. A., and Varnes, D. J.: Landslide overview map of
the conterminous United States, US Government Printing Ofﬁce,
1982.
Rawls, W. J., Brakensiek, D. L., and Saxton, K. E.: Estimation of
Soil Water Properties, T. ASAE, 25, 1316–1320, 1982.
Rigon, R., Bertoldi, G., and Over, T. M.: GEOtop: A distributed
hydrological model with coupled water and energy budgets, J.
Hydrometeorol., 7, 371–388, doi:10.1175/Jhm497.1, 2006.
Rossi, G., Catani, F., Leoni, L., Segoni, S., and Tofani, V.:
HIRESSS: a physically based slope stability simulator for
HPC applications, Nat. Hazards Earth Syst. Sci., 13, 151–166,
doi:10.5194/nhess-13-151-2013, 2013.
Safaei, M., Omar, H., Huat, B. K., Yousof, Z. B. M., and Ghiasi, V.:
Deterministic Rainfall Induced Landslide Approaches, Advan-
tage and Limitation, Electron. J. Geotechn. Eng., 16, 1619–1650,
2011.
Salciarini, D., Godt, J. W., Savage, W. Z., Conversini, P., Baum, R.
L., and Michael, J. A.: Modeling regional initiation of rainfall-
induced shallow landslides in the eastern Umbria Region of
central Italy, Landslides, 3, 181–194, doi:10.1007/s10346-006-
0037-0, 2006.
Sas Jr., R. J. and Eaton, L. S.: Quartzite terrains, geologic controls,
and basin denudation by debris ﬂows: their role in long-term
landscape evolution in the central Appalachians, Landslides, 5,
97–106, doi:10.1007/s10346-007-0108-x, 2008.
Saulnier, G. M., Beven, K., and Obled, C.: Including spatially vari-
able effective soil depths in TOPMODEL, J. Hydrol., 202, 1,
doi:10.1016/s0022-1694(97)00059-0, 1997.
Schwarz, G. and Alexander, R.: Soils data for the conterminous
United States derived from the NRCS State Soil Geographic
(STATSGO) data base, US Geological Survey Open-File Report,
95–449, 1995.
Sidle, R. C. and Wu, W. M.: Evaluation of the temporal and spatial
impacts of timber harvesting on landslide occurrence, Water Sci.
Appl., 2, 179–193, 2001.
Simoni, S., Zanotti, F., Bertoldi, G., and Rigon, R.: Modelling the
probability of occurrence of shallow landslides and channelized
debris ﬂows using GEOtop-FS, Hydrol. Process., 22, 532–545,
doi:10.1002/hyp.6886, 2008.
Smith, J. A., Seo, D. J., Baeck, M. L., and Hudlow, M. D.: An in-
tercomparison study of NEXRAD precipitation estimates, Water
Resour. Res., 32, 2035–2045, 1996.
Tao, J. and Barros, A. P.: Prospects for Flash Flood Forecasting
in Mountainous Regions–An Investigation of Tropical Storm
Fay in the Southern Appalachians, J. Hydrol., 506, 69–89,
doi:10.1016/j.jhydrol.2013.02.052, 2013.
Tarolli, P. and Tarboton, D. G.: A new method for determination of
most likely landslide initiation points and the evaluation of digi-
tal terrain model scale in terrain stability mapping, Hydrol. Earth
Syst. Sci., 10, 663–677, doi:10.5194/hess-10-663-2006, 2006.
Taylor, D. W.: Fundamentals of soil mechanics, J. Wiley, New York,
1948.
Trapp Jr., H. and Horn, M.: Ground Water Atlas of the United
States: Delaware, Maryland, New Jersey, North Carolina, Penn-
sylvania, Virginia, West Virginia HA 730-L, US Geological Sur-
vey, 1997.
Vasiloff, S. V., Seo, D. J., Howard, K. W., Zhang, J., Kitzmiller,
D. H., Mullusky, M. G., Krajewski, W. F., Brandes, E. A.,
Rabin, R. M., Berkowitz, D. S., Brooks, H. E., McGinley,
J. A., Kuligowski, R. J., and Brown, B. G.: Improving QPE
and very short term QPF: An initiative for a community-wide
integrated approach, B. Am. Meteorol. Soc., 88, 1899–1911,
doi:10.1175/bams-88-12-1899, 2007.
Wieczorek, G. F. and Morgan, B. A.: Debris-ﬂow Hazards Within
the Appalachian Mountains of the Eastern United States, US
Geological Survey Fact Sheet 2008–3070, 4 p., available at:
http://pubs.usgs.gov/fs/2008/3070/ (last access: 21 June 2013),
2008.
Wieczorek,G.F.,Mossa,G.S.,andMorgan,B.A.:Regionaldebris-
ﬂow distribution and preliminary risk assessment from severe
storm events in the Appalachian Blue Ridge Province, USA,
Landslides, 1, 1, doi:10.1007/s10346-003-0003-z, 2004.
Wieczorek, G. F., Eaton, L. S., Morgan, B. A., Wooten, R., and
Morrissey, M.: An examination of selected historical rainfall-
Induced debris-ﬂow events within the central and southern Ap-
palachian Mountains of the eastern United States, US Geolog-
ical Survey Open-File Report 2009–1155, 25 p., available at:
http://pubs.usgs.gov/of/2009/1155 (last access: 21 June 2013),
2009.
Witt, A. C.: A Brief History of Debris Flow Occurrence in the
French Broad River Watershed, Western North Carolina, The
North Carolina Geographer, 13, 59–82, 2005a.
www.hydrol-earth-syst-sci.net/18/367/2014/ Hydrol. Earth Syst. Sci., 18, 367–388, 2014388 J. Tao and A. P. Barros: Coupled prediction of ﬂood response in the Southern Appalachians, USA
Witt,A.C.:UsingaGIS(GeographicInformationSystem)tomodel
slope instability and debris ﬂow hazards in the French Broad
River watershed, North Carolina, Master of Science, Marine,
Earth and Atmospheric Sciences, North Carolina State Univer-
sity, 165 pp., 2005b.
Wooten, R. M., Gillon, K. A., Witt, A. C., Latham, R. S., Dou-
glas, T. J., Bauer, J. B., Fuemmeler, S. J., and Lee, L. G.:
Geologic, geomorphic, and meteorological aspects of debris
ﬂows triggered by Hurricanes Frances and Ivan during Septem-
ber 2004 in the Southern Appalachian Mountains of Macon
County, North Carolina (southeastern USA), Landslides, 5, 31–
44, doi:10.1007/s10346-007-0109-9, 2008.
Wooten, R. M., Gillon, K. A., Douglas, T. J., Witt, A. C., Bauer, J.
B., and Fuemmeler, S. J.: Report on the January 7, 2009, Bear
Trail debris ﬂow, Haywood County, North Carolina, North Car-
olina Geological Survey, Division of Land Resources, Depart-
ment of Environment and Natural Resources, 2009.
Wu, W. M. and Sidle, R. C.: A distributed slope stability
model for steep forested basins, Water Resour. Res., 31, 8,
doi:10.1029/95wr01136, 1995.
Yildiz, O. and Barros, A. P.: Climate Variability and Hydro-
logic Extremes-Modeling the Water and Energy Budgets in the
Monongahela River Basin, Climate and Hydrology in Mountain
Areas, Wiley, 2005.
Yildiz, O. and Barros, A. P.: Elucidating vegetation controls on the
hydroclimatology of a mid-latitude basin, J. Hydrol., 333, 431–
448, doi:10.1016/j.jhydrol.2006.09.010, 2007.
Yildiz, O. and Barros, A. P.: Evaluating spatial variability and scale
effects on hydrologic processes in a midsize river basin, Scient.
Res. Essays, 4, 217–225, 2009.
Young, C. B., Nelson, B. R., Bradley, A. A., Smith, J. A., Peters-
Lidard, C. D., Kruger, A., and Baeck, M. L.: An evaluation of
NEXRAD precipitation estimates in complex terrain, J. Geo-
phys. Res.-Atmos., 104, 19691–19703, 1999.
Zhang, J., Howard, K., Langston, C., Vasiloff, S., Kaney, B.,
Arthur, A., Van Cooten, S., Kelleher, K., Kitzmiller, D., Ding,
F., Seo, D.-J., Wells, E., and Dempsey, C.: National Mosaic
and Multi-Sensor QPE (NMQ) System: Description, Results,
and Future Plans, B. Am. Meteorol. Soc., 92, 1321–1338,
doi:10.1175/2011bams-d-11-00047.1, 2011.
Hydrol. Earth Syst. Sci., 18, 367–388, 2014 www.hydrol-earth-syst-sci.net/18/367/2014/