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Abstract
One of the authors has recently introduced the concept of conju-
gate Hamiltonian systems: the solution of the equation h = H(p, q, t),
where H is a given Hamiltonian containing t explicitly, yields the func-
tion t = T (p, q, h), which defines a new Hamiltonian system with Hamil-
tonian T and independent variable h. By employing this construction and
by using the fact that the classical Painleve´ equations are Hamiltonian
systems, it is straightforward to associate with each Painleve´ equation
two new integrable ODEs. Here, we investigate the conjugate Painleve´
II equations. In particular, for these novel integrable ODEs, we present
a Lax pair formulation, as well as a class of implicit solutions. We also
construct conjugate equations associated with Painleve´ I and Painleve´ IV
equations.
Keywords: Painleve´ equation, conjugate Painleve´ equation, integrable nonlinear
ODE, Lax pair
1 Introduction
The mathematical and physical significance of Painleve´ equations [10] is well
established [7]. In particular, regarding Painleve´ II, we note the following:
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(a) A new method for solving its initial value problem, the so-called isomon-
odromy method, was introduced in [4]; this method was imbedded within
the framework of the Riemann-Hilbert formalism in [6]. Rigorous aspects
of this formalism, including the proof that the solution possesses the so-
called Painleve´ property, were discussed in Fokas and Zhou [8].
(b) There exist several Lax pairs for Painleve´ II, including those presented in
[4], in Jimbo and Miwa [11], and in Harnad, Tracy and Widom [9].
(c) Painleve´ II is a Hamiltonian system [4][14][13].
(d) It is possible to construct certain particular explicit solutions of Painleve´
II using certain “Ba¨cklund transformations” [15] [13] and [5].
The concept of conjugate Hamiltonian systems is introduced in [16]: The
solution of the equation h = H(p, q, t), where H is a given Hamiltonian which
contains t explicitly, yields the function t = T (p, q, h). The Hamiltonian sys-
tem with Hamiltonian T and independent variable h is called conjugate to the
Hamiltonian system with Hamiltonian H . The conjugate Hamiltonian system
has the following properties:
1. If p = p(t), q = q(t) is a solution of the Hamiltonian system with Hamil-
tonian H , then p = p(t(h)), q = q(t(h))1, is a solution of the conjugate
Hamiltonian system, where t = t(h) is the so-called t-function, the inverse
function of the h−function2.
2. A first integral of a Hamiltonian system, also provides a first integral of
the associated conjugate Hamiltonian system.
The classical Painleve´ equations are Hamiltonian systems, thus we can asso-
ciate with each Painleve´ equation a conjugate Hamiltonian system. The gauge
freedom of a Hamiltonian implies that we can in fact associate an infinite family
of integrable second-order nonlinear ODEs with a given Painleve´ equation. Fur-
thermore, by utilising the gauge freedom of the conjugate Hamiltonian, we can
associate with any of the conjugate ODEs constructed, another infinite family
of integrable ODEs, etc. Here, we only present the ODEs with the simplest
form.
This paper is organized as follows: In section 2, we construct the conjugate
Painleve´ II and also derive an associated Lax pair. In section 3, we construct
a class of explicit solutions of the conjugate Painleve´ II. In section 4, we derive
the conjugate ODEs corresponding to Painleve´ I and IV. In section 5, we prove
a general theorem for constructing Lax pairs for conjugate Painleve´ equations.
In section 6, we discuss further these results.
1 We sometimes write p(h), q(h) instead of p(t(h)), q(t(h)).
2We recall that the h−function, h = h(t), is defined by h(t) = H(p(t), q(t), t)).
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2 The conjugate Painleve´ II equation
Let PII denote the second Painleve´ equation, namely
PII :
d2q
dt2
= 2q3 + tq + b−
1
2
, t, q ∈ C, (2.1)
where b is an arbitrary complex constant. PII possesses the Hamiltonian H ,
where
H(p, q, t) =
1
2
p2 −
(
q2 +
t
2
)
p− bq. (2.2)
Indeed, Hamilton’s equations associated with H are
dp
dt
= −
∂H
∂q
= 2pq + b, (2.3a)
dq
dt
=
∂H
∂p
= p− q2 −
t
2
. (2.3b)
Eliminating from equations (2.3) the variable p we find PII :
d2q
dt2
= 2pq + b− 2q
(
p− q2 −
t
2
)
−
1
2
,
which is equation (2.1).
If we eliminate from equations (2.3) the variable q, we find an other second
order integrable ODE, which appears in the list of Ince [10] as XXXIV , and
which we denote by P˜II
3:
P˜II :
d2p
dt2
=
1
2p
(dp
dt
)2
−
b2
2p
+ 2p2 − tp, t, p ∈ C. (2.4)
Indeed,
d2p
dt2
= 2q(2pq + b) + 2p
(
p− q2 −
t
2
)
= 2p2 − tp+ 2pq2 + 2bq.
Replacing in this equation q from equation (2.3a), we find equation (2.4).
Remark 2.1 It has been shown in [5] that there exists a one-to-one correspon-
dence between solutions of PII and P˜II . This result follows directly from their
Hamiltonian structure (2.3).
3Either P˜II or PII could have been chosen as the second Painleve´ equation. The historical
choice of PII is due to Painleve´ himself [10].
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Notations Prime, “ ′ ”, denotes derivative with respect to h.
Proposition 2.2 The conjugate equations of PII and of P˜II , i.e., the conjugate
equations of equations (2.1) and (2.4), are the following ODEs:
CPII :
d2q
dh2
= (q′ + 1)
(1− 2b− bq′
h+ bq
+ 8q
( −q′ − 1
2h+ 2bq
) 1
2
)
, h, q ∈ C, (2.5a)
C˜PII :
d2p
dh2
= 4 +
8h
p2
−
4b2
p3
, h, p ∈ C. (2.5b)
Equations (2.5) possess the Hamiltonian function T , where
T (p, q, h) = (p− 2q2)−
2h+ 2bq
p
. (2.6)
Moreover, equations (2.5) admit the following Lax pair:
∂ψ
∂λ
=
{
1
2λ
(
b 0
−p −b
)
+
(
q 1p (2h+ 2bq)
1
2 −q
)
+ λ
(
0 1
0 0
)}
ψ, (2.7a)
∂ψ
∂h
=
{
−
2
p
(
−q 0
− 12 q
)
− λ
2
p
(
0 −1
0 0
)}
ψ, λ ∈ C, (2.7b)
where ψ is a 2× 2 matrix-valued function of λ and h.
Proof. The solution of the equation
h =
1
2
p2 − (q2 +
t
2
)p− bq, (2.8)
yields
t = T (p, q, h), (2.9)
where the function T denotes the RHS of equation (2.6). The associated Hamil-
ton’s equations are:
dp
dh
=
∂T
∂q
= −4q −
2b
p
, (2.10a)
dq
dh
= −
∂T
∂p
= −1−
2h+ 2bq
p2
. (2.10b)
Eliminating from equations (2.10) the function q we find,
d2p
dh2
= −4
(
− 1−
2h+ 2bq
p2
)
+
2b
p2
(
− 4q −
2b
p
)
,
which is equation (2.5b). Similarly, eliminating from equations (2.10) the func-
tion p we find equation (2.5a).
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The Lax pair (2.7) can be verified directly. Indeed, under the assumption
that pλ = 0 and qλ = 0, i.e, the compatibility equation
∂2ψ
∂h∂λ
=
∂2ψ
∂λ∂h
,
is equivalent to equations (2.10), and so is equivalent to equations (2.5).
Alternatively, equations (2.7) can be derived from the following Lax pair of
PII and P˜II
4:
∂ψ
∂λ
=
{
1
2λ
(
b 0
−p −b
)
+
(
q p− 2q2 − t
1
2 −q
)
+ λ
(
0 1
0 0
)}
ψ, (2.11a)
∂ψ
∂t
= −
{(
q 0
1
2 −q
)
+ λ
(
0 1
0 0
)}
ψ. (2.11b)
Indeed, the HTW-pair (2.11) is a Lax pair for Hamilton’s equations (2.3) [12].
By applying Proposition 5.1, it can be shown that equations (2.11) imply equa-
tions (2.7).

3 Solving CPII and C˜PII
The discussion in the introduction implies that starting with the well-known
special solutions of PII and P˜II , we can construct special solutions for CPII and
C˜PII . It also implies that we can solve, at least implicitly, the general initial
problem.
3.1 A class of special solutions
First we recall the rational solutions of PII and P˜II . There are two fundamental
types of Ba¨cklund transformations for PII and P˜II which were derived in [15], [5],
[13]. Taking into consideration Remark 2.1, we express these transformations
for Hamilton’s equations (2.3):
(i) Suppose that (q(t; b), p(t; b)) is a solution of equations (2.3) with constant
b. Then
(qˆ(t), pˆ(t)) = (q(t; b) +
b
p(t; b)
, p(t; b))
is a solution of equations (2.3) with constant −b.
(ii) Suppose that (q(t; b), p(t; b)) is a solution for equations (2.3) with constant
b. Then
(qˆ(t), pˆ(t)) = (−q(t; b), − p(t; b) + 2q2(t; b) + t)
is a solution of equations (2.3) with constant 1− b.
4This pair is the so-called Harnad-Tracy-Widom pair (HTW-pair), which was first discov-
ered by Harnad, Tracy and Widom in [9] and first written out explicitly by Joshi, Kitaev and
Treharne in [12].
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The transformations (i) and (ii) imply, respectively, hˆ(t) = h(t) and hˆ(t) =
h(t) + q(t).
Starting from a particular solution q = 0, p = t/2 with b = 1/2, and applying
the above Ba¨cklund transformations, we can obtain a class of rational solutions
[15], [5], [13] for PII and P˜II . For example:
q = 2(t
3
−2)
t(t3+4) , p =
t3+4
2t2 , h = −
t2
8 +
1
t with b = −
3
2 ;
q = 1t , p =
t
2 , h = −
t2
8 with b = −
1
2 ;
q = 0, p = t2 , h = −
t2
8 with b =
1
2 ;
q = − 1t , p =
t3+4
2t2 , h = −
t2
8 +
1
t with b =
3
2 ;
By inverting the h−function and substituting the resulting t−function to
the rational solutions for PII and P˜II , we obtain the following solutions for CPII
and C˜PII :
•
q =
2
((
2
3
)2/3
D1/3 −
(
2
3
)1/3
4hD−1/3
)3
− 4(
2
3
)2/3
D1/3 −
(
2
3
)1/3
4hD−1/3
[((
2
3
)2/3
D1/3 −
(
2
3
)1/3
4hD−1/3
)3
+ 4
] ,
(3.1a)
p =
4 +
((
2
3
)2/3
D1/3 −
(
2
3
)1/3
4hD−1/3
)3
2
((
2
3
)2/3
D1/3 −
(
2
3
)1/3
4hD−1/3
)2 , (3.1b)
t =
(2
3
)2/3
D1/3 −
(2
3
)1/3
4hD−1/3 (3.1c)
with b = − 32 , where D = 9 +
(
81 + 96h3
)1/2
;
•
q =
1
2(−2h)1/2
, p = (−2h)1/2, t = 2(−2h)1/2 (3.2)
with b = − 12 ;
•
q = 0, p = (−2h)1/2, t = 2(−2h)1/2 (3.3)
with b = 12 ;
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•q = −
((2
3
)2/3
D1/3 −
(2
3
)1/3
4hD−1/3
)
−1
, (3.4a)
p =
4 +
((
2
3
)2/3
D1/3 −
(
2
3
)1/3
4hD−1/3
)3
2
((
2
3
)2/3
D1/3 −
(
2
3
)1/3
4hD−1/3
)2 , (3.4b)
t =
(2
3
)2/3
D1/3 −
(2
3
)1/3
4hD−1/3 (3.4c)
with b = 32 , where D = 9 +
(
81 + 96h3
)1/2
;
The four particular solutions computed above can be verified directly. For
|b| > 3/2, in order to compute the corresponding solutions we need to solve
polynomial equations of order higher than 4.
Using the transformations (i) and (ii), we find the following result:
Proposition 3.1 (Ba¨cklund transformations)
(i) Suppose that (q(h; b), p(h; b)) is a solution of equations (2.10) with constant
b. Then
(qˆ(h), pˆ(h)) = (q(h; b) +
b
p(h; b)
, p(h; b))
is a solution of equations (2.10) with constant −b.
(ii) Suppose that (q(h; b), p(h; b)) is a solution of equations (2.3) with constant
b. Then
(qˆ(hˆ), pˆ(hˆ) = (−q(h; b),
−2h+ 2bq(h; b)
p(h; b)
)
is a solution of equations (2.3) with constant 1−b and independent variable
hˆ, where hˆ = h+ q(h; b).
Remark 3.2 The solutions (3.1) – (3.4) can also be generated by employing
Proposition 3.1. The main difficulty for the explicit computation of these solu-
tions is the requirement of solving the equation hˆ = h+ q(h; b) for h in terms of
hˆ, h = h(hˆ).
3.2 An implicit representation of the solution of the initial
value problem
We study the following initial value problem (IVP) of C˜PII :
d2p
dh2
= 4 +
8h
p2
−
4b2
p3
, (3.5a)
p|h=h0 = p0, p
′|h=h0 = p1. (3.5b)
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C˜PII is equivalent to Hamilton’s equations (2.10). Using these equations,
we can find the initial values of q and q′ at h = h0 :
q|h=h0 = −
b
2p0
−
p1
4
:= q0, q
′|h=h0 = −1−
2h0 + 2bp1
p20
−
b2
p30
:= q1.
Thus,
t0 = T (p0, q0, h0), q|t=t0 = q0, p|t=t0 = p0.
Next, from the Hamiltonian structure (2.3) of PII , we obtain the following
initial values:
dq
dt
∣∣∣
t=t0
= 2p0q0 + b,
dp
dt
∣∣∣
t=t0
= p0 − q
2
0 − t0/2.
The IVP of PII with initial values q|t=t0 and
dq
dt
∣∣
t=t0
, can be solved via the
isomonodromy method and yields
q = q(t).
Substituting this solution to equation (2.3), we obtain
p = p(t).
The h−function is obtained by
h(t) = H(p(t), q(t), t).
By the inverse function theorem, as least locally, we obtain
t = t(h).
Thus, the implicit solution of the IVP of C˜PII is given by
p = p(t(h)).
The IVP for CPII can be solved in a similar way.
4 Conjugate equations of Painleve´ I and IV
Let PI denote the first Painleve´ equation, namely
PI :
d2q
dt2
= 6q2 + t, t, q ∈ C. (4.1)
PI possesses the Hamiltonian H , where
H(p, q, t) =
1
2
p2 − 2q3 − tq. (4.2)
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Indeed, the associated Hamilton’s equations are
dp
dt
= −
∂H
∂q
= 6q2 + t, (4.3a)
dq
dt
=
∂H
∂p
= p. (4.3b)
Eliminating from equations (4.3) the variable p we find PI :
d2q
dt2
= 6q2 + t.
Eliminating from equations (4.3) the variable q we find P˜I :
P˜I :
d2p
dt2
= 2p
(
6
dp
dt
− 6t
)1/2
+ 1, t, p ∈ C. (4.4)
Indeed,
d2p
dt2
= 12qp+ 1.
Replacing in this equation q from equation (4.3a), we find equation (4.4).
Proposition 4.1 The conjugate equations of equations PI and of P˜I , i.e., the
conjugate equations of equations (4.1) and (4.4), are the following ODEs:
CPI :
d2q
dh2
= −
1
2q
( dq
dh
)2
+ 4−
h
q3
, h, q ∈ C, (4.5a)
C˜PI :
d2p
dh2
=
2hp− p3
F (p′, p, h)4
+
1− pp′
F (p′, p, h)2
+
4p
F (p′, p, h)
, h, p ∈ C, (4.5b)
where F is a solution of the following equation
4F 3 + p′F 2 +
1
2
p2 − h = 0, h, p, F ∈ C.
Equations (4.5) possess the Hamiltonian T , where
T (p, q, h) =
1
2
p2
q
− 2q2 −
h
q
. (4.6)
Proof. The solution of the equation
h =
1
2
p2 − 2q3 − tq, (4.7)
yields
t = T (p, q, h), (4.8)
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where the function T denotes the RHS of equation (4.6). The associated Hamil-
ton’s equations are:
dp
dh
=
∂T
∂q
= −
1
2
p2
q2
− 4q +
h
q2
, (4.9a)
dq
dh
= −
∂T
∂p
= −
p
q
. (4.9b)
Eliminating from equations (4.9) the function p we find,
d2q
dh2
= −
1
2q
( dq
dh
)2
+ 4−
h
q3
,
which is equation (4.5a). Similarly, eliminating from equations (4.9) the function
q we find equation (4.5b).

Let PIV denote the fourth Painleve´ equation, namely
PIV :
d2q
dt2
=
1
2q
(dq
dt
)2
+
3
2
q3+2tq2+
( t2
2
+a1+2a2−1
)
q−
a21
2q
, t, q ∈ C. (4.10)
where a1, a2 are arbitrary complex constants. PIV possesses the Hamiltonian
H , where
H(p, q, t) = qp(p− q − t)− a2q − a1p. (4.11)
The associated Hamilton’s equations are
dp
dt
= −
∂H
∂q
= −p2 + 2pq + pt+ a2, (4.12a)
dq
dt
=
∂H
∂p
= −q2 + 2pq − qt− a1. (4.12b)
Eliminating from equations (4.12) the variable p we find PIV :
d2q
dt2
=
1
2q
(dq
dt
)2
+
3
2
q3 + 2tq2 +
( t2
2
+ a1 + 2a2 − 1
)
q −
a21
2q
.
Eliminating from equations (4.12) the variable q we find P˜IV :
P˜IV :
d2p
dt2
=
1
2p
(dp
dt
)2
+
3
2
p3−2tp2+
( t2
2
−2a1−a2+1
)
p−
a22
2p
, t, p ∈ C. (4.13)
Indeed,
d2p
dt2
= −2p
dp
dt
+ 2p(−q2 + 2pq − qt− a1) + 2
dp
dt
q +
dp
dt
t+ p.
Replacing in this equation q from equation (4.12a), we find equation (4.13).
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Proposition 4.2 The conjugate equations of equations PIV and of P˜IV , i.e.,
the conjugate equations of equations (4.10) and (4.13), are the following ODEs:
CPIV :
d2q
dh2
=
1 + q′
hq + a2q2
(
q − 2q2(1 + q′)G1+2(h+ a1G1) + q
′(h+ 2a1G1)
)
,
h, q ∈ C,
(4.14a)
C˜PIV :
d2p
dh2
=
1 + p′
hp+ a1p2
(
p+ 2p2(1 + p′)G2+2(h+ a2G2) + p
′(h+ 2a2G2)
)
,
h, p ∈ C,
(4.14b)
where G1 =
(
− h+a2qq+qq′
)1/2
, G2 =
(
h+a1p
p+pp′
)1/2
.
Equations (4.14) possess the Hamiltonian T , where
T (p, q, h) = p− q −
a2
p
−
a1
q
−
h
pq
. (4.15)
Proof. The solution of the equation
h = qp(p− q − t)− a2q − a1p, (4.16)
yields
t = T (p, q, h), (4.17)
where the function T denotes the RHS of equation (4.15). The associated Hamil-
ton’s equations are:
p′ =
∂T
∂q
=
h
q2p
+
a1
q2
− 1, (4.18a)
q′ = −
∂T
∂p
= −
h
p2q
−
a2
p2
− 1. (4.18b)
Eliminating from equations (4.18) the function p we find (4.14a). Similarly,
eliminating from equations (4.18) the function p we find equation (4.14b).

Remark 4.3 Every hamiltonian has the gauge freedom H˜ = H + f(t), where
f(t) is an arbitrary function of t. This implies that we can associate infinitely
many ODEs with each Painleve´ equation. Among these ODEs, the ODEs pre-
sented here are expected to have the simplest form.
Remark 4.4 We note that conjugate Painleve´ equations are of the form y′′ =
F (y, y′, t), where F is algebraic in y, y′. The corresponding conjugate Hamilto-
nian systems are of the form
p′ = F1(p, q, h), (4.19a)
q′ = F2(p, q, h), (4.19b)
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where F1 and F2 are rational in p, q.
5 Lax pairs for conjugate equations
The following proposition provides a method for constructing Lax pairs for
conjugate Painleve´ equations.
Proposition 5.1 An explicit Lax pair for the Hamiltonian form of any Painleve´
equation, leads an explicit Lax pair for the Hamiltonian form of the correspond-
ing conjugate Painleve´ equation. The relevant construction involves the follow-
ing steps:
(i) Substitute the t−function into the Lax pair of a given Painleve´ equation,
so that the new independent variables become λ and h (instead of λ and
t).
(ii) Replace in the resulting Lax pair the unknown functions by the associated
explicit functions of (p, q, h).
Proof. Let H(p, q, t) be a Hamiltonian of a given Painleve´ equation, i.e., the
given Painleve´ equation is equivalent to Hamilton’s equations
dp
dt
= −
∂H
∂q
,
dq
dt
=
∂H
∂p
. (5.1)
Let T (p, q, h) be the associated conjugate Hamiltonian, i.e., the associated con-
jugate Painleve´ equation is equivalent to Hamilton’s equations
dp
dh
=
∂T
∂q
,
dq
dh
= −
∂T
∂p
. (5.2)
Suppose equations (5.1) admit the following Lax pair:
∂ψ
∂λ
(λ, t) = A(p(t), q(t), t, λ)ψ(λ, t), (5.3a)
∂ψ
∂t
(λ, t) = B(p(t), q(t), t, λ)ψ(λ, t), λ ∈ C, (5.3b)
where A and B are two known k × k matrix-valued functions of (p, q, t), and
the function ψ is a k × k matrix-valued function of λ and t (for some k > 1).
Equations (5.3) imply Lax’s equation
∂tA− ∂λB + [A,B] = 0,
5 (5.4)
where [ · , · ] denotes the usual matrix commutator.
5We mention that ∂tA =
∂A
∂p
dp
dt
+ ∂A
∂q
dq
dt
+ ∂A
∂t
,
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Let h = h(t) denote the h−function and let t = t(h) denote the t−function,
which is the inverse of the h−function. Let φ(λ, h) = ψ(λ, t(h)). Replacing in
equations (5.3) ψ by φ, we find
∂φ
∂λ
(λ, h) = A(p(t(h)), q(t(h)), t(h), λ)φ(λ, h), (5.5a)
∂φ
∂h
(λ, h) =
dt
dh
B(p(t(h)), q(t(h)), t(h), λ)φ(λ, h). (5.5b)
Both the h−function and the t−function are unknown functions (the knowl-
edge of these functions requires solving Hamilton’s equations). However, by the
definition of the conjugate Hamiltonian, we have
t(h) = T (p(t(h)), q(t(h)), h). (5.6)
Moreover, the conjugate Hamiltonian structure (5.2) implies
dt
dh
=
∂T
∂h
. (5.7)
Using in equations (5.5) equations (5.6) and (5.7) to replace the unknown func-
tions in terms of explicit functions, we obtain the following Lax pair for equations
(5.2):
∂φ
∂λ
= A(p, q, T (p, q, h), λ)φ, (5.8a)
∂φ
∂h
=
∂T
∂h
B(p, q, T (p, q, h), λ)φ. (5.8b)
Indeed, Lax’s equation reads:
∂hA−
∂T
∂h
∂λB +
∂T
∂h
[A,B] = 0. (5.9)
Noting that
∂h =
dt
dh
∂t =
∂T
∂h
∂t,
we find that equation (5.9) is just equation (5.4) using h as the independent
variable.

Example 5.2 (A Lax pair for CPI and C˜PI) Recall the Jimbo-Miwa pair
[11][12] for Hamilton’s equations (4.3) of Painleve´ I:
∂ψ
∂λ
=
{(
−p q2 + t/2
−4q p
)
+ λ
(
0 q
4 0
)
+ λ2
(
0 1
0 0
)}
ψ, (5.10a)
∂ψ
∂t
=
{(
0 q
2 0
)
+ λ
(
0 1/2
0 0
)}
ψ. (5.10b)
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Replacing in equations (5.10) t by
1
2
p2
q
− 2q2 −
h
q
and using
∂T
∂h
= −
1
q
,
we obtain the following Lax pair for CPI and C˜PI :
∂ψ
∂λ
=
{(
−p p
2
4q2 −
h
2q
−4q p
)
+ λ
(
0 q
4 0
)
+ λ2
(
0 1
0 0
)}
ψ, (5.11a)
∂ψ
∂h
= −
1
q
{(
0 q
2 0
)
+ λ
(
0 1/2
0 0
)}
ψ. (5.11b)
This Lax pair can be verified directly.
6 Conclusions
We have introduced a novel class of integrable ODEs, which are related to PI ,
PII , PIV and P˜I , P˜II and P˜IV . The relation between the new ODEs and the
Painleve´ equations is implicit. We recall, that there exist analogous implicit
relations among integrable PDEs, namely the relations derived via the so-called
hodograph transformations. For example, the celebrated Korteweg-de Vries and
Harry-Dym equations are related by precisely such a transformation [3].
Hodograph type transformation do not preserve the Painleve´ property (for
example, solutions for the Harry-Dym equation do not possess this property
[3]). Similarly, we do not expect that conjugate Painleve´ equations to possess
the Painleve´ property. Nevertheless, these equations are integrable. Indeed,
it is possible to construct a large class of solutions of the conjugate equations.
Furthermore, in principle, it is possible to express the solution of the general
initial value problem in terms of the solutions of the initial value problem of
the associated Painleve´ equation. However, the most efficient way to solve the
initial value problem of a given conjugate ODE, is to use its associated Lax
pair. For the conjugate equations of PII and PI , relevant Lax pairs are given
by equations (2.7) and (5.11). For other conjugate ODEs, similar Lax pairs can
be constructed using Proposition (5.1).
Taking into consideration the relation between the implicit transformations
discussed here and hodograph type transformations, it is natural to expect that
the ODEs introduced here might appear as ODE reductions of integrable PDEs
(such as the Harry-Dym equation), which are related to well known integrable
PDEs (such as the Korteweg-de Vries equation) via hodograph transformations.
Acknowledgements D. Yang would like to thank Professor Youjin Zhang for
his advise and for helpful discussions, as well as the China Scholarship Council
14
for supporting him for a joint PhD study at the University of Cambridge. A. S.
Fokas is grateful to the Guggenheim Foundation, USA, for partial support.
References
[1] M. J. Ablowitz, A. S. Fokas, Complex variables: Introduction and applica-
tions, 2nd edition, Cambridge Unviversity Press, Cambridge, 2003.
[2] V. I. Arnold, Mathematical methods of classical mechanics, Springer Verlag
New York Inc., 1978.
[3] P. A. Clarkson, A. S. Fokas, M. J. Ablowitz, Hodograph Transformations
of Linearizable Partial Differential Equations, SIAM Journal on Applied
Mathematics, Vol. 49, No. 4, pp. 1188-1209, 1989.
[4] H. Flaschka, A. C. Newell., Monodromy- and spectrum-preserving deforma-
tions I, Commun. Math. Phys. 76, pp. 65-116, 1980.
[5] A. S. Fokas, M. J. Ablowitz, On a unified approach to transformations
and elementary solutions of Painleve´ equations, J. Math. Phys. 23(11), pp.
2033-2042, 1982.
[6] A. S. Fokas, M. J. Ablowitz, On the initial value problem of the second
Painleve´ transcendent, Commun. Math. Phys. 91, pp. 381-403, 1983.
[7] A. S. Fokas, A. R. Its, A. A. Kapaev, V. Y. Novkoshenov, Painleve´ transcen-
dents: the Riemann-Hilbert approach, Providence, R.I. : American Mathe-
matical Society, 2006.
[8] A. S. Fokas, X. Zhou, On the solvability of Painleve´ II and IV, Commun.
Math. Phys. 144, pp. 601-622, 1992.
[9] J. Harnad, C. A. Tracy, H. Widom, Hamiontian structure of equations
appearing in random matrices, arXiv:hep-th/9301051v1, 1993.
[10] E. L. Ince, Ordinary differential equations(1926), New York: DOVER
PUBLICATIONS, 1956.
[11] M. Jimbo, T. Miwa, Monodromy preserving deformation of linear ordinary
differential equations with rational coefficients: II, Phys. D, 2, pp. 407-408,
1981.
[12] N. Joshi, A. V. Kitaev, P. A. Treharne, On the linearization of the first and
second Painleve´ equations, J. Phys. A: Math. Theor. 42, 2009.
[13] M. Noumi, Painleve´ equations through symmetry, Providence, R.I.: Amer-
ican Mathematical Society, 2004.
[14] K. Okamoto, On the τ-function of the Painleve´ equations, Physica D: Non-
linear Phenomena, V.2, I.3, pp. 525-535, 1981.
15
[15] A. I. Yablonskii, On rational solutions of the second Painleve´ equation,
Vestsi Akad, Navuk BSSR Ser. Fiz.-Tech. Navuk 3, pp. 30-35, 1959. (in
Russian)
[16] D. Yang, On conjugate Hamiltonian systems: I. The finite dimensional
case, (preprint), 2010.
16
