In 3 experiments, the authors studied the organization of spatiotemporal information in memory. Stimuli consisted of configurations of dots, presented sequentially. The stimuli were either proportional, with interdot distances corresponding to interdot durations, or not proportional, with interdot distances not corresponding to interdot durations. After a learning phase, participants reproduced the spatial (Experiment 1), temporal (Experiment 2), or spatial and temporal (Experiment 3) characteristics of the target 60 times in succession. In the nonproportional conditions, effects of variable interdot durations or distances on the reproduction of, respectively, constant distances (tau effect) or durations (kappa effect) were observed, whereas no such effects were observed when variable distances or durations were to be produced. Tau and kappa effects influenced the accuracy but not the variability of responses. The results are discussed in light of the distinction between properties of the stabilized mental image and the process of stabilization.
In 3 experiments, the authors studied the organization of spatiotemporal information in memory. Stimuli consisted of configurations of dots, presented sequentially. The stimuli were either proportional, with interdot distances corresponding to interdot durations, or not proportional, with interdot distances not corresponding to interdot durations. After a learning phase, participants reproduced the spatial (Experiment 1), temporal (Experiment 2), or spatial and temporal (Experiment 3) characteristics of the target 60 times in succession. In the nonproportional conditions, effects of variable interdot durations or distances on the reproduction of, respectively, constant distances (tau effect) or durations (kappa effect) were observed, whereas no such effects were observed when variable distances or durations were to be produced. Tau and kappa effects influenced the accuracy but not the variability of responses. The results are discussed in light of the distinction between properties of the stabilized mental image and the process of stabilization.
Many earlier studies on perception, memory, and motor processes led their authors (Bartlett, 1932; Burnham, 1903; DeCamp, 1915; Gibson, 1929; Hebb, 1949; Köhler, 1947; Lashley, 1950; Loeb, 1901 Loeb, /1973 to consider variability as a normal characteristic of the functioning of the system. Until the recent advent of dynamical approaches (cf. Van Geert, 1999) , contemporary psychology, on the other hand, had shown relatively little interest in intraindividual variability. Although developments in the neurosciences, and in the motor control domain in particular, have brought variability back to the center of the stage, acknowledging that it is inherent in every biologic system (Collins & De Luca, 1993; Newell & Corcos, 1993; Schöner & Kelso, 1988; Webber & Zbilut, 1994) , mainstream cognitive psychology, including the field of memory, has continued to focus on patterns of accuracy as primary indicators of the mode of functioning of the system.
In much the same way, the relation between spatial and temporal dimensions of stimuli was addressed in studies of perception in the first half of the last century (Benussi, 1913; Helson, 1930; Helson & King, 1931) and, more recently, in the domain of motor control (Lee, 2000) . Links between spatial and temporal dynamics of action have been documented in the framework of precision aiming tasks (Fitts, 1954; Meyer, Abrams, Kornblum, Wright, & Smith, 1988; Mottet & Bootsma, 1999) and bimanual coordination tasks (Kelso, 1981; Temprado, Zanone, Monno, & Laurent, 2001; Zanone & Kelso, 1992) . Studies concerning the memorization of visual configurations, however, generally have focused on the spatial characteristics of reproduced configurations, often neglecting their temporal dimension. In the framework of our research program, we consider the evolution over time as an essential element of the response obtained, with the variability of a stable response being an intrinsic property, with a functional role, of the system probed.
The Issue of Variability
Several older and somewhat forgotten studies (Bartlett, 1932; Burnham, 1903; Gibson, 1929) , naturally fitting into a framework that is currently that of the neurosciences, had already approached the question of mental representations from a dynamic point of view. Bartlett (1932) , for example, used a series-reproduction protocol in which participants had to memorize briefly presented short stories or figures. Following this presentation phase, the stimulus was removed, and the participant had to reproduce it from memory. The resulting production was then used as a new inductor for a second reproduction, and so on, for several successive reproductions. The results showed that although at first there were major changes from one reproduction to the next, later on both stories and figure reproductions became schematized and stabilized. Changes from one reproduction to the next were not as large but continued to be present. This image variability at steady state has been classically considered to be the expression of variations that are randomly distributed around a stable reference. Such variability is then described through variable error (Schutz & Roy, 1973) or, more generally, the standard deviation. Note that such procedures suggest that researchers distinguish between image accuracy and image variability when the learning process has ended (i.e., when the system has reached a steady state). Reproductions can be more or less right or wrong, but they are nevertheless always different. Visuospatial memory allows this type of analysis because it is possible to distinguish between the accuracy of an image and the variability of that image. Indeed, when a participant is asked to reproduce the same configuration several times, the time course of the discrepancy between the target configuration and the configurations produced provides an indicator of changes in performance that can be used to characterize the learning process. When the distance no longer evolves, the performance indicator expresses the level of accuracy attained (i.e., the discrepancy between the metric properties of the target configuration and the metric properties of the recalled images of that configuration) and can be used to approach the question of what is memorized. If one measured the distance between the reproduced configurations themselves (i.e., independently of the target), one would obtain an indicator of variability whose time course expresses the process by which information is organized in memory. As Gilden (2001) argued, "the presence of that variability in psychological data appears to be associated with the most elementary aspect of cognitive process, the formation of representations" (p. 33). When this indicator no longer evolves (i.e., when the variability between repeated productions stabilizes), the observed values express the achieved level of image consistency. In this sense, this measure speaks to the process of the organization of memory. Note that the notion of a steady state makes sense only when one considers a limited temporal span. A steady state is an equilibrium state that depends on the temporal scale under consideration. A situation without learning or forgetting can occur when one considers a temporal window within the span of an experiment.
Recent studies in the motor domain, inspired by mathematical theories of nonlinear dynamical systems (Kay, Saltzman, & Kelso, 1991; Schöner & Kelso, 1988) , indicate that fluctuations observed during steady state behavior do not constitute useless noise and, in fact, play a functional role in the exploration of attractor landscapes. In such a perspective, an attractor is defined as a stable dynamic solution, manifesting endogenous fluctuations and emerging at the macroscopic (i.e., behavioral) level from the interplay between multiple elementary subsystems. From this point of view, variability expresses itself at a temporal scale that is not the scale of development nor the scale of learning but the scale of the dynamical organization of responses provided by a living organism stabilized in its interaction with the world.
Reestablishing the link with the early studies cited above, Giraudo and Pailhous (1999) analyzed the time course of the content of (visuospatial) memory and the evolution of the organization of information in memory. In a series of experiments, both memory accuracy and memory variability were studied. This research was conducted from a dynamical perspective, that is, by analyzing the evolution of discrepancies between the target configuration and the configurations produced (accuracy) and the evolution of discrepancies between successive reproductions (variability). The stimulus used was a bidimensional static configuration, consisting of 12 dots randomly positioned within a circle. Results showed that memory accuracy and memory variability evolved simultaneously but independently in visuospatial memory. Memory variability reached a threshold that was subject dependent. These experiments thus began to address the memory processes that underlie the dynamics of configuration stabilization. But to advance further along these lines, perhaps it is first necessary to define relevant parameters and/or constraints of this process.
The Issue of Space-Time Organization
It is customary to acknowledge that processing of visual information involves both spatial and temporal dynamics. However, studies of the memorization of visual configurations have generally focused on the spatial characteristics of reproduced configurations (for a review, see Finke & Shepard, 1986) , often to the neglect of their temporal dimension. Indeed, researchers often consider space and time as two distinct conceptual and methodological fields of study. From this point of view, memorizing a pattern and memorizing a sequence are two different issues. However, as Gibson (1966) emphasized, a series of items can be presented in adjacent order (all items are presented simultaneously) or in successive order (the items are presented consecutively); in both cases, the apprehension is equivalent. Information is understood in terms of a spatial distribution and a temporal distribution. Hence, the perception of space cannot be fully understood unless we tackle it as a problem of space-time. Spatial and temporal aspects are interdependent, are not separable, and together determine the event (Schill & Zetzsche, 1995) .
The issue of the relation between the spatial and temporal dimensions of stimuli was already raised in the first half of the 20th century in studies on perception. In what was probably the first experiment of this type, Benussi (1913) presented participants with three successive flashes of light defining two spatial and two temporal interstimulus intervals (ISIs). Distance judgments were found to vary as a function of the duration of the temporal ISIs. Since then, many studies-involving the visual (Bill & Teft, 1969) , auditory (Cohen, Hansel, & Sylvester, 1953) , or kinesthetic (Helson & King, 1931; Lechelt & Bochert, 1977) modality-have shown that when two constant spatial ISIs are associated with variable temporal ISIs, distance is overestimated or underestimated in accordance with the temporal ISI, an effect Helson (1930) coined the "tau effect." Helson and King (1931) also reported that Scholz (1924) observed that the phenomenal size of a spatial interval-whether in visual, auditory, or tactile space-seems to depend on the associated temporal interval. Helson (1930) argued, therefore, that "it illustrates beautifully the dependence of space on time in our estimations of visual, tactile, kinesthetic and auditory space" (p. 537).
In the same way, it has long been known that the perception of brief temporal intervals is influenced by the context in which they are presented. Fraisse (1963) , for instance, defended the idea that time evaluation depends on the number of perceived changes. Using the methodology of Benussi (1913) , with three light flashes indicating two distances and two durations, Abe (1935) demonstrated that judgments of duration varied according to the distances defined by the spatial ISIs. When temporal ISIs are constant and spatial ISIs are variable, the temporal judgments vary under the effect of the spatial ISI, a phenomenon termed the "kappa effect" by Cohen et al. (1953) .
Transposing the interactive effects of space and time to the study of memorizing a complex pattern, we set out to compare reproduction performance (in terms of accuracy and variability) for configurations in which the spatial and temporal interdot intervals (IDIs) were proportional (i.e., distance was covered at a constant speed) with configurations where the spatial and temporal IDIs were no longer proportional, so that the configuration was presented at variable speeds (certain distances were covered more slowly or more rapidly). By analogy with the Stroop effect (Stroop, 1935) , we define the former type of configuration as space-time congruent and the latter as space-time incongruent. After a learning phase, the participants were asked to situate the configuration elements as accurately as possible. The question raised here concerned the effect of temporal incongruence on the characteristics of spatial encoding. When the task of the participant was no longer to remember the elements' location but to reproduce the temporal IDIs, the question raised concerned the effect of spatial incongruence on temporal encoding. The first objective of the present experiments was to determine whether the tau and kappa effects are present in memorization tasks involving reproduction of the spatial dimension or the temporal dimension of complex space-time patterns (e.g., including more than three stimuli sequentially presented). The second objective of these experiments was related to the structuring of patterns in memory. As indicated above, Giraudo and Pailhous (1999) reported that accuracy-defined as the correspondence between the required and produced form-and variability-defined as the correspondence between the forms produced (from one reproduction to another)-evolved as two independent processes (i.e., having their own time course and, in this sense, their own dynamic). In the present studies, we address two questions: (a) Are the dynamics of accuracy and the dynamics of variability independent when information is presented in a sequential way, as was found for simultaneous presentation? (b) How do the effects of dimensional interference act on accuracy and variability, respectively? Experiment 1: Influence of Temporal Incongruence on Spatial Encoding
At the perceptual level, the tau effect is characterized by a modification in spatial distance judgments under the effect of the temporal ISI. Overall, studies have mostly focused on constant spatial patterns associated with variable temporal patterns. However, one can easily imagine that dimensional interference, which appears when the stimulus is space-time incongruent, would operate independently of the structure (constant or variable) of the dimension to be ignored. In other words, by introducing patterns characterized by variable spatial IDIs and constant temporal IDIs, we should obtain a modification in the estimated spatial IDI under the pressure of the temporal IDI effect. Moreover, since the work of Giraudo and Pailhous (1999) , we know that memory is characterized by two independent dynamics (i.e., accuracy and variability). It remains to be established whether the tau effect influences both the dynamics of accuracy and the dynamics of variability and, if so, how it acts on these two dynamics.
Method Participants
Twelve adults (6 women and 6 men) voluntarily participated in this experiment. Their mean age was 25 years (range ϭ 22-38 years).
Material
The stimuli consisted of a set of eight white dots (0.4 cm in diameter, subtending 0.13 angular degrees) presented against a black background. Dots appeared, one at a time, on a 17-in. (43.18-cm) ViewSonic screen located 1.70 m from the participant, so that the configuration appeared in perifoveal vision (i.e., without necessitating head movement). Each dot was visible for 26 ms at a position along the horizontal axis (presented sequentially from left to right), so that the eight dots formed a unidimensional spatial configuration (see Figure 1) .
The overall configuration covered 26.1 cm (8.7°), and the presentation sequence (of eight successive dots) lasted 3 s. Four different configurations constituted four different experimental conditions (see Table 1 ). The configurations were characterized by the spatial and/or the temporal IDIs. In the first condition, called Condition CC (constant spatial IDI and constant temporal IDI), the eight dots were equidistant (3.73 cm) and equitemporal (373 ms), these values constituting the baseline distance and duration. In the second condition, called Condition VV (variable spatial IDI and variable temporal IDI), the spatial and temporal IDIs were variable but proportional. The seven spatial IDIs were thus always covered at a constant speed (10 cm/s Ϫ1 ). Three of the spatial IDIs were identical to those in Condition CC (i.e., 3.73 cm, covered in 373 ms), two were about half as long (i.e., 1.9 cm, covered in 190 ms), and two were about 1.5 times as long (i.e., 5.5 cm, covered in 550 ms). These two conditions (CC and VV) were the congruent space-time configurations. In the third and fourth conditions, called Condition CV and Condition VC, constant spatial IDIs were combined with variable temporal IDIs, and variable spatial IDIs were combined with constant temporal IDIs, respectively. In Condition CV, three of the (constant) spatial IDIs were covered at the space-time baseline, two were covered at a speed almost twice as high (19.5 cm/s Ϫ1 and 18.7 cm/s Ϫ1 ), and the other two were covered at a speed about 1.3 times as low (6.9 cm/s Ϫ1 and 6.7 cm/s Ϫ1 ). In Condition VC, three of the spatial IDIs were always covered at the space-time baseline, the two larger spatial IDIs were covered at a speed about 1.5 times faster (14.5 cm/s Ϫ1 and 15.0 cm/s Ϫ1 ), and the two smaller spatial IDIs were covered at a speed twice as slow (5.1 cm/s Ϫ1 and 5.4 cm/s
Ϫ1
). These two last conditions formed the incongruent space-time configurations.
Stimulus presentation and response recording were controlled by a dedicated application developed under the Labview (Version 5.1) program. The measurement accuracy was about 1 ⁄100 cm.
Procedure
There were three phases in each experimental condition: a familiarization phase, a learning phase, and a reproduction phase. Familiarization phase. In the familiarization phase, participants acquainted themselves with the experimental apparatus, learning how to handle the mouse to situate the dots. Participants had to place eight dots on the screen, using the mouse to drag them (from the center of the screen) to the appropriate position. When the participant had placed the eight dots, the learning phase started.
Learning phase. The participants' task was to memorize each dot's location on the screen (i.e., the spatial configuration). To avoid all possible parasitic effects stemming from motor involvement, during the learning phase we did not have the participants reproduce the sequence. This phase thus consisted of 20 successive presentations of the same space-time sequence. Two consecutive sequences were separated by a 1.5-s time interval. Thus, the learning phase lasted 90 s. For each participant, Condition CC, the control condition, preceded the other conditions. For the other three conditions (CV, VC, and VV) the presentation order was counterbalanced to avoid order effects. Moreover, to avoid a learning effect across conditions with variable spatial IDI configurations (Conditions VV and VC), the eight dots were displayed either in the order shown in Figure 1b or in the opposite order (rotation of 180°), so that Item 8 became Item 1, Item 7 became Item 2, and so on.
Reproduction phase. At the end of the learning phase, the target configuration disappeared, and the participant's task was to reproduce the learned configuration from memory as precisely as possible, without time constraints. The participant had to situate each of the eight dots on the screen using the mouse. Sixty trials were performed, without reexamination of the target. At the end of each reproduction, the produced configuration was removed, and the next trial began automatically. No vertical precision was required, with dots being automatically projected on the horizontal axis in the middle of the screen. To avoid possible influences of one condition on the next and possible effects of fatigue, we had the participants perform only one condition per day. The experiment took approximately 1 hr per condition.
Data Analysis
From the data, four different measures were derived. The level of accuracy was measured, for each of the 60 reproductions, as the mean of the (absolute) distances between the eight dots of the target configuration and the eight dots of the produced configuration. A larger value of this measure thus indicated a greater distance between target and reproduction. Variability was measured as the mean of the (absolute) distances between dots in successive reproductions, indicating instantaneous variation between reproductions. In analysis of the pattern as a whole, the standard deviation of the seven interdot distances of each produced configuration served as a global measure of the structure of the pattern. This pattern analysis aimed at highlighting the dynamics of the dot organization as well as the participants' capacity to reproduce the relations between the elements. The last measure was used to examine the participants' reaction to temporal incongruence. This more microscopic analysis of the pattern (the focus was now on particular distances-short, baseline, and long-rather than on the pattern as a whole) aimed at studying the influence of temporal incongruence on the encoding of spatial characteristics. The significance level for the statistical analysis was set to .01.
Results

Analysis of the Evolution of the Spatial Configuration
For the first reproduction trial, the mean accuracy values in Conditions CC, CV, VC, and VV were, respectively, 2.4 cm, 1.3 cm, 1.1 cm, and 1.2 cm, whereas they were 2.0 cm, 1.3 cm, 1.4 cm, and 1.2 cm on the last trial. No significant differences between the first and the last trial were observed, indicating that accuracy of reproduction did not evolve over trials (Figures 2a and 2b) .
To identify when a steady state was reached, we used a procedure developed by Pailhous and Bonnard (1992) . The mean difference (for the eight dots) between each trial (n) and the subsequent trial (n ϩ 1) was computed. If these differences were sufficiently small (less than 0.01 cm), we concluded that a steady state had been reached. We chose the-arbitrary-value 0.01 cm after extensive inspection of the data, allowing adequate operational distinction between change and constancy. The results showed that the mean change between two trials was smaller than the criterion for all conditions, confirming the results from the comparison between the first and the last trials and visual inspection of Figures 2a and 2b. The level of accuracy of reproduction was different across conditions, F(3, 177) ϭ 566.37, p Ͻ .01, with the highest level of accuracy for Condition VV (1.2 cm on average) and the lowest level of accuracy for Condition CC (2.0 cm on average). With respect to the variability between successive reproductions, the results (see Figures 2c and 2d) showed that the first instantaneous variations (between Responses 1 and 2) were 1.4 cm, 0.8 cm, 0.7 cm, and 0.8 cm in Conditions CC, CV, VC, and VV, respectively. The final instantaneous variations (between Responses 59 and 60) were 0.6 cm, 0.6 cm, 0.5 cm, and 0.6 cm.
According to the method described above, the steady state analysis showed that in Conditions CV, VC, and VV the mean fluctuations (i.e., mean difference between Reproduction n and Reproduction n ϩ 1) were below 0.01 cm, indicating a lack of an improvement in variability. In contrast, in Condition CC there was a decrease in variability during the first 9 instantaneous variations, with an average of 0.1 cm per instantaneous variation. After the 10th instantaneous variation, the distance between the responses stabilized, at an average of 0.002 cm per instantaneous variation. Finally, when the steady state was reached, the level of variability between the configurations produced did not differ across conditions, F(3, 144) ϭ 0.53, ns.
Analysis of the Evolution of Interdot Distances
The four experimental conditions were defined by seven spatial and seven temporal IDIs. The seven distances produced on each trial during the reproduction phase were thus the result of the memorized information (i.e., the seven relations between the elements). In this context, the evolution over the 60 experimental trials of the variability (standard deviation) of the seven produced distances, on the one hand, and the difference between the distance standard deviation in the target and in the produced configurations, on the other hand, are useful global measures characterizing the variability and accuracy levels of the form produced (i.e., the dots-organization dynamics, as well as the capacity of the participants to reproduce the relations between target configuration elements). Note that for the target configuration, distance standard deviation is 0 cm in Conditions CC and CV and 1.45 cm in Conditions VC and VV. The results (see Figure 3) showed that for the first reproduction trial, the mean values of the distance standard deviation in Conditions CC, CV, VC, and VV were, respectively, 0.9 cm, 1.4 cm, 1.7 cm, and 1.6 cm, whereas they were 0.5 cm, 1.1 cm, 1.9 cm, and 1.6 cm on the last trial. The first and last values were significantly different in Condition CC, t(11) ϭ 4.09, p Ͻ .01, but not in the other conditions.
The steady state analysis for distance standard deviation showed that the mean change across trials was less than the criterion value in Conditions CV, VC, and VV. In contrast, in Condition CC there was a decrease in the distance standard deviation for the first eight instantaneous changes, with an average of 0.06 cm per instantaneous change. After the ninth instantaneous change, the distance between the responses stabilized, at a mean equal to 0.001 cm per instantaneous change.
The results also showed that, in the steady state, the distance standard deviation differed across conditions, F(3, 153) ϭ 3,300.45, p Ͻ .01; it was highest in Condition VC (1.89 cm; target ϭ 1.45 cm) and lowest in Condition CC (0.51 cm; target ϭ 0 cm). Although significant, the difference in distance standard deviations between Conditions VV (1.57 cm) and CV (1.38 cm) was relatively small (compared with the difference for the targets, where the distance standard deviation was 0 cm for CV and 1.45 cm for VV). Thus, the values found corresponded to the spatiotemporal reality for Condition VV and (roughly) to the temporal reality for Condition CV. In Condition VC, the distance standard deviation was higher than in Condition VV. In other words, it seems that temporal incongruence of the stimulus enlarged the differences between the distances.
Analysis of the Reaction to Temporal Incongruence
The question addressed in this section concerns the effect of temporal ISIs on the encoding of the configuration's spatial characteristics. Each condition was characterized by a particular combination of space-time parameters. In Condition CC, spatial and temporal intervals were proportional, and the seven space-time IDIs were equivalent, thus constituting the baseline of space-time parameters. In Condition VV, spatial and temporal intervals were proportional, but there were two small space-time IDIs, three medium space-time IDIs, and two large space-time IDIs. In Condition VC, spatial and temporal intervals were not proportional, as the seven temporal IDIs were equivalent and the seven spatial IDIs were variable. Two of these spatial IDIs were small, three were medium, and two were large. Finally, in Condition CV, once again, spatial and temporal intervals were not proportional, but now the seven spatial IDIs were equivalent, whereas there were two small temporal IDIs, three medium temporal IDIs, and two large temporal IDIs. Thus, Condition CC was characterized only by one kind of space-time IDI, Condition VV by three kinds of spacetime IDI, Condition VC by three kinds of spatial IDI and one kind of temporal IDI, and Condition CV by one kind of spatial IDI and three kinds of temporal IDI.
We analyzed the reaction to the temporal incongruence by comparing the distances produced in each condition. To this end, we clustered the seven distances into three groups, corresponding to the short, medium, and long distances of target configurations VV and VC. The results of this analysis revealed the following:
First, in Condition VV (see Figure 4a ) the short, medium, and long distances of the target were reproduced as short, medium, and long distances, indicating that the spatial characteristics of the patterns produced were similar to those of the target configuration (differences between distances, F[2, 118] ϭ 13,402.00, p Ͻ .01). This result is not surprising given that the spatial IDIs were temporally congruent. Second, in Condition CV (see Figure 4b ) the constant distances of the target configuration were not reproduced as such, F(2, 118) ϭ 7,285.00, p Ͻ .01, with the distances covered at a faster speed (19.50 cm/s Ϫ1 and 18.70 cm/s Ϫ1 ) being shortened and the distances covered at a slower speed (0.69 cm/s Ϫ1 and 0.67 cm/s Ϫ1 ) being lengthened. Temporal incongruence thus profoundly influenced the encoding of spatial characteristics in this condition. Third, in Condition VC (see Figure 4c) , the short and long distances of the stimulus remained short and long distances in the reproductions, F(2, 118) ϭ 25,806.00, p Ͻ .01, even though they had been presented at slower (5.10 cm/s Ϫ1 and 
Discussion
The results of this first experiment reveal the following points. First, the accuracy with which the configurations were produced differed across conditions, but the levels of accuracy were stable within conditions from the very beginning of the reproduction phase onward. One could have expected that the configurations that seemed the most difficult to memorize would be the most inaccurate and the most subject to forgetting. However, not only was a steady state observed in each condition at the beginning of the reproduction phase and maintained all along the reproduction phase, but it was also the easiest condition (Condition CC with constant spatial and temporal IDIs) that proved to be the most inaccurate. It therefore seems that the 20 successive presentations of the space-time pattern were sufficient to stabilize pattern accuracy in memory, even in the incongruent conditions. As Condition CC was systematically presented as the first experimental condition, its inaccuracy might have been due to practice effects. However, it could also be that the participants did not treat this condition in the same way as the other conditions. These issues are directly addressed in Experiment 3.
Second, and contrary to what was observed for accuracy levels, variability levels were not stabilized from the start of reproduction in every condition. This was notably the case for Condition CC, where a steady state was not reached until Trial 11. As indicated by the analysis of distance standard deviation, in this particular condition the decrease in variability was due to a progressively better reproduction of constant spatial intervals over time. It appears that what Giraudo and Pailhous (1999) have called a structuring process was not completed during the learning phase (i.e., during encoding of information) but required a reproduction phase to reach a steady state. In addition, the results showed that, in steady state, the variability level was equivalent under all four conditions, whereas accuracy levels were significantly different. This result reflects the independence of the dynamics of accuracy and the dynamics of variability, which now appeared for the case of a sequential and unidimensional pattern. Third, comparison among the different kinds of distances produced showed that in Condition VV, participants reproduced three distinct kinds of distances in accordance with the target pattern presented. In the incongruent conditions, however, the results were more surprising. When the participant's task was to reproduce a constant spatial pattern associated during presentation with a variable temporal pattern (Condition CV), the (spatial) pattern produced resembled the target's temporal pattern more than the target's spatial pattern. In other words, the dimension to be ignored (here, the temporal dimension) had a compelling effect on the spatial pattern produced, notwithstanding the instruction to focus on the target's spatial dimension. This influence of temporal IDI on spatial IDI, which Helson and King (1931) called the tau effect, has been extensively studied in the field of perception (Bill & Teft, 1972; Collyer, 1976; Wieland, 1960) , albeit with much simpler patterns. We conclude that this effect is also present in an immediate reproduction task and exerts a powerful influence when participants have to memorize complex patterns. , and VC (c) in Experiment 1. The experimental conditions were characterized by the combination of their spacetime parameters in Experiment 1. Thus, Condition VV was characterized by three kinds of space-time interdot interval (IDI), Condition VC by three kinds of spatial IDI and one kind of temporal IDI, and Condition CV by one kind of spatial IDI and three kinds of temporal IDI. We analyzed the reaction to the temporal disturbance by measuring the different kinds of distance produced in Conditions VV, CV, and VC. CV ϭ constant spatial IDI and variable temporal IDI; VC ϭ variable spatial IDI and constant temporal IDI; VV ϭ variable spatial IDI and variable temporal IDI. Error bars represent standard errors.
However, when the participant's instruction was to reproduce a variable spatial pattern associated during learning with a constant temporal pattern (Condition VC), the tau effect disappeared. In other words, dimensional interference appeared to exist only when the dimension to take into consideration was constant. Is the opposite true? The purpose of our second experiment was thus to examine the contextual impact of the spatial dimension on the reproducibility of temporal IDIs. On the basis of the foregoing, we hypothesize that such an effect is present when the temporal IDI is maintained constant and not when the temporal IDI is variable.
Experiment 2: Influence of Spatial Incongruence on
Temporal Encoding
In Experiment 1 we found that in steady state the accuracy levels differed across conditions. On the other hand, when a steady state was reached, variability levels did not differ across conditions. In line with the findings of Giraudo and Pailhous (1999) with static target configurations, this result corroborates the idea that accuracy and variability evolve according to distinct dynamics. The first goal of this second experiment was to determine how accuracy and variability evolve when the required response is temporal rather than spatial. The identification of the tau effect was followed 2 decades later by the identification of the kappa effect (Cohen et al., 1953) , that is, the tendency to modify a constant temporal ISI under the pressure of a varying spatial ISI.
In the first experiment we found that the dimensional interference effect was present only when participants were to reproduce the constant dimension of the pattern and disappeared when the target dimension was variable. The second goal of this experiment was thus to verify whether the same phenomenon occurs for the kappa effect.
Method Participants
A new group of 12 adult volunteers (6 women and 6 men) with the same characteristics as the former group participated in this second experiment. Their mean age was 24 years (range ϭ 20 -30 years).
Material
The material (stimuli and experimental conditions) was identical to that used in the previous experiment. Participants' responses were obtained with an Omron Tateisi Electronics (Kyoto, Japan) push button connected to the computer's parallel port via a Thomson-Brandt (Thomson Corporation, Stamford, CT) KX 38 -50 W cable insulated from electromagnetic disturbances. Its ergonomics features and reliability (button sensitivity, lack of rebound of the signal provided by the switch, efficient anatomical position of the participant's hand) were designed to avoid all interference effects.
Procedure
Each condition consisted of three phases, a familiarization phase, a learning phase, and a reproduction phase.
Familiarization phase. The familiarization phase involved training the participant in handling the push button. Eight pushes had to be made in a 3-s time interval (duration of the sequence). This time interval was delineated by a beep at the beginning of the sequence and a beep at the end of the sequence, of equal tonality, intensity, and duration. When the participant was able to perform the eight pushes in the time period allotted (i.e., when he or she had internalized the time interval between the two beeps), the learning phase started.
Learning phase. The learning phase was the same as in Experiment 1. It consisted of presenting the same space-time sequence 20 times in succession, with two consecutive sequences separated by a time interval of 1.5 s. The participants' task was to memorize the moment that each dot appeared on the screen (i.e., the rhythm of the configuration). To keep the conditions similar to those of the first experiment, we did not have the participants reproduce the sequence during this learning phase. The presentation of Conditions CV, VC, and VV was counterbalanced to avoid order effects. Moreover, to avoid a learning effect from one condition to the next, in the configurations characterized by a variable spatial IDI (VV and VC), the eight dots appeared either in the order shown in Figure 1b or in the opposite order (180°rotation), so that Item 8 became Item 1, Item 7 became Item 2, and so on. Finally, as in Experiment 1, Condition CC, the baseline test condition, preceded the other conditions for all participants.
Reproduction phase. At the end of the 20th presentation, the target configuration disappeared from the screen, and the participant's task was now to reproduce the sequence by reproducing the memorized rhythm using the push button, sampled at a frequency of 1000 Hz. Sixty trials were performed without any reexamination of the target configuration. For each trial, a start beep indicated to the participant the beginning of the reproduction interval. At the end of the sequence, an end beep occurred 170 ms after the participant's eighth push to allow the participant to answer according to his or her own temporal scale. The change to the next trial took place in an automatic way 1.5 s later (as in the learning phase). To avoid possible interference effects between conditions and a possible effect due to fatigue, we had the participants perform only one condition per day. The experiment lasted approximately 20 min per condition.
Results
The temporal patterns produced were analyzed in the same way as the spatial patterns of the preceding experiment. The criterion for steady state analysis was now set to 0.01 s.
Analysis of the Evolution of Temporal Configurations
The results (see Figures 5a and 5b) showed that for the first trial the accuracy values (mean of the absolute time differences between the target and produced configurations) in Conditions CC, CV, VC, and VV were, respectively, 373 ms, 292 ms, 206 ms, and 325 ms, whereas they were 316 ms, 327 ms, 233 ms, and 393 ms on the last trial. The initial and final values were not significantly different, indicating a stable level of performance.
The steady state analysis of the accuracy level showed that the mean change from one trial to the next was below criterion for all four conditions, confirming the results of the previous analysis. The results also showed that the accuracy level was different across conditions, F(3, 177) ϭ 201.46, p Ͻ .01, with accuracy being lowest in Condition VV (360 ms) and highest in Condition VC (227 ms).
Concerning the level of variability of the responses (mean absolute time difference between successive reproductions), the results (see Figures 5c and 5d) showed that, in Conditions CC, CV, VC, and VV, the instantaneous variations between Responses 1 and 2 were 125 ms, 108 ms, 83 ms, and 113 ms, respectively. Between the last two responses, the instantaneous variations were 128 ms, 119 ms, 73 ms, and 130 ms. The differences between the first and last instantaneous variations were not significant for any of the conditions. These results were confirmed by the steady state analyses. These results thus lead us to conclude that for the temporal reproduction task both the level of accuracy and the level of variability were stabilized at the beginning of the reproduction phase. Moreover, the variability levels of the produced rhythms did not differ across conditions, F(3, 144) ϭ 3.40, ns.
Analysis of the Evolution of Interdot Durations
The evolution, across the 60 trials, of the standard deviation of the seven produced durations (i.e., the rhythm of the interpush intervals) provided a global measure that allowed us to examine changes in the temporal form over time, as well as the participants' capacity to reproduce the temporal relationships between the elements of the presented pattern. Note that for the target configurations, interval duration standard deviation was 0 ms for Conditions CC and VC and 145 ms for Conditions CV and VV.
The results showed that for the first trial the values of the interval duration standard deviation in Conditions CC, CV, VC, and VV were 45 ms, 127 ms, 77 ms, and 179 ms, respectively, whereas they were 38 ms, 165 ms, 99 ms, and 165 ms on the last trial. There were no statistically reliable differences between the first and last trials for any of the conditions. The relationships between the pushes thus seemed to be stabilized from the first trial onward (see Figure 6 ).
We identified the steady state of the duration standard deviation using the same procedure as above, which showed that in each condition the mean change from one trial to the next was below 0.01 s, thereby confirming the lack of an evolution in duration standard deviation. The results also showed that duration standard deviation differed across conditions, F(3, 177) ϭ 2,571.86, p Ͻ .01. Note that the duration standard deviations between dots for the target patterns were equal in Conditions CC and VC and in Conditions CV and VV. The post hoc test showed that the duration standard deviation produced in Condition VC (86 ms) was higher than that produced in Condition CC (38 ms) and smaller than those produced in Conditions CV and VV (141 ms each). Thus, the duration standard deviation produced in Condition VC was 39% smaller than the duration standard deviation produced in Condition VV.
Analysis of the Reaction to Spatial Incongruence
Along the same logic as that of the preceding experiment, the idea here was to study the effects of the spatial parameters on the encoding of temporal characteristics by measuring the different kinds of durations produced in Conditions VV, VC, and CV. Overall, the results showed that the kinds of durations (i.e., short, (a) In Condition VV (see Figure 7a ), the short, medium, and long durations of the target configuration were reproduced as short, medium, and long in the participants' responses. Thus, the participants produced durations whose characteristics were similar to those of the presented pattern. This result is not surprising, given that these temporal IDIs were spatially congruent. (b) In Condition CV (see Figure 7b) , the produced durations did not appear to be influenced by the spatial characteristics of the stimulus. Although the three kinds of temporal IDIs (short, medium, and long) were associated with equidistant dots (thus generating a spatial incongruence), their temporal characteristics were those of the presented pattern. (c) Conversely, in Condition VC (see Figure 7c ), the participants' task was to reproduce equitemporality. Notwithstanding the target characteristics, short, medium, and long durations were produced. Spatial incongruence clearly had an effect on the encoding of temporal information.
Moreover, this reaction to spatial incongruence came with a disorganization of the target pattern (see Figure 8 ). Looking in particular at the productions of short and long durations, we can see that short durations did not necessarily correspond to short distances, 2 (1, N ϭ 2) ϭ 2.08, p Ͻ .01, and that long durations did not necessarily correspond to long distances, 2 (1, N ϭ 2) ϭ 4.08, p Ͻ .01. Finally, as in the first experiment, the intermediate values (i.e., Condition CC durations) found in the other three conditions did not differ, F(2, 22) ϭ 1.26, ns.
Discussion
With respect to the levels of accuracy and variability, the results of this second experiment reveal aspects that are different from those of the first experiment. Although, again, the accuracy levels did not improve over reproductions and differed across conditions, it was now Condition VV (congruent variable spatial IDI and variable temporal IDI) that proved to be the most inaccurate. Variability levels, on the other hand, were equivalent in all conditions and stabilized from the first trial onward. In this context, 20 successive presentations of the space-time pattern (i.e., the encoding stage) appeared to be sufficient to stabilize both accuracy and variability, whereas this was not the case in the preceding experiment (in which we found an evolution of variability in Condition CC). Thus, in Condition CC (i.e., with constant spatial and temporal intervals), stabilization of variability of the temporal pattern does not proceed in the same way as stabilization of variability of the spatial pattern. With the learning phase being the same in Experiments 1 and 2 and Condition CC being the initial condition presented in both experiments, one might suspect that the differences in the evolution of variability stem from differences in retention intervals. Indeed, the 60 spatial reproductions of Experiment 1 required around 60 min to complete, whereas the 60 temporal reproductions were produced in approximately 20 min. However, this duration difference cannot explain the difference in the time course of variability between these two situations. If the problem was located at the level of the retention interval duration, for the longer duration (Experiment 1) the level of variability between reproductions should increase during the last trials, as a result of forgetting. Yet we obtained the reverse situation, with a reduction in variability during the first trials. Whether the different effects of Condition CC found in Experiments 1 and 2 are due to experimental artifacts (organization of familiarization phases, order effects) or speak to more fundamental issues is directly addressed in Experiment 3.
The comparison of the different kinds of durations allowed us to demonstrate the kappa effect in the framework of the present task, as shown by the results of Condition VC (variable spatial IDI and constant temporal IDI). However, the influence exerted by the spatial dimension on temporal reproduction was not as strong as the temporal influence on spatial reproduction. Whereas in the first experiment, the distance standard deviation produced in Condition CV (constant spatial IDI and variable temporal IDI) was similar to that produced in Condition VV, in the present experiment the duration standard deviation in Condition VC (variable spatial IDI and constant temporal IDI), which constitutes the reciprocal condition, was significantly smaller than the duration standard devi- ation in Condition VV. Thus, even though the kappa effect influences the temporal characteristics of the response, this influence is not equivalent to the tau effect, as earlier perceptual experiments have already shown (Geldard, 1972; Jones & Huang, 1982) . Moreover, the kappa effect was characterized by pattern disorganization, with variations in interval duration not necessarily corresponding to concomitant variations in interval distances in the target configuration. It remains to be established whether this disorganization is specific to the kappa effect as compared with the tau effect (the spatial influence on temporal encoding was not the same as the temporal influence on spatial encoding) or, more simply, is the consequence of the complexity of the pattern to memorize (seven intervals) and the lack of feedback.
Finally, as was found for the tau effect in Experiment 1, the kappa effect disappeared when the dimension to be reproduced was variable in the target pattern, as shown by the results of Condition CV (constant spatial IDI and variable temporal IDI). Thus, an effect of temporal incongruence was observed when participants were to reproduce a constant spatial pattern, and an effect of spatial incongruence was observed when participants were to reproduce a constant temporal pattern. In both cases, the incongruence resulted from variable patterns in the target dimension to be ignored. Temporal incongruence did not affect the spatial pattern produced and spatial incongruence did not affect the temporal pattern produced when incongruence resulted from constancy in the target dimension to be ignored. Our choice of conditions in Experiments 1 and 2, however, did not allow us to conclude whether it was the variable structure of the target dimension to be ignored or the constant structure of the target dimension to be reproduced that caused these effects.
A third experiment was thus performed to answer two questions. The first question concerned the particulars of the CC condition and, especially, the origins of the differences in variability observed in Experiments 1 and 2. The second question focused on the existence of dimensional interference when the target pattern was incongruent while both the spatial and the temporal dimensions were variable.
Experiment 3: Variability Dynamics and Dimensional
Interference in Spatial and Temporal Reproduction
In the preceding experiments, participants reproduced the spatial (Experiment 1) or temporal (Experiment 2) characteristics of the target in four conditions. In Condition CC, accuracy level was the lowest in the spatial reproduction task (Experiment 1), whereas it was the highest in the temporal reproduction task (Experiment 2). Moreover, the variability level of the spatial pattern produced in Experiment 1 under Condition CC required some 10 trials to stabilize, whereas no such stabilization phase was observed for the production of the temporal pattern in Experiment 2. Even though these differences may simply reflect order effects or differences in the familiarization phase of the two experiments, they could also speak to more fundamental processes. These issues constituted the first objective of Experiment 3.
In the incongruent space-time conditions of Experiments 1 and 2, dimensional interference occurred only when the dimension to be ignored was variable and the dimension to be reproduced was constant. Thus, it seems important to examine what happens with a variable space/variable time incongruent pattern-that is, in a situation where there is no proportionality between distances and durations but where the constant/variable contrast in the structure of the spatiotemporal pattern is suppressed. The third experiment extended the familiarization phase of the spatial reproduction task, counterbalanced the order of presentation of conditions, and included an incongruent VV condition. Its goals were (a) to explore the origins of the differences between spatial and temporal reproduction under Condition CC (in terms of stabilization of variability) and (b) to examine whether dimensional interference occurred for an incongruent pattern, variable on both the spatial and the temporal dimension.
Method Participants
A new group of 12 adult volunteers (5 women and 7 men), with the same characteristics as the former groups, participated in this third experiment. Their mean age was 23 years (range ϭ 20 -25 years). Participants were divided into two groups. The first group was asked to reproduce the spatial characteristics of the target configuration, and the second group was asked to reproduce the temporal characteristics.
Material
The material was identical to that used in the previous experiments. Responses of participants from the first group (spatial task) were obtained with the apparatus used in Experiment 1, and responses of participants from the second group were obtained with the apparatus of Experiment 2. Two conditions were presented (see Table 2 ): Conditions CC and VV in . Whereas Condition CC was identical to that presented in the two preceding experiments (constant spatial and temporal IDIs), Condition VV in was different. In the present experiment, Condition VV in was space-time incongruent in the sense that spatial and temporal patterns were not proportional. Three of the spatial IDIs were identical to those in Condition CC 
Procedure
Each condition consisted of three phases, a familiarization phase, a learning phase, and a reproduction phase. For the second group (temporal task) the procedure was identical to that of Experiment 2, but for the first group (spatial task) we modified the familiarization phase, keeping the learning and reproduction phases identical to those of Experiment 1. In this new familiarization phase participants acquainted themselves with the experimental apparatus, learning how to handle the mouse to situate the dots. Participants had to place eight dots on the screen, using the mouse to drag them (from the center of the screen) to the appropriate position. The participants performed as many preexperimental trials as they wanted, until they felt sufficiently at ease in generating responses with the mouse. When the participants felt ready to begin the experiment, they pushed the right button of the mouse, and the learning phase started.
Finally, the order of presentation of Conditions CC and VV in was counterbalanced over participants. Thus, for half of the participants Condition CC was presented first, followed by Condition VV in , whereas for the other half of the participants the reverse order was adopted.
Results
The spatial patterns produced by the first group and the temporal patterns produced by the second group were analyzed in the same way as the spatial and temporal patterns produced in the preceding experiments.
Analysis of the Evolution of the Spatial Configurations
For the first reproduction trial, the mean spatial accuracy values in Conditions CC and VV in were, respectively, 1.90 cm and 0.80 cm, whereas they were 1.70 cm and 1.00 cm on the last trial. No significant differences between the first and the last trial were observed in either condition, indicating that accuracy of reproduction did not evolve over trials in these two conditions (see Figure 9a) .
To identify when a steady state was reached, we again used the procedure developed by Pailhous and Bonnard (1992) . The results showed that the mean change between two trials was smaller than the criterion (0.01 cm) for both conditions, confirming the results of the comparison between the first and the last trials and visual inspection of Figure 9a . Finally, levels of accuracy between the configurations produced differed across conditions, F(1, 49) ϭ 564.21, p Ͻ .01, with the highest level of accuracy for Condition VV in (1.00 cm) and the lowest level of accuracy for Condition CC (1.70 cm).
With respect to the variability between successive reproductions, the results (see Figure 9b) showed that the first instantaneous variations (between Responses 1 and 2) were 1.30 cm and 0.60 cm in Conditions CC and VV in , respectively. The final instantaneous variations (between Responses 59 and 60) were 0.5 cm in each condition.
The steady state analysis showed that in Condition VV in the mean fluctuation (i.e., mean difference between reproduction n and reproduction n ϩ 1) was below 0.01 cm, indicating a lack of an improvement in variability. As in Experiment 1, however, in Condition CC there was a decrease in variability during the first (eight) instantaneous variations, with an average of 0.09 cm per instantaneous variation. After the ninth instantaneous variation, the distance between the responses stabilized, at an average of 0.001 cm per instantaneous variation. Finally, when the steady state was reached, the level of variability between the configurations produced did not differ across conditions, F(1, 48) ϭ 1.54, ns.
Analysis of the Evolution of the Temporal Configurations
The results (see Figure 10a) showed that for the first trial the accuracy values (mean time differences between the target and produced configurations) in Conditions CC and VV in were, respectively, 316 ms and 491 ms, whereas they were 296 ms and 481 ms on the last trial. The initial and final values were not significantly different, indicating a stable level of performance. Analysis of the steady state of the accuracy level revealed that the mean change from one trial to the next was below criterion for the two conditions, confirming the results of the previous analysis. The results also showed that the accuracy level was different across conditions, F(1, 59) ϭ 1,132.89, p Ͻ .01, indicating that accuracy was the lowest in Condition VV in (505 ms) and the highest in Condition CC (298 ms).
Concerning the level of variability of the responses (mean time difference between successive reproductions), the results (see Figure 10b) showed that, in Conditions CC and VV in , the instantaneous variations between Responses 1 and 2 were 118 ms and 111 ms, respectively. Between the last two responses, the instantaneous variations were 103 ms and 83 ms. Differences between the first and last instantaneous variations were not significant for any of the conditions. These results were confirmed by the steady state analyses. These results thus lead us to conclude that for the temporal reproduction task both the level of accuracy and the level of variability were stabilized at the beginning of the reproduction phase, as was found in Experiment 2. Moreover, the variability levels of the produced rhythms did not differ across conditions, F(1, 58) ϭ 0.98, ns.
Analysis of the Evolution of Interdot Distances
The two experimental conditions are defined by seven spatial and seven temporal IDIs. The seven distances produced by the first group of participants on each trial during the reproduction phase were thus the result of the memorized relations between the elements. Note that for the target configuration, distance standard deviation is 0 cm in Condition CC and 1.45 cm in Condition VV in .
The results (see Figure 11) showed that for the first reproduction trial the mean value of the distance standard deviation in Conditions CC and VV in were, respectively, 1.00 cm and 1.60 cm, whereas they were 0.30 cm and 1.80 cm on the last trial. The first and last values were significantly different in Condition CC, t(5) ϭ 9.11, p Ͻ .01, but not in Condition VV in . The steady state analysis of distance standard deviation revealed that the mean change across trials was less than the criterion value in Condition VV in . In contrast, in Condition CC there was a decrease in the distance standard deviation for the 1st eight instantaneous changes, with an average of 0.04 cm per instantaneous change. After the ninth instantaneous change, the distance between the responses stabilized, at a mean equal to 0.003 cm per instantaneous change.
The results also showed that, in the steady state, the distance standard deviation differed across conditions, F(1, 49) ϭ 8,558.76, p Ͻ .01; it was the highest in Condition VV in (1.93 cm; target ϭ 1.45 cm) and lowest in Condition CC (0.21 cm; target ϭ 0 cm).
Analysis of the Evolution of Interdot Durations
The evolution, across the 60 trials, of the standard deviation of the seven durations (i.e., the rhythm of the pushes) produced by the second group of participants provided a global measure that allowed us to examine changes in the temporal form over time as well as the participants' capacity to reproduce the temporal relationships between the elements of the presented pattern. Note that for the target configurations, duration standard deviation was 0 ms for Condition CC and 145 ms for Condition VV in . The results showed that for the first trial the values of the duration standard deviation in Conditions CC and VV in were 48 ms and 162 ms, respectively, whereas they were 40 ms and 171 ms on the last trial. There were no statistically reliable differences between the first and last trials for any of the conditions. The relationships between the pushes thus seemed to be stabilized from the first trial onward (see Figure 12) .
Analysis of the steady state of the duration standard deviation showed that, in each condition, the mean change from one trial to the next was below 0.01 s, thereby confirming the lack of evolution in duration standard deviation. The results also showed that duration standard deviation differed across conditions, F(1, 59) ϭ 2,454.27, p Ͻ .01, with mean values of 181 ms for Condition VV in and 55 ms for Condition CC.
Analysis of the Reaction to Temporal Incongruence
As in Experiment 1, the idea here was to study the effects of temporal incongruence on the encoding of spatial characteristics by measuring the different kinds of distances produced in Condition VV in . Overall, the results showed that the kinds of distances (i.e., short, medium, and long) produced by participants in Condition VV in differed significantly among each other, F(2, 98) ϭ 41.62, p Ͻ .01. The post hoc test (see Figure 13 ) revealed that the short, medium, and long distances of the target configuration were reproduced as short, medium, and long in the participants' responses. Thus, the participants produced distances whose characteristics were similar to those of the target pattern, despite the disturbance introduced by the temporal incongruence. In other words, the distances reproduced in the variable distance/variable duration condition were not affected by the space-time incongruence of the pattern.
Analysis of the Reaction to Spatial Incongruence
As in Experiment 2, we examined the effects of spatial incongruence on the encoding of temporal characteristics by measuring the different kinds of durations produced in Condition VV in . Overall, the results showed that the kinds of durations (i.e., short, medium, and long) produced by participants in Condition VV in differed significantly among themselves, F(2, 118) ϭ 1,510.18, p Ͻ .01. The post hoc test (see Figure 14) revealed that the short, medium, and long durations of the target configuration were reproduced as short, medium, and long durations in the participants' responses: The participants produced durations whose characteristics were similar to those of the presented pattern. Thus, as was found for the distance reproduction task, the durations reproduced in the variable distance/variable duration condition were not affected by the space-time incongruence of the pattern.
Discussion
The goal of this third experiment was to address two points of uncertainty. The first concerned the relatively elevated level of inaccuracy and the existence of a relaxation phase in variability during the first trials in the spatial reproduction task of Experiment 1, whereas such particularities were not observed in the temporal reproduction task of Experiment 2. In particular, we tested whether these differences could be due to the fact that Condition CC had always been tested first (order effect), whether they simply re- Figure 12 . Time course of the temporal pattern in each condition in Experiment 3. CC ϭ constant spatial interdot interval (IDI) and constant temporal IDI; VV ϭ variable spatial IDI and variable temporal IDI. flected differences in the familiarization phase between the spatial and temporal tasks, or whether they reflected more fundamental differences between spatial and temporal reproduction tasks. The results of Experiment 3 showed that, even when Condition CC was not always tested first and extended familiarization with the task was provided, variability demonstrated a relaxation phase when spatial responses were required and not when temporal responses were required. Moreover, in accordance with the results obtained in Experiment 1, the level of accuracy in spatial responses for the (simple) CC pattern was lower than the level of accuracy obtained under Condition VV in , whereas the reverse was observed in the temporal responses (corroborating the results obtained in Experiment 2). In other words, while controlling for experimental artifacts (order effects, extent of familiarization with the experimental apparatus, etc.), we found the same pattern of results for Condition CC as in Experiments 1 and 2. We may thus safely assume that the differences between spatial and temporal reproduction tasks found for Condition CC reflect fundamental differences in mnesic processes.
The second point addressed in this third experiment concerned dimensional interference in the case of an incongruent and variable space-time condition. Such dimensional interference effects were not observed, whether one considers the spatial reproduction task (absence of tau effect) or the temporal reproduction task (absence of kappa effect), with participants being able to correctly reproduce the required dimensional characteristics of the target presented. In other words, the occurrence of dimensional interference-whether it be a (time-incongruent) tau effect or (spaceincongruent) kappa effect-does not depend uniquely on a nonproportionality between space and time in the target pattern. Dimensional interference seems to occur only when the characteristics of the dimension of the target pattern to be ignored are more salient, in the terms of Jones and Huang (1982) , than the characteristics of the dimension to be reproduced.
General Discussion
The goal of the experiments reported was (a) to study the tau and kappa effects in an immediate memory reproduction task and to determine how they materialize when participants are confronted with complex space-time patterns, (b) to study the dynamics of accuracy and the dynamics of variability for sequential stimuli, and (c) to study how these two dynamics evolve under dimensional interference.
Space-Time Organization in Memory
In perceptual studies of tau and kappa effects, participants responded either through relative judgments, through adjustment of a comparison interval, or through reproduction of a single interval (see Jones & Huang, 1982 , for a review). Thus, these studies focused on the effects of one type of space-time interval on the perception of another. The results of the present study demonstrate that, with visual patterns, tau and kappa effects also occurred in a memory reproduction task that used complex spacetime patterns. After reviewing the various models proposed to explain these effects at the perceptual level (Cohen, Hansel, & Sylvester, 1954; Collyer, 1977; Helson & King, 1931; Ono, 1976; Price-Williams, 1954) , Jones and Huang (1982) privileged the constant speed hypothesis. Under this hypothesis, participants attribute a movement to a pattern defined by spatial and temporal ISIs. The estimated (spatial or temporal) extent of the next interval is then obtained from a (weighted) combination of the given extent and the expected extent, with the latter based on the perceived velocity. If we transpose this hypothesis to our patternreproduction task, no dimensional interference would be expected for congruent patterns (i.e., patterns defined by a constant velocity), whereas dimensional interference should occur in noncongruent patterns (i.e., patterns defined by a nonconstant velocity). Our results show when the target's space-time pattern was congruent, participants responded in accordance with the target configuration. On the other hand, when participants were presented with a pattern defined by a constant spatial IDI associated with a variable temporal IDI, spatial responses revealed a strong dimensional interference effect (the tau effect). The response pattern was not only modified but completely transformed as participants produced spatial IDIs that corresponded to the presented temporal IDIs. In a similar way, when participants were presented with constant temporal IDIs associated with variable spatial IDIs and the requested response was temporal, we observed a transformation of the response that led to the production of variable temporal IDIs (the kappa effect). Thus, in view of the literature and our results, at first glance the constant speed hypothesis appears to fit the picture.
It is surprising that the inverse tau and kappa effects have not been subjected to the same extensive experimental analysis. Indeed, if the tau and kappa effects can be explained by a constant speed hypothesis, they should hold under all violations of constant speed. Dimensional interference should therefore also be present for patterns defined by variable spatial IDIs and constant temporal IDIs, requiring a spatial response (i.e., an inverse tau effect), and for patterns defined by variable temporal IDIs and constant spatial IDIs, requiring a temporal response (i.e., an inverse kappa effect). For both these cases our results showed that interference no longer occurred, with participants responding according to the pertinent dimension of the target configuration presented. Moreover, with an incongruent VV condition (Experiment 3), where constant speed was again violated, tau and kappa effects did not occur. As it does not generalize to the inverse tau and kappa effects nor to an incongruent variable space and variable time condition, the constant speed hypothesis cannot, by itself, adequately explain the pattern of results obtained.
In Cowan's (1988) model of information processing, attention is automatically focused on stimuli that change. Assuming that the focus of attention occupies a subset of short-term memory and that short-term memory is an active state, Cowan proposed that memory activation must exceed a certain threshold before it attracts (activates) attention. This threshold or activation state is not reached when stimuli are constant because of habituation. In contrast, when the system detects a new or meaningful stimulus, a goal-directed response appears (Posner & Rothbart, 1980; Sokolov, 1963) , corresponding to an activation of attentional processes. With respect to the present results, Cowan's model might seem to offer a simple explanation of the tau and kappa effects. Indeed, when the dimension to reproduce is constant, interference would occur because attention is automatically focused on the variable dimension, whereas in the reversed situation (reproduction of variable dimension), interference effects disappear because the participant naturally ignores the constant dimension.
However, recent studies have seriously questioned Cowan's (1988) model (Suzuki & Cavanagh, 1997; Willingham, Greenberg, & Thomas, 1997) , and the interpretation it offers for the effects observed in the present study carries as many problems as it resolves. A first problem concerns the particularity associated with the kappa effect, where interference effects were accompanied by pattern disorganization. The locus of variation in the temporal pattern produced did not necessarily correspond to the locus of spatial variation in the target configuration. Hence, in the context of the kappa effect the order of the events was lost, whereas in the context of the tau effect the order of the events was preserved, indicating that tau and kappa effects are not simply mirror effects. Several decades ago, working with verbal stimulus material, Healy (1975) noted that "temporal but not spatial, serial position affected recall probability, whether subjects recalled the temporal or the spatial order of the items" (p. 481). Clearly, we cannot explain this effect by appealing to the focus of attention. The second problem concerns the results for the incongruent variable space and variable time condition of our third experiment. As both stimulus dimensions are variable in this condition, interference would be expected to occur because participants should focus on both the spatial and temporal dimensions. However, no such effect appeared, which is difficult to understand in the framework of Cowan's (1988) model. Finally, a third problem concerns the difference observed between spatial and temporal responses. Whereas spatial responses were the less accurate under the (congruent) Condition CC and the most accurate under the (congruent) Condition VV (Experiment 1), the reverse was observed for temporal responses (Experiment 2). Moreover, under the CC condition, spatial responses gave rise to a relaxation phase (Experiments 1 and 3) , whereas no such effect was observed for temporal responses (Experiments 2 and 3 ). Yet in steady state the level of variability was equivalent in all conditions. Again, this result is difficult to understand in the context of Cowan's model, because one would have to suppose fundamental differences in the way spatial and temporal information are processed. Gilden, Thornton, and Mallon (1995) showed that, when participants were asked to produce a given spatial or temporal interval from memory, the time course of the errors associated with successive estimations (i.e., the sequence of the errors) fluctuated as 1/f noise for both spatial and temporal estimates. As these authors emphasized, fluctuation is associated with basic mechanisms of cognition that mediate the judgment of magnitude, independently of whether the magnitude exists in time or in space (p. 1838).
In the end, neither the constant velocity hypothesis nor a focusof-attention model can adequately explain the patterns of results observed with respect to dimensional interference. Without being able, at the present time, to propose an alternative model providing a convincing explanation of the presence of tau and kappa effects under certain conditions and their absence under other conditions, we believe that the results of the present study clearly bring out the need to go beyond explanations at the level of a single behavioral index of performance (Gilden, 1997; Gilden et al., 1995; Giraudo & Pailhous, 1994 , 1999 . We suggest that studying the evolution over time of accuracy and variability of performance will contribute to a fundamental understanding of the functioning of memory.
Finally, we point to the fact that it remains to be determined whether the effects observed have a perceptual origin, related to encoding characteristics and hence referring to perceptual memory, or a pure mnesic origin, expressing itself during the reproduction phase. Indeed, as Kihlstrom (1994) emphasized, "There is no litmus test that reliably distinguish [es] memories that are based on perception from those that are based on imagination" (p. 337). Nevertheless, this (unresolved) question clearly touches on fundamental issues concerning the relations between perception and memory and the somewhat indeterminate zone between them that led Neisser (1967) to speak of iconic memory and led Baddeley (1990) to suggest that it might be preferable to consider what he called sensorial memory as part of perception. On the basis of the experimental procedures used and the results obtained in the present experiments, and, in particular, the immediate stabilization of response patterns, whether it be with respect to accuracy or variability, it seems reasonable to suggest that the effects observed are more likely based in encoding rather than in recall processes.
Dynamics of Accuracy and Variability
The pattern of results of the present series of experiments demonstrates that, over repeated reproductions, accuracy and variability evolved independently, whether the response concerned the spatial or the temporal aspects of a sequential stimulus pattern. Variability has been classically considered as an index of performance, expected to decrease as a function of experience on the task (Golledge, 1987; Schmidt, 1988) . As such, it constitutes just another measure of performance, comparable to accuracy. This theoretical position, together with the systematic use of dispersion measures (e.g., the standard deviation), has had a double consequence. First, response variability has been associated with the transformations of the representative content, apparent across learning and forgetting phenomena-in other words, with a state of instability in the system. Because such transformations can be characterized with measures of accuracy, the contribution of variability is not necessary. Second, response variability observed at steady state has been, in this context, assimilated to a Gaussian noise without particular meaning that must be eliminated or at least minimized to facilitate the generalization of the studied phenomenon.
In a series of studies on the memorization of visuospatial configurations (using static patterns), Giraudo and Pailhous (1999) studied the evolution of accuracy and variability, using time series analysis (Chatfield, 1975) . Their results demonstrated that variability could not be considered as another index of performance, with the level of variability not being able to predict the dynamics of accuracy, and the level of accuracy not being able to predict the dynamics of variability. Moreover, these two dynamics, evolving in parallel, were found to be functionally independent, one (i.e., the variability) being predominantly subject dependent, and the other (i.e., the accuracy) being predominantly task dependent.
In the present experiments, with sequential patterns providing spatiotemporal configurations, the independence between the dynamics of accuracy and the dynamics of variability was once again observed. Indeed, results show that the level of variability does not allow prediction of the level of accuracy and, vice versa, the level of accuracy does not speak to the level of variability. Moreover, with congruent (i.e., space-time proportional) patterns and noncongruent (i.e., non-space-time proportional) patterns, notable differences in accuracy levels were observed, whereas no such differences were to be seen in variability levels. These findings again underscore the task-dependent nature of accuracy and the lack of sensitivity of variability to the properties of the stimulus. Furthermore, the pattern of results was the same whether a spatial response (Experiment 1) or a temporal response (Experiment 2) was to be given, which speaks against the classical distinction between space and time (Wade & Heller, 1997) . Indeed, in both cases, accuracy and variability evolved independently, and in both cases accuracy levels depended on stimulus properties, whereas variability did not. Finally, it may be noted that, overall, the ratio of variability over accuracy was the same for spatial and temporal responses. Giraudo and Pailhous (1999) argued that response variability reflected the process of structuring information in memory, a process that does not depend on stimulus characteristics and leads to a stabilized organization of the representation. The variability level reached at the steady state can thus be defined as the maximal level of mental image resolution. For his part, Gilden (2001) noticed that the presence of the variability in the psychological data seems to be associated with the most elementary aspects of cognitive processes, the formation of representations. In this sense, ignoring (the dynamics of) variability may lead to attributing properties to (the dynamics of) accuracy that it does not have. This is exactly what our results convey: When one limits oneself to the accuracy measure of the response, differences appear that do not depend on the way representations are elaborated but on the result of this process (i.e., the mental image). In this context, far from constituting uninteresting noise, response variability provides rich information on the dynamics of organization of representations. This structuring process (formation of representations) cannot be evaluated nor seen with the traditional methods of cognitive psy-chology. As Gilden (2001) and van Gelder (1997) underlined, such traditional methods are state based as opposed to time based. We add that theories of memory are globally task dependent, that is, linked to task content (to stimuli properties), as they essentially focus on the questions of where-that is, the structures involved in the task (see Squire, 1992 , for a review)-and on the question of what-that is, the discrepancy between a percept and its reproduction (see Chase, 1986; Humphreys, Wiles, & Dennis, 1994; Landau & Jackendoff, 1993 , for a review). Such theories do not sufficiently focus on the question of how per se. Although questions with respect to the roles of image properties and structures involved are obviously justified, it also seems reasonable to question another aspect of memory, that is, the process of representation formation and consolidation. Indeed, a century ago, Burnham (1903) noted that, in normal memory a process of organization is continually going on, a physical process of organization and a psychological process of repetition and association. In order that ideas may become part of permanent memory, time must elapse for these processes of organization to be completed. (p. 396) Introducing, or, in fact, reintroducing, time as a fundamental variable of cognitive processes, our results suggest that the organization of information in memory is not radically different whether the information is congruent or noncongruent, whether the information is presented sequentially or simultaneously, and whether the response required is spatial or temporal. Together, these results constitute a solid empirical basis for the idea of a fundamental process of organization of information in memory, independent of the task at hand.
Finally, our results indicate that one can only study properties (in our case, the space-time properties) of mental images once the organizational processes have reached a steady state. Studying the properties of mental images by measuring only the accuracy level of the behavioral output can lead to observations and data analyses related to the process of organization and not to the content of memory. In other words, if the study of cognitive states is important, it cannot do without an analysis of the underlying variability dynamics.
