We address the problem of localising a mobile terrminal ("blind" node) in unknown position from a set of "anchor" nodes in known positions. The proposed method does not require any form of node synchronisation nor measurement (or control) of the transmission times, which is difficult or anyway costly to achieve in practice. It relies exclusively on reception timestamps collected by the anchor nodes, according to their local clocks, that overhear packets transmitted by the blind node and by (at least one) other transmitting node(s) in known position, e.g., other anchors. The clock differences between the nodes are not eliminated ex ante through clock synchronisation, as in traditional ToA and TDoA methods. Instead, they are counteracted ex post, during the data processing stage, leveraging the data redundancy that is intrinsic to the multiple reception of the same packet by different (anchor) nodes. We validate the proposed method in two experimental setting, indoor and outdoor, using exclusively low-cost Commercial-Off-The-Shelf WiFi devices, and obtain sub-meter accuracy in Line-of-Sight conditions. The proposed method does not require that the blind node participate actively to the localisation procedure and can use "opportunistically" any legacy signal or packet available over-the-air for communication purposes. Considering the very minimal requirement on the system -basically, only that anchors in known positions are able to collect and share reception timestamps -the proposed approach can enable practical adoption of opportunistic and/or cooperative localisation on top of existing radio communication systems.
I. INTRODUCTION
Despite the widespread success of Global Navigation Satellite Systems (GNSS), alternative radio-based positioning systems remain of interest for those applications where GNSS signals are not available (e.g., indoor, tunnels, urban canyon) and/or the integration of GNSS receivers is not feasible due to size, energy or cost constraints. In order to preserve cost-effectiveness and ease of adoption, it would highly desirable to develop localisation methods that reuse opportunistically the legacy radio signals, protocols and receivers which are anyway available for communication purposes. We consider the problem of localising a transmitting node in unknown position, called "blind node" hereafter, based on the reception measurements collected by a set of nodes in known positions, called "anchors".
One possible approach is to rely on power measurements, leveraging the Received Signal Strength Indicator (RSSI) available today in almost all Commercial-Off-The-Shelf (COTS) transceivers to deploy RSSI-based localisation functions on top of existing wireless communication systems. Both commercial and open-source tools are available for several technologies, including WiFi, Bluetooth, and IEEE 802.15.4 (e.g. [1] , [2] , [3] ). Generally speaking, RSSI-based methods exhibit low accuracy, since in real environments the received power is heavily affected by other factors than the distance from the transmitter, for instance multipath propagation and antenna patterns. Several previous work seek to improve accuracy of RSSI-based methods using machine learning techniques that create and use detailed power loss pattern models for specific environments [4] , [5] , [6] , [7] , in the direction of so called "RSSI fingerprinting" techniques.
Another class of approaches is based on time measurements. As signals travel at constant speed, the relation between reception time and distance is tighter than for received power, therefore time-based localisation is intrinsically superior to RSSI-based methods in terms of potential accuracy [8] . However, the traditional approaches to time-based localisation require the system to support some form of node synchronisation and/or accurate measurement of transmission times. Both these functionalities are difficult or costly to achieve in practice [9] . Node synchronisation requires the distribution of synchronisation signals, either via additional wired infrastructure or wireless protocols, and the implementation of dedicated functions into the devices which consume additional energy, bandwidth, and computation resources [9] . Controlling or measuring the actual transmission time is also difficult with standard hardware, due to unpredictable delay components between the construction of the packet and the transfer to the network interface, not to mention the variability of channel access delays due, e.g., to MAC dynamics [9] .
In Time-of-Arrival (ToA) methods all nodes must use a common synchronous clock reference and must take active part into the localisation procedure [8] , [10] , [11] . The transmitting node attaches the transmission timestamp to the packet to allow the receiver to compute the travel time (time of flight), and from there derive the distance from the transmitter (one-way ranging). In two-way ranging methods instead, node A sends a probe packet to node B and the latter answers back with a reply packet that includes the information about the elapsed time between the reception of the probe and the transmission of the reply packet. By subtracting this value from the elapsed time between the transmission of the probe packet and reception of the reply packet, node A is able to compute the distance (range) to B. Two-way ranging does not need clock synchronisation between the nodes, however it still requires accurate knowledge of both transmission and reception times for every packet. Moreover, it requires that the node to be localised ("blind node") take active part into the ranging phase. With Time-Difference of Arrival (TDoA) methods an emitter node can be localised by a set of anchors in known positions that measure exclusively the reception times of the signals transmitted by the blind node [12] . This method relaxes the requirement on the transmission times, but still needs tight synchronisation between the anchor nodes for accurate localisation [13] .
Due to the requirements on node synchronisation and/or transmission time measurement, it turns out that deploying these methods on COTS devices is impractical [14] , [15] , [16] , [17] . To overcome these limitations, we develop here a localisation method that relies exclusively on reception timestamps and does not require any form of node synchronisation. The proposed method can passively localise a (possibly unaware) blind node while it is executing standard communication operations, i.e., exchanging packets with a neighbouring node, without requiring its active participation to the localisation procedure. In other words, our method meets the following system-level requirements:
• The blind node transmits beacons and/or packets (e.g. towards one or more other nodes, mobile or fixed) but it does not take any active part to the localisation process. The localisation procedure involves exclusively a set of "anchor" nodes in known positions.
• No synchronisation mechanism is in place between the anchor nodes nor between blind and anchors, i.e., we assume asynchronous nodes.
• Anchor nodes can measure only local reception times (i.e., timestamps) while the transmission times are unknown and can not be controlled, i.e., we assume asynchronous signals. It can be easily seen that the above requirements do not allow to adopt ToA, two-way ranging, TDoA nor other hybrid variants proposed recently in the literature (e.g. [18] , [19] , [20] ) that anyway demand some combination of node synchronisation and/or control of transmission times.
By force of the above requirements, the method described here can be adopted in a wide range of practical applications to localise passively a mobile transmitter based exclusively on the local reception timestamps collected by other nodes placed in the surrounding environment. Waiving the requirement of node and signal synchronisation enables the implementation of localisation capabilities in legacy communication systems, which are typically completely asynchronous. Possible applications of the proposed method include indoor localisation of smartphones, localisation in Wireless Sensor Networks (WSN), and extension (augmentation) of GNSS positioning in Cooperative Intelligent Transportation Systems (C-ITS) [21] .
While in traditional localisation systems clock differences are eliminated ex-ante by the synchronisation mechanism, we consider a model where clock differences are accounted for ex-post, i.e., they are estimated (or directly eliminated) during the data processing stage, jointly with the estimation of the (unknown) blind position. Only a few recent pioneering works have started to consider this class of techniques [22] , [23] , [24] , [25] , [26] , [27] . The basic form of the method considered here belongs to the class of so-called Differential Time-Difference of Arrival (DTDoA). A detailed review of previous DTDoA literature is given later in the Related Work section. The proposed method is validated by means of experimental measurements in two different environments, indoor and outdoor, with a testbed setting consisting exclusively of COTS WiFi devices. The complete experimental dataset used in this work, together with the software developed to setup the testbed, will be made publicly available in order to allow for independent replication of the experiments and validation of our results, and to facilitate the progress of the research by the scientific community (visit http://www.ing.unibs.it/ ∼ openfwwf/localisation).
The rest of this paper is organised as follows. In Sec. II we formalise the system model and describe step-by-step the proposed methodology in the basic case of receive-only anchors. In Sec. III we provide experimental results with COTS WiFi devices in two different testbed scenarios, indoor and outdoor, achieving meter-level accuracy. In Sec. IV we extend the method to work in scenarios with multiple active anchors that are able also to transmit (in addition to receive) packets: our experimental results show that the positioning accuracy can be improved down to sub-meter level in this case. In Sec. V we discuss future research directions for progressing and extending the work. In Sec. VI we position our method with respect to existing literature. Finally, we conclude in Sec. VII.
II. METHODOLOGY A. System model
The basic reference scenario represented in Fig. 1(a) involves three types of radio nodes: the blind node, one pivot node and a set of (minimum three) anchors. The positions of the pivot node and of all anchor nodes are known, and the goal is to estimate the (unknown) position of the blind node. We consider a basic scenario where the blind and pivot nodes emit packets that can be overheard and timestamped by the anchor nodes. In other words, for the purpose of collecting timing measurements, the anchors act as passive receivers (Rx-only) while the blind and pivot act as pure emitters (Tx-only). No assumption is made about clock synchronisation among the nodes, i.e., the system is completely asynchronous. In a nutshell, the role of the pivot node is to provide reference signals (packets), transmitted from a known location, that compensate the lack of synchronisation between the anchors. In practical setting, the blind and pivot nodes could map, respectively, to a mobile terminal (e.g. smartphone) and to a fixed Access Point (e.g. WiFi or Bluethoot). These two nodes normally exchange data and acknowledgment packets between themselves, however they are not required to take active part in the localisation procedure, i.e., they do not need to perform any additional function besides the standard communication protocol operations. On the anchor side, the only requirement is that they timestamp every received packet and communicate the collected timestamps and the associated packet identifiers to a central computation server in charge of running the localisation algorithm, taking in input the (known) positions of the anchor and of the pivot.
For the sake of simplicity we consider a 2D localisation problem, being the extension to 3D localisation quite straightforward. Also, for the sake of simplicity we consider here a centralised scheme and a fully trusted environment, where measurement data and computation are concentrated in a single central server, and all the input data are correct (up to unintentional measurement errors) and shared openly. However, considering that the proposed algorithms consists of a series of simple linear operations, it should be possible to develop more sophisticated variants of the proposed method amenable to distributed computation, possibly taking into account additional requirements for preservation of sensitive data (e.g. anchor node location) and/or robustness against malicious users. These aspects fall outside the focus of the present work and are left as prominent directions for future research.
B. Notation and basic equations
With reference to the basic scenario depicted in Fig. 1(a) we introduce the following notation. When necessary we shall use the symbol " * " and "o" to label the variables (e.g. transmission and reception times) associated, respectively, to packets transmitted by the blind node and by the pivot node. The index k, with k = 1, 2...K, is used to index the anchor nodes and K ≥ 3 is the total number of available anchors. Packets are indexed by i and j when transmitted, respectively, by the blind node and by the pivot node.
We define the following variables:
] denotes the transmission time (according to an ideal absolute clock) of the ith packet transmitted by the blind node [resp. pivot].
• r * i,k [resp. r o i,k ] denotes the reception time (according to an ideal absolute clock) at anchor node k of the ith packet transmitted by the blind node [resp. pivot].
• s * i,k [resp. s o i,k ] denotes the reception timestamp recorded at anchor node k according to its local clock for the ith packet transmitted by the blind node [resp. pivot].
• p * , p o and p k the position vectors, respectively of the blind, pivot and generic kth anchor.
•
|| the euclidean distances between anchor k and, respectively, the blind node and pivot node. In the proposed method we need to select one anchor to serve as reference. Without loss of generality we pick the first anchor, with index k = 1, as the reference anchor. For each remaining anchor we further define the following differential ranges between the blind and pivot nodes and the anchor pair (1, k):
k is unknown and needs to be determined. The transmission and reception times are linked by the following equations (k = 1, ..K): 
The relation between the reception time r i,k and the associated timestamp s i,k can be modelled as follows:
wherein
• α k denotes the (unknown) initial temporal offset of node k clock with respect to the ideal timing reference.
• β k denotes the (unknown) value of the relative frequency deviations of node k clock oscillator with respect to its nominal frequency. It is an adimensional quantity that can take positive or negative values, normally limited to a few ppm. For a generic anchor, the value of β k can be considered constant at the time-scales of interest for our problem (a few seconds or fractions thereof). Therefore, it introduces a trend component in the clock error that is linear in time and varies from anchor to anchor.
• h k (τ ) represents a slowly-varying and possibly non-linear function of time τ , capturing the additional non-stationary and non-linear clock error components.
• ω * i,k represents the residual fast-varying error component and can be modelled as an independent random variable with general distribution, not necessarily zero-mean. It absorbs all non-systematic error components due, e.g., to random delays in the receiver processing chain, timestamp quantization, truncation, etc.
C. Algorithm overview
In the reference scenario outlined above, the only measurable quantities are the receiver timestamps collected by anchors. This is the input to the algorithm, along with the positions of all anchors and pivot. The desired output is (an estimate of) the blind position. The localisation procedure is split into two stages, as depicted in Fig. 2 , with a set of (differential) range measurements playing the role of intermediate variables. In the first stage, a set of differential ranges {∆ * k } k=2...K between the blind node and every pair of anchors (k, 1) is computed based on the input timestamps and node locations. In the second stage, the set of differential ranges is used to compute the final blind position.
In the first (differential) ranging phase, we must cope with two types of unknown quantities: the blind node position, and the various error components for each anchor clock. In order to produce differential ranges with acceptable accuracy we need first to eliminate, or at least reduce, the clock errors embedded in the raw timestamps. In our algorithm this is achieved through differentiation and rescaling of timestamps, as explained hereafter.
D. Estimation of inter-anchor clock frequency ratio
In a first step we run a simple linear regression over a block of M data points s would be just equivalent. The slope factor γ k obtained from the linear regression provides an estimate of the ratio between the actual clock frequencies of the two anchors, i.e. γ k = 1+β1 1+β k for k = 2 . . . K. This value will be used later to correct the timestamp measurements collected at anchor k before differentiation with the homologous timestamps at the reference anchor, as explained below. 
E. Timestamp Differentiation
Consider a pair of neighbouring packets i and j transmitted respectively by the blind node and by the pivot node in close by instants, e.g., one data packet and the corresponding acknowledgment. For these two packets we differentiate the reception timestamps at the reference anchor. Recalling (1) and (2) we can write:
wherein for a generic anchor k = 1 . . . K (including the reference anchor) the error term
cumulates the two individual random terms and the residual difference between the non-stationary error components. The latter is small, due to the fact that the reception times are close by and the function h k (τ ) is slowly varying, formally:
By symmetry, the term n ij,k can be modelled as a zero-mean random variable even if the individual components ω o j,k and ω * i,k have non-zero mean, since by definition they are (independent) variables extracted by the same process at anchor k. In other words, n ij,k represents a measurement noise term.
For the same packet pair (i, j) we obtain an equation similar to (3) for every other anchor k ≥ 2:
and by multiplying by γ k we obtain:
(note the change to β 1 in the first right-hand term). Taking the difference of (3) and (5) we obtain
is the compound measured quantity and
is the compound noise term whose variance (power) will be denoted by σ N k . Substituting (1a) and (1b) into (6) leads to: Fig. 3 reports the empirical distribution of the compound noise term N ij,k for one sample experiment, expressed in ticks of 22 MHz clock. Each tick corresponds in space to 22·10 6 3·10 8 = 13.6 meters. It can be seen that the noise term has a zero-mean bell-like distribution.
F. Averaging and differential range computation
By averaging (9) over M packet pairs we can reduce the noise power down to
. Besides the noise term, there are two unknowns in (9) : the differential range ∆ * k and the frequency offset of the reference anchor β 1 . In order to derive ∆ * k we need to fix β 1 .
Recall that (9) was derived for a quadruplet of nodes: blind, pivot, reference anchor and the generic kth anchor. In principle, if a second transmitter in known position is present in the system (call it second pivot), one could derive an equation similar to (9) for the quadruplet consisting of the two pivots and two anchors. Since the position of all these four nodes is known, it would be possible to obtain an estimateβ 1 . Though this approach is mathematically correct in theory, it is not always the most convenient in practice. Recall that β 1 is a small quantity, typically a few ppm, and it turns out that, with our data, the estimated valueβ 1 is affected by an error (due to measurement noise) that is larger than the error introduced by directly assuming β 1 = 0. In other words, when an unknown quantity is known to be small, it is preferable to neglect it (equivalently: assume its value to be zero) rather than attempting to estimate its value from noisy data. We verified that this is indeed the case with our experimental data. For this reason we fix β 1 = 0 in (9) and derive the differential range of interest as:
where the operator E M {·} denotes average over M packet pairs.
G. Position estimation
The output of the previous phase is a set of K − 1 differential ranges {∆ * k } k=2...K between the blind node and each anchor pair (1, k). The following positioning phase takes in input the set of (estimated) differential ranges and the (known) anchor positions in order to finally estimate of the blind node position. Note that the pivot node does not play any role in the position estimation phase: it served as a "reference" point for adjusting the (differential) timing measurements solely in the first stage of the algorithm (ref. Fig. 2 ). For the second stage, i.e., the positionin phase, we have considered two different options which are described below.
Hyperbolic equations (HYP) on differential ranges. This is the method known as Taylor-series estimation and described in [28] (see also [29] ). The set of differential ranges is directly fed into so-called algebraic position equations (hyperbolic equations) that are solved simultaneously using an iterative scheme. It starts from a rough initial guess and improves iteratively at each step by determining the local linear least-sum-squared-error correction. It has been shown [28] that the method will usually converge even with an initial guess that is way off. Moreover, it is possible to implement a validity test at each step to detect bad position guess or lack of convergence.
Iterative Least Squares (ILS) on pseudo-ranges. This is the standard positioning algorithm adopted in GPS (see e.g. [30] ) based on an Iterative Least Squares (ILS) procedure run on a set of pseudo-ranges between the blind node and a set of reference points in known positions (satellites in GPS). The term "pseudo-ranges" denotes a set of ranges, i.e., distances, determined up to an additive common bias term, formally {d * k + δ} k=1...K for an arbitrary value of δ. The ILS algorithm, which was successfully used in a similar context also in [26] , [27] , is able to jointly determine the blind position and resolve for δ. In order to apply ILS, we need first to transform the range of differential ranges {∆ * k } k=2...K into a set of pseudo-ranges. This is done trivially by setting one of the distance variables to an arbitrary value δ, e.g., d * 1 = δ with δ = 1 meter, and then derive all other variables from the (estimated) differential values, formally d *
III. EXPERIMENTAL RESULTS
The main challenge of the problem at hand is to capture into the model, and properly correct in the algorithm, the nonidealities of the real timestamping process in standard COTS receivers. For this reason it makes sense to validate directly our approach experimentally, with real measurements obtained from a testbed with COTS devices, instead of resorting to abstract simulations.
A. Testbed setup
For our measurement testbed we use WRT54GL devices from Linksys, depicted in Fig. 5 . This choice was motivated by several reasons: i) their price is very affordable, less then 40 USD on ebay; ii) they run a very robust OpenWRT distribution based on Linux Kernel 2.6.32; iii) their wireless Network Interface Card (NIC) is compatible with OpenFWWF [31] , an open source firmware that replaces the original binary-only software from Broadcom and has been widely used as research platform [32] , [33] , [34] . The basic version of OpenFWWF implements a fully working Distributed Coordination Function (DCF) and timestamps each incoming packet with the value of the Basic Service Set clock, sampled by the underlying hardware when a preamble is successfully received. Unfortunately this clock has only 1 MHz resolution. For this reason we modified the real-time receiving part of the code to spin during the reception of specific packets until they are completely decoded: right In each scenario, six nodes were kept fixed at locations marked by squares. In each experiment, one node was moved to a different location among those indicated by triangles. The legend refers to the role of each node in the "active anchors" setting described in Sec. IV. after the single instruction spin-lock, a sample of the 32 bit internal clock that drives the execution pipeline is taken and reported to the Linux kernel. As a result, we obtain timestamps with clock frequency of 22 MHz, corresponding to a clock tick of 45.4 ns (13.6 meters at speed light). These operations are executed only for UDP packets with configurable destination port which we check as soon as the first bytes of each frame are received. Every node is programmed to transmit UDP packets with a payload of 10 bytes. Every packet is transmitted with a single attempt at the MAC layer in order to avoid ambiguities in correlating copies of the same packet received by different nodes. In a real scenario this is equivalent to consider only the first transmission of a frame (retry bit set to 0). The nodes schedule the UDP packets transmission with a coarse inter-departure period of 10 ms at the application level. Then, at the MAC layer, the channel access is performed using the standard DCF protocol with a Contention Window of 15 slots. All nodes are set to transmit in IEEE 802.11g mode with DSSS modulation, trasmission rate of 2 Mb/s and long preamble of 192 bits. Every node transmits at an average rate of about 92 packets/second. Every node logs the local reception timestamp, source address and packet identifier for each received packet. Depending on the role assigned to each node in each trial (blind, pivot or anchor) we disregard the packets transmitted or received by that node in that trial.
We conducted two set of experiments in two different environments, outdoor (garden) and indoor (gym), described below. In each scenario we have used 7 nodes, thereof 6 (anchors and pivot) in fixed positions that did not change across the different experiments (squares in Fig. 4) , and one (blind node) placed in a different position in each experiment.
B. First Test Scenario: GARDEN
The first set of experiments was conducted outdoor in a free area, i.e., a green garden. In this test all nodes are placed at 10 cm height from the ground within a rectangle of 16 × 20 meters (ref. Fig. 4(a) ). All nodes are in Line-of-Sight, without any intermediate obstacle, and the only possible source of multipath error are reflections from the ground. Note that in this experiment each node was using two receiving antenna, as per the default configuration (ref. Fig. 5 ). We run 6 experiments with different positions of the blind node (triangles in Fig. 4(a) ). 
C. Second Test Scenario: GYM
The second set of experiments were conducted in a large clear indoor area, i.e., a school gym. Nodes were placed at the height of 1.5 meters from the ground within a rectangle of 9 × 18 meters (ref. Fig. 4(b) . Similarly to the previous test, all nodes are in Line-of-Sight, without intermediate obstacles, and the only possible sources of multipath error are reflections from the floor, from the ceiling and from the perimetric walls, the latter being located at an horizontal distance of 4-5 meters from the nodes. Differently from the previous experiments, we removed one of the two antennas from the devices in order to enforce single-antenna reception. In this scenario we run 11 experiments with different positions of the blind node (triangles in Fig. 4(b) ).
D. Experimental results with single pivot
For each experiment, we run 6 different trials by assigning the role of pivot node to each of the fixed nodes, the remaining 5 playing the role of anchors. Therefore, we have a set of 36 different trials (i.e., different configurations of blind, pivot and anchor positions) for the GARDEN scenario and 66 for GYM. For each trial, we compute the estimated blind position with the algorithm under test, and from there the final position error, i.e., the distance between the estimated and true positions. In order to compare different variants of our method, we plot the Empirical Cumulative Distribution Function (ECDF) of the final position error. Fig. 6(a) and Fig. 6(b) report the ECDF of the position error, respectively, for the two positioning methods HYP and ILS in the GARDEN scenario. Similarly, Fig. 6(c) and Fig. 6(d) compare HYP and ILS in the GYM scenario. The plots are obtained with a single block of M = 200 packet pairs for each trial. For each positioning method we have tested three different strategies with respect to the choice of the reference anchor:
• near: choose as reference the nearest anchor to the pivot; • far: choose the farthest anchor from the pivot;
• mean: run the algorithm K times, for all possible choices of reference anchor, and take the mean of the K points. The plots in Figg. 6(a) and 6(c) show that the choice of the reference anchor has an impact on the final accuracy when HYP positioning is used, especially in the GYM dataset, and that it is always preferable to choose the nearest anchor to the pivot. The plots in Figg. 6(b) and 6(d) show instead that ILS positioning is pretty insensitive to the choice of reference anchor. This can be explained by the ability of the ILS algorithm to "resolve" for an unknown common bias in the set of pseudo-ranges, which somehow absorbs the effect of the residual frequency offset β 1 (recall that we have simply neglected it in (9)). Overall, ILS and HYP (with near-pivot reference anchor) yield comparable accuracy, with median error around 1-1.2 meter and maximum error around 3 meters. In the remaining of this paper we will use ILS with near-pivot reference anchor, unless differently specified.
In the next test we are interested to compare two different strategies for combining measurements obtained from different packet blocks. Considering a large dataset of (timestamps associated to) B packet pairs (e.g. B = 200), we consider the following strategies:
• one-shot: run the localisation procedure described above for a single block of M = B packet pairs.
• slice & prune: slice the dataset into L = B M different blocks of smaller size M , e.g. M = 20; run the localisation procedure L times for each data block, so as to obtain a set of L position estimates (data points); take the mean p L of all L data points and then prune out the single element point that is farthest from p L , thus reducing to L − 1 data points; re-compute the mean p L−1 and iterate the pruning procedure until the number of residual data points reaches a pre-determined stop value L min ; the mean value p Lmin of the residual points is then taken as the final estimate. This simple pruning procedure is meant to reject datapoints with occasionally high error, thus reducing automatically to a smaller subset of data points with higher level of internal "coherence".
In Fig. 7 we compare the ECDF of the final error obtained with these two strategies, for B = 200 and B = 1000. For the pruning method we have set M = 20 and L min = . The first observation is that the two methods yield comparable results for most of the trials. In the GARDEN experiments, the slice & prune method is able to reduce the error for the few trials with larger error (upper tail of the ECDF). Instead, it appears to be slightly disadvantageous for the GYM scenario, with a loss of 10-20 cm accuracy.
The second observation is that using more packets does not necessarily lead to better accuracy: comparing the plots for B = 200 and B = 1000 it can be seen that the accuracy remains substantially unchanged with pruning, and even degrades with the one-shot method for the GARDEN experiment (note the rightward drift of the upper tail of ECDF).
The latter finding indicates that the timestamp measurements collected in the testbed are not only affected by a random component, i.e. measurement noise, which in general can be reduced by increasing the number of observations (packet pairs in our case) but also embed some form of systematic bias accountable to multipath.
IV. EXTENSION TO ACTIVE ANCHORS
Until now we have considered a system model with a single transmit-only pivot and multiple receive-only (passive) anchors, as sketched in Fig. 1(a) . One obvious extension is to consider a system with active anchors, i.e., where all infrastructure nodes are capable of both transmitting and receiving (and therefore timestamping) the packets or beacons from other anchors and from the blind node. This new scenario, sketched in Fig. 1(b) , will become more and more relevant for practical applications as new systems are emerging that involve dense deployments of many low-cost infrastructure nodes, e.g. based on Bluethoot Low-Energy technology [35] and in WSN applications.
It is straightforward to adapt our algorithm to work in the active anchors scenario. The signal reference function, that in the previous scenario was performed by the pivot node, can be now absorbed by the anchor themselves: timestamp adjustment will rely on anchor-to-anchor communications, instead of pivot-to-anchors. It is reasonable to expect that the active anchors scenario will allow for higher estimation accuracy when compared with the single-pivot method for the same number and placement of infrastructure nodes, due to the higher volume of available data (i.e., transmitted packets, hence timestamps) and diversity of transmitting positions.
We seek to extend the algorithm presented in the previous section to address the active anchors scenario without adding too much implementation complexity. Motivated by the positive results obtained in the previous experiments we resort to a procedure based on the same "slice & prune" principle described above. The key idea is to consider a single scenario with N active anchors (N = 6 in our experiments) as the overlay of N parallel sub-scenarios, each with 1 transmit-only pivot and N − 1 receive-only anchors. In other words, we are "slicing" the problem instance into N parallel sub-instances (not completely disjoint, as the packets transmitted by the blind node will be common to all sub-instances). For each sub-scenario, we consider a set of B packet pairs as done above and further "slice" the data into smaller blocks of M pairs. By running the basic positioning procedure for each block of each sub-instance, we produce a set of L = N · B M data points, each produced by a different set of packets. The last step is to apply the iterative pruning procedure described above and then obtain a single final position estimate as the mean value of the residual L min data points.
As done above, we compare this "slice & prune" approach versus a more compact method, where a single datapoint is obtained for each sub-instance by using all B packet pairs (no slicing into smaller block) and the mean value of the N data points is taken directly as final estimate (no iterative pruning). For each experiment (6 in GARDEN scenario and 11 in GYM) we run the two methods on the same sample dataset, considering the first B = 200 packets transmitted by each node in the given experiment. The final absolute error CDF is reported in Fig. 8 . Consistently with what was observed in the previous test, the "slice & prune" method helps to reduce the final errors n GARDEN, especially the largest ones (from 1.9 to 1.4 meters for experiment n. 2), while in GYM it has no evident influence on the accuracy. The final positions estimated with the "slice & prune" method for each experiment are also reported as diamond markers in Fig. 4 . In GARDEN, 5 out of 6 experiments have a final error below 1 meter, and in two cases below 30 cm. In GYM, 10 out of 11 experiments have a final error below 1 meter, and half of them below 50 cm.
These results are quite remarkable considering that we have used relatively affordable COTS devices without putting in place any synchronisation mechanism. 
V. DISCUSSION AND OUTLOOK

A. Importance of node deployment
It is interesting to note that in our experiments we obtained a slightly better positioning accuracy in the indoor scenario (GYM) compared to the outdoor (GARDEN), while we would have expected the indoor environment to be more adverse in terms of multipath. We account this to other differences in the node setting and placement. Recall that nodes were equipped with two receive antennas in GARDEN (as in standard configuration) while for the GYM experiments only one antenna was used (the other one being physically removed). We believe that the implicit beamforming caused by dual antenna played an adverse role, facilitating the reception over non-LOS paths. Additionally, for the GARDEN experiments all nodes were placed at low height, only few centimetres above the floor, while in GYM they were placed at 1.5 meters height: low height might have had a role in increasing the effect of multipath error caused by ground reflections. The combined effect of these two factors has probably caused the GARDEN experiments to be more exposed to multipath errors than GYM. In this light, it should not be surprising that the "slice & prune" strategy, which was designed to add robustness to the method and reject occasionally "bad" data points, was helpful in the most adverse scenario, i.e., GARDEN, but not in GYM.
During some preliminary indoor trials we noticed that placing the anchor nodes nearby the wall had a devastating effect on the final accuracy, probably due to systematic errors introduced by signal reflections from the wall. For this reason we kept the anchors at a distance between 4-5 meters from the wall. Some further preliminary experiments (not reported here) suggest that acceptable results can be obtained with anchors attached to perimetric walls if directional patch antennas are used instead of simple dipole, however we leave the exploration of these deployment aspect to a separate work.
All the above remarks remind us that, obviously, the final accuracy achievable in practical settings shall depend not only on the "goodness" of the localisation algorithm per se, but also on the overall characteristics of anchor configuration and deployment. Paying care to configure and deploy the anchors in favourable positions (within the given environmental constraints) is not less important than paying care to add robustness to the algorithms. In other word, one should seek to develop localisation methods that are robust to non-idealities, but at the same time should provide deployment guidelines to configure the system in order to prevent or at least mitigate the emergence of those non-idealities. Therefore, along with the process of developing more and more robust algorithms, we call the research community to develop and share also the lessons learned during the experimental work about the practical deployment aspects, as we have tried to do in this section.
B. NLOS mitigation
All our experimental results were obtained in Line-of-Sight conditions (LOS). In practical setting the most serious source of error is probably Non-Line-of-Sight (NLOS) propagation. The NLOS problem affects all radio localisation methods, whether RSSI-based or time-based, including the traditional ToA, TDoA and of course also the DTDOA method considered here. In other words, it should not be considered as problem specific to our methodx. However, it should be remarked that NLOS errors propagate in different ways through ToA, TDoA and DTDoA localisation procedures. Therefore, the great deal of proposed solutions for NLOS mitigation that have been developed for ToA and TDoA (see [36] , [37] , [38] and references therein) can not be applied "as is" to DTDoA systems. For this reason, further work is needed to understand the sensitivity of DTDoA to NLOS errors and to develop NLOS mitigation or identification strategies specifically for DTDOA.
C. Distributed and secure computation
In this work we have considered a centralised approach, where a single entity (e.g., a localisation server or cloud service) concentrates all the data and computation. However, owning to the fact that the basic algorithm involves simple linear operations, it should be possible to devise methods to perform the same computation in a distributed fashion, without the need of data centralisation. Another related research direction would be to explore the possibility of performing the localisation procedure without revealing some of the input data, that might be considered sensitive by the participating entities, e.g., the (known but private) anchor node positions, by drawing methods from the field of privacy-preserving computation and Secure Multiparty Computation.
VI. RELATED WORKS The proposed method relies on the (double) differentiation of four arrival times referred to a quadruplet of nodes -two transmitting and two receiving, ref. equation (6) -in order to get rid of the unknown transmission times and clock offsets. This basic principle characterises an entire class of techniques that are commonly referred to as Differential Time-Difference of Arrival (DTDoA) -to distinguish from the classical ToA and TDoA approaches that require synchronisation between all nodes (ToA) or between the anchors (TDoA) -to which the proposed method is to be accounted. Considering the relative ease of adoption and the possibility to "opportunistically" implement DTDpA in legacy systems, it is a bit surprising that DTDoA techniques have attracted very small attention by the research community until now, at least when compared to the TDoA methods that, conversely, require to put in place additional burdensome synchronisation mechanisms. The few previous proposals in this field differ from the proposed methods in several system-level aspects.
To the best of our knowledge, the DTDoA principle first appeared a decade ago in the context of interferometry [22] and was later considered in systems where the time difference between two signals from distinct transmitters arriving at the same receiver was measured by waveform correlators [23] , [25] . This approach demands specialised processing at the physical layer and/or considerable additional capacity to exchange sampled waveforms between the nodes, therefore cannot be implemented on top of legacy devices and systems. The idea of using simple timestamps (as opposite to cross-correlation and interferometric measurements) in a DTDoA context was considered only recently in [19] , [24] . The method proposed in [19] , specifically designed for UWB, relies on a combination of transmission and reception timestamps and requires an own protocol, involving some degree of cooperation by the blind node. Instead, our method relies exclusively on reception timestamps and can be implemented "opportunistically" on top of legacy systems and protocols.
The work [24] is certainly the closest one to our work. The system model considered in [24] is equivalent to our single-pivot scenario, and the localisation procedure described there is similar to the basic scheme proposed here with passive anchor. However, there are a number of differences between the two methods. First, we obtain (an estimate of) the relative clock skews (factor γ k ) by linear regression over a block of multiple packets, instead of differentiation between consecutive packets and filtering as done in [24] . This allows for a more robust and simple estimation. Second, we adopt ILS positioning instead of hyperbolic equations, which (as we have shown) delivers slightly more stable results. Third, we combine the basic method with a novel "slice & prune" strategy that, on one hand, adds robustness by rejecting occasionally "bad" data and, on the other hand, provides a very simple approach to effectively fuse data from different transmitters (pivot nodes) if available. In this way, it is straightforward to apply our localisation procedure to the active anchors scenario, which was not considered in [24] and whose relevance for practical applications is probably going to increase in the near future, following the widespread of wireless systems with dense deployment of low-cost fixed nodes, e.g. based on Low-Energy Bluethoot [35] and in WSN. Note also that the experimental results reported by [24] are limited to 1D localisation, i.e., the blind node is constrained on a linear axis, while in our experiments we consider 2D localisation. To the best of our knowledge this is the only paper to report sub-meter accuracy for 2D localisation from experimental measurements obtained exclusively with unsynchronised COTS devices.
For the sake of completeness we cite also the work by Coluccia et al. in [26] and [27] where the problem of time-based localisation in asynchronous networks is addressed from a slightly different perspective. While DTDoA methods eliminates both unknowns, namely the transmission time and the clock bias, by double differentiation between four link equations for a quadruplet of nodes (two transmitters and two receivers), Coluccia et al. resort to single differentiation between two link equations for a triplet of nodes, namely two transmitters and one receiver [26] , or one transmitter and two receivers [27] . In this way, they eliminate only one of the two unknowns -namely the clock bias in [26] and the transmission time in [27] -and treat the other unknown as a nuisance parameter to be estimated jointly with the (pseudo)-ranges. However they do not consider clock drifts in their model: this is a serious limitation for the applicability of their methods in practical scenarios where clock frequency deviations can not be ignored -in fact [26] , [27] provide only simulation results, not experimental validation. We believe however that future extensions of those work in the direction of a more realistic clock error model bear the potential to improve further the achievable localisation and possibly beat our method.
VII. CONCLUSIONS
We have proposed and demonstrated a radio-based localisation method that relies exclusively on the reception timestamps collected by multiple anchors for the packets transmitted by the blind node and (at least one) other emitting node(s) in known position(s). Differently from traditional time-based localisation schemes, our method does not require any form of node synchronisation, nor the measurement (or control) of transmission timestamps. Also, it does not require the collaboration of the blind node, that can be localised while performing standard communication functions. The proposed method can be run "opportunistically" on legacy signals and packets transmitted over-the-air for communication purposes, regardless of the signal format and protocol, and in principle can be applied to any wireless technology (including WiFi, Bluethooth, IEEE 802.15.4, DVB-T, UMTS, LTE, etc.) and any combination thereof.
The system model can be easily applied to "cooperative localisation" scenarios where some of the (transmitting and/or receiving) mobile nodes know their position only approximately, e.g., from their onboard GNSS module. These nodes can participate to the localisation procedure by providing timestamp measurements (as receivers) and/or reference signals or packets (as transmitters), similarly to the scenario considered already in [26] . The (unknown) error in the initial position of these nodes represents an additional source of measurement error that, however, does not break the conceptual formulation of the problem. The joint processing of these data (initial positions and reception timestamps) not only provides a position estimate for the blind node(s), but bears also the potential of improving the initial position estimate delivered by GNSS modules. In other words, it can serve as a "cooperative augmentation" strategy for GNSS positioning that, differently from previous proposals [39] , [40] , does not require the implementation of additional ranging functions and sensors but can exploit opportunistically existing communication signals and devices.
The experimental results presented in this work indicate that sub-meter accuracy can be reached nowadays with low-cost COTS hardware, at least in LOS conditions. We believe that the combination of minimal implementation requirements and good achievable accuracy make this approach very appealing for practical applications in a wide range of application scenarios, most prominently those characterised by a high density of radio devices and signals, e.g., for indoor positioning in crowded areas (stations, airports, shopping centres) and in C-ITS applications.
In the progress of the work we aim at exploring more advanced estimation methods for the problem at hand that can be naturally extended to cope with mobile nodes (blind and/or anchors), thus shifting the focus from the problem of static positioning towards dynamic tracking. Another important direction for further work is to develop robust NLOS mitigation strategies tailored for the scenario at hand.
