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Abstract 
The gorse pod moth (Cydia succedana Denis & Schiffermüller); is it a successful 
gorse (Ulex europaeus L.) biological control agent? 
by 
Craig Ronald Sixtus 
Most weeds that cause issue for agricultural production in New Zealand have been imported. One such 
imported and well-established weed, Ulex europaeus L. (gorse), was declared a noxious weed in New 
Zealand in 1900. Since the 1950s, much of the control of this weed has been through herbicide 
application. However, as the cost of chemicals has risen, along with public concerns about the 
environmental sustainability of chemical use, there has been an increasing demand for non-chemical 
control methods. Beginning in the 1980s, a concerted effort was made to find biological control agents 
for U. europaeus suitable for New Zealand’s conditions. One of those agents, Cydia succedana (Denis 
& Schiffermüller) (gorse pod moth), was released in New Zealand in 1992. This agent feeds on green 
U. europaeus seeds and, as it has two reproductive cycles each season, it was thought that it would 
assist in controlling U. europaeus by reducing seed production. This study investigated the 
effectiveness of this agent in central New Zealand. Nine South Island sites from Canterbury, Nelson 
and Marlborough and six North Island sites from Wellington, Manawatu, Taranaki, Hawkes Bay and 
Bay of Plenty, with differences in climatic conditions and altitude, were used for this research. Aspects 
investigated included the phenology of U. europaeus, phenology of C. succedana, host-specificity of C. 
succedana, levels of U. europaeus seed damaged or destroyed by C. succedana and determination of 
Cydia species attacking gorse in New Zealand. At sites just south of Christchurch, plus Murchison and 
Conway Flat, Kaikoura U. europaeus only had one reproductive cycle per season. At all other sites there 
were two reproductive cycles per season. In non-damaged pods, the seed viability averaged 90% over 
all sites, and there was an overall mean germination of 80%. Phenology of C. succedana was 
determined by pheromone trapping of male moths at all the sites. C. succedana was bivoltine at all 
sites, even at sites where U. europaeus was limited to one reproductive cycle. Synchronisation 
between U. europaeus and C. succedana was poor at most sites, as the peak trapping occurred 2-3 
months after the peak of flowering. The host specificity of C. succedana was tested using U. europaeus, 
 iii 
Cytisus scoparius L. (Scotch broom), Carmichaelia petriei Kirk (Desert broom), Sophora molloyi Heenan 
et de Lange (Cook Strait kowhai or Dragons Gold) and Lupinus polyphyllus Lindl. (Russell lupin) Only 
flowers of U. europaeus were entered by C. succedana in a field cage trial. A small number of Lupinus 
arboreus Sims pods (2/450) were entered by larvae at one site, but their survival until pupation was 
not known. Pod damage as a result of C. succedana attack varied markedly both within and among 
sites, ranging from 3% to 55% of all pods produced over one year, with an overall mean of 21%. The 
seed damage ranged from 1% to 65%, with an overall mean of 27%, although most intact seeds within 
damaged pods were also dead. At the sites studied, C. succedana was not able to destroy or damage 
sufficient seeds to have a significant impact on control of this weed. A small region of the mitochondrial 
DNA was sequenced from samples of larvae, obtained from mature U. europaeus pods from the sites, 
in order to determine if there was more than one Cydia species attacking gorse in New Zealand. C. 
succedana was the only Cydia species present. For biological control of U. europaeus in New Zealand 
to succeed, additional biological agents will be required, especially in the South Island, where C. 
succedana was less successful than in the North Island. The implications of these results are discussed. 
Keywords: Cydia succedana (gorse pod moth), effectiveness, impact, phenology, seed viability, 
species, Ulex europaeus (gorse).  
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 Once a plant species overcomes the barrier created by the new geography, it faces the survival and 
multiplication barrier. Introduced plants are often released directly into the environment through 
planting. The invasive plant can be deliberately introduced, accidentally introduced, or cultivated and 
there can be practical distinctions in terms of the potential for subsequent establishment and 
invasions (Richardson et al. 2000a). In contrast, the early stages of animal invasion are more discrete, 
with introduction more dependent on a liberation or escape (Williamson and Fitter 1996).  
The period from the arrival of a new species in a new environment and its spread across that 
environment, i.e. post-introduction but pre-spread, is considered differently between plant and 
animal ecologists. This is regarded as the establishment stage for animals and Williamson and Fitter 
(1996) considered success as when an introduced population became self-sustaining. Richardson et 
al. (2000a) saw that the main barriers for invasive plants establishment were environmental and 
reproductive barriers that must be overcome, while Williamson and Fitter (1996) focused on 
conditions that allow animal growth and survival.  
Richardson et al. (2000a) developed a scheme that focussed on the barriers that would prevent an 
individual from arriving at a new location, growing and reproducing, as the major impediment to 
naturalisation in plants. The Williamson and Fitter (1996) system was implicitly population based, with 
the establishment stage focussed  on the problems of small population viability. Blackburn et al. (2011) 
focussed on advancing from one stage to the next, because the barriers to population survival are 
more complex than the barriers to individual survival. 
Blackburn et al. (2011) proposed a unified framework that combined elements of Richardson et al. 
(2000a) and Williamson and Fitter (1996). This framework was designed to cover all human-mediated 
invasions. This scheme recognises that the invasion process can be divided into a series of stages and 
in each stage there are barriers to be overcome before progressing on to the next stage (Blackburn et 
al. 2011). The different stages apply equally to the establishment of a plant or animal species that are 
not established at a site. Blackburn et al. (2011) saw the different stages of the establishment of 
invasive species as transportation, introduction, establishment and spread, while the barriers were 
geography, captivity or cultivation, survival, reproduction, dispersal and environmental. Invasive 
species establishment can be prevention managed at the transportation and introduction stages. 
Containment management can be used between the survival and dispersal stages, while the 
mitigation management can be used at the spread stage. Eradication management can be used from 
the captivity or cultivation to the spread stages (Blackburn et al. 2011)  
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1.1.1 Enemy release hypothesis 
The enemy release hypothesis states that introduced invasive species are successful because they left 
their co-evolved natural enemies behind. This is the theoretical foundation of classical biological 
control (Liu and Stiling 2006). It is often given as the explanation for the undesirable success of 
introduced invasive species world-wide (Crawley 1997; Maron and Vilà 2001; Keane and Crawley 
2002). Maron and Vilà (2001) evaluated the validity of enemy release hypotheses on native herbivore 
and native plant interactions, concluding that only short-lived perennials, lacking persistent seed 
banks and relying on current seed crops for recruitment, would be affected by enemy release.  
Keane and Crawley (2002) tested three assumptions that they inferred from the enemy release 
hypothesis: 1) specialist enemies will be absent on exotics species; 2) host switching to exotic invasive 
species by specialists of native congeners will be rare; and 3) generalists will have a smaller impact on 
exotic species than on native congeners. The first assumption was proved incorrect as there is 
evidence that some specialists do feed on exotics invasive species. It was not possible for them to test 
the second assumption, due to a lack of data. There was support for the third assumption, although it 
was based on 11 comparisons and only one involved herbivore exclusion experiments (Keane and 
Crawley 2002). 
Why some communities have more invaders than others, and why particular species become 
widespread and abundant are often asked questions (Kolar and Lodge 2001; MacIsaac et al. 2001; 
Keane and Crawley 2002) in the field of invasive species. One explanation for the rapid establishment 
of non-indigenous species is because they are released from the effects of their natural enemies 
(Keane and Crawley 2002). The enemy release hypothesis proposes that the abundance or impact of 
some non-indigenous species is related to the scarcity of natural enemies in the introduced range 
compared with the native range (Keane and Crawley 2002; Torchin et al. 2002; Mitchell and Power 
2003; Torchin et al. 2003).   
Biological invasions require a successful transition between a series of stages including uptake, 
transport, release, introduction and establishment. Of those invaders that are established, only a small 
portion will multiply and/or spread in the introduced range (Williamson 1996; Richardson et al. 2000a; 
Kolar and Lodge 2001). Colautti et al. (2004) questioned whether the proliferation of non-indigenous 
species that become abundant or dominant in their introduced range is generally because of a release 
from the effects of enemies. 
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As noted by Colautti et al. (2004), strong evidence for the impact of enemies on host fitness can be 
found in numerous case studies, independent of origin. These effects are particularly noticeable in 
parasitological and plant–herbivore studies (Hoffman and Schubert 1984; Bigger and Marvier 1998; 
Torchin et al. 2001; Hudson et al. 2002). The success of several classical biological control agents 
emphasise the importance of natural enemies in controlling their host’s population (McFadyen 1998) 
and DeLoach (1995) cited this as evidence for the enemy release hypothesis. However a large 
proportion, 40 to 80%, of biological control agents do not effectively control their host (Williamson 
1996; Denoth et al. 2002; Suckling 2013).   
Even when successful biological control is achieved, the control of hosts may be attributed to 
processes other than enemy release (Colautti et al. 2004). These authors noted that classical 
biocontrol agents (i.e. natural enemies) are themselves non-indigenous species and may benefit from 
processes available for the success of other non-indigenous species. For example, the release of the 
biological control agent, away from its enemies and competitors is likely to give it  an advantage 
(Keane and Crawley 2002). Other factors affecting the success of the non-indigenous species include 
environmental variables, human activity, selection for invasive genotypes, and facilitative interactions 
with other species in the community (Williamson 1996; Simberloff and Von Holle 1999; Richardson et 
al. 2000b; Kolar and Lodge 2001; Maron and Vilà 2001; Bruno et al. 2003; Daehler 2003; Duncan et al. 
2003).  
Colautti et al. (2004) suggested that the enemy release hypothesis may have overlooked the 
differences between enemies with strong effects and those for which hosts have developed defences. 
Given that host species have evolved defences to some but presumably not all of their natural 
enemies, Colautti et al. (2004) proposed two pathways through which a host may be released from 
the effects of enemies. The first occurs when a host species has low resistance to one or more enemy 
species. In such cases, the loss of enemies during the invasion stage could result in direct changes to 
survivorship, fecundity, biomass or other demographic parameters (i.e. a regulatory release). As an 
alternative, the loss of enemies against a well defended host would be of little consequence to the 
host’s population. If there were costs to defence, then the loss of enemies could result in an indirect 
release, as the limited resources utilised for defence were allocated elsewhere (i.e. a compensatory 
release). Evidence for a trade-off between defence and other is accumulating (Fritz and Simms 1992; 
Bergelson and Purrington 1996; Strauss and Agrawal 1999).  
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Colautti et al. (2004) noted that regulatory and compensatory releases are not mutually exclusive, e.g. 
both forms of release could be active in an introduced population released from a predator that both 
caused significant damage to, and elicited a defensive reaction from, its host. A regulatory release has 
an immediate effect, while compensatory release occurs over ecological time, as limited resources are 
re-allocated away from defence, or over evolutionary time, as genotypes with costly defences are 
selected out of introduced populations (Colautti et al. 2004).  
Confusion surrounding predictions of the enemy release hypothesis may occur through a failure to 
accept the differences between the regulatory release and the compensatory release (Colautti et al. 
2004). Regulatory release requires the enemies have an appreciable effect, while the compensatory 
release enemies have a minimal effect due to costly defences. Despite these differences, both predict 
an advantage for a released host. If defences are not costly, the loss of many enemies with little 
regulatory effect would have little impact for the introduced populations of the host species. 
Rather than discount the effects of some enemies on particular hosts, the enemy release hypothesis 
is often accepted without critical examination. Colautti et al. (2004) warned against such activity 
because (i) all non-indigenous species, regardless of impact, are expected to lose some natural 
enemies during their uptake, transport and introduction, and (ii) the enemy release hypothesis is only 
one of many hypotheses that can explain the abundance and/or impact of a given invader (climatic 
variables, selection for invasive genotypes, human disturbance, etc.). 
1.1.2 Co-evolution between plants and herbivores 
For biological control the ecological theory concerning population dynamics for the control of pest 
populations is applied (Hufbauer and Roderick 2005), and biological control and ecology links are 
strong. For example, studies on predator-prey population cycles (Huffacker 1958). Links between 
biological control and evolutionary biology are less developed. However, relationships such as these 
are essential for identifying pests and biological control agents, as well as determining which species 
are relatives of target pests for use in host-range testing (Wapshere 1974; Briese and Walker 2002). 
Hufbauer and Roderick (2005) asked a number of questions regarding the role of microevolution in 
safe and effective biological control and the same questions can be asked regarding co-evolution 
(Garrido et al. 2012). These questions are: 1) How common is local adaptation of natural enemies to 
their hosts in the native range? 2) How critical is it for the success of biological control to find locally 
adapted agents for importation? 3) Does adaptive evolution following introductions play an important 
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role in biological control? 4) Do introductions of biological control agents impose bottlenecks in 
population size that reduce genetic variation, and is reduced genetic variation associated with low 
fitness and poor performance? 5) How great is the risk of evolutionary change of host range of 
biological control agents? 6) What is the risk of the evolution of resistance in target pests? 7) If pests 
evolve increased resistance, will biological control agents evolve mechanisms to overcome that 
resistance?   
Studies comparing populations of exotic species from their native and introduced ranges generally 
support enemy release in terms of demonstrating reduced enemy abundance or diversity in 
introduced ranges (Wolfe 2002; Mitchell and Power 2003; Colautti et al. 2004; Van Der Putten et al. 
2005; Liu and Stiling 2006), but few studies have supported reduced demographic impact (DeWalt et 
al. 2004). Colautti et al. (2004) found that comparisons of populations of exotic species in their new 
range with populations of indigenous species have been less certain in their support for enemy 
release, with some showing higher, rather than lower incidence or damage by enemies on exotic 
species than on indigenous species of the same genus (Agrawal and Kotanen 2003). For example, in a 
study by Parker and Hay (2005) of Procambarus spiculifer (LeConte) and P. acutus (Girard) (native 
freshwater crayfish) in southeastern USA, the native crayfish preferred to feed off exotic plants. 
Why some introduced plants suffer from their novel enemies while others are able to escape from 
them is not known. Introduced plants become disconnected from their coevolved biotic relationships 
and engage in novel, non-coevolved relationships with herbivores and pathogens in their new range 
(Agosta 2006; Hallett 2006). Introduced plants may possess toxic compounds that evolved in their 
native range against their own enemies. However, these compounds are novel to indigenous, non-
coevolved, herbivores and pathogens that have not evolved adaptations to deal with these toxins. 
This can lead to either direct or indirect advantages to introduced plants in their interactions with 
indigenous enemies or competitors (Callaway and Aschehoug 2000; Vivanco et al. 2004). Introduced 
plants possessing defence chemicals that are different from indigenous plant species tend to be more 
invasive than introduced plants that share defence chemicals with indigenous plant species 
(Cappuccino and Arnason 2006).  
Invading plants have the advantage of evolutionary novelty, meaning enemies or competitors have 
not been selected to resist or tolerate the novel plant’s defences. However, indigenous enemies can 
have the advantage of evolutionary novelty (Parker et al. 2006). Exotic plants tend to be suppressed 
more by vertebrate herbivores than indigenous plants and plants that have not developed resistance 
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to generalist herbivores. As a result of this evolutionary novelty, an introduced plant could fail to 
establish or spread successfully in its new range. 
Bernays (1998) reported that many insect herbivores are specialists, relying on biochemical and visual 
cues from their host plants for recognition, feeding and oviposition (Renwick 2001; Chapman 2003; 
Rojas et al. 2003). Plants possess chemical fingerprints  and mismatched perception of the cues at any 
stage in the herbivore’s life cycle can result in escape from herbivory (Feeny 1991). Potential 
indigenous herbivores may not recognise the novel chemistry of exotic plants, resulting in failing to 
alight or oviposit on the plant, even if it is a suitable host plant for development (Verhoeven et al. 
2009). Many mammalian herbivores are generalist herbivores, meaning that the herbivores can deal 
with a broad range of different plant toxins (Freeland and Janzen 1974; Foley and Moore 2005).  
Introduced plants are therefore more likely to escape novel insect herbivores than novel mammalian 
herbivores. In order to minimise the toxic effects of plants, mammalian generalist herbivores forage 
selectively (Iason and Villalba 2006; Sorensen and Dearing 2006). Marsh et al. (2006) found that 
generalist mammalian herbivores may prefer the exotic over indigenous plants when trying to avoid 
locally common toxin types if the toxins produced by an exotic plant are novel or rare in the indigenous 
plant community (Sorensen and Dearing 2006).  
In order to successfully exploit the plant, herbivores must overcome the plant’s defences. Plant 
defences are either preformed (constitutive defences) or induced upon detection of enemy attack 
(Karban and Baldwin 1997; Mysore and Ryu 2004). Constitutive defences, including structural barriers 
and toxins can be potent defences against a wide range of herbivores and pathogens, although 
herbivores that have developed counter-adaptations such as detoxification or excretion pathways  can 
safely breach the plant’s defences (Gatehouse 2002; Pedras and Ahiahonu 2005). Some constitutive 
defences are more widespread or more broad-spectrum than others, resulting in mechanistic 
mismatches occurring more readily with respect to plant toxins. Mismatches between constitutive 
chemical or structural plant defences and novel enemies will contribute to enemy release and plant 
invasiveness (Verhoeven et al. 2009).  
Inducible defence mismatches can either enhance or reduce invasiveness. Non-specific mechanisms 
do not add to enemy release or biotic resistance. When cues are more specific, opportunities for 
detection of mismatches increase (Verhoeven et al. 2009). Mechanistic mismatches in systems 
between introduced plants and novel enemies could contribute to enemy release if attempts of 
enemies to block the plant’s induced defence response are unsuccessful (Verhoeven et al. 2009).  
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Local adaptation by natural selection is a fundamental process in population differentiation and 
speciation (Parachnowitsch and Lajeunesse 2012). Local adaptation can be a common phenomenon 
(Lajeunesse and Forbes 2002; Hoeksema and Forde 2008; Leimu and Fischer 2008; Hereford 2009), 
but it is often difficult to distinguish which aspect of the environment (abiotic or biotic) populations 
are adapted to. In exploring local adaptation to biotic factors, for example, antagonistic interactions 
between plants and herbivores, co-evolutionary theory is an important factor in forming predictions 
of when local adaptation should be observed (Gandon 2002). One prediction is that the populations 
will vary in what species is ahead in the co-evolutionary “arms race,” and that this race is the primary 
driver of local adaptation (Gandon 2002).  
Garrido et al. (2012) studied four genetically differentiated Mexican populations of Datura 
stramonium L. (jimson weed) and one of its main herbivores, Lema trilineata Kogan and Goeden  
(three lined potato beetle). The organisms were removed from the local habitats so that the local 
adaption in a co-evolutionary framework could be assessed. By controlling the abiotic habitat, the 
biotic component of local adaptation could be singled out. They concluded that herbivores were more 
likely to be locally adapted to their host plants than the plants to herbivores, suggesting that other 
factors are important drivers for local adaptation in plants. Host plants are likely to be the most 
significant component of a herbivore’s environment, but the herbivore does not have as much 
importance in the plant’s environment (Koricheva 2002). Plant and herbivore origin was important for 
D. stramonium to develop herbivore resistance. Where herbivores had adapted to local conditions, 
plants had not adapted or were poorly suited as predicted in a co-evolutionary arms race 
(Parachnowitsch and Lajeunesse 2012). 
Garrido et al. (2012) found that the patterns of population differentiation for the herbivore and plant 
were not independent of each other. There was an association observed between resistance and 
herbivore performance but there was not a clear pattern between tolerance and herbivore local 
adaptation. The expression of resistance can be highly specific (Kessler and Baldwin 2002), while 
tolerance has been seen more as a general mechanism of defence (Fornoni 2011). Within a pair of 
interacting species, the extent of tolerance depends on the amount of damage as well as the 
whereabouts of the herbivore population that is feeding off the plant (Garrido et al. 2012).  
Biotic factors such as herbivores or pathogens have brought about plant local adaptions to these 
factors (Sork et al. 1993; Abdala-Roberts and Marquis 2007; Crémieux et al. 2008), as well as insect 
local adaptation to their host plants (van Zandt and Mopper 1998). Whether reciprocal local 
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adaptation driven by herbivory governs the evolution of interacting species still has to be determined. 
Garrido et al. (2012) showed a significant effect of the biotic environment on patterns of reciprocal 
local adaptation while controlling for abiotic conditions. This result supports a major assumption of 
co-evolutionary theory. 
1.2 Biological control of weeds 
Alien plant invasions have affected agricultural and conservation areas throughout the world (Cronk 
1995). Most pernicious weeds in the United Kingdom were deliberately introduced as garden 
ornamentals (Crawley et al. 1996), as were 85% of woody plants invading natural areas in the United 
States (Reichard 1997). In addition to the use of herbicides, weed control now includes biological 
control. However the impact of biological control of weeds is often difficult to assess, especially in 
conservation areas, because economic loss as used in agricultural systems is no longer the sole 
criterion (McFadyen 1998).    
Invasive plants can disrupt entire ecosystems, with economic impacts amounting to many billions of 
dollars annually (Mack et al. 2000). Often, the number of weeds (or potential weeds) is very large; for 
example, in New Zealand the 2430 naturalised, alien, vascular plant species (1780 fully naturalised 
and 650 casual) (Howell and Sawyer 2006) outnumber the 2414 native vascular plants (De Lange and 
Rolfe 2010). Some of these weeds are legumes, e.g. in Australia, 296 of the 2733 weed species are 
legumes (Lazarides et al. 1997). In New Zealand, major leguminous weeds include (Cytisus scoparius 
(L.) Link)) (Scotch broom) and Ulex europaeus L. (gorse).Given the high diversity of invasive plant 
species, resources for controlling weed invasions must be prioritised effectively. 
Biological control of weeds is defined by the Weed Science Society of America as “the use of an agent, 
a complex of agents, or biological processes to bring about weed suppression” (WSSA 2014). The first 
records of biological control of weeds date back 200 years (WSSA 2014), and this method has been 
used successfully in many situations. One of the best known and highly successful examples is the 
control of the introduced weed Pistia stratiotes Linnaeus (water lettuce) in Australia by the biocontrol 
agent, the weevil Neohydronomus affinis Hustache (Julien 1992).  
Biological control programmes can provide permanent cost-effective control of plant pests but there 
can be variable success results. Paynter et al. (2012) reported that impact of biological control varied, 
depending on if a weed was a major weed in its native range, on its mode of reproduction (sexual or 
asexual) and the ecosystem (aquatic or wetland versus terrestrial). In their modelling study, biological 
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control would be most effective against weeds with the best combination of factors to allow success 
(which was an aquatic ecosystem, asexual reproduction and not in the native range). In practice, most, 
but not all, programmes have been against difficult targets, which have a terrestrial habitat, sexual 
reproduction and are major weed problems in their native range. This “worst combination” of factors 
has meant that many programmes have failed to result in a substantial impact (Paynter et al. 2012). 
For example, the biological control of Ageratina adenophora (Sprengel), is ineffective (Wan et al. 
2010). 
Biological control can be a self-sustaining, cost-effective and low-risk tool for the management of 
environmental weeds. However, there have been cases where agents have been recorded attacking 
non-target plants throughout the world (Fowler et al. 2000a). Two examples, both of which occurred 
in the United States of America (USA)C, and which were predictable from host-range testing results, 
were Rhinocyllus conicus Fröhlich attacking native Cirsium species and Cactoblastis cactorum 
(Bergroth) attacking native Opuntia species (Pemberton 1995; Louda et al. 2003). There are also 
examples of damage to non-target plants that were not predicted from safety testing; however, these 
appear to be transitory, “spill-over” effects when agents are extremely abundant, e.g. Zygogramma 
biocolorate Pallista, which began feeding off sunflowers (Helianthus sp. L.) (McFadyen 1998; Fowler 
et al. 2000a). There has not been any evidence of evolutionary changes in the fundamental host range 
of weed biocontrol agents after release (Van Klinken and Edwards 2002; Louda et al. 2003).  
In New Zealand all weed biological control agents released since 1990 have been first subject to 
appropriate host-range tests, when native species became consistent components of all plant lists 
(Fowler et al. 2004). Since 1998 the decision of whether to allow the importation and release of a new 
organism into the environment has been the responsibility of the Environmental Risk Management 
Authority (ERMA). However, there are examples of released biological control agents that were not 
fully tested on New Zealand plants (Fowler et al. 2004). For example, Tyria jacobaeae (Linnaeus) did 
feed on some Senecio species in the original host-range tests, and therefore the reports of occasional 
field attack on native species such as S. minimus Poir. were predictable (Fowler et al. 2004).   
Invertebrate herbivore species establish viable populations each year in New Zealand (Biosecurity 
New Zealand 2010), with some feeding on indigenous plants. However, not all species necessarily have 
viable populations every year. Therefore it is very important that any biological control agent which 
may be introduced to New Zealand undergoes a proper risk assessment prior to release. Martin and 
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Paynter (2010) emphasised the need for robust criteria to screen the risk of organisms to New Zealand 
plants. 
Assessment of the risk to indigenous plants of an herbivore feeding off an indigenous plant species 
will result in an estimate of the likelihood that the herbivore will feed on the plant species (Martin and 
Paynter 2014). However, there is less certainty assessing how much damage the plant species may 
sustain in its indigenous or modified environment (Louda et al. 2003; Groenteman et al. 2011). The 
initial focus of an assessment process is on the risk of any feeding on indigenous plants rather than 
extent of damage (Martin and Paynter 2014). 
Thirty-eight biological control agents have been introduced into New Zealand for the control of weeds 
and four do feed on indigenous plants in the field although their non-target impacts are minor (Paynter 
et al. 2004; Paynter et al. 2008a; Groenteman et al. 2011). Only one of these species, Phytomyza 
vitalbae Kaltenbach, was released after 1982 when indigenous New Zealand plants became routinely 
included in the host range testing (Fowler et al. 2000b), and its potential for minor non-target attack 
was predicted (Paynter et al. 2008a). The effectiveness of the safety testing undertaken since 1982 to 
minimise the risk to indigenous plants is therefore well demonstrated. As a result, weed biological 
control agents released after 1982 are very unlikely to feed on indigenous plants (Martin and Paynter 
2014). 
New Zealand has a serious problem with unwanted exotic weeds. All ecosystems are threatened by 
invasive plants, many of which have undesirable effects on primary production and biodiversity values, 
costing the country billions of dollars each year. In order to reduce the impact of these widespread 
exotic weeds, biological control is a vital key. Biological control has been researched for almost 90-
years in New Zealand, with 38 biological control agents being established against 17 target weeds. 
Establishment success rates are high, the safety record remains excellent, and support for biological 
control remains strong (Hayes et al. 2013).Partial control of five target weeds; Mexican devil weed 
(Ageratina adenophora (Sprengel) R. King & H. Rob.), alligator weed (Alternanthera philoxeroides 
Griseb.), heather (Calluna vulgaris (L.) Hull), nodding thistle (Carduus nutans L.), and Scotch broom 
(Cytisus scoparius (L.) Link)) has been achieved, and good control of three targets; mist flower 
(Ageratina riparia (Regel) R.M. King & H. Rob.), St John’s wort (Hypericum perforatum L.) and ragwort 
(Jacobaea vulgaris Gaertn.) has been achieved (Hayes et al. 2013). 
The majority of the biological control agents released in New Zealand have targeted weeds in the 
productive sector. However, since the 1990s, environmental weeds have been the target, with seven 
12 
 
of the last 10 agents approved for release being in the environmental sector. The majority of the 12 
current targets for which suitable agents are being sought are also in the environmental sector, the 
exceptions being Hypericum androsaemum L. (tutsan) which is primarily a productive sector weed, 
and pampas (Cortaderia spp.) and Darwin’s barberry cover, which span both categories (Hayes et al. 
2013). 
Where the biological control agents originate from has changed for New Zealand programmes. Prior 
to 2000, 18 of the 19 agents released were of European origin, compared with 7 of the 12 released 
since then. The current programmes focus strongly on biological control agents for weeds of South 
American origin (Hayes et al. 2013). 
In 1998 the average cost of taking a weed biocontrol agent through to introduction in Australia was 
US$406,000 (McFadyen 1998). Estimates of the average cost of developing an agent over the previous 
decade for New Zealand were NZ$393,000 in 2011. Included in this was the costs of developing agents 
that were later rejected as unsuitable (Hayes et al. 2013). 
The use of herbicides is constrained in many countries because weeds are developing chemical 
resistance, products are being removed from sale following re-evaluation, rules governing usage are 
being tightened, and the public is demanding more organic produce free from chemical residues 
(Hayes et al. 2013). The use of biopesticides is an alternative and may provide effective control of 
many existing and invasive invertebrate pests and diseases impacting on New Zealand’s primary sector 
production (O'Callaghan et al. 2015), Some countries, such as Canada are investing heavily in the 
development of biopesticides (Bailey et al. 2010). In New Zealand there are as yet only a small number 
of commercially viable products (Anon. 2015). Restraints that need to be overcome prior to 
development of biopesticides include the long time frames for development, high costs of producing 
products that may have relatively small markets, and the technical challenges that need to be 
overcome to allow biopesticides to be easily and reliably used (Glare et al. 2012). In order to become 
important in the sustainability of New Zealand’s production systems, next generation biopesticides 
will require levels of efficacy comparable to current controls (O'Callaghan et al. 2015).  
However, the increasing need for more environmentally friendly, sustainable pest control products 
will continue to grow, and therefore future investment in this area of research will be essential. This 
is particularly important in sensitive environments such as water catchments. A portion of all 
herbicides applied is inevitably lost to the water catchment area, either directly through runoff or 
indirectly by leaching through groundwater into streams or lakes (Graymore et al. 2001). One example 
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of an alternative to herbicides is the possibility of using silver leaf fungus (Chondrostereum purpureum 
(Pers.) Pouzar) to control trees such as willow (Salix spp.) and poplar (Populus spp.) in riparian areas 
is currently under research (Bellgard et al. 2012). 
According to Gerard et al. (2013) climate change does not seem to be a major concern for biological 
control. Their recent study considered the implications for the ragwort biological control programme 
under likely climatic change scenarios, with emphasis on whether current successful control could 
break down. The conclusion was that if weeds are able to change their distributions, the biological 
control agents will follow, because the weed and agent will have similar climatic requirements. 
(Gerard et al. 2013). Biocontrol agents are also now selected with future conditions in mind. Warmer 
temperatures and fewer frosts may help some biological control agents. On the other hand more 
extreme events such as droughts, especially if they occur earlier in spring rather than late summer, 
could make biological control of difficult weeds such as hawkweeds (Pilosella spp., Hieracium spp.) 
even more difficult (Hayes et al. 2013).  
Hayes et al. (2013) suggested that plant production is expected to increase with the amount of carbon 
dioxide in the atmosphere increasing, which will result in the biomass increasing. However, the 
nutritional value is expected to decrease due to decreases in the amount of nitrogen in the plant 
material. As a result, biological control agents may not be as effective, or alternatively, biological 
control agents may damage plants more severely, because they will be required to feed off more plant 
material in order to get the required amount of nutrition. Seasonal plant phenology is also expected 
to alter, which may improve the synchronisation of biological control agents with their hosts, e.g. 
Arytainilla spartiophila Förster, (broom psyllid) with bud burst of broom in spring. Interactions such as 
these will require monitoring so that additional biological control agents can be sought if needed 
(Hayes et al. 2013).  
Planning for the worsening of problems caused by weeds that are not currently under biological 
control is important for New Zealand (Hayes et al. 2013). They noted that as more species naturalise 
or move out of the lag phase, weeds will become increasingly more problematic. Additionally, with 
the effects of climate change, more weed species will naturalise and extend the range that they can 
grow and reproduce in; for example species currently limited by frost. Some of these potential weed 
problems may be reduced by improving surveillance, or neutralised by releasing biological control 
agents with wider host-ranges (Hayes et al. 2013). However, care would have to be taken to ensure 
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that any new biological control agents, as general feeders, did not feed off native or commercially 
sensitive plants. 
McFadyen (1998) reported that there were three types of biological control, being conservation, 
augumentation or inundative and classical. Conservation biological control is the protection of an 
existing population of biological control agents. Inundative biological control requires regular actions 
to maintain and increase the population of biological control agents by periodic releases or 
environmental manipulation. Classical biocontrol, which is the introduction and release of exotic 
insects, mites or pathogens to obtain permanent control, is the predominant method of biocontrol of 
weeds (McFadyen 1998; Fowler et al. 2000a). Conservation biological control is used only rarely for 
weed control (Harris 1993). Inundation is the use of mycoherbicides and classical biological control is 
the principal method of weed biological control. . For example, R. conicus, Trichosirocalus horridus 
(Panzer) and Urophora solstitialis (Linnaeus) were introduced and have become established 
throughout New Zealand to control nodding thistle (Carduus nutans L) (Fowler et al. 2000b). Bio-
control of prickly pear (Opuntia stricta (Haw.) Haw. in Australia was obtained with the release of 
Cactoblastis cactorum (Bergroth) and Chelnidea tabulate (Burmeister) (Harris 1988). 
The limited information on the environmental impacts of biological control is scattered within the 
control and ecological literature, remains unpublished or, worse, not recorded (McFadyen 1998). 
Many early researchers recorded only those species that they thought were successful (Swezey 1931) 
and, for many regions, no records exist for the vast majority of introductions (Swezey 1931; Beirne 
1985). Therefore, absence of evidence of negative environmental impacts is not evidence of absence 
of these impacts.  
Suckling and Sforza (2014) conducted a survey on the impact of non-target plants by deliberately 
introduced biological control agents for the biological control of weeds in New Zealand, and found 
significant non-target plants impact to be rare. They used a risk management framework for ecological 
impacts of invasive species, with minimal, minor, moderate, major and massive ratings for the direct 
impact of 43 biological control agents on 140 non-target plants. Most (>99%) of the classical biological 
control agents introduced for weed control have not had a significant adverse impact on non-target 
plants. Effects on most non-target plants were classed as minimal or minor, with no long-term adverse 
effects on the non-target plant populations. Only a small number of cacti and thistles were affected 
at moderate (n = 3), major (n = 7) or a massive (n = 1) scale (Suckling and Sforza 2014). Cactoblastis 
cactorum Berg., damaging native cacti and Rhinocyllus conicus Frölich, damaging native thistles were 
the largest direct impacts. , under current New Zealand legislation (Environmental Protection 
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Authority) regarding importation of new organisms, the introduction of these biological control agents 
would not be permitted (Suckling and Sforza 2014).  
It is important to note that classical biological control introductions also have environmental risks, and 
that adequate research is needed to minimize them. Reliance on classical biological control without 
proper analysis aids the belief that aliens are not a serious problem. This belief undermines quarantine 
efforts and limits the chances of finding real solutions (Howarth 1991). The greater the number of 
organisms introduced into an environment, the greater the potential for harm (Howarth 1985; Boyd 
et al. 1989; Ehler 1991). It is very important to have an accurate predictive theory so that only the 
most promising and least risky alien organisms are introduced for a given purpose (Ehler 1991). 
Techniques for assessing and evaluating the risks of introducing foreign organisms therefore are very 
important and records must be kept, regardless of the results obtained. Methods of evaluating such 
organisms under quarantine conditions are essential. However, as the demand increases for a cleaner 
world, challenges to the use of biocontrol approaches have also increased (Howarth 1991). 
The success or failure of a biocontrol agent is difficult to determine but McFadyen (1998) defined 
success as: a) “complete,” when no other control is required or used; b) “substantial,” where other 
methods are needed but the effort required is reduced; and c) “negligible,” where despite damage 
inflicted by biocontrol agents, control of the weed is still dependent on other control methods. 
Complete control does not mean that the weed is eradicated, but indicates that other control 
measures are not necessary and crop or pasture yield losses do not result because of this weed 
(McEvoy et al. 1991; Chippendale 1995). 
1.3 Ulex europaeus L. release and subsequent problems 
Ulex europaeus L. (gorse) originated in the United Kingdom (Moss 1960), and was distributed 
throughout the temperate new world by early settlers. Countries that U. europaeus was taken to 
include New Zealand, Australia, USA, Canada and Chile, and it is now a major weed problem in each 
of these countries. U. europaeus was introduced into New Zealand before 1835 as an inexpensive, 
quick growing hedge for stock containment and shelter (Moss 1960). However, due to the favourable 
climate over much of New Zealand, U. europaeus was able to have two reproductive periods per 
season, and because of the lack of biological predators, spread from hedgerows to become a problem 
weed with high buried seed loads. Consequently, in 1900 U. europaeus was declared a noxious weed 
(Moss 1960). 
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U. europaeus does have some positive values. It provides pollen for bees during a period where there 
are few other sources of pollen available. It can also provide fodder for sheep when the shoots are 
young and goats will eat U. europaeus, including bark of mature, hardened shrubs, in preference to 
grasses and clovers (Radcliffe 1982). U. europaeus can stabilise eroding land, and by providing shelter 
also allows regeneration of native forest plants as observed at Hinewai Reserve, Banks Peninsula, 
Canterbury (Sixtus 2004). U. europaeus is still used as hedge material in parts of the Canterbury region 
(Hill 1987) but since the dairy conversions in this province have accelerated this century, the number 
of U. europaeus hedges has rapidly reduced.  
In New Zealand, U. europaeus is therefore a major weed in agriculture and forestry. It is a particular 
problem in low fertility hill country soils where it can compete effectively with newly planted trees 
and sown pasture (MacCarter and Gaynor 1980). In recent times, as hill country farmers have faced 
extreme financial stress, continued chemical control of U. europaeus has often not been possible, so 
that U. europaeus has spread even further (pers. obs. Sixtus 2009).  
For economic and environmental reasons interest has moved from entirely chemical control to 
investigations of biological control of various weeds, including U. europaeus. The release of biological 
control agents could allow a reduction in the use of herbicides and thus improve farming sustainability 
while reducing environmental impact (Tscharntke et al. 2005). However, in New Zealand, regional 
councils such as Environment Canterbury (ECan) only encourage farmers to use biocontrol in 
circumstances where the U. europaeus infestation is too big to control with herbicide, mulching or 
other methods (G. Sullivan, pers. comm. 2008). Biocontrol is not encouraged in patches of 
U. europaeus where the weed infestation is deemed manageable by herbicides, as the lag phase in 
biocontrol agent establishment, or uncertainty about the effectiveness of the agent, may allow the 
infestation to become unmanageable. 
There are 94 phytophagous insect species that are known to attack U. europaeus species in Europe. 
Of these, 16 were originally considered to be sufficiently host-specific to be possible biological control 
agents in New Zealand (Hill 1983); concerns over the host specificity of eight species that attacked the 
roots or stems meant that these species were eliminated. Research in New Zealand has therefore 
concentrated on the eight species (see Table 1.1) that attack the seeds or green foliage (Hill 1983; 
1987).  
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Biological control agent Feeding site Date of 
first 
release 
Pempelia genistella* Duponchel 
Lepidoptera: Pyralidae 
Scythris grandipennis Haworth  
Lepidoptera: Scythrididae 
Cydia succedana*† Denis & 
Schiffermüller  
Lepidoptera: Tortricidae 
Exapion ulicis*† (Förster)  
Coleoptera: Apionidae 
Agonopterix ulicetella* Stainton 
Lepidoptera: Oecophoridae 
Tetranychus lintearius* Dufour  
Acari: Tetranychidae 
Sericothrips staphylinus* Haliday  
Thysanoptera: Thripidae 
Aceria genistar Nalepa 
Acari: Eriophyidae 
Anisoplaca ptyoptera* Meyrick  
Lepidoptera: Gelechiidae 
Ditylenchus dipsaci Kühn* 
Tylenchida: Anguinidae 
Oemena hirta (F)* 
Coleoptera: Cerambycidae 
Foliage feeder, limited releases. 
 
Foliage feeder, failed to establish. 
 
Seed feeder, spreading well, showing 
potential to destroy seeds in spring and 
autumn. 
Seed feeder, common, destroys many seeds 
in spring. 
Foliage feeder, rare, no obvious impact. 
 
Sap sucker, common, often causes obvious 
damage. 
Sap sucker, becoming more common, slow 
to disperse. 
Foliage feeder, introduced by accident 
 
Stem miner, native insect, common in the 
South Island, often causes obvious damage. 
Stem and bulb nematode, causes serious 
stem deformations. 
Stem miner, common in the North Island, 
often causes obvious damage. 
1996 
 
1993 
 
1992 
 
 
1931 
 
1990 
 
1989 
 
1990 
 
1985 
 
Is endemic 
 
 
Is endemic 
 
Is endemic 
*established 
†need to destroy  >75%seeds produced annually to provide control (Rees and Hill 2001). 
A good biological control agent is one that keeps weed growth under control (Kok 1990), i.e. the area 
that the weed infests does not increase, or the weed area is smaller over time. Another important 
factor for good biological control agents is the fact that they do not transfer to non-target plants. 
Knowledge of the success of establishment and effect of these eight species on U. europaeus in New 
Zealand is limited. However Cydia succedana (Denis & Schiffermüller) (Lepidoptera: Tortricidae), 
because it is a seed feeder, was considered at the time of release into New Zealand in 1992 to be one 
of the most promising of these biocontrol agents (Hill 1990). The question remains, has C. succedana, 
now that it has been established, is it a successful biological control agent of U. europaeus?  
Table 1.1: Biological agents for Ulex europaeus control in New Zealand 
 (Harman et al. 1996; Anon. 2001). 
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1.4 Biology of Cydia succedana 
1.4.1 Life Cycle 
C. succedana lays its eggs on Ulex, Genista, Sarothamnus or Lotus plants in Europe (Emmet 1988). In 
the Northern Hemisphere the larvae feed on unripe seeds in the pods and move from pod to pod from 
June in the first generation and September – April in the second generation. The second generation 
overwinters, fully-fed from October in a cocoon spun in leaf-litter or the soil and pupates in the 
cocoon. Larvae pupate in April and June – July (Emmet 1988). Adults fly May – June in the first 
generation and July – September at locations where it is bivoltine. In sites where C. succedana is 
univoltine, e.g. Scotland, adults fly from May to July (Bradley et al. 1979; Emmet 1988). 
Sexually mature adult males fly actively in sunshine, whereas females fly towards sunset. Both sexes 
are occasionally attracted to light (Bradley et al. 1979; Emmet 1988).  
In New Zealand, C. succedana completes both generations in the pods of U. europaeus (Hill 1990) and, 
depending on the climatic conditions, especially temperature, the larvae are active from September 
to June. C. succedana is univoltine in the cooler, southern regions of the country, e.g. Mackenzie Basin, 
and bivoltine further north, e.g. Golden Bay (Sixtus 2004).  
1.4.2 Taxonomy 
C. succedana is found in the United Kingdom, but Razowski (2002) and Danilevsky and Kuznetzov 
(1968) split this species in two: C. succedana and C. ulicetana Haworth. In Portugal, where New 
Zealand moths were also sourced, a number of closely related species are present, including C. 
ulicetana, C. vallesiaca, C. intexta (Kuznetsov) and C. conjunctana (Mann) (J. Baixeras, pers. comm.). 
C. succedana has a thorn-like protuberance on the genitalia, but C. ulicetana does not (Danilevsky and 
Kuznetzov 1968). Moths resembling both forms are present in New Zealand, as Paynter et al. (2008b) 
reported what appeared from the male genitalia to be C. ulicetana, from Genista monspessulana (L.) 
Johnson, Lupinus arboreus L., Cytisus scoparius L. and Lotus pedunculatus Cav, as well as from U. 
europaeus. 
Paynter et al. (2008b), after dissections of the genitalia of 27 male moths from 14 sites throughout 
New Zealand, found that the genitalia of all 27 male moths resembled C. ulicetana, based on 
comparison of the ventral angle of the cucullus. After examining molecular data collected on COI 
mtDNA, they considered that a cryptic species was not introduced into New Zealand. However, Brown 
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et al. (2005) reported that C. conjunctana, which occurs in Portugal, also has the long-sweep of 
cucullus like C. succedana (Danilevsky and Kuznetzov 1968). C. conjunctana is considered a synonym 
of C. ulicetana (Brown et al. 2005). Therefore, the appearance of male genitalia may not be a reliable 
identification feature between C. succedana and C. ulicetana, and a more reliable test method, for 
example, by using larval DNA, is needed to determine whether more than one Cydia species is present 
in New Zealand.  
1.5 Release and impact of Cydia succedana in New Zealand 
1.5.1 Impact Report 
C. succedana was imported into New Zealand by the then Department of Scientific and Industrial 
Research (DSIR) on 4 August 1989 under MAFQual permit 89/BIO/151 (Hill 1990) from Yateley 
Common or nearby Chobham Common, England, as well as from Viana do Castello, Portugal (Paynter 
et al. 2008b). It was kept under quarantine for several generations to evaluate its potential as a 
biological control agent for U. europaeus, as well as to ensure that it was parasite, predator and 
disease free (Hill 1990). An impact evaluation was undertaken for C. succedana using the 
internationally accepted protocols devised by Wapshere (1975). Following the release of the impact 
report, permission to release C. succedana in New Zealand was granted to Landcare Research in 1992. 
1.5.2 Sites of release 
The first release site was at Darfield, Canterbury and since then, C. succedana has been released at 
134 sites throughout New Zealand. By 2002 it had become established at 78% of the sites throughout 
New Zealand that had been adequately assessed (Figure 1.1). Release sites not assessed at that time 
do not appear to have been assessed since then, e.g. Dunedin. There appeared to be no geographic 
establishment pattern and the moth seemed to establish wherever U. europaeus was present (Hill and 
Gourlay 2002). There has been no assessment of establishment at later release sites (e.g. Golden Bay, 
where C. succedana was released during 1993).   
1.5.3 Definitions of establishment and effectiveness of Cydia succedana 
The terminology used in descriptions of invasion ecology has been applied inconsistently and 
inaccurately. Falk-Petersen et al. (2006) attempted to assess the most commonly used terms and 
concepts in invasion ecology, including establishment. The ecological definition of establishment was 
seen to be: native or non-native organism that has obtained a self-sustaining population in an area 
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where it previously did not occur (Falk-Petersen et al. 2006). This will be appropriate for the 
establishment (or non-establishment) of biological control agents.  
Establishment can be measured by different methods, and each will be subject to biases (Fowler et al. 
2008). For example, Julien et al. (1984) reviewed 174 projects to control 101 species of weeds, of 
which 68 projects resulted in control of the target weed. In total 171 species of insects, mites, 
nematodes and fungi were used, of which 115 (≈71%) became established. There were 499 releases 
of exotic agents with 292 (≈64%) being established. 
Julien et al. (1984) reported that overall, the establishment rate per agent/country was 64%. Syrett et 
al. (2000) reported that establishment rates per release for nine agent releases across a range of 
pasture weeds in Australia varied from 12% to 92%. If some strains were more successful than others 
or local adaptations were important, then differences in establishment rates may emerge over time 
within a biocontrol agent species (Fowler et al. 2008).  
In New Zealand, the overall establishment rate per species of weed biocontrol agent has been 
reported to range from 44% (Cameron et al. 1993) to 76% (Syrett et al. 2000; Fowler et al. 2000b). If 
the establishment rate is calculated for releases after the technology transfer programme was set up 
in the 1990s, then it increases to 95% (Hayes 2000). In the state of Oregon, USA, there has been strong 
governmental investment in release and redistribution strategies, and the establishment rate per 
species is 81% (McEvoy and Coombs 1999). These statistics suggests that there is not a great deal of 
room for improvement in establishment rates for biocontrol agent species for weed biocontrol in 
areas where substantial effort is invested into release, redistribution and monitoring. However, if the 
abiotic environment is not suitable for establishment of a biological control agent, the agent will not 
be effective. A better establishment may be obtained by climate matching of biological agents in their 
homeland with where the host plant has become a weed problem. One example of this is Tetranychus 
lintearius Dufour (gorse spider mite) released in New Zealand. The original strain did not become 
established in wetter areas so other strains were introduced from warmer and wetter areas and these 
strains had up to 30-fold differences in establishment success. Close climatic matching improved the 
performance of this biological control agent (Hill et al. 1993). 
The species establishment rate can hide examples where establishment has been achieved but only 
at a poor rate per release. Despite high rates of biological control agent establishment, the proportion 
of agents that appear to contribute to weed suppression remains low. Although Blackburn et al. (2011) 
were reporting on the establishment of invasive plants, the same principles cover the establishment  
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Figure 1.1: Sites in New Zealand where Cydia succedana was released (○) and where establishment 
was confirmed (•) (Hill and Gourlay 2002) 
term population growth rate is negative (Blackburn et al. 2011). McFadyen (1998) gave agent 
establishment rates of 74% (in programmes that were rated as successful overall), but a proportion of 
agents established and contributing to control of only 55%. The establishment rate for all biocontrol 
agents released in New Zealand exceeded 80%, but of those established, approximately only a third 
were contributing to weed suppression (Landcare Research, unpublished data; Fowler et al. 2008). 
The establishment rate for organisms for the biological control of insects and arachnids has been 
higher on islands than on continents (Hall and Ehler 1979), whereas the establishment rate for 
organisms released for the biological control of weeds was higher for continents. However, once 
established, colonising organisms have been more effective on islands than continents (Julien et al. 
1984). Classical biological control involves the introduction of a biological control agent into an area 
where it does not occur to control an introduced pest. A successful implementation programme 
results in the re-establishment of a natural regulatory relationship (Nordlund 1996).  
Each biological invasion goes through the four main stages of arrival, establishment, dispersal and 
range expansion (Memmott et al. 2005). The number of individuals involved in an invasion has a 
particularly strong theoretical basis for determining its likelihood of establishment (Blackburn and 
Duncan 2001; Forsyth and Duncan 2001) and the chance of establishment success is higher when the 
release size is higher (Richter-Dyn and Goel 1972; Blackburn and Duncan 2001; Forsyth and Duncan 
2001).  
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Population growth rates and expansion of range of an invasive species can vary markedly during the 
early stages. For example, Africanized bees (Winston 1992) and zebra mussels (Crooks 1996), have 
rapid rates of local population growth and range expansion. Other species have a long lag time 
between the initial introduction and a population explosion. Two such examples are  the collared dove 
(Hengeveld 1993) and Senecio squalidus L. (Oxford ragwort) (Harris 2002). The fact that some species 
have lag time queries whether alien species that are currently rare will remain rare or are they sitting 
out a lag phase before becoming a serious pest (Crooks and Soule 1996). 
Memmott et al. (2005) monitored the first stages of Arytainilla spartiophila Förster, (broom psyllid), a 
biological control agent, in New Zealand, observing the invasion over 6 years. Information obtained 
demonstrated that release size was related positively to the probability of establishment, but only 
during the first year in the field. While the vast majority of natural extinctions occurred during the first 
year, a colony that survived the first year was highly likely to survive throughout the experiment, 
providing its site was not destroyed. Secondly, population size decreased the year after release and 
increased thereafter. Thirdly, population growth was not related to original release size. Finally, the 
data indicated that one year of monitoring of field sites may be sufficient for studies of this species.  
Biological control agents do establish from very small numbers, for example Cameron et al. (1993); 
Grevstad (1999), Memmott et al. (1998) and Memmott et al. (2005). However, these were the 
exception. Explanations for why small releases were more likely to fail include predation by native and 
introduced enemies and that the reproductive rate was less than the required rate during the first 
year (Memmott et al. 2005). There is usually a crucial release size, which varies from species to species, 
that would increase the chance of colonisation success  (Richter-Dyn and Goel 1972). For example, for 
psyllids, a release of 90 insects has a probability of establishment of 80%, whereas for Sericothrips 
staphylinus Haliday (gorse thrips), 270 insects were needed to approach this level of establishment 
(Memmott et al. 1998).  
Species introduced, both deliberately and accidentally, have a long lag time before they become very 
abundant. Crooks and Soule (1996) described three categories of lag: (1) inherent lags caused by the 
nature of population growth per se; (2) environmental lags caused by changes (i.e. improvements) in 
ecological conditions that favour the alien and (3) genetic lags caused by a lack of fitness of the alien 
in the novel environment. Each lag type comes with different predicted patterns of population 
dynamics: inherent lags will be seen as a population taking time to build up; environmental lags will 
show as a sudden increase in abundance as the environment becomes more suitable; and genetic lags 
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will be influenced by population size, because there is a positive feedback between population size 
and rates of genetic adaptation (Crooks and Soule 1996).  
Landcare Research has released many biological control agents in New Zealand (Hayes 1999), and their 
standard for an agent to be classified as established is if it is recovered from a field site after it has 
completed at least two  (but preferably more) generations, has survived winter and it is self-sustaining. 
Ideally, there will also be good numbers of the agent present or evidence that numbers are building 
(A.H. Gourlay, pers. comm. 2002, L. Hayes, pers. comm. 2014) to have an impact on the host plant. A 
strong theoretical basis for determining the likelihood of establishment of an alien species can be 
obtained from the number of individuals involved. Although Memmott et al. (2005) used this 
regarding alien species, it would also apply to released biological control agents. Generally, the larger 
the initial release size, the higher the chance of establishment success (Memmott et al. 2005) 
There can be economic and ecological success or failure when assessing the impact of biological 
control agents. Hall and Ehler (1979) defined economic success as when a pest population is 
maintained below an economic injury level through the action of natural enemies. Economic failure 
occurs when natural enemies fail to prevent such economic injury. Ecological success occurs when 
pest population density is greatly reduced through the action of natural enemies. Conversely, there is 
an ecological failure when natural enemies fail to greatly reduce pest population density. The 
relationship among these categories can be summarized as follows: (I) economic and ecological 
success = pest population reduced and maintained below the economic injury level; (2) ecological 
success and economic failure = pest population greatly reduced, but remains above economic injury 
level; and   total failure = ecological and economic failure (Hall and Ehler 1979).  
Rees and Hill (2001) completed modelling experiments to determine the effectiveness C. succedana. 
When U. europaeus has a high seedling survival, seed feeders do not have a marked impact on the 
abundance of U. europaeus. However, when seedling survival is low, seed feeders can have a marked 
impact on the abundance of U.europaeus. Rees and Hill (2001) also found a link between the amount 
of disturbance level and the impact of the biological control agents. At high levels of disturbance, the 
population becomes dominated by pre-reproductive plants, therefore the population becomes seed 
limited, and seed feeders have the greatest impact.  
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1.6 Research into effectiveness and life history of Cydia succedana 
1.6.1 Aim of study 
This research programme has been designed to investigate five hypotheses regarding the biological 
control agent (C. succedana) and the host plant (U. europaeus). The first hypothesis is “that 
environmental conditions did not affect the total viable seed production by U. europaeus, regardless 
of the amount of time the plant spent in each phenological stage.” This was done by firstly surveying 
U. europaeus plant at sites which had different habitat characteristics such as climate, altitude, 
longitude and latitude, to determine whether there were different levels of reproduction. The second 
hypothesis is “that C. succedana has not established as a successful gorse biocontrol agent in New 
Zealand.” This was done by obtaining data on C. succedana from the same sites to determine whether 
the moth is established or not, and whether habitat characteristics influence moth populations. The 
third hypothesis to be tested is “that C. succedana females will only oviposit on U. europaeus and 
when plants of this species are absent, they will not oviposit on other plants.” This was accomplished 
by placing U. europaeus, Cytisus scoparius (L.) Link, Lupinus polyphyllus Lindl., Carmichaelia petriei Kirk 
and Sophora molloyi Heenan et de Lange in cages to test the host specificity of C. succedana. The 
fourth hypothesis is “C. succedana does not destroy >50% of U. europaeus annual seed production.” 
This was tested by taking samples of mature pods when they were available and finding the 
percentage of seeds that were destroyed or damaged.  
A second area of investigation under this hypothesis was whether the effectiveness of C. succedana 
in reducing U. europaeus seed production was influenced by factors such as habitat, moth and U. 
europaeus phenology. The final hypothesis of this study is “there is more than one Cydia species 
present in New Zealand.”  This was determined by testing samples of Cydia larvae from pods 
throughout New Zealand, on the basis of a sequence comparison of a single segment of mitochondrial 
DNA. This research was therefore designed with the following objectives: 
Objective 1: Determine the phenology and seed production of U. europaeus at sites that differ in 
altitude, climate and soil type. 
Objective 2: Establish the phenology of C. succedana in natural conditions. 
Objective 3: Investigate the ability of C. succedana larvae to enter pods of legumes other than Ulex 
europaeus. 
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Objective 4: Determine the effect of C. succedana larvae on U. europaeus seed production, and on 
seed production of other legumes. 
Objective 5: Determine if there is more than one Cydia species in New Zealand. 
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or exposure to cold winds. In New Zealand, U. europaeus will grow where the temperature minima 
and maxima are outside of this European range, e.g. Lake Tekapo, Mackenzie Basin, where the average 
daily minimum is -2.6°C (July) and the average daily maximum is 21.7°C (January), and the extremes 
range from -15°C to 35°C (National Institute of Water and Atmospheric Research 2011). In Australia, 
U. europaeus grows well in areas that are outside of the average daily minimum and maximum 
temperatures of Western Europe, e.g. the winter minima can be cooler (New England and Tasmanian 
Midlands) and the summer maxima can be warmer (South Australia) (Australian Government Bureau 
of Meteorology 2011). During the winter months, mature U. europaeus plants can survive 
temperatures down to -20°C, but seedlings are frost sensitive (Richardson and Hill 1998a). 
U.  europaeus grows well over a range of differing rainfalls in New Zealand, from 630 mm (Christchurch 
Airport) to 2,230 mm (Westport) (National Institute of Water and Atmospheric Research 2011). In 
Australia the rainfall range in U. europaeus growing areas is just as wide, from 450 mm to 2,400 mm 
per annum (Australia National Gorse Taskforce 2009). 
2.1.4 Soil habitats of gorse 
The U. europaeus root system can be found in the top 10 cm of the soil profile, especially in the United 
Kingdom, where U. europaeus grows on the heaths. However, in some soils, the taproot can penetrate 
to 30 cm below the soil surface (Grubb et al. 1969).  
U. europaeus will grow in most soils apart from those rich in calcium (Richardson and Hill 1998a). Being 
a legume, U. europaeus fixes nitrogen, which allows it to become established on soils with very low 
nitrogen fertility. U. europaeus can grow on degraded sites with very shallow soils such as quarries 
and gravel pits (Richardson and Hill 1998a). It can become established in a variety of sites, such as in 
pasture, forestry plantations, on roadsides, in native vegetation and riparian vegetation (Australia 
National Gorse Taskforce 2009). 
2.1.5 Ulex europaeus phenology 
An U. europaeus plant requires approximately 18 months of vegetative growth after seedling 
emergence prior to flowering (Parsons, pers. comm. 1991). In cooler climates in New Zealand, e.g., 
the Mackenzie Basin, flowering occurs only once a year, in the spring (Hill et al. 1991a). However, 
where the climate is moist and warm, e.g. North Island and northern South Island, there will be an 
autumn flowering as well (Cowley 1983). The flower buds appear on the new season’s growth after 
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the growth has hardened  (Markin and Yoshida 1996). U. europaeus flowers require pollination by an 
insect (Markin and Yoshida 1996). 
In areas in New Zealand that have two flowering periods in a season, there are two seed production 
periods, with the main seed fall from November to January, with a lighter seed fall during June to 
August. Seed fall occurs during warm weather, when pods split open and eject seeds up to 5m from 
the parent plant. Seeds fall onto the ground at a rate between 600 seeds m-1 yr-1 (ARMCANZ 2003) 
and 2,120 seeds m-1 yr-1 (Hill et al. 1996).  
2.2 Significance of Ulex europaeus in New Zealand 
Information on the introduction of U. europaeus to New Zealand, the lack of biological predators and 
the declaration of this plant as a noxious weed (Moss 1960) was presented in Chapter 1. Despite its 
current status as a noxious weed, U. europaeus has some value to various groups, e.g. as a pollen 
supply for bees, for nitrogen fixation, and a source of food for goats. U. europaeus also stabilises 
eroded hillsides, which can lead to regeneration of native forest plants (for example, the Hinewai 
Reserve on Banks Peninsula; see 2.2.2) if a native seed source is available. U. europaeus has continued 
to be used for hedging, especially in Canterbury; however, as farming practices change, U. europaeus 
hedges are now being removed and U. europaeus has not been planted as hedge material for many 
years.  
U. europaeus is overwhelmingly now regarded as a major weed of agriculture and forestry. It is a 
particular problem on low fertility hill country soils and forest conversions where it can compete 
effectively with newly planted trees and sown pasture (MacCarter and Gaynor 1980; Edwards et al. 
2007).  
2.2.1 Ulex europaeus growth and nitrogen fixation 
U. europaeus can survive on low fertility areas because of its nitrogen fixing ability (MacCarter and 
Gaynor 1980) and has been reported to fix up to 200 kg N ha-1 yr-1  (Egunjobi 1969). Magesan and 
Wang (2008) undertook research for Environment Bay of Plenty to investigate the contribution of 
nitrate leaching to ground water from stands of U. europaeus in the Rotorua Lakes catchment. U. 
europaeus stands leached up to 100 kg N ha-1 (March 2006 – October 2007). However, at nearby Pinus 
radiata D. Don forestry sites, the amount of nitrogen leached was only 0.8 kg N ha-1 over the same 
period (Magesan and Wang 2008). 
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2.2.2 Nurse plants 
Sixtus (2004) reported farmers abandoning U. europaeus stands that were difficult to manage, 
especially areas where the aspect was facing south or the terrain was difficult. Many of these areas 
reverted to native forest after having been sheltered and protected in the early growth stage by scrub 
plants such as U. europaeus. Hill (1986) did not consider that U. europaeus was any better as a 
protector for native forest regeneration than other shrub species. 
Seeds in the seed bank for some New Zealand native flora have relatively short viability, as many lack 
primary dormancy. Some species store seeds very briefly but others, such as the leguminous shrubs 
Sophora spp., Clianthus spp. and Carmichaelia spp. which have hard seeds, do so for greater lengths 
of time (Burrows 1997). 
Hinewai Reserve, Banks Peninsula has native forest regenerating, using scrub plants such as 
U. europaeus, Scotch broom (Cytisus scoparius L.) Link and kanuka (Kunzea ericoides Reichenbach) as 
shelter plants. Hinewai Reserve has been allowed to regenerate since 1987 (H. Wilson, pers. comm. 
2003) and the area that was pasture is now regenerating to native flora (pers. obs. C. R. Sixtus 2009), 
with many native trees now growing in this area (Sixtus 2004).  
Conservation groups such as Whangarei District Council and Hinewai Reserve regard U. europaeus as 
an ideal shelter for young native seedlings. However, Department of Conservation (DoC) regard 
U. europaeus as the most significant problem weed in New Zealand and DoC managers are of the 
opinion that if U. europaeus were removed, the spaces could be filled with other more valuable plants, 
such as native forest understory, and eventually native forest could regenerate (Hill 1987).  
Sullivan et al. (2007) found that U. europaeus stands have a different species composition, along with 
less varieties present than in K. ericoides stands in both Wellington and Nelson. Species richness is 
often less in U. europaeus, especially for small-leaved shrubs, and there are fewer orchids. Wilson 
(1994) found that although U. europaeus will lead to native forest, it will be different forest to that 
developed through K. ericoides, and development of beech forest will probably be unlikely. Therefore, 
although U. europaeus can help in native re-forestation, the information available indicates that better 
re-forestation would occur if other species were used as understory such as K. ericoides (Hill 1987; 
Sullivan et al. 2007).  
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2.2.3 Financial effects 
The measurable economic cost of pests has two major components (Bertram 1999): 
 defensive expenditures: the financial cost of resources devoted to restricting pest 
populations; and 
 output losses: the economic output lost each year as a result of the existing level of 
infestation 
Sandrey (1985) estimated that production loss because of U. europaeus in New Zealand was $22 
million per annum, with the cost of control at $17 million. In 1998 direct production losses from Rubus 
sp. (blackberry) and U. europaeus were estimated to cost $10 million (Bertram 1999). 
A more recent review was conducted on the most significant pests of the New Zealand primary sector, 
with adjusted values based on changes in pest management programmes and inflation to 2008 dollars. 
As this was done with only significant pests, the estimates in this study are likely to understate the 
total costs of pests to New Zealand (Giera and Bell 2009). Defensive expenditure was estimated from 
the public sector including central and local government expenditure on quarantine and border 
control, surveillance, research, pest control, and eradication programmes. These findings (Giera and 
Bell 2009) are summarised in Table 2.1. 
In reviewing economic data on the costs of significant pests, care was taken to include only the actual 
losses then being incurred. In addition to adjusting values for inflation, cost information based on 
changes to pest related losses in recent literature was also updated. Table 2.2 summarises these costs 
(Giera and Bell 2009). 
Table 2.1: New Zealand’s total defensive expenditure ($ million) on pests and 
weeds for 2008 (Giera and Bell 2009). 
Breakdown of expenditure $ million Inclusive of GST (12.5%) 
Regional Councils 
Central Government 
Private Sector 
36.9 
299.6 
407.0 
Total 836.4 
The total economic costs of pests to New Zealand’s primary sector was therefore estimated to be 
$2,128 million per year, of which $836 million (40 percent) was defensive expenditure (Table 2.1) and 
$1,292 million (60 percent) was the value of output losses (Table 2.2). 
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 Table 2.2: New Zealand’s total output losses by sector (2008)  
(Giera and Bell 2009). 
Total Output Losses ($ million) Plant Animal & Invertebrate Total Impact 
Agriculture 
Horticulture 
Forestry 
Marine 
Other 
202 
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63 
635 
25 
227 
15 
88 
837 
25 
264 
15 
151 
Total Output Losses 302 885 1292 
Once established, however, pests present the dilemma of whether to control their numbers and/or 
spread, or to eradicate them. Eradication is not an option for many widespread and long-established 
pests, primarily because it is not cost-effective, and so sustained pest control is a major feature of 
public sector activities to minimise the negative impacts of pests on society (Giera and Bell 2009). 
From annual reports from central government agencies and regional councils Giera and Bell (2009) 
also estimated the total value of expenditure on bio-security (policy, surveillance, quarantine etc.) and 
pest control operations. They noted that not all bio-security expenditure was able to be clearly 
identified, therefore total expenditure would be an under-estimate. The estimated regional council 
expenditure on pest management was $41 million per year for the year 2008 (Table 2.3) (Giera and 
Bell 2009).  
DoC manages eight million hectares of native forests, tussock lands, alpine areas, wetlands, dune 
lands, estuaries, lakes and islands; approximately 30 percent of the total New Zealand land area. DOC 
is responsible for preserving and protecting these areas, including managing threats to them from 
invasive weeds and pests. In 2006/07 DoC estimated that it spent $74 million in pest management and 
$2 million on meeting the Crown’s obligations by undertaking work consistent with regional councils 
(Giera and Bell 2009). 
The private sector also undertakes substantial expenditure on animals and plant pests. An analysis of 
average farm expenditure on “Weed and Pest Control” was undertaken using MAF Farm Monitoring 
Report data from 2007/08 and forecast figures for 2008/09 across the sheep, beef and deer, dairy, 
horticulture (including pip fruit and viticulture), arable and vegetable sectors. The data were 
extrapolated up to regional and national levels using corresponding MAF sourced farmed areas. Weed 
and pest control does not fluctuate a great deal in most sectors, although with previous low income 
levels in the sheep and beef sector, the average spend is likely to be understated (Giera and Bell 2009). 
Estimated private sector cost of on-farm weed and pest control on the three main types of farming 
(dairy, deer and sheep and beef) show that sheep and beef had the most expenditure, while deer 
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farming had the least in the seasons 2007 – 08 and 2008 – 09 (Table 2.4). The data align with the 
inflation adjusted estimates by Bertram (1999) of $242 million and Hellstrom et al. (2008) of $350 
million. 
The total expenditure in New Zealand on all pests apart from bovine tuberculosis in 1999 was $407.5 
million (Williams and Timmins 2002). Regional Council expenditure on all weed control averaged 
14.7%, meaning $60 million for defensive expenditure. The loss of economic output was calculated at 
10%; being $40 million, giving a total cost of weeds in New Zealand of $100 million per year (Williams 
and Timmins 2002). Giera and Bell (2009) assumed that of the total $458 million spent on weeds and 
pests by the private sector, approximately $311 million was spent on animal pests and $147 million 
was on plant pests.  
Total production losses were at least $1,292 million in 2008 dollars. This figure is substantially larger 
than previous estimates of $407 million by Bertram (1999). However, the number of invasive pests 
has increased and the higher figure contains losses related to nine new invasive species. Of this 
amount spent on pest control in New Zealand, Williams and Timmins (2002) estimated that $31 million 
per annum was spent on U. europaeus control. 
Table 2.3: Annual weed and pest expenditure by Regional Councils ($000) for the year 2008 
(Giera and Bell 2009). 
Regional Councils Plants ($000) Animals ($000) Total ($000) 
Northland  
Auckland 
Waikato 
Bay of Plenty 
Hawkes Bay 
Gisborne DC 
Manawatu – Whanganui 
Taranaki 
Greater Wellington 
Tasman DC 
Marlborough DC 
West Coast 
Canterbury 
Otago 
Southland 
600 
2700  
3104 
1620 
639 
414 
1721 
403 
1065 
473 
827 
5 
2294 
500 
2400 
600 
2350 
2634 
1080 
1647 
414 
1787 
1671 
1296 
229 
238 
5 
1461 
300 
2400 
1200 
5050 
5738 
2700 
2286 
828 
3508 
2074 
2361 
702 
1065 
10 
3755 
800 
4800 
Total 21111 20376 41487 
The amount of money that may be saved by use of biological control is difficult to predict, although 
potentially the benefits are immense (McFadyen 1998). Biological control systems can be self-
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that goats destroyed 81% of viable U. europaeus seeds they ingested, therefore reducing the number 
of viable seeds entering the soil seed bank (Harrington et al. 2011).  
2.3.2 Chemical control 
Chemicals that are used currently for mature U. europaeus plant control are shown in Table 2.5. 
U. europaeus plants that are young and soft can be effectively controlled by treatment with some 
herbicides alone (Table 2.6) (Anon. 2015). In order to have better results when applying chemicals to 
mature U. europaeus plants, a surfactant must be added to the herbicide (Lane and Park 1984; Stevens 
et al. 1988). 
Control of U. europaeus has been by chemical means for a prolonged period in New Zealand. Chemical 
control can provide a good U. europaeus plant kill, providing that the entire plant is thoroughly 
saturated with the chemical. 
However, many hill-country farmers have faced lower incomes over recent years and buying chemicals 
for U. europaeus control has not been considered a high priority. Despite individual circumstances, 
spraying U. europaeus is still beneficial, particularly in the long term, as the longer U. europaeus is left 
the more expensive it becomes to control in the future. With the recent improved markets for meat 
and wool, many farmers will now be able to afford the costs of applying chemicals to control various 
weeds and this may lead to an increase in the amount of U. europaeus being controlled. 
Table 2.5: Current chemicals and their active ingredients used for Ulex europaeus 
control in New Zealand (Anon. 2015) 
Commercial Name Active Ingredient 
Activated Amitrole 
Agporo Glufosinate 200 
Agpro Glyphosate 688 Dry 
Agpro Glyphosate Dry 800 WSG 
Agpro Picloram Gel 
Agpro Triclop 600 
Bash 
Browndown 
Brush Off 
Brownout 
Buster 
Chemagro Amitrole 40AC 
Clopyralid 
Clopyralid & Picloram 
Cropstar Glyphosate 680 Granules 
Donaghys Brushweed Kill TRI600 
Amitrole & Ammonium thiocyanate 
Glufosinate-ammonnium 
Glyphosate 
Glyphosate 
Picloram 
Triclopyr 
Glufosinate-ammonnium 
Oxyfluorfen 
Triclopyr 
Oxyfluorfen 
Glufosinate-ammonnium 
Amitrole 
Clopyralid 
Clopyralid & Picloram 
Glyphosate 
Triclopyr 
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Donaghys Grunt 600 Glyphosate 
Donaghys Seriouse 580 Glyphosate 
Dryphosate 680 WG 
Eliminate 
Escort 
Fiestar 
Glyphomax XRT 
Glyphosate 360 
Glyphosate 450 
Glyphosate 510 
Glyphosate 540 
Grazon 
Hortcare Glyphosate 680 WSG 
Ken-Up Dry 680 SG 
Metasulfuron-methyl 600 
MSF 600 
Nirvana 
Picloram 20 Granular 
Picloram/Triclopyr 
Polaris Accelerate 
Polaris Plus 
Rainbow & Brown Triclo 
Reply 200 
Rival Clear 
Roundup Dry  
Roundup Transorb X 
Roundup Ultra Max 
Scrubcutter 
Scythe 
Synergy 680 Dry Glyphosate 
Tordon Brushkiller XT 
Tordon 2G Gold 
Touchdown IQ 
Triclopyr 600 
Triumph Brushkiller Ultra 
Triumph Gel 
Turbo 300 
Ultimate 
Unilon 
Versatill Powerflow 
Vigilant 
Vixen 
Weedmaster Dry  
Weedmaster TS470 
Weedmaster TS540 
Zeal 
Glyphosate 
Glyphosate 
Metasulfuron-methyl 
Triclopyr 
Metasulfuron-methyl 
Glufosinate-ammonnium 
Glyphosate 
Glyphosate 
Glyphosate 
Glyphosate 
Glyphosate 
Triclopyr 
Glyphosate 
Glyphosate 
Metasulfuron-methyl 
Metasulfuron-methyl 
Glufosinate-ammonium 
Picloram 
Picloram & Triclopyr 
Glyphosate 
Glyphosate 
Tr4iclopyr 
Metasulfuron-methyl 
Metasulfuron-methyl 
Glyphosate 
Glyphosate 
Glyphosate 
Triclopyr 
Glufosinate-ammonium 
Glyphosate 
Picloram & Aminopyralid 
Picloram & Aminopyralid 
Glyphosate 
Triclopyr 
Picloram & Triclopyr 
Picloram & Triclopyr 
Glyphosate 
Metasulfuron-methyl & Clopyr 
Triclopyr 
Clopyralidr 
Picloram 
Glufosinate-ammonium & Oxyfluorfen 
Glyphosate 
Glyphosate 
Glyphosate 
Metsulfuron-methyl 
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Table 2.6: Current chemicals and their active ingredients used for Ulex europaeus 
seedling control in New Zealand 
 (Anon. 2015). 
Commercial Name Active Ingredient 
AgPro Hexagran 750 
AgPro Hexol 
AgProTerbuthylazine 625 
Answer 
Atrazine 
Forest Mix Special Blend 
Hexazinone 
Nu-Terb 900WDG 
Terb 500 
Terbuthylazine 
Terbuthylazine Mix 
Velpar 20G 
Velpar DF 
Velpar 90 DF 
Weed Weapon Long Term  
Hexazinone 
Hexazinone 
Terbuthylazine 
Metsulfuron 
Atrazine 
Hexazinone & Atrazine 
Hexazinone 
Terbuthylazine 
Terbuthylazine 
Terbuthylazine 
Terbuthylazine & Hexazinone 
Hexazinone 
Hexazinone 
Hexazinone 
Terbuthylazine & Glyphosate & 
Saflufenacil 
The New Zealand public has become more concerned about the use of chemicals to control pests and 
weeds in agriculture and some groups regard, with suspicion, many herbicides. The use of chemicals 
fort o control weeds and pests has often meant the large-scale release of herbicides into the 
environment (Hill 1987). 
2.3.3 Biological control 
During the 1990s there was a concentrated world-wide effort into biological control of various weeds, 
including U. europaeus. Kok (1990) considered that a good biological agent is one that keeps weed 
growth under control, i.e. the area that the weed infests does not increase, or the weed area becomes 
smaller over time, while Williamson and Fitter (1996) considered success was when introduced  
biological control populations became self-sustaining on the target host. Paynter et al. (2012) reported 
that success for a biological control agent depended on the success of the weed in its native zone, 
what type of reproduction it had and what type of ecosystem that the weed survives in. Their 
modelling suggested that biological control of weeds was most effective when the weeds are not 
major weeds in their native ranges, they reproduce asexually and the ecosystem is aquatic. This 
conclusion casts doubt as to whether biological control agents could be effective against the major 
weeds in New Zealand. Suckling (2013) reviewed the success of biological control of 23 weeds in New 
Zealand. Of the 82 agents reviewed, only 33 arthropods had been released and could be evaluated, 
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32 organisms had not been released, or were awaiting testing, and 16 agents were released too 
recently to ascertain if they were effective (Suckling 2013).  
The benefits of each biological control agent were matched to the criteria for minimal to massive 
degrees of benefit magnitude (Table 2.7). Only two agents, Chrysolina hyperici (Förster) (lesser St 
John’s wort beetle) and Longitarsus jacobaeae Waterhouse, (ragwort flea beetle), have achieved a 
sustainable long-term reduction in the target pest. Entyloma ageratinae Baretto and Evans (mist 
flower fungus) had the potential to have a major impact, while Agasicles hygrophila Selman & Vogt, 
(alligator weed flea beetle); Trichosirocalus horridus (Panzer) (rosette weevil); Arcola malloi 
(Pastrana), Vogtia malloi Pastrana, (alligator weed stem borer); Lochmaea suturalis (Thomson) 
(heather beetle); and Urophora solstitialis (L.) (nodding thistle gall fly) had moderate benefit. 
Procecidochares utilis Stone (Mexican devil weed gall fly) and Bruchidius villosus (Fabricius) (broom 
seed beetle), were assessed as having minor effectiveness. Minimal benefits were found for an 
additional twelve agents, including Tyria jacobaeae (Linnaeus), Exapion ulicis Förster, Tetranychus 
lintearius Dufour, Cydia succedana Denis & Schiffermüller, Zeuxidiplosis giardia (Kieffer), Rhinocyllus 
conicus Fröhlich and Urophora cardui (Linnaeus), which had localized short-term (such as seasonal) 
impact with low to occasionally high damage to plants or plant parts but no significant suppression of 
weed populations (Suckling 2013). Botanophila jacobaeae Hardy and Chrysolina quadrigemina 
(Suffrian), produced only insignificant damage to individual plants and plant parts and had no impact 
on weed populations (Bourdȏt et al. 2007) and were therefore judged as negligible. Sericothrips 
staphylinus Haliday and old man’s beard leaf fungus (Phoma clematidina (Thumen) Boerema) were 
also judged as having negligible benefit due to the lack of impact evidence.  
If the mechanism for biocontrol is through destruction of seed, what proportion of seeds would need 
to be destroyed? Parker (2000) suggested that to suppress C. scoparius a seed-feeder agent would 
have to destroy over 99.9% of seeds in prairies, and 70% of seeds in urban populations, to suppress C. 
scoparius. Bossard and Rejmanek (1994) found that the viable seeds produced from individual C. 
scoparius plants averaged 9650. U. europaeus plants can produce 34,000 seeds per m-2 per annum 
(Hill et al. 1999), so there is a need for a high percentage of seed destroyed by the seed eaters. A 
modelling study by Rees and Hill (2001) showed that the annual gorse seed crop levels needed to be 
reduced by between 75-85% in order to reduce recruitment of gorse seed to below replacement 
levels. 
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seed in pods in most areas (Hill et al. 1991a). The lifecycle of E. ulicis show that this biological control 
agent is limited in much of New Zealand because it is only active in the spring. 
An attempt to establish E. ulicis from England failed in Hawai’i, despite the establishment success of 
the biocontrol agent in New Zealand (Markin and Yoshioka 1990). Subsequent efforts to release New 
Zealand collected specimens also failed. The conclusion was that English material was not suited to 
the climate of Hawai’i. E. ulicis from southern France were then released in Hawai’i and became 
established (Fowler et al. 2006). While the English strain only has one generation per year, being 
inactive in winter, weevils from southern France are active all year round (Markin and Yoshioka 1990). 
Climate matching helps to ensure that the life history of the biocontrol agent is synchronized with the 
phenology of the target host (Cameron et al. 1993). Synchrony is essential if a biocontrol agent is to 
achieve the maximum damage of the host, and to be available to attack the host over its full period of 
susceptibility (Lawton 1990).  
The phenology of E. ulicis and its impact on U. europaeus production were assessed in a field study 
between two sites (Stonehenge and Lymington) over 20 months in Tasmania, Australia. Production of 
U. europaeus pods and the impact of E. ulicis on mature U. europaeus seed production varied 
considerably (Davies et al. 2008). At Stonehenge, a site in Tasmania’s eastern midlands, the timing of 
the U. europaeus seed production was well synchronised with E. ulicis seed feeding activity. At 
Lymington, a coastal site in southern Tasmania, both green and black pods were produced almost all 
year; therefore there was a lack of synchronisation. The average percentage of mature seeds that 
were damaged by E. ulicis was considerably higher at Stonehenge (45.5%) than at Lymington (16.7%) 
(Davies et al. 2008).  
Sixtus et al. (2003a) found in a New Zealand study that even though E. ulicis had partially damaged U. 
europaeus seed, seed still germinated. This could be a particular problem where there is only a short 
season and the E. ulicis does not have enough time to destroy the seed before the winter sets in and 
the larvae diapause, meaning that partially destroyed seeds are dispersed and may germinate. 
As mentioned in Chapter 1, for a seed-feeder to be effective, the biocontrol agent must destroy 
enough seed so that the replacement amount of seed for the seed bank is less than the amount of 
seed required to maintain the existing population of U. europaeus plants (Hill et al. 1991a; Rees and 
Hill 2001). E. ulicis alone does not meet this requirement. 
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2.3.4 Integrated control of Ulex europaeus 
Prior to the increased research on the concept of biological control in the 1980s, it was thought that 
one biological control agent would be sufficient to control weeds. When the weevil E. ulicis was 
introduced into New Zealand, it was expected that this agent alone would control the spread of 
U. europaeus. However, this did not prove to be the case for two reasons.  
The first was the second flowering of U. europaeus each year in much of New Zealand, and the second 
was that the period when the gorse seed weevil was active did not always coincide with U. europaeus 
spring flowering. It was thought that E. ulicis combined with T. lintearius, the shoot moth, C. succedana 
and S. staphylinus would combat U. europaeus in New Zealand, although Cawley (1989) did not say 
which shoot moth would was being released at that time. 
An integrated pest management plan has more than one method of controlling the particular pest and 
may include both biological and chemical approaches. Increasingly the emphasis is on the biological 
methods and chemical application is used only when the pest infestation is severe (Kabir and Rainis 
2015). Integrated weed management (IWM) can therefore be defined as an approach to weed 
management that integrates different methods of weed control. IWM has the potential to restrict 
weed populations to manageable levels, reduce the environmental impact of individual weed 
management practices, increase cropping system sustainability, and reduce selection pressure for 
weed resistance to herbicides (Harker and O'Donovan 2013). In agriculture, for example in USA and 
Canadian cropping systems, there is increasing interest in IWM because weeds are developing 
herbicide resistance (Owen et al. 2015). However, as yet few growers have adapted a more diverse 
weed management strategy to supplement existing weed control practices, as the majority still use 
herbicides. Adoption of diverse weed management tactics is therefore limited (Owen et al. 2015). 
Modifying herbicide use will not solve the development of herbicide resistance in weeds, and the relief 
provided by different herbicide use practices is generally short-lived at best. Greater diversity of tactics 
for weed management, such as the release of biological control agents, must be incorporated into 
cropping systems (Owen et al. 2015). While this information is referring only to cropping systems in 
Canada and the United States, the same principles apply to control of shrub weeds worldwide. 
Integration of a number of methods for U. europaeus control is likely to be the most effective long-
term. These different methods of control include chemical, mechanical and biological control. 
However, will biological control agents survive herbicide application? Searle et al. (1990) reported that 
in a study on the toxicity of four herbicides and four surfactants, all combinations apart from 
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metsulfuron with Triton X-45, Agral LN or Citowett were toxic to T. lintearius. Whether any research 
is being undertaken to investigate whether herbicides that are effective against U. europaeus are toxic 
to biological control agents is not known. The likelihood of biological agents surviving application of 
current herbicides would seem to be very low (A.H. Gourlay, pers. comm.). Observations in the field 
confirm this (Sixtus pers. obs.). 
However herbicides and biological control agents are not always incompatible. Another major pastoral 
weed throughout the temperate world, Senecio jacobaea L. (ragwort), can be controlled by a 
biocontrol agent, L. jacobaeae. McEvoy and Rudd (1993) found that L. jacobaeae reduced S. jacobaea 
biomass in an Oregon trial by up to 99% within 4 years. In New Zealand biocontrol of S. jacobaea with 
L. jacobaeae has been spectacular on many farms (Betteridge and Costall 2002). There are areas in 
New Zealand that the plant density is high enough to warrant the application of herbicides such as 
2,4-D. Betteridge and Costall (2002) ran a trial on a dairy farm at Dannevirke, Hawkes Bay where 
although L. jacobaeae had been established for five years the S. jacobaea was dense. This farmer 
applied 2,4-D each winter and spot-sprayed with Preside® during the summer months. Boom-spraying 
of 2,4-D killed most S. jacobaea plants and reduced L. jacobaeae larvae densities to low levels. 
However, when new S. jacobaea plants became established, the plants were infested with 
L. jacobaeae larvae. Use of insecticide ceased after 15 months, and after 24 months S. jacobaea could 
not be found in the trial area (Betteridge and Costall 2002). This indicates that in some circumstances 
IWM can be successful. 
2.4 Cydia succedana Denis & Schiffermüller 
The gorse pod moth, C. succedana, was collected in Cornwall, England, and Viana do Castello, Portugal. 
Host-specificity tests were completed in 1991. After several generations were raised in quarantine, 
this biological control agent was released in New Zealand (Suckling et al. 1999). Hill et al. (1999) 
reported that it had become established throughout the country and the moth’s populations are now 
abundant throughout New Zealand, especially at the original sites where they were released (Hayes 
1999; Hill and Gourlay 2002) (Fig. 1.1). 
C. succedana has two generations per year in Europe. Hill et al. (1999) reported C. succedana attack 
U. europaeus in spring and other Ulex species in the autumn in Europe. In New Zealand C. succedana 
also has two generations per year in areas where U. europaeus has two generations. In areas such as 
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Mackenzie Basin, where there is only a very short period when U. europaeus is reproductive, C. 
succedana is univoltine (Sixtus 2004). 
Hill and Gourlay (2002) reported that there appears to be no geographic establishment pattern and 
no known reason why establishment was not successful at some sites. As stated in the introduction, 
establishment of a new organism to a new area is when the new organism has obtained a self-
sustaining population (Falk-Petersen et al. 2006). For an agent to be judged as established, it is 
required to survive one season and produce at least one generation (A. H. Gourlay, pers. comm. 2002). 
Withers et al. (2008) investigated the probability of C. succedana being hosted in U. europaeus and 
non-target Fabaceae at nine sites during October 2002 – February 2003. Field surveys did not indicate 
any attack on New Zealand native plant species. Several species of exotic Genisteae, including 
C. scoparius, Teline (Genista) monspessulana (L.) L. Johnson (Montpellier broom), Lupinus arboreus 
Sims (tree lupin) and Lotus pedunculatus Cav. (lotus) growing in the vicinity of infested U. europaeus 
plants were shown to be hosts of C. succedana. There has been limited follow-up research on the pod 
moth at two sites in Canterbury (Sixtus et al. 2007). 
U. europaeus seed production varies with site-dependent conditions, which means that the impact of 
C. succedana as a biological control agent will probably vary from place to place. Suckling et al. (1999) 
found considerable seed predation (90 - 100%) when pod resources were low; the overall impact of 
the biological control agent will rely on its effect on long-term average annual seed production. 
The release of effective biological control agents would allow a reduction in the use of herbicides and 
thus improve farming sustainability while reducing environmental impacts (Tscharntke et al. 2005). 
However, as already noted, in New Zealand, regional councils such as Environment Canterbury (ECan) 
only encourage farmers to use biocontrol in circumstances where U. europaeus infestation is too big 
to control with herbicides, mulching or other methods (G. Sullivan, pers. comm. 2008). Biocontrol is 
not encouraged in patches of U. europaeus where the weed infestation is deemed manageable, as the 
lag phase in biocontrol agent establishment, or uncertainty about the effectiveness of the agent, may 
allow the U. europaeus infestation to become unmanageable. 
2.4.1 Impact report on Cydia succedana 
Wapshere (1975)) outlined a protocol suitable for the introduction of biological control agents: 
 complete pre-introduction studies, including the distribution and ecology of the weed; 
 observe what native organisms have adapted to the weed and what feeding niche they fill; 
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Table 2.9: Survival of first-instar Cydia succedana larvae when placed on pods of a range of test-plant 
species in Petri dishes  
FAMILY 
SUBFAMILY 
Tribe 
Species 
Mean % 
survival to 10 
days 
Mean % 
survival to 
pupation 
Experiment 
site 
Notes 
FABACEAE 
FABOIDEAE 
Genisteae 
Ulex europaeus L. 
 
 
 
Chamaecytisus palmensis (H. Christ) 
F.A. Bisby & K.W. Nichols 
 
Cytisus scoparius L. (Link) 
 
Genista hispanica L. 
Laburnum anagyroides Medik. 
Lupinus arboreus Sims 
 
L. polyphyllus Lindl. 
Spartium junceum L. 
Teline monspessulana (L.) K. Koch 
 
Carmichaelieae 
Carmichaelia arborea (G. Forst) Druce 
C. arenaria G. Simpson 
 
 
C. astonii G. Simpson 
C. crassicaule Hook. F. 
 
 
C. enysii Kirk 
C. fieldii Cockayne 
 
 
C. kirkii Hook. 
C. muratai (A.W. Purdie) Heenan 
 
 
C. torulosa (Kirk) Heenan 
C. virgata Kirk 
 
Galegeae 
Clianthus puniceus (G. Don) Sol. ex 
Lindl. 
 
 
 
56 
86 
 
 
0 
0 
0 
0 
0 
0 
0 
20 
0 
0 
30 
33 
 
 
20 
0 
 
 
0 
0 
 
 
0 
0 
 
 
0 
0 
 
 
0 
0 
 
 
20 
20 
 
 
 
40 
40 
 
 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
 
 
0 
0 
 
 
0 
0 
 
 
0 
0 
 
 
0 
0 
 
 
0 
0 
 
 
10 
4 
 
 
 
NZ 
UK 
 
 
NZ 
 
NZ 
UK 
UK 
UK 
NZ 
UK 
NZ 
NZ 
NZ 
UK 
 
 
NZ 
NZ 
 
 
 
 
 
 
NZ 
NZ 
 
 
NZ 
NZ 
 
 
NZ 
NZ 
 
 
NZ 
UK 
 
 
 
Across all 
completed 
controls 
 
Significant 
attack on 
pod exterior 
 
 
 
 
 
 
 
 
 
 
 
 
Significant 
attack on 
pod exterior 
 
Significant 
attack on 
pod exterior 
 
Significant 
attack on 
pod exterior 
 
Significant 
attack on 
pod exterior 
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Colutea arborescens L. 
 
Glycinineae 
Glycine max (L.) Merr. 
 
Loteae 
Lotus pedunculatus Cav. 
 
Phaseolineae 
Phaseolus vulgaris L. 
Sophoreae 
Sophora microphylla Aiton 
Sophora sp. Hybrid 
 
Trifolieae 
Medicago arborea L. 
M. sativa L. 
Trifolium pratense L. 
T. repens L. 
 
Vicieae 
Lathyrus odoratus L.  
Lens culinaris Medik. 
 
 
Pisum sativum L. 
 
 
 
Vicia faba L. 
 
MIMOSOIDEAE 
Mimoseae 
Acacia dealbata Link 
 
PINACEAE 
Pinus sp. 
 
ROSACEAE 
Malus sp. 
 
0 
 
 
0 
 
 
0 
 
 
0 
 
13 
25 
 
 
0 
0 
0 
0 
 
 
0 
27 
 
 
0 
27 
16 
 
0 
 
 
 
0 
 
 
0 
 
 
0 
 
0 
 
 
0 
 
 
0 
 
 
0 
 
0 
0 
 
 
0 
0 
0 
0 
 
 
0 
0 
 
 
0 
7 
8 
 
0 
 
 
 
0 
 
 
0 
 
 
0 
 
UK 
 
 
UK 
 
 
NZ 
 
 
NZ 
 
UK 
NZ 
 
 
NZ 
NZ 
NZ 
NZ 
 
 
NZ 
NZ 
 
 
UK 
NZ 
UK 
 
UK 
 
 
 
NZ 
 
 
UK 
 
 
UK 
 
Significant 
attack on 
pod exterior 
 
 
 
 
 
 
 
 
 
 
 
Significant 
attack on 
pod exterior 
 
 
 
 
 
 
 
Pods 
penetrated, 
seeds eaten 
 
Pods 
penetrated, 
seeds eaten 
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Table 2.10: Oviposition by Cydia succedana on shoots of test plants with and without Ulex 
europaeus present in small cages in New Zealand (Hill and Gourlay 2002) 
 Choice test No-choice test (Ulex 
europaeus absent) 
Species Test plant 
Eggs/shoot ± SE 
 
Ulex europaeus 
control 
Eggs/shoot ± SE 
Test plant 
Eggs/shoot ± SE 
 
Ulex europaeus 
Chamaecytisus 
palmensis 
 
Cytisus scoparius 
 
Lupinus arboreus Sims 
 
L. polyphyllus 
 
Spartium junceum 
Carmichaelia arborea 
 
C. arenaria 
 
C. astonii 
 
C. corrugata 
C. crassicaule 
 
C. enysii 
C. fieldii 
C. kirkii 
 
C. muratai 
C. torulosa 
C. virgata 
Clianthus puniceus 
Lotus pedunculatus 
Phaseolus coccineus 
P. vulgaris 
 
 
Sophora microphylla 
 
 
Medicago arborea 
 
 
M. sativa 
 
 
- 
0 
0 
1.7 ± 0.3 
2.0 ± 0.2 
0 
1.0 ± 1.0 
1.0 ± 0.8 
4.2 ± 3.6 
0 
1.0 ± 0.7 
0 
0 
0 
0 
- 
0 
0 
1 
0.5 ± 0.4 
0 
0.8 ± 0.4 
0 
0 
0 
0.7 ± 0.4 
0 
1.1 ± 0.6 
0.2 ± 0.2 
0 
0 
0 
0 
3.3 ± 2.6 
0 
3 
0 
0 
0 
0 
0.2 
- 
40.4 ± 5.1 
15.3 ± 1.0 
16 
35 ± 1.4 
10.0 ± 1.9 
20.0 ± 5.6 
16.1 ± 2.8 
20.0 ± 5.6 
28.7 ± 6.8 
14.6 ± 3.8 
25.5 ± 4.9 
21.0 ± 4.7 
12.3 ± 2.7 
24.8 
21.5 ± 5.2 
- 
15.1 ± 3.6 
18.8 ± 4.2 
63.5 
24.2 ± 5.2 
16.7 ± 6.7 
21.8 ± 4.5 
13.0 
17.3 ±  9.8 
14.5 ± 2.7 
29.0 ± 7.6 
21.2 ± 6.6 
25.7 ± 3.6 
18.1 ± 4.0 
19.8 ± 3.2 
9 
14.7 ± 1.9 
23.5 ± 7.9 
17.1 ± 4.7 
16 
21.5 
0 
14 
35.0 ± 13.5 
15.8 ± 2.2 
18.7 ± 3.7 
- 
 
0 
0 
4.5 
2.8 ± 1.6 
- 
7.8 ± 4.7 
- 
2.8 ± 1.0 
- 
4.6 ± 3.8 
0 
0 
0 
0 
0 
0 
0 
- 
0 
0 
0.7 ± 0.3 
0 
0 
0.7 ± 0.7 
0 
0 
3.0 ± 1.9 
0.9 ± 0.6 
0 
0 
0 
- 
2.8 ± 1.4 
- 
1.3 ± 1.3 
0 
- 
0 
0.4 ± 0.4 
- 
2 
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Ononis campestris Koch 
Trifolium pratense 
T. repens 
Lathyrus odoratus 
Lens culinaris. 
Pisum sativum 
 
Vicia faba 
 
 
Acacia dealbata 
0 
0 
1.0±0.4 
0.4±0.4 
0 
0 
0 
0 
0 
0 
0 
0 
41.5 
28.0 ± 4.6 
17.3 ± 4.4 
22.9 ± 3.7 
14.7 ± 2.9 
19.3 ± 1.3 
18.7 ± 3.4 
31.3 ± 5.8 
19 
45 
13 
23.7 ± 4.8 
0 
0 
0 
1.3 ± 0.5 
0 
0 
0 
- 
0 
- 
- 
0 
Table 2.11: Oviposition by Cydia succedana moths on shoots of test plants with and without Ulex 
europaeus present in small-cages in United Kingdom  
 Choice test (Ulex europaeus present) No-choice test (Ulex 
europaeus absent) 
Species 
 
Test plant 
Eggs/shoot ± SE 
Ulex europaeus 
control 
Eggs/shoot ± SE 
Test plant 
Eggs/shoot ± SE 
Cytisus scoparius 
Genista hispanica 
Laburnum anagyroides 
Lupinus arboreus 
ree (L.) K. Koch 
Carmichaelia compacta Petrie 
Clianthus puniceus 
Colutea arborescens 
Glycine max 
Phaseolus vulgaris 
Sophora microphylla 
Lathyrus odoratus 
Lens culinaris. 
Pisum sativum 
Vicia faba 
Malus sp. 
0.8 ± 0.8 
0.8 ± 0.8 
0 
0 
0 
 
0 
0 
0 
0 
0 
0.2 ± 0.2 
0 
0 
0 
0 
0 
20.0 ± 3.8 
29.2 ± 5.7 
29.2 ± 5.7 
20.8 ± 4.1 
20.8 ± 4.1 
 
20.0 ± 3.8 
20.4 ± 2.6 
16.0 ± 3.2 
13.0 ± 1.1 
13.0 ± 1.1 
24.3 ± 3.4 
29.2 ± 5.7 
13.0 ± 1.1 
29.2 ± 5.7 
29.2 ± 5.7 
24.3 ± 3.4 
0 
2.0 ± 2.0 
0 
0 
0 
 
- 
0 
0 
0 
0 
0.6 ± 0.6 
0 
0 
0 
0 
0 
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Table 2.12: Distribution of 40 late-instar Cydia succedana larvae 3 days after release into arrays of 
pod-bearing shoots of Sophora microphylla Aiton and Ulex europaeus L. (Hill and Gourlay 
2002)  
  Sophora microphylla Aiton 
 Shoots 
presented 
Pods presented 
per shoot 
Pods damaged per 
shoot 
Larvae 
recovered per 
shoot 
Immature pods 
Mature pods 
Ulex europaeus only 
4 
4 
2 
27 ± 4 
32 ± 3 
- 
0 
2 ± 0.8 
- 
0.25 ± 0.25 
1.5 ± 0.6 
- 
  Ulex europaeus  
Immature pods 
Mature pods 
Ulex europaeus only 
4 
4 
2 
143 ± 3 
120 ±18 
195.5 
11 ± 3 
9.5 ± 2 
9.5 
8 ± 3 
6.6 ± 1 
8.5 
Similarly, Withers et al. (2008) found no evidence of C. succedana oviposition or larval feeding on 
native Sophora prostrata Buchanan, Carmichaelia arborea (G.Forst.) Druce or any exotic Fabaceae in 
the vicinity of Tomahawk Gully, Mackenzie Basin. Native plants appear to be free from attack by 
C. succedana. Withers et al. (2008) also found that fields of peas (Pisum sativum L.) bounded by 
U. europaeus hedges were not attacked by the C. succedana, even though an average of 29% of 
U. europaeus pods in the hedge were infested with C. succedana larvae. 
However, further study into the feeding habits of the gorse pod moth is necessary. Other biological 
agents have proved to have a wider host-specificity than original tests showed. For example Bruchidius 
villosus (F.) (broom seed weevil), was released in New Zealand for the biological control of C. scoparius 
(Syrett and O’Donnell 1987) but has since been found to also develop on Cytisus proliferus L.f., also 
known as Chamaecytisus palmensis (H. Christ) F. A. Bisby & K. W. Nicholls (Syrett 1999). The gorse pod 
moth may be able to be used to control seed production of other leguminous shrub weeds such as C. 
scoparius. Alternatively, it may be found that native shrub legumes are susceptible to gorse pod moth 
larvae and new protocols may have to be developed for the biological control of gorse in regions 
where gorse pod moth has not yet been released. 
The onset and duration of flowering varies greatly among individual U. europaeus plants within 
populations. Some plants initiate flowering in the autumn or winter and continue flowering through 
spring, others initiate flowering in early spring (Tarayre et al. 2007). Variation in flowering duration is 
 5
6 
Table 2.13: Examples where arthropod weed biocontrol agents have attacked non-target plant species (Fowler et al. 2000a) 
Target weed Agent Released Non-targets attacked Anticipated Damage References 
Water hyacinth, 
Eichhornia crassipes 
(Martius) Solms-Laubach 
Neochetina eichhornia 
Warner, weevil 
USA, 1972 
 
Canna sp., Portaderia 
spp., unspecified grass 
Yes (except 
grass) 
Minor 
 
(Harris 1988) 
 
Prickly pear, Opuntia spp. Cactoblastis cactorum 
(Bergroth),  
Australia, 
1926 
Melons, green tomatoes No Minor and 
‘one-off’ 
(Harris 1988) 
Prickly pear, Opuntia spp. Chelnidea tabulate 
(Burmeister), bug 
Australia, 
1922 
Nectarines, dates, 
peaches, grapes, melons, 
tomatoes 
No Minor and 
‘one-off’ 
(Harris 1988) 
Acacia longifolia 
(Reganold et al.) 
Wildenow 
Trichilogaster 
acaciaelongifoliae Frogatt, 
Gall wasp 
South Africa, 
1982 
Acacia melanoxylon 
Brown, Paraserianthes 
lopantha (Willdenow) 
Nielsen 
No Negligible 
 
(Dennill et al. 
1993) 
St John’s Wort, Hypericum 
perforatum L. 
Chrysolina hyperici (Forster), 
chrysomelid beetle 
New 
Zealand, 
1943 
Hypericum 
androsaemum Linnaeus 
Yes Minor (Julien and 
Griffiths 1998) 
Ragwort, Senecio jacobaea 
L. 
Cinnabar moth, Tyria 
jacobaeae (Linnaeus) 
New 
Zealand, 
1929 
Cineraria spp,.Sonchus 
oleraceeus L, Native 
Senecio spp. . 
Yes 
No 
No  
All minor (Helson 1974) 
(Fowler, 
unpub. data 
2000) 
Scotch broom, Cytisus 
scoparius (Linnaeus) Link 
Bruchidius villosus Fabricius, 
seed beetle 
New 
Zealand, 
1987 
Tagasaste, 
Chamaecytisus 
palmensis (Christ) Bisby 
& Nicholls 
No Being 
assessed 
(Fowler, 
unpub. data 
2000) 
Patterson’s curse, Echium 
plantagineum L. 
Dialectica scalariella (Zeller), 
plume moth 
Accidental 
from 
Australia 
(released 
1988) 
Ornamental Echium spp., 
Myosotis spp., Borage 
sp., Cynoglassum sp., 
Symphytum sp. 
Yes Can be 
substantial 
(Julien and 
Griffiths 1998) 
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linked to variation in flowering intensity: long-flowering individuals produce few flowers at a time, 
while short-flowering individuals produce masses of flowers over a short period. Abiotic factors often 
correlate with flowering times. In temperate regions frost in spring and autumn may limit the 
flowering season. Abiotic factors may limit flowering seasons either directly by affecting the ability to 
produce flowers or indirectly by affecting pollinators (Rathcke and Lacey 1985).  
Previous trials in New Zealand have found that most non-target attacks by C. succedana occur when 
U. europaeus is no longer flowering (Paynter et al. 2008b), which is supported by other sightings (e.g. 
C. Sixtus, pers. obs., A. Gourlay, pers. obs.). 
2.5 Climate 
Healy (1961) reported that in New Zealand, U. europaeus grows successfully at altitudes from sea level 
to 800 m.a.s.l.). U. europaeus grows from the far north of the North Island to the far south of the South 
Island. Favourable growth occurs where the annual rainfall is between 500 and 1,500 mm (Healy 
1961). Although there are large temperature ranges in New Zealand, it appears that the climatic 
conditions in New Zealand are more favourable for U. europaeus growth than the climate in much of 
Europe (MacCarter and Gaynor 1980). For example, at the Mackenzie Basin in the South Island the 
temperature ranges from -15°C in winter to 35°C in summer (Sixtus 2004). 
2.5.1 Effect of climate on insect activity 
The effects of climate change will be diverse and include an increase in CO2 levels and temperature. 
The former will generally increase productivity of plants (Long et al. 2004). However, higher 
temperatures and reduced water availability will have negative effects on plant growth. Crop yields 
are therefore likely to be reduced (Challinor et al. 2005; Anwar et al. 2007; Torriani et al. 2007). 
Along with the direct effects on plant productivity, climate change will also influence the effects of 
pests and diseases (Thomson et al. 2010). The arrival time and emergence time of several invertebrate 
insects, including Lepidoptera, is already being affected by climate change (Dewar and Watt 1992; 
Whittaker and Tribe 1996; Parmesan et al. 1999). Many of the species being affected are pest 
herbivores; new pests may appear and others disappear, causing altered pressures on plants 
(Gutierrez et al. 2008; Jepsen et al. 2008). The impact of herbivores on productivity will be influenced 
by a diverse range of factors including plant nutritional changes and changes in plant allocation to 
defensive compounds with increased CO2, as well as the effectiveness of natural enemies in controlling 
the herbivores (Coviella et al. 2002). 
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A change in phenology of any given plant could decrease synchronization between herbivores and 
their hosts (Thomson et al. 2010). Although loss of synchrony will disadvantage herbivores in many 
instances, there are exceptions. Populations of a willow catkin eating psyllid, Cacopsylla moscovita 
(Andrianova), may increase under higher temperatures (Hill and Hodkinson 1996), as a rise in 
temperature increases the rate of psyllid development more than that of the catkins. However for the 
majority of associations hosts and prey food available for natural enemies will generally decrease due 
to a lack of synchrony.  
Herbivore abundance and fitness may be affected by changes in plant tissues in response to changes 
in the amount of CO2 and precipitation. Increases in the levels of CO2 reduce the nutritional value of 
plants, which could lead to increased plant consumption rates by some pests (Bezemer et al. 1998). 
This may cause an increased level of plant damage because the pests have to consume more plant 
tissue to acquire similar levels of nutrition (Whittaker 1999). An increase in the feeding rate may not 
compensate for reduced quality of food (Cannon 1998), and consumption of plants grown under 
conditions of higher CO2 can decrease the performance of invertebrates feeding (Zvereva and Kozlov 
2006). Herbivores will consume more plant material, as well as grow more slowly (Lindroth et al. 
1993), take longer to develop, show reduced fecundity and suffer heavier mortality (Watt et al. 1995). 
Therefore, climate change will have diverse effects on pest insects (Thomson et al. 2010) and it can be 
assumed that the same would apply to many biological control agents. 
One example of this is the psyllid, Arytinnis hakani (Loginova), a prospective biological control agent 
of French broom (Genista monspessulana (L.) L.A.S. Johnson) in North America (Sheppard and 
Thomann 2004; Cook and Smith 2014). A. hakani is native to the western Mediterranean region, 
occurring from Portugal to Italy in Europe, and from Morocco to Algeria in North Africa, only feeding 
on G. monspessulana under natural field conditions (Sheppard and Thomann 2004). The psyllids 
population decreased with temperature increases in southern France (Commonwealth Scientific and 
Industrial Research Organization Entomology 2002). Therefore, increasing temperatures may be 
limiting the effectiveness of this agent (Smith 2014). 
McEvoy and Coombs (2001) found that 44% of introduced weed biological control agents failed to 
become established due to climatic incompatibility. This is an enormous waste of time and money in 
foreign exploration and quarantine testing. However this can now be combated by modelling (Byrne 
et al. 2003). Such modelling includes empirical field-testing of thermal physiology (Papadopoulos et 
al. 1996), the potential distribution in its country of introduction (Kriticos and Randall 2001) and 
CLIMEXTM, a computer programme that uses physiological parameters and meteorological data to 
assess the likelihood of an organism surviving in a new environment (Sutherst and Maywald 1985). 
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Understanding the quantitative effects of important environmental factors such as temperature on 
life history, can help predict population growth rates and model potential geographic distributions 
(Van Klinken et al. 2003; Chiarelli et al. 2011; Munyaneza et al. 2012; Myint et al. 2012). 
Byrne et al. (2003) compared methods of predicting the probability of the predicted distribution of 
classical biological control agents prior to their release. The parameters used were the lower 
development threshold, rate of development, the critical temperatures and the lethal temperatures. 
The effectiveness of this modeling was carried out using degree-day, CLIMEXTM and minimum 
temperature models to compare the predicted distribution of four biological control agents that have 
been introduced into South Africa (Trichilogaster acaciaelongifoliae Froggatt, Eccritotarsus 
catarinensis Carvalho, Stenopelmus rufinasus Gyllenhal and Parachaetes insulata (Walker) with the 
actual establishment.  
This proved to be not an ideal technique for identifying the agent’s thermal shortcomings as upper 
thermal limits were above the actual temperatures recorded. Low thermal limits did show estimates 
for predicting an insect’s ability to survive winter conditions. However Byrne et al. (2003) did show 
that degree-day model results appeared sensible and useful in different geographical areas . 
Byrne et al. (2003) made two recommendations for reducing the climate-incompatibility failures-to-
established in classical biological control. First, to prepare a climatic characterisation of both the native 
and introduced geographical range of the weed, which is followed by a comparison using CLIMEXTM, 
to identify areas suitable agents should be sought. Second, laboratory experiments to determine the 
critical temperature minimum and lethal temperatures of the agents while still in quarantine. This can 
then be compared with the climatic extremes and in the proposed area of introduction, to ascertain 
the potential agent’s chances of survival. 
Smith (2014) predicted population growth of A. hakani as a function of temperature using 
climatological geographic information system models (Van Klinken et al. 2003; Chiarelli et al. 2011; 
Myint et al. 2012; May and Coetzee 2013). He found that the predicted distribution of A. hakani in 
Australia matched well with locations where it had been observed to be abundant (New South Wales, 
Victoria, South Australia, and Tasmania), with indications that the psyllid is restricted on its northern 
limit by heat stress. This biocontrol agent is predicted to be suitable throughout the coastal 
distribution of G. monspessulana in California. However, predictions for the Sierra foothills were not 
as good because psyllids were under cold stress in winter and heat stress in summer (Smith 2014).  
For many years biocontrol agents have been sought from areas of their native range that have similar 
climatic conditions to those in New Zealand (Fowler et al. 2006). This lessens the chance of failure of 
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a biological control agent due to climatic reasons alone (Cameron et al. 1993). For example, the 
original strain of gorse spider mite was not able to become established on the West Coast of the South 
Island or North of 39°S in the North Island. Strains introduced from a warmer, wetter climate (Hill et 
al. 1991a) became established there (Hill et al. 1993). 
Temperature is a major factor that influences the development, fecundity and mortality of 
poikilothermic organisms. Temperature effects on insects can be placed in two categories. The first 
relates to the development rate, reproduction and survival of the insect at a given temperature 
(Stewart 1996). The second relates to insect survival when exposed to low winter temperatures. There 
have been many studies where insects have been chilled at temperatures below 0ºC (Baust and Lee 
1981). However, for insects that do not enter a winter diapause, there have been few studies on the 
effects of chilling insects at non-freezing temperatures (Stewart 1996). Results for Agasicles 
hygrophila Selman & Vogt, a potential biological control agent for alligator weed (Alternanthera 
philoxeroides (Martius) Grisebach) indicated that low spring and summer temperatures may inhibit 
population build-up and low winter temperatures may cause high rates of overwintering deaths 
(Stewart 1996). 
2.5.2 Egg and larval instar development of Cydia spp. 
The effect of temperature on the development of C. succedana eggs has not been reported. However, 
it has for pests of the same genus such as codling moth (C. pomonella L.) and pea moth (C. nigricana 
(F.)). Models such as BUGOFF 2 (Blago and De Berardinis 1991) have been used to predict C. pomonella 
egg hatch. Such investigations could prove useful when testing a potential biological control agent’s 
suitability. The lower threshold temperature of other members of the Cydia genus is approximately 
10ºC, while the upper threshold is approximately 28ºC (Pitcairn et al. 1991). It is assumed that the 
thresholds for C. succedana would be similar. 
C. succedana moth activity is also governed by temperature (Sixtus et al. 2007); moth activity in spring 
increased as the daily maximum temperature increased in the field. In areas where the daily maximum 
temperature does not decrease below 8ºC, e.g. McLeans Island, the U. europaeus pod moth is 
bivoltine, whereas in areas where there are individual days where the maximum temperature was 
below 8ºC and days with snow on the ground, such as the Hinewai Reserve, C. succedana is univoltine. 
The climate data for these sites are shown in Figure 2.1 for the period 2002-3. 
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2.5.3 Climatic requirements for Ulex europaeus 
There has been little research on the climatic requirements for U. europaeus. However, the plant is 
cold limited with a preference for areas where the mean daily temperature of the coldest month is 
above 2ºC. Seed predation by C. succedana and E. ulicis may cause the plant to have a very high loss 
of potential seeds. Pods resulting from autumn and winter flowering suffer less seed predation than 
those from the spring flowering (Tarayre et al. 2007). 
Contrasting populations in New Zealand have different flowering phenologies: one flowered heavily 
in autumn (March-May), followed by a further flowering in early spring (September and October); the 
other population formed few flowers in autumn, but produced many in spring (Hill and O' Donnell 
1991; Hill et al. 1991a). Sixtus (2004) found in areas where there was extreme cold, with daily 
temperatures at or below 0ºC, there was only one U. europaeus reproductive season per year, for 
example in the Mackenzie Basin flowering only occurred during October - November. In more 
temperate areas of the South Island, for example, in Golden Bay, U. europaeus had two reproductive 
periods per season (Sixtus 2004). 
Hill et al. (1991a) and Markin and Yoshida (1996) suggested that environmental factors influence 
population differences in U. europaeus, but they did not exclude genetic polymorphism. Studies on 
different species show that flowering phenology is influenced both by genotype and environment 
(Tarayre et al. 2007). Environmental factors include temperature (Schemske et al. 1978; Primack 1980; 
McGuire and Armbruster 1991), light availability (Marquis 1988), and attacks by herbivores 
(Augspuurger 1981; Kelly and Levin 2000). 
Habitat characteristics govern the seasonality of reproduction of both C. succedana and U. europaeus. 
If C. succedana reproductive activity is not synchronised with the U. europaeus reproduction there 
may be two impacts: 
1. The C. succedana larvae may enter other legume pods if U. europaeus is not at the 
reproductive stage, 
2. If U. europaeus flowers and sets seed when C. succedana is inactive, less seed will be 
consumed. 
Study of U. europaeus phenology in New Zealand is limited and study of the relationship between 
C succedana and U. europaeus plants is even more limited. 
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Figure 2.1: The average monthly minimum and maximum temperatures from March 2002 to March 
2003. (a) McLeans Island (b) Hinewai Reserve (Sixtus 2004; Sixtus et al. 2007). 
2.6 Number of Cydia species released in New Zealand 
The host-range tests of C. succedana reported by Hill and Gourlay (2002) were carried out on moths 
that were collected at Yateley Common or Chobham Common, England. However, the population that 
was released into New Zealand also had progeny of moths collected at Viana do Castello, Portugal 
(Paynter et al. 2008b). 
C. succedana and C. ulicetana had been recognised as separate species (Danilevsky and Kuznetzov 
1968) but others, e.g. (Bradley et al. 1979; Emmet 1988) considered C. ulicetana to be an inferior 
synonym of C. succedana. Consequently, the gorse pod moth was released into New Zealand under 
the name C. succedana. The separation between C. succedana and C. ulicetana has now been 
reinstated (Razowski 2003). Consequently, there is uncertainty regarding the distributions and host-
ranges of both C. succedana and C. ulicetana because many records do not distinguish between the 
two species (Brown et al. 2005). 
Differences between tortricid species can be extremely cryptic. For example, two species of 
morphologically indistinguishable tortricids could only be distinguished by the use of different sex 
pheromones (Foster et al. 1987). Therefore it can be difficult to determine if there is more than one 
moth species present. 
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Whether the moths that were released into New Zealand were one species or if there was more than 
one released, can be determined using DNA barcoding. This DNA barcoding is a taxonomic method 
that uses a short genetic marker in an organism’s DNA to identify it as belonging to a particular species. 
It differs from molecular phylogeny because it does not determine classification, but identifies an 
unknown sample in terms of a known classification (Kress et al. 2005). 
A desirable locus for DNA barcoding should be standardised (so that large databases of sequences for 
that locus can be developed) (Hollingsworth et al. 2009), be present in most of the taxa of interest, 
sequenceable without species-specific PCR primers (Hollingsworth et al. 2009), short enough to be 
easily sequenced (Kress and Erickson 2008) and provide a large variation between species but small 
variation within species (Lahaye et al. 2008). For animals and other eukaryotes, the mitochondrial CO1 
gene is used. 
Mitochondrial genomes offer a broad range of characters to study phylogenetic relationships of 
animal taxa. Besides nucleotide and amino acid sequences, tRNA secondary structures (Macey et al. 
2000), deviations from the universal genetic code (Castresana et al. 1998; Telford et al. 2000), as well 
as changes in the mitochondrial gene order (Boore et al. 1995; Boore et al. 1998) are successfully used 
as characters in phylogenetic inference. The changes in gene order prove reliable phylogenetic 
characters because the probability that homoplastic translocations occur in closely related taxa is very 
low (Kilpert and Podsiadlowski 2006). 
Paynter et al. (2008a) investigated why the original host-range testing failed to predict the host-range 
of gorse pod moth in New Zealand. They tested the hypothesis that as well as the C. succedana, a 
cryptic species was accidently introduced. This work provided no evidence of the presence of a cryptic 
species. 
2.7 Conclusions 
The New Zealand economy faces an annual cost of managing the control of U. europaeus. This annual 
cost has been many millions of dollars for a prolonged period. Although U. europaeus does have some 
beneficial aspects, they are far outweighed by the negative aspects. Biological control agents for U. 
europaeus have been introduced but so far have not proved successful. 
Integration of different U. europaeus control tactics may assist in obtaining better control. Integration 
could involve different aspects of cultural controls. Chemical usage could also assist in the control of 
this weed but the chemicals presently in use for control of U. europaeus may be toxic to the biological 
control agents. This remains to be determined. Alternatively, chemicals could be applied when the 
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various biological agents are not active; however the chemicals that are currently available for 
controlling U. europaeus are most effective when the U. europaeus plants are actively growing. 
Many of the U. europaeus biological control agents in Europe cannot be released into the New Zealand 
environment because they are not host-specific. As a result, they potentially would endanger a variety 
of flora, both native and economically important.  
There have been releases of biological control agents where the agent has not become established in 
New Zealand. This may be due to climate variation, which can be investigated with programs such as 
CLIMEX. It has been found that different insect strains, from different regions, are suited to different 
climate types; for example, the U. europaeus spider mite, for which several strains have now been 
released to fit different climatic conditions. 
Research on temperature thresholds on development of instars of C. succedana is limited. As the lower 
development threshold for other members of the genus C. appears to be approximately 10ºC, it is 
assumed that the threshold for C. succedana is also probably around 10ºC. The upper temperature 
limit of other Cydia species is approximately 28ºC. Other species have been shown to have 4 - 6 instars, 
depending on the climatic conditions. Laboratory tests appear to give a different numbers of instars 
compared with field results. It can be assumed that the number of instars would be similar in 
C. succedana. 
Because the released C. succedana was collected in two countries, there may have been two strains. 
This has yet to be conclusively determined. 
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have longer phenological phases; e.g., a more extended leaf production or flowering period than 
native species, would effectively possess greater niche breadth. Such variation should benefit species 
by providing greater access to resources; e.g., a longer leaf production or flowering phase may benefit 
exotic species through extended access to soil nutrients or pollinators (Wolkovich and Cleland 2011). 
The presence of invasive species is one of the most important causes of loss of biodiversity across the 
world. The way the introduction of an exotic species occurs can affect the ability of the species to 
persist in, and to adapt to, the new environment (Hornoy et al. 2013). The introduction and bringing 
into contact of genotypes originating from different populations from the original range can create 
new trait combinations (Lavergne and Molofsky 2007). The number of introductions, number of 
propagules and their origin all determine the amount of genetic diversity in introduced populations, 
with consequences for response to selection (Dlugosch and Parker 2008a). A single introduction, with 
few individuals, will lead to a loss of diversity in the introduced populations compared with the native 
populations (e.g. Hypericum canariense L. (Canaray Islands St John’s Wort) (Hill et al. 1991a; Dlugosch 
and Parker 2008b) , while large and/or multiple introductions may produce diversity similar to the 
native population, e.g. Centaurea stoebe spp. micranthos (Gugler) Hayek (Spotted knapweed) (Marrs 
et al. 2008).  
The timing of periodic events, such as leaf budburst and flowering, affects plant phenology. Timing of 
these occasions is adaptive (Volis 2007), limits species ranges (Chuine and Beaubien 2001), and plays 
a major role in species co-existence (Fargione and Tilman 2005). Plant phenology is also a major 
indicator of climate change (Fitter and Fitter 2002; Cleland et al. 2007; Sherry et al. 2007). 
Colonisation of U. europaeus took place in two stages; during the first stage, U. europaeus spread 
naturally from Spain towards northern Europe and some genetic diversity was lost. In the second 
stage, U. europaeus was introduced into different regions of the world. These introductions resulted 
in the loss of rare alleles but did not significantly reduce genetic diversity or the evolutionary potential 
of this invasive species (Hornoy et al. 2013).  
This could explain why in New Zealand U. europaeus grows successfully almost everywhere, although 
annual growth depends on nutrient availability. Sixtus (2004) found that at McLeans Island, 
Christchurch, U. europaeus was stunted, whereas at Golden Bay, Nelson it grew in excess of 4 metres 
tall. The soil at McLeans Island is very sandy (Cox and Mead 1971), with a high percentage of large 
stones and is very low in nutrients (Appendix A). Golden Bay has considerably deeper topsoils, which 
are generally high in nutrients such as phosphorous (Anon. 1967).  
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U. europaeus is a prolific seed producer, with individual plants capable of producing over 2000 seeds 
annually (Hill et al. 1996). Buried U. europaeus seeds can remain viable for at least 40 years (Zabkiewicz 
1976; Zabkiewicz and Gaskin 1978) and there are anecdotes of seed surviving for at least 70 years 
(W.J. Davis, 2003, pers. comm.). U. europaeus can rapidly re-establish infestations from this source, 
only requiring seeds to be brought near to the soil surface for germination to occur (Ivens 1982).  
Markin and Yoshida (1996) studied the phenology and growth of U. europaeus in Hawai’i, and found 
that they followed a distinct pattern, especially at higher elevations. New vegetative growth occurred 
during the summer and terminated in the autumn. Formation of both vegetative and reproductive 
buds occurred on newly formed branches in autumn and winter. Sixtus (2004) observed that the 
reproductive growth of U. europaeus in New Zealand followed a similar pattern.  
Zielke et al. (1992) found that in British Columbia, U. europaeus plants began flowering and 
reproducing in the second or third season after establishment. New Zealand’s climatic conditions 
allow U. europaeus to follow a similar reproductive pattern, with cuttings of U. europaeus producing 
flowers and mature pods within 18 months of being placed in potting mix (pers. obs. Sixtus 2009). 
Reproductive success is strongly influenced by the onset and duration of flowering. A successful plant 
reproduction depends on the flowering phenology. The success of the flowering phenology is 
governed by several factors that can vary in time and space. These factors include pollination 
efficiency, seed predation, resource availability and climatic conditions (Rathcke and Lacey 1985; 
Brody 1997). The success of the introduction of a new plant species to a new area depends on its 
ability to adapt its flowering time to the new environment (Atlan et al. 2010). Plant populations under 
seasonal environmental restraints, such as winter frost or summer drought, usually flower 
synchronously (Franks et al. 2007)  
For this chapter the hypothesis was “that environmental conditions do not affect the total viable seed 
production by U. europaeus, regardless of the amount of time the plant spends in each phenological 
stage”. This was investigated by comparing phenological stages of U. europaeus at 15 sites around 
New Zealand to determine the effect of the environment on reproductive activity and seed viability. 
3.2 Methods and Materials 
3.2.1 Sample Sites 
The experimental sites for this work were located throughout the upper South Island (Figure 3.1) and 
lower North Island of New Zealand (Figure 3.2). The South Island sites were Homebush and Coal Track, 
(both Darfield), McLeans Island (Christchurch Airport), Hinewai Reserve (Banks Peninsula), Greta 
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Valley (North Canterbury), Conway Flat (Kaikoura), Picton (Marlborough), and Murchison and Tasman 
(Nelson). The North Island sites were at Wainuiomata Hill and Onepoto Bay (both Wellington), Scotts 
Ferry (coastal Manawatu), Waitotara (Taranaki), Wairoa (northern Hawkes Bay) and Welcome Bay 
(Bay of Plenty). These sites were chosen because they varied in climatic conditions, latitude, longitude  
 
 
 
Figure 3.2: Map of North Island, New Zealand, showing locations of field sites. 
and altitude, and had different soil types (Table 3.1), thus providing an opportunity to determine if U. 
europaeus phenology was affected by one or more of these factors and to find if any of these factors 
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Figure 3.1: Map of South Island, New Zealand showing locations of field sites. 
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governed seed production. Due to herbicide application, the original sites at Wainuiomata Hill and 
Wairoa had to be transferred. The Wainuiomata site was transferred to Onepoto Bay, Porirua. The 
Wairoa site was transferred to an adjacent paddock, some 200 - 400 m northwards. The site at Rough 
Island, Nelson was flooded at the time of big tides in early March 2010, which killed all the scrub 
vegetation. A new site was set up at the neighbouring Rabbit Island, which was approximately one 
kilometre eastwards. The longitude, latitude and altitudes of the selected sites are provided in Table 
3.2.  
Regular monitoring of sites away from Canterbury was undertaken by local body employees; they 
were: Richard van Zoelen from Tasman District Council; Megan Banks of Greater Wellington Regional 
Council; Neil Gallagher from Horizons Regional Council; Catherine Law of Taranaki Regional Council; 
Mike Perry of Hawkes Bay Regional Council and Andy McKay from Bay of Plenty Regional Council. 
3.2.2 Soil types 
The sites chosen for this study were known to have different soil types and part of this investigation 
was to observe if the different soil types had an impact on the U. europaeus growth and seed 
production. Table 3.1 shows the different soil types and the use of each site. Further information is in 
Appendix A.  
Table 3.1: Soil types and site use for the experimental sites. 
Site Soil Type Use of Site 
Homebush 
Coal Track 
McLeans Island 
Hinewai Reserve 
Greta Valley 
Conway Flat 
Murchison 
Tasman 
Picton 
Wainuiomata 
Porirua 
Scotts Ferry 
Waitotara 
Wairoa 
Welcome Bay 
Ashley yellow-grey earth 
Lismore yellow-grey earth 
Selwyn stony sand 
Stewart-Summit brown granular loams 
Glendhu yellow-grey earth 
Hurunui sandy loam 
Ahaura lowland yellow-earth 
Tahunanui sand and gravel 
Kenepuru yellow-brown earth 
Ruahine-Rimutaka yellow-brown earth 
Porirua-Paremata yellow-grey earth 
Waitarere-Hokio coastal sand 
Westmere silt loam 
Pakarae yellow-brown earth 
Paengaroa-Ohinepanea yellow-brown pumice 
Sheep farm 
Eucalyptus plantation 
Reserve  
Reserve 
Pine plantation 
Sheep and beef grazing 
Pine plantation 
Pine plantation/reserve 
Dry stock grazing 
Reserve 
Reserve 
Reserve 
Dry stock grazing 
Sheep and beef grazing 
Dry stock grazing 
3.2.3 Soil nutrients 
Soil nutrient status was assessed at four of the sites, which were in close proximity to Lincoln 
University (Hinewai Reserve, McLeans Island, Homebush and Coal Track). The sites were classed as 
mixed pasture. The sampling guidelines, provided by RJ Hill Laboratories Limited, were followed 
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regarding depth of samples (7.5 cm) and number of sample cores (20). The samples were obtained 
with a corer, which was 25 mm in diameter and operated by cutting a sample as it progressed down 
through the soil. The soil samples were collected on 8 November 2012, placed in labelled plastic bags 
and sent to RJ Hill Laboratories Limited, 1 Clyde Street, Hamilton, New Zealand for nutrient analysis.  
3.2.4 Climate records 
The sites chosen for this study were known to have different climatic conditions. Daily records of 
rainfall, minimum and maximum temperatures were supplied from the nearest weather station 
electronically by NIWA. At four sites, (indicated by * in Table 3.2), where NIWA records could not be 
obtained, local sources were used. Both temperature and rainfall records for Hinewai Reserve were 
supplied by the manager of the Reserve.  
The daily minimum and maximum temperatures for each site were used to calculate the growing-
degree days in the coldest month of the year, July. Thermal time calculations were completed for the 
flowering base temperatures of 5°C and 10°C, because 10°C has been previously used for many legume 
shrubs such as Cytisus scoparius L. (Anon. 2013) and 5°C was taken because there was reproductive 
activity showing at lower temperatures. This calculation only considers the maximum and minimum 
temperatures, and the daylength is not included in the calculations.  
The thermal time for plants (McKenzie et al. 1999) was:  
Thermal time (TT) = Ʃ(Tmean – Tbase) 
where Tmean = maximum temperature + minimum temperature 
2 
where Tbase was the base temperature for U. europaeus flowering.  
3.2.5 Monthly estimates of U. europaeus reproductive stages 
Monthly estimates were made of the reproductive stages of 15 individual U. europaeus plants at each 
site. The four stages were bud (Plate 3.1), flower (Plate 3.2), green pod (Plate 3.3) and mature pod 
(Plate 3.4). The minimum estimate was 5% and estimates were in multiples of 5%. This was done by 
visual assessment, as close as possible to the same time each month. Assessments at all South Island 
sites except Tasman were conducted by the author. At Tasman and the North Island sites the local 
body staff (see 3.2.1) conducted the first assessment jointly with the author in order to minimise 
variation in results among the sites, but thereafter made the assessments by themselves. 
Unfortunately, it was not possible for all of the people monitoring the sites to do this each month. 
Therefore at many sites there are gaps in the estimates of U. europaeus reproduction stages. There 
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were only five sites (Homebush, Coal Track, McLeans Island, Scotts Ferry and Waitotara) that provided 
continuous data during the study period.  
A random number chart was used to select the 15 individual plants, using the numbers on the chart 
as the distance between the samples. The distance apart was between 2 and 20m. A tape measure 
was used to ensure accuracy. To ensure that the same plant was used each time, a piece of fluorescent 
tape was tied onto each U. europaeus sample plant. Sampling was done in the approximate area 
circling 0.5m around the fluorescent tape.  
3.2.6 Growth of Ulex europaeus bushes 
Height of individual U. europaeus bushes was recorded at the start of the trial (Aug. – Oct. 2009). The 
height was re-measured when the trial ended (Jan. 2011 – Apr. 2011) and the growth was calculated 
by subtracting the starting height from the finishing height. This calculation was not possible at the 
three sites which had to be changed during the experiment (see 3.2.1). 
3.2.7 Picking and sorting of seed 
When U. europaeus pods were black and hard (Plate 3.4), they were considered ripe, and a random 
sample of 30 pods was taken from each sample bush. The occurrence of ripe pods varied from site to 
site. McLeans Island did not have any ripe pods, because several biological control agents including 
Anisoplaca ptyoptera Meyrick, (gorse stem miner) attacked the plants (see Discussion). 
Murchison only had one period when ripe pods were present (January 2010), while other sites had at 
least three periods. Rough / Rabbit Island sites had 12 months where there was at least one plant with 
ripe pods on it.  
Pods were opened by hand and sorted into the appropriate category by visually assessing each 
individual seed. Categories were: intact pods (which were pods with seeds not damaged by any seed 
predator), pods with seeds damaged by Cydia succedana (Denis and Schiffermüller) (Plate 3.5 and 
Plate 6.2), or with Exapion ulicis (Förster) larvae present in the seed in the pod (Plate 3.6). Records 
were kept of the number of pods that were in each category. Seeds in pods that were damaged by 
C. succedana larvae were further separated into damaged and undamaged seeds. The seeds that had 
been destroyed by C. succedana were estimated by counting the number of pedicels in the pod 
without any seeds present (Plate 3.7). However, if the larvae had vacated the pod and there were no 
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Site 
 
 
 
Latitude & Longtitude of Site 
 
Altitude of 
Site (m) 
 
Distance between 
Site and Weather 
Station 
(km) 
Weather Station Name 
 
Latitude & Longtitude of 
Weather Station 
 
Homebush* 
Coaltack* 
McLeans Island 
Hinewai Reserve* 
Greta Valley 
Conway Flat* 
Murchison 
Picton 
Rough Island 
Rabbit Island 
Wainuiomata 
Wainuiomata 
Onepoto Bay 
Scotts Ferry 
Waitotara 
Wairoa 
Wairoa 
Welcome Bay 
43° 28.5' S 171° 61.0' E 
43° 31.2' S 172° 00.8' E 
43º 28.0' S 172º 29.0' E 
43º 33.0' S 173º 01.9' E 
42° 53.5' S 173° 03.3' E 
42° 43.1' S 173° 24.2' E 
41° 47.9' S 172° 17.1' E 
41° 18.7' S 173° 58.7' E 
41° 16.2' S 173° 07.2' E 
41° 16.2' S 173° 07.0' E 
41° 14.5' S 174° 55.5' E 
41° 14.5' S 174° 55.5' E 
41° 06.6' S 174° 51.3' E 
40° 17.3' S 175° 14.0' E 
39° 44.6' S 175° 57.1' E 
39° 03.7' S 177° 06.0' E 
39° 03.7' S 177° 06.2' E 
37° 45.0' S 176° 13.4' E 
260 
197 
54 
463 
190 
228 
193 
78 
3 
 
230 
230 
-1 
-6 
11 
180 
 
28 
4.6 
6.5 
6.1 
0 
39.4 
39.5 
20.5 
31.2 
10.5 
11 
3.4 
2.9 
2.3 
5.9 
5.5 
2.2 
2.2 
9.6 
Darfield  
Darfield 2  
Christchurch Aero 
Hinewai Reserve 
Waipara West  
Kaikoura  
Murchison  
Awatere Valley 
Appleby 
Appleby 
Wainuiomata Bowling  
Wainuiomata Reservior 
Mana Island 
Palmerston North  
Hawera  
Wairoa, North Clyde  
Wairoa, North Clyde  
Tauranga Aero 
43° 49.3' S 172° 13.6' E 
43° 47.9' S 172° 08.4' E 
43° 49.3' S 172° 53.6' E 
43º 33.0' S 173º 01.9' E 
43° 07.0' S 172° 65.3' E 
42° 42.1' S 173° 69.1' E 
41° 80.5' S 172° 32.4' E 
41° 64.7' S 174° 07.2' E 
41° 31.7' S 173° 09.4' E 
41° 31.7' S 173° 09.4' E 
41° 16.0' S 174° 57.1' E 
41° 15.5' S 174° 59.4' E 
41° 09.4' S 174° 78.5' E 
40° 32.5' S 175° 61.1' E 
39° 61.1' S 174° 29.1' E 
39° 01.7' S 177° 41.3' E 
39° 01.7' S 177° 41.3' E 
37° 67.3' S 176° 19.6' E 
 
 
Table 3.2: Latitude, longitude and altitude of experimental sites with the distance between the sites and the latitude and longitude of corresponding 
National Climate Database Weather Stations 
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pedicels, then the average number of seeds in the undamaged pods was used as the estimate. If an 
individual seed was much smaller than the other seeds in that particular pod, or was desiccated, it 
was classified as aborted, counted, and discarded. 
Seeds were stored in plastic moisture proof containers at -20ºC until required for viability and 
germination testing.  
3.2.8 Tetrazolium test 
Viability of undamaged U. europaeus seeds was tested using the tetrazolium (TZ) test (ISTA 2013). At 
each site, the undamaged seeds from undamaged pods were accumulated throughout the 
experiment, mixed, and a random sample of 25 seeds taken for TZ testing. The required pre-
moistening of seeds was carried out at 20°C after puncturing the seed coat with a scalpel at the 
cotyledons to allow imbibition. Seeds were left fully immersed in water for 22 h until completely 
imbibed (ISTA 2013). Seeds were placed into sufficient TZ solution (a 1% solution of 2,3,5-
triphenyltetrazolium chloride and distilled water) to cover the seeds and to allow its absorption, and 
held at 35°C in the dark for staining. The seeds were then removed from the TZ solution, rinsed 2 – 3 
times in distilled water and then evaluated. Evaluation was carried out by examining each seed and 
classifying as viable or non-viable on the basis of the staining patterns and tissue soundness revealed 
by exposing the embryo. Live seeds have the entire embryo tissue stained red, dead seeds remain 
colourless, and deteriorated seeds have deep or mottled staining and a flaccid texture (ISTA 2013). A 
viable U. europaeus seed is shown (embryo tissues completely stained red) in Plate 3.8. Only one 
sample was processed per site, so no statistical analysis was possible.  
 
 
 
 
 
 
 
Plate 3.1: Ulex europaeus bush showing the bud stage. 
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Plate 3.2: An Ulex europaeus bush in flower. 
 
 
 
 
 
 
Plate 3.3: Green Ulex europaeus pods. 
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Plate 3.4: Mature Ulex europaeus pods. 
 
     Cydia succedana larva 
Plate 3.5: Cydia succedana larva in Ulex europaeus pod. 
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 Exapion ulicis larvae 
Plate 3.6: A pod of Ulex europaeus with Exapion ulicis larvae (left) and undamaged seed (right). 
 
 
Plate 3.7: An Ulex europaeus pod showing only the pedicel remaining as a result of seed feeding by 
Cydia succedana larvae. 
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3.2.9 Germination 
These germination tests were carried out on seeds sampled from undamaged pods. The germination 
of seeds from damaged pods is reported in Chapter 6.  
To allow imbibition, the hard seed coats of U. europaeus seeds were broken by acid scarification using 
the method described by (Sixtus et al. 2003b), namely immersing in concentrated sulphuric acid (H2SO4 
– 36 N) for 180 minutes. All the intact seeds from each site were mixed prior to making four sub-
samples of 50 seeds. Two volumes of acid to one volume of seed were used (Hartmann et al. 2002). 
Following acid treatment, seeds were washed in running water until the pH was neutral and then the 
seeds were rinsed in sterile water. Seeds were then placed for germination testing using the top of 
paper germination method (ISTA 2013). Fifty seeds per sample were placed on the moistened 
germination blotter in a closed plastic container (Plate 3.9). Seeds were germinated for 10 days at 
15°C constant temperature with 16 h light and 8 h dark, with daily inspection, to ensure that the 
blotter was still moist (Sixtus et al. 2003b). 
The number of seeds germinated was counted 10 days after scarification. A seed was counted as 
germinated when it showed a radicle that was at least the length of the seed (Plate 3.10). 
 
Plate 3.8: A viable Ulex europaeus seed, as determined by the tetrazolium test. 
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Plate 3.10: Ulex europaeus seedlings after 10 days at 15°C and 16 hours light: 8 hours dark. 
3.2.10 Data analysis 
For the comparison of the different timing of the four reproductive stages, data were analysed using 
simple linear regression with SigmaPlot 12; response variate was the percentage of each reproductive 
stage and the explanatory variates were rainfall, maximum temperature and minimum temperature. 
The r value, as a measure of the strength and direction of the linear relationship between two 
variables, was calculated for the simple regression results, along with the analysis of variance of the 
Plate 3.9: Ulex europaeus seeds on germination paper. 
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percentage of U. europaeus flowering. In addition, a multiple regression was carried out with the 
above responsible variates and the fifteen explanatory variates simultaneously.  
An analysis of variance of the number of intact seeds of U. europaeus per pod was conducted, using 
GenStat 15. Least Significant Difference (LSD) was calculated using ANOVA with the number of U. 
europaeus seeds per pod. The 5% LSD is for comparison between any two sites. The analysis of 
variance of the percentage of seeds that germinated was also conducted with GenStat 15, calculating 
LSD with the total of U. europaeus germinated.  
As part of each ANOVA, assumption checks were carried out as follows: a histogram of residuals was 
plotted, sorted residuals were plotted against “normal” scores and residuals were plotted against 
fitted values. The first two plots checked the normality assumption and the last plot checked the 
assumption of homogeneity of variance. On this basis, it was decided that no transformation of these 
percentage data was required. 
3.3 Results 
3.3.1 Climate 
Rainfall ranged from 594 mm at McLeans Island to 1800 mm at the Wainuiomata site (Table 3.3). Five 
out of the six North Island sites averaged > 1000 mm during the assessment period, compared with 
only three of the nine South Island sites. Rainfall distribution also differed among the sites (Fig. 3.2); 
for example at two sites (Homebush and Scotts Ferry) with similar total rainfall (820 cf 871 mm), May 
was the wettest month for the former and September the wettest month for the latter (Fig. 3.2A). 
Rainfall was similar to the 20 year average at all sites except Conway Flat (almost double the annual 
average) and Picton (almost half the annual average) (Table 3.3). 
With the exception of Conway Flat, the average annual minimum temperatures during the study were 
colder at the South Island sites than at the North Island sites (Table 3.3) The 20 year average also 
confirms this result (Table 3.3). Mean maximum temperatures ranged from 13.7°C (Hinewai Reserve) 
to 19.7°C (Welcome Bay) (Table 3.3). The lowest maximum and minimum temperatures at all sites 
were during July 2010 (Figure 3.3 – Figure 3.7). For sites where data were obtained over two summer 
periods, maximum temperatures at all sites was recorded in February 2010. For the South Island sites, 
apart from Tasman, temperature was also at maximum in December 2010, while for Tasman and the 
North Island sites February 2011 had the highest maximum temperature (Figure 3.3 - Figure 3.7). The 
highest minimum temperature correspondingly occurred in the same month as the highest maximum 
temperature (Figure 3.3 - Figure 3.7). Note that the records for Wainuiomata were only for the period 
September 2009 – March  
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Site Rainfall (mm) 20 year average 
rainfall (mm) 
Minimum 
temperature (°C) 
20 year average 
minimum 
temperature (°C) 
Maximum 
temperature (°C) 
20 year average 
maximum 
temperature (°C) 
Homebush 1002 882 6.5 6.9 16.9 17.2 
Coal Track 1097 741 6.2 6.6 17.1 17.4 
McLeans 
Island 
753 620 
5.9 6.3 16.9 16.8 
Hinewai  1921 1650 5.5 5.8 13.7 13.9 
Greta Valley 824 695 7.0 7.4 17.3 17.7 
Conway Flat 1501 772 8.8 9.1 15.4 15.8 
Murchison 1781 1581 5.6 6.1 17.5 17.7 
Rabbit 
Island 
1064 999 
6.5 6.7 18.3 18.6 
Picton 738 1474 8.0 7.1 18.4 18.8 
Wainuiomat
a 
1030 1908 
8.6 10.9 17.6 19.4 
Porirua 818 1090 9.4 9.2 15.0 15.0 
Scotts Ferry 1268 918 8.3 8.7 17.5 17.9 
Waitotara 1358 1141 8.5 10.1 16.2 17.5 
Wairoa 1742 1216 8.8 9.1 19.1 19.3 
Welcome 
Bay 
1251 1189 
11.0 11.0 19.7 19.7 
Data are for the period September 2009 – December 2010 for all sites except Wainuiomata (September 2009 – March 2010) and Porirua (April - December 
2010).  
 
 
Table 3.3: Rainfall and average minimum and maximum temperatures while the study was undertaken and the 20 year average of the annual rainfall 
and annual average maximum and minimum temperatures at the different sites from which data were collected. 
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2010 and the Porirua site was in operation between April and October 2010. 
Calculation of the growing-degree days in July 2010 using a base temperature of 5°C and 10°C showed 
that the North Island sites would be more favourable for reproductive development at the lower base 
temperature than the South Island sites (Table 3.4). With 10°C as the base temperature, reproductive 
development would not be able to occur. There was no relationship between growing-degree days in 
July 2010 and the percentage of plants with buds one month later (Table 3.4). it was not possible for 
any analysis because the figures for the percentage of plants with buds were only estimates. 
Site 5°C 10°C % plants with buds 
in August 2010 
Homebush 
Coal Track 
McLeans Island 
Hinewai Reserve 
Greta Valley 
Conway Flat 
Murchison 
Tasman 
Picton 
Onepoto Bay  
Scotts Ferry 
Waitotara 
Wairoa 
Welcome Bay 
41.3 
33.6 
27.8 
11.8 
48.2 
77.4 
36.0 
57.7 
76.6 
119.9 
96.0 
86.2 
121.5 
158.4 
0.2 
0 
0 
0 
0.7 
1.1 
0 
0 
3.7 
11.9 
6.0 
3.1 
8.2 
21.2 
43 
25 
18 
94 
27 
- 
48 
21 
36 
18 
13 
25 
- 
25 
 
Table 3.4: Estimated number of growing-degree days for Ulex europaeus during July 2010 
at base temperatures of 5 and 10°C and percentage plants with buds in August 
2010. 
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Figure 3.3: The monthly average minimum and maximum temperatures and the monthly total rainfall 
during the period of the study (1 August 2009 – 30 April 2011) at the sites: a) Homebush, b) 
Coal Track, c) McLeans Island. 
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Figure 3.4: The monthly average minimum and maximum temperatures and the monthly total rainfall 
during the period of the study (1 August 2009 – 30 April 2011) at the sites: d) Hinewai Reserve, 
e) Greta Valley, f) Conway Flat. 
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Figure 3.5: The monthly average minimum and maximum temperatures and the monthly total rainfall 
during the period of the study (1 August 2009 – 30 April 2011) at the sites: g) Murchison, h) 
Tasman, i) Picton. 
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Figure 3.6: The monthly average minimum and maximum temperatures and the monthly total rainfall 
during the period of the study (1 August 2009 – 30 April 2011) at the sites: j) Wainuiomata, k) 
Onepoto Bay, l) Scotts Ferry. 
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Figure 3.7: The monthly average minimum and maximum temperatures and the monthly total rainfall 
during the period of the study (1 August 2009 – 30 April 2011) at the sites: m) Waitotara, n) 
Wairoa, o) Welcome Bay.  
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3.3.2 Soil testing 
Soil nutrient status differed at the four sites for which data were obtained (Appendix B) and the macro-
nutrients and organic matter results (Table 3.5) illustrate this. Hinewai Reserve has the lowest pH but 
a reasonable supply of all macro-nutrients, except for Olsen phosphorous which was low (Table 3.5). 
Potassium and magnesium levels were very high. This land has been a Reserve since 1987, and no 
fertiliser has been applied since then. It is not known what fertiliser applications took place prior to 
this date.   
The McLeans Island site soil was low in Olsen phosphorous, potassium, calcium, sodium, total nitrogen 
and organic matter, but the amount of magnesium was high (Table 3.5). There is no record of fertiliser 
application for this area and it is not known how long the area has been a reserve. 
Homebush had a low pH, and was low in Olsen phosphorous, calcium and sodium, but had medium 
amounts of potassium and magnesium and the organic matter and total nitrogen were also in the 
medium range (Table 3.5). Fertiliser (superphosphate) is applied to the pasture in the paddock 
adjacent to the U. europaeus that was used for this study every 2 – 3 years with a tractor operated 
fertiliser spreader. Some fertiliser may have been spread near to the outer U. europaeus plants. 
Fertiliser was applied to the adjacent pasture during March 2009 and March 2011 (D. Worgan, pers. 
comm. 2012). 
Coal Track had low Olsen phosphorus and sodium levels and high calcium and magnesium levels. The 
potassium, organic matter and total nitrogen levels were in the medium range (Table 3.5). This site 
was within a planting of eucalyptus trees and fertiliser could not be applied. However, some fertiliser 
may have been spread around the U. europaeus bushes when the adjacent paddock was fertilised. 
The adjacent paddock was in pasture during the period that the experiment was taking place, but had 
been cropped in the past.  
3.3.3 Estimates of Ulex europaeus reproductive stage 
Estimates were made of the four reproductive stages (bud, flower, green pod and black pod) each 
month at each site. Phenology data for the five sites (Homebush, Coal Track, McLeans Island, Scotts 
Ferry and Waitotara) for which continuous records were available are presented in Figure 3.8. Table 
3.6 shows the month that the peak of each of the four reproductive phases occurred for each site and 
the monthly average for all sites are presented in Appendix C 
 
.
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Analysis Medium range1 Hinewai Reserve2 McLeans Island2 Homebush2 Coal Track2 
pH units 
Olsen Phosphorus (mg/L) 
Potassium (me/100g) 
Calcium (me/100g) 
Magnesium (me/100g) 
Sodium (me/100g) 
Organic Matter (%) 
Total Nitrogen (%) 
5.8 – 6.2 
20 – 30 
0.40 – 0.60 
4.0 – 10.0 
1.00 – 1.60 
0.20 – 0.50 
7.0 – 17.0 
0.30 – 0.60 
5.1 
17 
1.24 
4.0 
3.12 
0.23 
14.6 
0.69 
5.8 
3 
0.39 
3.6 
1.66 
0.07 
4.7 
0.19 
5.4 
11 
0.50 
3.1 
1.47 
0.13 
7.3 
0.42 
5.8 
8 
0.41 
14.0 
3.61 
0.14 
10.6 
0.45 
1medium range for nutrients as provided by R.J. Hill Laboratories Ltd 
2 Test results for each site  
 
Table 3.5: Soil analysis of Hinewai Reserve, McLeans Island, Homebush and Coal Track sites. 
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Both 
buds and flowers were present at all sites for many months; for example, Homebush had buds present 
for 16/21 months and flowers for 18/21 months (Figure 3.8). Green and black pods were present for 
a shorter period; for example, Homebush had green pods present in September - November in 2009 
and 2010, but they were absent in summer in both years. Mature (black) pods were recorded only in 
spring (September - December 2009 and October - November 2010). Very few plants produced black 
pods at Coal Track (absent for 16/21 months) and no black pods at all were produced at McLeans 
Island (Figure 3.8). This was due to the presence of Anisoplaca ptyoptera Meyrick, an endemic stem 
miner, which caused stunted growth and killed branches.  
Peak bud production occurred in late summer / autumn (February – April) at 11 of the sites but in late 
winter / spring (July – September) at the other sites (Table 3.6). The peak time for flowering was in 
spring (Table 3.6) at all sites except Scotts Ferry. South Island sites peaks of green pods were in 
October or November, apart from Hinewai Reserve, which was in January. North Island site green pod 
peaks were also in October or November for Waitotara, Wairoa and Welcome Bay, while 
Wainuiomata, Porirua and Scotts Ferry peaks were in March – April (Table 3.6). The peak for black 
pods at the South Island sites was during the summer months, while the North Island sites did not 
Table 3.6: Month in which peak estimates of the percentages for each reproductive stage 
(bud, flower, green pod & black pod) of Ulex europaeus at the experimental sites 
occurred. 
Site Buds Flowers Green pods Black pods 
Homebush 
Coal Track 
McLeans Is 
Hinewai Res. 
Greta Valley 
Conway Flat 
Murchison 
Tasman 
Picton 
Wainuiomata 
Porirua 
Scotts Ferry 
Waitotara 
Wairoa 
Welcome Bay 
Feb. 2011 
Sep. 2009 
Feb. 2010 
Jul 2010 
Jul. 2010 
Mar. 2010 
Mar. 2010 
Feb.2011 
Feb. 2010 
Mar. 2010 
Apr. 2011 
Jan. 2011 
Sep. 2009 
Apr. 2011 
Feb. 2010 
Aug. 2010 
Oct. 2009 
Sep. 2009 
Nov. 2010 
Aug. 2009 
Sep. 2010 
Sep. 2009 
Sep.2010 
Sep. 2010 
Sep. 2009 
Aug. 2010 
Feb. 2010 
Sep. 2009 
Sep. 2009 
Nov. 2009 
Oct. 2009 
Nov. 2009 
Oct. 2009 
Jan. 2011 
Oct. 2009 
Oct. 2010 
Nov. 2009 
Nov.2009 
Nov. 2009 
Mar. 2010 
Apr. 2011 
Mar. 2010 
Oct. 2009 
Nov. 2010 
Nov. 2009 
Nov. 2010 
Dec. 2009 
- 
Feb. 2011 
Dec. 2009 
Oct. 2010 
Jan. 2010 
Dec. 2009 
Dec. 2010 
Sep. 2009 
Jun. 2010 
Apr. 2010 
Oct. 2009 
Sep. 2009 
Jan. 2010 
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have a period favoured (Table 3.6). Further north there were longer periods of mature pods 
production, as well as two periods per season. For example, at Tasman black pods were recorded in 
13/20 months, with the peak occurring in November - December in both years (Appendix C). 
Regression analysis (Figure 3.9) demonstrated that increasing maximum temperature significantly 
reduced flowering percentage at the Homebush (P<0.001) and Waitotara (P<0.003) sites, but not at 
the remaining sites that were continuously monitored. Increasing minimum temperature significantly 
reduced flowering percentage at the Homebush (P<0.002), Coal Track (P<0.01) and Waitotara 
(P<0.001) sites, but not at the remaining continuous sites (Figure 3.10). Rainfall (Figure 3.11) was not 
significantly related to flowers at any of the five sites that were monitored constantly.  
 
Figure 3.8: Average estimates of Ulex europaeus reproduction phases (bud, flower, green pod and 
black pod) for the sites where there was constant monitoring (Homebush, Coal Track, 
McLeans Island, Scotts Ferry and Waitotara). 
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Figure 3.9: Simple regression, where the dependent variable was the percentage of Ulex europaeus 
flowering and the independent variable was the maximum temperature, for sites where there 
was constant monitoring (Homebush, Coal Track, McLeans Island, Scotts Ferry and Waitotara). 
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Figure 3.10: Simple regression, where the dependent variable was the percentage of Ulex europaeus   
flowering and the independent variable was the minimum temperature, for sites where there 
was constant monitoring (Homebush, Coal Track, McLeans Island, Scotts Ferry and Waitotara). 
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There was no analysis that attempted to correlate the U. europaeus four reproduction stages to the 
environmental variables because the data for the four reproduction stages were estimates and there 
were different assessors at the different sites. The purpose of these estimates was to give a broad 
idea when the four reproductive stages occurred. An overall estimate of the four stages is shown in 
Figure 3.12 - Figure 3.15. The percentage of U. europaeus in the bud phase peaked during the February 
2010 – August 2010, when there was approximately 40% of the bushes in the bud phase. At November 
Figure 3.11: Simple regression, where the dependent variable was the percentage of Ulex europaeus   
flowering and the independent variable was the rainfall for sites where there was constant 
monitoring (Homebush, Coal Track, McLeans Island, Scotts Ferry and Waitotara). 
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– December 2009 there was 0% buds (Figure 3.12). Flowering percentage was almost 20% at 
November 2009, zero at December 2009 – January 2010 then rose every month, peaking at September 
2010 at approximately 35% and decreasing for October 2010 (Figure 3.13). The peak for the green 
pods was at November 2009 (40%), falling to approximately 5% (January 2010) and remaining at that 
level until July 2010, increasing to 20% at October 2010 (Figure 3.14). The percentage of black pods 
was approximately 15% at November 2009, which rose to 35% for the following month. The 
percentage of black pods had fallen to less than 5% by February 2010 and remained at this level until 
October 2010, where it started to increase (Figure 3.15).      
 
 
Figure 3.13: Monthly overall percentage of Ulex europaeus at the flowering reproductive stage. 
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Figure 3.12: Monthly overall percentage of Ulex europaeus at the bud reproductive stage. 
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3.3.4 Ulex europaeus seed yield 
Mature pod production differed from site to site, and there was variation from season to season (Table 
3.7). Intact (undamaged) seeds per pod also varied from month to month, as well as site to site (Table 
3.7) as did aborted seeds. Pods maturing in the spring months had more aborted seeds and pods 
maturing in the summer months often had no aborted seeds; for example,  at Waitotara the aborted 
seeds per pod ranged from 0 (December 2009 and November 2010) to 2.6 (August 2010) (Table 3.7).  
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Figure 3.14: Monthly overall percentage of Ulex europaeus at the green pod reproductive stage. 
Figure 3.15: Monthly overall percentage of Ulex europaeus at the black pod reproductive stage. 
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The total undamaged pods collected at each site ranged from 63 at Murchison to 1534 at Welcome 
Bay (Table 3.8). Total intact seeds (Table 3.8) ranged from 223 at Murchison to 4689 at Welcome Bay 
and the number of seeds/pod ranged from 2.86 at Wairoa (**) to 3.94 at Greta Valley (**) (F = 2.04; 
df = 13, 136) (p<0.05) (Table 3.8). 
3.3.5 Growth of Ulex europaeus during experiment 
At all sites where both start and finish plant heights were recorded, the plants grew more than 14 cm 
in height (Table 3.9), apart from McLeans Island. Plants at McLeans Island only grew an average of 6 
cm (Plate 3.11). At Wairoa 2, (the second site), plants grew an average of 50 cm over a period of seven 
months (October 2010 – April 2011). 
 
Plate 3.11: Ulex europaeus plant at McLeans Island, showing the stunted growth, and dead branches, 
caused by Anisoplaca ptyoptera Meyrick. 
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Site Month Average 
undamaged 
pods/sample  
Average 
seeds per 
sample 
Average 
seeds 
per pod 
Average 
aborted 
seeds per 
pod 
Homebush1 
(South Island) 
 
 
 
 
 
Coal Track2 
(South Island) 
 
 
 
Hinewai Reserve3 
(South Island) 
Greta Valley4 
(South Island) 
 
 
Conway Flat5 
(South Island) 
 
 
 
Murchison6 
Rough Island7 
(South Island) 
 
 
Rabbit Island8 
(South Island) 
 
 
 
 
 
 
 
Picton9 
(South Island) 
 
Sep. 2009 
Oct. 2009 
Nov. 2009 
Dec. 2009 
Jan. 2010 
Oct. 2010 
Nov. 2010 
Oct. 2009 
Nov. 2009 
Dec. 2009 
Jan. 2010 
Dec. 2010 
Mar. 2010 
Feb. 2011 
Mar. 2011 
Sep. 2010 
Oct. 2010 
Nov. 2010 
Dec. 2010 
Nov. 2009 
Sep. 2010 
Oct. 2010 
Nov. 2010 
Dec. 2010 
Jan. 2010 
Aug. 2009 
Sep. 2009 
Nov. 2009 
Dec. 2009 
May 2010 
Jun. 2010 
Jul. 2010 
Aug. 2010 
Sep. 2010 
Oct. 2010 
Nov. 2010 
Dec. 2010 
Aug. 2010 
Nov. 2010 
Dec. 2010 
24.8±2.8 
29.0±0.8 
23.0±4.8 
4.6±5.0 
2.0 
28.0±1.4 
16.5±6.3 
24.0 
30 
12.7±1.9 
0.5±0.7 
6.0 
11.6±8.0 
10.9±5.2 
17.5±10.6 
30.0 
30.0 
29.5±0.7 
23.0±5.0 
25.8±1.9 
29.0±1.4 
29.8±0.5 
24.2±5.3 
11.8±7 
4.2±3.1. 
19.5±10.6 
28.0 
11.5±4.0 
10.2±3.4 
15.4±3.6 
20.6±5.1 
18.3±3.5 
20.2±2.0 
28.5±1.3 
27.7±2.8 
9.9±4.7 
5.0 
20.7±8.3 
25.0 
10.9±7.1 
82.2±17.8 
93.3±13.9 
75.1±21.7 
18.5±23.0 
10.0 
104.0±46.7 
61.2±29.0 
63.0 
89.0 
45.2±9.3 
1.6±2.5 
18.0 
35.0±24.9 
32.4±17.6 
47.0±22.6 
77 
116.0±50.9 
111.5±12.0 
94.8±46.4 
77.3±21.4 
85.5± 3.5 
97.8± 15.5 
69.0± 18.4 
45.6± 35.5 
14.9± 16.9 
78.0±48.1 
77.0 
45.5±19.2 
28.5±11.3 
34.5 ± 21.8 
43.5 ± 15.6 
38.6 ± 6.7  
47.0± 15.5 
111.5± 26.8 
98.3± 14.1 
33.1± 19.2 
20.0 
59.7± 34.0 
84.0 
41.3± 23.9 
3.3 
3.2 
3.3 
4.0 
5.0 
3.7 
3.7 
2.6 
3.0 
3.6 
3.2 
3.0 
3.0 
3.0 
2.7 
2.6 
3.9 
3.8 
4.1 
3.0 
2.9 
3.3 
2.9 
3.9 
3.5  
4.0 
3.8 
4.0 
2.8 
2.2 
2.1 
2.1 
2.3 
3.9 
3.5 
3.3 
4.0 
2.9 
3.4 
3.8 
1.0 
0.8 
0.8 
0 
0 
1.1 
0 
0 
0.6 
0.5 
0 
0 
2.2 
0 
0 
2.2 
1.5 
0 
0 
0.4 
0.8 
0.7 
0 
0 
0.9 
0.7 
0.7 
0.6 
0.7 
0.2 
0.2 
0.9 
1.4 
0.4 
1.0 
0 
0 
1.5 
0 
0.5 
Table 3.7: Monthly experimental total Ulex europaeus seed count at experimental sites from 
September 2009 – April 2011. 
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Wainuiomata10 
(North Island) 
 
 
Onepoto Bay  
(North Island) 
 
 
 
 
 
 
 
 
Scotts Ferry11 
(North Island) 
 
 
 
 
 
 
Waitotara12 
(North Island) 
 
 
 
 
 
 
 
 
Wairoa13 
(North Island) 
 
 
Welcome Bay14 
(North Island) 
 
 
 
 
 
 
Sep. 2009 
Oct. 2009 
Nov. 2009 
Mar. 2010 
Jun. 2010 
Jul. 2010 
Aug. 2010 
Sep. 2010 
Oct. 2010 
Nov. 2010 
Jan. 2011 
Feb. 2011 
Mar. 2011 
Apr. 2011 
Oct. 2009 
Mar. 2010 
Apr. 2010 
May 2010 
Jul. 2010 
Aug. 2010 
Mar. 2011 
Apr. 2011 
Sep. 2009 
Nov. 2009 
Dec. 2009 
Jan. 2010 
Apr. 2010 
Jun. 2010 
Jul. 2010 
Aug. 2010 
Sep. 2010 
Nov. 2010 
Sep. 2009 
Nov. 2009 
Dec. 2009 
Jan. 2011 
Dec. 2009 
Jan. 2010 
Apr. 2010 
May 2010 
Jul. 2010 
Aug. 2010 
Oct. 2010 
Dec. 2010 
23.8±3.7 
26.5±4.9 
27.0 
3.0 
19.0±1.5 
22.0 
15.0±6.5 
11.0 
19.0 
21.5±4.5 
22.0±1.0 
12.0±3.0 
20.3±3.1 
15.0 
24.0 
15.0 
25.2±3.2 
19.6±7.4 
24.6±3.0 
26.7±2.3 
25.9±3.1 
23.4±5.1 
27.0±1.2 
27.8±4.8 
15.0 
17.5±0.7 
25.0 
20.5±6.2 
21.3±5.7 
23.0±4.8 
28.5±1.5 
26.6±2.8 
30.0 
4.0 
5.7± 2.5 
7.0± 4.2 
14.5± 6.6 
10.5± 7.6 
25.8± 1.7 
23.5± 4.8 
21.2± 6.1 
26.1± 3.5 
27.9± 2.2 
17.2± 7.3 
75.5± 8.6 
85.5± 21.9 
75.0 
9.0 
56.6± 14.4 
89.0 
39.0± 13.1 
43.0  
76.0 
80 .5± 2.5  
87.5± 10.5 
40.0± 8.0 
72.0± 15.5 
34.0 
92.0 
46.0 
83.6± 20.1 
52.0± 25.5 
102.8± 19.0 
85.7± 22.7 
84.0± 9.3 
70.5± 17.6 
85.0± 9.2 
108.8± 24.2 
69.0 
66.5± 16.3 
82.0 
61.0 ± 12.6 
58.0 ± 9.6 
59.0 ± 6.7 
89.3 ± 13.5 
113.9 ± 20.2 
94.0± 22.7 
5.0 
14.3± 7.2 
24.0± 7.1 
49.2± 33.0 
33.8± 29.3 
56.8± 4.6 
71.7± 22.1 
54.2± 16.4 
87.7± 15.3 
87.9± 18.6 
49.4 ± 20.7 
3.2 
3.2 
2.8 
3.0 
3.1 
4.0 
2.6 
3.9 
4.0 
3.7 
4.0 
3.3 
3.5 
2.3 
3.8 
3.1 
3.3 
2.7 
4.2 
3.2 
3.2 
3.0 
3.1 
3.9 
4.6 
3.8 
3.3 
3.0 
2.7 
2.6 
3.1 
4.5 
3.1 
1.3 
2.5 
3.4 
3.4 
3.2 
2.2 
3.0 
2.6 
3.4 
3.1 
2.9 
0.2 
0.2 
0.2 
0 
0.3 
0.3 
1.2 
0.6 
1.5 
0 
0 
0 
0 
0 
0.3 
0.4 
0.9 
1.4 
1.2 
1.5 
0.4 
0 
1.8 
1.5 
0 
0.5 
1.2 
2.1 
2.2 
2.6 
0.7 
0 
1.6 
2.5 
2.8 
0 
2.1 
2.3 
1.9 
2.1 
1.3 
1.4 
1.2 
0 
1 from Feb. – Sept. 2010 and Dec. 2010 – May 2011 no mature pods were present. 
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2 from Feb. – Nov. 2010 and Jan. – May 2011 no mature pods were present. 
3 from Apr. 2010 – Jan. 2011 and Apr. – May 2011 no mature pods were present. 
4 due to a misunderstanding, samples were not collected from Aug. 2009 – Sept. 2010, mature 
pods were not present Jan. 2011. 
5 due to a misunderstanding, samples were not collected from Aug. 2009 – Oct. 2010, from 
Dec. 2009 – Aug. 2010 and Jan. 2011 mature pods were not present. 
6 from Aug. 2009 – Dec. 2009 and Feb. – Oct. 2010 no mature pods were present. 
7 from Jan 2010 – Apr. 2010 no mature pods were present. 
8 from Jan. – Mar. 2011 no mature pods were present. 
9 due to a misunderstanding, samples were not collected from Nov. 2009 – Jul. 2010, from 
Sept. 2010 and Jan. 2011 mature pods were not present. 
10 from Dec. 2009 – Jan. 2010 no mature pods were present. 
11 from Nov. 2009 – Feb. 2010, Jun. 2010 and Sep 2010 – Feb. 2011 no mature pods were 
present. 
12 from Oct. 2009, Feb. – Mar. 2010, May 2010, Oct. 2010 and Dec. 2010 – Apr. 2011 no mature 
pods were present.  
13 from Oct. 2009 – Mar. 2010 and Mar. – Apr. 2011 no mature pods were present. A new site 
was required from Apr. 2010, was not located until Nov. 2010. 
14 from Feb. – Mar. 2010, Jun. 2010 and Sept. 2010 no mature pods were present. 
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Site1 Total undamaged 
pods collected during 
experiment 
Total intact seeds 
collected during 
experiment 
Average 
seeds/pod 
Homebush 
Coal Track 
Hinewai Reserve 
Greta Valley 
Conway Flat 
Murchison 
Tasman 
Picton 
Wainuiomata 
Onepoto Bay 
Scotts Ferry 
Waitotara 
Wairoa 
Welcome Bay 
781 
142 
213 
402 
803 
63 
1242 
218 
253 
379 
938 
975 
125 
1534 
2690 
460 
625 
1575 
2489 
223 
3691 
758 
783 
1274 
3074 
3379 
378 
4689 
3.44 
3.34 
3.02 
3.94 
3.22 
3.56 
3.64 
3.58 
3.18 
3.15 
3.31 
3.64 
2.86 
3.12 
          LSD (5%)                                 2                                           2                                0.57  
1No mature pods were produced at McLeans Island 
2 No statistical analysis was carried out for the first two variables since data collection was 
inconsistent between sites, invalidating comparisons between sites except for the number of 
seeds/pod, which was assumed to be unaffected. 
Site Average growth* of Ulex europaeus (cm) 
Homebush 
Coal Track 
McLeans Island 
Hinewai 
Greta Valley 
Conway Flat 
Murchison1 
Rough Island 
Rabbit Island 
Picton 
Wainuiomata 
Porirua 
Scotts Ferry 
Waitotara 
Wairoa 11 
Wairoa 2 
Welcome Bay1 
35.7±14.5 
14.0±12.3 
6.0±9.1 
29.0±28.7 
34.3±32.6 
37.3±27.4 
 
21.3±9.7 
16.3±15.2 
35.7±22.5 
17.3±6.8 
21.7±16.0 
31.7±33.1 
30.7±27.4 
 
50.0±37.8 
 
Table 3.8: Total undamaged Ulex europaeus pods, number of intact seeds and seeds 
per pod (Sep. 2009 – Apr. 2011). 
Table 3.9: Average growth of Ulex europaeus plants at individual sites over 
the period August 2009 – April 2011. 
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*Recorded as difference in plant height between the start and finish of data collection. 
1Height of sample plants was not recorded when the study ended at these sites. 
3.3.6 Seed viability and germination 
Percentage seed viability varied among the sites, ranging from 68% at Coal Track to 100% at Rabbit 
Island, Waitotara and Welcome Bay (Table 3.10). Averaged over all sites, the mean viability was 87%. 
Germination varied significantly from 49% at Greta Valley to 97% at Welcome Bay (Table 3.10) (p < 
0.001) (Table 3.10) on the basis of an analysis of variance followed by an unrestricted LSD procedure 
(F = 21.31; df = 14,45). The mean over all sites was 80%.  
Site % seeds viable % seeds dead % seeds 
germinated 
Homebush 
Coal Track 
Hinewai Reserve 
Greta Valley 
Conway Flat 
Murchison 
Rabbit Island 
Rough Island 
Picton 
Wainuiomata 
Onepoto Bay  
Scotts Ferry 
Waitotara 
Wairoa 
Welcome Bay 
92 
68 
80 
96 
72 
84 
100 
84 
84 
84 
92 
84 
100 
92 
100 
8 
32 
20 
4 
28 
16 
0 
16 
16 
16 
8 
16 
0 
8 
0 
78 
56 
75 
49 
87 
76 
91 
91 
87 
80 
85 
78 
88 
86 
97 
        LSD (5%) =                                                                                                   8 
3.4 Discussion 
The hypothesis for this chapter was “that environmental conditions do not affect the total viable seed 
production by U. europaeus, regardless of the amount of time the plant spends in each phenological 
stage.” From the results obtained, the hypothesis was not proven.  
U. europaeus was brought into the temperate climate of New Zealand prior to the 1840s from Britain 
(Moss 1960) and soon had adapted to this new environment. As in other temperate climate countries 
Table 3.10: Viability and germination of seeds from undamaged pods of Ulex 
europaeus from each site. 
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worldwide, where temperature allows, U. europaeus phenology has two reproductive phases per 
season.  
Time of flowering is a crucial developmental stage in the life cycle of a plant and is directly associated 
with its reproductive success (Summerfield et al. 1991). The time of flowering is regulated both by the 
developmental status of the plant as well as external cues (Simpson and Dean 2002). Hill et al. (1991a) 
and Markin and Yoshida (1996) suggested that environmental factors influenced U. europaeus 
population flowering differences, but did not exclude genetic polymorphism. Genetic polymorphism 
is simultaneous occurrence in a species population of two or more discontinuous forms in such a ratio 
that the rarest could not be maintained solely by recurrent mutation. This may explain the 
development of different flowering times in U. europaeus, but more research is required on this 
matter. Studies on different species have shown that flowering phenology is influenced by both 
genotype and environment (Tarayre et al. 2007). Flowering phenology leading to successful seed 
production depends on several factors, including pollination efficiency, seed predation, resource 
availability and climatic conditions (Rathcke and Lacey 1985; Brody 1997).  
Two types of flowering phenology can minimise pre-dispersal seed predation. The first is ‘escape in 
time’, i.e. producing fruit before (Mahoro 2003) or after (Freeman et al. 2003) the peak of seed 
predators. However, escaping in time can lead to flowering problems under biotic conditions, e.g. 
fewer pollinators being present, or abiotic conditions, e.g. frost or drought. The second strategy is 
predator satiation (Janzen 1971a), where the fruits are produced in massive quantities over a short 
period of time so the seed predator cannot manage to attack all of the fruit (English-Loeb and Karban 
1992). 
U. europaeus can have different flowering peaks in autumn, winter or spring depending on altitude 
and latitude (Hill et al. 1991a; Markin and Yoshida 1996). Variation of flowering time has been studied 
in natural populations in Brittany and these populations appeared to be characterised by the 
coexistence of two main flowering types – plants which had a short intensive flowering period in spring 
and those which had an extended flowering period from autumn to spring (Tarayre et al. 2007). The 
long-flowering plants may partly escape the seed predators in time, while the short-flowering plants 
may benefit from predator satiation. This polymorphism may have provided U. europaeus with high 
genetic variance for flowering phenology, and explain why it has the capacity to adapt its flowering 
period to a vast range of climatic and ecological conditions (Atlan et al. 2010). 
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A previous study at Lake Ohau recorded a very short flowering period, followed by rapid pod 
development, during which pods matured within two months of the production of green pods (Sixtus 
2004). However, there was no indication of how long the plants in this earlier study were in the bud 
stage. In the current study, the spring flowering followed this pattern with a short and intensive 
flowering phase; i.e. flowers appearing in one month followed by green pods in the next month. 
However, there was no record kept of individual flowers or pods during the study. Autumn flowering 
was extended, with flowers present for several months. Hinewai Reserve provided a good example of 
this, with flowers present from July, but green pods not appearing until November. Murchison was 
another good example, with flowers appearing in autumn but no green pods appearing during the 
autumn – winter months. 
Atlan et al. (2010) found the variability observed in natural populations of U. europaeus for flowering 
and fruiting phenologies, plant height and seed predation had a genetic basis. Flowering onset and 
duration were correlated, and may be considered as two attributes of the same trait (Atlan et al. 
2010). Maternal family explained a higher percent of variance than the population of origin, reflecting 
that extreme flowering phenotypes coexist within all natural populations (Tarayre et al. 2007). 
Atlan et al. (2010) stated that flowering onset was bimodal and Tarayre et al. (2007) defined two main 
phenotypes, winter/spring flowering and spring flowering. The study by Atlan et al. (2010) showed 
that short- and long-flowering parent plants produced offspring with distinct distributions of flowering 
onset. Short-flowering parent plants mainly produced short-flowering offspring, while long-flowering 
parent plants produced all flowering phenotypes. This confirmed that the genetic constitution of the 
two flowering types was different. 
For the sites used in the current study where U. europaeus produced two reproductive cycles per 
season, the plants were long-flowering and presumably producing flowers of all flowering phenotypes, 
although this was not determined. At Hinewai Reserve, which was the only site with one flowering 
cycle, there was a lengthy period with the buds present. The early flowers may have fallen off before 
they were fertilised, as there was no track kept on individual flowers or pods.  
Average percentages at all of the sites for each of the four reproductive stages of U. europaeus in the 
current study (Figure 3.8) showed that the bud stage was dominant over the winter months. There 
was no flowering stage during January 2010, but some flowering occurred in every other month with 
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the peak in September 2010. This would safe-guard against any seed-feeders, as they are not present 
all of the year. Green pods were present throughout the year, with the highest percentage occurring 
in the spring – summer period, which would be when the seed-feeders would be most active. Black 
pods were most abundant in December 2009 / January 2010 but some were present in every month 
except February 2010. This indicates that U. europaeus has the escape in time safeguard by producing 
some seed when predators are not present (Freeman et al. 2003; Mahoro 2003). 
Growing-degree days are a measure of heat accumulation and can be used to predict plant 
development rates, such as the time of flowering, or when a crop will reach maturity. Information on 
the accumulated thermal time above a base temperature required to allow flowering of U. europaeus 
was not available. For many plants a base temperature of 10°C is used (Anon. 2013) and for another 
plant of the same family, C. scoparius, using a 10°C base temperature, 50-80 growing-degree days are 
required before flowering can occur (Anon. 2013). However, because U. europaeus has the ability to 
flower during the autumn – winter period in New Zealand, it would appear that the base temperature 
must be less than 10°C. This was confirmed when growing-degree days were calculated using both 5°C 
and 10°C as the base temperature for July 2010.  
However, the thermal time approach has limitations. For most plant species the rate of development 
is not linearly related to temperature. Once the temperature reaches an upper threshold, e.g. 30°C, 
no further increase in the rate of development occurs. Incorporation of a day length correction is 
required to accurately predict the timing of flowering for some species. For an improved calculation, 
the time of flowering is calculated when photothermal time is used rather than thermal time. 
Photothermal time calculations require the response to day length of the species involved as well as 
the day length (McKenzie et al. 1999). In the current study the day length was not recorded, therefore 
no calculations were possible. 
For a 10°C base temperature, flowering theoretically could not have occurred (maximum growing-
degree days was only 21.2 at Welcome Bay), but flowers were present at all sites. Even a base 
temperature of 5°C may not have been correct for the Canterbury sites and across all sites there was 
no obvious relationship between growing-degree days in July 2010 and the percentage of plants with 
buds the following month. However, as they had more growing-degree days available, the North Island 
sites had a considerably longer time in the reproductive phases in the autumn/winter months, with 
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several months in the flowering and green pod phases. As the seed predators were less active at this 
time, the North Island sites therefore had more intact seeds. 
Environmental factors affecting flowering include light availability (Marquis 1988), light quality and 
quantity (Balasubramaniam and Weigel 2006), a requirement for vernalization (Balasubramaniam and 
Weigel 2006), and temperature (Schemske et al. 1978; Primack 1980; McGuire and Armbruster 1991; 
Balasubramaniam and Weigel 2006). These factors, and there may be others, strongly influence 
flowering of many leguminous plants (Balasubramaniam and Weigel 2006) and it is assumed that U. 
europaeus is also influenced similarly. In the current study light availability, as well as quality and 
quantity were important for the production of seeds. U. europaeus did not flower when the plant was 
in an almost constantly shaded area, where the plants were etiolated. This may have partially 
explained the lower pod production at the Coal Track site, where plants were surrounded by 
Eucalyptus, and the U. europaeus plants were continuously in the shade. While the Greta Valley and 
Murchison sites were within pine tree plantations, the areas were not completely shaded, and most 
of the sample plants were close to the forestry tracks. Other sites were in the open or were in the 
open for at least part of the day. Hackwell (1980) found that U. europaeus seedling establishment is 
inhibited by dense vegetation and generally exhibits low shade tolerance, while in an earlier study at 
Hinewai Reserve, Wilson (1990) found that shading of U. europaeus slowed its growth. These 
dynamics are dependent on climate, soil, plant communities and other site factors (Clements et al. 
2001). 
Vernalization is a requirement of many temperate shrubs and trees when a period of low winter 
temperature is required to initiate the flowering process. This ensures that reproductive development 
and seed production occur at environmentally favourable times, which is normally following the 
winter period. Some woody legumes, e.g. C. scoparius (Anon. 2013) and Lupinus species are known to 
require vernalization, and the fact that at the five constantly monitored sites, increasing minimum 
temperature decreased flowering at three of the sites suggests that U. europaeus also requires 
vernalization. However, at Scotts Ferry, flowering occurred irrespective of the minimum temperature, 
suggesting the involvement of some other factors(s). Different genotypes within one species may have 
varied responses to vernalization. For example, L. albus L. has three types: winter, semi-winter and 
spring. Winter types have a requirement to be vernalized to complete their life cycle; semi-winter 
types flower without cold treatment, but only after prolonged vegetative growth, and spring types are 
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similar to semi-winter types and flower without cold treatment, although cold treatment can shorten 
the time from vegetative growth to floral differentiation (Clapham and Willcott 1995). Whether this 
could explain the inconsistency in the relationship between flowering and minimum temperature in 
U. europaeus requires investigation.  
Temperature also affects the number of reproductive cycles per season. Sixtus (2004) found that in 
areas that have warmer autumns, e.g. Golden Bay, (average minimum temperature during March – 
May 2002, 10°C), U. europaeus had two reproduction cycles per season, but in cooler areas, e.g. Lake 
Ohau (average minimum temperature during March – May 2002, 4°C) there was only one reproductive 
cycle per season. During the present study, Homebush, Coal Track, McLeans Island, Conway Flat, 
Tasman, Picton, Onepoto Bay, Scotts Ferry, Waitotara and Welcome Bay), had an average autumn 
(March – May) minimum temperature of 8.7°C. These sites all had two reproductive cycles during the 
season while the site which had a lower average minimum temperature of 7.2°C at the same time 
(Hinewai Reserve), had only had one cycle per season. There were insufficient data collected from 
Greta Valley, Wainuiomata and Wairoa sites to ascertain whether U. europaeus in those areas was 
reproducing once or twice in the season. Flowering occurred at the Murchison site from March 2010 
but no mature pods were produced during the winter/spring months up to October 2010. It is not 
known when mature pods were produced in the season, as the site was inaccessible after being 
inspected in October 2010.  
Low temperatures before and during the flowering period in legume crops such as soybean (Glycine 
max (L.) Merr. )influence seed yield due to poor pod formation and reduced seed filling (Hume and 
Jackson 1981). Legumes are regarded as warm-seasonal crops, with the crops most sensitive to cold 
temperatures immediately prior to flowering. However, U. europaeus does flower in cold 
temperatures and there is no information available on the possibility of this plant being cold sensitive. 
The current study indicated that U. europaeus is not cold sensitive. U. europaeus in England did suffer 
extreme frost damage during a winter when temperatures were as low as -20.8°C. However, the plants 
had fully recovered within two years (Richardson and Hill 1998b). U. europaeus prefers areas where 
the mean daily minimum temperature of the coldest month is above 2°C (Zouhar 2005) and seed 
germination is limited by temperature extremes (Ivens 1983). Hinewai Reserve has several snowfalls 
each year, with snow staying on the ground for several days. The monthly average minimum 
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temperature at this site was as low as 1.5°C, with daily minimum temperatures as low as -2.0°C, but 
U. europaeus still produced seed each year as the temperature increased. 
In the current study, it was found that with the five sites where there was continuous monitoring 
(Homebush, Coal Track, McLeans Island, Scotts Ferry and Waitotara), increasing maximum 
temperature was significantly related to the percentage of U. europaeus flowering at the Homebush 
and Waitotara sites, with a decrease in the percentage flowering as the maximum temperature 
increased, a result similar to that for other species (Warner and Erwin 2005). Scotts Ferry was the only 
site that had a positive r value, albeit not very high.  
Although temperature is the most important factor controlling the rate of plant development, other 
factors such as water and light availability and daylength may modify its effects (Iannucci et al. 2008). 
A study by Zabkiewicz (1976) found that daylength may be a factor in latitudinal distribution as short 
days (<8 hrs) restrict plant maturation and prevent thorn formation and flowering. Little is known 
about the correlation between photoperiodic and temperature effects on forage legume development 
(Iannucci et al. 2008) and even less is known regarding the development of weed legumes such as 
U. europaeus. Iannucci et al. (2008) studied eight Mediterranean forage legumes [Hedysarum 
coronarium L. (sulla), Onobrychis viciifolia Scop. (sainfoin), Pisum sativum L., Trifolium alexandrinum 
L. (berseem clover), T. resupinatum L. (Persian clover), Vicia faba L., V. sativa L. (common vetch) and 
V. villosa Roth. (hairy vetch)] to find that flowering only occurred when species-specific dual 
thresholds of a minimum thermal time and a minimum photoperiod were met.  
It is assumed that U. europaeus would have similar requirements. This would explain the prolonged 
periods (from March to October) that plants spent in the bud phase at Hinewai Reserve, before 
flowering began. At all other sites, flowering began in the month following the appearance of buds, 
e.g. the bud stage first appeared in March and the first flowering occurred was present in April. The 
mean monthly maximum temperature was above 10°C throughout the study period at all sites apart 
from Hinewai Reserve. This site has regular snowfalls during the winter months and although snow 
did not kill the plants, it would inhibit the reproduction. 
If a plant flowers during a cold period, there is less likelihood of the pollinating insects being present 
and therefore the flower may not be fertilised. The main insects for pollinating U. europaeus are honey 
bees (Apis mellifera L.) and bumblebees (Bombus sp. (Latreille)). However, these insects are dormant 
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during the colder winter months so fertilisation of U. europaeus flowers in autumn - winter months is 
less likely to occur. Bowman et al. (2008) reported that honey bees were only active on winter days 
when temperature was >11°C and therefore the probability of being visited in the winter months was 
much lower. U. europaeus appears to have compensated for this by having flowers staying open for 
twice as long in winter than in spring (up to 21 days) (Bowman et al. 2008). These authors considered 
that the extended opening time increased the chances of pollination once the temperature allowed 
pollinator activity.  
The most important difference between winter and spring in the development from bud to mature 
pod is the 21 days long winter flower opening. Pod development was slower in winter, and abortion 
was more likely than in spring (Bowman et al. 2008). In this current study, it was observed that the 
number of aborted seeds in mature pods was higher when the samples were collected in the spring 
period (August -October) than in pods that had matured in the summer-autumn period.  
During the current study each site was visited only once each month. However, it was noted that often 
(not measured) flowers did not enter the next reproductive phase, especially the autumn flowers, 
because there were a lot of flowers on the ground. This was particularly noticed at the Conway Flat 
site after periods when there were several hard frosts and it was also noted to occur at Hinewai 
Reserve when there was a period of late frosts (Sixtus pers. obs. 2010). If flowers were not fertilised 
they fell off after a short period.  
Mahler et al. (1988) found that the soil fertility requirements of cool season grain legumes (Pisum 
sativum L (pea), Lens culinaris Medikus (lentil), Cicer arietinum L (chickpea) and Vicia faba L 
(faba bean)) include adequate amounts of each of the 14 essential plant nutrients for plant growth 
and the lack of any one of these nutrients can result in a substantial yield reduction. Although U. 
europaeus is a leguminous shrub, it was assumed that similar nutrient requirements would apply.  
U. europaeus is capable of fixing up to 57.4 kg N·ha-1year-1 (in a young pine plantation) (Augusto et al. 
2005). At the four sites for which a soil analysis was conducted, total nitrogen (%) was within the 
medium – high range for all except McLeans Island, where there was a nitrogen shortage. Haddock 
and Linton (1957) suggested a need for at least 20 µg g-1 of Olsen phosphorous, and all four sites were 
phosphorous deficient, but were within the medium range (McDole and Mahler 1984) for potassium 
and calcium. Magnesium levels were high at all sites but sodium levels were low. Of the four sites, 
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McLeans Island was nutrient deficient, and this is likely to have been a factor in the failure to develop 
pods to maturity. McLeans Island site had a very low flowering percentage for most of the time that 
the study took place. Due to the poor soil nutrient level, U. europaeus was incapable of producing very 
much new growth and   U. europaeus flowers are produced on fresh growth. 
This leads to an answer for the second question on a comparison of U. europaeus seed production at 
the different sites. Previous studies have included seed fall, where the number of seeds caught in seed 
trays have been counted. Ivens (1978) found that at Palmerston North, annual seed fall was 500 - 600 
seeds/m2. Hill et al. (1996) found that at Burnham, Canterbury the seed fall was up to 2120 seeds/m2 
at 0.3 – 0.4 m from the centre of the bush but seed density fell to below 500 seeds/m2 at 1 m from the 
centre of the bush, and to 85 seeds/m2 at 2.5 m from the centre of the bush. In the study by Sixtus 
(2004), at Golden Bay and North Otago, the seed fall was up to 304 seeds/m2. This current study did 
not include seed fall measurement but the number of seeds per pod was recorded. 
The overall mean number of seeds per pod in undamaged pods (2.9 – 3.5) was lower than previously 
reported for Golden Bay sites where Sixtus (2004) reported an average of 7 seeds per pod, but similar 
to sites further south (Hinewai Reserve, Trotters Gorge and Lake Ohau) where Sixtus (2004) reported 
approximately 3 seeds per pod. Overseas studies have found that the number of seeds/pod ranged 
from 1.85 in Spain and Portugal (unpublished report, A. Sheppard, 2004) to 4 seeds per pod in Australia 
(Agriculture and Resource Management Council of Australia and New Zealand 2003).  
The heavy U. europaeus seed production at the Golden Bay sites in the earlier study may have been 
due to climatic factors. Dairy farmers commented that the production for the spring – summer period 
during the years 2001 – 03 was very good and the pasture growth was exceptional (pers. comm. R. 
Haldane, 2003) which may have explained the extraordinary U. europaeus seed production during that 
period. Conversely, when the climatic conditions are hot and dry, the seed production of U. europaeus 
may be limited. 
The production of U. europaeus pods and seeds at the Coal Track site was considerably lower than 
that at the other sites. As previously mentioned, this site was in a plantation of eucalyptus trees and 
was continuously shaded. As a result, the plants were etiolated, making the fresh growth ineffective 
for supporting the reproductive activities, especially the pods. The lower pod and seed production was 
probably due to the low amount of light that was available to the U. europaeus plants to enhance the 
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reproductive cycle. Although the opportunity to produce seed at the Coal Track site was less than at 
all other sites, the number of seeds per pod did not differ.  
Although the number of seeds / pod was similar among the sites, the sites that had the opportunity 
to reproduce twice in a season had considerably more pods and as a consequence, more intact seeds. 
For some sites (Greta Valley, Conway Flat, Murchison, Wainuiomata and Wairoa) data are missing, 
and therefore it is not possible to ascertain what the true seed production was over all the sites over 
the study period.  
Increases in plant height were recorded during the study. Excluding McLeans Island, the minimum 
increase was 14 cm (Coal Track) and the maximum was 50 cm (Wairoa 2). The height growth of the 
sample U. europaeus plants may have had an effect on seed production, by allowing the production 
of different numbers of pods. However, as the sampling involved only taking 30 pods at each visit it 
was not possible to ascertain this. U. europaeus produces pods on the fresh growth at the end of the 
branches. Therefore it could be assumed that if a plant has more fresh growth, it would produce more 
pods in the following season, with the potential to be producing more seeds. Although there was 
variation in the plant height gain, there was not in the average seed production per pod.  
At McLeans Island no mature pods were produced over the 21 month period during which data were 
collected. In addition to the very low soil fertility, there was a very high C. succedana adult population, 
which is discussed further in Chapter 6. There were also other biological control agents active at this 
site, e.g. Anisoplaca ptyoptera, which is an endemic species to New Zealand that has accepted U. 
europaeus as a host plant (Holder 1990; Hoddle 1991). This biological control agent does inhibit the 
growth of U. europaeus and causes branches of this weed to die. U. europaeus branches were very 
stunted because of this biological control agent and there was very little new growth (Table 3.7). 
Additionally, the low water holding capacity of the McLeans Island soil may have meant that plants 
were moisture stressed and aborted developing pods, although this was not assessed. 
The third part of this study was to ascertain if there were differences in U. europaeus seed viability 
among the sites. Viability did differ among sites, ranging from 68% viable seeds (Coal Track) to 100% 
(Rabbit Island, Waitotara and Welcome Bay) but no statistical analysis was completed because only 
one sample per site was tested for viability. Tests in the past have been traditional germination tests 
rather than the tetrazolium viability test (Ivens 1983; Hill et al. 2001a; Sixtus 2004). Ivens (1983) found 
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that seeds from picked pods had the lowest germination (37%), while germination for soil sampled 
seeds was 95% and for seed-fall was 66%, while Sixtus (2004) found that the germination percentage 
of U. europaeus seed from picked pods varied markedly from site to site, (40 - 100%). There was also 
wide variation in the percentage of germinated seeds when comparing from site to site in the current 
study. Like many other legumes, U. europaeus produces hard seeds (Ivens 1983), and acid scarification 
was used to allow imbibition.  
Germination was >85% at eight of the sites, but <80% at Homebush, Coal Track, Hinewai Reserve, 
Greta Valley, Murchison and Scotts Ferry. For Coal Track, Hinewai Reserve, Murchison and Scotts 
Ferry, these germination results are similar to the TZ viability results, and the lower values are 
explained by dead seeds. However for Homebush and Greta Valley, the germination results are 
considerably lower than the viability results (78% cf 92%; 49% cf 96%), and this is likely to be because 
the acid scarification did not sufficiently abrade the seed coats to allow imbibition, or alternatively, 
acid gained access to the embryo during the scarification and killed some seeds. Unfortunately 
whether remaining seeds in the germination test were hard or dead was not recorded. There were 
also two anomalies between the viability and germination test results, at Conway Flat and Rough 
Island, where germination results were higher than the viability results. This is biologically not 
possible, and best explained by the smaller number of seeds used for the viability test. Using more 
seeds would presumably have overcome this variability in results.  
U. europaeus seed can remain viable for at least 40 years when buried (Zabkiewicz 1976), just requiring 
to be brought up close to the surface where the seed can germinate. As the results have shown that 
the seed can have a high viability, the amount of seed that matures and falls, adds to the seed bank 
and compounds the U. europaeus problem in New Zealand. 
Forestry land has a very high U. europaeus seed bank. As there is a change from forestry to dairy 
farming, especially in Canterbury at present, the seed bank would be disturbed with cultivation and 
this would bring seed to the surface, encouraging germination of U. europaeus seed. Modern dairy 
farming practices include regular pasture renewal and forage crops in the rotation. By frequently 
cultivating the land, the seed bank would be depleted, which would eliminate a major weed problem 
in Canterbury on land that was able to be cultivated. 
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3.5 Conclusion 
The phenology of U. europaeus is dependent on climatic conditions, with the warmer sites having two 
reproductive cycles per season. However, flowering decreased as minimum temperature increased at 
some sites, suggesting that U. europaeus may have a vernalisation requirement. Conversely, at Scotts 
Ferry flowering occurred irrespective of minimum temperature, indicating that other factors were 
involved. The possibility that U. europaeus in New Zealand has different genotypes with differing 
temperature responses needs to be investigated.  
The total number of undamaged pods collected during the study varied from 63 (Murchison) to 1534 
(Welcome Bay). Seed production of U. europaeus per pod did not differ when comparing among sites 
(2.9 – 3.3 seeds/pod). However, there were differences when comparing from site to site in the total 
seed production, due to sites that had a high number of undamaged pods. Sites that had low numbers 
of undamaged seeds had a high presence of seed-feeders (Chapter 6), especially Exapion ulicis. 
Another factor that may have had an influence on the pod production and total seed production was 
the soil fertility. For the sites where soil fertility was tested, the site with the highest pod production 
also had the highest level of nutrients. 
Testing of the viability of seed from undamaged pods showed that a high percentage of seed is viable 
and viability ranged from 68% (Coal Track) to 100% (Rabbit Island, Waitotara and Welcome Bay). 
Germination was > 85% at eight of the sites, but <80% at Homebush, Coal Track, Hinewai Reserve, 
Greta Valley, Murchison and Scotts Ferry.  
The hypothesis for this chapter was “that environmental conditions do not affect the total viable seed 
production by U. europaeus, regardless of the amount of time the plant spends in each phenological 
stage.” The results from this study do not support the hypothesis, as the ability to produce seed at the 
different sites was influenced by the environment. 
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Yurk and Powell (2009) studied the evolution of temperature-dependent development time in 
response to selection on phenology. Their model was originally used to predict Dendroctonus 
ponderosae Hopkins (mountain pine beetle) phenology (Powell et al. 2000), but can be easily adapted 
to describe any insect whose development time depends directly on temperature. Development time 
curves are typically U-shaped (Taylor 1981). Development time is minimized at some optimal 
temperature (often approximately 20◦C) and increases as temperatures get cooler or warmer (Sharpe 
and DeMichele 1977). An individual’s phenology relative to the timing of abiotic factors and the 
phenology of other organisms has a major effect on its fitness. It is essential that development is timed 
to avoid the coincidence of sensitive life stages with extreme weather to lessen the risk of desiccation 
in the summer or cold-induced mortality in the winter (Logan and Powell 2001). An individual’s fitness 
may also be highly dependent on synchrony between its phenology and the phenology of its biotic 
resources. This is apparent in plant-pollinator systems, where the timing of pollinator flight activity 
must coincide with the timing of flower production (Memmott et al. 2007), and in plant-herbivore 
systems, where the timing of certain developmental stages must coincide with resource availability. 
For example, winter moth (Operophtera brumata L.) fitness is highly dependent on the coincidence of 
egg hatching with oak (Quercus robur L.) bud break (Visser and Holleman 2001). 
As reported in Chapter 3, the phenology of U. europaeus varies according to differences in climate and 
altitude, which affect the time of flowering, amount of seed produced and number of reproductive 
periods per season. The phenology of Cydia species is mainly governed by temperature as it is a 
poikilothermic animal (Rock and Shaffer 1983), but can also be influenced by photoperiod and solar 
radiation (Glenn 1922; Shelford 1927). Previous research into the phenology of C. succedana in New 
Zealand has demonstrated that there are two peaks in moth activity if the climate is favourable 
(Suckling et al. 1999; Sixtus 2004; Sixtus et al. 2007). 
Hill and Gourlay (2002) reported that under laboratory conditions, adults survived 3 – 15 days, 
depending on the temperature. Eggs hatched approximately 12 days after deposition. The larval 
period was 6 – 7 weeks, with 5 – 6 instars and the pupal period was 3 – 4 weeks. Sixtus (2004) found 
that at McLeans Island, during the period March 2002 – March 2003, C. succedana moths began spring 
activity in September 2002, with the first peak in November 2002 (Figure 4.1). Moths peaked again in 
March 2003 (Figure 4.1), with no activity during the winter months (July and August 2002) (Figure 4.1).  
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Sixtus et al. (2007) reported synchronisation between gorse spring flowering and flights of 
C. succedana at two Canterbury sites, McLeans Island and Hinewai Reserve. However, there was less 
synchronisation between moth flights and flowering in the autumn at McLeans Island, and there was 
no autumn flowering at Hinewai Reserve. Sixtus (2004) also noted synchronisation between 
C. succedana and U. europaeus reproduction, especially in the second generation of both in Golden 
Bay. Whether phenology synchronisation for the two exists at other sites around New Zealand is not 
known and factors affecting the phenology of C. succedana at different locations in New Zealand have 
not been previously been reported.  
         Diapause (June – August) 
 
       Moths begin to emerge (Aug. – Sept.) 
  2nd peak of moths (March) 
     
    Peak of moths (November)     
Figure 4.1: The life cycle of Cydia succedana, showing when the moth is active at McLeans Island 
(Sixtus 2004). 
Pheromone-baited traps are one of the most used monitoring tools in Lepidoptera pest management. 
They have many applications, including early warning of pest incidence, surveys to define an infested 
area and timing of pest management tactics (Howse et al. 1998). Pheromone-based monitoring of 
insect populations provides information on migration, flight activity and the periodicity of adult male 
emergence (Riedl et al. 1976) and is useful in assessment, in which trap catch is quantitatively related 
to population density or damage levels in a managed ecosystem (Howse et al. 1998). These estimates 
are incorporated into integrated pest management programmes to be used to time control measures 
in the field (Mori et al. 2014). 
Models can combine pheromone-based monitoring with a measure of physiological time, i.e. degree-
days, or ordinal date to create phenological models. The objective of a phenological model is to predict 
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the time of appearance of specific insect life stages to improve timing for biological, chemical or 
cultural control techniques (Hardman 2012).    
Determining the population of C. succedana with the use of pheromone traps has a limitation in that 
only males are trapped, and the assumption is that moth sex population levels are similar. However it 
is a constant measure and the same concept has been used to determine the populations of several 
pest species including C. pomonella (L) (Glen and Brain 1982), Lobesia botrana (Denis and 
Schiffermüller) (Gallardo et al. 2009) and Acrobasis nuxvorella Neunzig) (Knutson and Muegge 2010).  
The hypothesis for the research in this chapter was “phenology of Cydia succedana is affected by one 
or more of the following environmental variables, minimum temperature, maximum temperature, 
rainfall, altitude, longitude and latitude.” This was investigated by comparing the number of male 
moths trapped at 15 sites around New Zealand with the environmental data recorded. 
4.2 Materials and methods 
4.2.1 Sites 
The sites were located in both the South and North Islands of New Zealand, as detailed in Chapter 3 
(Figure 3.1 & Figure 3.2). As previously noted, these sites varied for climatic conditions, latitude, 
longitude and altitude.  
4.2.2 Sampling at the sites 
At each site, pheromone traps were used to determine C. succedana populations. Suckling et al. (1999) 
reported that, in New Zealand, the best pheromone to attract male C. succedana was (E,E)-8,10-
dodecadien-1-yl acetate, and therefore this was used for all experimental work. Pheromone 
impregnated lures were enclosed in a Delta trap, which is made of corrugated plastic and can 
withstand any climatic conditions (Plate 4.1).  
The pheromone was supplied by G. Clare of Plant and Food Research. Lures made on rubber septa 
were loaded and used to bait the Delta traps with sticky bases (Suckling and Shaw 1990) ( 
Plate 4.2). 
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Pheromone traps were set out using a random number list, where each number was the distance 
between each sample plant in metres. Because some sites were not penetrable beyond the outside 
of the U. europaeus a grid could not be used. Therefore random numbers were only used to give 
the distance between sample plants in a line at all sites. At each site five traps were set out, apart 
from McLeans Island, Hinewai Reserve and Coal Track, where 15 traps were used. Fifteen traps were 
used at these sites because they were close to Lincoln University, and therefore were more readily 
accessible for regular checking and sticky base replacement. The dates when the traps were set up 
and removed, along with the average altitude, longitude and latitude for each site are given in Table 
4.1.  
Traps were checked regularly, usually on a monthly basis; this involved changing the sticky base and 
the rubber septa ( 
Plate 4.2). McLeans Island had periods when the number of male moths trapped was very high. When 
this occurred the sticky base was changed more often; at the peak the sticky base was changed weekly. 
The number of male moths trapped was counted from each pheromone trap each time the base was 
removed.  
 
 
 
 
 
 
Plate 4.1: Exterior of a pheromone trap. 
At each site, in addition to the pheromone traps, 15 gorse plants were selected randomly and were 
checked monthly to estimate the percentage of the individual gorse plants at the flowering stage 
118 
 
 
(Chapter 3). Records were kept from August 2009 to May 2011 but data collection at each site started 
and stopped at different times (Table 4.1).  
 
 
 
 
 
 
 
 
Plate 4.2: Interior of a pheromone trap, showing the lure and sticky surface on which 
male moths were trapped. 
To compare the number of male C. succedana moths at the different sites and relate them to 
environmental variables, only the sites which had moths trapped over the period 1 November 2009 
to 31 October 2010 were used (Table 4.1), and therefore the Wainuiomata / Onepoto Bay and Wairoa 
sites were not included in this analysis. In order to ascertain if C. succedana was bivoltine or univoltine, 
the monthly average of male moths was graphed. This would show if the moth had one or two 
reproductive cycles per season. 
The second comparison included the data that were previously excluded, i.e. the Wainuiomata / 
Onepoto Bay and Wairoa sites were included as well as the months that were not included from the 
other sites in the original experiment. There were six sets of three months in each set compared; 
August – October 2009, November 2009 – January 2010, February – April 2010, August – October 
2010, November 2010 – January 2011 and February – April 2011. The set for May – July 2010 was not 
included because the moth population was very low (0 -2 per month). For all these analyses, the same 
independent variables were used. A comparison was made amongst the Canterbury sites (Homebush, 
Coal Track, McLeans Island and Hinewai Reserve), then between the north Canterbury, Nelson and 
Marlborough sites (Greta Valley, Conway Flat, Murchison, Tasman and Picton), and among the North 
 
 
119 
 
 
Island sites (Wainuiomata, Onepoto Bay, Scotts Ferry, Waitotara, Wairoa and Welcome Bay). For all 
these analyses, the same independent variables were used.  
To determine the synchrony between the moth population and U. europaeus flowering, the trapped 
male moth numbers were plotted against the estimated percentage of the U. europaeus plants in 
flower. The monthly male moth numbers were then compared with time to determine whether the 
moth was bivoltine or univoltine. 
Table 4.1: Sampling start and finish dates, and latitude, longitude and altitude of the individual 
sites. 
Site Starting date 
of sampling 
Finishing date 
of sampling 
Latitude and longitude Altitude 
(m) 
Homebush 
Coal Track 
McLeans Island 
Hinewai Reserve 
Greta Valley 
Conway Flat 
Murchison 
Picton 
Rough Island 
Rabbit Island 
Wainuiomata 
Onepoto Bay 
Scotts Ferry 
Waitotara 
Wairoa 1 
Wairoa 2 
Welcome Bay 
6 Aug 2009    
6 Aug 2009  
13 Aug 2009 
14 Aug 2009 
23 Jul 2009  
16 Jul 2009  
16 Jul 2009  
19 Oct 2009 
16 Jul 2009  
15 Apr 2010 
20 Aug 2009  
10 May 2010 
22 Aug 2009  
22 Aug 2009 
21 Aug 2009 
18 Oct 2010 
16 Oct 2009 
25 May 2011 
25 May 2011 
18 May 2011 
19 May 2011 
22 Jan 2011  
27 Jan 2011  
21 Oct 2010 
19 Jan 2011  
17 Feb 2010 
17 Mar 2010 
17 Mar 2010 
13 Apr 2011 
13 Apr 2011 
12 Apr 2011 
21 Feb 2010 
11 Apr 2011  
 3 Dec 2010 
43° 28.5' S 171° 61.0' E 
43° 31.2' S 172° 00.8' E 
43° 28.0' S 172º 29.0' E 
43° 33.0' S 173º 11.9' E 
42° 53.6' S 173° 03.3' E 
42° 43.1' S 173° 24.2' E 
41° 47.9' S 172° 17.1' E 
41° 18.7' S 173° 58.7' E 
41° 16.2' S 173° 07.2' E 
41° 16.2' S 173° 07.0' E 
41° 14.5' S 174° 55.5' E 
41° 06.6' S 174° 51.3' E 
40° 17.3' S 175° 14.0' E 
39° 44.6' S 175° 57.1' E 
39° 03.8' S 177° 06.0' E 
39° 03.8' S 177° 06.2' E 
37° 45.0' S 176° 13.5' E 
260 
197 
54 
463 
190 
228 
193 
78 
3 
 
230 
-1 
-6 
11 
180 
 
28 
4.2.3 Climatic records 
Daily minimum and maximum temperatures and daily rainfall for each site during the experiment were 
supplied by either The National Climate Database or by local landowners, as outlined in Chapter 3. 
4.2.4 Data analysis 
Data were analysed using simple linear regression with SigmaPlot 12; response variate was the 
number of moths trapped and the explanatory variates were rainfall, maximum temperature, 
minimum temperature, latitude, longitude and altitude. Regressions were also checked for quadratic 
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curvature by refitting as a quadratic and calculating the quadratic F value. GenStat 14 was used to 
calculate the multiple linear regression, where the response variable was the number of moths 
trapped and the explanatory variables were the same. The response variable was the total number of 
moths trapped over the time that the study was in operation (1 November 2009 – 31 October 2010). 
To analyse the pattern of difference between trapped moth means, the Least Significant Difference 
(LSD) was calculated using ANOVA with the total number of moths trapped to compare treatment 
group means. The 5% LSD compared two sites, where there were three different comparisons; sites 
with five pheromone traps compared with five pheromone traps; five pheromone traps compared 
with 15 pheromone traps and 15 pheromone traps compared with 15 pheromone traps. The sites with 
five pheromone traps were: Homebush, Greta Valley, Conway Flat, Murchison, Tasman, Picton, 
Greater Wellington (started at Wainuiomata, transferred to Onepoto Bay), Scotts Ferry, Waitotara, 
Wairoa and Welcome Bay. Fifteen pheromone traps were used at the Coal Track, McLeans Island and 
Hinewai Reserve sites. For the second comparison, data were analysed using simple regression with 
SigmaPlot 12 with the number of moths trapped for each of the three month periods and the same 
explanatory variables. 
To assist in determining the synchrony between the host plant and the biological control agent insect, 
the monthly male moth trapped populations were square root transformed to achieve homogencity 
of variance, and plotted against U. europaeus flowering estimates using SigmaPlot 12. Statistical 
analysis was completed for this by using regression analysis, (for 0 lag, 1 month prior, 2 months prior 
etc), as supplied by GenStat 15. Correlation between male C. succedana moths and estimates of U. 
europaeus percentage flowering was calculated using GenStat 15. 
The r value, as a measure of the strength and direction of the linear relationship between two 
variables, was calculated for all the simple regression results where r ranges from 1.0 to -1.0. For the 
two variables to be closely related the r value will be close to 1.0 or -1.0 and if r is close to 0, there is 
not a relationship between the two variables. 
Degree-days for the development of C. succedana, using thermal time were calculated for Coal Track, 
Greta Valley, McLean Island and Hinewai Reserve to determine if this was a limiting factor in the 
development of C. succedana. Thermal time calculations were completed, using 11.5°C as the lower 
threshold Tbase; for the period 1 November 2009 – 31 October 2010 with the formula for calculating 
the thermal time for plants (McKenzie et al. 1999):  
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Thermal time (TT) = Ʃ(Tmean – Tbase)  
where Tmean = maximum temperature – minimum temperature 
2  
and Tmean is the lower threshold temperaturefor development. 
As a comparison, 10.0°C was also used as the lower threshold for the calculation as (Rock and Shaffer 
1983) reported that 9.9°C was the lower threshold temperature for the related species C. pomonella. 
4.3 Results 
4.3.1 Climatic conditions 
Average monthly minimum and maximum temperature, total rainfall, driest and wettest month, and 
daily minimum and maximum temperature extremes for each site are presented in Table 4.2 (12 
month period 1 November 2009 - 31 October 2010). Monthly averages of maximum and minimum 
temperatures and total rainfall over the entire period of the experiment (Aug. 2009 – Apr. 2011) were 
presented in the previous chapter (Figure 3.3 - Figure 3.7). July 2010 had the lowest average monthly 
minimum temperature at all sites (Table 4.2), while the highest average monthly minimum 
temperature varied among sites; for McLeans Island, Murchison, Tasman and Picton it was in January 
2010 but for all other sites it was February 2010 (Table 4.2).  
The lowest average monthly maximum temperature was recorded in July 2010 for every site apart 
from Homebush, where June and July had the same records, and Coal Track, where the lowest average 
monthly maximum temperature was recorded in June 2010 (Table 4.2). All sites had the highest 
average monthly maximum temperature recorded in February 2010 apart from Hinewai Reserve and 
Picton (January 2010), and Conway Flat and Waitotara (March 2010) (Table 4.2). 
4.3.2 Cydia succedana moths trapped  
The mean cumulative number of male gorse pod moths recovered from the pheromone traps during 
the period 1st November 2009 to 31st October 2010 are presented in Figure 4.2 & Figure 4.3. 
Values for missing months were obtained by “linear interpolation”, taking the mean value of two 
months either side. Hinewai Reserve was inaccessible on two occasions, due to snow fall (May and 
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September 2010) (Figure 4.2d). Conway Flat (Figure 4.2f) missed the sample collections in December 
2009 and January 2010 due to miscommunication and in August 2010 because sheep were lambing in 
the paddock. Murchison Figure 4.3g) missed data collection during November 2009, and at the Tasman 
site Figure 4.3h) data were not collected in March – April 2010, as big tides killed most of the flora in 
the area. Welcome Bay Figure 4.3l) data were not collected during June and September 2010 because 
the person monitoring the site had other commitments. 
In the twelve months period the greatest number of moths trapped was at McLeans Island (2117 
moths), closely followed by Homebush (1949 moths) and Conway Flat (1862 moths, Table 4.2). Total 
moth numbers ranged from just under 1000 to just over 1500 at all other sites except for Coal Track 
where only 587 moths were trapped (Table 4.2). There were significant differences in the total number 
of C. succedana moths trapped (P <0.001) (Table 4.2) among the sites, where the p<0.001 refers to 
the overall F test for the ANOVA comparing sites.  
McLeans Island had a significantly higher total number of moths trapped than all other sites except 
for Homebush and Conway Flat (Table 4.2). Homebush (1949) was significantly higher than all sites 
except McLeans Island, Conway Flat, Welcome Bay and Murchison (Table 4.2). Conway Flat (1862) was 
significantly higher than Waitotara, Scotts Ferry, Greta Valley, Tasman, Hinewai Reserve and Coal 
Track (Table 4.2). Murchison (1548), Picton (1415), Waitotara (1364) and Scotts Ferry (1357) all had 
significantly higher numbers than Hinewai Reserve and Coal Track (Table 4.2). Greta Valley (1285), 
Tasman (1115) and Hinewai Reserve (942) all had significantly higher numbers than the site with the 
lowest numbers of moths trapped, Coal Track (587) (Table 4.2). 
Simple regression analysis (Figure 4.4) indicated no significant relationship between the total number 
of moths trapped with any of the independent variables (rainfall, maximum temperature, minimum 
temperature, latitude, longitude and altitude) and the quadratic curvature was not significant in any 
of the cases. A similar result was found for the multiple regression with p = 0.97 and R = 0.42.  
The results from the simple regression for all the sites where the response variable was the number 
of moths trapped over the three month period and the explanatory variable was the mean maximum 
temperature in three monthly periods are shown in Figure 4.5. Maximum temperature was not related 
to moth numbers in the spring period (Aug. – Oct.) summer (Nov. – Jan.) or autumn (Feb. – Apr.) in 
either year (Figure 4.5). Minimum temperature was also not related to the increase in moth numbers 
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in any period in both years (Figure 4.6). Similarly, rainfall was not related to the moth numbers in any 
of the periods monitored (2009 – 2011) (Figure 4.7). Quadratic curvature was statistically significant 
in the following cases against the number of moths trapped: maximum temperature August – October 
2009 and February – April 2011; minimum temperature November 2009 – January 2010 and longitude 
November 2009 – January 2010. Quadratics are not displayed. 
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Figure 4.2: The mean cumulative number of male gorse pod moths recovered from the pheromone 
traps during the period 1 November 2009 – 31 October 2010  of the study at: a) Homebush, 
b) Coal Track, c) McLeans Island, d) Hinewai Reserve, e) Greta Valley, f) Conway Flat. 
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Table 4.2: Sampling sites for Cydia succedana, with the climatic extremes and when these extremes occurred between 1 November 2009 and 31 October 2010 (Deans 2011; 
Macfarlane 2011; Wilson 2011; Broughton 2012; NIWA 2012b; 2012c; 2012d; 2012e; 2012f; 2012g; 2012h; 2012i; 2012j; 2012k; 2012l; 2012m; 2012n). 
Site Total 
moths 
trapped 
Total 
rainfall 
(mm) 
Highest monthly 
rainfall (mm) & 
month 
Lowest monthly 
rainfall 
(mm) & month 
Lowest average 
monthly minimum 
temperature 
(°C) & month 
Highest average 
monthly minimum 
temperature 
(°C) & month 
Lowest average 
monthly maximum 
temperature 
(°C) & month 
Highest average monthly 
maximum temperature 
(°C) & month 
Homebush 
 
Coal Track* 
 
McLeans Is* 
 
Hinewai Res* 
 
Greta Valley 
 
Conway Flat 
 
Murchison 
 
Tasman 
 
Picton 
 
Scotts Ferry 
 
Waitotara 
 
Welcome Bay 
1949 
 
587 
 
2117 
 
942 
 
1285 
 
1862 
 
1548 
 
1115 
 
1415 
 
1357 
 
1364 
 
1571 
859.0 
 
947.0 
 
637.0 
 
1710.0 
 
995.0 
 
1272.0 
 
1520.0 
 
829.4 
 
738.4 
 
1037.0 
 
1110.6 
 
1251.4 
198.4  
May 2010 
197.5 
May 2010 
160.0 
May 2010 
355.0 
May 2010 
223.0 
May 2010 
272.0 
May 2010 
307.7 
Sep 2010 
139.8 
Jun 2010 
184.6  
Jun 2010  
216.0 
Sep 2010  
175.4 
Sep 2010 
272.4 
Aug 2010 
18.7  
Nov 2009 
21.0 
Nov 2009 
17.0 
Nov 2009 
40.0 
Mar 2010 
27.0 
Feb 2010 
34.0 
Dec 2009 
39.8 
Jul 2010 
18.0  
Apr 2010  
0.0 
Jan 2010 
38.0 
Mar 2010 
27.6 
Mar 2010 
0.0 
Nov 2009 
1.7  
Jul 2010 
1.3 
Jul 2010 
0.1 
Jul 2010 
1.5 
Jul 2010 
1.7 
Jul 2010 
5.2 
Jul 2010 
0.6 
Jul 2010  
0.1 
Jul 2010 
2.4 
Jul 2010 
3.3 
Jul 2010 
3.7 
Jul 2010 
5.2 
Jul 2010 
11.8  
Feb 2010 
11.5 
Feb 2010 
11.7 
Jan 2010 
9.6 
Feb 2010 
11.9 
Feb 2010 
13.3 
Feb 2010 
10.9 
Jan 2010  
13.3 
Jan 2010 
12.8  
Jan 2010 
13.6 
Feb 2010 
13.3 
Feb 2010 
17.5 
Feb 2010 
10.4  
Jun/Jul 2010 
9.9 
Jun 2010 
10.7 
Jul 2010 
6.9 
Jul 2010 
11.0 
Jul 2010 
9.8 
Jul 2010 
9.4 
Jun 2010 
13.4 
Jul 2010 
12.2 
July 2010 
12.7 
Jul 2010 
11.8 
Jul 2010 
15.1 
Jul 2010 
22.9  
Feb 2010 
23.3 
Feb 2010 
22.3 
Feb 2010 
19.0 
Jan 2010 
23.1 
Feb 2010 
20.1 
Mar 2010 
26.3 
Feb 2010 
24.4 
Feb 2010 
23.5 
Jan 2010 
24.0 
Feb 2010 
20.1 
Mar 2010 
24.9 
Feb 2010 
LSD for comparing sites for total moths trapped:  
LSD (5%) [5 traps v 5 traps] = 459 
LSD (5%) [5 traps v 15 traps] = 375 
LSD (5%) [15 traps v 15 traps] = 265    
* = sites with 15 traps; all others had 5 traps  
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Figure 4.3: The mean cumulative number of male gorse pod moths recovered from the pheromone 
traps during the period 1 November 2009 – 31 October 2010 of the study at: g) Murchison, h) 
Tasman, i) Picton, j) Scotts Ferry, k) Waitotara, l) Welcome Bay. 
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Figure 4.4: Simple regression, where the dependent variable was the total number of moths trapped 
during the period (1 November 2009 – 31 October 2010) at the 12 sites and the independent 
variables were: (a) rainfall, (b) maximum temperature, (c) minimum temperature, (d) latitude, 
(e) longitude and (f) altitude. 
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Figure 4.5: Simple regression, where response variable was the number of moths trapped at the sites 
and the explanatory variable was the mean maximum temperature for different 3 monthly 
periods: a) Aug. – Oct. 2009, b) Nov. 2009 – Jan. 2010, c) Feb. – Apr. 2010, d) Aug. – Oct. 2010, 
e) Nov 2010 – Jan. 2011, f) Feb. – Apr. 2011.  
Note: Data not always available for all sites. 
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The best multiple regression model for the response variable “moths trapped” in terms of the six 
explanatory variables (maximum temperature,  minimum temperature, rainfall, altitude, latitude and 
longitude) and their squares was searched for using the RESEARCH model selection and fitting 
procedure in GenStat with method being “stepwise forward,” with criterion being “mean deviance” 
and “inratio = 1.” The procedure returned a final model of a Constant, which means that none of the 
tested variables had any explanatory ability. The square root and logarithm of the response variable 
were also each tried in this manner, with the same result.  
Figure 4.6: Simple regression, where response variable was the number of moths trapped at the sites 
and the explanatory variable was the mean minimum temperature for different 3 monthly 
periods : a) Aug. – Oct. 2009, b) Nov. 2009 – Jan. 2010, c) Feb. – Apr. 2010, d) Aug. – Oct. 2010, 
e) Nov 2010 – Jan. 2011, f) Feb. – Apr. 2011. 
Note: Data not always available for all sites. 
131 
 
 
 
Note: Data not always available for all sites.  
Moth numbers in the spring period (Aug. – Oct.) declined significantly (P < 0.05) as altitude increased 
(Figure 4.8d) but only in the second year. Altitude did not affect moth numbers in any other period. 
Latitude was not related to moth numbers in spring (Aug. – Oct.) summer (Nov. – Jan.) or autumn 
(Feb. – Apr.) in either year (Figure 4.9). Likewise, longitude was not related to moth numbers in any 
period (Figure 4.10b-f). 
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Figure 4.7: Simple regression, where response variable was the number of moths trapped at the sites 
and the explanatory variable was the total rainfall for different 3 monthly periods: a) Aug. – 
Oct. 2009, b) Nov. 2009 – Jan. 2010, c) Feb. – Apr. 2010, d) Aug. – Oct. 2010, e) Nov 2010 – 
Jan. 2011, f) Feb. – Apr. 2011. 
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Note: Data not always available for all sites. 
 
Figure 4.8: Simple regression, where response variable was the number of moths trapped at the sites 
and the explanatory variable was the altitude for different 3 monthly periods: a) Aug. – Oct. 
2009, b) Nov. 2009 – Jan. 2010, c) Feb. – Apr. 2010, d) Aug. – Oct. 2010, e) Nov 2010 – Jan. 
2011, f) Feb. – Apr. 2011.  
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Figure 4.9: Simple regression, where response variable was the number of moths trapped at the sites 
and the explanatory variable was the latitude for different 3 monthly periods: a) Aug. – Oct. 
2009, b) Nov. 2009 – Jan. 2010, c) Feb. – Apr. 2010, d) Aug. – Oct. 2010, e) Nov 2010 – Jan. 
2011, f) Feb. – Apr. 2011. Note: Data not always available for all sites. 
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Figure 4.10: Simple regression, where response variable was the number of moths trapped at the sites 
and the explanatory variable was the longitude for different 3 monthly periods: a) Aug. – Oct. 
2009, b) Nov. 2009 – Jan. 2010, c) Feb. – Apr. 2010, d) Aug. – Oct. 2010, e) Nov 2010 – Jan. 
2011, f) Feb. – Apr. 2011. Note: Data not always available for all sites. 
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To determine if C. succedana was bivoltine or univoltine at each site, the monthly average of male 
moths was graphed as a phenology diagram with the monthly total of C. succedana (Figure 4.11 & 
Figure 4.12) for the sites that were used for the cumulative graphs. 
 
Figure 4.11: The monthly mean number of male gorse pod moths recovered from the pheromone 
traps during the period (1 November 2009 – 31 October 2010)  of the study at: a) Homebush, 
b) Coal Track, c) McLeans Island, d) Hinewai Reserve, e) Greta Valley, f) Conway Flat.  
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Figure 4.12: The monthly mean number of male gorse pod moths recovered from the pheromone 
traps during the period (1 November 2009 – 31 October 2010) of the study at: g) Murchison, 
h) Tasman, i) Picton, j) Scotts Ferry, k) Waitotara, l) Welcome Bay. 
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At the four Canterbury sites, moth numbers appeared to decrease as maximum temperature 
increased (Appendix D), but this response was significant only in summer 2011 (Appendix D, P < 0.01) 
and oddly the trend reversed in autumn of that year. Minimum temperature did not explain 
differences in moth numbers at any period throughout the study (Appendix D) although the trend was 
for moth number to increase as the minimum temperature increased. Rainfall (Appendix D) was not 
related to moth numbers during the study, although the trend was for the moth number to increase 
as the rainfall increased. 
Altitude did have an effect on the moth population during the spring period (Aug. – Oct.) (Appendix 
D) in both years, (2009 P < 0.01, 2010 P <0.01) but did not have a significant effect on the moth 
population during the remaining periods. The moth population trended down as the altitude 
increased. Moth numbers tended to decrease as the latitude increased but there was no significant 
relationship (Appendix D). The same trend occurred with longitude, but only in spring was this 
relationship significant (P < 0.01). 
At the five northern South Island sites, moth numbers were not related to maximum temperature 
(Appendix D) except for autumn 2010 when the number of moths declined with increasing 
temperature (Appendix D) (P < 0.01). Minimum temperature was not related to moth numbers 
throughout the study (Appendix D). Moth numbers decreased as the rainfall increased in summer 
2011 (Appendix D (P < 0.01)), but not at any other time. 
Altitude had no significant effect on the moth population during the study periods (Aug 2009 – Jan. 
2011) (Appendix D) nor did latitude (Appendix D). Longitude had a significant effect (P < 0.01) on the 
moth population in the spring period (Aug – Oct) of both years and during the summer period of Nov 
2010 – Jan 2011 (Appendix D).  
At the North Island sites, moth numbers tended to increase as maximum temperature increased 
(Appendix D) and this response was significant in summer 2009/10 (Appendix D, P < 0.01). In the same 
period moth numbers increased as minimum temperature increased (Appendix D) but there were no 
other significant relationships (Appendix D). Rainfall did not affect moth numbers (Appendix D). 
Increasing altitude reduced moth numbers in the spring period in the second year (Appendix D) (P < 
0.01) but at all other periods there was no relationship (Appendix D). Latitude (Appendix D) had a 
significant effect on the moth population in the periods Nov 2009 – Jan 2010 (Appendix D) (P < 0.01) 
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and Aug – Oct 2010 (Appendix D) (P < 0.01) although in the former moth numbers decreased with 
increasing latitude while in the latter they increased (Appendix D). The same response for the same 
time periods happened with increasing longitude (Appendix D).  
At Homebush the number of moths trapped peaked during November/December 2009, March – May 
2010, November 2010 and March 2011, but only in March – May 2010 did this coincide with the peak 
flowering of U. europaeus (Figure 4.13, Table 4.3, Table 4.4). Flowering was intense in the winter / 
early spring of 2010, but this was at a time when moth numbers were very low (Figure 4.13, Table 4.3, 
Table 4.4). At Coal Track, the number of moths trapped peaked at December 2009, March 2010, 
November 2010 and March 2011. However, there were no periods when this coincided with peak 
flowering of U. europaeus. Flowering was intense in October 2009, (Figure 4.13, Table 4.3,Table 4.4), 
when moth numbers were low. The number of moths trapped at McLeans Island peaked in November 
2009, March – May 2010 and November 2010, but only in March – May 2010 did this coincide with 
the peak flowering of U. europaeus (Figure 4.13, Table 4.3, Table 4.4). Intense flowering in September 
2009 and March 2011 did not coincide with moth activity (Figure 4.13, Table 4.3, Table 4.4). 
At Hinewai Reserve, the number of moths trapped peaked during January 2010, April – June 2010, 
December 2010 and April 2011. However, there were no periods when this coincided with peak 
flowering of U. europaeus (Figure 4.13, Table 4.3, Table 4.4). Flowering was intense in November 2009, 
and 2010, but moth numbers were low (Figure 4.13, Table 4.3, Table 4.4). At Greta Valley, the number 
of moths trapped peaked in December 2009 and November 2010 while flowering was intense in 
September 2009 and less so in September 2010. However, there were no periods when high moth 
numbers coincided with peak flowering of U. europaeus (Figure 4.13, Table 4.3, Table 4.4). The number 
of moths trapped at Conway Flat peaked in January – February 2010 and November – December 2010. 
However, this did not coincide with peak flowering of U. europaeus which occurred in September – 
October 2009, May – June 2010 and August – September 2010 (Figure 4.14, Table 4.3, Table 4.4. 
At Murchison, the number of moths trapped peaked during December 2009 – January 2010 and April 
2010. However, this did not coincide with the peak flowering of U. europaeus in October 2009 (Figure 
4.14, Table 4.3, Table 4.4). At Tasman, the number of moths trapped appeared to peak during February 
– April 2010 (but data are missing), October 2010 and February 2011, but only in February 2011 did 
this coincide with the peak flowering of U. europaeus (Figure 4.14, Table 4.3, Table 4.4). Flowering was 
intense in September 2009 and 2010, but this was when the moth numbers were low (Figure 4.14, 
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Table 4.3, Table 4.4). The number of moths trapped at Picton peaked in December 2009 – January 
2010, May 2010 and October - December 2010 (Figure 4.14, Table 4.3, Table 4.4). However, this did 
not coincide with peak flowering of U. europaeus (Figure 4.14, Table 4.3, Table 4.4). For the data 
recorded, flowering was intense in September 2010 when the number of active moths was low (Figure 
4.14, Table 4.3, Table 4.4). 
At Wainuiomata the number of moths trapped peaked during December 2009 and March 2010. 
However, there were no periods when this coincided with the peak flowering of U. europaeus which 
was in September 2009 (Figure 4.14, Table 4.3, Table 4.4). At Onepoto Bay, the number of moths 
trapped peaked in October 2010, January 2010 and April 2011. However, there were no periods when 
this coincided with peak flowering of U. europaeus (Figure 4.15, Table 4.3, Table 4.4), which was in 
July – August 2010 and March 2011 (Figure 4.15, Table 4.3, Table 4.4).  
The number of moths trapped at Scotts Ferry peaked in April 2010, October 2010 and March 2011. 
However, these did not coincide with peak flowering of U. europaeus (Figure 4.15, Table 4.3, Table 
4.4). Flowering peaked in February 2010, September 2010 and February 2011 but these were times 
when the number of active moths were very low (Figure 4.15, Table 4.3, Table 4.4). At Waitotara the 
number of moths trapped peaked during October 2009, January 2010, April 2010, October 2010 and 
December 2010 – April 2011, but only in April 2010 did this coincide with the peak flowering of U. 
europaeus (Figure 4.15, Table 4.3, Table 4.4). Flowering peaked in September 2009, June – October 
2010, September 2010 and April 2011 but at these times the numbers of active moths were very low 
(Figure 4.15, Table 4.3, Table 4.4).  
At Wairoa, the number of moths trapped peaked in November 2009, January 2010 and possibly 
December 2010 (Figure 4.15, Table 4.3, Table 4.4). However, there were no periods for which data 
were recorded when this coincided with peak flowering of U. europaeus (Figure 4.15, Table 4.3 Table 
4.4). Flowering peaked in September 2009, February 2010 and April 2011 (Figure 4.15, Table 4.3, Table 
4.4). The number of moths trapped at Welcome Bay peaked in December 2009 and May 2010. 
However, these times did not coincide with peak flowering of U. europaeus (Figure 4.15, Table 4.3, 
Table 4.4). Flowering peaked at November 2009, February - April 2010, and August 2010 but these 
were times when the number of active moths were very low (Figure 4.15, Table 4.3, Table 4.4). 
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Time of maximum flowering of U. europaeus differed among the different sites (Table 4.3). Scotts 
Ferry was the only site that had the greatest percentage of plants flowering in February. Homebush 
and Onepoto Bay had their peak in August (Table 4.3), though in different years. Coal Track was the 
only site with the peak in October and Hinewai Reserve and Welcome Bay peaked in November in 
different years (Table 4.3), with the remaining sites all peaking in September, though not all in the 
same year (Table 4.3). The maximum percentage of flowering varied among the sites, with Hinewai 
Reserve having the highest (84%) and Wairoa having the least (31%) (Table 4.3). Several sites 
(Homebush, Coal Track, Conway Flat, Scotts Ferry, Wairoa and Welcome Bay) had less than 50% of the 
plants flowering at the maximum (Table 4.3). Murchison, Tasman, Picton, Wainuiomata and Onepoto 
Bay had 68 – 73% of the plants in flower (Table 4.3), while the remaining sites had 55 – 58% in flower 
(McLeans Island, Greta Valley and Waitotara) (Table 4.3). For the eight sites where maximum 
flowering occurred in September, moth numbers ranged from 1 (Murchison) to 179 (Wairoa). For the 
three sites where maximum flowering occurred in August, no moths were trapped at Homebush and 
Greta Valley, and only 22 at Onepoto Bay. Moth numbers were highest for the two November and one 
February peak flowering (Table 4.3). 
Table 4.3: Month of maximum Ulex europaeus flowering for each site, the percentage of the plants 
in flower and the number of moths that were trapped in the month of peak flowering. 
Site Month of maximum 
flowering 
Percentage of plants in 
flower 
Number of moths 
trapped at month 
of flowering peak 
Homebush 
Coal Track 
McLeans Island 
Hinewai Reserve 
Greta Valley 
Conway Flat 
Murchison 
Tasman 
Picton 
Wainuiomata 
Onepoto Bay 
Scotts Ferry 
Waitotara 
Wairoa 
Welcome Bay 
August 2010 
October 2009 
September 2009 
November 2010 
August 2009 
September 2010 
September 2009 
September 2010 
September 2010 
September 2009 
August 2010 
February 2010 
September 2009 
September 2009 
November 2009 
46 
41 
55 
84 
56 
40 
68 
73 
71 
68 
69 
48 
58 
31 
46 
0 
41 
125 
165 
0 
64 
1 
41 
67 
24 
22 
145 
83 
179 
137 
Maximum numbers of C. succedana trapped occurred from October to March depending on site (Table 
4.4), with the number trapped varying from 151 (Coal Track) to 501 (McLeans Island). Numbers at four 
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sites peaked in December 2009 (Homebush, Greta Valley, Picton and Welcome Bay) (Table 4.4). 
January 2010 was the month for the most moths to be trapped at Hinewai Reserve and Wairoa, while 
February 2010 was the month for most to be trapped at Tasman (Table 4.4). The month for the most 
moths to be trapped at Coal Track, Conway Flat, Murchison and Wainuiomata was March 2010 (Table 
4.4). McLeans Island peak was November 2010 (Table 4.4), while at Scotts Ferry and Waitotara the 
number of moths trapped peaked in March 2011 (Table 4.4). The corresponding percentage of U. 
europaeus flowering was low at all sites. The range was from 0% (Homebush, Coal Track, Greta Valley, 
Picton, Wairoa and Welcome Bay) to 28% (Wainuiomata) (Table 4.4). 
Table 4.4: Month and number of maximum C. succedana trapped for each site and the percentage 
of the plant in flower for that month. 
Site Month of maximum 
moths trapped 
Maximum number 
of moths trapped 
Percentage of flowering 
plants when moth 
population peaked 
Homebush 
Coal Track 
McLeans Island 
Hinewai Res. 
Greta Valley 
Conway Flat 
Murchison 
Tasman 
Picton 
Wainuiomata 
Onepoto Bay 
Scotts Ferry 
Waitotara 
Wairoa 
Welcome Bay 
December 2009 
March 2010 
November 2010 
January 2010 
December 2009 
March 2010 
March 2010 
February 2010 
December 2009 
March 2010 
October 2010 
March 2011 
March 2011 
January 2010 
December 2009 
297 
151 
501 
177 
262 
369 
317 
220 
301 
149 
159 
213 
210 
276 
256 
0 
0 
1 
3 
0 
7 
2 
10 
0 
28 
19 
19 
11 
0 
0 
C. succedana had two seasonal peaks at each site, but each site had different months for the peaks, 
as shown in Figure 4.13 - Figure 4.15. At Homebush the first peak of the trapped male moths occurred 
in December 2009 (approx. 9 moths/day), followed by a higher peak in April 2010 (approx. 12 
moths/day) (Figure 4.13). In the following season, a similar pattern occurred but the peaks were not 
as high and they occurred earlier in November 2010 (approx. 6 moths/day) and in February 2011 
(approx. 7 moths/day) (Figure 4.13). The peaks for Coal Track in the first season occurred during 
December 2009 (approx. 4 (moths/day) and March 2010 (approx. 3.5 moths/day) (Figure 4.13). The 
peaks for the second season were also earlier in November 2010 (approx. 2 moths/day) and February 
2011 (approx. 3.5 moths/day) (Figure 4.13). 
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McLeans Island had peaks in the first season during November 2009 and the second during March 
2010, with the first peak approximately 14 moths/day, and the second peak approximately 7 
moths/day (Figure 4.13). The peaks in the second season were during November 2010 (approx. 12 
moths/day) and the second during March 2011 (approx. 9 moths/day) (Figure 4.13). The peaks for 
Hinewai Reserve occurred during January 2010 (approx. 5.5 moths/day) and April 2010 (approx. 7 
moths/day) (Figure 4.13). The second season saw two peaks in December 2010 (approx. 4 moths/day) 
and April 2011 (approx. 3.5 moths/day) (Figure 4.13). 
Although the results for Greta Valley were not complete, in the first season there were two distinct 
peaks of trapped moths, with the first in December 2009 (approx. 8 moths/day) (Fig. 4.11A) and the 
second peak in March 2010 (also approx. 8 moths/day) (Figure 4.13). In the second season there was 
only one peak recorded as no data were collected after January 2011. The peak occurred during 
November 2010, at approximately 10 moths/day (Figure 4.13). The Conway Flat study was also 
interrupted and there was not a complete data set with some months missed. Because December 
2009 and January 2010 were missed, the month and the number of moths trapped daily could not be 
ascertained for the first peak. The second peak occurred during April 2010 (approx. 15 moths/day) 
(Figure 4.14). In the second season the number of moths trapped daily peaked during November 2010 
(approx. 14 moths/day) (Figure 4.14). Because the use of this site ended in January 2011, there was 
no second peak recorded during the second season. 
Murchison records were also with interruptions, with no data for December 2009. The daily number 
of moths trapped was increasing in November 2009 (approx. 8 moths/day) (Figure 4.14) but was lower 
for January (approx. 6 moths/day) (Figure 4.14). Another peak occurred during April 2010 (approx. 9 
moths/day) (Figure 4.14). This site use ended in October 2010, when the daily moth count was at 
approximately 4 moths/day (Figure 4.14). The Tasman site (Rough Island) was interrupted after the 
February 2010 data were collected. The daily trapped moth count steadily increased, from 
approximately 1.5 moths/day in September to approximately 6 moths/day in February (Figure 4.14). 
When data collection was transferred to neighbouring Rabbit Island during May 2010, the daily 
trapped moth count was approximately 6 moths/day and it decreased in the winter months (Figure 
4.14). The following season saw the first peak during November 2010 (approx. 7 moths/day) and 
although the records ceased during March 2011, the number of moths trapped daily was increasing 
at this time (approx. 7 moths/day) (Figure 4.14). Results for Picton were also interrupted, with no data 
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for December 2009. However, in November 2009 the moths trapped were approximately 9 moths/day 
and in January approximately 6 moths/day (Figure 4.14). The second peak occurred in April 2010 
(approx. 11.5 moths/day) (Figure 4.14). The second season saw the first peak in November 2010 
(approx. 13 moths/day) (Figure 4.14) but because use of this site ended at January 2011, the second 
peak was not recorded.  
The use of Wainuiomata as a field site was only possible from September 2009 to March 2010. The 
daily trapped moth count had two peaks in this time, the first in November 2009 (approx. 5.3 
moths/day) and the second was increasing in March 2010 (approx. 5 moths/day) (Figure 4.14). This 
site transferred to Onepoto Bay, where records were kept from May 2010 to April 2011. The first peak 
was during October 2010 (approx. 4.8 moths/day) (Figure 4.15). January 2011 saw another peak 
(approx. 4 moths/day) and when the use of this site ended in April 2011, the daily moth trap count 
was increasing again (approx. 4.3 moths/day) (Figure 4.15), but it could not be ascertained if the daily 
moth count had peaked or not. 
Scotts Ferry had two peaks in each season. For the first season, the first peak was in October 2009 
(approx. 5 moths/day) and the second peak was in April 2010 (approx. 9 moths/day) (Figure 4.15). 
During the second season the peaks occurred in November 2010 (approx. 5 moths/day) and March 
2011 (approx. 7.5 moths/day) (Figure 4.15). The Waitotara site also had two peaks in the first season; 
January 2010 (approx. 8 moths/day) and March 2010 (approx. 7 moths/day) (Figure 4.15). In the 
second season there was a peak in December 2010 (approx. 7 moths/day) and the number of moths 
counted was still increasing when the data collection ended in April 2011 (approx. 10 moths/ day) 
(Figure 4.15). 
As the use of Wairoa as a field site was interrupted from March 2010 to November 2010, complete 
results were unattainable. However, in September 2009 there were approximately 6 moths/day and 
in October 2009 approximately 5.3 moths/day (Figure 4.15). A second peak was recorded during 
January 2010 (approx. 8.8 moths/day) (Figure 4.15). When the replacement site became available, the 
daily moth count was approximately 7.3 moths/day (November 2010) and when records ceased in 
April 2011 the daily moth count was increasing, from approximately 4 moths/day to 4.5 moths/day 
(Figure 4.15). Welcome Bay data were also not complete. However, from the data that were collected, 
there was a peak in December 2009 (approx. 9 moths/day) and another in May 2010 (approx. 7 
moths/day) (Figure 4.15).  
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During winter months (June - August) the daily moth count was zero at the South Island sites. Some 
sites (Homebush, Coal Track and Hinewai Reserve) also had a zero daily moth count for September. 
North Island sites had two winter months (July and August) where the daily moth count was zero. For 
each site with two peaks of daily moth count, one of the peaks was higher than the other but there 
was no set pattern, with differences when comparing season to season, as well as when comparing 
site to site (Figure 4.13 - Figure 4.15). 
To calculate when the C. succedana male population and the U. europaeus flowering stage were 
peaking at the same time, a correlation was was completed for varius monthly lags, using the square 
root of the monthly mean of C. succedana at all sites. These results indicated that C. succedana was 
not in synchronisation with U. europaeus with the best correlation showing after a seven month lag 
(Figure 4.16, Error! Reference source not found., r-2 = 0.7797). 
At the four Canterbury sites, moth numbers did not appear to be related to total degree-days (Tb = 
11.5°C or Tb = 10°C) or the number of days that minimum temperature was greater than the threshold 
for moth activity (Table 4.6). Hinewai Reserve had the lowest number of degree-days and the number 
of days where the minimum temperature was above the threshold. McLeans Island, the site where 
the greatest number of moths were trapped, had the second lowest number of degree-days and had 
only six or seven days more above the threshold temperatures than Coal Track, where only 587 moths 
were trapped (Table 4.6). 
Table 4.5: Monthly comparison between Cydia succedana male population (7 
month lag) and percentage of Ulex europaeus flowering. Percentage 
flowering from Chapter 3. 
Month 
(flowering) 
% in flower √Gorse Pod 
Moth  
(7 month lag) 
Month 
(Gorse Pod 
Moth) 
April 
May 
June 
July 
August 
September 
October 
November 
December 
January 
February 
March 
19.5 
21.5 
22.6 
23.4 
28.0 
32.2 
25.1 
16.7 
2.2 
0.8 
8.5 
17.1 
12.7 
14.0 
12.9 
12.3 
14.5 
12.8 
12.0 
3.3 
1.2 
1.8 
4.5 
10.6 
November 
December 
January 
February 
March 
April 
May 
June 
July 
August 
September 
October 
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lccc 
Figure 4.13: The monthly mean number of male Cydia succedana trapped and the mean estimated percentage 
of Ulex europaeus flowering during the period of September 2009 – May 2011 for: a) Homebush, b) 
Coal Track, c) McLeans Island, d) Hinewai Reserve, e) Greta Valley.   
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Figure 4.14: The monthly mean number of male Cydia succedana trapped and the mean estimated 
percentage of Ulex europaeus flowering during the period of September 2009 – May 2011 for: 
f) Conway Flat, g) Murchison, h) Tasman, i) Picton, j) Wainuiomata.   
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Figure 4.15: The monthly mean number of male Cydia succedana trapped and the mean estimated 
percentage of Ulex europaeus flowering during the period of September 2009 – May 2011 for:  
k) Onepoto Bay, l) Scotts Ferry, m) Waitotara, n) Wairoa, o) Welcome Bay.  
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Figure 4.16: Correlation between Cydia succedana male moth population seven months before Ulex 
europaeus flowering.  
Table 4.6: Total degree-days for threshold temperatures of 11.5°C and 10.0°C for 
Coal Track, Greta Valley, McLeans Island and Hinewai Reserve covering the 
period 1 November 2009 – 31 October 2010. 
Site Total number of 
degree-days 
 
Number of days 
minimum 
temperature greater 
than threshold 
temperature  
Cumulative 
total of Cydia 
succedana 
trapped 
11.5°C 10°C 11.5°C 10°C 
Coal Track 
Greta Valley 
McLeans Island 
Hinewai Reserve 
830 
918 
755 
353 
1141 
1241 
1048 
572 
39 
63 
46 
23 
80 
92 
86 
37 
587 
1285 
2117 
942 
4.4 Discussion 
The purpose of this study was three-fold; firstly, to investigate whether the population of C. succedana 
was affected by different environmental conditions. Secondly, to determine if there were any 
identifiable factors that were inhibiting the ability of C. succedana to become an effective biocontrol 
agent as determined by differences in the population levels of C. succedana. Thirdly, to determine if 
the phenology of C. succedana was synchronised with the phenology of U. europaeus. 
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The practice of trapping male Lepidoptera using pheromone traps is widely used to evaluate the size 
of the population at any given time. The data obtained are used to assess if the population of any 
particular Lepidopteran pest is at the threshold point, where the application of a particular insecticide 
to combat that pest is warranted, and to determine that the costs will not exceed the benefits. This 
trapping can also be used to evaluate the population level of biological control agents such as 
C. succedana.  
In insects the ratio of females to males may be biased in favour of one sex to the other (Hurst 1993). 
Many invertebrate species across the Insecta have maternal inherited female-biased sex ratios. 
Various mechanisms of microbe-induced sex ratio distortion have been reported including 
feminisation of genetic males, induction of parthenogenesis, alteration of primary sex ratio, and killing 
of male offspring (Hurst 1993; Dunn et al. 1995). There are two types of male-killing; at the embryonic 
stage and at the larval or pupal stage (Hurst 1991). Although the counts of male C. succedana gave an 
indication of different populations at the different sites, there was no information on the male: female 
ratio. This may mean that not all eggs get fertilised and this could hinder the population of 
C. succedana reaching the threshold point. Future research into this would be of assistance. 
There were significant differences in total moths trapped among some of the sites (P < 0.001, Table 
4.2) with McLeans Island having the greatest number (2117) while Coal Track had the least (587). In 
order to find if these differences were caused by climatic differences, a multiple regression test was 
carried out using the data for maximum temperature, minimum temperature, rainfall, altitude, 
latitude and longitude. No significant relationships were recorded (P = 0.97 and r = 0.42),  
Information on the relationship between the development of C. succedana and temperature is limited. 
In a small study, Sixtus (2004) found that at constant temperatures, C. succedana egg development 
did not occur below 11.5°C or above 24°C, and the larval development results were similar. There has 
been however more research on environmental effects on Cydia pests, for instance C. pomonella (L.) 
(codling moth), for which Rock and Shaffer (1983) reported a threshold temperature of 9.9°C. Other 
studies have used 10°C as the base temperature for this and other Cydia pests (Glenn 1922; Riedl and 
Croft 1978).  
Using data from all sites the moth population decreased with increasing altitude, and this relationship 
was significant in the spring period (August to October), but not significant at other times. When the 
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study was broken up into the sub-groups, the higher altitude Canterbury sites had fewer C. succedana 
moths than the lower altitude North Island sites, but for the northern South Island sites altitude was 
not related to moth number. However for the North Island sites, moth numbers also decreased with 
increasing altitude in the spring of 2009. To better understand this, it was necessary to investigate any 
relationship between the environmental factors. 
As altitude increased, the temperature decreased. For example, Hinewai Reserve had the highest 
altitude and the lowest temperatures. This means that the development of C. succedana would be 
delayed until the minimum temperature had risen above the threshold, whereas the reproductive 
development of U. europaeus, which has a lower temperature threshold (Chapter 3), could proceed. 
It would therefore be possible for seed to be produced in the absence of C. succedana. McLeans Island, 
a site at low altitude, and where the minimum and maximum temperatures were among the highest 
during the study period, had the highest moth population throughout the study for most months. 
Presumably the number of degree-days and the number of days above the threshold temperature, 
was sufficient to allow moth development, suggesting that at other sites (e.g. Greta Valley) which had 
a greater number of days when temperature was above the threshold, some other factor was 
influencing moth numbers.  
The relationship between the altitude and rainfall is harder to define, but Hinewai Reserve, which had 
the highest altitude, also had the highest rainfall for the South Island, and the moth population was 
second lowest. In areas of high rainfall, survival from egg laying to emergence of the first-instar larvae 
was low (pers. obs. Sixtus 2003), because adults tended to be indifferent as to where the eggs were 
laid on a U. europaeus plant. The ideal place for eggs to be laid is on or near to a fertilised flower, but 
many eggs are laid away from such sites (pers. obs. Sixtus 2003), e.g. exposed to the elements on 
U. europaeus branches or pods where they could be either washed off with heavy rainfall or blown off 
with strong winds (pers. obs. Sixtus 2010). Hagley (1972) found that the greatest mortality of 
C. pomonella occurred in the first-instar, when the larvae were just beneath the epidermis of the fruit. 
The same would apply to C. succedana larvae, which need to traverse from the egg laying site to the 
fertilised flowers. However, the rainfall did not have a significant effect on the phenology of 
C. succedana (Figure 4.7). Sixtus (2004) reported that of the eggs laid, ~ 25% larvae emerged from 
fertilised flowers in the laboratory and it could be assumed that the survival rate in the field would be 
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even less. The flowers would not provide very much shelter and the flower would be open to the 
effects of wind as well. Both these factors would reduce larval survival. 
The effect of longitude on minimum and maximum temperature affected moth populations in the 
spring of 2009, as moth numbers increased with increasing longitude. The spring moth population was 
significantly higher at the higher longitude North Island sites but later in the season there was no 
significant difference. It would be expected for the spring moth population to increase as the longitude 
increased because the sites were warmer. The Welcome Bay site had the highest longitude and the 
highest minimum temperature. However, the total moths trapped were only fourth highest at this 
site, and McLeans Island, the site with the highest total number of moths trapped had an average 
minimum temperature 5°C lower than that of Welcome Bay. As longitude increased, the rainfall 
increased; for example, Welcome Bay had the fourth highest rainfall but the moth population was still 
higher than at sites with a lower longitude. The east coast of the South Island had lower rainfall, due 
to the Southern Alps. The rainfall at Wairoa, Hawkes Bay was also lower, as the site was in the lee side 
of the moisture bearing north-westerly wind. However, Hinewai Reserve had a higher rainfall, due to 
the proximity of the moisture bearing south-west winds. 
In a limited study, Sixtus (2004) found that egg and larval development did not continue at 28°C 
constant temperature under laboratory conditions. Under the current study in the field, in February 
there were individual days at every site which exceeded a maximum of 28°C, but there were not 
several consecutive days at this higher temperature. McLeans Island site had several months with 
several individual days where the maximum temperature was over 28°C. As the moth population was 
highest at McLeans Island, indications were that C. succedana can still develop when the temperature 
is over 28°C.  
Further research would assist in clarifying at what temperature C. succedana stops development, as 
other species of the same family do develop beyond this point. For example, development for the egg, 
larval and pupal stages of C. pomonella have been researched extensively and Pitcairn et al. (1991) 
reported that while there was no development at 34.4°C there was larval development between 27.8°-
32.2°C. Research in the future should look at the effects of different environmental factors, especially 
when testing the effectiveness of biological control agents. 
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In answer to the second question, it was necessary to ascertain if there were identifiable factors that 
were inhibiting the ability of C. succedana to become an effective biological control agent. As 
discussed earlier, the population count of C. succedana differed significantly among the different sites 
(P < 0.001). While the environmental factors investigated may affect the moth population from site to 
site. This was mainly in spring and was due to earlier higher temperatures in the northern sites. There 
was a lack of consistent correlation between temperature or rainfall and biocontrol success. This 
indicates that there was another factor that was inhibiting C. succedana as a useful biological control 
agent.  
One such factor may be the length of time for the agent to become established. However, the sites 
chosen for this study were close to original release sites, C. succedana had been released for almost 
20 years at most sites, and C. succedana was established at all sites that were used in this study. Hill 
and Gourlay (2002) reported that C. succedana had become established at most of the release sites 
and at that time it was mainly release sites south of Christchurch for which data were not available. 
The definition of the establishment of a species by Landcare Research was for the species to be 
recovered from a field site after completing at least two generations and surviving winter (A.H. 
Gourlay, pers. comm. 2002, L. Hayes, pers. comm. 2014). Therefore, any time of release difference 
between sites should not be a cause of the differences in the moth population.  
The poor synchronisation between the reproduction of U. europaeus and the presence of C. succedana 
was demonstrated by the fact that there was a time-lag of seven months before any significant 
relationship was demonstrated (Error! Reference source not found. and Figure 4.16). The time-lag 
as determined by comparing the peak of the flowering stage of U. europaeus compared with the peak 
of male C. succedana moths trapped. Climate-related factors affect vegetation growth (Pearson et al. 
2013; Peng et al. 2013). Wu et al. (2015) reported significant variation of global vegetative growth 
during the period 1982 – 2008, and attributed this to increasing temperatures at high northern 
latitudes. A longer growing season as a result of climate warming has been reported in northern high 
altitudes (Jeong et al. 2011), as well as an increase in vegetative growth during the growing season. In 
central Africa, increases in precipitation and temperature have resulted in greener vegetation (Willis 
et al. 2012). In central and eastern China, the main climate-driven factor was temperature, which 
altered significantly over the study period. Peng et al. (2011) and Piao et al. (2006) reported an 
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increase in temperature resulted in an extended growing season, as well as an increase in vegetative 
activities in northern China. 
Wu et al. (2015) reported that different climatic factors had different time-lag effects on the same 
type of vegetation and suggested that in order to accurately reveal the response of vegetation growth 
to climatic factors, time-lag must be considered. They noted that time-lag effects were a high factor 
in reported increase in plant activity, especially open shrubs in middle to low altitudes. 
For their study of Agrotis segetum (Denis and Schiffermüller) Esbjerg and Sigsgaard (2014) used 
country-wide monthly means of temperature (air temperature at 2m above the surface) from the 
Danish Meteorological Institute (Cappelen 2000; 2003; 2010). For the current study, monthly mean 
temperatures and annual rainfall were used, along with 20 year average temperatures and rainfalls 
(Chapter 3). When compared with the 20 year average (Table 3.2), only Porirua and Picton showed 
that the annual minimum temperature was higher than the annual 20 year average during the study 
period, and only McLeans Island showed an increase in the average annual maximum temperature. 
The annual rainfall during the study period was more than the 20 year average at all sites apart from 
Picton, Wainuiomata and Porirua (Table 3.2). Unlike the Danish climatic records (Cappelen 2000; 2003; 
2010), the New Zealand records indicate that climate at the sites had not changed significantly over 
the study period. This suggests that the reason for the time-lag is not due to adjustments to climate 
change. The cause of the time-lag is currently not known.  
Adjustments to climate change may lead to trophic mismatch, or phenological decoupling of 
interacting organisms (Price and Waser 1998; Inouye et al. 2000; Menzel et al. 2006; Cleland et al. 
2007; Høye and Forchhammer 2008). One such example would be if the springtime emergence of an 
herbivorous insect is triggered by different cues than those used by its host plant, and if climate 
warming differentially affects those cues. Insects might then fail to time their emergence to 
correspond with maximum food availability (Forrest and Thomson 2011). There is now evidence of 
shifts in phenology of individual species in response to climate change (Parmesan 2007; Rosenzweig 
et al. 2007). For example, Esbjerg and Sigsgaard (2014) concluded that A. segetum will face a well-
defined phenological shift towards a seven day earlier appearance caused by the earlier accumulation 
of the necessary degree-days for development as a consequence of increased average temperatures. 
There is also a small but growing number of documented cases of climate-change-driven asynchrony 
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between adjacent trophic levels (Edwards and Richardson 2004; Winder and Schindler 2004; Both et 
al. 2006; Visser et al. 2006). 
Can evolution moderate the disruptive effects of global warming on phenology and the timing of 
developmental milestones such as emergence or oviposition, in insect populations? Insect phenology 
changes as yearly temperature changes, because the time necessary for an insect to complete its life 
cycle is largely dependent on temperature (Zaslavski 1988). This link has been observed in populations 
throughout the globe. As already noted, recent temperature change has been linked to shifting 
phenology (Parmesan and Yohe 2003) and range expansion (Carroll et al. 2003) in multiple 
populations. However, it is not known what impact the change would have on the biological control 
agents on U. europaeus, particularly C. succedana, in New Zealand.  
U. europaeus may become active earlier, due to the temperature threshold being reached earlier and 
C. succedana would have to adjust similarly. It is not known whether C. succedana could make this 
adjustment. Alternatively, U. europaeus may not be able to adjust enough to combat climate change 
and the biological control agents may have a greater impact. Further research into the impact of 
climate change on both the weed and the biological control agent would ascertain whether more than 
one biological control agent could be beneficial. For example, Sixtus et al. (2007) found that at the 
McLeans Island site, there were no pods that reached maturity. At the same site in the current study, 
the U. europaeus plants were stunted, with dead branches and again no pods which reached maturity. 
This was due to the presence of Anisoplaca ptyoptera Meyrick, which is an endemic stem miner. 
A. ptyoptera larvae eat phloem and cambium tissue around the stem, often completely ring-barking 
the stem (Butler 1979). This poses an important question, would C. succedana have a better impact 
on reducing the amount of U. europaeus seed if there were more than one biological agent released 
in an area? This is discussed in Chapter 6. 
In answer to the third question, the timing of the peak of U. europaeus flowering was compared with 
the presence of male C. succedana moths. Flowering was considered the most important reproductive 
stage of U. europaeus to use when comparing with the phenology of C succedana because fertilised 
flowers are needed for the first-instar of C. succedana. In the original quarantine tests, C. succedana 
eggs hatched approximately 12 days after deposition when placed in a 16:8 light: dark cycle at a 
constant 16ºC (Hill and Gourlay, 2002). Sixtus (2004) also reported that eggs hatched after 12 to 14 
days, depending on temperature, and noted that first-instar larvae were susceptible to desiccation. 
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First-instar larvae enter fertilised flowers, feeding on detritus. They then enter green pods and feed 
off the green seed. The larval period is 6-7 weeks and the pupal period is 3-4 weeks (Hill and Gourlay 
2002). However, if the larvae are not synchronised with flowering of the plant, the chances of the 
larvae surviving are much reduced, therefore reducing the effectiveness of C. succedana as a biological 
control agent of U. europaeus.  
The poor synchronisation between U. europaeus and C. succedana may have been due to poor 
selection of the strain. The selection of biological control strains can make the difference whether the 
agent is effective or not. For example, the original strain of Tetranychus lintearius Dufour (gorse spider 
mite) was not effective in some areas of New Zealand, so other strains were imported (Chapter 2) into 
New Zealand and these strains were more effective (Hill et al. 1991b; Hill et al. 1993). Exapion ulicis 
(Förster) is another example of this, with the strain from England having one cycle per season (Hill et 
al. 1991a) and the strain from southern France was active year round (Markin and Yoshioka 1990) 
(Chapter 2). This raises the question of are there better strains of C. succedana available in Europe to 
be imported in to New Zealand. 
In the current study, it was found that the time when the greatest percentage of plants were flowering 
was not when the most moths were trapped. At some sites the maximum numbers of moths were 
trapped 2 – 3 months after the flowering had peaked (e.g. Homebush, McLeans Island, Tasman, 
Onepoto Bay and Scotts Ferry) but more often the highest moth numbers were trapped when 
flowering was at a minimum (Coal Track, McLeans Island, Hinewai Reserve, Greta Valley, Conway Flat, 
Murchison, Tasman, Picton, Wainuiomata, Onepoto Bay, Waitotara, Wairoa and Welcome Bay). Some 
sites were close to synchronisation for one reproductive cycle, but then were not for the second in 
the same season (McLeans Island, Tasman and Onepoto Bay). This lack of synchronisation means that 
the chances of survival are greatly reduced, as is discussed further in Chapter 6.  
Although the records were incomplete at some sites (Hinewai Reserve, Greta Valley and Murchison), 
indications were U. europaeus only had one reproductive cycle per season at these sites, and at Coal 
Track, whereas C. succedana still had two generations per season. How therefore does C. succedana 
at these sites survive? As there were no other flowering legumes present, there does not appear to 
be any food source for the larvae and presumably larvae which did hatch did not survive. One possible 
means of survival would appear to be if the eggs were laid on the underside of the U. europaeus 
branches, where they would be partially protected from the climatic elements until hatching in the 
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spring, although it is not known if eggs can survive the winter period. In Europe the fully-fed 
C. succedana larvae pupate over winter in a cocoon and emerge in spring (Emmet 1988). This suggests 
that in areas of New Zealand where U. europaeus only has one reproductive cycle, some of the 
C. succedana larvae do this also, although this has not been determined. Any larvae that develop fully 
and emerge from pupation will have a very low chance of survival. It was noted that the sites at which 
U. europaeus had one generation of seed production per season also had the smaller numbers of 
C. succedana moths trapped. 
Although under British conditions Bradley et al. (1979) found that C. succedana was bivoltine in 
warmer areas and univoltine in cooler areas, the evidence so far indicates that in New Zealand the 
species is bivoltine from Christchurch north. However, similar studies should be carried out further 
south to ascertain whether the moth is bivoltine or univoltine where the reproductive phases of 
U. europaeus are shorter and there is only one reproductive cycle per season. Sixtus (2004) previously 
reported that C. succedana was univoltine south of Christchurch (Hinewai Reserve, Trotters Gorge and 
Lake Ohau). However, these results are now uncertain as in the present study at Hinewai Reserve, 
C. succedana proved to be bivoltine. Whether there are one or two generations in the south of the 
South Island needs to be resolved. 
As already noted the development of the genus Cydia is governed by temperature (Rock and Shaffer 
1983), and is measured more precisely by physiological time (degree-hours or degree-days) than by 
calendar time (days) (Taylor 1981). Sixtus (2004), using the 11.5°C threshold temperature for 
C. succedana found that 588 degree-days were required to reach the pupal stage, which was higher 
than that reported for other members of the genus Cydia (e.g. (Rock and Shaffer 1983). In the present 
study, using the calculated degree-day data for the 11.5°C threshold, there could not have been two 
generations at the four sites for which degree-day data were calculated. Although the first generation 
would have developed within the season, for the second generation, if eggs had been laid, larval and 
pupal development would not have been completed. This strongly suggests the 11.5°C threshold 
temperature for C. succedana is not correct. If the threshold base point was closer to the 9.9°C 
reported for C. pomonella, the corresponding degree-days would have been over 1000 at three of the 
four sites, enabling two generations of C. succedana to fully develop within one season. However, this 
would still only allow the development of one generation of C. succedana at Hinewai Reserve.  
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Also questioned is the number of degree-days required for development of C. succedana. As already 
noted, Sixtus (2004) found that the degree-days required was 588, whereas studies of other species 
of the same genus have suggested considerably fewer, e.g. 437 degree-days (Riedl and Croft 1978) to 
510 degree-days (Rock and Shaffer 1983). If the number of degree-days required was closer to 500, 
the development of the eggs and larvae of C. succedana would be able to proceed sufficiently to 
enable two generations of C. succedana per season, although this still would not explain the second 
generation at Hinewai Reserve. A possible explanation for the second generation at Hinewai Reserve 
was that some of the mature larvae pupated and did not emerge until the spring, while others 
emerged in autumn, only to die immediately because there was no food source. Further research is 
needed into the matter of whether all the pupae emerge in autumn or not in conditions like those 
present at Hinewai Reserve.  
The maximum temperature during the summer period (November - January) had a negative impact 
on the moth population. This may have been due to the moths having already reached their 
population peak from the spring-time reproductive cycle. It may have also been caused by high 
temperatures killing moths or larvae. Further research is required to determine this. 
4.5 Conclusions 
For the climatic factors under investigation, there were some significant relationships with the moth 
population when the sites were broken up into sub-groups, but in each case this was for only one 
three month period, either in spring (August – October) or summer (November – January). In 
particular, the maximum temperature over the summer period had a negative impact on the moth 
population, reducing moth numbers. However, as this was when U. europaeus was not flowering, this 
did not have a marked impact on the effectiveness of C. succedana. The North Island sites had more 
C. succedana activity in spring than the South Island sites because the temperatures were higher, 
therefore enabling more moth activity earlier in the North Island.  
Because C. succedana was established at all sites, and had been present approximately 20 years, the 
failure of this biological control agent to establish could not be an explanation for the poor control of 
U. europaeus. At the McLeans Island site there was another biological agent present and there were 
no ripe U. europaeus seeds produced. This indicated that having two or more biological control agents 
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in the area had more of an impact on the weed. Further research is required to ascertain which agents 
would have the greatest impact when released in the same area.   
C. succedana male presence and therefore presumably reproduction proved to be out of 
synchronisation with U. europaeus flowering at all sites. This means that the first-instar larvae do not 
have an abundance of food, making their survival less likely, so that C. succedana had a less than 
desirable impact on the percentage of seeds destroyed. This is discussed fully in Chapter 6. 
Previous results indicated that the minimum base temperature required by C. succedana was 11.5°C, 
but the current results question this. Because C. succedana had two reproductive cycles at all sites, 
this implies the base temperature must be considerably less than 11.5°C. Further research is required 
to confirm this.  
Also needed to be investigated is the number of degree-days required for C. succedana to develop, 
because fewer degree-days are required to complete development of other Cydia species. The 588 
degree-days previously suggested would allow C. succedana to have only one reproductive cycle per 
season, rather than the two recorded at most sites. 
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Because of the risk of change of food source, prior to the introduction of a biological control agent it 
is necessary to ensure that the agent will not attack crop plants or plants of social importance. It is 
therefore necessary to demonstrate that the agent will restrict its attention to only the weed and its 
relatives (Wapshere 1974). However, there have been instances where biological control agents have 
been reported to be feeding off a plant other than the one they were supposed to control (Fowler et 
al. 2000a). 
For example, host specificity testing of Bruchidius villosus (F.) (broom seed weevil) prior to its 
introduction to New Zealand for biological-control of Cytisus scoparius the exotic non-target host 
Cytisus proliferus L.f., also known as Chamaecytisus palmensis (H. Christ) F. A. Bisby & K. W. Nicholls. 
B. villosus was found emerging from seeds of this non-target plant (Syrett 1999). Tests revealed that 
there was variation in the degree of acceptance, with some beetles ovipositing at similar levels on 
both hosts, while other beetles only oviposited to a minor degree on C. proliferus (Haines et al. 2013). 
Initially, for both UK and New Zealand B. villosus populations, C. scoparius was the preferred host. 
However, over time C. proliferus became more acceptable for oviposition (Haines et al. 2013). West 
and Cunningham (2002) in their general model of host plant selection showed that, as female insects 
became more host-limited, they oviposited on less favourable hosts while still ovipositing on any more 
desirable hosts available. It is possible that, as the egg load on preferred host pods increased, those 
pods with the most eggs (C. scoparius) become less attractive. However, New Zealand beetles did not 
have an excess number of eggs for the number of seeds available. Therefore, resource limitation is 
not likely to be the main factor contributing to the change in acceptance to C. proliferus (Haines et al. 
2013). 
New Zealand beetles had a higher acceptance level of C. proliferus than the United Kingdom beetles, 
both in the proportion of beetles that accepted it for oviposition and in relative preference. New 
Zealand beetles may have changed their host preference in the 15 generations since their introduction 
(Haines et al. 2013). New Zealand populations of B. villosus laid ≈ 18 times as many eggs on C. scoparius 
than C. proliferus (Haines et al. 2004), indicating that the non-target impact on C. proliferus may be 
minimized in areas where C. scoparius also occurs (Haines et al. 2013).  
A similar change in host acceptance was observed by Messina and Peña (2012), who found that 
Callosobruchus maculatus (F.) larvae survived on lentils, an unnatural host of the mung bean-feeding 
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beetle. Survival increased from 1% to more than 85% and acceptance of the lentils by egg-laying 
females increased two to three times in the lentil adapted beetles.  
Choice tests can produce false negative results where one host plant is strongly preferred, so current 
protocols ensure that choice tests excluding the target weed are included in any evaluation of 
potential bio-control agents. False negative results can also occur when choice tests are done in the 
absence of no-choice tests (Marohasy 1998). In cases where testing options are limited, investigating 
individual variation is more important. Haines et al. (2013)showed a small number of individuals from 
a population may exhibit differing host preference from the population as a whole, and therefore tests 
should be designed to detect such an effect. 
A low level of acceptance of a non-target host in group tests may be important if it is the result of 
relatively high levels of use by a small number of individuals. As it is more labour-intensive to test 
individuals rather than groups, and because the type of testing that can be undertaken is often limited 
by practical considerations and availability of material, Edwards (1998) and Briese and Walker (2008) 
promoted the use of a relatively small but carefully selected number of phylogenetically related test 
plant species. Resources can then be directed towards testing a sufficient number of individuals to 
detect differences in individual response that may be masked in group tests. 
For a highly specialist potential bio-control agent individual variation would not be important, while 
for B. villosus, which has been shown to accept plants from several genera (Jermy and Szentesi 2003; 
Sheppard et al. 2006), individual variation is highly relevant. However, genetic variation in host 
selection occurs even in monophagous species. Many weed bio-control agents are not strict 
monophages, so the possibility of individual variation will be an important factor to consider when 
designing and interpreting host tests for these species (Jaenike 1990).    
Lepidoptera species have been used worldwide as biological control agents and generally, as biological 
control agents, they are host-specific. However there are examples e.g. Rhynoccilus conicus Frölich 
which have been found not to be (Table 2.13). Emmet (1988) reported that Cydia species have a very 
narrow host range, with most having only one host or if they have more than one, they are closely 
related. C. nigricana (F.) (Chapter 2) feeds only on members of the Faboideae sub-family of the family 
Fabaceae, while other species have closely related hosts, e.g. C. pomonella L, a pipfruit pest and 
C. molesta (Busck), a stonefruit pest.  
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Ulex europaeus L. originated in Europe, along with two other species (U. minor Roth. and U. galli 
Planchon). In Europe, Cydia succedana (Denis & Schiffermüller) (gorse pod moth) oviposits and 
survives on U. europaeus in the spring – summer period, with the second autumn generation surviving 
on U. minor and U. galli (Hill 1990).    
For C. succedana, the plants that were chosen for testing were those closely related to U. europaeus 
within the tribe Genisteae, plants that had been previously recorded as hosts, related plants not 
previously exposed to the agents (e.g. New Zealand native species), legumes of economic importance 
in New Zealand and a small selection of distantly related plants. As the larvae of C. succedana feed 
within the pods of their host, the plants tested were principally limited to those capable of forming 
pods. The exceptions w8ere Malus sp. Mill. and Pinus sp. L., which are hosts of related Cydia spp. and 
important economically to New Zealand (Hill and Gourlay 2002). The testing regimes for U. europaeus 
were presented in Chapter 2, Table 2.9. A complete list of plants that were tested in previous studies 
and the results are given in Table 2.10 - Table 2.11. Based on these results, C. succedana was deemed 
to be safe to introduce into New Zealand to assist in the biological control of U. europaeus. 
Since this host-specificity testing was completed in 1991 (Suckling et al. 1999) there have been several 
sightings of C. succedana larvae present on legumes other than U. europaeus. Withers et al. (2008) 
found that several exotic Genisteae legumes including C. scoparius, Montpellier broom (Teline 
(Genista) monspessulana (L.) L. Johnson), tree lupin (Lupinus arboreus Sims) and lotus (Lotus 
pedunculatus Cav.) growing in the vicinity of infected U. europaeus, were hosts of C. succedana in both 
the North and South Islands of New Zealand. However, native legumes were not a source of food for 
C. succedana. Hill and Gourlay (2002) reported that populations of C. succedana were present in parts 
of Europe where U.europaeus was uncommon, and suggested that some populations may utilise 
plants other than Ulex spp. Therefore, it was necessary to conduct further host-specificity testing to 
ascertain if C. succedana was attacking seeds of legumes other than U. europaeus. 
Tests for host-specificity are carried out prior to releasing a new organism. These tests provide 
regulators in the appropriate country (in New Zealand’s case the Environmental Protection Authority) 
with appropriate information for a risk assessment. Therefore testing must be carried out in 
quarantine. Tests for host-specificity can be conducted either indoors in small cages or outdoors in 
field cages. While the former method is attractive from a management/logistics viewpoint, Cullen 
(1990) considered that tests conducted in small arenas tended to overestimate the potential host-
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range. This was confirmed by Hill and Gourlay (2002) who found that C. succedana moths were more 
selective in choosing oviposition sites when presented with whole plants under more natural 
conditions in field-cage tests than with cut shoots in small-cage tests conducted indoors. For this 
reason, large field-cages were used for the experiments reported in this chapter.  
The hypothesis to be tested was ”that Cydia succedana (Denis & Schiffermüller) females will only 
oviposit on Ulex europaeus L, and when plants of this species are absent, they will not oviposit on 
other plants.” C. succedana larvae hatch close to the flowers because the first-instar enters a fertilised 
U. europaeus flower. The purpose of this trial was to see if C. succedana would oviposit on plants other 
than U. europaeus when there was a choice and when there was no choice. 
5.2 Methods and Materials 
The host-specificity of C. succedana was tested with leguminous shrubs. Cuttings were taken of U. 
europaeus, C. scoparius, C. palmensis (tree lucerne) and L. arboreus during February 2009. The cuttings 
were partially stripped of bark, immersed in Yates CLONEX Rooting Hormone Gel growth hormone, 
(active ingredient 3.0 g/litre beta-indolylbutyric acid in the form of a gel), and placed in small pots of 
sand. After approximately two weeks, cuttings that had rooted were placed in a larger pot containing 
potting mix. C. palmensis and L. arboreus had a poor strike rate so further cuttings were taken and the 
same procedure was carried out. This was done several times up until November 2009 but insufficient 
cuttings struck, so these legumes were abandoned from the study. L. polyphyllus Lindl. (Russell lupin) 
seeds were individually sown into pots during November 2009 to provide another leguminous shrub. 
Native shrubs were sourced from Letzgo Native Nursery, 17 Main Road, Governors Bay, Christchurch, 
where there was a wide selection of Carmichaelia and Sophora species. Carmichaelia petriei Kirk and 
Sophora molloyi Heenan et de Lange shrubs were purchased on 12 February 2009 because they were 
compact, prolific seed producers and had not been previously included in host-specificity testing.  
These shrubs were placed in appropriately sized pots with long-term potting mix made by Lincoln 
University Nursery. The potting mix was changed annually. They were kept in the nursery at Lincoln 
University, where they received frequent watering. Weed inspection took place regularly, with any 
growth apart from the shrubs being removed.  
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In addition, natural populations of C. scoparius at McLeans Island (43° 27.90' S 172° 28.94' E, altitude 
55 m) and L. arboreus at Hornby (43° 33.78' S 172° 31.60' E, altitude 28 m) were examined for the 
presence of C. succedana.  
Cages that measured 2m x 2m x 2m were used for this experiment. The cages had a metal frame 
(constructed by Falcon-Hammersley Ltd.; www.falcon-hammersley.com) and were fully enclosed by a 
shade cover manufactured by Clausen Canvas; (www.clausens.co.nz). The cages were situated at 
Lincoln University at the southern end of paddock I12 (43° 64.883' S 172° 46.439' E) and were placed 
in two rows of four in a North-South direction, in order to get the best sunlight.  
By August 2011 there were sufficient plants of four species (C. scoparius, L. polyphyllus, C. petriei and 
S. molloyi) plus U. europaeus, to use for the experiment. The treatments were arranged so moths were 
placed in a choice (U. europaeus present) or target-absent multiple choice (U. europaeus absent ) 
situation in the cages (Hill and Gourlay 2002). Plants in their pots were transferred to the cages on 22 
August 2011. In the no-choice cages, three C. scoparius, L. polyphyllus, C. petriei and S. molloyi plants 
were placed in a cage, making a total of 12 plants per cage, while in the choice cages, two plants of 
these four species plus two U. europaeus plants, totalling 10 plants per cage, were placed in the cages.  
The order of the plants was determined with a random number chart, where each plant (C. scoparius, 
L. polyphyllus, C. petriei and S. molloyi) was given a number (1 – 4) in the no-choice trial. The same 
principle was applied for the order of the plants in the choice trial with the numbers 1 – 5. There were 
two reasons why the choice trial only had two sets of four plants plus U. europaeus, firstly because of 
limited funds available, meaning that more plants could not be purchased and secondly because there 
was a limit of space in the cages and no more cages were available.  For each of the no-choice/choice 
treatments there were four replicates (cages). Pots were hand watered as required. The height of all 
the plants was approximately 500 mm and there was approximately 500 mm between pots, although 
the branches were closer but these were not touching. 
Observations were made weekly until the first sign of flowering which was on 4 October 2011. To 
ensure that the plants were pollinated, the flowering plants were placed outside the cages for seven 
days to allow access to pollinators. The plants that were flowering at this stage were U. europaeus, 
C. scoparius and S. molloyi (Plate 5.1, Plate 5.2 & Plate 5.3). 
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On 10 October 2011 adult C. succedana were trapped at McLeans Island and placed in small cool 
containers. These containers were then taken to the laboratory, where they were placed in a large 
container and the moths left to exit the small containers overnight. The sex of the moths was 
determined on 11 October 2011 by observing each moth’s genitalia. To ensure that the moths could 
have the same impact on the various plants, the same number of moths was counted into each of 
eight containers, viz four females and eight males. This ratio of males to females was governed by the 
number and sex of the moths that were captured, and therefore differs from Hill (1990) who released 
moths in small cages at the ratio of two male and three females, and for a larger cage (1m * 1m * 1m) 
a ratio of six male and nine females. The containers were taken to the cages and one container placed 
in each cage (11 October 2011). The moths found their way out of the containers within 4 hours. Care 
was taken when inspecting the cages on a daily basis to ensure that the moths did not escape. After 
seven days the moths had all died, and therefore on 19 October 2011 each plant was thoroughly 
inspected for gorse pod moth eggs. 
The same procedure was undertaken when the L. polyphyllus and C. petriei (Plate 5.4 & Plate 5.5) were 
observed to have begun flowering on 13 January 2012, the date they were placed outside of the cages. 
Gorse pod moths were caught at McLeans Island on 20 January 2012, sexed and placed in the 
choice/no-choice cages on 21 January 2012 with seven females and 10 males to each cage. Each plant 
was thoroughly inspected for gorse pod moth eggs on 28 January 2012. 
At the Hornby (L. arboreus) and McLeans Island (C. scoparius) field sites, samples of mature seeds 
were collected.  The sample plants were selected using the same method as for U. europaeus in 
Chapter 3, ensuring that the same plant was used each time, and that the sampling area was within 
the circle 0.5m around the fluorescent tape. A sample was 30 randomly selected mature pods from 
each plant. There were 15 samples at each site. C. scoparius and L. arboreus pods were collected and 
sampled on 24 January 2010, 11 February 2010, 22 December 2010 and 26 January 2011. Pods were 
opened and the state of the seeds was noted. Any C. succedana larvae found were preserved in 
alcohol. 
Daily temperature records of the Lincoln University site while this experiment took place were 
obtained from the NIWA facility at Broadfield, Lincoln (43.626 S 172.4704 E). 
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As there were no C. succedana eggs laid on plants other than U. europaeus, no statistical analysis was 
undertaken. 
5.3 Results 
5.3.1 Temperature Records 
Daily minimum and maximum temperatures were recorded from 10 – 19 October 2011 and 20 - 28 
January 2012 (Figure 5.1). The daily maximum temperature ranged from 11°C to 22°C during the week 
11-18th October 2011, and the daily minimum temperature ranged from 5°C to 10°C. The daily 
maximum temperature range of the period 20-28 January 2012 was 15°C to 28°C, and the daily 
minimum temperature range was 5°C to 12°C.   
5.3.2 Number of Cydia succedana eggs per plant 
In both the choice and no-choice cages, no C. succedana eggs were recorded on C. scoparius or 
S. molloyi (October 2011) or on L. polyphyllus or C. petriei (January 2012) (Table 5.1), and therefore no 
analysis was possible. The mean number of eggs (Table 5.1) per U. europaeus plant was almost 80% 
higher in January than in October (Table 5.1), even though the U. europaeus plants were not flowering 
in January.  
At McLeans Island no larvae were found in C. scoparius while at Hornby two larvae were recovered 
from 450 pods of L. arboreus in January 2010 but not in the later assessments (Table 5.2). At McLeans 
Island moths were observed on U. europaeus plants but there were no U. europaeus plants at the 
Hornby site. 
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Table 5.1: Number of Cydia succedana eggs recorded per plant for each caged species.  
 October 2011  January 2012 
 Flowering - Gorse +Gorse Flowering -Gorse +Gorse 
Lupinus polyphyllus 
Cytisus scoparius 
Carmichaelia petriei 
Sophora molloyi 
Ulex europaeus 
X1 
√2 
X 
√ 
√ 
0 
0 
0 
0 
- 
0 
0 
0 
0 
14.3 ± 4.03*3 
√ 
X 
√ 
X 
X 
0 
0 
0 
0 
- 
0 
0 
0 
0 
24.1 ± 5.44* 
1X = not flowering; 2√ = flowering; 3*95% CI 
Table 5.2: Number of Cydia succedana larvae found in 450 Cytisus scoparius (McLeans 
Island) and Lupinus arboreus (Hornby) pods 
 Lupinus arboreus Cytisus scoparius 
January 2010 
February 2010 
December 2010 
January 2011 
2 
0 
0 
0 
0 
0 
0 
0 
Time
10
 O
ct.
 20
11
11
 O
ct.
 20
11
12
 O
ct.
 20
11
13
 O
ct.
 20
11
14
 O
ct.
 20
11
15
 O
ct.
 20
11
16
 O
ct.
 20
11
17
 O
ct.
 20
11
18
 O
ct.
 20
11
19
 O
ct.
 20
11
20
 Ja
n. 
20
12
21
 Ja
n. 
20
12
22
 Ja
n. 
20
12
23
 Ja
n. 
20
12
24
 Ja
n. 
20
12
25
 Ja
n. 
20
12
26
 Ja
n. 
20
12
27
 Ja
n. 
20
12
28
 Ja
n. 
20
12
Te
mp
era
tur
e (
°C
)
0
5
10
15
20
25
30
Daily Maximum Temperature Oct. 2011
Daily Minimum Temperature Oct. 2011
Daily Maximum Temperature Jan. 2012
Daily Minimum Temperature Jan. 2012
 
Figure 5.1: Daily minimum and maximum temperatures for period 10 – 19 October 2011 and 20 – 28 
January 2012, recorded at Broadfield, Lincoln (NIWA 2012a).↑ = date moths were placed in 
cages. 
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Plate 5.1: Ulex europaeus plant in flower. 
 
 
 
Plate 5.2: A Cytisus scoparius plant in flower. 
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Plate 5.3: A Sophora molloyi plant in flower. 
Plate 5.4: A Lupinus polyphyllus plant in flower. 
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Plate 5.5: A Carmichaelia petriei plant in flower. 
Plate 5.6: A Lupinus arboreus plant starting to flower. 
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5.4 Discussion 
Concerns about the potential non-target impacts of biological control agents (Pemberton 1995; Louda 
et al. 1997) have resulted in tight controls on the importation and release of weed biological control 
agents worldwide (Fowler et al. 2000b; Sheppard et al. 2003). Some biological control agents 
previously released into new areas have been found to either prefer another plant, or if the desired 
plant is not present, have attacked non-target plant species (Fowler 2000b). One example of this was 
recently reported by Haines et al. (2013), where B. villosus, the bio-control agent introduced into New 
Zealand for C. scoparius, showed indications of developing an ability to oviposit on a non-target plant. 
As a result of this concern for possible predation on non-target legumes, a re-examination for C. 
succedana was warranted. 
The current cage study suggested that C. succedana would not oviposit on species other than 
U.  europaeus. However one limitation was the number of moths released into the cages. Hill and 
Gourlay (2002) released six male and nine female C. succedana moths into 1 x 1 x 1m cages, more than 
were used in the current study. This may have affected the results, particularly in the no-choice cages. 
However, when the plants were flowering in the present experiment, the natural moth population 
was not high, and therefore there was difficulty in catching sufficient moths to use. This was partly 
Plate 5.7: A freshly laid Cydia succedana egg (arrowed) on the calyx of a Ulex europaeus pod. 
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caused by the colder temperatures, especially in October 2011, as was seen in the C. succedana 
phenology study in Chapter 4. Haines et al. (2013) found that as females became host-limited 
B. villosus females oviposited on alternative hosts. However, in this current experiment, in the absence 
of U. europaeus, females did not oviposit on the alternative hosts. 
Hill and Gourlay (2002) reported that first-instar larvae of C. succedana could damage the pods of S. 
microphylla Aiton but did not complete their development. They concluded that C. succedana posed 
no significant threat to Sophora spp., although the tests were limited to only S. microphylla. However 
the present results, which indicate that S. molloyi was not a host, suggest that their conclusion was 
most likely correct. Their extension of this conclusion to other native species also appears to be correct 
as evidenced by the results for C. petriei (this chapter) and the previous results of Withers et al. (2008).  
However, the situation for introduced legume species is less clear. Hill and Gourlay (2002) reported 
that C. succedana larvae transferred onto excised pods of Pisum sativum L. and were able to complete 
development, but in a small-cage experiment no eggs were laid on this species. A similar result was 
reported by Withers et al. (2008) who found that P. sativum pods from plants growing in a field 
adjacent to a gorse hedge where C. succedana was present (29% of U. europaeus pods attacked) were 
free of the larvae. Withers et al. (2008) however did record the presence of C. succedana on plants of 
C. scoparius, T. monspessulana, L. arboreus and L. pedunculatus growing in the vicinity of infested U. 
europaeus plants. Hill and Gourlay (2002) recorded a limited infestation of C. scoparius and 
L. polyphyllus.  
The response for exotic Genisteae may therefore be site specific. For example, C. scoparius growing 
alongside infested U. europaeus has been shown to support C. succedana (Hill and Gourlay 2002; 
Withers et al. 2008) but also to be free from it (Hill and Gourlay 2002; and the present data). The 
current field observations for L. arboreus support the results of Withers et al. (2008), in that 
C.  succedana was recorded in this species, but differs in that the former was in the absence of infested 
U. europaeus, whereas the latter was in the presence of infected U. europaeus. 
Hill and Gourlay (2002) observed that C. succedana larvae tended to actively seek out U. europaeus 
pods in preference to pods of other legumes in choice tests, and this is supported by the current choice 
testing and the field observation from the McLeans Island site. In the absence of U. europaeus there 
may be a very limited attack on other legumes as demonstrated at the Hornby site. These results 
173 
 
 
therefore do nothing to contradict the conclusion of Hill (1990) that the presence of C. succedana in 
New Zealand would not be a significant threat to valuable plant species. 
If C. succedana preferentially choose U. europaeus for ovipositing over other legumes, is it because 
U. europaeus plants emit an attractant, or because U. europaeus does not have a toxic or deterrent 
substance which is present in other legumes? Insect herbivores generally release sex pheromones 
from suitable plant hosts and the response to the pheromone is modulated by plant odours in many 
species (Reddy and Guerrero 2004).  
Plants have developed a large diversity of defence mechanisms to cope with herbivores. Among these 
mechanisms, defensive chemicals such as secondary metabolites can confer resistance to a wide range 
of enemies, from microorganisms to vertebrates. Alkaloids have been shown to be a  feeding deterrent 
and/or toxic to bacteria, fungi, plants, insects, nematodes, molluscs and vertebrates (Wink 1998a). 
Other traits involved in resistance include physical defences (e.g. thorns), escape in time (e.g. fruiting 
phenology), and indirect defences (e.g. volatiles attracting natural enemies of herbivores) (Wink 1988; 
Agrawal and Fishbein 2006). Plant defence strategies are better viewed as a suite of traits that act 
together against herbivory, rather than single traits (Agrawal and Fishbein 2006; Carmona et al. 2011). 
The expression and evolution of these defensive traits are driven by environmental factors such as 
resource availability and the composition of the herbivore community. In particular, the reciprocal 
selection pressure between a plant species and an associated herbivore can lead to coevolution 
(Janzen 1980; Thompson 2005), especially when their relationship is very specific and the impact of 
the two species on each other is strong (Gandon 2002). For example, Berenbaum and Zangerl (1998) 
found a very close match between populations of Pastinaca sativa L. (wild parsnip) able to produce 
defence compounds, and the ability of Depressaria pastinacella Duponchel (parsnip webworm) to 
metabolize them. The absence or loss of herbivores can greatly affect the evolution of plant traits that 
are part of a defence strategy (Janzen 1975; Benkman 1995). 
An evolutionary decrease of costly defence traits is expected in the absence of herbivores and 
pathogens (Blossey and Nötzold 1995; Müller-Schärer et al. 2004; Orians and Ward 2010). This is often 
observed in invasive plants because most of them have been introduced without their herbivores and 
pathogens, experiencing the so-called enemy release (Keane and Crawley 2002; Mitchell and Power 
2003; Liu and Stiling 2006). The evolution of chemical defences in invasive plants depends on their 
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cost and on the relative abundance of specialist and generalist enemies in the introduced range 
compared with the native range (Müller-Schärer et al. 2004; Orians and Ward 2010). As a 
consequence, a decrease of defence traits has been observed in some but not all invasive species 
(Bossdorf et al. 2005; Orians and Ward 2010). 
It is possible that in the present study, the close proximity of the different species of plants produced 
a mixture of plant volatiles and this may have caused confusion for C. succedana but this has not been 
studied. In the current study, due to the limited amount of space, the plants were in close proximity 
to each other whereas Hill and Gourlay (2002) used cages that had only one species in the no-choice 
experiment and in the choice experiments there were U. europaeus and only one other plant species.  
Witzgall et al. (1999) and (Coracini et al. 2004) reported on moths being attracted to plant volatiles. 
Cao et al. (1997) reported that the volatile organic compound emission fluxes from U. europaeus were 
mainly isoprene, with 90% of the volatile organic compound emission being of this type. Main 
monoterpenes emitted were Trans-ocimene and α-pinene, while traces of monoterpenes emitted 
were camphene, sabinene, β-pinene, myrcene, limonene and γ-terpinene. Detzel and Wink (1993)  
found that volatiles were not a deterrent or toxic to Apis mellifera Linnaeus (honey bees). Further 
research would be required to ascertain whether the same applies to moth species.  
Leguminous shrubs often contain levels of quinolizidine alkaloids that deter feeding of a number of 
herbivores (including nematodes, insects, molluscs and mammals) or are directly toxic or mutagenic 
to them (Bentley et al. 1984; Zhao et al. 1998). These alkaloids can provide the plant with a defence 
against a broad spectrum of herbivores and micro-organisms (Wink 1998a; 1998b). Detzel and Wink 
(1993), in a study of A. mellifera and Brugmansia aurea (L.) Sweet (angel’s trumpet), Atropa 
belladonna L. (deadly nightshade) and L. polyphyllus showed that considerable amounts of alkaloids 
were present in nectar and honey. These alkaloids were very toxic to A. mellifera, even in small 
amounts. Legume seeds can be especially rich in alkaloids, which can be up to 8% of the dry mass 
(Wink 1993). Many legumes have a number of different alkaloids, although when expressed as part 
per million or per unit dry weight, usually one or two predominate (Máximo et al. 2006).  
Máximo et al. (2006) found that the main alkaloids produced by U. europaeus were cytisine and 
anagyrine while the major alkaloid for Sophora spp. is cytisine (Banko et al. 2002), for Cytisus spp. it is 
sparteine, and for Lupinus spp. it is smipine (Wink et al. 1995) or anagyrine (Davis 1982). This does not 
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suggest that the presence of these toxins may deter feeding by C. succedana larvae, because 
U. europaeus produces the same alkaloids as the other leguminous shrubs did in the current study, 
but this is not supported by the limited evidence available. Banko et al. (2002) reported that Cydia 
larvae readily feed on the seeds of S. chrysophylla (Salisb.) Seem., and suggested that the larvae break 
down the alkaloids in the course of digestion with no deleterious effects.  
Many members of the Cydia genus are host-specific, e.g. C. nigricana (F.) larvae feed on P. sativum, 
Lathyrus spp. and Vicia spp., which are members of the Faboideae sub-family of the family Fabaceae. 
Another example is the cowpea moth, Cydia ptychora (Meyr.), which is a predator of the cowpea, 
Vigna unguiculata (L.) Walp. V. unguiculata also belongs to the sub-family Faboideae, belonging to the 
Phaseolinae sub-tribe of the tribe Phaseoleae. C. ptychora was tested with a range of grain legume 
species, all belonging to the sub-family Faboideae. The results (Table 5.3) showed that C. ptychora 
could complete its full life-cycle on a wide range of tropical grain legumes. Preferences were shown 
among grain legume species but not among cowpea varieties. When choice of hosts was eliminated, 
eggs were laid on all grain legume species, although some resisted attack by the newly-hatched larvae 
(Perrin 1977a; 1977b).  
The original C. succedana moth stock were from Cornwall, England, and Viana do Castello, Portugal 
(Suckling et al. 1999). Climatic data show that there are differences in the average daily maximum and 
minimum temperatures between Cornwall and Viana do Castello (Chapter 8). This poses the question 
“would the different climatic conditions at Cornwall and Viana do Castello cause C. succedana to feed 
off plants other than Ulex spp.”? The only information regarding this matter was that Emmet (1988) 
reported that C. succedana lays its eggs on Ulex, Genista, Sarothamnus or Lotus plants in Europe, but 
did not indicate whether this occurred in only one or both of these sites. 
Table 5.3: Host range of Cydia ptychora (Perrin 1977a).  
Hosts supporting full life-cycle Non-hosts 
Vigna unguiculata var. unguiculata 
V. mungo 
V. radiata  var. aureus 
V. lancifolia 
V. unguiculata var. sesquipedalis 
Glycine max 
Phaseolus lunatus 
P. vulgaris 
Cajanus cajan 
Canavalia ensiformis 
Crotolaria juncea 
Psophocarpus tetragonolobus 
Sphenostylis stenocarpa 
Vigna unguiculata var. mensensis 
Mucuna pruriens 
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Insects detect odours by olfactory receptor neurons present in sensilla on the antenna and on the 
palps (Kiel 1999). Plant volatile compounds are known to act on the nervous and hormonal system of 
female moths to stimulate pheromone production and release, and to enhance attraction of male 
moths to female-produced sex pheromone (McNeil and Delisle 1989; Raina et al. 1992; Landolt and 
Phillips 1997). The interaction between sex pheromones and host plant volatiles enhances mate and 
host finding and may account for reproductive isolation amongst closely related species (Yang et al. 
2004). Results from the experiment with C. succedana indicate that it is very similar, where the host 
is normally U. europaeus. This information indicates that C. succedana are specialised herbivores and 
will oviposit on other legumes very rarely. In Europe, where U. europaeus only has one reproductive 
cycle but C. succedana has two, C. succedana oviposits on other species in the genus, U. minor and 
U. galli, which are not present in New Zealand. 
A possible limitation to the detection of C. succedana ovipositing on plants other than U. europaeus 
in the current study was the temperature. Sixtus (2004) found in a limited study that the threshold 
temperature for egg development and larval survival of C. succedana was 11.5°C, with temperatures 
used to encourage moths to oviposit being 22° in the light and 18°C in the dark. In the current 
experiment the moths were placed in the cages for seven days in October 2011 when the maximum 
temperature ranged from 11 - 22°C, but the minimum range was only 5 - 10°C. The minimum 
temperature was also as low in January 2012. Low temperatures may therefore have limited 
oviposition. If the population level had been higher, it is possible that moths would lay eggs on plants 
other than U. europaeus because there would be more C. succedana eggs than U. europaeus flowers. 
Further research on both of these topics would be of assistance in setting up new releases.  
However, as time has shown with B. villosus, a specialist biological control agent’s ability to feed off 
different hosts can change, although the reported changes may have been due to changes in the 
frequency of recording or observing. Over 20 years has passed since the first release of C. succedana. 
If there were a shortage of U. europaeus seeds available at the same time as when the C. succedana 
larvae were present, the biological control agent may feed off another legume’s seeds, providing that 
the alternative seed was not toxic. In the current study a very small number of L. arboreus pods were 
eaten by C. succedana but it is not known if the pods were toxic. It was noted that there was only 
L. arboreus in the area surrounding the site.  
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5.5 Conclusions  
This research has demonstrated that C. succedana larvae do not readily oviposit in pods of legumes 
other than U. europaeus. Both native and introduced legumes were used in the experiment, and 
C. succedana adult females did not lay any eggs on plants other than U. europaeus, even when plants 
other than U. europaeus had flowers and/or pods available.  
Field work has supported this laboratory work, with C. succedana showing a definite preference for 
U. europaeus, even when the moth population reached high levels (20 male moths/day). A very small 
number of moth larvae did enter L. arboreus pods (<2 larvae/450 pods) even though there was no 
U. europaeus in the area surrounding the site. It is not known if they survived until pupation. 
P. sativum has been tested for likelihood of larvae attack by C. succedana in the past and the larvae 
did not enter P. sativum pods.  
Therefore, the likelihood of C. succedana larvae entering pods and feeding off seeds other than U. 
europaeus is very low. Previous studies of pest insects of the Cydia genus have also shown that the 
likelihood of the insects feeding off non-host food sources is very slight, but there are exceptions such 
as C. ptychora. The evidence suggests that the C. succedana – host relationship is consistent with that 
of other Cydia species. The ultimate conclusion is that this biological control agent is very host specific. 
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various weeds, future threats and the cost and feasibility of control (Hiebert 1997). Many national 
schemes for weed management priorities, however, emphasise weed impacts ((Moran et al. 2005) 
more than the cost or feasibility of control because the feasibility may be difficult to estimate prior to 
commencement of a control programme. Classical biocontrol is particularly pertinent to this as there 
can be high development costs (Fowler et al. 2000a) and it does not always succeed; complete 
successes, where biocontrol is so dramatic that other control methods are no longer required, only 
account for approximately one-third of all completed programmes (McFadyen 1998). Approximately 
one in six programmes fail to have any impact (Hoffman 1995; Fowler et al. 2000a). In New Zealand 
Suckling (2013) reported that there were only two introduced  biological control agents that had 
controlled the particular target weed, with minimal benefits from a further 12 introduced biological 
control agents, some of which Bourdȏt et al. (2007) had defined as not having a significant impact on 
the various weed populations. 
Host-specific seed predators can impose a strong selection pressure on plants (Louda 1982; Maron 
and Gardner 2000). Plants have several strategies to negate the effects of seed predators (Janzen 
1971a; Crawley 1992; Maron and Gardner 2000). These tactics include development of chemical 
defences to influence the fitness of seed predators, predator satiation through the production of a 
large seed crop that a predator cannot fully exploit, predator avoidance through temporal asynchrony 
between seed production and periods of predator abundance, or spatial non-overlap between regions 
of high seed production and high predator abundance (Janzen 1969; Janzen 1971b; 1975; 
Zimmermann 1980; De Steven 1983; Molau et al. 1989; Maron and Gardner 2000; Russell and Louda 
2004). The effectiveness of these defence strategies determines the consequences of seed predation 
on the population dynamics of the plant (Janzen 1969; 1971a; Janzen 1971b; Louda 1982; Crawley 
1990; Louda et al. 1990; Crawley 1992).  
The amount of seed predation will depend on the environmental conditions, and will differ from year 
to year, as well as from site to site. For example, predation by Penthobruchus germaini (Pic.), on 
Parkinsonia aculeate L. seeds, varied considerably across Australia and between years. Predation was 
found to have a relatively low (2 – 30%) mean, despite mean egg densities of between 0.55 and 3.2 
per seed (van Klinken and Flack 2008). Impson et al. (2004) found that there was no significant 
difference in overall levels of Melanterius servulus Pascoe damage to Acacia cyclops A. Cunn. Ex G. 
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Don seeds between years, but there were very significant differences in levels of damage between 
sites, and at some sites, damage levels fluctuated markedly between years.  
Ulex europaeus L. is the major pastoral weed in New Zealand, (see Chapter 1) and has been a noxious 
weed since 1900 (Moss 1960). Biological control of U. europaeus was first explored with the release 
of Exapion ulicis (Förster) (as Apion ulisis) (gorse seed weevil) in 1931 (Kuschel 1972). This biological 
control agent is now widespread throughout New Zealand (Kuschel 1972), having being reported to 
infest up to 90% of spring produced gorse seeds (Hill et al. 1991a). However, E. ulicis is only active for 
a period of 2-3 months, in spring-summer. Therefore, as U. europaeus produces seeds outside of that 
time, E. ulisis cannot control all of the seed produced. 
In 1988 it was determined that the costs of chemical gorse control well outweighed any perceived 
benefits from that control (Hill 1988), and in the search for less costly and more environmentally 
friendly control measures, six further bio-control agents were introduced into New Zealand (Hill et al. 
1999). In 1992 Cydia succedana (Denis & Schiffermüller) was the fifth biological control agent to be 
introduced (Harman et al. 1996; Suckling et al. 1999), after research into host-specificity was 
completed in 1991 (Hill et al. 1999). C. succedana was introduced to infest green seed pods, especially 
in the periods that E. ulicis was not active. Since the release, there does not appear to be any 
geographic establishment pattern, and this species may establish wherever gorse occurs (Figure 1.1). 
Although the presence or absence of C. succedana in the Southland and Otago regions is unknown, 
Sixtus (2004) did observe C. succedana in the Lake Ohau, Mackenzie Basin and Trotters Gorge, North 
Otago areas. 
Hill et al. (1991a) considered that for a seed-feeder to be effective, the biological control agent must 
destroy enough seed so that the replacement seed for the seed bank is less than the amount of seed 
required to maintain the seed bank. Rees and Paynter (1997) noted that the impact of insect 
herbivores of Cytisus scoparius Link were most likely to be substantial if the disturbance rate was high, 
plant fecundity low and seedling survival low. Their modelling results indicated that because 
C. scoparius produces many seeds, local colonization processes rapidly saturate, and the proportion 
of sites occupied then depends on three factors: the disturbed regime, the probability of senescence 
and the probability of re-colonization of sites after senescence. For seed-feeders to be effective 
against C. scoparius, Rees and Paynter (1997) concluded that there was a seed loss requirement of at 
least 75%.  
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The aim of this study was to determine the biological control success of C. succedana at various sites 
in the upper South Island and southern North Island of New Zealand by (i) assessing the percentage 
of U. europaeus pods damaged by C. succedana larvae, (ii) determining the percentage of 
U. europaeus seeds damaged or destroyed by C. succedana larvae, and (iii) determining the viability 
of damaged U. europaeus seeds and intact seeds from pods damaged by C. succedana larvae.  
The hypothesis for this chapter is “Predation on U. europaeus by C. succedana is determined by 
environmental conditions.” This was investigated by comparing data collected from 15 sites around 
New Zealand. 
6.2 Materials and methods 
6.2.1 Sample sites 
The experimental sites for this work have been described in Chapter 3. They were located throughout 
the upper South Island and lower North Island of New Zealand (Figure 3.1 & Figure 3.2). The 15 U. 
europaeus bushes at each site used in this study were the same as those described in Chapter 3.  
6.2.2 Sample collecting 
At times when there were sufficient black (= mature) pods on the individual U. europaeus bushes, 
samples of 30 pods were collected, by picking the pods from all over the sample area on each bush 
(Chapter 3). On return to the laboratory and as described in Chapter 3, pods were opened by hand 
and sorted into either intact pods (no evidence of insect damage) or damaged pods. Damaged pods 
were then divided into those damaged by C. succedana larvae (see Plate 3.5) or those damaged by E. 
ulicis larvae (see Plate 3.6). For intact pods the number of mature seeds (Plate 6.1) per pod was 
counted, as was the number of aborted seeds per pod (shrivelled seeds or those that had failed to 
develop). For C. succedana damaged pods, seeds were divided into categories: (i) seeds not damaged 
by the larvae; (ii) seeds partly eaten by the larvae Plate 6.2); (iii) seeds eaten by the larvae (as 
determined by the seed pedicels in the pod for which a seed was absent (see Plate 3.7); and (iv) seeds 
and all contents eaten inside the pod by larvae (Plate 6.3 & Plate 6.4). The numbers of seeds per pod 
in each of the first three categories were counted, and for the pods where the larvae had eaten all the 
material in the pod, the assumption was made that the number of seeds originally present was the 
average of those in the intact pods. Seeds were not counted in E. ulicis damaged pods.  
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For this study, data are presented as means per site (15 plants).  
6.2.3 Climate 
The daily minimum and maximum temperatures and daily rainfall were recorded from August 2009 to 
May 2011, as close as possible for each site from NIWA stations or stations maintained by nearby 
landowners. Monthly average temperatures and total rainfall are provided in Figure 3.3 (daily climate 
data not included but available from the author). The monthly averages of the relative humidity (%) 
were recorded for sites for which NIWA could provide these data.  
6.2.4 Germination from damaged pods 
The germination of damaged seeds as well as undamaged seeds from damaged pods was tested 
separately for each sampling time. Undamaged seeds from damaged pods had the same concentrated 
sulphuric acid treatment as the seeds produced from undamaged pods (Chapter 3) (Sixtus et al. 
2003b). All samples were kept in sealed plastic containers, at -20°C, until germination tests took place. 
The procedures for seed surface sterilisation, acid scarification of the seed coat and for germination 
have been described in Chapter 3.   
 
Plate 6.1: Intact Ulex europaeus seeds produced from the intact pods 
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Exit hole
 
Plate 6.2: Green Ulex europaeus pod that had been partially eaten by Cydia succedana larva. 
Plate 6.3: Ulex europaeus pod in which a Cydia succedana larva has eaten all the seed material, 
including the pedicel. The exit hole from the pod is indicated. 
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Plate 6.4: External view of an exit hole made by a Cydia succedana larva in an Ulex europaeus pod. 
6.2.5 Percentage of seeds lost from Cydia succedana activity  
In order to calculate how effective C. succedana was as a biocontrol agent, the percentage seed loss 
was calculated by using the formula:  
100 – [100 * Number of seeds intact + undamaged seeds in gorse pod moth damaged pod] 
Total number of pods * intact seeds / number of intact pods 
Also calculated was the percentage of pods that were damaged by C. succedana larvae by using the 
formula: number of pods damaged by C. succedana /Total number of pods * 100 
6.2.6 Growing-degree days 
Growing-degree days were calculated for each month that the sites were sampled by the formula: 
Growing-degree days = ƩTmax + Tmin – Tbase 
    2 
where Tbase was the base temperature (10°C, see Chapter 4) for C. succedana reproductive activity).  
185 
 
 
6.2.7 Composition of a leguminous seed 
U. europaeus is a non-endospermic seed and thus develops by having the cotyledons serve as the sole 
food storage organs. During embryo development the cotyledons absorb the food reserves from the 
endosperm. The fleshy storage cotyledons make up most of the seed's volume and weight. The 
embryo is enclosed by the testa (Figure 6.1) and the endosperm is obliterated during seed 
development, when its nutrients are taken up by the embryo (Finch-Savage and Leubner-Metzger 
2006). If C. succedana larvae fed from the cotyledons, the seed would still be able to germinate. 
However, if the embryonic axis was damaged or destroyed the seed would be killed. Although not 
determined, presumably the small percentage of damaged seeds which did germinate did not have 
embryonic axis damage. 
6.2.8 Data analysis 
Six South Island sites (Homebush, Coal Track, Hinewai Reserve, Greta Valley, Conway Flat and 
Murchison) were treated as one random sample because of the greater percentage of pods affected 
by E. ulicis at all of these sites. The remaining sites (Tasman, Picton, Wainuiomata, Onepoto Bay, Scotts 
Ferry, Waitotara, Wairoa and Welcome Bay) were treated as a separate random sample for data 
analysis.  
An analysis of variance of the number of U. europaeus pods damaged was conducted, using GenStat 
15. Least Significant Difference (LSD) was calculated using ANOVA. The 5% LSD is for comparison 
between any two sites. An analysis of variance of the percentage of damaged seeds that germinated 
was also conducted with GenStat 15 and the LSD calculated.  
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Figure 6.1: A leguminous seed, showing the storage cotyledons and the embryonic axis  
(Finch-Savage and Leubner-Metzger 2006). 
6.3 Results 
6.3.1 Ulex europaeus seed damaged 
Pod damage as a result of C. succedana attack varied markedly both within and among sites (Appendix 
E). At the five Canterbury sites the mean percentage of pods/plant damaged by C. succedana was 7% 
or lower (Appendix E), ranging from nil at four of the sites to a maximum of 20% in October 2009 at 
Coaltrack (Appendix E). At McLeans Island, there were no black, mature U. europaeus pods produced. 
Murchison only had one sampling (January 2010) and C. succedana had damaged 23% of pods/plant 
(Appendix E). At Tasman, a mean of 23% of pods/plant was damaged by C. succedana, ranging from 
nil (November and December 2010) to 43% in December 2009 (Appendix E). Picton had a mean of 26% 
of pods/plant damaged by C. succedana, ranging from 17% (November 2010) to 30% in August and 
December 2010 (Appendix E).  
A greater percentage of pods were damaged by C. succedana at the lower North Island sites than the 
Canterbury sites, with the mean ranging from 19% at Waitotara to 37% at Onepoto Bay (Appendix E). 
For the North Island sites, the mean monthly percentage ranged from 0% (Wairoa, September 2009) 
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to a maximum of 90% (Wainuiomata, March 2010) (Appendix E). There were damaged pods at all 
sampling times for the North Island sites, except for September 2009 at Wairoa, and the percentage 
of pods that were damaged was greater than 10% in most cases, with Waitotara the exception 
(September, November 2009 and September 2010). Unfortunately collection dates varied among sites 
so few direct comparisons can be made, but pod damage tended to be greater in summer (e.g. 90% 
at Wainuiomata in March 2010 and 50% at Scotts Ferry in the same month) than at other times of the 
year (Appendix E).  
In undamaged pods, mean seed number per pod ranged from 2.9 to 3.9 depending on site (see 
Chapter 3). In pods damaged by C. succedana, mean intact seed number per pod ranged from 0.2 
(Conway Flat) to 2.0 (Murchison), and mean damaged seed number per pod ranged from 0 (Hinewai 
Reserve, Greta Valley, Conway Flat) to 1.3 (Onepoto Bay), but at each site a greater number of seeds 
per pod had been eaten by the larvae, ranging from 0.7 (Greta Valley) to 3.2 (Waitotara). At all sites 
except Greta Valley there were assessment times when all the seeds in the pods had been eaten 
(Appendix E). 
For the study period of September 2009 to April 2011 the total pod damage by C. succedana differed 
among sites (Table 6.1), ranging from less than 10% at Coaltrack, Hinewai Reserve, Greta Valley and 
Conway Flat, to over 20% at Murchison, Tasman, Picton, Wainuiomata, Onepoto Bay and Wairoa. As 
Murchison only had one sampling date, it was excluded from any analysis. 
The percentage of damaged pods did not differ among the Canterbury sites, and with the exception 
of Scotts Ferry and Waitotara, all other sites had significantly more damage (P<0.05) than the 
Canterbury sites (Table 6.1). Onepoto Bay and Wairoa had the highest percentage of damaged pods, 
and this damage was significantly higher (P<0.05) than that at all other sites (Table 6.1). Over all sites 
the mean percentage pod damage was 21.2% (Table 6.1).  
The mean percentage of seeds damaged by C. succedana did not differ among the Canterbury sites, 
Tasman, Scotts Ferry, Waitotara or Welcome Bay (Appendix E). The mean percentage damage for 
these nine sites was 10%. Seed damage at Murchison, Picton and Wainuiomata did not differ 
significantly, while the greatest damage (P<0.05) was at Onepoto Bay and Wairoa (Table 6.1). The 
mean for those two sites was 53.8%. 
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The time for the greatest percentage of pods damaged by C. succedana also depended on site (Table 
6.2). For seven sites this was in December/January, for three sites it was in September-November, 
while for the remaining three sites it was in March. However, these times were not consistent between 
years and not related to latitude. 
E. ulicis damage of U. europaeus also varied within and among sites (Appendix E), with the mean 
number and percentage of damaged pods being higher at Homebush, Coaltrack, Hinewai, Murchison 
and Wairoa than at the other sites. At these five sites between 33% and 62% of the pods were 
damaged by E. ulicis compared with 5% or less at Greta Valley, Onepoto Bay, Scotts Ferry, Waitotara 
and Welcome Bay. At Wainuiomata no pod damage was recorded. At Homebush, Coaltrack, Hinewai, 
Conway Flat and Murchison a higher percentage of pods were damaged by E. ulicis than by C. 
succedana, while the reverse occurred only at Picton, Wainuiomata, Onepoto Bay, Scotts Ferry and 
Waitotara (Appendix E).     
6.3.2 Germination of damaged Ulex europaeus seed or intact seed from pods damaged by Cydia 
succedana larvae 
Most U. europaeus seeds that had been damaged by C. succedana larvae were dead (Table 6.3). The 
extent of damage to the seeds was not recorded, nor was the site of damage on the seed. The 
percentage of damaged seed that germinated varied from 5% at Scotts Ferry, April 2010 to 17% at 
Waitotara, November 2009. The overall mean of the damaged seed that germinated was only 4%. 
Sites and months when damaged seed germinated were: Rabbit Island May & June 2010, Onepoto 
Bay March 2011, Scotts Ferry April 2010 & April 2011, Waitotara November 2009 and Welcome Bay 
May 2010 (Table 6.3).  
Intact seeds from within pods that were damaged by C. succedana larvae mostly had a low 
germination (Table 6.3). Germination ranged from 9% at Scotts Ferry, April 2010 to 68% at Welcome 
Bay, December 2010 with the overall mean of seeds that germinated being 24%. Sites where 
germination occurred were: Homebush September 2009, Coal Track October 2009, Picton December 
2010, Scotts Ferry April 2010, Waitotara January, June & November 2010, and Welcome Bay May & 
December 2010 (Table 6.3).
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Table 6.1:  Calculation of percentage of pods damaged by Cydia succedana and by Exapion ulicis, percentage of seeds damaged by Cydia succedana, 
and statistical comparison of these percentages between Southern NZ (first five sites) and Northern NZ (last eight sites). 
 Murchison was excluded since only one sample was taken at this site. Columns A, B, C, G and K were total counts, summed over bushes and over the 
study period, while other columns were calculated as described in the “Formulae” row at the top of the table.   
Site No of 
intact 
pods 
No of 
GPM 
damaged 
pods 
No of 
GSW 
damaged 
pods 
Total no of 
pods 
% of GPM 
damaged pods 
% of GSW 
damaged 
pods 
No of 
seeds 
in 
intact 
pods 
No of 
seed/pod 
(in intact 
pods) 
Total no 
of seeds 
No of seeds 
in GPM 
damaged 
pods 
No of 
intact  
seeds in 
GPM 
damaged 
pods 
No of 
seeds 
damaged 
by GPM 
% of GPM 
damaged 
seeds 
Formulae A B C D = A+B+C E = B/D * 100 F = C/D * 
100 
G H = G/A I = D * H J = D * H K L = J - K M = L/I * 
100 
Southern NZ 
Homebush 
Coal Track 
Hinewai 
Greta Valley 
Conway Flat 
(Murchison) 
 
Northern NZ 
Tasman 
Picton 
Wainuiomata 
Onepoto Bay 
Scotts Ferry 
Waitotara 
Wairoa 
Welcome Bay 
 
781 
142 
213 
402 
803 
63 
 
 
1242 
218 
253 
379 
938 
975 
125 
1534 
 
218 
20 
30 
50 
57 
98 
 
 
518 
143 
77 
471 
233 
217 
237 
354 
 
342 
440 
316 
85 
185 
271 
 
 
660 
116 
0 
28 
50 
43 
67 
334 
 
1341 
602 
559 
537 
1045 
432 
 
 
2420 
477 
330 
878 
1221 
1235 
429 
2222 
 
16.3 
3.3 
5.4 
9.3 
5.5 
22.7 
 
 
21.4 
30.0 
23.3 
53.6 
19.1 
17.6 
55.2 
15.9 
 
25.5 
73.1 
56.5 
15.8 
17.7 
62.7 
 
 
27.3 
24.3 
0.0 
3.2 
4.1 
3.5 
15.6 
15.0 
 
2690 
460 
625 
1575 
2489 
223 
 
 
3691 
758 
783 
1274 
3074 
3379 
378 
4689 
 
3.44 
3.24 
2.93 
3.92 
3.10 
3.54 
 
 
2.97 
3.48 
3.09 
3.36 
3.28 
3.47 
3.02 
3.06 
 
4619 
1950 
1640 
2104 
3239 
1529 
 
 
7192 
1659 
1021 
2951 
4001 
4280 
1297 
6792 
 
751 
65 
88 
196 
177 
347 
 
 
1539 
497 
238 
1583 
764 
752 
717 
1082 
 
125 
5 
0 
60 
144 
1 
 
 
239 
3 
18 
19 
44 
22 
8 
70 
 
626 
60 
88 
136 
33 
346 
 
 
1300 
494 
220 
1564 
720 
730 
709 
1012 
 
13.6 
3.1 
5.4 
6.5 
1.0 
22.6 
 
 
18.1 
29.8 
21.6 
53.0 
18.0 
17.1 
54.6 
14.9 
REGION: LSD (5%) 
Southern NZ 
Northern NZ 
All sites 
Significance of 
difference 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
7.9 
29.5 
16.5 
 
5% sig. 
 
37.7 
11.6 
22.1 
 
5% sig. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
5.9 
28.4 
16.7 
 
5% sig. 
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6.3.3 Growing-degree days 
The growing-degree days for a base temperature of 10% varied among sites. The South Island sites all 
had a period (June - July) where there were zero growing-degree days (Table 6.4). While this was also 
the period when the North Island sites had the smallest number of growing-degree days, they were 
still above zero. Homebush and Coaltrack had a very similar number of growing-degree days (Table 
6.4). Hinewai Reserve had the smallest number of growing-degree days among the fourteen sites 
(Table 6.4).  
The total number of growing-degree days for the North Canterbury and Nelson region were similar, 
although there were differences month by month (Table 6.4). Of the North Island sites, Welcome Bay 
had the highest number of growing-degree days and Waitotara had the lowest, although Wainuiomata 
did have fewer growing-degree days for the seven months that data were recorded (Table 6.4). The 
North Island sites had more growing-degree days than the South Island sites. 
6.3.4 Relative humidity 
The relative humidity was highest at all sites for which data were available during the winter months 
(May – August 2010). The record for Murchison was only during this period and was not included in 
Table 6.2: Months of highest percentage of pod damage by Cydia succedana at 
each site and the highest percentage of pods damaged. 
Site Month of highest 
pod damage 
Highest % of pods damaged 
Homebush 
Coaltrack 
Hinewai Reserve 
Greta Valley 
Conway Flat 
Murchison 
Tasman 
Picton 
Wainuiomata 
Onepoto Bay 
Scotts Ferry 
Waitotara 
Wairoa 
Welcome Bay 
Sept. 2009 
Oct. 2009 
Mar. 2011 
Dec. 2010 
Nov. 2009 
Jan. 2010 
Dec. 2009 
Dec. 2010 
Mar. 2010 
Sept. 2010 
Mar. 2010 
Dec. 2009 
Jan.2011 
Dec. 2009 
17 
20 
5 
5 
14 
22 
42 
31 
90 
63 
50 
40 
63 
21 
191 
 
Site Date Total damaged 
seeds from 
damaged pods 
Damaged seeds 
which 
germinated (%) 
Damaged seeds 
which were dead 
(%) 
Total intact 
seeds from 
damaged pods 
Intact seeds 
from damaged 
pods, which 
germinated (%) 
Intact seeds 
from damaged 
pods which 
were dead (%) 
Homebush 
Coaltrack 
Hinewai Reserve 
Hinewai Reserve 
Greta Valley 
Conway Flat 
Picton 
Picton 
Murchison 
Rough Island 
Rabbit Island 
Rabbit Island 
Wainuiomata 
Onepoto Bay 
Onepoto Bay 
Scotts Ferry 
Scotts Ferry 
Scotts Ferry 
Scotts Ferry 
Scotts Ferry 
Waitotara 
Waitotara 
Waitotara 
Waitotara 
Waitotara 
Sept 09 
Oct 09 
Mar 10 
Mar 11 
Dec 10 
Sep 10 
Nov 10 
Dec 10 
Jan 10 
Nov 09 
May 10 
Jun 10 
Sept 09 
Sept 10 
Mar 11 
Apr 10 
May 10 
Jul 10 
Aug 10 
Apr 11 
Nov 09 
Dec 09 
Jan 10 
Apr 10 
Jun 10 
6 
1 
2 
3 
15 
2 
4 
3 
3 
65 
29 
12 
10 
7 
15 
19 
5 
12 
7 
20 
6 
1 
11 
4 
8 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
10 
8 
0 
0 
13 
5 
0 
0 
0 
15 
17 
0 
0 
0 
0 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
90 
92 
100 
100 
87 
95 
100 
100 
100 
85 
83 
100 
100 
100 
100 
6 
5 
- 
- 
- 
- 
- 
3 
1 
13 
20 
1 
18 
2 
- 
22 
3 
3 
3 
- 
- 
- 
4 
- 
7 
17 
20 
- 
- 
- 
- 
- 
67 
0 
0 
0 
0 
0 
0 
- 
9 
0 
0 
0 
- 
- 
- 
25 
- 
14 
83 
80 
- 
- 
- 
- 
- 
33 
100 
100 
100 
100 
100 
100 
- 
91 
100 
100 
100 
- 
- 
- 
75 
- 
86 
Table 6.3: Germination of seeds from Cydia succedana damaged Ulex europaeus pods. 
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Waitotara 
Wairoa 
Wairoa 
Welcome Bay 
Welcome Bay 
Welcome Bay 
Welcome Bay 
Welcome Bay 
Nov 10 
Nov 09 
Jan 11 
May 10 
Jul 10 
Aug 10 
Oct 10 
Dec 10 
4 
1 
- 
10 
8 
6 
4 
- 
0 
0 
- 
10 
0 
0 
0 
- 
100 
100 
- 
90 
100 
100 
100 
- 
11 
- 
5 
20 
5 
1 
- 
44 
36 
- 
0 
30 
0 
0 
- 
68 
64 
- 
100 
70 
100 
100 
- 
32 
 
Sites Sep 
09 
Oct 
09 
Nov 
09 
Dec 
09 
Jan 
10 
Feb 
10 
Mar 
10 
Apr 
10 
May 
10 
Jun 
10 
Jul 
10 
Aug 
10 
Sep 
10  
Oct 
10 
Nov 
10 
Dec 
10 
Jan 
11 
Feb 
11 
Mar 
11 
Apr 
11 
Homebush 
Coaltrack 
Hinewai  
McLeans Is 
Greta Valley 
Conway Flat 
Murchison 
Tasman 
Picton 
Wainuiomata 
Onepoto Bay 
Scotts Ferry 
Waitotara 
Wairoa 
Welcome Bay  
49 
48 
24 
24 
52 
43 
24 
35 
1 
39 
1 
38 
35 
16 
1 
27 
28 
4 
24 
25 
20 
26 
56 
1 
42 
1 
53 
40 
84 
112 
108 
108 
42 
94 
106 
93 
114 
160 
124 
101 
1 
109 
94 
180 
1 
156 
155 
72 
155 
166 
150 
166 
190 
204 
160 
1 
182 
155 
240 
258 
192 
193 
116 
205 
211 
183 
234 
252 
250 
151 
1 
231 
185 
263 
295 
205 
207 
100 
190 
210 
185 
239 
238 
208 
170 
1 
246 
201 
271 
314 
186 
190 
104 
170 
203 
185 
157 
197 
206 
136 
1 
195 
175 
224 
282 
135 
136 
65 
107 
146 
138 
83 
81 
151 
1 
142 
120 
120 
139 
188 
34 
33 
19 
27 
45 
58 
24 
36 
59 
1 
103 
63 
57 
74 
125 
6 
0 
2 
3 
9 
7 
0 
8 
16 
1 
37 
22 
22 
20 
54 
0 
0 
0 
0 
1 
1 
0 
0 
4 
1 
12 
6 
3 
8 
21 
14 
13 
1 
8 
22 
20 
8 
6 
28 
1 
47 
33 
18 
43 
60 
44 
48 
26 
39 
56 
53 
21 
26 
54 
1 
76 
57 
51 
97 
102 
59 
59 
26 
50 
68 
49 
71 
46 
62 
1 
84 
78 
51 
89 
145 
81 
157 
88 
142 
167 
124 
1 
130 
145 
1 
148 
144 
99 
153 
212 
57 
211 
126 
242 
251 
238 
1 
214 
247 
1 
243 
253 
204 
278 
302 
162 
140 
117 
230 
230 
217 
1 
212 
244 
1 
240 
261 
211 
291 
1 
116 
180 
100 
192 
1 
1 
1 
217 
1 
1 
239 
269 
221 
294 
1 
103 
152 
103 
164 
1 
1 
1 
157 
1 
1 
219 
195 
169 
231 
1 
36 
63 
64 
61 
1 
1 
1 
73 
1 
1 
126 
105 
106 
126 
1 
1 data not available 
 
Table 6.4: Monthly total growing-degree days for Cydia succedana with the base temperature at 10°C. 
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Sites Sep 
09 
Oct 
09 
Nov 
09 
Dec 
09 
Jan 
10 
Feb 
10 
Mar 
10 
Apr 
10 
May 
10 
Jun 
10 
Jul 
10 
Aug 
10 
Sep 
10  
Oct 
10 
Nov 
10 
Dec 
10 
Jan 
11 
Feb 
11 
Mar 
11 
Apr 
11 
Homebush 
Coaltrack 
McLeans Is 
Greta Valley 
Conway Flat 
Murchison 
Tasman 
Picton 
Onepoto Bay 
Scotts Ferry 
Waitotara 
Wairoa 
Welcome Bay  
57 
66 
79 
58 
64 
89 
83 
59 
1 
83 
84 
79 
1 
1 
79 
82 
71 
78 
1 
77 
1 
1 
82 
81 
76 
73 
1 
79 
73 
63 
75 
1 
65 
1 
1 
82 
81 
67 
70 
1 
69 
74 
61 
75 
1 
71 
1 
1 
78 
1 
82 
71 
1 
80 
79 
67 
81 
1 
74 
1 
1 
82 
85 
80 
72 
1 
81 
82 
69 
78 
1 
81 
1 
1 
90 
89 
86 
78 
1 
74 
86 
63 
70 
1 
78 
1 
1 
83 
84 
82 
73 
66 
72 
83 
60 
67 
87 
81 
62 
90 
86 
84 
86 
79 
82 
84 
96 
75 
80 
93 
89 
77 
89 
93 
87 
92 
84 
84 
85 
94 
78 
81 
95 
90 
77 
93 
93 
92 
90 
88 
82 
83 
95 
79 
79 
95 
92 
74 
86 
93 
92 
94 
87 
83 
85 
91 
75 
78 
93 
90 
77 
86 
92 
93 
90 
90 
65 
74 
71 
61 
62 
88 
79 
65 
82 
88 
87 
73 
81 
1 
74 
80 
65 
75 
1 
76 
1 
79 
80 
86 
83 
74 
1 
75 
75 
62 
74 
1 
73 
1 
85 
79 
84 
78 
74 
1 
70 
66 
59 
72 
 
72 
1 
83 
76 
85 
74 
77 
1 
78 
74 
65 
75 
1 
72 
1 
86 
75 
84 
80 
1 
1 
83 
83 
1 
1 
1 
75 
1 
82 
81 
89 
85 
1 
1 
81 
88 
1 
1 
1 
89 
1 
88 
85 
92 
84 
1 
1 
81 
85 
1 
1 
1 
83 
1 
83 
86 
87 
86 
1 
1 humidity was not recorded in these months; no humidity data were recorded at Hinewai or Wainuiomata
Table 6.5: Monthly average relative humidity (%). 
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any comparisons. McLeans Island had the highest average relative humidity (Table 6.5) for most 
months among the southern sites (Homebush, Coaltrack, McLeans Island, Greta Valley, and Conway 
Flat), while Greta Valley had the lowest (Table 6.5). Picton had the lowest monthly average relative 
humidity when the northern sites were compared (Picton, Tasman, Onepoto Bay, Scotts Ferry, 
Waitotara, Wairoa and Welcome Bay) while the site with the highest average was either Scotts Ferry 
or Waitotara most months. When the southern average relative humidity was compared with the 
northern, most southern sites were lower than the northern sites except for Picton (Table 6.5). 
6.4 Discussion 
The hypothesis for this chapter was “Predation on U. europaeus by C. succedana is determined by 
environmental conditions.” This was explored by collecting data from 15 sites and determining the 
percentage of U. europaeus pods damaged by C. succedana larvae, the percentage of U. europaeus 
seeds damaged or destroyed by C. succedana larvae, and the viability of damaged U. europaeus seeds 
and intact seeds from pods damaged by C. succedana larvae. This information was then used to 
determine if C. succedana is successful as a biological control agent, and to what extent this success 
was influenced by environmental conditions.  
In this study, the U. europaeus plants sampled at the fifteen South and North Island sites did not 
appear stressed because they produced a multitude of mature pods, and there was healthy new 
growth on the plants (Chapter 3). McLeans Island was the exception to this, due to the presence of 
Anisoplaca ptyoptera Meyrick (gorse stem miner) (Chapters 2, 3). At this site there was very little new 
growth produced, there were many dead branches on each sample plant, and no mature pods were 
produced during the study period.  
Sixtus (2004) found that C. succedana damaged approximately 30% of Ulex europaeus pods sampled 
from Golden Bay, while at sites further south (Hinewai Reserve, Trotters Gorge and Lake Ohau) there 
was less than 10% damage. The current study has found that the overall percentage of seeds 
destroyed by C. succedana was 19%, A greater percentage of pods were destroyed at the Picton, 
Tasman and North Island sites. The mean percentage of pods damaged by C. succedana varied from a 
low of 2% at Greta Valley to a high of 37% at Onepoto Bay. At Greta Valley, pod damage within the 
four monthly assessment times ranged from 0% to 7%, while at Onepoto Bay, the range of the 10 
monthly assessment times was from 13% to 63%. Thus even at the site where C. succedana was most 
active, nearly two-thirds of pods produced were not damaged by the biological control agent. 
However, both in the earlier study by Sixtus (2004) and the current research, there was effectively 
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only one year of field work. The difference in the percentage of pods destroyed was probably due to 
the earlier reaching of the threshold temperature of the development of C. succedana. 
van Klinken and Flack (2008) evaluated the effectiveness of P. germaini, a biological control agent 
released in Australia against P. aculeate, an exotic leguminous shrub. Results varied across Australia 
and between years, but other seed mortality factors had as much impact as the highest seed predation 
rate. van Klinken (2005) reported that the insect densities failed to peak when the seeds peaked, 
therefore limiting seed loss to predation. Multi-voltine seed feeders appear incapable of tracking 
seasonal fluctuations of seed production, preventing high seed predation of the annual seed crop (van 
Klinken and Flack 2008). 
In the Canterbury region, ripe U. europaeus pods were produced at times where there was no pod 
damage by C. succedana. This occurred at Homebush, Coal Track, Greta Valley, and Conway Flat. At 
Homebush, this was at the end of the reproductive season (January) while at the other Canterbury 
sites it was during spring reproduction (November 2009 and December 2010 Coaltrack; September – 
December 2010 Greta Valley and October – November 2010 Conway Flat). Wairoa was the only North 
Island site that had a period when ripe pods with no damage by C. succedana were collected and this 
occurred in September 2009. At all other sites, when ripe pods were produced, C. succedana larvae 
were present, but even then the percentage of seeds destroyed/damaged was not high.  
The number of U. europaeus seeds completely eaten by C. succedana fluctuated from month to 
month, as well as from site to site presumably due to the length of time that the larvae had been in 
the individual pods. Hill and Gourlay (2002) reported that the eggs take 8 days from being laid to when 
they hatch and during the larval stage, the C. succedana larvae eat the seed in 2-3 U. europaeus pods.   
Once all the seeds in the first pod have been consumed, they exit through a hole chewed in the end 
of the pod (Plate 6.2) and enter another pod close by. The larval period for C. succedana is 6-7 weeks 
(Hill and Gourlay 2002). At Canterbury sites, C. succedana larvae caused the greatest seed loss in 
spring-summer, and at the Tasman site the least seed loss was in September-November. Losses were 
low at Picton and Wainuiomata during November 2009. Onepoto Bay had seed losses throughout the 
year, but the greatest number of seeds destroyed was during August 2010 and February 2011. At 
Scotts Ferry and Welcome Bay seed loss was similar over the months, while at Waitotara seed loss 
was greater in December and July-August. Murchison had only one month when ripe pods were 
produced (January 2010) and C. succedana reduced the U. europaeus seed numbers by 60%.  
The overall mean percentage of U. europaeus seed destroyed by C. succedana larvae was 19.7%, 
ranging from only 1% at Conway Flat to 54.6% at Wairoa, although this was not operating as a sample 
site for the entire study. The close comparison between the percentage of pods damaged and 
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percentage of seeds destroyed confirms that provided larvae enter a pod, they destroy the seeds. 
There was no definitive cause for the differences when comparing site to site. The sites with the lowest 
percentage of pods damaged (Coal Track, Hinewai Reserve, Greta Valley and Conway Flat) also had 
the lowest percentage of total seed reduction.  
This leads to answering the question about the impact of C. succedana on the viability of U. europaeus 
seed from pods damaged by C. succedana larvae. Sixtus et al. (2003b) tested the viability of seeds of 
U. europaeus that had been partially destroyed by E. ulicis and found that only around 18% of lightly 
damaged seeds and 4% of heavily damaged seeds were still viable. In the current study the majority 
of U. europaeus seeds damaged by C. succedana larvae did not germinate, suggesting that the larvae 
had destroyed the embryonic axis. Although not determined, it was assumed that the small 
percentage of damaged seeds which did germinate did not have embryonic axis damage.  
However, interestingly, the majority of non-damaged (intact) seeds from damaged pods also did not 
germinate. There is no ready explanation for this, but there are some possibilities that require further 
study. Firstly, were the seeds correctly classified as “undamaged.” They were sorted into categories 
by eye, and it is possible that apparently undamaged seeds had abrasions or fissures in the seed coat 
caused by larval activity. This would have allowed the concentrated sulphuric acid used for 
scarification to enter the seed which would then enter the embryonic axis of the seed, killing it. 
Secondly, do the larvae excrete substances which may affect seed viability? This has not been 
reported. The fact that at two of the sites over 50% of the undamaged seeds did germinate suggests 
that scarification damage is the more likely explanation. Unfortunately these seeds were not tested 
for viability using the tetrazolium test which would have provided an answer.  
Over the years, there has been much debate over the feasibility of using seed-reducing agents in 
biological programmes against perennial weed species. Rees and Hill (2001) noted that the success of 
a biological programme depended on the frequency and intensity of disturbance, whether disturbed 
sites became suitable for recruitment and the effects of disturbance on germination and seed 
mortality. The impact of biological control is negligible when seedling survival is high. When seedling 
mortality is high, seed-feeding biological control agents can have a dramatic effect on viable seed 
abundance. However, as U. europaeus in New Zealand has high seed production and high seedling 
survival rate (Rees and Hill 2001), seed-feeding insects may struggle to have a marked effect on the 
percentage of seed destroyed. This was demonstrated in the current study where the mean 
percentage of pods damaged by C. succedana varied from a low of 2% at Greta Valley to a high of 37% 
at Onepoto Bay. At Greta Valley, pod damage within the four monthly assessment times ranged from 
0% to 7%, while at Onepoto Bay, the range of the 10 monthly assessment times was from 13% to 63%. 
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Thus even at the site where C. succedana was most active, nearly two-thirds of pods produced were 
not damaged by the biological control agent.   
If seed production is reduced below a critical level, it would be expected that populations of the plant 
would decline, especially if the plant and its seed-bank are relatively short lived (Hoffmann and Moran 
1998). This may have the added benefit of reducing the rate of spread of the weed (Harper 1977). 
However, the effects of seed-feeding agents depend on both the host-plant and the characteristics of 
the agent (Neser and Kluge 1986).   
Paynter et al. (1996) suggested that severe reduction of seed production by biological control agents 
was likely to be able to reduce the ability of C. scoparius to invade new areas of its exotic range, and 
as C. scoparius has not occupied its full range in New Zealand, this is likely. The same could be argued 
in the few areas in New Zealand that have not been exposed to U. europaeus infestation in the past. 
This would also apply to areas where past land management has seen U. europaeus excluded for long 
periods and the seed banks exhausted (Hill and Gourlay 2002), such as the arable areas in Canterbury. 
However, Crawley (1990) and Myers and Risley (2000) suggested that density-dependent 
compensation by weed populations make seed-feeding biological control agents ineffective unless 
there are unrealistically high levels of seed predation. Myers and Risley (2000) considered that the 
mortality of seedlings and small plants was of more importance in reducing the weed population. 
van Klinken and Flack (2008) observed that in Australia, the biological control agent P. germaini varied 
in the amount of seed that was destroyed year to year, due to environmental conditions. Sixtus (2004) 
and the current study found that for sites that were included in both studies (McLeans Island and 
Hinewai Reserve), the results were similar. This indicates that for the seed-feeders to be more 
effective, the area needs to be disturbed and the amount of seed production low. During the current 
research this situation did not occur, apart from at McLeans Island. As overall the amount of seed 
produced at the sites was greater than the amount that was destroyed, there was an increase of seeds 
stored in the seed bank. 
When a weed has a high seedling survival rate, seed feeders will have very little impact on abundance. 
However, if seedling survival is low, seed feeders can have a dramatic impact on abundance. Rees and 
Paynter (1997) found that in models for C. scoparius, there was an interaction between the 
disturbance regime and the impact of biological control agents. However, at high levels of disturbance 
of U. europaeus, young pre-reproductive plants dominate the gorse population. As few of these plants 
produce seed, the seed population is reduced. Under these conditions seed feeders have their 
greatest impact (Rees and Hill, 2001). However this can create a problem for the biological control 
agent as food supply for larvae will be scarce. If there are many pods available, the control offered will 
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depend on biological control agent numbers and the synchrony of developmental stages, and as 
demonstrated in this study, a high proportion of the seed produced will escape predation.  
Ivens (1978) reported that annual gorse seed fall was 500 – 600 seed/m2 in Palmerston North. In the 
current research, the seed fall was not measured. However, the number of intact seeds per 
undamaged pod was determined and sites that had high seed production also had a relatively high 
C. succedana population. This suggests that C. succedana does not have a marked impact on the 
U. europaeus annual seed production, especially in areas where there is a high annual seed 
production, which supports the findings of Rees and Hill (2001).  
Lack of synchronisation between C. succedana and U. europaeus was also investigated as a possible 
cause of the low percentage of U. europaeus seed damaged. Climate matching helps to ensure that 
the life history of the biological agent is synchronised with the phenology of the target host (Cameron 
et al. 1993). This synchrony is essential if the agent is to have its maximum effect, and for it to be 
available to attack the target over the host’s full period of susceptibility (Lawton 1990). Harman (1999) 
found that variability in the timing of the reproductive stage of C. scoparius influenced the 
establishment of Bruchidius villosus (F.), (broom seed beetle), in New Zealand. The phenology of C. 
scoparius varies across different sites in any one season, however, where B. villosus has established, 
it has synchronised its life cycle with the reproductive stages of C. scoparius. Harman (1999) also found 
that the timing of the reproductive maturity of B. villosus can be manipulated under artificial 
conditions, providing an opportunity to maximise the efficiency of the release strategy. Poor 
synchronisation of life stages also appears to be a major factor in the failure of a seed fly Botanophila 
jacobaea (Hardy) to establish in parts of New Zealand for the control of Senecio jacobaea L (ragwort) 
(Dymock 1988). As a result up to 90% of S. jacobaea escape predation (Dymock 1987).  
C. succedana and U. europaeus phenological cycles (Chapter 3 and 4) were assessed and were found 
not to synchronise. As a result more seeds enter the seed-bank than are destroyed. As demonstrated 
in Chapters 3 and 4, there were times when C. succedana presence did coincide with flowering of U. 
europaeus and times when the two did not coincide. There were also times when flowering was 
finished before C. succedana was present. In this latter case, eggs would still be laid on U. europaeus 
but the first-instar larvae would have no choice but to bite their way through the pod surface. Hill and 
Gourlay (2002) noted that the likelihood of first-instar larvae entering a green U. europaeus pod was 
considerably lower than them entering through the fertilised flower. Because of the extra time 
required to bite through the tough pod surface, the larvae would be more susceptible to predators 
(e.g. birds) and to wind and rain. 
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Markin and Yoshioka (1990) reported that better matching of the biological control agent to the 
climatic conditions in the country to which it was introduced improved biological control efficacy for 
E. ulicis in Hawai’i. Whether this may also be possible for C. succedana is not known, but should be 
investigated.  
The question which was then asked was the failure of C. succedana to destroy a sufficient percentage 
of U. europaeus seeds due to environmental conditions? Of particular interest was the relationship 
between the occurrence of seed damage and the temperature, altitude, relative humidity and 
growing-degree days.  
Sixtus (2004) reported that C. succedana development was limited to the range between 11.5°C to 
28°C. Other Cydia species have been studied more extensively, and for instance, the threshold 
temperature for C. pomonella (codling moth) was 9.9°C (Rock and Shaffer 1983). As discussed in 
Chapter 4, if the threshold temperature for C. succedana was also approximately 10°C, the South 
Island sites would face longer periods before the minimum temperature rose to that in the spring 
period, as well as having a shorter autumn period where the minimum temperature was high enough 
for C. succedana to develop. However, Welcome Bay and Homebush had similar percentages of pods 
damaged, and therefore there is another factor governing the effectiveness of C. succedana. There 
was no phenological studies of C. succedana undertaken in these studies and this should be done in a 
further study, especially if there was a possibility of introducing another strain of the same agent to 
New Zealand. 
The highest percentage of seeds damaged by C. succedana was in spring (September – November). 
Therefore, temperature does not appear to have an impact on the effectiveness of C. succedana 
because there are mature pods produced during the summer period and the percentage of pods 
damaged is reduced during this time. For sites that had two reproductive periods per year, there was 
a similar percentage of seed damaged in the spring as in the autumn. 
Altitude was investigated as a cause of differing moth populations in Chapter 4. It was found that the 
population size was not affected by altitude. Therefore it is unlikely that altitude is a factor in the low 
impact on the U. europaeus seed predation.  
For a base temperature of 10°C, the highest number of growing-degree days occurring during the 
summer. This would allow the development of a second generation of C. succedana to proceed 
without interruptions. This was particularly noticeable at the northern sites, where there was a second 
generation of U. europaeus pods produced. The percentage of second generation pods that were 
damaged was similar to the percentage that was damaged in the spring period at the northern sites. 
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Therefore, the number of growing-degree days would not be the limiting factor on the availability of 
C. succedana tot damage the U. europaeus seed population. 
Relative humidity was highest during the winter period at all sites, when C. succedana activity was 
lowest. Vallat et al. (2005) reported that C. pomonella utilises odours from apple trees while in search 
for sites suitable for oviposition, and that variations in these plant odours were associated with 
relative humidity, with low relative humidity of ambient air increasing the release of the odours. In 
the current study, sites that had higher relative humidity in spring also had a greater percentage of 
pods damaged. If further strains of C. succedana were to be released in New Zealand, research into 
the link between relative humidity and the presence of C. succedana and the percentage of U. 
europaeus pods damaged would be useful. 
The higher rainfall and relative humidity at the North Island sites may have allowed greater C. 
succedana damage of U. europaeus pods. This is because the pods stay softer for longer due to the 
increased relative humidity, meaning that the larvae may be able to penetrate the pod for a longer 
period. However, this requires further research to ascertain this. Therefore the hypothesis was not 
proven, so other aspects were investigated to find out why C. succedana is not making an impact on 
the U. europaeus seed production.    
Reproductive cycles of both C. succedana and U. europaeus differ from year to year, according to 
climatic conditions. For example, at Homebush in the first spring there were ripe U. europaeus pods 
bursting at the time of setting up the site in August 2009. The following year there was no ripe pods 
produced until October 2010. The same site did not produce any ripe pods during the autumn – winter 
period of 2010 but it had produced ripe pods during autumn of 2011 (Chapter 3). During the autumn 
– winter period of 2010, there were days where the maximum temperature was below the activity 
temperature for honeybees (11°C). This raises the possibility of U. europaeus having increased flower 
longevity (Arroyo et al. 2006) during the winter months so the flowers may be pollinated (Chapter 3). 
There was snow fall in the region of Hinewai Reserve during May 2010, and all of Canterbury was very 
cold at that time (data not included but available from the author). Another snowfall which occurred 
in September 2010 at Hinewai Reserve would have delayed the development of both U. europaeus 
seeds and C. succedana larvae. 
As already noted, the most favourable place for C. succedana to lay eggs is on the recently fertilised 
U. europaeus flower, because it is then easier for the first-instar larvae to enter the flower (Hill and 
Gourlay 2002). However, female C. succedana lay eggs indiscriminately anywhere on the U. europaeus 
plant (pers. obs. Sixtus 2009). As there are no major alternative hosts, larvae hatching from eggs not 
laid on U. europaeus flowers would have little chance of survival. This and the asynchrony between U. 
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europaeus flowering and moth numbers throughout New Zealand negatively impacts on the survival 
rate of C. succedana larvae which will in turn affect the performance of this biocontrol agent.  
Did the presence of E. ulisis have an impact on the performance of C. succedana as a biological control 
agent? The history of E. ulicis in New Zealand is presented in Chapter 2. Hill et al. (1991a) found that 
E. ulicis destroyed a high percentage of U. europaeus seeds produced in spring in the South Island. In 
this study at all the South Island sites, pods collected in November / December were damaged by E. 
ulicis, while the North Island sites had a higher percentage of U. europaeus pods damaged by C. 
succedana. The percentage of pods damaged in the present study varied among sites, but there were 
four sites (Homebush, Coaltrack, Tasman and Wairoa) that had over 80% of pods damaged by E. ulicis 
on at least one assessment date. On several occasions at other sites (Hinewai Reserve, Murchison and 
Welcome Bay) E. ulicis damaged in excess of 50% of sample pods. E. ulicis proved more effective than 
C. succedana at damaging U. europaeus pods at all the Canterbury and the Murchison sites. At most 
of the North Island sites, C. succedana damaged more U. europaeus pods than E. ulicis, the exception 
being Wairoa and Welcome Bay where damage by both biocontrol agents was similar. 
Hill et al. (1991a) reported that in New Zealand, egglaying by E. ulicis was poorly synchronised with 
the development of susceptible pods in the field. However, Maddox et al. (2007) found that in 
California the female adults fed on flowers prior to ovipositing. There was no indication whether 
female adults would behave similarly in New Zealand, or other temperate zones where both U. 
europaeus and E. ulicis have been introduced, but as the original host and agent stock throughout the 
world would have originated from similar areas, it could be assumed that females may feed off U. 
europaeus flowers. In California around 51% of the seed was destroyed, which was similar to field 
observations in Chile where seed reduction averaged 53% (Norambuena and Piper 2000). In New 
Zealand reductions varied among locations; for example, Hill et al. (1991a) reported seed losses as 
high as 90% in the Canterbury region, while Cowley (1983) reported an annual average of 36% at a 
site near Auckland. The results in the current study have supported this, with a higher percentage of 
seed destroyed among the South Island sites. 
E. ulicis damaged more pods in the South Island, and one reason for this could be the 7°C threshold 
temperature for species of the Apion family, of which E. ulicis is a member (Yeoh and Woodburn 2003). 
Although there is no competition exclusion information available, if the threshold temperature for E. 
ulicis is lower than the threshold temperature for C. succedana, it is likely that E. ulicis is able to 
become established first because of its lower degree-day requirements. This would explain why it 
damaged a higher percentage of U. europaeus pods in the cooler areas than did C. succedana. (Note 
that while the number of pods damaged by E. ulicis was counted, seed damage was not appraised). 
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The source of E. ulicis is known to effect its success as a biological control agent. Efforts to establish E. 
ulicis sourced from England in Hawai’i, failed (Markin and Yoshioka 1990). However weevils which 
were collected from southern France became successfully established in Hawai’i. The English strain of 
E. ulicis has only one generation per year, and is inactive over winter, whereas the strains from 
southern France have more than one generation per year and are active all year round (Markin and 
Yoshioka 1990). Introduction of the French strain to New Zealand should be considered to determine 
if biological control of U. europaeus by E. ulicis could be improved. This poses a similar question for C. 
succedana; are there better performing strains of this biological control agent for climatic conditions 
in New Zealand available from Europe? Further research in this matter would be of assistance in the 
field of biological control of U. europaeus. 
Could biological control of U. europaeus be improved by a combination of biological control agents?  
An example of success using a combination of biological control agents has been reported from 
Australia, for Opuntia stricta (Haw.) Haw. (prickly pear), where the successful biological agents were 
Cactoblastis cactorum (Bergroth) and Chelnidea tabulate (Burmeister) (Harris 1988). A more recent 
success for biological control is that for Mimosa pigra L., a weed of national significance of Australia 
(Heard 2012). Heard (2012) reported that biological control of M. pigra has been the subject of 
research since 1979. Thirteen insects and two fungi were released, and 10 insects and one fungus are 
known to have established. Of those, two agents, Carmenta mimosa Eichlin & Passoa and Neurostrota 
gunniella (Busck) are inflicting severe damage, reducing both seed production and seed banks, and 
defoliating plants, which favours competing vegetation and leads to lower seedling survival and 
increasing senescent stands. C. mimosa attacks the large stems by boring in, while N. gunniella bores 
in pinnae and small stems.  
Research into combinations of biocontrol agents should be carried out in New Zealand. It may be 
necessary to re-examine the original 94 biological control agents from Europe (see Chapter 2), as it 
may be that agents that were declined originally may now be acceptable. For example, Dictyonota 
strichnocera Fieber was originally thought of as not suitable, due to the damage it caused to Lupinus 
arboreus Sims, which was then considered a useful tool in the prevention of sand dune erosion. 
However L. arboreus is no longer important for this purpose. More successful control of U. europaeus 
could be obtained by agents working in combination, rather than alone. One such combination which 
was successful was at Scotts Ferry, where both E. ulicis and C. succedana successfully combined to 
damage or destroy the majority of U. europaeus seeds in the spring. Gourlay et al. (2004) reported 
that inter-specific competition between E. ulicis and C. succedana reduced U. europaeus seedling 
survival to low levels. When seedling survival was low (2 seedlings per m2), reduction in the annual 
seed production by seed-feeding insects could further reduce the recruitment of U. europaeus below 
 203 
replacement levels, leading to a population decline. Population dynamics models have predicted that 
high levels of disturbance, low seedling survival and low fecundity could lead to a population decline 
in U. europaeus (Rees and Hill 2001).   
The impact of C. succedana and E. ulicis on seed production was previously measured at one site, 
Jimmy’s Knob, Canterbury (Gourlay et al. 2004). They found that at high altitude, seeds were only 
produced in autumn and without E. ulicis present, seed production was only reduced by 8% by 
C. succedana. However in the present study at a lower altitude, such as at Scotts Ferry, where plants 
seeded mainly in spring and both E. ulicis and C. succedana were present, seed production was 
reduced by 92%, due to the combined ability of the biological control agents to attack a greater 
proportion of the seed produced. This was below the model prediction level required for population 
maintenance (Gourlay et al. 2004). 
McLeans Island was another good example of a site where two or more biological agents combined to 
successfully inhibit the reproduction of U. europaeus by restricting new growth as well as not adding 
any more seed to the seedbank. A. ptyoptera is an endemic stem miner that is common in the South 
Island and kills branches of U. europaeus, thereby preventing seed production. Reasons why this 
biological control agent has not been further researched were presented in Chapter 2, but the 
McLeans Island observation suggests that it may be worthwhile researching its effectiveness further. 
The fact that the two biological control agents were not competing for the same food source would 
be an advantage.  
It would also be worthwhile determining why the C. succedana population at McLeans Island was 
higher than at other sites. One possible reason is that the numbers originally released were higher 
than at other sites, but this is not known.   
6.5 Conclusions 
C. succedana damaged 26% of U. europaeus pods on average throughout the field sites, but this 
damage ranged from 2% (Greta Valley) to 37% (Onepoto Bay). Murchison had 24% pods damaged or 
destroyed but that was only during one month and it was not known what the percentage destroyed 
or damaged was over a longer period. U. europaeus seed can be stored in the seedbank for a 
prolonged period before the seed loses its viability. For the seed-feeders to be effective, they must 
destroy more seed than the number of seeds that have exited from the seedbank. The number of 
seeds destroyed by C. succedana was less than the number of viable seeds available to enter the 
seedbank. In previous research where modelling the percentage that seed feeders eat was 
determined, it was found that seed feeders had to destroy at least 75% of the total annual seed 
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production (Rees and Paynter 1997). This means that there is a high probability that the seedbank for 
U. europaeus is still increasing.  
C. succedana presence was very seasonal. The number of seeds damaged or destroyed varied from 
site to site. The site with the highest number of damaged pods was Wainuiomata (27/30) but this was 
only one sampling time and one occurrence at this high impact rate. 
The results at McLeans Island gave a very good example of the possibilities when more than one 
biological control agent is active at a site. From those results it seems that a good combination with 
be insects feeding off two different portions of the U. europaeus plant.  
Damaged seeds were not viable in most cases (4% viability overall) undamaged seed from damaged 
pods averaged only 24% germinated over all sites.  
C. succedana has two reproductive cycles each season at the sites that were investigated and 
U. europaeus also has two reproductive cycles at most sites. However, there is a lack of 
synchronisation, with the result that seed losses were low. The required amount of U. europaeus seed 
destroyed or damaged annually by C. succedana to be effective is in excess of 75%. This biological 
control agent has not damaged or destroyed enough U. europaeus seeds to have had a marked impact 
on the seed production of U. europaeus. 
Based on these results, the final conclusion is that C. succedana is ineffective as a biological control 
agent of U. europaeus in New Zealand. 
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Danilevsky and Kuznetzov (1968) had originally separated the two species based on the genitalia, 
finding that the male genitalia of C. succedana (Plate 7.1) have a valva, which has an almost straight 
edge and a not so deep semi-circled dent in the middle of the bottom edge cf C. ulicetana. The valva 
has its maximum width near the bottom edge of the cucullus, where there is a small tooth. The 
cucullus gets narrower toward the rounded apex and is longer than the basal part of the valve (Plate 
7.1). 
The cucullus has long hair as well as short hairs, which are located along the bottom edge in the form 
of a wide belt, densely located from the bottom edge of the cucullus to the middle of the nick. The 
collection of short hair is separated by a wide area from the collection of longer hair on the cucullus. 
The aedeagus, with 10 small cornuti has a lateral appendix on the right side outer edge which is slightly 
rough (Plate 7.1). The lateral appendix is half the distal end of the aedeagus (Danilevsky and Kuznetzov 
1968). 
Male genitalia of C. ulicetana (Plate 7.2) are very similar to those of C. succedana, but the valva is not 
as long. C. ulicetana have the bottom edge of the cucullus rounded without a tooth with one collection 
of hair on the bottom of the cucullus and the next is on the edge of the cucullus. The valva is very 
similar to the valva of C. succedana. Densely located quite long hair is close to the upper edge of the 
valva and is separated by a wide area from the hairs on the edge of the cucullus (Plate 7.2). The 
aedeagus is slightly shorter than the aedeagus of C. succedana, with the lateral appendix 1.5 times 
shorter than the distal end of the aedeagus (Danilevsky and Kuznetzov 1968). However, Dugdale et al. 
(2005) who considered that C. ulicetana was a synonym of C. succedana, used the dent as a 
classification (Plate 7.3), and reported that only one species, C. ulicetana, was released in New 
Zealand.  
According to this separation, only C. ulicetana occurs in the United Kingdom (D. Agassiz, pers. comm.). 
Both may occur in Portugal, although only C. ulicetana is currently confirmed to be present there, and 
several closely related Cydia species are also present, including C. vallesiaca Sauter, C. intexta 
(Kuznetsov) and C. conjunctana (Mann) (J. Baixeras, pers. comm.). Originally, host-range tests were 
conducted on gorse-pod moths collected at Yateley Common, Hampshire County (51° 19.11' N 0° 
49.03' W) or nearby Chobham Common, Surrey County (51° 23.01' N 0° 37.37' W), in South east 
England. The population that was released into New Zealand also contained the progeny of moths 
collected at Viana do Castello, Portugal (Paynter et al. 2008b). This raises the possibility of a cryptic 
species that was accidentally introduced to New Zealand along with the gorse pod moth as a culture 
contaminant (Balciunas and Villegas 2001). Differences between tortricid species can be extremely 
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cryptic; for example, Foster et al. (1987) found that two species of morphologically indistinguishable 
tortricids could only be distinguished by their use of different sex pheromones. 
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Plate 7.1: Genitalia of a male Cydia succedana  
    (Danilevsky and Kuznetzov 1968).  
Plate 7.2: Genitalia of a male Cydia ulicetana  
    (Danilevsky and Kuznetzov 1968). . 
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Paynter et al. (2008b) investigated whether failure to predict non-target attack was due to a cryptic 
Cydia species that was accidentally introduced into New Zealand. After examining the genitalia of a 
small number (27) of male Cydia moths, Paynter et al. (2008b) concluded that only C. succedana was 
present in New Zealand. However Cydia conjunctana (Möschler), which has been synonymized with 
C. ulicetana (Brown et al. 2005) also has the “long-sweep of cucullus” like C. succedana. Therefore, 
the appearance of the male genitalia may not be a reliable identification feature between C. 
succedana and C. ulicetana (Paynter et al. 2008b).  
Paynter et al. (2008b) reared moths from larvae collected from the pods of six different New Zealand 
host plants (Cytisus scoparius L. (Link), Genista lydia Boiss., Genista monspessulana (L.), Lotus 
corniculatus L., Lupinus arboreus Sims and U. europaeus and analysed a sub-sample of four individuals 
from each of these plants for mitochondrial DNA sequence variation. Three individuals each from U. 
europaeus from both original collection sites in England and Portugal were also sampled for sequence 
comparison. Mitochondrial DNA sequences of 30 gorse pod moth specimens had five polymorphic 
sites for 658 base pairs of the COI gene region. Three of these five polymorphic sites were synonymous 
substitution. Twenty-four individuals from New Zealand, England and Portugal were identical for this 
gene region.  
This current study was designed to obtain samples of gorse pod moth larvae nationwide to investigate 
the possibility of more than one species or subspecies being present in New Zealand. The hypothesis 
to be investigated is “there is more than one Cydia species present in New Zealand.” This will be 
Plate 7.3: Genitalia of a male Cydia succedana  
    (Dugdale et al. 2005). 
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determined by testing samples of Cydia larvae from pods throughout New Zealand, on the basis of a 
sequence comparison of a single segment of mitochondrial DNA. 
7.2 Materials and Methods 
7.2.1 Sample sites 
The sites were those as described from throughout New Zealand in Chapter 3. One additional site was 
included (Hornby, Christchurch where the host-specificity being tested was tree lupin (L. arboreus), 
see Chapter 6). As there were no pods that reached maturity at McLeans Island, there had not been 
larvae collected. Therefore, green pods were picked (June 2012) in an effort to obtain larvae from this 
site. Two larvae were obtained.  
The number of samples tested for each site is given in Table 7.1. Individual sample numbers, location, 
and date of sampling, and subgrouping of larvae sampled for DNA testing are presented in Appendix 
E.  
Location of sample sites (see 
Chapter 3) 
Number of larval samples  
Homebush 
Coaltrack 
McLeans Island 
Hornby 
Hinewai Reserve 
Greta Valley 
Conway Flat 
Murchison 
Tasman 
Picton 
Onepoto Bay 
Scotts Ferry 
Waitotara 
Wairoa 
Welcome Bay 
7 
3 
2 
2 
3 
5 
1 
6 
30 
7 
7 
10 
16 
2 
11 
Table 7.1: Location of samples and the number of larvae that were 
tested from each site. 
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cooled to room temperature, then 167 µl protein precipitation solution (Qiagen) was added, mixed 
and left on ice for 10 minutes. They were then centrifuged for 5 minutes at 13,000 rpm and the 
supernantant transferred to a new tube. The DNA was extracted with an equal volume of isopropanol 
and centrifuged for 5 minutes at 13,000 rpm. The pellet was washed in 500 µl 70% EtOH, centrifuged 
and air dried. The pellet was re-suspended in 20 µl H2O, left at 55ºC x 10 minutes, then stored at 4ºC 
in the tubes. 
7.2.5 PCR protocol 
Samples underwent PCR followed by sequencing of the PCR product. Initially, sequencing was 
performed from both primers (double strand). However, because of cost, sequencing was only 
performed using FolA for the majority of samples. Samples underwent PCR for the period 21 May to 
16 June 2012.  
The primer pair LCO1490 (5’-GGTCAACAAATCATAAAGATATTGG-3’) and HCO2198 (5’-
TAAACTTCAGGGTGACCAAAAAATCA-3’) was used to amplify a small segment of the mitochondrial 
cytochrome c oxidase subunit 1 gene (Folmer et al. 1994). PCR amplification was performed in 25 µl 
volumes consisting of 0.7U/reaction Fast start polymerase (Roche), buffer, 2 mM MgCl2, and 0.8 µM 
of each primer. Amplifications were carried out in a thermal cycler using 40 cycles of 45 sec at 95°C, 
45 sec at 55°C and 2 min at 72°C. Positive (previously amplified insect DNA) and negative (sdH2O) 
controls were included in each PCR run. The PCR products were visualised on a 1% TAE-agarose gel to 
check size and purity, and then sequenced to confirm identity by the Lincoln University Sequencing 
Unit. 
7.2.6 Data analysis 
Following sequencing, selected PCR products were assembled using ChromasPro 1.42 (Technelysium 
Ltd) and DNAMan 4.0 (Lynnon BioSoft, Canada) and aligned with ClustalW and other programmes in 
MEGA 5 (Tamura et al. 2007). Phylogenetic trees were generated using the Neighbor-Joining method 
(Saitou and Nei 1987). Evolutionary distances were computed using the Kimura 2-parameter method 
(Kimura 1980) and are in the units of the number of base substitutions per site. The percentage of 
replicate trees in which the associated taxa clustered together in the bootstrap test (500 replicates) 
are shown next to the branches (Felsenstein 1985). Sequences were checked for identification also 
using BLASTN (Altschul et al. 1980).  
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7.3 Results 
Sequence comparison among the individual larvae showed most sequences were identical to C. 
succedana strains from previous Genbank records (Figure 7.2, Table 7.2). Within C. succedana, three 
subgroups were found over the 551 bp length. Subgroup 1, which only contained two larvae (53 and 
63) (Plate 7.4 & Plate 7.5), did not exactly align with any previously sequenced material in Genbank. 
Subgroups 2 and 3 aligned exactly with some previous GenBank records (Figure 7.2). Each subgroup 
only differed by 1-2 bp over the entire 551 bp length. There was no relationship between the regions 
that samples were from and the subgrouping. 
In addition to the C. succedana larvae, two further species that were not related to Cydia clustered 
into subgroups, aligning within the genus Stathmopoda (Figure 7.2) (Species 1 & 2). However, there 
were no exact matches in GenBank to either of these groups. Table 7.2 lists the details of the 
sequences that were the closest matches using BLASTN (Altschul et al. 1980). 
Some Stathmopoda spp. adults and larvae are shown in Plate 7.6, Plate 7.7 & Plate 7.8 with specimens 
from this study in Plate 7.9 & Plate 7.10. Plate 7.6 shows an adult Stathmopoda pedella, with a larva 
shown in Plate 7.7. An adult S. melanochra is shown in Plate 7.8. Species 1 came from samples 22, 26, 
65, 84 & 87 and an example is shown in Plate 7.9 and species 2, from samples 80 & 83 is shown in 
Plate 7.10. As a comparison, an adult pair of C. succedana is shown in Plate 7.11 and a larva is shown 
in Plate 7.12. 
 
 
 
 
 
 
 
Plate 7.4: Unknown larva sampled from Homebush on 16 October 2009. 
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Plate 7.5: Unknown larva sampled from Scotts Ferry on 15 July 2010. 
Plate 7.6: Stathmopoda pedella adult  
    (Meyers et al. 2012). 
Plate 7.7: Stathmopoda pedella larva  
    (Meyers et al. 2012). 
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Table 7.2: Sequences used for comparison (closest BLAST matches) 
ACCESSION Species/isolate 
EU684241 
GU088344 
GU096423 
GU828696 
JF707773 
EU684242 
EU684243 
EU684244 
EU684245 
EU684246 
EU684247 
EU684248 
EU684249 
EU684250 
EU684251 
EU684252 
EU684253 
EU684254 
EU684255 
EU684256 
GU372514 
JQ534636 
EF126457 
FJ639413 
AB015867 
JF818792 
JF818790 
Subgroup 1 
Subgroup 2 
 
 
 
 
 
Subgroup 3 
Cydia succedana isolate Cydsuc_48402 
Cydia caryana voucher DNA-ATBI-3072 
Cydia latiferreana voucher jflandry1050 
Cydia nigricana voucher MM03888 
Cydia pomonella voucher cp-001 
Cydia succedana isolate Cydsuc_48404 
Cydia succedana isolate Cydsuc_48601 
Cydia succedana isolate Cydsuc_48602 
Cydia succedana isolate Cydsuc_48603 
Cydia succedana isolate Cydsuc_48604 
Cydia succedana isolate Cydsuc_48704 
Cydia succedana isolate Cydsuc_48901 
Cydia succedana isolate Cydsuc_48902 
Cydia succedana isolate Cydsuc_48903 
Cydia succedana isolate Cydsuc_48904 
Cydia succedana isolate Cydsuc_49201 
Cydia succedana isolate Cydsuc_49202 
Cydia succedana isolate Cydsuc_49203 
Cydia succedana isolate Cydsuc_59802 
Cydia succedana isolate Cydsuc_59902 
Kaniska canace nojaponicum 
Obrima sp. rinconadaDHJ02 
Papilio glaucus voucher PgFY03 
Polygonia gigantea voucher NW166-5 
Rhodinia fugax 
Stathmopoda melanochra voucher MM11236 
Stathmopoda pedella voucher MM02178 
53 & 63 
1, 2, 7, 8, 9, 10, 11, 12, 14, 15, 16, 17, 18, 19, 20, 21, 23, 24, 25, 27, 29, 31, 
33, 34, 37, 38, 40, 41, 43, 44, 46, 50, 55, 56, 57, 58, 60, 61, 62, 66, 68, 69, 
70, 73, 74, 76, 77, 78, 79, 81, 82, 85, 86, 88, 90, 92, 93, 96, 97, 98, 99, 100, 
101, 103, 105, 106, 107, 108, 109, 113, 118, 120, 121, 122, 124, 126, 127, 
128, 131, 132, 133, 134, 135, 137, 141, 143, 145, 146, 148, 5, 6, 39, 42, 
45, 47, 48, 52, 72,75, 89, 110, 147 & 149 
5, 6, 39, 42, 45, 47, 48, 52, 72, 75, 89, 110, 147 & 149 
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Plate 7.10: Species 2 sample, of Stathmopoda genera, sampled from Onepoto Bay on 14 February 
2011. 
Plate 7.8: Stathmopoda melanochra adult  
    (Meyers et al. 2012). 
 
Plate 7.9: Species 1 sample, of Stathmopoda genera, sampled from Waitotara on 19 January 2010. 
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Plate 7.12: Cydia succedana larva, collected from Coal Track, Darfield, Canterbury. 
7.4 Discussion  
Dugdale et al. (2005) stated that C. succedana was synonymized with C. ulicetana, but did note that 
the validity of C. succedana was under review. This suggested the possibility that both C. succedana 
and C. ulicetana are in New Zealand and this needed to be further investigated (Dugdale et al. 2005).  
Paynter et al. (2008b) found that sequence analysis of the COI mtDNA gene provided no evidence for 
cryptic species associated with non-target host plants. COI is a rapid-evolving gene used to detect 
cryptic species of insects (Brunner et al. 2004; Herbert et al. 2004; Simmons and Scheffer 2004; de 
Plate 7.11: Cydia succedana (Denis & Schiffermüller) moths, male (left) and female (right).  
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Leon et al. 2006). If there had been a cryptic species released, it would likely be evident by sequence 
variation within COI (Paynter et al. 2008b). Recently diverged species or intraspecific “host races” 
(Dres and Mallet 2002) may not show variation in the COI region (Meyer and Paulay 2005). To uncover 
such a recently evolved population structure, it may be appropriate to analyse data using multiple loci 
with a high degree of polymorphism by means of microsatellites or AFLPs (Voetdijk et al. 2007). 
Microsatellite loci have been developed for C. pomonella (L.) (Franck et al. 2005; Zhou et al. 2005) but 
attempts to amplify these loci in C. succedana specimens have not succeeded (Paynter et al. 2008b).  
Moths used by Paynter et al. (2008b) were raised from field collected larvae in New Zealand, collected 
from pods of Cytisus scoparius, Genista lydia, Genista monspessulana, Lotus corniculatus, Lupinus 
arboreus and Ulex europaeus. Foster et al. (1987) found that the differences between two tortricids 
may only be distinguishable with the use of sex pheromones. As there had not been a definite finding 
to ascertain if there had been more than one species released in New Zealand, it was considered 
appropriate to test all the larvae that were sampled. This avoided any possible bias introduced by the 
trapping method for adult moths. This testing of larvae from 15 sites throughout New Zealand 
supports the conclusion of Paynter et al. (2008b) that C. succedana is the only Cydia species present 
in New Zealand.  
It could be argued on the basis of small sample size, which ranged from 1 to 30 larvae per site, that 
the presence of another Cydia species may have been missed. However larval numbers depended on 
the adult moth population, which was low at many of the sites. Increasing the number of mature pods 
collected to more than 30 per site (if available) would have increased larval numbers, but whether this 
would have allowed the detection of a species other than C. succedana is not known. The fact that 
only C. succedana was recorded across the 15 sites suggests otherwise. 
Seven larvae were of the Oecophoridae family of which the genus Strathmopoda is a member. There 
were two distinct species, but as records in Genbank could not be matched, species could not be 
ascertained. Of the two most similar species to the sequenced larvae, Stathmopoda pedella Linnaeus 
is present in the United Kingdom and larvae eat seeds of ripening fruits of Alder. Stathmopoda 
melanochra Meyrick is endemic to Australia and New Zealand. This insect is used as a pest control 
agent for gum tree scale (Eriococcus coriaceu Maskell) (Zondag 1977). There have not been any 
previous reports of this species eating U. europaeus seed. All these larvae were from the western side 
of the North Island with one each from Waitotara and Scotts Ferry and the remaining five from 
Onepoto Bay. Visually these larvae looked very similar to C. succedana larvae, as the difference was 
not detected when the pods were opened. Due to an error, some samples were left in the pods, in a 
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deep freeze for a prolonged period. This caused any larvae present to darken, as can be seen in some 
of the plates of samples, making it difficult to ascertain if there were any differences. Adults, however, 
do look very different, with adults of the genus Strathmopoda having coloured areas on the wings 
(Plate 7.6 & Plate 7.8). 
Two samples of larvae were present at the tree lupin site and they were confirmed as C. succedana 
larvae. This confirms that if there are no U. europaeus flowers and/or green pods available, a limited 
number of C. succedana larvae will enter tree lupin pods. However, it is not known if C. succedana 
larvae could survive in tree lupin pods until pupation. In the current research (Chapter 5), none of the 
pods of the legumes tested were entered by C. succedana larvae. 
A further two samples, 53 and 63, (Homebush, sampled 17.12.2009 and Scotts Ferry, sampled on 
15.07.2010 respectively) were placed in subgroup 1, which did not match up with the known C. 
succedana isolates. This difference was only 1 – 2 bps, which was a similar level of variation that was 
seen between all known isolates. While there were three genotypic subgroups, these subgroups did 
not relate to a location or any obvious phenotypic differences. 
7.5 Conclusions 
Larvae DNA testing strongly supported the previous conclusions that only one species of gorse pod 
moth was released in New Zealand. Another two species of moth larvae found in samples from the 
lower western North Island were of another genus, Strathmopoda. The limited information available 
indicates that these moths are usually either gum tree scale or alder feeders. Further research will be 
required to ascertain which species of Strathmopoda is feeding off U. europaeus seed. 
C. succedana larvae do enter L. arboreus seeds but it is not known if the larvae survive to pupation.  
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If U. europaeus flowers are not available at the time of peak C. succedana numbers, can the larvae 
enter pods of other leguminous hosts? The cage trials with both native and introduced legumes 
suggests not, as C. succedana females only laid eggs on U. europaeus in choice tests, even when plants 
other than U. europaeus had flowers/pods available. However at one field site, where U. europaeus 
was not present, C. succedana larvae were found in Lupinus arboreus Sims pods, demonstrating that 
C. succedana may attack other hosts, but the number of invaded pods was very small (< 0.5%) and 
therefore would contribute little to the population of the moth or the non-target plant. 
Fowler et al. (2006) stated that the history of approaches to release and establishment in biological 
control has been ad hoc, although there have been recent research efforts aimed at increasing the 
understanding of the factors that are likely to affect establishment success rates. The benefit from 
increasing the effort put into biological control releases, (e.g. many repeat releases, increasing size of 
releases and careful climate matching) suggests that establishment is a major barrier for many species 
in a new environment. As has been observed in the current study, the climatic conditions are not 
always favourable for C. succedana in many New Zealand sites. If pre-release there had been climatic 
studies completed, along with the host-specificity tests, it may have been possible to release strains 
of C. succedana better suited to the climate conditions of a particular region. 
Sims et al. (2006) found that evaluation was the most important phase of biological control 
programmes, as evaluation can be used to justify past and continuing expenditure, and contributes 
knowledge to general ecological theory and plant-herbivore interactions. In the past, evaluation has 
not always been systematically undertaken due to prioritised funding for finding, testing and delivery 
of agents (pre-release evaluation) (Briese 2004). In most cases there is little assessment of the agents 
beyond the establishment phase (short-term post-release evaluation) (Zalucki and van Klinken 2006). 
It is equally important to focus on the long-term impact of biological control on weed populations, 
rather than agent establishment alone (McFadyen 1998). Long-term post-release evaluation differs to 
short-term evaluation because agents are exposed to prolonged fluctuations in biotic and abiotic 
conditions, as well as novel habitats, as the agents disperse. Long-term evaluation is generally 
overlooked but is fundamental in determining the agents’ impact. Agents can take a long time to 
establish and achieve a reduction in biomass and/or abundance of the plant. Consequently, the 
success of a biological control program should be measured at least 10 years after the release of the 
last agent (McFadyen 1998). The original releases of C. succedana in New Zealand occurred in 1992 
and no long-term post-release evaluation had been completed. Therefore this current research is valid 
and overdue. 
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Taxonomic uncertainty for the genus Cydia had led to uncertainty about whether C. succedana was 
the only species originally introduced into New Zealand. Paynter et al. (2008b) reported the presence 
of only C. succedana. However they used DNA samples from only 30 moths, originating from 14 sites, 
raised under laboratory conditions. In the present study DNA testing of larvae from U. europaeus pods 
from around New Zealand confirmed the conclusion of Paynter et al. (2008b). An unexpected finding 
was the presence of larvae of two Stathmopoda species, previously not reported from U. europaeus.  
8.2 Potential approaches to more successful biocontrol of Ulex europaeus 
Briese (2004) found that demographic indicators of success, including agent establishment, damage 
to individual plants and weed populations, and long-term vegetation changes become crucial for long-
term evaluation particularly when control of weed populations is partially, locally or temporally 
variable. These factors should be evaluated at each stage during the course of an individual control 
project. However, this study has found that there was a lack of any of this prior to the release of 
C. succedana in New Zealand. There has also been a lack of follow-up, with only a minimal study of 
the effectiveness of C. succedana approximately 10 years after the release (Sixtus 2004). 
Ecological models are a useful tool for evaluating the success or failure of long-term biological control 
programmes (Sims et al. 2006), if they are undertaken prior to the release of a new biological control 
agent.  Modelling evaluation is often necessary as few biological control programmes record the data 
necessary to compare populations before agent introduction with population’s post-biological 
control. Modelling plant population dynamics is increasingly used for predicting the effect of biological 
control organisms on the population dynamics of a target weed (Buckley et al. 2003). However, long-
term post-release modelling is rarely conducted (Sims et al. 2006). 
Models can be built using data from populations before biological control agents are released and the 
outcome of simulated control on model populations can be evaluated (Rees and Paynter 1997). 
Alternatively, models can be built using data on agent damage and plant performance after agents are 
introduced to assess how different levels of damage may affect plant population dynamics (Buckley 
et al. 2003). A model for biological control evaluation needs to include weed demography and may 
include agent demography (Buckley et al. 2005) and/or other abiotic factors which may influence 
weed or agent abundances (Buckley et al. 2003).  
The success of biological control needs to be evaluated throughout the entire programme. This 
includes the collection of quantitative data on weed abundance and demographic data before and 
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after any agent is released. Evaluation of success becomes more difficult in the absence of pre-release 
data. Long-term evaluation needs to be given higher priority and integrated into the framework and 
funding of biological control programs. Therefore, if there are to be any new biological agents or 
strains to be considered for release in New Zealand to control U. europaeus in the future, it is vital 
that modelling takes place prior to any releases. As the current research has shown, the release of C. 
succedana has not brought about any control on the seed production of U. europaeus. This then asks 
the question “What could be achieved if we have the vital data, i.e. thermal limits of both U. europaeus 
and any new agent?  
Is it possible to improve the biological control of U. europaeus? While the original strains of C. 
succedana released in New Zealand were from Cornwall and Viana do Castelo, Portugal, were they 
strains best suited for the New Zealand climate? Comparisons of the climatic data from Cornwall and 
Viana do Castelo with Hinewai Reserve and Welcome Bay show that there are marked differences. 
Hinewai Reserve, had the lowest 20 year minimum temperature average of the New Zealand sites, 
which was lower than the records showed for Viana do Castelo and Cornwall (Table 8.1) The highest 
maximum temperature 20 year average in New Zealand was at Welcome Bay, which was higher than 
Cornwall but similar to Viana do Castelo (Table 8.1) (Cornwall Annual Weather Averages 2014; 
Portugal Travel Weather Averages 2014). The annual rainfall for Cornwall was lower than for the two 
New Zealand sites (Figure 8.1, Table 8.1), while Viana do Castelo has an average annual rainfall higher 
than most New Zealand sites (Figure 8.1). The average maximum and minimum temperatures for 
Viana do Castelo are higher than most of the New Zealand sites (Portugal Travel Weather Averages 
2014) (Figure 8.1). 
Table 8.1: Total annual rainfall and average minimum and maximum temperatures for Cornwall 
(UK) and Viana do Castelo (Cornwall Annual Weather Averages 2014; Portugal Travel 
Weather Averages 2014). 
Site 
 
Total rainfall (mm) Average Maximum 
temperature (°C) 
Average Minimum 
temperature (°C) 
Viana do Castelo 
Cornwall 
Hinewai Reserve 
Welcome Bay 
1470 
1010 
1650 
1189 
19.8 
12.9 
13.9 
19.7 
9.8 
8.1 
5.8 
11.0 
As these climatic records show, there are climate differences between the New Zealand sites and 
Cornwall and Viana do Castelo, but it is not known how important these are. This begs the question 
“Would strains of C. succedana from regions of Europe with more similar climates to New Zealand 
have been be more effective in the biological control of U. europaeus?” In order to answer this, it 
would be necessary to identify European C. succedana populations and compare climatic data at these 
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sites with those for New Zealand. From the climatic information that was gathered in this study, 
indications are that the minimum temperature is the most important factor governing the start of the 
egg development of C. succedana (see Chapter 4). 
There is already a New Zealand example of different regions requiring different strains of a biological 
agent. Tetranychus lintearius Dufour, was released in 1989 for the control of U. europaeus, but the 
strain released was not suitable in areas with wetter climates, for example the West Coast of the South 
Island. Hill et al. (1991a) found new strains from Spain and Portugal they considered were more 
suitable for the wetter regions of New Zealand, and these new strains did become established in these 
wetter areas, although their ability to control U. europaeus has never been assessed (Hill et al. 1991a). 
The original strain of T. lintearius came under severe pressure following establishment, possibly by 
Phytoseiulus persimilis Athias-Henriot (McMurtry and Croft 1997). In Canterbury, the T. lintearius 
population was initially very high, but in 2010 the agent was not found at several sites examined (pers. 
obs. Sixtus 2010).    
There are several other Cydia species which feed off different parts of U. europaeus (Bradley et al. 
1979; Emmet 1988) as well as several C. succedana sub-species (Bradley et al. 1979). C. lathyrana and 
C. scopariana feed on U. europaeus roots (Emmet 1988). Hill (1983) had reported that there were no 
suitable agents that attack Ulex roots, crowns or woody stems but the information of Emmet (1988) 
suggests otherwise. 
C. internana and C. erectana also feed off U. europaeus seed, but have only one generation per year 
(Emmet 1988). However this may not be a problem if their phenology coincided with summer gorse 
seed production. This is not known for the New Zealand environment. Note that Bradley et al. (1979) 
listed C. erectana as a sub-species of C. internana.  
Danilevsky and Kuznetzov (1968) recognised C. succedana and C. ulicetana as separate species but 
Bradley et al. (1979) and Emmet (1988) considered C. ulicetana to be an inferior synonym of 
C. succedana. Other species that are classified as sub-species of C. succedana include C. asseclana, 
C. decorana and C. consequana (Bradley et al. 1979). Presumably the release of these sub-species into 
New Zealand would not be advantageous because they would have similar threshold temperatures as 
well as similar feeding habits to the C. succedana already introduced.  
These species and sub-species may assist in the biological control of U. europaeus, especially if two or 
more species fed off different parts of the weed; for example, C. succedana as a seed-feeder and 
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C. lathyrana / C. scopariana as root feeders. Further study is required to find if combinations of Cydia 
species could provide improved control of U. europaeus. 
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Figure 8.1: The monthly average minimum and maximum temperatures and the monthly total rainfall 
at the sites where Cydia succedana originated from: a) Viana do Castelo, b) Cornwall (Cornwall 
Annual Weather Averages 2014; Portugal Travel Weather Averages 2014).  
When U. europaeus was introduced into New Zealand as a hedging plant, the possibility that the 
relatively mild environment and absence of natural predators would rapidly lead to U. europaeus 
becoming a major weed was not anticipated. There was a period of approximately 100 years before 
any biological control agents were introduced in an attempt to control U. europaeus, and it was 
another 50 years before the concept of biological control of U. europaeus gained any momentum. As 
a consequence, many New Zealand soils, particularly in non-cultivatable and/or non-farmed areas, 
now contain large numbers of U. europaeus seeds, which can remain viable for a long period. 
Therefore expecting biological control of U. europaeus in New Zealand to be successful was a 
challenge. U. europaeus is more prolific in New Zealand than in the United Kingdom and it takes 
considerable time between the release of a new biological control agent and establishment of that 
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agent to reach population levels that would be effective. It is now evident that C. succedana alone is 
not able to provide effective control of U. europaeus in New Zealand. However, as noted above, 
biocontrol may help to reduce the impact of U. europaeus in some areas if other biocontrol agents 
were also present. Therefore, there are some aspects of both U. europaeus and other biological agents 
present in Europe that should be further investigated. 
The first is a possible role for other members of the Cydia family that also feed on U. europaeus 
(Bradley et al. 1979). This has been discussed earlier in this chapter. Secondly, a reassessment of the 
ten potential biocontrol agents (Table 8.2) that Hill and Gourlay (1989) stated were suitable for release 
in New Zealand, but were not released, may be warranted.  
Table 8.2: Potential European insects for biological control of Ulex europaeus in New Zealand . 
Species Family Feeding site 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
“Material removed due to copyright compliance.” 
The reasons why these agents were not considered for release after testing are as follows (Hill, pers. 
comm. 2013):  
a) E. scutellare was extensively tested but it was very difficult to use in the host range 
tests, and it was considered that the effects on host fitness were not likely to be 
significant. This agent did not establish when released in Hawaii.  
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b) Even though the gall former, A. ulicis, destroyed many buds, it was considered that 
the prolific flowering ability of U. europaeus would compensate for this bud 
destruction, minimising the effectiveness of the biological control agent.  
c) Dasineura sp. activity was very difficult to find because the damage on the plant is so 
subtle (slight narrowing of internodes).  
d) D. strichnocera damaged L. arboreus, which at the time was regarded as important as 
it was used for retaining sand dunes (Hill and Gourlay 1989). Hill and Gourlay (1989) 
found that D. strichnocera also developed on C. palmensis in the laboratory, but there 
is no information regarding the survival of this agent on C. palmensis in the field.  
e) The two moth species feeding in flowers, A. nervosa and A. spartiella, were not 
considered able to become effective because of the prolific flowering of U. europaeus.  
f) C. albicosta feeds from the outside on pods; C. succedana was introduced instead 
because its entry into the pods was considered a better mechanism.  
g) P. ulicicolella was never found in the larval form and is very rare.  
h) S. gallicella was released at one site (Burnham). Establishment of this species was 
never likely given the small numbers released.  
i) O. ulicis has large populations, but does not greatly damage flowers. It was considered 
that this damage would be insufficient to provide effective control. 
Of these biological agents D. strichnocera should be further investigated, as the survivability of 
L. arboreus is not now an issue because this legume is not now highly regarded for retaining sand 
dunes. Possible damage to C. palmensis should be determined under field conditions within Europe. 
The two moths which feed on flowers should have further work completed, but only if they have a 
threshold temperature which is closer to the threshold temperature of U. europaeus and if they will 
feed on a significant portion of U. europaeus flowers. C. albicosta should be re-investigated to 
determine if it would be complementary to C. succedana. 
If the concept of biological control of U. europaeus is to be pursued, research should therefore focus 
on whether a combination of agents would be possible to increase effectiveness; all the previous 
releases have just been for a single agent. For example, the presence of E. ulicis (which in the United 
Kingdom was reported to destroy over 90% of pods, (Davies 1928) and previous records at South Island 
sites have also shown a high percentage of spring produced pods were damaged (Hill et al. 1991a), 
although during the current study, the level of U. europaeus pods damaged by E. ulicis was not as high 
as previous records. However, E. ulicis was more effective at the South Island sites than at the North 
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Island sites. As covered in Chapter 6, at McLeans Island there were no pods that reached maturity due 
to the high population level of the seed feeder C. succedana, and possibly E. ulicis. Also present at this 
site was Anisoplaca ptyoptera Meyrick, which restricted the new growth of U. europaeus and caused 
the death of many branches.  
Overseas, biological control of different weeds has often seen several agents released, some of which 
have been successful, e.g. in Australia the weed Mimosa pigra L. is being controlled by Carmenta 
mimosa Eichlin & Passoa and Neurostrota gunniella (Busck) (Heard 2012). Ideally, the concept of 
having more than one agent released in an area would include an agent that fed off green shoots, 
another off green pods and another off hardened shoots or pods. If there were to be a re-assessment 
of biological control of U. europaeus in New Zealand, the first aspect to study should be re-assessing 
the agents that were considered potentially suitable but have not been released in New Zealand. 
There were also some aspects of research that the author feels would be useful in order to gain a 
better understanding of the phenology of U. europaeus and C. succedana. The outline of this follows.  
As noted in the field during this study, the length of time between flowering and green pod 
development was temperature dependent. However, no records for individual flowers were kept. 
Therefore, further research into the phenology of U. europaeus should include the time of first flower 
appearance and whether individual flowers were successfully fertilised and pods developed, or 
whether they were aborted. This should be done at sites where U. europaeus has both a single and 
two reproductive cycles per season. This would provide information on the length of time that the 
pods can take to reach maturity, which may assist in finding further suitable biological control agents. 
It may be an advantage to find biological control agents which can feed off seeds that are approaching 
maturity, but this is not known at this stage. This would allow C. succedana to feed on newly 
developing seeds, and if available and able to be released, the other agent would feed on seeds not 
damaged by C. succedana.  
As the current work indicated, there is no definite information on threshold temperatures for either 
U. europaeus or C. succedana. This would be useful information to obtain, as better biological control 
of U. europaeus may be obtained if the threshold temperature was known. The current research 
demonstrated that C. succedana was not present when U. europaeus was at the flowering peak. If the 
threshold temperature of U. europaeus was known, different strains of C. succedana or another agent 
that had a lower threshold temperature may be able to be more effective. Previous research work on 
different Cydia pest species has found that development and reproduction ceases when the daily 
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maximum temperature reaches 32-34°C. It is not known if the upper threshold temperature of 
C. succedana is similar to this.  
It would be useful to find the upper threshold for seed development of U. europaeus also, as the use 
of biological control agents could be limited by this factor. This is because either the seed development 
of U. europaeus would cease before activity of the biocontrol agent, or the biocontrol agent would 
enter a diapause stage, thus allowing more seed to be stored in the seed bank. As climate change has 
a greater impact on the agricultural sector, with higher maximum temperatures becoming the norm, 
the possible impacts imposed by higher temperatures on both the weed and the biological control 
agent require further research, possibly by using modelling predictions such as CLIMEX (Kriticos and 
Randall 2001). CLIMEX can support model-fitting to a global plant distribution, and includes a climate 
change scenario mechanism, thus providing an insight into the plant’s ecological response (Kriticos 
and Randall 2001) For example, (Kriticos et al. 2003) used CLIMEX to predict the potential spread of 
Acacia nilotica (L.) Delile (Fabaceae) ssp. indica Brenan (prickly pear). They reported that the potential 
distribution of A. nilotica within Australia would increase. For U. europaeus, which is already 
widespread in New Zealand, whether increased temperature would allow two reproductive seasons 
instead of the present one at more southern locations would be useful information, or on the other 
hand, would higher temperatures reduce U. europaeus reproduction, possibly by reducing pollen 
viability and decreasing seed set?. 
One of the challenges of climate warming is predicting how biological systems will respond to a rapidly 
changing climate. Climate change may impact on insect species generally, as well as assessing how 
different groups of insects may respond. Insects are regarded as being ectothermic; many do have the 
ability to regulate their body temperatures and keep them constant using physiological and 
behavioural mechanisms (Andrew and Terblanche (2013). For instance, Lepidoptera bask in the sun 
prior to flying in order to raise the body temperature. However, once the body temperature reaches 
the upper threshold (38-48°C), higher temperatures can become lethal, and in order to cool down, a 
range of different behavioural mechanisms need to be employed. One possibility of climate warming 
is that the behavioural methods that the insect use to cool themselves will have to be used more 
often, resulting in less time for other fundamental functions such as reproducing and finding food 
(Andrew and Terblanche 2013). This may affect their ability to provide biological control. Modelling of 
this will help ascertain what the impact will be. 
Andrew and Hughes (2007) found the guild structure of herbivorous Hemiptera and Coleoptera was 
similar between host plants transplanted to a warmer climate and the same host species within its 
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current temperature range. Rates of herbivory were similar on Acacia falcata Willd. If these results 
can be generalized to other plant hosts, predictions may be that as climate zones shift poleward, and 
if mobile organisms like flying insects respond by migrating to stay within their current climatic 
envelope, plants may be colonized by new herbivore species within similar feeding habits to those 
currently supported. Further research regarding the spread of C. succedana in New Zealand is required 
in this matter. 
Andrew and Terblanche (2013) stated that high temperature tolerant traits of species appear to be 
constrained and less variable than low temperature tolerant traits. Estimations using selection and 
heritability experiments suggest that upper thermal limits may not increase much. This suggests that 
many species are already at their genetic limits of high temperature tolerance, with little evolutionary 
capacity for further changes. Therefore for biocontrol of U. europaeus, possible candidate biological 
control agents may have to be sourced from warmer climates than those of northern-Europe. 
Whether any potentially suitable species exist is not yet known.  
However in order to determine the future impacts of climate change on biodiversity, a move must be 
made from simple assumptions about the geographic range. A more mechanistic understanding of 
species’ potential for range shifts under climate change is needed because asynchronous changes 
across species will alter community composition and ultimately affect ecosystem services (Pelini et al. 
2009). 
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to pastoral farming (Anon. 1968a). Hinewai Reserve was a sheep farm up until 1987, when all 
livestock were removed. Scrub material, including U. europaeus, bracken (Pteridium sp.) and 
manuka (Leptospermum scoparium J.R. Forst. & G. Forst.) initially dominated. However, native 
vegetation has regenerated, and these species are now dominating the horizon. These include 
tree fuchsia (Fuchsia excorticata (J.R. Forst and G. Forst)), mahoe (Melicyutus ramiflorus Forst), 
five finger (Pseudopanax arboreus (Murray) Phillipson), lacebark (Hoheria spp. Cunn.) as well as 
several podocarps including totara (Podocarpus totara Cunn.), matai (Prumnopitys taxifolia (D. 
Don) de Laub.) and kahikatea (Dacrycarpus dacrydioides (A. Rich) de Laub.). 
(v) Greta Valley: The soil at Greta Valley is a Glendhu yellow-grey earth. This site is dry-hygrous (Anon. 
1968a). The sample area was within a Pinus radiata forest, planted approximately 20 years ago. 
Sheep grazed under the trees on pasture. 
(vi) Conway Flat: Conway Flat soil is a Hurunui sandy loam, a soil of the steep lands. This soil is skeletal 
yellow-grey to yellow-brown earths. Hurunui sandy loam is a poor soil developed on the 
moderately steep to steep hills between the Kowhai and Conway rivers. It is sandier and less stony 
than Hurunui stony loam. It has a weaker structure of the topsoil aggregates (Gibbs and Beggs 
1953). This land is used for sheep and beef farming, along with forestry. The site for the study was 
used for sheep and beef grazing, with U. europaeus plants interspersed amongst the pasture. 
(vii) Murchison: Murchison has an Ahaura soil, which is a lowland yellow-earth, hygrous to 
hydrous. Soil moisture is normally at or near field capacity; therefore it is uncommon for the soils 
to dry out. The soils are formed on a variety of unconsolidated deposits derived from greywacke, 
schist, granite, sandstones, mudstones, and residue from decalcification and weathering of 
limestones and calcareous sandstones (Anon. 1968a).  
Principle topsoil profile features are shallow greyish brown to dark greyish brown silt loam to loam 
topsoils with granular or crumb structure. Subsoil is yellowish brown to brownish yellow friable to 
firm or very firm silt loam with occasional mottled grey or thin iron pans, with moderately 
developed blocky structure. The soils are strongly leached (Anon. 1968a). A lot of this area has 
been planted in forest and the study site was on the side of a farm track beside a forestry area.   
(viii) Rough / Rabbit Island: The soil at Rough and Rabbit Islands is a Tahunanui sand and gravel. 
The sand is derived from sediments of mixed origin carried by rivers to the sea and deposited on 
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the beaches. Much of this soil is of very low relief. Most of the soils are formed on sand of varying 
depth, but there are extensive areas of gravels on the islands (Chittenden et al. 1966). 
Chittenden et al. (1966) reported that areas of Rough and Rabbit Islands are flattish and low, with 
soil profiles that indicate a high but fluctuating water table, as shown in the following profile: 125 
mm dark grey fine sand, very friable, weakly developed medium granular structure; 75 mm pale 
yellowish grey fine sand, structureless, massive; on reddish brown fine sand, very friable, very 
weak aggregation to granular structure and tendency to iron cementing. 
The islands are reserves; therefore the use is limited to some forestry and recreational uses. 
(ix) Picton: The Picton site had a Kenepuru soil, which is a hygrous to hydrous lowland yellow-brown 
earth (Anon. 1968a), similar to that at the Murchison site. This area was used for dry stock grazing. 
(x) Wainuiomata: The Wainuiomata site was on a Ruahine-Rimutaka yellow-brown earth, which is a 
moderately clay alluvial among the steep hill country in the North Island (Gibbs et al. 1968). This 
area was a reserve area, owned by local bodies. Vegetation was U. europaeus along with other 
scrub material, e.g. Cytisus scoparius (L.) Link (Scotch broom) and Pteridium aquilinum (L.) Khun 
(common bracken). 
(xi) Porirua: The Porirua site was on a Porirua-Paremata yellow-grey earth with intergrades to Central 
yellow-brown earths. The soils are more leached than modal yellow-grey earths but dry out to a 
lesser extent (Gibbs et al. 1968). This area was also owned by local bodies and the vegetation was 
scrub material similar to that of Wainuiomata. 
(xii) Scotts Ferry: At Scotts Ferry, the soil is coastal sand country with the dunes dominant and the 
soil type is Waitarere-Hokio, with Waitarere dominant. The parent material is wind-blown coastal 
sand. The soil profile is dark greyish brown sand with a single grain and crumb structure and olive 
grey sand with single grain structure (Campbell 1979).  
Predominant vegetation is marram grass (Ammophila spp.), lupin (Lupinus spp.), U. europaeus and 
some pines. Being sand, the overall drainage rate is excessive, making the area susceptible to 
extensive wind erosion and sand drifting. The instability and soil moisture deficiency make the 
area unsuitable for cropping, forestry and pastoral use (Campbell 1979).  
(xiii) Waitotara: Soil at the Waitotara site was a Westmere silt loam. The soil classification is a 
weakly leached intergrade between yellow-brown loams and brown loams. The parent rock is 
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mixed subareial andesitic and quartzo-feldspathic materials. Land use includes intensive and very 
intensive sheep, beef and dairy farming (Wilde 1976). The study area was in a paddock used for 
dry stock grazing.  
(xiv) Wairoa: The soils at the Wairoa site are Pakarae hill soils and Awamate soils. Pakara is a 
yellow-brown earth and related steepland soil. The parent material is shallow Taupo pumice and 
Waimihia formation overlying weathered rhyolitic tephra on siltstone on stable ridges or overlying 
siltstone only on unstable slopes (Rijkse 1980). 
Awamate soil is a slowly accumulating recent soil, and is weakly to moderately gleyed. The parent 
material is alluvium from mudstone, siltstone, sandstone and tephra. The soil is typically greyish 
brown silt loam with a moderate nut structure and fine yellowish red mottles along root channels 
and is friable (Rijkse 1980). The site was in a paddock on a sheep and beef farm.  
(xv) Welcome Bay: The site at Welcome Bay had yellow-brown pumice soil, of the Paengaroa-
Ohinepanea type. Yellow-brown pumice soils are derived from rhyolitic materials. The soil has 150 
to 200 mm black granular sand on brown loose sand (Gibbs et al. 1968). The main characteristics 
are black to brown sandy loam topsoils over yellowish-brown to yellow sandy loam subsoils. The 
soils are very friable and free draining and moderately to strongly leached of nutrients (Anon. 
1962). The site was in a dry stock area.  
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1Data are means from 15 replicate plants per site 
 
Estimates of the percentages for each reproductive stage (bud, flower, green pod & black pod) of Ulex europaeus at the experimental sites1. 
 Site 
 
 
Month 
Hinewai Reserve Greta Valley Conway Flat 
Reproductive Stage Reproductive Stage Reproductive Stage 
Bud Flower Green 
pod 
Black 
Pod 
Bud Flower Green 
Pod 
Black 
Pod 
Bud Flower Green 
Pod 
Black 
Pod 
Aug 09 
Sep 09 
Oct 09 
Nov 09 
Dec 09 
Jan 10 
Feb 10 
Mar 10 
Apr 10 
May 10 
Jun 10 
Jul 10 
Aug 10 
Sep 10 
Oct 10 
Nov 10 
Dec 10 
Jan 11 
Feb 11 
Mar 11 
Apr 11 
May 11 
 
47±22 
30±24 
2±5 
0 
0 
0 
15±14 
85±33 
2 
97±9 
99±3 
94±12 
2 
35±25 
1±2 
0 
0 
45±26 
89±6 
98±7 
96±6 
 
53±22 
70±24 
86±5 
25±28 
3±6 
0 
0 
0 
2 
0 
1±3 
6±12 
2 
60±24 
84±15 
8±9 
0 
0.3±10 
0 
0 
1±2 
 
0 
0 
1±2 
25±17 
3±19 
45±18 
4±9 
0 
2 
0 
0 
0 
2 
0 
6±8 
50±27 
52±19 
1±2 
0 
0 
0 
 
0 
0 
0 
0 
0 
0 
12±16 
0 
2 
0 
0 
0 
2 
0 
0 
0 
0.4±1 
28±31 
1±3 
0 
0 
27±36 
1±3 
0 
0 
0 
0 
0 
2 
2 
2 
66±33 
73±30 
27±24 
0 
0 
0 
0 
0 
56±33 
37±31 
1±13 
1±2 
0 
0 
0 
2 
2 
2 
7±12 
19±24 
22±13 
18±19 
4±8 
0 
0 
0 
16±26 
59±30 
84±13 
79±26 
0 
0 
0 
2 
2 
2 
2±8 
6±15 
14±18 
24±18 
48±24 
0 
0 
0 
0 
1±2 
5±4 
20±26 
100 
100 
0 
2 
2 
2 
 
0 
0 
1±3 
3±9 
4±12 
16±16 
0 
2 
2 
0 
0 
2 
2 
34±45 
91±19 
84±20 
62±29 
63±29 
46±32 
2 
10±10 
0 
0 
0 
0 
2 
2 
39±21 
3±8 
2 
2 
0.3±1 
7±17 
14±15 
36±30 
33±28 
39±25 
2 
40±23 
9±10 
0.3±1 
0 
0 
2 
2 
60±20 
60±34 
2 
2 
0 
0 
2±7 
0 
1±3 
12±15 
2 
48±27 
66±23 
50±41 
3±8 
0 
2 
2 
1±3 
34±35 
2 
2 
0 
0 
0 
0 
0 
0 
2 
1±3 
20±29 
30±29 
14±26 
0 
1Data are means from 15 replicate plants per site 
2Site was not inspected this month  
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Estimates of the percentages for each reproductive stage (bud, flower, green pod & black pod) of Ulex europaeus at the experimental sites1. 
 Site 
 
 
Month 
Murchison Tasman Picton 
Reproductive Stage Reproductive Stage Reproductive Stage 
Bud Flower Green 
pod 
Black 
Pod 
Bud Flower Green 
Pod 
Black 
Pod 
Bud Flower Green 
Pod 
Black 
Pod 
Aug 09 
Sep 09 
Oct 09 
Nov 09 
Dec 09 
Jan 10 
Feb 10 
Mar 10 
Apr 10 
May 10 
Jun 10 
Jul 10 
Aug 10 
Sep 10 
Oct 10 
Nov 10 
Dec 10 
Jan 11 
Feb 11 
Mar 11 
72±20 
25±26 
0 
0 
2 
0 
93±10 
94±7 
83±18 
84±17 
76±27 
51±33 
48±27 
34±17 
6±5 
3 
3 
3 
3 
3 
28±20 
68±23 
45±12 
9±8 
2 
0 
0 
2±3 
10±14 
13±17 
18±24 
39±28 
41±22 
47±16 
54±29 
3 
3 
3 
3 
3 
0 
7±9.2 
58±11.8 
85±8.3 
2 
0.3±1.3 
0 
0 
0.3±1.3 
1±1.8 
2±4.2 
6±9.4 
11±14 
15±17.9 
33±30.1 
3 
3 
3 
3 
3 
0 
0 
0 
5±5 
2 
37±22 
0 
0 
0 
0 
0 
0 
0 
0 
0 
3 
3 
3 
3 
3 
24±25 
20±24 
2±4 
0 
0 
0 
62±41 
2 
2 
20±25 
25±27 
33±29 
21±23 
6±8 
1±2 
0 
0 
46±51 
65±30 
31±30 
71±23 
68±24 
65±19 
26±25 
1±3 
0 
10±16 
2 
2 
40±24 
51±22 
50±28 
53±15 
73±20 
49±33 
41±37 
0 
0.3±1 
35±30 
21±17 
1±2 
4±5 
30±19 
53±20 
12±21 
0 
0 
2 
2 
18±12 
6±8 
2±5 
20±19 
19±18 
21±19 
24±20 
0 
0 
0 
19±22 
3±6 
7±11 
4±7 
22±16 
81±30 
0 
0 
2 
2 
23±24 
17±21 
15±24 
5±9 
3±6 
30±24 
35±27 
7±26 
0 
0 
0 
 
 
 
0 
0 
2 
94±6 
2 
57±34 
2 
2 
48±21. 
36±21 
24±19 
14±8 
0 
0 
0 
 
 
 
22±14 
0 
2 
2±3 
2 
42±33 
2 
2 
45±20 
53±19 
71±19 
48±23 
23±20 
4±7 
0 
 
 
 
65±14 
10±10 
2 
0 
2 
0 
2 
2 
0 
3±5 
8±8 
4±4 
31±21 
62±17 
26±31 
 
 
 
0 
8±12. 
2 
0 
2 
0 
2 
2 
0 
3±7 
1±1 
0 
1±2 
27±31 
0 
1Data are means from 15 replicate plants per site 
2Site was not inspected this month 
3Site was not included in the study this month  
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Estimates of the percentages for each reproductive stage (bud, flower, green pod & black pod) of Ulex europaeus at the experimental sites1. 
 Site  
 
 
Month 
Wainuiomata Porirua Scotts Ferry 
Reproductive Stage Reproductive Stage Reproductive Stage 
Bud Flower Green 
pod 
Black 
Pod 
Bud Flower Green 
Pod 
Black 
Pod 
Bud Flower Green 
Pod 
Black 
Pod 
Aug 09 
Sep 09 
Oct 09 
Nov 09 
Dec 09 
Jan 10 
Feb 10 
Mar 10 
Apr 10 
May 10 
Jun 10 
Jul 10 
Aug 10 
Sep 10 
Oct 10 
Nov 10 
Dec 10 
Jan 11 
Feb 11 
Mar 11 
Apr 11 
 
5±4 
4±4 
1±3 
0 
4±6 
13±8 
24±11 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
 
68±25 
23±18 
4±5 
0 
0 
25±21 
28±15 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
 
2±3 
7±7 
7±10 
2±4 
0 
2±6 
12±12 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
 
25±26 
14±11 
2±7 
1±4 
0 
0 
2±4 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
25±17 
24±9 
18±11 
16±6 
1±3 
2±3 
0 
9±9 
35±19 
22±18 
37±23 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
26±21 
55±19 
69±20 
68±18 
19±25 
5±13 
0 
18±28 
35±23 
46±25 
38±19 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
2±2 
2±3 
1±3 
3±4 
5±5 
4±8 
4±9 
0 
2±8 
6±6 
13±12 
3 
3 
3 
3 
3 
3 
3 
3 
3 
3 
7±13 
4±13 
4±10 
3±8 
2±4 
3±4 
2±4 
1±3 
1±3 
4±7 
2±4 
 
12±18 
5±8 
0 
0 
4±7 
20±17 
12±9 
6±8 
7±8 
4±6 
7±8 
3±6 
2±4 
0 
0 
0 
47±31 
8±8 
5±6 
11±11 
 
30±20 
16±23 
3±7 
0 
2±5 
48±32 
30±19 
9±8 
19±25 
14±17 
14±11 
13±11 
24±23 
4±9 
1±2 
0 
4±7 
29±25 
19±21 
13±10 
 
7±9 
1±3 
3±7 
0 
0 
3±6 
43±26 
21±23 
7±6 
10±12 
9±10 
10±9 
5±9 
0 
0 
0 
0 
8±8 
23±28 
27±21 
 
6±9 
3±5 
0 
0 
0 
0 
1±2 
25±23 
22±26 
2±3 
4±6 
5±11 
3±3 
0 
0 
0 
0 
0 
4±30 
25±24 
1Data are means from 15 replicate plants per site 
2Site was not inspected this month 
3Site was not included in the study this month 
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Estimates of the percentages for each reproductive stage (bud, flower, green pod & black pod) of Ulex europaeus at the experimental sites1. 
 Site 
 
 
Month 
Waitotara Wairoa Welcome Bay 
Reproductive Stage Reproductive Stage Reproductive Stage 
Bud Flower Green 
pod 
Black 
Pod 
Bud Flower Green 
Pod 
Black 
Pod 
Bud Flower Green 
Pod 
Black 
Pod 
Aug 09 
Sep 09 
Oct 09 
Nov 09 
Dec 09 
Jan 10 
Feb 10 
Mar 10 
Apr 10 
May 10 
Jun 10 
Jul 10 
Aug 10 
Sep 10 
Oct 10 
Nov 10 
Dec 10 
Jan 11 
Feb 11 
Mar 11 
Apr 11 
 
27±12 
21±9 
2±4 
0 
8±22 
10±14 
12±15 
24±22 
27±24 
26±19 
35±20 
25±12 
19±12 
7±6 
2±3 
0 
5±11 
21±31 
10±14 
43±29 
 
58±13 
26±13 
8±14 
0 
4±13 
7±12 
16±21 
38±27 
19±15 
29±17 
26±15 
29±17 
21±13 
23±22 
8±19 
0 
4±10 
4±8 
11±16 
44±27 
 
10±6.7 
42±20 
12±12.8 
1±5.2 
0 
0 
1±2.6 
10±11.6 
9±7.9 
11±10.5 
4±8.1 
15±10.3 
8±4.9 
19±22.2 
8±8.8 
1±2.6 
0 
0 
3±6 
4±6 
 
5±5 
11±7 
6±5 
1±4 
1±3 
0 
0 
0 
3±4 
4±6 
2±4 
5±3 
2±2 
2±2 
5±6 
0 
0 
0 
0 
0 
 
17±13 
1±3 
1±3 
1±3 
1±4 
10±11 
2 
2 
2 
2 
2 
2 
2 
2 
0 
0 
2±5 
15±25 
29±24 
56±35 
 
31±16 
18±13 
6±10 
1±2 
1±3 
10±17 
2 
2 
2 
2 
2 
2 
2 
2 
8±8 
0 
0 
4±13 
14±20 
20±28 
 
10±7 
14±12 
19±17 
7±8 
0 
0 
2 
2 
2 
2 
2 
2 
2 
2 
21±21 
2±3 
0 
0 
3±10 
1±5 
 
19±18 
8±5 
7±5 
13±12 
4±5 
0 
2 
2 
2 
2 
2 
2 
2 
2 
4±4 
15±18 
9±13 
0 
0 
0 
 
 
 
0 
0 
0 
33±28 
24±20 
25±22 
23±20 
2 
7±4 
25±14 
2 
4±3 
2 
0 
 
 
 
46±12 
0 
0 
20±22 
22±27 
14±12 
15±11 
2 
13±9 
27±15 
2 
20±15 
2 
1±1 
 
 
 
49±11 
48±9 
0 
4±8 
1±2 
19±17 
13±15 
2 
17±11 
16±10 
2 
14±8 
2 
0 
 
 
 
0 
44±9 
91±8 
0 
0 
4±7 
10±14 
2 
14±13 
14±15 
2 
16±9 
2 
43±17 
1Data are means from 15 replicate plants per site 
2Site was not inspected this month 
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Simple regression at the four Canterbury sites (Homebush, Coaltrack, McLeans Island & Hinewai 
Reserve), where the response variable was the number of moths trapped and the explanatory 
variable was the mean minimum temperature for different 3 monthly periods: a) Aug. – Oct. 
2009, b) Nov. 2009 – Jan. 2010, c) Feb. – Apr. 2010, d) Aug. – Oct. 2010, e) Nov 2010 – Jan. 
2011, f) Feb. – Apr. 2011. 
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(a) r = 0.104 (n.s.) (d) r = 0.019 (n.s.)
(e) r = 0.095 (n.s.)
(f) r = 0.376 (n.s.)(c) r = 0.148 (n.s.)
(b) r = 0.121 (n.s.)
 
Simple regression at the four Canterbury sites (Homebush, Coaltrack, McLeans Island & Hinewai 
Reserve), where the response variable was the number of moths trapped and the explanatory 
variable was the total rainfall for different 3 monthly periods: a) Aug. – Oct. 2009, b) Nov. 2009 
– Jan. 2010, c) Feb. – Apr. 2010, d) Aug. – Oct. 2010, e) Nov 2010 – Jan. 2011, f) Feb. – Apr. 
2011. 
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Simple regression at the four Canterbury sites (Homebush, Coaltrack, McLeans Island & Hinewai 
Reserve), where the response variable was the number of moths trapped and the explanatory 
variable was the altitudes for different 3 monthly periods: a) Aug. – Oct. 2009, b) Nov. 2009 – 
Jan. 2010, c) Feb. – Apr. 2010, d) Aug. – Oct. 2010, e) Nov 2010 – Jan. 2011, f) Feb. – Apr. 2011. 
 
Altitude (m)
0 100 200 300 400 500
3 
m
on
th
 C
yd
ia
 s
uc
ce
da
na
 m
al
e 
m
ot
hs
 tr
ap
pe
d 
0
50
100
150
200
250
300
Altitude (m)
0 100 200 300 400 500
3 
m
on
th
 C
yd
ia
 s
uc
ce
da
na
 m
al
e 
m
ot
hs
 tr
ap
pe
d 
0
200
400
600
800
1000
1200
Altitude (m)
0 100 200 300 400 500
3 
m
on
th
 C
yd
ia
 s
uc
ce
da
na
 m
al
e 
m
ot
hs
 tr
ap
pe
d 
0
100
200
300
400
500
600
700
Altitude (m)
0 100 200 300 400 500
3 
m
on
th
 C
yd
ia
 s
uc
ce
da
na
 m
al
e 
m
ot
hs
 tr
ap
pe
d 
0
50
100
150
200
250
300
Altitude (m)
0 100 200 300 400 500
3 
m
on
th
 C
yd
ia
 s
uc
ce
da
na
 m
al
e 
m
ot
hs
 tr
ap
pe
d 
0
200
400
600
800
1000
Altitude (m)
0 100 200 300 400 500
3 
m
on
th
 C
yd
ia
 s
uc
ce
da
na
 m
al
e 
m
ot
hs
 tr
ap
pe
d 
0
200
400
600
800
(a) r = - 0.551 (*) (d) r = - 0.650 (**) 
(b) r = - 0.170 (n.s.) (e) r = - 0.026 (n.s.) 
(c) r = - 0.061 (n.s.) (f) r = - 0.368 (n.s.) 
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Simple regression at the four Canterbury sites (Homebush, Coaltrack, McLeans Island & Hinewai 
Reserve), where the response variable was the number of moths trapped and the explanatory 
variable was the latitude for different 3 monthly periods: a) Aug. – Oct. 2009, b) Nov. 2009 – 
Jan. 2010, c) Feb. – Apr. 2010, d) Aug. – Oct. 2010, e) Nov 2010 – Jan. 2011, f) Feb. – Apr. 2011. 
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a) r = - 0.497 (n.s.) d) r = - 0.265 (n.s.)
e) r = - 0.200 (n.s.)b) r = - 0.094 (n.s.)
c) r = - 0.209 (n.s.) f) r = - 0.138 (n.s.)
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Simple regression at the four Canterbury sites (Homebush, Coaltrack, McLeans Island & Hinewai 
Reserve), where the response variable was the number of moths trapped and the explanatory 
variable was the longitude for different 3 monthly periods: a) Aug. – Oct. 2009, b) Nov. 2009 
– Jan. 2010, c) Feb. – Apr. 2010, d) Aug. – Oct. 2010, e) Nov 2010 – Jan. 2011, f) Feb. – Apr. 
2011. 
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(a) r = - 0.532 (*)
(d) r = - 0.281 (n.s)
(b) r = - 0.030 (n.s.) (e) r = - 0.177 (n.s.)
(c) r = - 0.327 (n.s.)
(f) r = - 0.107 (n.s.)
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Simple regression at the five northern South Island sites (Greta Valley, Conway Flat, Murchison, 
Tasman and Picton), where the response variable was the number of moths trapped and the 
explanatory variable was the mean maximum temperature for different 3 monthly periods: a) 
Aug. – Oct. 2009, b) Nov. 2009 – Jan. 2010, c) Feb. – Apr. 2010, d) Aug. – Oct. 2010, e) Nov 
2010 – Jan. 2011. 
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Simple regression at the five northern South Island sites (Greta Valley, Conway Flat, Murchison, 
Tasman and Picton), where the response variable was the number of moths trapped and the 
explanatory variable was the mean minimum temperature for different 3 monthly periods: a) 
Aug. – Oct. 2009, b) Nov. 2009 – Jan. 2010, c) Feb. – Apr. 2010, d) Aug. – Oct. 2010, e) Nov 
2010 – Jan. 2011. 
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Simple regression at the five northern South Island sites (Greta Valley, Conway Flat, Murchison, 
Tasman and Picton), where the response variable was the number of moths trapped and the 
explanatory variable was the mean rainfall for different 3 monthly periods: a) Aug. – Oct. 2009, 
b) Nov. 2009 – Jan. 2010, c) Feb. – Apr. 2010, d) Aug. – Oct. 2010, e) Nov 2010 – Jan. 2011, f) 
Feb. – Apr. 2011. 
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Simple regression at the five northern South Island sites (Greta Valley, Conway Flat, Murchison, 
Tasman and Picton), where the response variable was the number of moths trapped and the 
explanatory variable was the altitude for different 3 monthly periods: a) Aug. – Oct. 2009, b) 
Nov. 2009 – Jan. 2010, c) Feb. – Apr. 2010, d) Aug. – Oct. 2010, e) Nov 2010 – Jan. 2011. 
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Simple regression at the five northern South Island sites (Greta Valley, Conway Flat, Murchison, 
Tasman and Picton), where the response variable was the number of moths trapped and the 
explanatory variable was the latitude for different 3 monthly periods: a) Aug. – Oct. 2009, b) 
Nov. 2009 – Jan. 2010, c) Feb. – Apr. 2010, d) Aug. – Oct. 2010, e) Nov 2010 – Jan. 2011. 
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Simple regression at the five northern South Island sites (Greta Valley, Conway Flat, Murchison, 
Tasman and Picton), where the response variable was the number of moths trapped and the 
explanatory variable was the longitude for different 3 monthly periods: a) Aug. – Oct. 2009, b) 
Nov. 2009 – Jan. 2010, c) Feb. – Apr. 2010, d) Aug. – Oct. 2010, e) Nov 2010 – Jan. 2011. 
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Simple regression at the North Island sites (Wainuiomata, Onepoto Bay, Scotts Ferry, Waitotara, 
Wairoa and Welcome Bay), where the response variable was the number of moths trapped 
and the explanatory variable was the mean maximum temperature for different 3 monthly 
periods: a) Aug. – Oct. 2009, b) Nov. 2009 – Jan. 2010, c) Feb. – Apr. 2010, d) Aug. – Oct. 2010, 
e) Nov 2010 – Jan. 2011, f) Feb. – Apr. 2011. 
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Simple regression at the North Island sites (Wainuiomata, Onepoto Bay, Scotts Ferry, Waitotara, 
Wairoa and Welcome Bay), where the response variable was the number of moths trapped 
and the explanatory variable was the mean minimum temperature for different 3 monthly 
periods: a) Aug. – Oct. 2009, b) Nov. 2009 – Jan. 2010, c) Feb. – Apr. 2010, d) Aug. – Oct. 2010, 
e) Nov 2010 – Jan. 2011, f) Feb. – Apr. 2011. 
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Simple regression at the North Island sites (Wainuiomata, Onepoto Bay, Scotts Ferry, Waitotara, 
Wairoa and Welcome Bay), where the response variable was the number of moths trapped 
and the explanatory variable was the mean rainfall for different 3 monthly periods : a) Aug. – 
Oct. 2009, b) Nov. 2009 – Jan. 2010, c) Feb. – Apr. 2010, d) Aug. – Oct. 2010, e) Nov 2010 – 
Jan. 2011, f) Feb. – Apr. 2011. 
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Simple regression at the North Island sites (Wainuiomata, Onepoto Bay, Scotts Ferry, Waitotara, 
Wairoa and Welcome Bay), where the response variable was the number of moths trapped 
and the explanatory variable was the altitude for different 3 monthly periods: a) Aug. – Oct. 
2009, b) Nov. 2009 – Jan. 2010, c) Feb. – Apr. 2010, d) Aug. – Oct. 2010, e) Nov 2010 – Jan. 
2011, f) Feb. – Apr. 2011. 
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Simple regression at the North Island sites (Wainuiomata, Onepoto Bay, Scotts Ferry, Waitotara, 
Wairoa and Welcome Bay), where the response variable was the number of moths trapped 
and the explanatory variable was the latitude for different 3 monthly periods: a) Aug. – Oct. 
2009, b) Nov. 2009 – Jan. 2010, c) Feb. – Apr. 2010, d) Aug. – Oct. 2010, e) Nov 2010 – Jan. 
2011, f) Feb. – Apr. 2011. 
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(f) r = - 0. 792 (n.s.)
(e) r = - 0.247 (n.s.)
(d) r = 0.903 (*)(a) r = - 0.871 (n.s.)
(f) r = - 0.855 (*)
(c) r = - 0.583 (n.s.)
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Simple regression at the North Island sites (Wainuiomata, Onepoto Bay, Scotts Ferry, Waitotara, 
Wairoa and Welcome Bay), where the response variable was the number of moths trapped 
and the explanatory variable was the mean longitude for different 3 monthly periods: a) Aug. 
– Oct. 2009, b) Nov. 2009 – Jan. 2010, c) Feb. – Apr. 2010, d) Aug. – Oct. 2010, e) Nov 2010 – 
Jan. 2011, f) Feb. – Apr. 2011.
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(f) r = 0.068 (n.s.)
(e) r = 0.759 (n.s.)
(d) r = - 0.917 (*)
(c) r = - 0.068 (n.s.)
(b) r = 0.890 (*)
(a) r = 0.873 (n.s.)
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Mean 
Conway Flat 
 
 
 
 
Mean 
Murchison 
Tasman 
 
 
 
 
 
 
 
 
 
 
 
Mean 
Picton 
 
 
Mean 
Wainuiomata 
 
 
 
Mean 
Onepoto Bay 
 
Dec. 2010 
 
Nov. 2009 
Sep. 2010 
Oct. 2010 
Nov. 2010 
Dec. 2010 
 
Jan. 2010 
Aug. 2009 
Sep. 2009 
Nov. 2009 
Dec. 2009 
May 2010 
Jun. 2010 
Jul. 2010 
Aug. 2010 
Sep. 2010 
Oct. 2010 
Nov. 2010 
Dec. 2010 
 
Aug. 2010 
Nov 2010 
Dec. 2010 
 
Sep. 2009 
Oct. 2009 
Nov. 2009 
Mar. 2010 
 
Jun. 2010 
Jul. 2010 
23±5.0 
28 
26±1.9 
29±1.4 
30±0.5 
24±5.3 
12±7 
24 
4±3.1 
20±10.6 
28 
12±4.0 
10±3.4 
15±3.6 
21±5.1 
18±3.5 
20±2.0 
29±1.3 
28±2.8 
10±4.7 
6 
18 
21±8.3 
25 
11±7.1 
19 
24±3.7 
27±4.9 
27 
3 
20 
19±1.5 
22 
5±5.7 
1 
0 
0 
0 
6±5.3 
17±6.4 
5 
18±7.4 
0 
0 
6±3.7 
7±3.4 
3±4.5 
2±3.4 
0 
0 
0 
2±2.5 
20±4.9 
24 
5 
0 
0 
10±4.9 
3 
0 
0 
0 
0 
0 
0 
2 
17 
4 
0 
0 
0 
20 
57 
15 
62 
0 
0 
20 
23 
10 
6 
0 
0 
0 
7 
67 
80 
18 
0 
0 
33 
11 
0 
0 
0 
0 
0 
0 
7 
2±1.4 
1 
4±1.9 
1±1.4 
0 
0 
1 ± 1.1 
1 
7±5.3 
11±10.6 
2 
12±6.6 
13±5.1 
11±5.1 
7±2.7 
12±3.5 
10±2.0 
2±1.3 
1±0.7 
0 
0 
7 
9±8.3 
5 
9±6.0 
8 
6±3.7 
4±4.9 
3±2.8 
27 
10 
11±1.5 
6 
7 
2 
13 
3 
0 
0 
3 
4 
24 
35 
7 
40 
43 
37 
23 
40 
33 
7 
3 
0 
0 
23 
30 
17 
30 
26 
20 
13 
10 
90 
33 
37 
20 
1.4±3.3 
0.3 
0 
1.0±1.4 
0 
0 
0 
0.2 
0.2±0.6 
0 
0 
8.1±6.7 
0 
3.6±2.2 
1.5±2.1 
4.3±5.2 
2.8±2.8 
0 
1.5±2.4 
0.1±0.3 
0 
1.8 
0 
4.0 
0.3±0.9 
1.4 
1.7±2.9 
0 
0 
0 
0.4 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0.1±0.3 
0 
0 
1.6±2.1 
0 
2.9±2.6 
0.1±0.4 
0 
0.3±0.5 
0 
0 
0 
0 
0.4 
0 
0 
0.3±0.9 
0.1 
3.0±4.7 
0 
0 
0 
0.8 
0 
0 
2.6±5.3 
0.7 
3.1±0.8 
2.5 
0 
0 
0 
1.1 
3.7±1.2 
3.8±0.2 
0.1 
3.0±1.1 
2.7±0.3 
2.5±0.7 
2.5±0.9 
1.9±0.3 
2.0±0.6 
4.0±1.0 
2.0±1.4 
3.0 
0 
2.3 
2.5±0.2 
2.6 
4.0±0.8 
3.0 
2.6±0.6 
3.0 
2.9±1.6 
3.0 
2.9 
2.3±0.5 
0 
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Mean 
Scotts Ferry 
 
 
 
 
 
 
 
Mean 
Waitotara 
 
 
 
 
 
 
 
 
 
Mean 
Wairoa 
 
 
 
Aug. 2010 
Sep. 2010 
Oct. 2010 
Nov. 2010 
Jan. 2011 
Feb. 2011 
Mar. 2011 
Apr. 2011 
 
Oct. 2009 
Mar. 2010 
Apr. 2010 
May 2010 
Jul. 2010 
Aug. 2010 
Mar. 2011 
Apr. 2011 
 
Sep. 2009 
Nov. 2009 
Dec.2009 
Jan. 2010 
Apr. 2010 
Jun. 2010 
Jul. 2010 
Aug. 2010 
Sep. 2010 
Nov. 2010 
 
Sep. 2009 
Nov. 2009 
Dec. 2009 
Jan. 2011 
15±6.5 
11 
19 
22±4.5 
22±1.0 
12±3.0 
20±3.1 
15 
18 
24 
15 
25±3.2 
20±7.4 
25±3.0 
27±2.3 
26±3.1 
23±5.1 
23 
27±1.2 
28±4.8 
15 
18±0.7 
25 
21±6.2 
21±5.7 
23±4.8 
29±1.5 
27±2.8 
23 
30 
4 
6± 2.5 
7± 4.2 
0 
0 
0 
0 
0 
3±3.0 
0 
11 
2 
0 
0 
0 
0 
0 
0 
1±1.3 
3±4.5 
1 
0 
0 
3 
3±4.2 
0 
4±5.7 
0 
0 
0 
2±2.5 
1 
0 
24 
11±4.0 
4±1.4 
0 
0 
0 
0 
0 
10 
0 
37 
5 
0 
0 
0 
0 
0 
0 
3 
10 
1 
0 
0 
10 
10 
0 
13 
0 
0 
0 
7 
4 
0 
80 
37 
13 
15± 6.5 
19 
11 
9±4.5 
8±1.0 
17±2.0 
10±3.1 
4 
11 
6 
15 
4±3.3 
10±7.8 
5±2.9 
3±2.3 
3±2.5 
4±2.4 
6 
1±1.2 
2±3.9 
12 
10±3.5 
5 
6±3.9 
9±5.7 
7±4.8 
2±1.5 
3±1.2 
6 
0 
2 
13±1.5 
19±5.7 
50 
63 
37 
30 
27 
57 
33 
13 
37 
20 
50 
13 
33 
17 
10 
10 
13 
21 
3 
7 
40 
33 
17 
20 
30 
23 
7 
10 
19 
0 
7 
43 
63 
0 
7.0 
0 
0 
0 
0 
5.0±4.5 
0 
1.2 
0 
0 
2.4±3.1 
1.0±1.4 
2.4±2.9 
2.3±2.5 
0 
2.5±4.7 
1.3 
0 
1.0±2.4 
1.0 
5.5±3.5 
4.0 
2.0±2.8 
0 
0 
0 
1.1±2.3 
1.5 
0 
1.0 
0 
0 
0 
2.0 
0 
0 
0 
0 
0 
11 
1.3 
0 
0 
1.5±1.7 
0.6±1.3 
0.6±1.3 
1.0±1.7 
0 
1.3±3.5 
0.6 
0 
0 
0 
2.0±1.4 
0 
1.8±2.1 
0 
0 
0 
0.6±1.5 
0.4 
0 
0 
0 
0 
2.6±0.3 
3.5 
4.0 
2.4 
4.0±0.3 
3.4±0.2 
2.9±1.1 
0 
2.5 
3.8 
2.9 
3.2±0.8 
2.4±1.0 
3.5±1.0 
2.0±2.0 
3.2±0.2 
2.5±0.9 
2.9 
3.0 
2.3±1.1 
4.4 
3.3 
3.8 
2.4±0.9 
2.8±0.4 
2.7±0.4 
3.5±0.6 
3.8±1.7 
3.2 
0 
0.5 
2.7±0.5 
4.6±3.7 
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Mean 
Welcome Bay 
 
 
 
 
 
 
 
Mean 
 
Dec. 2009 
Jan. 2010 
Apr. 2010 
May 2010 
Jul. 2010 
Aug. 2010 
Oct. 2010 
Dec. 2010 
 
12 
15± 6.6 
11± 7.6 
26± 1.7 
24± 4.8 
21± 6.1 
26± 3.5 
28± 2.2 
17± 7.3 
21 
10 
9±6.1 
15±6.7 
0 
1±1.2 
4±5.1 
0 
9±4.4 
0 
5 
33 
30 
50 
0 
3 
13 
0 
30 
0 
16 
9 
6±5.8 
5±4.7 
4±1.7 
6±4.6 
4±3.0 
4±3.6 
3±4.4 
4±4.6 
5 
28 
20 
17 
13 
20 
13 
13 
10 
13 
15 
0.3 
0 
0 
0 
1.7±2.1 
0.8±2.5 
0.5±1.2 
0.3±0.7 
0 
0.4 
0 
0 
0 
0 
3.3±3.4 
0.5±1.3 
0.1±0.3 
0 
0 
0.5 
2.0 
3.3±0.8 
3.3±0.3 
2.4±0.2 
2.9±0.6 
2.5±0.8 
2.6±1.6 
3.2±0.7 
2.8±0.2 
2.9 
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66 
68 
69 
70 
73 
74 
76 
77 
78 
79 
81 
82 
85 
86 
88 
90 
92 
93 
96 
97 
98 
99 
100 
101 
103 
105 
106 
107 
108 
109 
113 
118 
120 
121 
122 
124 
126 
127 
128 
131 
132 
133 
134 
135 
137 
141 
143 
145 
146 
148 
5 
Scotts Ferry 
Scotts Ferry 
Scotts Ferry 
Scotts Ferry 
Welcome Bay 
Scotts Ferry 
Scotts Ferry 
Scotts Ferry 
Welcome Bay 
Welcome Bay 
Welcome Bay 
Welcome Bay 
Welcome Bay 
Welcome Bay 
Welcome Bay 
Welcome Bay 
Waitotara 
Waitotara 
Wairoa 
Wairoa 
Tasman 
Tasman 
Tasman 
Tasman 
Tasman 
Tasman 
Tasman 
Tasman 
Tasman 
Tasman 
Tasman 
Tasman 
Tasman 
Tasman 
Tasman 
Tasman 
Tasman 
Tasman 
Tasman 
Tasman 
Tasman 
Tasman 
Tasman 
Tasman 
Tasman 
Tasman 
Tasman 
Tasman 
Tasman 
McLeans Island 
Picton 
16.08.2010 
24.05.2010 
13.04.2010 
13.04.2010 
3.12.2010 
16.08.2010 
13.04.2010 
13.04.2010 
1.10.2010 
3.12.2010 
25.05.2010 
25.05.2010 
16.12.2009 
27.08.2010 
25.05.2010 
16.12.2009 
19.01.2010 
18.08.2010 
20.11.2009 
20.01.2011 
14.06.2010 
13.12.2009 
16.11.2009 
26.05.2010 
14.06.2010 
15.12.2009 
15.12.2009 
26.05.2010 
19.10.10 
26.05.10 
26.05.2010 
16.11.2009 
16.11.2009 
26.05.2010 
19.07.2010 
14.06.2010 
19.10.2010 
26.05.2010 
19.10.2010 
26.05.2010 
15.11.2010 
14.06.2010 
19.10.2010 
19.10.2010 
16.11.2009 
16.11.2009 
16.08.2010 
17.12.09 
16.08.2010 
27.07.2012 
16.10.2010 
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6 
39 
42 
45 
47 
48 
52 
72 
75 
89 
110 
147 
149 
531 
631 
221 
261 
651 
841 
871 
801 
831 
Greta Valley 
Hinewai Reserve 
Homebush 
Coaltrack 
Homebush 
Murchison 
Coaltrack 
Scotts Ferry 
Welcome Bay 
Welcome Bay 
Murchison 
Tasman 
McLeans Island 
Homebush 
Scotts Ferry 
Onepoto Bay 
Waitotara 
Scotts Ferry 
Onepoto Bay 
Onepoto Bay 
Onepoto Bay 
Onepoto Bay 
23.12.2010 
24.03.2010 
8.09.2009 
17.12.2009 
8.09.2009 
13.01.2010 
20.01.2010 
13.04.2010 
26.07.2010 
25.05.2010 
13.01.2010 
26.05.2010 
27.07.2012 
16.10.2009 
15.07.2010 
10.06.2010 
19.01.2010 
15.07.2010 
14.02.2011 
10.06.2010 
14.02.2011 
14.02.2011 
1 Larval DNA samples that were not Cydia succedana 
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