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The concept of sublinear expectation is essential in mathematical finance, where it is 
used to quantify the operational risk, see [13,17]. The sublinearity property reflects the 
financial paradigm, saying that the diversification decreases the risk, and so the risk of 
a diversified portfolio is dominated by the sum of the risks of its components. Sublinear 
expectations are closely related to solutions of backward stochastic differential equations, 
see [44].
A sublinear expectation e is a sublinear (positively homogeneous and convex) map 
from the space Lp(R) (or another linear space of random variables) to (−∞, ∞], and so 
may be regarded as a convex function on an infinite-dimensional space, see [58] for a 
thorough account of convex analysis tools in the infinite-dimensional setting.
In this paper we use a sublinear expectation e to associate with each p-integrable 
random vector ξ in Rd a convex closed set Ee(ξ) in Rd. This is done by letting the 
support function of Ee(ξ) be the sublinear expectation e applied to the scalar product 
〈ξ, u〉. For instance, if e is the Lp-norm and ξ is symmetric, Ee(ξ) becomes the centroid 
body associated to the distribution of ξ as introduced by Petty [45] for p = 1 and 
Lutwak and Zhang [37] for a general p. If e is the average quantile of 〈ξ, u〉, one obtains 
convex closed sets called metronoids and studied by Huang and Slomka [26]. Further 
examples are given by expected random polytopes, which also form a special case of our 
construction.
We commence with Section 2, giving the definition of sublinear expectation of ran-
dom variables, explaining their dual representation and presenting several examples. We 
mention the particularly important Kusuoka representation which expresses any law-
determined sublinear expectation in terms of integrated quantiles and describe a novel 
construction (called the maximum extension) suitable to produce parametric families of 
sublinear expectations from each given one.
Section 3 presents our construction of convex closed sets Ee(ξ) generated by a random 
vector ξ and a given sublinear expectation e. Section 4 describes a generalisation based 
on relaxing some properties of the underlying numerical sublinear expectations, namely, 
replacing them with gauge functions. This construction yields centroid bodies [37] and 
half-space depth-trimmed regions [42], the latter are closely related to convex floating 
bodies introduced in [48] and their weighted variant from [8].
One of the most important sublinear expectations is based on using weighted integrals 
of the quantile function. The corresponding convex bodies are studied in Section 5, where 
we show their close connection to metronoids [26] and zonoid-trimmed regions [31]. 
The Kusuoka representation of numerical sublinear expectations yields Theorem 5.4, 
which provides a representation of a general convex set Ee(ξ) (derived from ξ using a 
sublinear expectation e) in terms of Aumann integrals of metronoids. We further provide 
a uniqueness result for the distribution of ξ on the basis of a family of convex bodies 
generated by it, and also a concentration result for random convex sets constructed from 
the empirical distribution of ξ.
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tributed on a convex body K (that is, a compact convex set in Rd with nonempty 
interior), and so Ee(ξ) yields a transform K → Ee(K) = Ee(ξ). We derive several prop-
erties of this transformation for general e, in particular, establish the continuity of such 
maps in the Hausdorff metric.
In special cases, our construction yields Lp-centroid bodies (see [37] and [47, Sec. 10.8]) 
and Ulam floating bodies recently introduced in [27]. The latter form a particularly 
important special setting, which is confirmed by showing that all transformations K →
Ee(K) can be expressed in terms of Ulam floating bodies. For instance, Corollary 6.8
provides a representation of the centroid body of an origin symmetric K as the convex 
hull of dilated Ulam floating bodies of K. In this course, results for sublinear expectations 
yield a new insight into the well-known aforementioned constructions of convex bodies, 
deliver some new relations between them, and provide a general source of nonlinear 
transformations of convex bodies. Finally, we formulate several conjectures.
2. Sublinear expectations of random variables
2.1. Definition and dual representation
Let (Ω, F, P) be a nonatomic probability space, and let Lp(Rd) denote the family of 
all p-integrable random vectors in Rd, with p ∈ [1, ∞]. Endow Lp(Rd) with the σ(Lp, Lq)-
topology, which is the weak-star topology based on the pairing of Lp(Rd) and Lq(Rd)
with p−1 + q−1 = 1, see [3, Sec. 5.14]. Denote R+ = [0, ∞).
The following definition amends the standard definition of sublinear expectations of 
random variables (see, e.g., [44]) by including the extra lower semicontinuity property, 
which is often additionally imposed.
Definition 2.1. A sublinear expectation is a function e : Lp(R) → (−∞, ∞] with p ∈ [1, ∞], 
satisfying the following properties for all β, β′ ∈ Lp(R):
i) monotonicity: e(β) ≤ e(β′) if β ≤ β′ a.s.;
ii) translation equivariance: e(β + a) = e(β) + a for all a ∈ R, and e(0) = 0;
iii) positive homogeneity: e(cβ) = ce(β) for all c > 0;
iv) subadditivity: e(β + β′) ≤ e(β) + e(β′),
v) lower semicontinuity in σ(Lp, Lq), that is,
e(β) ≤ lim inf
n→∞
e(βn)
for each sequence {βn, n ≥ 1} converging to β in the weak-star topology σ(Lp, Lq).
The sublinear expectation e is often referred to as numerical one, in contrast with the 
set-valued expectation introduced in Section 3. The translation equivariance property 
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finite if it takes finite values on all β ∈ Lp(R).
Example 2.2 (Relation to coherent risk measures). For β ∈ Lp(R), define r(β) = e(−β). 
The obtained antimonotonic and subadditive function is called a coherent risk measure
of β, see [13] and [17, Def. 4.5]. The negative of the risk is said to be a utility function, 
see [13].
A random variable β is said to be acceptable if its risk is at most zero. If β is the 
financial position at the terminal time, its risk r(β) yields the smallest amount a of 
capital which should be reserved at the initial time to render β + a acceptable; this 
amount may be negative if r(β) < 0, and then capital can be released or invested. The 
subadditivity property of the risk (equivalently, of e) is the manifestation of the financial 
principle, saying that diversification decreases the risk. Many results from the theory of 
risk measures can be easily reformulated for sublinear expectations. For instance, from 
the theory of risk measures, it is known that the lower semicontinuity property always 
holds if p ∈ [1, ∞) and e takes only finite values, see [28].
While the following result is well known for risk measures [17, Cor. 4.18] and sublinear 
expectations [44, Th. 1.2.1], we provide its proof for completeness.




where Me is a convex σ(Lq, Lp)-closed cone in Lq(R+).
Proof. Sufficiency is easy to confirm by a direct check of the properties.
Necessity. Let A be the family of β ∈ Lp(R), such that e(β) ≤ 0. The sublinearity 
property yields that A is a convex cone. The lower semicontinuity property implies that 
this cone is weak-star closed. The polar cone to A is defined as
Ao = {γ ∈ Lq(R) : E(γβ) ≤ 0 for all β ∈ A}. (2.2)
Since −1A ∈ A for the indicator of any event A, all random variables from Ao are 
a.s. nonnegative. The bipolar theorem from functional analysis (see, e.g., [3, Th. 5.103]) 
yields that (Ao)o = A. Hence,
e(β) = inf{a ∈ R : (β − a) ∈ A}
= inf{a ∈ R : E((β − a)γ) ≤ 0 for all γ ∈ Ao}
= inf{a ∈ R : E(γβ) ≤ aE(γ) for all γ ∈ Ao}.
Thus, (2.1) holds with Me = Ao. 
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in (2.1) can be chosen to be a function of β, namely, the conditional expectations E(γ|β).
A sublinear expectation is said to be law-determined (often named law invariant) if 
it attains the same value on identically distributed random variables, and this is the 
case for all examples considered in this paper. In terms of the representation (2.1), this 
means that, for each γ ∈ Me, the set Me contains all random variables sharing the same 
distribution with γ.
A sublinear expectation is said to be continuous from below if it is continuous on all 
almost surely convergent increasing sequences of random variables in Lp(R). It follows 
from [28] that each finite sublinear expectation on Lp(R) with p ∈ [1, ∞) is continuous 
from below. Every law-determined continuous from below sublinear expectation on a 
nonatomic probability space is dilatation monotonic, meaning that
e(E(β|A)) ≤ e(β) (2.3)
for each sub-σ-algebra A of F, see [17, Cor. 4.59]. In particular, Eβ ≤ e(β) for all 
β ∈ Lp(R).
2.2. Average quantiles and the Kusuoka representation








qt(β) = sup{s ∈ R : P {β ≤ s} < t} = inf{s ∈ R : P {β ≤ s} ≥ t} (2.5)
is the t-quantile of β. Because of integration, the choice of a particular quantile in case of 
multiplicities is immaterial. This sublinear expectation is subsequently called the average 
quantile. In particular, e1(β) = Eβ is the mean. If β has a nonatomic distribution, then 
eα(β) = E(β|β ≥ q1−α(β)).
The value of r(β) = eα(−β) is obtained by averaging the quantiles of β at levels 
between 0 and α. This risk measure is well studied in finance and widely applied in 
practice under the name of the average Value-at-Risk or expected shortfall, see, e.g., [2]. 
By computing the dual cone at (2.2) or rephrasing the representation of the risk measure 
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Definition 2.1.
Average quantiles form a building block for all other law-determined sublinear expec-
tations. The following result for risk measures is known as the Kusuoka representation: it 
was first obtained by Kusuoka [32] in case p = ∞ and can also be found in [17, Cor. 4.58]
and [13, Th. 32]; the Lp-variant follows from the Orlicz space version proved in [21]. For 
its validity, it is essential that the probability space is nonatomic.







where Pe is the family of probability measures ν on (0, 1] such that 
´
(0,1] eα(β)ν(dα) ≤ 0
whenever e(β) ≤ 0.
It is possible to show that e is finite on Lp(R) if and only if the function t →´
(t,1] s
−1ν(ds) is q-integrable on (0, 1] with respect to the Lebesgue measure for all 
ν ∈ Pe. If e is finite and p ∈ [1, ∞), one can provide a constructive representation 
of Pe in terms of the extremal points of the set M1e = {γ ∈ Me : Eγ = 1}, where Me
is defined in (2.1). The case p = ∞ requires extra arguments, since a norm bounded set 
in L1 is not necessarily weakly compact, hence, the supremum in (2.1) is not necessarily 
attained. Since (Ω, F , P) is nonatomic, we can assume without loss of generality that Ω
is the interval [0, 1] equipped with its Borel σ-algebra and the Lebesgue measure P. Let 
γ : [0, 1) → [0, ∞) be a nondecreasing right-continuous function that is extremal in M1e . 




(γ(t) − γ(1 − α))dt,
and ν({1}) = γ(0). It is shown in [49] that Pe can be chosen to be the set of νγ for the 
family of all right-continuous nondecreasing functions γ which are extremal in M1e .
2.3. Examples of sublinear expectations
A simple example of a sublinear expectation is provided by the essential supremum
e(β) = ess supβ,
which is finite for all β ∈ L∞(R). If α ↓ 0, then the average quantile eα(β) increases to 
the (possibly, infinite) value e0(β), which is equal to the essential supremum of β. Next, 
we discuss more involved constructions of sublinear expectations.
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function such that 
´ 1





is called a spectral sublinear expectation, see [1] for the closely related definition of 










s−1ν(ds), t ∈ (0, 1]. (2.10)
Conversely, for any probability measure ν on (0, 1], (2.9) yields a spectral sublinear 
expectation. The set Pe in the Kusuoka representation of e´ϕ(β) consists of the single 
probability measure ν, so the right-hand side of (2.7) is the supremum over a family of 
spectral sublinear expectations.
Example 2.6 (One-sided moments). The Lp-norm ‖β‖p satisfies all properties of a sub-
linear expectation but the monotonicity and translation equivariance. It is possible to 
come up with a norm-based sublinear expectation on Lp(R) with p ∈ [1, ∞) by letting




with a ∈ [0, 1], where x+ = max(x, 0) denotes the positive part of x ∈ R. The correspond-
ing risk measure was introduced in [14]. Note that ep,a(β) = a2‖β‖p if β is symmetric. 
Translation equivariance and positive homogeneity of ep,a are obvious. The subadditiv-
ity of the second term follows from (t + s)+ ≤ (t)+ + (s)+ and the subadditivity of the 
Lp-norm. To prove the monotonicity, we first observe that since ep,a is subadditive, we 
only need to show that ep,a(γ) ≤ 0 for any almost surely negative integrable γ. Indeed, 
substituting (γ − Eγ)+ ≤ −Eγ in (2.11) implies that ep,a(γ) ≤ Eγ − aEγ ≤ 0.
The sublinear expectation given by (2.11) admits the dual representation (2.1) with 
the cone Me generated by the family of random variables γ = 1 + a(ζ − Eζ) for all 
ζ ∈ Lq(R+) with ‖ζ‖q ≤ 1, see [13, p. 46]. The family Pe from (2.7) is explicitly known 
only for p = 1; it consists of probability measures obtained as (1 − at)δ1 + atδt, which is 
the weighted sum of the Dirac measures at 1 and t for t ∈ [0, 1]. Then
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t∈[0,1]
[
(1 − at)Eβ + atet(β)
]
= Eβ + a sup
t∈[0,1]
tet(β − Eβ). (2.12)





so that the supremum on the right-hand side of (2.12) is indeed the expectation of 
(β − Eβ)+.
Example 2.7 (Expectile). Following [7], define the expectile e[τ ](β) of a random variable 
β ∈ L1(R) at level τ ∈ (0, 1) as the (necessarily, unique) solution x ∈ R of
τE(β − x)+ = (1 − τ)E(x− β)+.
If τ ∈ [1/2, 1), then the expectile is a sublinear expectation, see [7]. For τ = 1/2, we 
obtain the mean of β. For τ ∈ [1/2, 1), the dual representation holds with Me being the 
set of γ ∈ L∞(R+) such that the ratio between the essential supremum and the essential 
infimum of γ is at most τ/(1 − τ). The Kusuoka representation holds with
e[τ ](β) = sup
t∈[0,2−1/τ ]
[






Let e be a law-determined sublinear expectation on Lp(R) with p ∈ [1, ∞]. The fol-
lowing construction suggests a way of extending e to a monotone parametric family of 
sublinear expectations. For a fixed m ≥ 1, define
e∨m(β) = e(max(β1, . . . , βm)), (2.13)
where β1, . . . , βm are independent copies of β ∈ Lp(R). All properties in Definition 2.1 are 
straightforward and we refer to this sublinear expectation as the maximum extension of 
e. Let us stress that this extension applies only to law-determined sublinear expectations.
It is possible to obtain a family of such expectations e∨(λ) continuously parametrised 
by λ ∈ (0, 1]. For this, m is replaced by a geometrically distributed random variable N
with parameter λ, that is, P {N = k} = (1 − λ)k−1λ, k ≥ 1. Define
e∨(λ) = e(max(β1, . . . , βN )), λ ∈ (0, 1].
This family of sublinear expectations interpolates between e∨(1)(β) = e(β) and e∨(0)(β)
which is set to be ess supβ.
I. Molchanov, R. Turin / Advances in Applied Mathematics 131 (2021) 102251 9Example 2.8. The maximum extension can be applied to the average quantile risk mea-
sure eα; the result is denoted by e∨mα . For α = 1, we obtain the expected maximum
















For m ≥ 2, e∨m1 is the spectral sublinear expectation given at (2.8) with ϕ(t) = m(1 −
t)m−1, equivalently, (2.9) with ν(dt) = m(m −1)t(1 − t)m−2dt. Similar calculations yield 
that








(1 − α)(m−1)/m(1 − (1 − α)1/m)e1−(1−α)1/m(β). (2.15)
3. Measure-generated convex sets
Fix a law-determined sublinear expectation e on Lp(R), p ∈ [1, ∞]. For a p-integrable 
probability measure μ on Rd, equivalently, for a random vector ξ ∈ Lp(Rd) with distri-
bution μ, define
h(u) = e(〈ξ, u〉), u ∈ Rd, (3.1)
where 〈ξ, u〉 denotes the scalar product in Rd. The function h is subadditive
h(u + u′) = e(〈ξ, u + u′〉) ≤ e(〈ξ, u〉) + e(〈ξ, u′〉) = h(u) + h(u′),
and homogeneous
h(cu) = e(〈ξ, cu〉) = ce(〈ξ, u〉) = ch(u), c ≥ 0.
Furthermore, h is lower semicontinuous, since 〈ξ, un〉 → 〈ξ, u〉 in σ(Lp, Lq) if un → u as 
n → ∞ and e is assumed to be lower semicontinuous. These three properties identify 
support functions of convex closed sets, see [47, Th. 1.7.1]. Therefore, there exists a 
(possibly, unbounded) convex closed set F such that its support function
h(F, u) = sup{〈x, u〉 : x ∈ F}
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marised by the equality
h(Ee(ξ), u) = e(〈ξ, u〉), u ∈ Rd. (3.2)
The following result shows that Ee(ξ) is a set-valued sublinear function of ξ, called 
a set-valued sublinear expectation generated by e. In other instances, we pass to Ee the 
sub- and superscripts of e, e.g., E[τ ] is obtained by choosing e to be the expectile e[τ ].
For convex closed sets F, F ′, their (closed) Minkowski sum F + F ′ is the closure of 
{x + x′ : x ∈ F, x′ ∈ F ′}, and the dilation of F by c > 0 is cF = {cx : x ∈ F}.
Theorem 3.1. Fix p ∈ [1, ∞] and a law-determined sublinear expectation e defined on 
Lp(R). The corresponding map Ee (given at (3.2)) from Lp(Rd) to the family of convex 
closed sets in Rd satisfies the following properties:
i) monotonicity: if ξ ∈ F a.s. for a convex closed F , then Ee(ξ) ⊆ F ;
ii) singleton preserving: Ee(a) = {a} for all deterministic a;
iii) affine equivariance Ee(Aξ + a) = AEe(ξ) + a for all matrices A and a ∈ Rd;
iv) subadditivity: Ee(ξ + η) ⊆ Ee(ξ) + Ee(η);
v) lower semicontinuity of support functions, that is, h(Ee(ξ), u) ≤ lim infn→∞ h(Ee(ξn),
u) for all u ∈ Rd if ξn → ξ in σ(Lp, Lq);
vi) if e(β) is finite for all β ∈ Lp(R), then the map ξ → Ee(ξ) is continuous in the 
Hausdorff metric (see [47, Sec, 1.8]) with respect to the norm on Lp;
vii) if e is continuous from below, then Ee(ξ) contains the expectation Eξ.
Proof. Property (i) holds since 〈ξ, u〉 ≤ h(F, u) and in view of the monotonicity property 
of e. Property (ii) directly follows from the construction, and, for the affine equivariance, 
note that
h(Ee(Aξ + a), u) = e(〈ξ, Au〉) + 〈a, u〉 = h(Ee(ξ), Au) + 〈a, u〉 = h(AEe(ξ) + a, u).
The subadditivity follows from
h(Ee(ξ + η), u) = e(〈ξ + η, u〉) ≤ e(〈ξ, u〉) + e(〈η, u〉) = h(Ee(ξ), u) + h(Ee(η), u).
If ξn → ξ in σ(Lp(Rd), Lq(Rd)), then 〈ξn, u〉 → 〈ξ, u〉 in σ(Lp(R), Lq(R)). By the lower 
semicontinuity of e,
e(〈ξ, u〉) ≤ lim inf
n→∞
e(〈ξn, u〉).
This implies the lower semicontinuity of the support functions.
Property (vi) follows from the Extended Namioka Theorem, which says that every 
finite sublinear expectation is continuous with respect to the norm topology, see [9]. 
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if ξn → ξ in Lp. The convergence of support functions implies the convergence of the 
corresponding sets in the Hausdorff metric, see [47, Th. 1.8.15].
Finally, (vii) is a consequence of the dilatation monotonicity property (2.3). 
Example 3.2. If e is the essential supremum, then Ee(ξ) equals the closed convex hull of 
the support of ξ.
If p = ∞, then an easy argument shows that the map ξ → Ee(ξ) between L∞(Rd) and 
the family of convex compact sets in Rd is 1-Lipschitz, that is, the Hausdorff distance 
between Ee(ξ) and Ee(η) is at most ‖ξ − η‖∞ for all ξ, η ∈ L∞(Rd). Indeed,
h(Ee(ξ), u) − h(Ee(η), u) = e(〈ξ, u〉) − e(〈η, u〉)
≤ e(〈η, u〉 + ‖ξ − η‖∞) − e(〈η, u〉) = ‖ξ − η‖∞
for all unit u ∈ Rd.
If ξ, η ∈ Lp(Rd) and E(η|ξ) = 0 a.s., then the dilatation monotonicity property (2.3)
implies that
Ee(ξ + η) ⊇ Ee(E(ξ + η|ξ)) = Ee(ξ).
Hence, if ξ1, ξ2, . . . is a sequence of i.i.d. centred p-integrable random vectors, then Ee(ξ1+
· · · + ξn), n ≥ 1, is a growing sequence of nested convex sets in Rd.
Remark 3.3. If ξ is dominated by η in the convex order, meaning that Ef(ξ) ≤ Ef(η) for 
all convex functions f , then Ee(ξ) ⊆ Ee(η), see [17, Cor. 4.59]. In particular, the sequence 
Ee(ξn), n ≥ 1, grows if (ξn)n≥0 is a martingale.
Example 3.4. Let 〈ξ, u〉 be distributed as ζ‖u‖L, where ζ is a random variable and ‖ · ‖L
is a certain norm on Rd with L being the unit ball; then ξ is called pseudo-isotropic, see, 
e.g., [22]. In this case, Ee(ξ) = cLo, where
Lo = {u : h(L, u) ≤ 1} (3.3)
is the polar set to L and c = e(ζ) = e(〈ξ, u〉) for any given u ∈ ∂L. For instance, this 
is the case if ξ is symmetric α-stable with α ∈ (1, 2]; then Ee(ξ) is expressed in terms 
of the associated convex body of ξ, see [39]. If ξ is Gaussian, then Lo is the ellipsoid 
determined by the covariance matrix of ξ and translated by the mean of ξ.
The dual representation of e given by Theorem 2.3 immediately implies the following 
result.
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Ee(ξ) = cl{E(ξγ) : γ ∈ Me,Eγ = 1}, (3.4)
where cl denotes the topological closure in Rd and Me is the family of probability measures 
from (2.1).
The convexity of Me implies that the set on the right-hand side of (3.4) is convex. This 
set can be written as the intersection of the closure of the cone {(Eγ, E(ξγ)) : γ ∈ Me}
with the set {1} ×Rd and then projected on its last d-components.
Remark 3.6. It is possible to construct a variant of the set Ee(ξ) by applying the under-
lying sublinear expectation e to the positive part (〈ξ, u〉)+ of the scalar product of ξ and 
u. The obtained function is the support function of a convex closed set, which may be 
considered a sublinear expectation of the segment [0, ξ], see [41] for a study of sublinear 
expectations with set-valued arguments.
4. Convex gauges
We sometimes consider a variant of the sublinear expectation which is a positive 
homogeneous, subadditive and lower semicontinuous function g : Lp(R) → (−∞, ∞] and 
so is not necessarily monotone or translation equivariant. We refer to this function as a 
convex gauge. The most important example is the Lp-norm, so that g(β) = ‖β‖p, which 
is convex but not translation equivariant.
For a lower semicontinuous convex gauge g, we define G(ξ) as the convex closed set 
such that
h(G(ξ), u) = g(〈ξ, u〉), u ∈ Rd.
It is easily seen that g(〈ξ, u〉) is indeed a support function.
Example 4.1. Let g(β) = ‖β‖p. For ξ ∈ Lp(Rd), the convex body G(ξ) is the Lp-centroid 
of ξ (or of its distribution μ). These convex bodies have been introduced in [45] for p = 1
and in [37] for a general p, and further thoroughly studied, see, e.g., [15,24,43].
In some cases, g fails to be convex. For instance, this is the case for Lp-norm with 
p ∈ (0, 1). Another important case arises when g(β) is the quantile function qt(β) given 
by (2.5) for a fixed t ∈ (0, 1), which is known to be not necessarily subadditive in β. 
In the absence of subadditivity, it is natural to consider the largest convex set whose 
support function is dominated by the quantile function of 〈x, u〉, namely, let
Dδ(ξ) =
⋂ {
x ∈ Rd : 〈x, u〉 ≤ q1−δ(〈ξ, u〉)
}
. (4.1)u∈Rd
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may be strictly less than q1−δ(〈ξ, u〉), for example, if ξ is uniformly distributed on a 
triangle on the plane, see [33]. The set Dδ(ξ) is necessarily empty if ξ is nonatomic and 
δ ∈ (1/2, 1].
The set Dδ(ξ) is related to the Tukey (or half-space) depth (see [52]), which associates 
to a point x the smallest μ-content of a half-space containing x, where μ is the distribution 





where H runs through the collection of all closed half-spaces. If ξ has contiguous support
(that is, the support of 〈ξ, u〉 is connected for every u), then (4.1) holds with q being 
any other quantile function in case of multiplicities, and the intersection in (4.2) can be 
taken over half-spaces H with μ(H) ≥ 1 − δ, see [12,30].
Example 4.2. Let ξ be uniformly distributed on a convex body K. Then Dδ(ξ) is the 
convex floating body of K, see [48] and [56]. A variant of this concept for nonuniform 
distributions on K has been studied in [8].
Recall that a random vector ξ with distribution μ is said to have k-concave distribu-
tion, with k ∈ [−∞, ∞], if
μ(θA + (1 − θ)B) ≥
⎧⎪⎪⎨
⎪⎪⎩
min{μ(A), μ(B)} if k = −∞,
μ(A)θμ(B)(1−θ) if k = 0,
(θμ(A)k + (1 − θ)μ(B)k)1/k otherwise,
for all Borel sets A and B and θ ∈ [0, 1]. In case of k = 0, the measure μ is called 
log-concave. The next theorem establishes some conditions under which qδ(〈ξ, u〉) is a 
support function; it is a direct consequence of [10, Th. 6.1].
Theorem 4.3. Let ξ be a symmetric k-concave random vector with k ≥ −1 and such that 
the support of ξ is full-dimensional. Then
h(Dδ(ξ), u) = q1−δ(〈ξ, u〉), u ∈ Rd,
for all δ ∈ (0, 1/2).
5. Convex bodies generated by average quantiles
5.1. Metronoids and zonoid-trimmed regions
For ξ ∈ L1(Rd) and α ∈ (0, 1], denote by Eα(ξ) the convex set generated by the 
average quantile sublinear expectation eα given by (2.4). Such convex sets are hereafter 
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set Eα(ξ) is compact. Noticing that qt(−β) = −q1−t(β), it is easy to see that Eα(ξ) has 
nonempty interior for all α ∈ (0, 1), hence, is a convex body. The set Eα(ξ) increases as 
α decreases to zero with limit E0(ξ), being the convex hull of the support of ξ.
The following result relates average quantile sets and the zonoid-trimmed regions
introduced in [31] as
Zα(ξ) =
{
E(ξf(ξ)) : f : Rd → [0, α−1] measurable andEf(ξ) = 1
}
.
Proposition 5.1. For all α ∈ (0, 1], Eα(ξ) = Zα(ξ).
Proof. Representation (2.6) yields that
h(Eα(ξ), u) = eα(〈ξ, u〉) = sup
γ∈L∞([0,α−1]),Eγ=1
〈E(γξ), u〉 .








Let μ be a locally finite Borel measure on Rd. Denote by L1μ([0, 1]) the family of 
functions f : Rd → [0, 1] such that 
´












has the support function





〈x, u〉f(x)μ(dx), u ∈ Rd.
The set M(μ) was introduced in [26] and called the metronoid of μ. This definition applies 
also for possibly infinite measures μ, e.g., if μ is the Lebesgue measure, then M(μ) = Rd, 
since each point x ∈ Rd can be obtained by letting f be the indicator of the unit ball 
centred at x normalised by the volume of the unit ball. Furthermore, M(μ) is empty if the 
total mass of μ is less than one, and M(μ) is the singleton 
´
xμ(dx) if μ is an integrable 
probability measure. The following result establishes a relation between metronoids and 
average quantile sets.
Proposition 5.2. Let μ be an integrable probability measure on Rd. Then M(α−1μ) =
Eα(μ) for any α ∈ (0, 1].
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support function of M(α−1μ) is















= eα(〈ξ, u〉) = h(Eα(ξ), u) ,
where in the second equality fα−1 was replaced by f and later f(ξ) by γ. 
Example 5.3. Let ξ have a discrete distribution with atoms at x1, . . . , xn of probabilities 











see [26, Prop. 2.3], where this is proved for metronoids.
5.2. A representation of general Ee(ξ)
Fix ξ ∈ L1(Rd) and consider the average quantile sets Eα(ξ) as a set-valued function 
of α ∈ (0, 1]. Let ν be a probability measure on (0, 1], which appears in the spectral 
sublinear expectation (2.9) from Example 2.5. The closed Aumann integral (see [5]) of 
the set-valued function α → Eα(ξ) is the convex closed set E´ϕ(ξ), whose support function 




h(Eα(ξ), u)ν(dα), u ∈ Rd. (5.1)
Recognising the right-hand side as e´ϕ(〈ξ, u〉), it is immediately seen that E´ϕ(ξ) is the 
set-valued sublinear expectation generated by the spectral numerical one from Exam-
ple 2.5. Equivalently, E´ϕ(ξ) equals the closure of the set of integrals of all measurable 
integrable functions f(α), α ∈ (0, 1], such that f(α) ∈ Eα(ξ) for all α, see [5] and [40, 





Since Eα(ξ) increases to the closed convex hull of the support of ξ as α ↓ 0, the set E´ϕ(ξ)
is not necessarily bounded.
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general law-determined sublinear expectation e. It confirms that the average quantile 
sets (equivalently, metronoids) are building blocks for a general Ee(ξ). Denote by convA
the closed convex hull of a set A in Rd.
Theorem 5.4. For each ξ ∈ Lp(Rd) and a set-valued sublinear expectation Ee(ξ) generated 







where Pe is the family probability measures ν on (0, 1] from the Kusuoka representation 
of e, see (2.7).
Proof. By Theorem 2.4,









The proof is completed by noticing (5.1), using the notation (5.2) and the fact that the 
supremum of support functions is the support function of the closed convex hull of the 
involved sets. 
5.3. Average quantile sets as integrated depth-trimmed regions
Under the symmetry and log-concavity assumptions on ξ, the average quantile sets 
Eα(ξ) can be characterised as set-valued integrals of the depth-trimmed regions (equiva-
lently, weighted floating bodies) Dδ(ξ) introduced in (4.1). Similarly to (5.1), the closed 
Aumann integral of the function t → Dt(ξ) with respect to a measure ν on [0, 1] is defined 










h(Dt(ξ), u)ν(dt), u ∈ Rd.
If the measure ν attaches positive mass to the set of t ∈ [0, 1] where Dt(ξ) is empty, the 
integral is set to be the empty set.
The following result establishes relationships between average quantile sets (or 
metronoids) and depth-trimmed regions. Its second part generalises [27, Th. 1.1], which 
concerns the case of ξ supported by a convex body.






Dt(ξ)dt ⊆ Eα(ξ). (5.3)
If ξ has a log-concave distribution, then
D e−1
e α
(ξ) ⊆ Eα(ξ) ⊆ Dαe (ξ) (5.4)
for every α ∈ (0, 1].

















where the inequality follows from (4.1). Finally, (5.3) follows from the monotonicity of 
Dt(ξ).
Fix u ∈ Rd. Consider β = 〈ξ, u〉 and note that the distribution ν of β is log-concave 
by the invariance of the log-concavity property under projection. For (5.4), it suffices to 
show that
q(1− e−1e α)(β) ≤ eα(β) ≤ q(1− 1eα)(β). (5.5)
Being the projection of a log-concave vector, β is either deterministic or absolutely 
continuous with connected support. In the first case (5.5) becomes trivial, thus we can 
assume that β is absolutely continuous with connected support. In particular, q in (5.5)
can be equivalently chosen to be the left- or the right-quantile function. Observe that, 
for measurable sets A and B, convex C and θ ∈ [0, 1],
ν (A ∩ C)θ ν (B ∩ C)1−θ ≤ ν (θ (A ∩ C) + (1 − θ) (B ∩ C))
= ν ((θA ∩ θC) + ((1 − θ)B ∩ (1 − θ)C))
≤ ν ((θA + (1 − θ)B) ∩ (θC + (1 − θ)C))
= ν ((θA + (1 − θ)B) ∩ C) .
Therefore, the probability measure obtained by restricting ν to the interval (q1−α(β), ∞)
and normalising by the factor α−1 is log-concave, and we consider a random variable 
X with such distribution. It follows from the theory of risk measures (see, e.g., [51, 
Prop. 2.1]), that for the case of absolutely continuous random variables, supremum in 
the characterisation of eα(β) in (2.6) is attained at γ = α−11{β>q1−α(β)}, which implies




= eα(β) . (5.6)
It follows from [10, Eq. (5.7)] that for any log-concave random variable X,
e−1 ≤ P {X > EX} ≤ 1 − e−1 . (5.7)
Therefore, (5.6) and (5.7) yield that
e−1 ≤ α−1ν(eα(β),∞) ≤ 1 − e−1 .
Hence,





which implies (5.5), given that β has connected support. 
5.4. A uniqueness result for maximum extensions
A single set Ee(ξ) surely does not characterise the distribution of ξ. However, families 
of such sets can be sufficient to recover the distribution of ξ.
Example 5.6. Assume that ξ, η ∈ L1(Rd) and consider the average quantile sets Eα(ξ)
and Eα(η). If Eα(ξ) = Eα(η) for all α ∈ (0, 1/2], then ξ and η have the same distribution. 
This follows from Proposition 5.1 and [31, Th. 5.6].
Since the definition of Ee(ξ) is based on the univariate sublinear expectation e applied 
to the projections of ξ, the following result is a straightforward application of the Cramér–
Wold theorem, see, e.g., [29, Cor. 5.5].
Proposition 5.7. A family of sets Ee(ξ), e ∈ E, generated by sublinear expectations e from 
a certain family E uniquely identifies the distribution of ξ ∈ Lp(Rd) if and only if the 
family of the underlying univariate sublinear expectations e(β), e ∈ E, uniquely identifies 
the distribution of any β ∈ Lp(R).
Natural families of sublinear expectations arise by applying the maximum extension 
to a given sublinear expectation.
Example 5.8. Consider the expected maximum sublinear expectation e∨m1 given by (2.14). 
Then the convex body E∨m1 (ξ) is the expectation EPm of the random polytope Pm
obtained as the convex hull of m independent copies of ξ, see [40, Sec. 2.1]. It is well known 
that the sequence e∨m1 (β), m ≥ 1, uniquely identifies the distribution of β ∈ L1(R), see 
[25] and [20]. As a consequence, the nested sequence EPm, m ≥ 1, of convex bodies 
uniquely determines the distribution of ξ, see [54].
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yields the sublinear expectation e∨m´
ϕ
(·) and the corresponding sequence of nested convex 
bodies E∨m´
ϕ
(ξ), m ≥ 1.
Theorem 5.9. Let ξ, η ∈ L1(Rd). For any constant c ≥ 0, consider the spectral function 
ϕ(t) = (c + 1)(1 − t)c. If
E∨m´ϕ (ξ) = E∨m´ϕ (η) , m ≥ 1 ,
then ξ and η have the same distribution.
Proof. In view of Proposition 5.7, it suffices to prove this result for two random variables 
β and γ. For any integer m ≥ 1, we have
1ˆ
0
q1−t (max(β1, . . . , βm))ϕ(t)dt =
1ˆ
0
q1−t (max(γ1, . . . , γm))ϕ(t)dt ,




q1−t (max(β1, . . . , βm))ϕ(t)dt = (c + 1)
1ˆ
0
qt (max(β1, . . . , βm)) tcdt















f(s)s(c+1)(m−1)ds = 0 , m ≥ 1 ,
with







(c+1)mi : n,m1, . . . ,mn ∈ N, c0, . . . , cn ∈ R
}
i=1









for all continuous functions g on [0, 1]. Therefore, f vanishes almost everywhere, so the 
proof is complete. 
5.5. Concentration of empirical average quantile sets
Let ξ ∈ Lp(Rd) with distribution μ. Consider the empirical random measure con-






δξi , n ≥ 1 , (5.8)
where δx is the one point mass measure at x ∈ Rd. The average quantile convex body 
Eα(μ̂n) generated by μ̂n is a random convex set, which approximates the body Eα(μ)
as n grows to infinity. In fact, the sequence {Eα(μ̂n), n ≥ 1} almost surely converges to 
Eα(μ) in the Hausdorff metric, as directly follows from [31, Th. 5.2] and Proposition 5.1. 
The following theorem provides probabilistic bounds for this convergence.
Theorem 5.10. Let μ be a probability measure with bounded support of diameter R, and 
let r be the largest radius of a centred Euclidean ball contained in the average quantile 
set Eα(μ) for some α ∈ (0, 1). For all ε > 0 and n ∈ N,
P
{
(1 − ε)Eα(μ) ⊆ Eα(μ̂n) ⊆ (1 + ε)Eα(μ)
}







We use the following auxiliary result.
Lemma 5.11 (see [19, Lemma 5.2]). Let K be a convex body which contains the origin 
in its interior. For each δ ∈ (0, 1/2), there exists a set N ⊆ ∂K with cardinality at most 
(3/δ)d such that each v ∈ ∂K satisfies
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Proof of Theorem 5.10. On a (possibly, enlarged) probability space Ω × Ω′, let ξ be a 
μ-distributed random vector, and let ξ̂n take one of the values ξ1, . . . , ξn with equal 














Clearly, 〈ξ̂n, u〉 is distributed according to the empirical distribution function generated 
by the sample 〈ξi, u〉, i = 1, . . . , n. Thus, the right-hand sides of the two equations are, 
respectively, the conditional value at risk of β = 〈ξ, u〉 and its sample-based estimator, 
see [11,55]. Note that the support of β is a subset of an interval of length R. By [55, 
Th. 3.1], for any η > 0,














Noticing that the second bound is larger than the first one and that h(Eα(ξ), u) ≥ r by 
the imposed condition, we obtain
P
{
(1 − ε/2)h(Eα(ξ), u) ≤ h(Eα(μ̂n), u) ≤ (1 + ε/2)h(Eα(ξ), u)
}







Let N ⊆ ∂Eα(ξ)o be a set from Lemma 5.11, with δ = ε2+2ε , where Eα(ξ)o is the polar set 
to Eα(ξ), see (3.3). Since h(Eα(ξ), u) = 1 for all u ∈ ∂Eα(ξ)o, the union bound applied 
to (5.9) yields that
(1 − ε/2) ≤ h(Eα(μ̂n), w) ≤ (1 + ε/2) for all w ∈ N (5.10)
with probability at least












For any v ∈ ∂Eα(ξ)o and some sequences wi ∈ N and δi ≥ 0, i ≥ 1, the sublinearity of 
h, Lemma 5.11 and (5.10) imply that



















) = (1 + ε)h(Eα(ξ), v)
and























) = (1 − ε)h(Eα(ξ), v) ,
which deliver the desired assertion. 
6. Floating-like bodies
6.1. Sublinear transform
Consider the set-valued sublinear expectation Ee generated by a law-determined nu-
merical sublinear expectation e. Let ξ be a random vector uniformly distributed on a 
convex body K ⊂ Rd. Recall that K is assumed to have a nonempty interior. In the 
following, we write Ee(K) instead of Ee(ξ) and refer to K → Ee(K) as a sublinear trans-
form of K generated by the numerical sublinear expectation e. We also refer to Ee(K)
as a floating-like body.
Denoting by K the family of convex bodies in Rd, the sublinear transform is a map 
Ee : K → K. It is easy to see that Ee(K) ⊆ K for all K. If ξ is uniformly distributed on 
K and A is a nondegenerate matrix, then Aξ is uniformly distributed on AK. Thus,
Ee(AK + a) = AEe(K) + a, a ∈ Rd.
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ball, which is contained in B. Furthermore, the sublinear transform of an ellipsoid is also 
an ellipsoid.
The sublinear transform is not necessarily monotone for inclusion, see Example 6.6. 










for all convex functions f : Rd → R, where Vd(·) denotes the d-dimensional Lebesgue 
measure. The latter condition implies that K and L share the same barycentre.
If Kn → K in the Hausdorff metric as n → ∞ and ξn, ξ are uniformly distributed 
on Kn, K, respectively, then ξn → ξ in σ(Lp, Lq) for any p ∈ [1, ∞] by the dominated 
convergence theorem. By Theorem 3.1(v), h(Ee(K), u) ≤ lim inf h(Ee(Kn), u).
The continuity of the sublinear map in the Hausdorff metric follows from the next 
result, which we find interesting in its own right. Denote by diam(K) the diameter of K
and by KL the symmetric difference of K and L.
Theorem 6.1. Assume that p ∈ [1, ∞). For any two convex bodies K and L, there exist 
random vectors ξ and η uniformly distributed on K and L, respectively, such that






diam(K ∪ L) . (6.1)
Proof. It suffices to prove the statement for p = 1. Indeed,
‖ξ − η‖p ≤ diam(K ∪ L)(p−1)/p‖ξ − η‖1/p1 .
Consider Monge’s optimal transport problem of finding




‖x− T (x)‖μ(dx) , (6.2)
where μ and ν are the uniform distributions on K and L, respectively, and Tμ denotes 
the push-forward of the measure μ by T . It is known from the theory of optimal mass 
transportation (see, e.g., [4] or [53]) that the infimum in (6.2) is attained on an optimal 
transport map T . Moreover, under our assumptions, [46, Th. B] yields the equivalence 
between Monge’s transport problem and its alternative formulation by Kantorovich. 
Namely,
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and ν. In other words, C(μ, ν) is the 1-Wasserstein distance between μ and ν. The dual 

















where Lip1 is the family of 1-Lipschitz functions on Rd.
By adding a constant to f , one can restrict the maximisation in (6.3) to the set of 
















































diam(K ∪ L) .
Changing the order of summands, one obtains a similar bound with Vd(K) replaced by 
Vd(L), hence the result. 
Theorem 6.2. Let e be a sublinear expectation defined on Lp(R) for some p ∈ [1, ∞) and 
having finite values. Then the map K → Ee(K) is continuous in the Hausdorff metric.
Proof. Note that the convergence of convex bodies (with nonempty interiors) in the 
Hausdorff metric is equivalent to their convergence in the symmetric difference metric, 
see [50]. If Kn → K in the Hausdorff metric, then ∪nKn is bounded and infn Vd(Kn)
is strictly positive. By Theorem 6.1, it is possible to find a sequence of random vectors 
{ξn, n ≥ 1} such that ξn is uniformly distributed on Kn and ξn converges in Lp to a ran-
dom vector ξ uniformly distributed on K. The result follows from Theorem 3.1(vi). 
Example 6.3. The construction of the sublinear transform can be amended by replacing 
the underlying sublinear expectation e with a (not necessarily convex) gauge function. 
For example, if the gauge function is a quantile, one obtains the set Dα(K), which is the 
convex floating body of K, see [6] and [48].
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Consider the sublinear transform K → Eα(K) generated by the average quantile sub-
linear expectation eα. Note that E1(K) = {xK} is the barycentre of K (the expectation 
of ξ uniformly distributed in K), and E0(K) = K.
The metronoid M(μ) of the measure μ with density δ−11K is called the Ulam floating 
body of K at level δ and is denoted by Mδ(K), see [27]. This measure μ is the uniform 
probability distribution on K scaled by δ−1Vd(K). Proposition 5.2 yields that
Eα(K) = MαVd(K)(K). (6.4)
Affine equivariance of sublinear transforms implies that Mδ(cK) = cMδc−d(K). Since the 
uniform probability distribution on K is log-concave, (5.4) yields a relationship between 
convex floating bodies of K (denoted by Dα(K)) and Ulam floating bodies, proved in 
[27, Th. 1.1].
The following result for α ∈ (0, 1/2) follows from Theorem 4.3, see also [38]. Together 
with (6.4), it implies that Ulam floating bodies can be obtained as Aumann integrals of 
convex floating bodies. The case α = 1/2 follows by continuity.







Hence, αEα(K) grows in α for α ∈ (0, 1/2], equivalently, the dilated Ulam floating 
body tMt(K) grows for t ∈ (0, Vd(K)/2].
The next result follows from Theorem 5.4; it implies that Ulam floating bodies are 
building blocks for all sublinear transforms.
Corollary 6.5. For each law-determined sublinear expectation e, the corresponding sub-







where ν runs through a family Pe of probability measures on (0, 1] that yields the Kusuoka 
representation of e, see (2.7).
It is possible to replace Eα with MαVd(K) on the right-hand side of (6.5). While the 
integration domain in (6.5) excludes 0, it is always possible to approximate E0(K) = K
by a sequence Eαn(K) as αn ↓ 0. Thus, the Kusuoka representation can be equivalently 
written using probability measures on [0, 1].
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ample is provided by two segments [0, 1] and [0, 2] on the line. However, the monotonicity 
fails even for origin symmetric convex bodies. Consider two convex bodies on the plane: 
L = [−a, a] × [−ε, ε] with a + ε ≤ 1 and the 1-ball K. We show that for suitable values 
of a and α, the support function of Eα(L) is not smaller than the support function of 
Eα(K) in direction u = (1, 0). Let β = 〈ξ, u〉 for ξ uniformly distributed in K. Note that 
γ = 〈η, u〉 is uniformly distributed on [−a, a] if η is uniform on L. The quantile functions 
are
qt(β) = 1 −
√
2(1 − t), qt(γ) = (2t− 1)a, t ∈ [1/2, 1].
For α ∈ [0, 1/2],




eα(γ) = a(1 − α).
If α = 1/2, then eα(β) < eα(γ) if 23 < a < 1, meaning that Eα(L) is not necessarily a 
subset of Eα(K).
The monotonicity of Ulam floating body transform (which easily follows from Propo-
sition 2.1 of [27]) implies that, after normalising by volume, Eα becomes monotone, 
namely,
Eα/Vd(K)(K) ⊆ Eα/Vd(L)(L), 0 ≤ α ≤ Vd(K),
if K ⊆ L.
If the family Pe in (6.5) consists of a single measure ν, we obtain a convex body E´ϕ(K)
generated by the spectral sublinear expectation e´ϕ, where ϕ is the spectral function 
related to ν by (2.10). Recall that the maximum extension of the average quantile is a 
spectral sublinear expectation, see Example 2.8.
Example 6.7. Consider the sublinear expectation e∨m1 given by (2.14). Note that
max(〈u, ξ1〉, . . . , 〈u, ξm〉) = h(Pm, u),
where Pm = conv(ξ1, . . . , ξm) is the convex hull of independent copies of ξ. Then 
Eh(Pm, u) is the support function of the expectation EPm of the random polytope Pm, 
see [40, Sec. 2.1]. Therefore, E∨m1 (K) = EPm. Asymptotic properties of these expected 
polytopes and their relation to floating bodies have been studied in [19], see also [18]. 
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yields that








Hence, the expected random polytope equals the weighted integral of Ulam floating 
bodies.









(1 − α)(m−1)/m(1 − (1 − α)1/m)E1−(1−α)1/m(K).
6.3. Centroid bodies and the expectile transform
If ep,a is defined by (2.11) for p ∈ [1, ∞), then the corresponding floating-like body 
Ep,a(K) has the support function
h(Ep,a(K), u) = 〈xK , u〉 + a
(
E(〈ξ − xK , u〉)p+
)1/p
, (6.6)
where ξ is uniformly distributed on K and xK = Eξ is the barycentre of K.
If K is origin-symmetric, then xK = 0 and
Ep,1(K) = cΓpK,
where c > 0 is an explicit constant depending on p and dimension and ΓpK is the Lp-
centroid body of K, see [35] for p = 1 and [37] for general p. For a not necessarily origin 












where cd,p is a constant chosen to ensure that this transformation does not change the 
unit Euclidean ball, see [47, Eq. (10.72)]. For p = 1, a = 1, and an origin symmetric K,
28 I. Molchanov, R. Turin / Advances in Applied Mathematics 131 (2021) 102251E1,1(K) =
1
2ΓK,
where ΓK is the classical centroid body of K, see [47, Eq. (10.67)] and [35]. The dual 
representation of e1,1 from Example 2.6 yields that
ΓK = 2E1,1(K) = conv{E(γξ) : γ ∈ [0, 2]}.
The right-hand side is the expectation of the random convex body [0, 2ξ] being the 
segment in Rd with end-points at the origin and 2ξ, see [40, Sec. 2.1].
The asymmetric Lp-moment body M+p K introduced in [34] (see also [47, Eq. (10.76)]) 





Ep,a(K) = xK + c1aM+p (K − xK)
for a constant c1 depending on p ∈ [1, ∞) and dimension.
Corollary 3.5 and the dual representation of ep,a from Example 2.6 (see also [13, p. 46]) 
yield that the asymmetric Lp-moment bodies with p ∈ [1, ∞) can be represented in terms 
of
Ep,a(K) = xK + a cl
{
E((γ − Eγ)ξ) : γ ∈ Lq(R+), ‖γ‖q ≤ 1
}
.
Furthermore, Corollary 6.5 shows that each Lp-centroid body of an origin symmetric 
K equals the convex hull of a family of integrated Ulam floating bodies of K. This 
representation can be made very explicit in case p = 1; it follows from Theorem 2.4
combined with the results presented in Example 2.6. Namely,
E1,a(K) = xK + a conv
⋃
t∈[0,1]
tEt(K − xK). (6.7)
The following result specialises the above relationship for centroid bodies.








Since K is origin symmetric, tEt(K) =
´ t
0 Ds(K)ds grows in t ∈ (0, 1/2], see Corol-
lary 6.4. Thus, the union in (6.8) can be reduced to t ∈ [Vd(K)/2, 1].
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rated in our setting using the sublinear expectation
e(β) = inf{λ > 0 : Eψ(β/λ) ≤ 1},
where ψ : R → [0, ∞) is a convex function with ψ(0) = 0 and such that ψ is strictly 
increasing on the positive half-line or strictly decreasing on the negative half-line. This 
sublinear expectation is the norm of β in the corresponding Orlicz space.
Example 6.10. Consider the expectile e[τ ] defined in Example 2.7 with parameter τ ∈
(0, 1/2]. In view of the results presented in Example 2.7, the corresponding floating-like 
body E[τ ](K) can be represented as









Representations (6.8) and (6.9) suggest looking at the transform of convex bodies 
given by







for a function ψ : R+ → R+. As demonstrated above, this transform relates the centroid 
body transform and the expectile transform to the Ulam floating body transform.
6.4. Open problems related to the sublinear transform
Several calculated examples suggest that Eα(K + L) ⊆ Eα(K) + Eα(L), and we con-
jecture that this is the case. It is easy to see that this holds on the line for a general 
sublinear transform.
It was shown in [23] that the equality of two symmetric p-centroid bodies for p not 
being an even integer yields the equality of the corresponding sets. This question is open 
for Ulam floating bodies, see [27], not to say also for general floating-like bodies.
It is obvious that Ee(K) is a dilate of K if K is an ellipsoid. This question has been 
explored for convex floating bodies, see [57] and references therein. However, the case of 
Ulam floating body seems to be open, as well as the case of general sublinear transforms.
There is a substantial theory of conditional (dynamic) sublinear expectations, e.g., 
constructed using backwards stochastic differential equations, see [44]. By applying con-
ditional sublinear expectations to ξ uniformly distributed in K, one comes up with 
stochastic processes whose values are convex bodies. Further investigation of such pro-
cesses is left for future work.
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