We study the interaction between two structures on the group of polynomial automorphisms of the affine plane: its structure as an amalgamated free product and as an infinite-dimensional algebraic variety. We introduce a new conjecture, and show how it implies the Polydegree Conjecture. As the new conjecture is an ideal membership question, this shows that the Polydegree Conjecture is algorithmically decidable. We further describe how this approach provides a unified and shorter method of recovering existing results of Edo and Furter.
Introduction
Let R be a commutative, unital ring, and let R
[n] denote the n-variable polynomial ring over R. We let G(R) denote the group of automorphisms of Spec R [2] over Spec R; in particular, when R = C, this is the group of polynomial automorphisms of the affine plane. A fundamental area of inquiry in affine algebraic geometry is to try and understand various structures of this group.
It is well known that, for any field K, G(K) has the structure of an amalgamated free product. Let A(K) denote the affine subgroup, consisting of all degree one automorphisms, and let B(K) denote the (upper) triangular subgroup, consisting of all automorphisms of the form (aX + P (Y ), bY + c) for some a, b ∈ K * , c ∈ K, and P (Y ) ∈ K[Y ]. The classical Jung-van der Kulk Theorem states that G(K) is the amalgamated free product of A(K) and B(K) over their intersection; thus, for any θ ∈ G(K), we can write
In length three (l = 3), the situation is much more delicate, and it is known that the corresponding conjecture must be false; see [7, 8] for some results there. We conjecture more generally Conjecture 3. Let k < l, and let (d 1 , . . . , d k ) and (e 1 , . . . , e l ) be two degree sequences with d 1 + · · · + d k < e 1 + · · · + e l . Then G (d1,...,d k ) ⊂ G (e1,...,e l ) .
In this paper, we restrict our attention to the length two case, in which there are two results of note:
Theorem 1 (Edo [5] ). Let d, e ∈ N. If d|e or e|d, then G (d+e+1) ⊂ G (d+1,e+1) .
Theorem 2 (Furter [14] ). Let d, e ∈ N. If d ≤ 2 or e ≤ 2, then G (d+e+1) ⊂ G (d+1,e+1) .
Furter's proof involved showing that the Polydegree Conjecture is equivalent to a conjecture he termed the Rigidity Conjecture, and proving the corresponding case of that conjecture. We also note that Edo and van den Essen [10] showed that the Polydegree Conjecture is equivalent to a third conjecture they termed the Strong Factorial Conjecture.
In this paper, we take a direct approach with the hopes that the techniques will prove more generalizable to the length 3 case. We prove three successively stronger results (Theorems 3, 4, and 5) which provide means of concluding that Conjecture 3 holds in certain cases. We state these in Section 1.2, and prove them in Section 2. Then, in Section 3, we show how our methods provide a unified (and much shorter) method of recovering the existing results of Edo and Furter. We also prove that the Polydegree Conjecture is algorithmically decidable (for fixed e and d), and use a computer to show that it holds for d < 50 in the e = 3 case, and d < 20 in the e = 4 case. Finally, we affirmatively answer a question of Arzhantsev that arises naturally from [2] regarding the infinite transitivity of certain group actions on C 2 .
A new conjecture
We first establish some notation needed to state a conjecture, which we will prove (Theorem 3) implies the Polydegree Conjecture. For notational convenience, here and throughout, given a sequence of natural numbers a = (a 1 , . . . , a e ), we define
where we used the usual notation for the multinomial coefficient. These polynomials arise naturally in our proofs (see Lemma 10) , and also arise out of the approach of Edo and van den Essen [10] . For each i, j ∈ Z and e ∈ N, define α i,j,e ∈ Z[x 1 , . . . , x e ] by
Note that we have g d,e = 1 d+1 α −2,d−2,e . Further, we define a d,e to be the minor determinant
Again, these polynomials, while presently unmotivated, arise naturally (see Lemma 10 below). We now state a conjecture that we will show implies the Polydegree Conjecture. 
Main results
In this paper, we will prove three results which can be used to conclude cases of the Polydegree Conjecture. The logical connection between the three is Theorem 5 =⇒ Theorem 4 =⇒ Theorem 3.
We will prove Theorem 5 in Section 2, and the above implications here. Note that Theorem 3 is immediately implied by 
By strengthening the hypotheses of this theorem, we can obtain a slightly stronger conclusion which will be necessary to answer a question of Arzhantsev in Section 3.4. To state this, we introduce from [2] the subgroups Then, for any c 1 , . . . , c d+e ∈ C, we have
Proof that Theorem 5 implies Theorem 4. Suppose Theorem 5 is true. Let c 0 ∈ C * and c 1 , . . . , c d+e ∈ C. It suffices to show that
Suppose ψ : C[x 1 , . . . , x e ] → C is a specialization homomorphism satisfying the hypotheses of Theorem 4 that ψ(g d+i,e ) = 0 for each 0 ≤ i ≤ e − 2, ψ(g d+e−1,e ) = 0, ψ(a d,e ) = 0.
Then we define λ, b 0 ∈ C * and b 1 , . . . , b d+e ∈ C by
By Theorem 5, we have
However, it is easy to check that letting δ = (X, λY ), we have
The proof of Theorem 5 is given in Section 2. Theorem 3 is aesthetically nicer and well suited for checking individual cases with the aid of computer algebra (see Section 3.1). On the other hand, we find Theorem 4 and Theorem 5 more convenient for proving the results in Section 3.
The Valuation Criterion
The key technical tool we use below is the Valuation Criterion (due to Furter [13] ), which we state in a slightly weaker version here:
This provides us with a very useful algebraic way to check the topological condition of containment in the closure. Given θ ∈ G(C(Z)), we frequently verify θ ∈ G(C[Z]) by appealing to the overring principle ( [19] , Lemma 1.1.8); if the Jacobian determinant of θ lies in C * , to check θ ∈ G(C[Z]) one simply needs to verify that each component of θ lies in
. Simplifying, we see
Since θ ∈ G(C(Z)) and both components lie in C[Z], the overring principle implies that θ ∈ G(C[Z]). Thus, applying the Valuation Criterion, we can conclude
The previous example can easily be modified to show that G (3) ⊂ G (2, 2) . In fact, the heart of our argument is a generalization of this construction (cf. (5) in the proof of Theorem 8).
Proof of Theorem 5
Throughout this section, let d ≥ 2 and e ≥ 1 be fixed. In order to prove Theorem 5, we will require an intermediate result (Theorem 8) ; stating this will require some notation which we presently introduce. We then prove Theorem 8 before using it to prove Theorem 5 in Section 2.2. Before proceeding, the reader may wish to lightly read the proof of Theorem 8 first (located in Section 2.1) to understand the motivation of these definitions.
We will use deg (1,−1) to denote the (1,
We make a few observations about these definitions before proceeding.
Proof. First, note that, since U ∈ (Y 2 ), we have I ∈ (Y ), and thus
The third statement follows immediately from the second since deg ( 
It follows from the third part of the previous lemma that we can write
An intermediate theorem
We are now ready to state the intermediate specialization theorem.
Proof. Let ψ : R d+e → C be a specialization homomorphism of the hypothesized form; for notational convenience, for the remainder of the proof we will identify u i,j and v i,j with their images under this specialization homomorphism (and write, for instance, v 0,d+e−2 = c 0 ). We begin by defining
The key tool we use is Theorem 6. We construct σ ∈ G(C(Z)) such that σ has polydegree (f, g) for some f ≤ d and g ≤ e + 1, and (when u 0,e−1 = 0) is a product of elements of K f ,H 1 , and K e+1 (with coefficients in C(Z) rather than C). Moreover, we will show that the components of σ lie in
then, lettingσ denote the image of σ modulo Z, we will showσ = θ, which by Theorem 6 implies θ ∈ G (f,g) ⊂ G (d,e+1) (with the last containment following from a result of Furter [13] ), and in the case u 0,e−1 = 0, that θ ∈ K f , H 1 , K e+1 as well.
We define V (Y, Z) ∈ C[Y, Z] to be a truncation of (the specialization of) the power series U (I(Y, Z), Z), namely
Note that deg
r=e c r Y d+e−r , and define τ 1 , τ 2 ∈ B(C(Z)) and α ∈ A (C[Z])) by
Let Clearly σ := τ 1 ατ 2 ∈ G (f,g) (C(Z)). A straightforward computation gives, for someT
Let us define
Then, lettingσ be the image of σ after going modulo Z, showingσ = θ will complete the proof. Note that showing W ∈ (Z d+e−2 ) will also give the above assertion that V (Y, Z) = 0. Thus our remaining task is to show W ∈ (Z d+e−2 ) and compute (4), together with the hypothesis on the specialization homomorphism that v i,j = 0 when i + j < d + e − 2, we see that, for some
Now, we observe
Then clearly we have W (Y, Z) ∈ (Z d+e−2 ) and
Combining this with (6), we have σ = (X + T (Y ), Y ) = θ as required.
Proof of Theorem 5
Next, we use Theorem 8 to prove Theorem 5. The bulk of the work is done in Lemma 10 below. The following theorem is well known in various forms; a similar use appears in [10] .
Theorem 9.
[17, (4.5.12) ] Let R be a Q-algebra, and let
Then
α s,j,e u i,s , where α s,j,e is as defined in (1).
Proof. We apply Theorem 9 to
] to be its formal inverse.
Factoring out the Z n from each f n , we can write F n = d+e i=0 u i,n−1 Z i , and then we have
Since I(Y ) + ZU (I(Y )) = Y , we have
Now, for the first part, recall from (3) that v 0,j is the coefficient of Y j+2 Z j in U (I(Y )). Then from (8), we see that v 0,j is the coefficient of Z j+1 in −h j+1 , so we deduce from (7) that
For the second part, we assume i ≥ 1. We proceed similarly to the first part but, to simplify some computations, we consider the natural degree grading on R i = R i−1 [u i,0 , . . . , u i,e−1 ]; that is, elements of R i−1 have degree zero, while the variables u i,j have degree 1. We will compute v i,j , the leading term of v i,j in this grading.
Recalling from (3) that v i,j is the coefficient of Y j+2 Z i+j in U (I(Y )), we see from (8) that v i,j is the coefficient of Z i+j+1 in −h j+1 , and thus, from (7),
Since
whereã is obtained from a by replacing a s with a s − 1, we find Thus we see v i,j has degree one, so v i,j = p i,j + e−1 s=0 u i,s α s,j,e for some p i,j of degree zero, i.e. p i,j ∈ R i−1 , as claimed. Remark 1. We note that the first part of Lemma 10 is stating that v 0,k and g k+1,e are the same polynomials after a change of variables.
Proof of Theorem 5. Let c 0 ∈ C * and c 1 , . . . , c d+e ∈ C. Note that, by Remark 1, the hypotheses are that there exist a specialization homomorphism ψ 0 : R 0 → C such that 
Starting from ψ 0 , we can thus inductively construct a C-algebra map ψ r : R r → C for each 1 ≤ r ≤ d + e satisfying ψ r | Rr−1 = ψ r−1 , ψ r (v r,d−1+i ) = 0 for each 0 ≤ i < e − 1 − r and ψ r (v r,d+e−2−r ) = c r . The map ψ d+e satisfies the hypotheses of Theorem 8, completing the proof of Theorem 5.
Applications to the Polydegree Conjecture
In this section, we show how our main theorem implies various results related to the Polydegree Conjecture. In particular, we first show how we very quickly obtain Edo's result (Theorem 14), and then also give a short proof of Furter's result (Theorem 17). Finally, we address a question of Arzhantsev that arises naturally in [2] .
Computer-aided results
We note that, by virtue of Theorem 3, it is easy to establish Theorem 11. The Polydegree Conjecture is algorithmically decidable for fixed d and e.
Indeed, since the polynomials g d,e are of positive order, if the ideal rad(g d,e , . . . , g d+e−1,e ) is maximal it must be the ideal (x 1 , . . . , x e ). Thus P IC(d, e) is an ideal membership question, giving the theorem above.
By computing Gröbner bases, we can verify whether P IC(d, e) holds for particular d and e. The following lemma is useful in this regard:
is true, and (a) x e ∈ rad(g d,e , . . . , g d+e−1,e ), (g d,e , . . . , g d+e−2,e , a d,e ).
Then P IC(d, e) is true as well.
Proof. The key observation is that g d,e ≡ g d,e−1 (mod x e ). Since P IC(d, e − 1) holds, rad(g d,e−1 , . . . , g d+e−2,e−1 , x e ) = (x 1 , . . . , x e ), and hypothesis (a) implies rad(g d,e , . . . , g d+e−1,e ) = rad(g d,e , . . . , g d+e−1,e , x e ) = rad(g d,e−1 , . . . , g d+e−1,e−1 , x e ) = (x 1 , . . . , x e ).
Similarly, rad(g d,e , . . . , g d+e−2,e , a d,e ) ⊃ rad(g d,e , . . . , g d+e−2,e , x e ) = rad(g d,e−1 , . . . , g d+e−2,e−1 , x e ) = (x 1 , . . . , x e ).
Thus rad(g d,e , . . . , g d+e−2,e , a d,e ) is maximal (in Q
[e] ), and since rad(g d,e , . . . , g d+e−2,e ) is not, we see a d,e / ∈ rad(g d,e , . . . , g d+e−2,e ).
We used Sage combined with Magma (and, independently, Mathematica; though not in all cases) to verify the two hypotheses of Lemma 12 and establish the following results:
We note that these include the previously unknown special cases G (8) ⊂ G (5, 4) , G (10) ⊂ G (6, 5) , and G (12) ⊂ G (7, 6) (among others). These would be quite tedious to establish directly (with currently known techniques), as the Gröbner bases involved in the computations can consist of a large number of polynomials, depending on the term order chosen.
Edo's Theorem
Theorem 14 (Edo) .
Proof. Rather than use Theorem 3, we find it easier to directly construct the specialization homomorphisms. Let c 0 , . . . , c d+e ∈ C with c 0 = 0. We make use of Theorem 5 and define a specialization homomorphism ψ :
Then ψ(g d,e ) = · · · = ψ(g d+e−2,e ) = 0, while ψ(g d+e−1,e ) = c 0 . Note that these choices mean ψ(α i,j,e ) = 0 whenever j − i is not a multiple of e. Thus, to see ψ(a d,e ) = 0, it suffices to show that ψ(α i,i+ne,e ) = 0 for all n ∈ N. But this is immediate from the definition (1).
Remark 2. Edo's original proof involved showing that certain hypergeometric polynomials did not share a common root. Interestingly, our approach does not require this to prove Theorem 14; however, we will use these same hypergeometric polynomials below to prove Furter's Theorem 17.
Furter's Theorem
We now turn our attention to providing a new proof of Furter's result that the Polydegree Conjecture holds for e = 2. We will again make use of Theorem 5; however, in contrast to the previous proof, it is more difficult to verify that ψ(a d,2 ) = 0. Thus, we first develop relations among the polynomials g k,2 and α i,j,e . To do so, we define polynomials P k,n (z) ∈ Q[z] (for all positive integers k, n) as
These are actually re-indexed versions of polynomials introduced in [5] , where it was observed that they are actually hypergeometric polynomials, namely (in our indexing)
Proof. This is a straightforward computation; first, for α i,j,2 we observe
Factoring (−x 1 ) j−i out of the last sum, we find the claimed formula for α i,j,2 . The second claim then follows from the observation that g k,2 = Now, we state a theorem about the polynomials P k,n that will immediately imply Furter's result (restated below in Theorem 17).
Proof. We construct the specialization homomorphism ψ 0 : C[x 1 , x 2 ] → C in two steps. First, let λ ∈ C * be as in Theorem 16, and define
. Then Lemma 15 provides
Now we observe that ψ 1 (g d+1,2 ) is a homogeneous polynomial of degree d + 1 in a single variable; thus, for any c 0 ∈ C * , there exists µ ∈ C * such that, defining ψ 2 : C[x 1 ] → C by ψ 2 (x 1 ) = µ, ψ 2 (ψ 1 (g d+1,2 )) = c 0 . Similarly, ψ 1 (a d,2 ) is also homogeneous, so ψ 2 (ψ 1 (a d,2 )) ∈ C * . The theorem then follows from Theorem 5 by setting ψ 0 = ψ 2 • ψ 1 . Now we return our attention to Theorem 16. For the sake of brevity, we will write simply P k,n = P k,n (z); our present goal is to relate the determinant D := P d+1,d−1 P d+2,d−1 − P d+1,d−2 P d+2,d to the polynomials P d,d and P d+1,d+1 . Recall from (9) that each P k,n is a hypergeometric polynomial; consequently, any polynomial P d+m,d+n , where m, n are integers, can be expressed as a linear combination in P d,d and P d+1,d+1 , with coefficients that are rational functions in d and z. For instance, we have
.
Expressing each term of D in terms of P d,d and P d+1,d+1 , it is straightforward (but somewhat tedious) to obtain
2(d + 2)z(1 + 3z) − 3d(3d + 2)(3d + 4)zP Thus, the theorem follows as long as there is a λ ∈ C\{0, −1/3, −1/4} with P d,d (λ) = 0 and P d+1,d+1 (λ) = 0. This final assertion is proved in the next lemma.
Lemma 18. Let λ ∈ C be such that P d,d (λ) = 0. Then P d+1,d+1 (λ) = 0; moreover, λ / ∈ {0, − 
Clearly, 0 is not a root of p d for any integer d ≥ 0. We claim that, similarly, −1/3 is not a root of any of these polynomials. Indeed, specializing (10) to z = − Similarly, specializing at z = −
