ABSTRACT. In this paper, we construct connected trajectory and global attractors for heat equations with linear fading memory and with nonlinear heat sources. No restriction on the polynomial growth of the nonlinear term is assumed. We also prove the existence of a global Lyapunov function for these equations under proper assumptions on the rate of exponential decay of the memory kernel. The existence of such a Lyapunov function implies that the trajectory and global attractors of the equation under consideration have a regular structure, i.e., they coincide with unstable trajectory sets issuing from the set of stationary points of the equation.
INTRODUCTION
In this paper, we study the following evolution integro-partial differential equation:
(0.1) ∂ t u(x, t) = ∆u(x, t) + ∞ 0
k(s)∆u(x, t − s) ds − f (u(x, t)) + g(x),
with boundary conditions u| ∂Ω = 0. The scalar function u(x, t) depends on the spatial variable x ∈ Ω R n and the time t ∈ R. In equation (0.1), ∆ denotes the Laplace operator in R n . We also assume that g(·) ∈ L 2 (Ω) and that the nonlinear where δ is some positive number. It follows from these assumptions that the kernels k(s) and µ(s) decay to zero with an exponential rate. This behavior reflects the fading of the far history in the model under consideration. This model was proposed in [11] ; similar equations were also considered in [16] and [17] . Equation (0.1) describes the heat flow in a rigid, isotropic, homogeneous heat conductor with memory in the presence of a nonlinear heat source. It is derived in the framework of the well-established theory of heat flows with memory due to Coleman and Gurtin (see [5] ).
In [7] [8] [9] [10] 18] , the asymptotic behavior of the solutions of equation (0.1) and of other related equations with memory was investigated by using the theory of dynamical systems and global attractors (see [1, 2, 12, 19] ). The authors of these papers used the so-called history space setting which suggests to consider some past history variables as additional components of the phase space corresponding to the equation under study. This fruitful idea was proposed by Dafermos (see [6] ).
Let us shortly describe the history space setting for equation (0.1) (see [7] [8] [9] [10] 18] for more details). We introduce a new variable which reflects the past history of the equation, namely, This function satisfies the following equation:
(0.5)
∂ t η t (x, s) = u(x, t) − ∂ s η t (x, s)
(see Section 2) . Integrating by parts in s and using the assumption k(+∞) = 0, we rewrite the integral term in equation ( (Ω)) is the corresponding weighted (for the variable s) Hilbert space with weight µ(s), s ≥ 0 (see, e.g., [9] ). Now, setting (0.12)
µ(s)∆η t (x, s) ds, where µ(s) = −k (s) (see Section 2). We write u(t) = u(·, t) and η t (·, s) = η t (s)
.
z(t) = (u(t), η t ), z
If one can prove that the Cauchy problem (0.11) and (0.12) has a unique solution z(t), t ≥ 0, with values in a suitable phase space H (e.g., in H = L 2 (Ω) × L 2,µ ), then one can construct a semigroup of operators S(t) : H → H , S(t)z 0 = z(t), t ≥ 0, and study the global attractor of this autonomous dynamical system. This scheme is called the history space setting and it was successfully applied to various equations with memory in [7] [8] [9] [10] 18] and in many other papers. Unfortunately, this approach leads to a rather complicated phase space H for the corresponding dynamical system. It is also difficult to study properties of the semigroup {S(t)} such as continuity, compactness, or asymptotic compactness. These obstacles often lead to various additional restrictions on the terms of the equation with memory under study (e.g., restrictions on the growth p (see (0.2)) of the nonlinear function f (u) in (0.1)) which seem unnecessary.
In the present paper, we study the behavior of the solutions of equation (0.1) as t → +∞ by constructing the so-called trajectory attractor of this equation. This method was proposed in [2, 3] and it was successfully applied by the authors in [4] to the study of dissipative semilinear hyperbolic equations with memory.
We assume that the function u(x, t) in equation (0.1) is known for all t ≤ 0 and u(x, t) does not necessarily satisfy the equation for negative t. This assumption can be reflected in the "initial condition" which we write in the form We are looking for a function u(t) = u(·, t), t ∈ R, belonging to the space
(Ω)) such that u(t) coincides with v(t) for all t ≤ 0 and, for t ≥ 0, u(t) satisfies equation (0.1).
In Section 2, we prove that problem (0.1) and (0.13) has a unique solution for every v ∈ E − (a similar theorem is proved in [9] ). We denote by v(s), s ≤ 0, the elements of the space E − , where s stands for the time variable in place of t.
For every fixed t ≥ 0, we consider the mapping S(t) : E − → E − acting by the formula (0.14)
(
S(t)v)(s) = u(t + s), ∀ s ≤ 0,
where u(t), t ∈ R, is the solution of problem (0.1) and (0.13) with initial datum v ∈ E − . It is easy to see that the family of operators {S(t) | t ≥ 0} forms a semigroup in E − . Our aim is then to construct and to study the trajectory and global attractors of the semigroup {S(t)} in E − . In Section 1, we present a general scheme for the construction of the trajectory and global attractors for equations with memory.
Recall that, in order to define the global attractor, we have to specify a topology in the space E − , which will be used to measure the attraction of the bounded sets of initial data from E − under the action of S(t) as t tends to infinity. For this purpose, we take the local uniform convergence topology of the space C loc (R − ; E). Here, we take E = L 2 (Ω). To define the bounded sets in E − , we use the norm of the space E − itself (see Sections 1 and 4). We shall call the corresponding global attractor of the semigroup {S(t)} the trajectory attractor since the semigroup {S(t)} acts in the trajectory space E − .
(1) the set A is bounded in E − and compact in C loc (R − ; E); (2) the set A is strictly invariant with respect to {S(t)}, that is,
(3) the set A is an attracting (in C loc (R − ; E)) set of the semigroup {S(t)}: for any bounded set B ⊂ E − , the set S(t)B converges to A as t → +∞ in the topology of C loc (R − ; E), i.e., for every M > 0,
In Sections 3 and 4, we prove our main result. We note that, due to the strict invariance property, the trajectory attractor A consists of functions v(t), t ≤ 0, which satisfy equation (0.1) for all t ≤ 0.
We then use the trajectory attractor A of the equation with memory (0.1) to construct the global attractor (in E = L 2 (Ω)) of this equation. For any set B ⊂ E − , we set
where h ≤ 0 is an arbitrary fixed number. In particular, we set
The set A(h) is independent of h, i.e., A(h) = A(0) for all h ≤ 0, since A is strictly invariant w.r.t. {S(t)}.
Definition 0.3. A set
(2) the set A attracts the bounded solutions of (0.1), that is, for any bounded set
where u(t, v) is the solution of (0.1) with initial datum v; (3) the set A is the minimal compact attracting set which satisfies (0.16).
We prove in Section 4 that the set A = A(0) is the global (E − , E)-attractor of equation (0.1) and the set A is connected (see Section 5) . In Section 5, we also establish some additional smoothness properties of the trajectory and global attractors of equation (0.1).
In Section 6, we consider the problem of the regularity of the trajectory and global attractors of the heat equation with memory (0.1). It is well-known that the semilinear heat equation without memory (corresponding to k ≡ 0 in (0.1)) possesses the regular global attractor (see [1, 12] ). This assertion follows from the existence of a global Lyapunov function for this equation. However, we show in Section 6 that it is impossible to construct a Lyapunov function for the equation with memory (0.1) by using the method known for the equation without memory. Nevertheless, we construct in Section 6 another Lyapunov function under some additional restrictions on the nonlinear function f (u) and the memory kernel k. We prove the following result. Having a global Lyapunov function, we prove that the trajectory and global attractors of (0.1) have a regular structure. We denote by N the set of all stationary solutions of (0.1), i.e., the functions z(
Definition 0.5. The following set is called the unstable trajectory set issuing from N :
The set M + (N ) is strictly invariant w.r.t. {S(t)} and, besides, M
In Section 6, we prove the following result. Finally, we emphasize that it is quite reasonable to expect that the past history setting from [7] [8] [9] [10] 18] and the trajectory attractor approach of the present paper (see also [4] ) should be, in some proper sense, related. In particular, the corresponding global attractor and trajectory attractor should be homeomorphic in the corresponding spaces. In a forthcoming paper, we intend to compare these two methods of study of evolution equations with memory in detail and to establish the precise relation between their global and trajectory attractors. It would also be important to study the existence of a Lyapunov function in the past history setting in order to study the structure of the corresponding global attractors.
EQUATIONS WITH MEMORY AND THEIR TRAJECTORY AND GLOBAL ATTRACTORS
We consider the following abstract evolution equation:
We assume that the function u(t) is known for all t ≤ 0 and our problem is to continue u(t) for t ≥ 0 in such a way that u(t) satisfies equation ( Thus, the derivative ∂ t u(·) at time t depends not only on the value u(t) of the function u at this time t, but also on all the values u(t ) for t ≤ t. This reflects the appearance of memory effects in the evolution equation. Recall that, in the usual partial differential equations, the time derivative ∂ t u(t) depends only on u(t), that is, the right-hand side A in (1.1) has the form A(u(t)). In the next section, we shall consider an example of evolution equation of the form (1.1).
Here, we discuss a general approach for the study of the equation with memory (1.1). We assume that the function u takes values in a Banach space E, i.e., u(t) ∈ E for all t ∈ R. We note that the function u(t) does not necessarily satisfy equation (1.1) for negative t. Therefore, we may choose u(t) for t ≤ 0 quite arbitrarily. We can write this circumstance as an "initial datum" for equation (1.1) of the form
where the function v(·) belongs to some class of functions E − , with range (−∞, 0] and with values in the space E. We shall specify the space E − below. Our aim is to study the asymptotic behavior of the solutions of problem (1.1) and (1.2) as t → +∞. To construct the dynamical system or the semigroup corresponding to this problem, we make the following basic assumption. We assume that problem (1.1) and (1.2) has a unique solution for any initial datum v(·). We note that this question can be the subject of a separate deep investigation for a given nonlinear equation of the form (1.1), where one has to define precisely the notion of a solution of (1.1) and (1.2) and to specify a class of functions in which the solutions live.
We 
Remark 1.1. In fact, the mappings S(t) are also well defined for t ≤ 0 and we obtain the group {S(t) | t ∈ R}. We only have to note that, for t ≤ 0, the mappings S(t) are independent of the solutions of equation (1.1).
We study the global attractor of the semigroup {S(t)} acting in the phase space E − . It is known that, in order to define a global attractor, we have to determine a topology on E − and a collection of bounded sets in E − . We first consider the local uniform convergence topology C loc (R − ; E). Recall that a sequence of
It is well-known that the space C loc (R − ; E) is metrizable and the corresponding metric space is complete. Nevertheless, in order to define the bounded sets in E − , we shall use another metric. For example, this metric can be generated by the norm of the space C b (R − ; E), i.e.,
Another possibility is the following metric. Let E 1 be a Banach space such that
Then, the desired metric is generated by the norm of the space
We actually assume that E − ⊆ F, where F is a Banach space whose norm · F will be used to define the bounded sets in E − . We assume that the norm of F satisfies the following inequality on E − :
This property looks very natural and is obviously valid for the above examples (i.e., when 
Here, dist M (A, B) denotes the Hausdorff semi-distance from a set A to a set B in a metric space M with metric
We now define the global attractor of the semigroup {S(t)}, which we call the trajectory attractor since this semigroup acts in the space of (semi-)trajectories 
It is clear that
We now construct the global (F , C loc (R; E))-attractor of the semigroup {T (h)}. We extend the metric of F to the space K + . The extended metric measures the distance between the "tails" u(t), t ≤ 0, in F . This new metric is well defined on 
The set P is bounded in F . It is clear that the set P + is also bounded in F , since the semigroup {S(t)} is uniformly bounded in F . Furthermore, the set P + is precompact in C loc (R; E), since P is compact in C loc (R − ; E). Finally, the set P + is attracting for the semigroup {T (h)}. Therefore, the theorem from [1] on the existence of the global (F , D)-attractor of a continuous semigroup is applicable to the semigroup {T (h)} acting in K + (see also [2] and [4] ). We set F = F and
We now restrict the set A + to the negative semiaxis R − = (−∞, 0]. We denote by A the set so constructed. This set satisfies all the properties of the definition of the trajectory attractor. Moreover, we have A = ω(P ), where the ω-limit set of P is taken in the topology of C loc (R − ; E). We leave the details to the reader.
Ë
Notice that the continuity in C loc (R − ; E) of the semigroup {S(t)} is not assumed in Theorem 1.5. In the proof, we have only used the natural continuity of the extended translation semigroup {T (h)}. This approach was also used in [2, 3] in order to construct trajectory attractors for evolution equations without uniqueness such as the 3D Navier-Stokes system.
Proof. We apply the strict invariance property of the trajectory attractor (see point (2) in Definition 1.3). For a given v(·) ∈ A, we consider the corresponding solution u(t). Since A is strictly invariant with respect to {S(t)}, then, for every h > 0, we can find a function v h (·) ∈ A (and the corresponding solution
We now formulate a useful compactness criterion in the space C loc (R − ; E). For the proof, see, for instance, [2] . We now show how to construct the global attractor in the space E for the equation with memory (1.1), having the trajectory attractor in the space C loc (R − ; E).
For any set
(1.10) where h ≤ 0 is fixed. In particular, we consider the following set belonging to E:
This fact is a direct consequence of the invariance property of the trajectory attractor. We now define the global attractor (in E) for equation (1.1).
Definition 1.10. A set
(2) the set A attracts the bounded (in F ) solutions of (1.1), that is, for any bounded set B from the space E − ,
(3) the set A is the minimal compact attracting set, that is, if a set A is compact in E and satisfies (1.11) (with A in place of A), then A ⊆ A .
We deduce from (1.11) that, for any bounded set of initial data
Theorem 1.11. Under the assumptions of Theorem 1.5, the set
The proof is given in [4] and follows from the properties of the trajectory attractor A.
In the next sections, we shall consider semilinear heat equations with memory and we shall construct the trajectory and global attractors for these equations.
SEMILINEAR HEAT EQUATIONS WITH MEMORY
We consider the following parabolic equation with memory in a bounded domain
Here, u(x, t) is a scalar unknown function of the variables x ∈ Ω and t ≥ 0, and ∆ = ∆ x is the Laplace operator in R n . The nonlinear scalar function f (u), u ∈ R, belongs to C 1 (R) and satisfies the following inequalities:
Concerning the memory kernel k(·), we assume that
It follows from (2.6) that the positive function k(s) is decreasing. We also assume that
Notice that (2.7) and (2.8) imply that
As usual, we write u(t) = u(x, t), omitting the argument x. We rewrite the memory term in (2.1) as follows:
Here, integrating by parts in s ∈ [0, +∞), we have used condition (2.8), inequality (2.10), and assumption (2.11). Furthermore, we have set (2.13)
All the calculations have a sense and are carried out in the space H −1 (Ω). Furthermore, all the integrals have a sense in the sense of Bochner. Notice that (2.13) implies that (2.14)
Hence, (2.15) u(t) = ∂ t η u (t, s) + ∂ s η u (t, s).
This identity will be extremely important in the sequel.
Using (2.12) and (2.6), we rewrite equation (2.1) as follows:
Following the general scheme of Section 1, we assume that the function u(x, t) is known for all t ≤ 0. We write this formally as the initial condition for equation (2.16):
We assume that the function
We shall specify the space E − of initial data later on. We now clarify the notion of a solution for (2.1)-(2.2) (or, equivalently, for
and, due to (2.9) and (2.17), the function
as well. At the same time, if it is known that
, where 1/p + 1/q = 1. Therefore, the right-hand side of equation (2.16) (or (2.1)) belongs to the space
where r = max{1, n/2 − n/p} and ρ = n/2 − n/p is the exponent in the corresponding Sobolev embedding theorem (namely, 
Proof. A similar result is proved in [9] . The proof is analogous to that performed for the similar semilinear parabolic equation without memory, i.e., for k ≡ 0. We shall sketch here only the main steps (for more details, see [1, 2, 14, 19] ).
1. Faedo-Galerkin approximations. We consider the system of ordinary differential equations with memory of the form: 
The system of ordinary differential equations (2.18) with initial datum (2.19) (with respect to the unknown scalar functions c jN 
(The proof uses the standard iteration method; the memory term does not cause any difficulty.) Moreover,
. We now prove that T N = +∞ by using the first a priori estimate for (2.18) (as well as for (2.1)).
2. The first a priori estimate and the existence of a solution. As for (2.1) and (2.16), we rewrite equation (2.18) as follows: .13)). We now multiply equation (2.20) by the function u N (t) for any t ∈ [0, T N ) and integrate this product over Ω. After standard transformations, we obtain the equality
We shall omit the index N and write u(t)
Here, we have also used the notations |·| and (·, ·) for the norm and the scalar product in L 2 (Ω), respectively. We transform the integral term in (2.21), using identity (2.15), as follows:
We note that
Here, we have integrated by parts in x ∈ Ω. All the transformations have a sense since the function u(x, t) is smooth for t ∈ [0, T N ). Concerning the second integral in the right-hand side of (2.22), we have
Here, we have first integrated by parts in x ∈ Ω and then in s, using the fact that µ(+∞) = 0 (see (2.9) 
Notice that −µ (s) ≥ 0 (see (2.6) and (2.7)) and, besides,
(2.28)
Recall that λ 1 is the first eigenvalue of the laplacian. Using (2.26) and (2.27) and integrating (2.25) over [0, t] , we obtain
We note that the right-hand side of (2.29) is independent of N,
(Ω)) and µ satisfies (2.9). Hence, we may assume that T N = +∞. Moreover, the se- 
This statement is a generalization of known interpolation results. See [15] and [20, Chapter 3, Lemma 1.2], where the case V = E, p = 2, and V is a Hilbert space is considered.
Let two solutions u 1 (t) and u 2 (t) of (2.1)-(2.2) with the same initial datum (2.17) be given. We set
, and w satisfies the equations 
From (2.31), it follows that
Inserting (2.33) into (2.32), we deduce that
Recall that µ (s) ≤ 0 for all s ≥ 0 (see (2.6) and (2.7)). Therefore,
Hence, integrating (2.34) over [0, t] , we have
Finally, since µ(s) ≥ 0 for all s ≥ 0, we obtain the inequality
Since w(t) = 0 for t ≤ 0, we deduce that |w(0)| = 0 and
Hence, inequality (2.36) yields 
Then, the following inequalities hold:
1 , and
Moreover,
Proof. This can be done in two ways. First, we can prove these inequalities for the Faedo-Galerkin approximations, i.e., for a solution of (2.18), and then we can pass to the limit in the inequalities that we obtain. The second technique is based on Lemma 2.3 which legitimates all the transformations below.
Similarly to (2.25), we prove the identity
We now apply inequalities (2.26), (2.27), and (2.7) and obtain
where C 0 = 2C|Ω| + |g| 2 /λ 1 . Using the Poincaré inequality |∇u| 2 ≥ λ 1 |u| 2 , we conclude from (3.5) that
This implies, in a standard way,
Integrating (3.5) in t, we obtain
Inequalities (3.1) and (3.2) are proved. We now prove (3.3). It follows from (3.5) that (3.9)
We then multiply (3.9) by k(t − s) and integrate over [0, t] in s:
We integrate by parts in the first integral in the left-hand side of (3.10):
From (3.10), (3.11), and (2.10), we obtain
It follows from (2.9) that
Finally, estimate (3.12) implies
This finishes the proof.
Ë
We assume that the initial datum v(·) satisfies the inequality (3.13)
where R is an arbitrary positive number. We obtain from (3.1) and (3.2) the following result.
Corollary 3.2. If the function v(·) satisfies (3.13), then the solution u(·) of problem (2.1), (2.2), and (2.17) satisfies the following inequalities:
We now assume that the initial datum v(·) satisfies the conditions (3.17)
Corollary 3.3. If the function v(·) satisfies (3.17), then the corresponding solution u(·) satisfies the inequalities:
Proof. We have
We estimate the second integral in the right-hand side of (3.21) by using (2.10):
This estimate, together with (3.3) and (3.17), gives inequality (3.18) for appropriate constants c 3 and C 3 , since ≤ δ.
To prove inequality (3.19) for the kernel µ(s), we use estimates (2.9) and (3.15). We have
Concerning the second integral in the right-hand side of (3.23), we obtain, similarly to (3.22),
We now estimate the first integral in the right-hand side of (3.23). We have
Here, we have also used estimate (3.15). Combining then (3.24) and (3.25), we obtain (3.19). The proof of (3.20) simply repeats the reasoning above with the function e − s in place of µ(s).
Ë

Corollary 3.4. Under the assumptions of Corollary 3.3, we have
Proof. To prove (3.26), we multiply inequality (3.9) by s and integrate the resulting inequality over [0, t] :
Here, we have used inequalities (3.1) and (3.13).
In order to prove (3.27), we multiply inequality (3.19) by t and integrate over [0, t] .
Ë
We need one more important a priori estimate on the solutions of problem (2.1), (2.2), and (2.17).
Proposition 3.5. Let v(·) satisfy (3.17). Then, the corresponding solution u(·) satisfies the inequality
where the constants c 6 and C 6 are independent of R and t.
Proof. We shall perform all the necessary transformations for the FaedoGalerkin approximation u N (t) of order N and obtain (3.28) for u N (t). Then, we shall pass to the limit in this inequality as N → ∞ and derive the same inequality for the exact solution. We shall omit the index N for brevity.
Consider equation (2.1). We set (3.29)
and rewrite equation (2.1) as follows: 
∂ t u(t) = ∂ t θ u (t, s) + ∂ s θ u (t, s).
We now take the scalar product in L 2 (Ω) of equation (3.30) with ∂ t u and obtain, after standard transformations, the following equality:
where
Consider the integral term in the right-hand side of (3.32). Using (3.31), we have 
k(s)(∆θ u (t, s), ∂ t u(t)) ds
k(s)(∆θ u (t, s), ∂ t θ u (t, s) + ∂ s θ u (t, s)) ds
Here, we have integrated by parts in x (recall that θ u | ∂Ω = 0) and have used the elementary identity 2z(dz/dy) = dz 2 /dy. In the second integral in (3.33), we integrate by parts in s. Recall that k(+∞) = 0 (see (2.8) ) and θ u (t, 0) = u(t) − u(t) = 0. We thus rewrite (3.33) as 
k(s)(∆θ u (t, s), ∂ t u(t)) ds
Replacing (3.34) into (3.32), we obtain
We now multiply (3.35) by t and integrate the resulting equality over [0, t] . We have
Notice that, in (3.36), k(s) ≥ 0 for all s ≥ 0. Therefore,
It follows from (2.4) and (2.5) that 
Here, the constants γ 1 , γ 2 , γ 3 , and C ε are independent of t. Consider the following integral:
k(s)(∇u(t), ∇u(t − s)) ds
Using this inequality in (3.41), we obtain
Finally, we estimate the last integral in the right-hand side of (3.42) as follows:
In the last inequality, we have used estimates (3.26) and (3.27).
We now set ε = 
Inequality (3.28) is completely proved. 
TRAJECTORY AND GLOBAL ATTRACTORS FOR HEAT EQUATIONS WITH MEMORY
We consider equations (2.1) and (2.2) with the initial datum (2.17). It is clear that this problem is of the form (1.1), with E = L 2 (Ω). Concerning the phase space E − , we take
The space E − is a vector subspace of 
Thus, problem (2.1), (2.2), and (2.17) generates a semigroup in E − acting by the formula
where u(t) is the solution of (2.1)-(2.2) with initial datum v(·). It is obvious that the semigroup {S(t)} maps the space E − into itself.
We now construct the trajectory attractor for the semigroup {S(t)}. To measure the convergence to the attractor, we use the local uniform convergence topology of the space C loc (R − ; L 2 (Ω)), while the collection of bounded sets in E − is taken in the metric of this space itself:
The norm in this space is defined as follows: 
Proof. We use Proposition 3.1. Let B ⊂ E − be a bounded set (for the norm (4.3)). Then, there exists a number r > 0 such that
Therefore, (4.5)
Recall that ϕ(t) = |u(t)|
We note that Thus, inequality (4.4) implies that (4.6)
Inequality (3.2) yields, on the segment [t, t+1] ,
It follows from (3.1) that (4.8)
From (4.7) and (4.8), we conclude that
Therefore,
and the semigroup {S(t)} is uniformly bounded in F .
To prove the existence of a bounded attracting set, we use Corollary 3.2. Consider the following set in E − :
where C 0 = C 0 / + C 0 (see (3.15) ). It is clear that P 0 is bounded in F . We claim that P 0 is an attracting (in C loc (R − ; L 2 (Ω))) set. Indeed, we fix an arbitrary number M > 0 and consider an arbitrary bounded set B ⊂ E − , that is, for some r > 0,
and, concerning the corresponding solution u(t) = u(t, v), we obtain
(see (3.14) and (3.15)). We choose the number t 1 such that
Then, for all t ≥ t 1 , R 2 e − (t−M−1) + C 0 ≤ 2C 0 , and the set S(t)B, restricted to the segment [−M, 0], belongs to the set P 0 , also restricted to
Ë
Notice that the attracting set P 0 is not absorbing for the semigroup, i.e., we cannot state that S(t)B ⊆ P 0 when t is large, since every solution u(t) has a "tail," namely,
So, if the weight of this "tail" is large, then the weight of S(t)v 2 F is large for all t ≥ 0. This phenomenon reflects the peculiarity of equations with memory.
Proposition 4.2. The semigroup {S(t)} has (in
Proof. Consider the following set in the space E − :
where (3.14) and (3.20) ). The set P 1 is absorbing for the semigroup {S(t)}. Indeed, let B be a bounded set in E − , i.e., let B satisfy (4.4) and (4.5) for some number r . Then, estimate (4.6) holds. Furthermore, we have
We set R 2 = (c + c )r 2 . Hence, for any v ∈ B, (4.9)
We now choose the number t 1 = t 1 (r ) so that (4.10)
From (3.14) and (3.20), we then conclude that, for all t ≥ t 1 ,
is the corresponding solution of (2.1)-(2.2). Therefore, S(t)B ⊆ P 1 for t ≥ t 1 , i.e., P 1 is an absorbing set of the semigroup {S(t)}.
We now construct a compact attracting set. We shall use Proposition 3.5. For every v ∈ P 1 , inequality (3.17) holds with R = R 1 . It follows from (3.28) that the corresponding solution u(·) satisfies the inequality (t = 2)
In particular,
(4.13)
Thus, for any element w ∈ S(2)P 1 , we have the inequalities
(4.14)
Consider the set
It is clear that P 2 is bounded in F . It follows from Lemmas 1.7 and 1.8 that the set P 2 is compact in
We claim that the set P 2 is attracting for {S(t)} in the topology of the space
Consider an arbitrary bounded set B, whose norm does not exceed some number r (see (4.4) and (4.5)). We fix a number M > 0. Consider the solution u(·) corresponding to an arbitrary function v ∈ B. We note that,
where t 1 is defined in (4.10). Therefore, the function u(· + t + h) satisfies (4.13) for all h ∈ [−M, 0] and, for all t ≥ t 2 :
Hence, the set S(2 + t)B = S(2)S(t)B satisfies the following property: for any
Thus, for all t ≥ t 2 , the set S(2 + t)B, restricted to the segment [−M, 0], belongs to the set P 2 , also restricted to the segment [−M, 0]. Therefore,
Thus, the set P 2 attracts S(t)B as t → +∞ in the topology of
This finishes the proof of the proposition.
Ë Summarizing, we have defined the semigroup {S(t)} acting in the space E − and generated by the equation with memory (2.1). We have constructed a bounded (in F = E − ) and compact (in C loc (R − ; L 2 (Ω))) attracting set. Thus, Theorems 1.5 and 1.11 are applicable and we have the following result.
Theorem 4.3. The semigroup {S(t)} associated with (2.1)-(2.2) possesses the
We note that A ⊆ P 2 (see (4.15) 
Corollary 4.5. The trajectory attractor
In particular, for M = 0,
The proof of this assertion is based on the fact that the set P 2 is compact in the space C loc (R − ; H 1−ε (Ω)) (which follows from Lemmas 1.7 and 1.8). We leave the details to the reader.
SMOOTHNESS AND CONNECTEDNESS OF
THE TRAJECTORY ATTRACTOR In this section, we shall prove that the trajectory attractor satisfies some additional smoothness properties and that it is a connected set.
We shall need one more result concerning the smoothness of the solutions of equation (2.1).
Proposition 5.1. Let the initial datum v(·) in (2.17) satisfy (3.17) . Then, the corresponding solution u(·) of (2.1)-(2.2) satisfies the inequality
Proof. As usual, we prove (5.1) for the Faedo-Galerkin approximation systems (2.18) and obtain the same estimate for the exact solution by passing to the limit as N → ∞. We shall omit the index N.
We rewrite equation (2.18) as follows (see (2.20) ): It follows from (5.3) that
We now differentiate equation (5.2) in t and setū(t) = ∂ t u(t). We have the following equation for the functionū(t), taking into account (5.4):
We multiply Equation (5.5) withū(t) and integrate over Ω. Performing classical transformations, we obtain
µ(s)(∆θ u (t, s),ū(t)) ds − (f (u(t))ū(t),ū(t)).
Recall that the functionū(t) satisfies the identity
(see also (3.31)). Therefore, the integral in the right-hand side of (5.6) is equal to
Here, we have used transformations (3.33)-(3.34), where, obviously, due to (2.9), we can replace the kernel k(s) by the kernel µ(s). Hence, from (5.6), we conclude that
Inequality (2.3) implies
Furthermore, it follows from (2.8) and (2.7) that −µ (s) ≥ 0. Thus, from (5.9), we obtain the inequality
(5.10)
We multiply this inequality with t 2 :
Integrating (5.11) over [0, t] , we have
Notice that µ(s) ≥ 0 for all s ≥ 0. Thus, (5.12) implies
We estimate the first integral in the right-hand side of (5.13) by using (3.28). We also apply inequalities (3.27) and (3.43) and deduce
Consequently,
This finishes the proof of the proposition. 
We now prove that the trajectory attractor A is connected in the space
We recall that, for equations without memory, the connectedness of the global attractors is usually proved by using the continuity of the corresponding semigroups in the phase spaces of initial data (see, for instance, [19] ). However, in our example, the semigroup {S(t)} acting in the phase space 
is also large. Nevertheless, the semigroup
). This observation allows to prove the connectedness of the trajectory attractor.
14)
Then, the mapping S(t) :
Proof. We shall use estimate (2.36) from Theorem 2.1, where we proved the uniqueness of the solution of problem (2.1), (2.2), and (2.17). Let u 1 (t) and u 2 (t) be two solutions of problem (2.1), (2.2), and (2.17) with initial data v 1 (·) and v 2 (·), respectively. Repeating the reasoning leading from (2.31) to (2.36), we obtain that the difference u 1 (t) − u 2 (t) ≡ w(t) satisfies the inequality
Therefore, for a fixed L > 0, we have
where we assume that v 1 , v 2 ∈ B and B satisfies inequality (5.14).
We now fix arbitrary M > 0 and
Let v 1 , v 2 satisfy the inequality (5.18)
Then, due to (5.17),
Inserting this estimate into (5.15) and applying the Gronwall lemma to the resulting inequality, we obtain
Thus, for any fixed M > 0,
This means that, for any M > 0, we can make the left-hand side of (5.19) arbitrary small, taking ε 1 sufficiently small and L sufficiently large. Consequently, the mapping 
and a continuous image of a connected set is a connected set. Therefore, the set
It is known that the intersection of any collection of connected sets is a connected set as well. Thus, A is connected in the space L 
LYAPUNOV FUNCTIONS FOR THE HEAT EQUATION WITH MEMORY
It is well-known that the heat equation (2.1) without memory, i.e., k(s) = 0, for all s ≥ 0, has a regular structure (see [1, 12, 13] ). This property is closely connected with the existence of a global Lyapunov function for this equation. Recall that a global Lyapunov function is a functional defined on the phase space of the equation which strictly decays along any nonstationary solution of this equation. For the heat equation without memory, a choice of a Lyapunov function reads (6.1)
It is easy to show (see, for instance, [12] ) that any solution u(t) of this equation satisfies the equality 
Repeating formally the transformations (3.30)-(3.35) , we obtain the equality (6.3)
where 
which is similar to (6.2). Unfortunately, in (6.4), µ(s) ≥ 0 for all s ≥ 0. Therefore, the functional Φ k (S(t)v) may not decay in t. Thus, this does not lead to a Lyapunov function for the equation with memory. Nevertheless, this obstacle can be partially removed by adding an auxiliary term coming from identity (5.9) to Φ k (·). Then, we can construct a global Lyapunov function under the condition that the number D from estimate (2.3) is less than the sum λ 1 + δ, where λ 1 is the first eigenvalue of the laplacian and the number δ is taken from (2.7). We now formulate this assertion precisely.
Recall that the memory kernel µ(s) in (6.4) satisfies inequality (2.7), i.e.,
Consider the following functional:
Theorem 6.1. Let the nonlinear function f (u) satisfy the inequality
Notice that the exact solution u(·) of (2.1)-(2.2) belongs to
Consider an initial datum of the formū 
We now pass to the limit in (6.14) as N → ∞ by using the following known result on weak convergence. We first go back to the general equation with memory (1.1) considered in Section 1 and give some new important definitions.
We denote by N the set of the stationary points of the semigroup {S(t)} corresponding to equation (1.1) and acting in the space E − ⊆ C b (R − ; E), where E is a Banach space, that is, z ∈ N ⇐⇒ S(t)z = z, ∀ t ≥ 0.
It is clear that any function z belonging to N is independent of the time, i.e., z(s) = z(0) for all s ≤ 0, and satisfies the equation A(z, z) = 0.
Recall that the bounded sets in E − are defined by considering a Banach space We note that Then, inequality (6.15) yields that the right-hand side of (6.27) approaches zero as t n → −∞. Therefore, lim inf n→∞ ∂ t v n (v(t n 
This contradicts inequality (6.25). Consequently, (6.24) holds and we have proved (6.22) and (6.23). Similarly to Theorem 6.6, we prove the following property on the solutions of equation (2.1). To conclude, we note that, if the nonlinear function f (u) satisfies the inequality
then the set N consists of a unique stationary point z 0 (see, for instance, [13] ) and, therefore, any solution u(t) of the heat equation with memory (2.1) converges to z 0 as t → +∞. Thus, in that case, the trajectory and global attractors associated with equation (2.1) are trivial.
The picture becomes more complicated when
Examples show that, in that case, the set N may consist in more than one stationary point (for instance, the functions f (u) = −Du + αu 3 
