We study the phase transition of the escape rate of exchange-coupled dimer of single-molecule magnets which are coupled either ferromagnetically or antiferromagnetically in a staggered magnetic field and an easy z-axis anisotropy. The Hamiltonian for this system has been used to study dimeric molecular nanomagnet [Mn4]2 which is comprised of two single molecule magnets coupled antiferromagnetically. We generalize the method of mapping a single-molecule magnetic spin problem onto a quantum-mechanical particle to dimeric molecular nanomagnets. The problem is mapped to a single particle quantum-mechanical Hamiltonian in terms of the relative coordinate and a coordinate dependent reduced mass. It is shown that the presence of the external staggered magnetic field creates a phase boundary separating the first-from the second-order transition. With the set of parameters used by R. Tiron, et al , Phys. Rev. Lett. 91, 227203 (2003), and S. Hill, et al science 302, 1015 (2003 to fit experimental data for [Mn4]2 dimer we find that the critical temperature at the phase boundary is T 
I. INTRODUCTION
The study of single-molecule magnets (SMMs) has been the subject of experimental and theoretical interest in recent years. These systems have been pointed out 7, 8 to be a good candidate for investigating first-and secondorder phase transition of the quantum-classical escape rate. The quantum-classical escape rate transition takes place in the presence of a potential barrier, it is mainly in two categories− classical thermal activation over the barrier and quantum tunnelling through the barrier. At high temperatures, transition occurs by classical thermal activation over the barrier while at low-temperatures, transition occurs by quantum tunnelling between two degenerate classical minima. In principle these transitions are greatly influenced by the anisotropy constants and the external magnetic fields. There exits a crossover temperature (first-order transition) T (1) 0 from quantum to thermal regime, it is estimated as T (1) 0 = ∆U/B, ∆U is the energy barrier and B is the instanton action responsible for quantum tunnelling. The second-order phase transition occurs for particles in a cubic or quartic parabolic potential, it takes place at the temperature T (2) 0 , below T (2) 0 one has the phenomenon of thermally assisted tunnelling and above T (2) 0 transition occur due to thermal activation to the top of the potential barrier 7, 8, 13 .
Garanin and Chudnovsky
7 have studied the model of a uniaxial single ferromagnetic spin with a transverse magnetic field, which is believed to describe the molecular magnet Mn 12 Ac with a total spin of s = 10. They showed by using the method of spin-particle mapping [1] [2] [3] , that the phase transition can be understood in analogy of Landau's theory of phase transition, with the free energy expressed as F = aψ 2 +bψ 4 +cψ 6 , where a = 0 determines the quantum-classical transition and b = 0 determines the boundary between the first-and second-order phase transition. Many authors 4, 13, 17, 18 have searched for the possibility of these transitions in the biaxial single ferromagnet spin systems. To the best of our knowledge, the possibility of these transitions for exchange-coupled dimer spin systems has not been reported in any literature. In many cases of physical interest, the spins in a physical system, in principle interact with each other either ferromagnetically or antiferromagnetically. One physical example in which these interactions occur is the molecular wheels such as Mn 12 19,29,30 , and the molecular dimer [Mn 4 ] 2 21,26 , which comprises two Mn 4 SMMs of equal spins s A = s B = 9/2, which are coupled antiferromagnetically. These systems are usually modelled with two interacting giant sublattice spins. Additional terms such as easy axis anisotropy, transverse anisotropy and an external magnetic field are usually added to the model Hamiltonian. Therefore, the thermodynamic and low-energy properties of these systems can be studied effectively by two interacting large spin Hamiltonian. magnetic field with an easy z-axis anisotropŷ
where J is the isotropic Heisenberg exchange interaction, and J > 0(J < 0) are antiferromagnetic (ferromagnetic) exchange coupling respectively and D > |J| > 0 is the easy z-axis anisotropy, h is the external magnetic field, µ B is the Bohr magneton and g = 2 is the electron g-factor. The last term indicates that there are staggered magnetic fields −h and h applied to the two sublattices A and B respectively. For the antiferromagnetic coupling, the spins are aligned (classically speaking) antiparallel along the z-axis. The anisotropy and the magnetic field terms in the Hamiltonian create two classical minima located at ±z-axis, these minima (one being metastable) are separated by an energy barrier, and any spin configuration can escape from one minimum to the other either by thermal activation over the barrier or by quantum tunnelling through the barrier. We have omitted a fourth order anisotropy term which is very small compare to the easy-axis term.
The spin operators obey the usual commutator relation: In principle the spectrum of the Hamiltonian Eq.(2.1) for antiferromagnetic spin configuration can be found by exact numerical diagonalization for some compounds 26, 30 . Similar models of this form have been extensively studied by different methods 6, 19, 23, 24 . Since the individual z-components of the spins do not commute with the Hamiltonian (only the total z-component of the spinsŜ z =Ŝ A,z +Ŝ B,z commutes), the two antiferromagnetic classical ground states | ↓, ↑ , and | ↑, ↓ , where |↓, ↑ ≡| m A = −s, m B = s etc, are not exact eigenstates of Eq.(2.1), in principle there should be an energy splitting between these two states due to tunnelling. We showed 16 via spin coherent state path integral, for h = 0 that the degeneracy of the two states |↑, ↓ and |↓, ↑ are lifted by the transverse exchange interaction J = 0 and the energy splitting is proportional to |J| 2s corresponding to 2s th order in perturbation theory in the J term. This result had been obtained by perturbation theory 10, 11, 14 28 . This model also plays a role in quantum computation for investigating controlled-NOT quantum logic gates 22 . The purpose of this paper is to map this model to a quantum mechanical particle in an effective potential and investigate the influence of the staggered magnetic field on the first-and second-order phase transition between quantum and classical regimes for the escape rate. We will show that the result of spin coherent state path integral can be recovered from this effective potential mapping. We will focus on the case of antiferromagnetic coupling since the form of Hamiltonian we choose does not possess any ground state tunnelling for the ferromagnetic case.
III. METHODOLOGY
In the spin-particle formalism, one introduces the spin wave function using the S iz , i = 1, 2 eigenstates 1-3 , and the resulting eigenvalue equation is then transformed to a differential equation, which is further reduced to a Schrödinger equation with an effective potential and a constant or coordinate dependent mass. In the present problem the spin wave function can be written in a more general form as
where
2) It is noted that either m A → −m A or m B → −m B since we are interested in the case of antiferromagnetic spin configuration, however, as we will see later, one can check that this replacement does not alter the resulting differential equation. The action of the spin Hamiltonian Eq.(2.1) on the spin wave function Eq.(3.1) yields an eigenvalue equation
which can be written in a more compact form as
In order to transform this expression, Eq.(3.4) into a differential equation , we introduce the characteristic function 1,2 for the two particles
It is well-known that when the magnetic field is applied along the hard-axis a topological phase (oscillation of tunnelling splitting) is generated due to an imaginary term arising from the Euclidean action [4] [5] [6] . In the present problem the magnetic field is along the easy-axis, so we do not expect such effect in this model. In our representation the characteristic function Eq.(3.5) is not periodic, but by complexifying the variables x 1 and x 2 one can see that the function satisfies F(
As one expects from two interacting particles, the hyperbolic functions in Eq.(3.6) emerge as functions of the relative coordinate. Proceeding in a similar way to that of classical theory, we introduce the relative and center of mass coordinates as
then Eq.(3.6) reduces to a second-order differential equation with variable coefficients in terms of the relative and center of mass coordinates
where the P i (r) functions are given by
and F = F(r, q). In general, for s A = s B the exact solution of Eq.(3.8) is unknown. But in most cases of physical interest such as molecular magnets and molecular wheels 27 , the two spins are equal. Thus, it is reasonable to consider a special case of equal spins s A = s B = s. In this case the expression for P 4 (r) vanishes and the rest of Eq.(3.8) can then be simplified by separation of variable, F(r, q) = X (r)Y(q). The q dependence of this function is in fact unity, this can be clearly shown from Eq.(3.5). The function F(r, q) can be written explicitly as
where m B → −m B as required for antiferromagnetic configuration. Hence
Thus Eq.(3.8) reduces to a function of r alone:
It is convenient to write this equation out explicitly (r → r + iπ for convenience 31 ): Notice that Ψ(r) → 0 as r → ±∞, so it can be regarded as the particle's quantum-mechanical reduced wave function. Plugging Eq.(3.14) into Eq.(3.13) we arrive at the Schrödinger equation:
The effective potential U (r) = 2Ds 2 u(r) and the coordinate dependent reduced mass µ(r) are given by
We have used the large s limit 13,17 s ∼ s + 1 ∼ s = (s + 1 2 ), hence terms independent ofs drop out in Eq. (3.18) , also an additional constant has been added to the potential for convenience. It is noted that the presence of the sine hyperbolic creates a metastable minimum, however, in the absence of the magnetic field the potential becomes even with two degenerate minima as shown in Fig.(1) .
IV. PHASE TRANSITION OF THE ESCAPE RATE
In this section we study the phase transition of our system in the absence of a staggered magnetic field α = 0, as well as the phase diagram in the presence of a staggered magnetic field α = 0. For a coordinate dependent massive particle, the existence of first-order phase transition has been shown 18, 25 to be determined from the condition
and represents derivatives with respect to r. The subscript b represents the coordinate of the sphaleron at the bottom of the well of the inverted potential, and ω b is the frequency of oscillation at the bottom of the well of the inverted potential. By setting the first derivative of the potential to zero, we obtain that the sphaleron position is located at r b = ln 1+α 1−α , and the height of the potential barrier is given by ∆U = 2Ds
Alternatively, in terms of the free energy of the system, we have that the escape rate of a particle through a potential barrier in the semiclassical approximation is obtained by taking the Boltzmann average over tunneling probabilities
where P(E) is an imaginary time transition amplitude at an energy E, and U min is the bottom of the potential energy. The transition amplitude is defined as 5) and the Euclidean action is given by
where ±r(E) are the turning points ( U (±r(E)) = E) at zero magnetic field for the particle with energy −E in an inverted potential −U (r) . The factor of 2 in Eq.(4.6) corresponds to the back and forth oscillation of the period in the inverted potential. In many cases of physical interest, this integral can be computed in the whole range of energy for any given potential in terms of complete elliptic integrals. In the limit E → U min , its value corresponds to an instanton or bounce action. All the interesting physics of phase transition in spin systems occur when the energy is very close to the top of the potential barrier, E → U max . In the method of steepest decent, for small temperatures T < ω 0 , where ω 0 is the frequency of oscillation at the minimum of the potential, Eq.(4.4) is dominated by a stationary point
which is the period of oscillation of a particle with energy −E in the inverted potential −U (x). In the limit E → U min , the period τ (E) → ∞, that is T → 0 which corresponds to an instanton while for E → U max , τ (E) → 2π/ω b 15 . The escape rate, Eq.(4.4) in the method of steepest decent can also be written as 7, 8 Γ ∼ e −βFmin (4.8) and F min is the minimum of the effective free energy
with respect to E. This free energy can be used to characterize first-and second-order phase transitions in analogy with Landau's theory of phase transition, only if one can find the expression of the action S(E) for a given mass and potential.
A. Analyses with zero staggered magnetic field
At zero staggered magnetic field, it is well-known that the ground state energy splitting of the quantum spin Hamiltonian is proportional to J 2s which has been obtained by different methods 10, 11, 14, 16 . In this section we will show how this result can be recovered from the present formalism. At zero staggered magnetic field the effective potential, Eq.(3.18) is of the form U (r) = 2Dκs(s + 1)(1 − cosh r) (2 + κ + κ cosh r) (4.10)
Since s 1, we can approximate s(s + 1) as s 2 . In this case one can obtain the exact expression for the action, Eq.(4.6) in the whole range of energy by making the substitution y = cosh r 2 . The action becomes
where λ 2 = 2b a+b , a = 1 − (2 + κ)E , b = 1 + κE , and E = E/2Ds 2 κ. Introducing the variable
Eq.(4.11) becomes
where γ 2 = λ 2 /(1 + κ). K(λ ) and Π(γ 2 , λ ) are the complete elliptic integral of first and third kinds. Near the bottom of the potential the action is S(E) ≈ S(U min ) = 8s arctanh(γ) = 4s ln
In the perturbative limit κ 1, Eq.(4.14) simplifies to
The ground state energy splitting in the perturbative limit is obtained as
where D is a prefactor which is not crucial in the present analysis. The factor J 2s indicates that the two classical antiferromagnetic ground state configurations are linked to each other in the 2s th order in perturbation theory. Thus the zero magnetic field quantum spin Hamiltonian at 2s th order can be written effectively aŝ
Thus, the ground and the first excited states are entangled states. The antisymmetric and symmetric linear superpositions are the ground and the first excited states respectively for half-odd integer spins 9,16 while the roles are reversed for integer spins. It is noted that Kramers degeneracy does not apply in this model since we have an even number of spins. Having obtained the action for all possible values of the energy, that is Eq.(4.13), the free energy Eq.(4.9) can now be written down exactly. In terms of the dimensionless energy quantity Q = (U max − E)/(U max − U min ) where U max (U min ) correspond to the top (bottom) of the potential, Q → 0(1) at the top (bottom) of the potential respectively. The free energy can then be written as
is a dimensionless temperature quantity, and T (2) 0 = ω b /2π. The modulus of the complete elliptic integrals λ and the elliptic characteristic γ are related to Q by
We have already known that the phase transition occurs near the top of the potential barrier, so it is required /Ds that we expand this free energy close to the barrier top. Thus, near the top of the barrier Q → 0, the expansion of the complete elliptic integrals up to order Q 3 are given by
The full simplification of Eq.(4.19) yields
This free energy looks more like the Landau's free energy, which suggests that we should compare the two free energies. The Landau's free energy has the form
Surprisingly, the coefficient of Q in Eq.(4.23) is equivalent to the coefficient a in Landau's free energy. It changes sign at the phase temperature T = T
0 . The phase boundary between the first-and the second-order phase transitions depends on the coefficient of Q 2 , it is equivalent to the coefficient b in Eq.(4.24). It changes sign at κ = 1. Thus κ < 1 indicates the regime of firstorder phase transition. These conditions for the phase boundary and the first-order phase transition can also be obtained from the criterion given in Eq.(4.1) with x s = r b = 0, which corresponds to the top of the potential barrier when the magnetic field α = 0.
In Fig.(2(a) ) we have shown the plot of the free energy against Q for κ = 0.4 (first-order transition). In the top two curves, the minimum of the free energy is at Q = 0. As the temperature is lowered, a new minimum of the free energy is formed. For θ = 1.055 or T
(1) 0 = 1.055T (2) 0 , this new minimum becomes the same as the one at Q = 0. This corresponds to the crossover temperature from classical to quantum regimes.
The calculation of the period of oscillation τ (E) yields
The plot of τ (E) vs Q is shown in Fig.(2(b) ) for several values of κ. The period lies in the interval 2π/ω b ≤ τ (E) ≤ ∞ for 0 ≤ Q ≤ 1. The order of phase transition can be characterized by the behaviour of the period of oscillation as a function of energy. For first-order phase transition, the period of oscillation τ (E) is nonmonotonic function of E in other words τ (E) has a minimum at some point E 1 < ∆U and then rises again, while for secondorder phase transition τ (E) is monotonically increasing with decreasing energy 7, 12 . Indeed for κ < 1, the period is a nonmonotonic function of energy indicating the existence of first-order phase transition. For κ > 1, the period is increasing with decreasing energy which indicates a second-order phase transition. The action at the bottom of the potential, which corresponds to the instanton action i.e Eq.(4.14) can now be used to estimate the first-order crossover temperature:
For the case of second-order transition, we have
In Fig.(3) we have shown the plot of T Fig.(2(a) ). As in the uniaxial ferromagnetic spin model 7 , one expects that both temperatures coincide for very small values of κ. With the use of experimental parameters: s = 9/2, D = 0.75K, and J = 0.12K we obtain T 
B. Analyses with a staggered magnetic field
In the presence of a staggered field, we would like to obtain the free energy in the whole range of energy, but this calculation is too cumbersome. So we will first use the criterion in Eq.(4.1). After a tedious but straightforward calculation of the derivatives in Eqs.(4.1) and (4.2), we obtain the condition for the first-order phase transition as
Setting this expression to zero, we obtain the phase boundary between the first-and second-order transitions as
where the subscript c represents the critical value of the parameters at the phase boundary. We will take only the positive sign in this expression. At zero staggered magnetic field, we obviously recover the results of the previous section. In Fig.(4) we have shown the plot of the function κ c against α c . The plot shows a decreasing function with increasing α c , at κ c = 0 we have α c = 1 which gives no tunnelling since the individual zcomponents of the spins commute with the Hamiltonian, thus Eq.(3.1) is an exact eigenstate which leads to a constant potential. The shaded and unshaded regions correspond to the two regions of first-and the second-order transitions respectively, separated by a phase boundary. In order to show the analogy of these transitions to Landau's theory of phase transition as we did in the previous section, let us consider an alternative method for deriving the critical condition Eq.(4.29). Since we cannot compute the imaginary time action in Eq.(4.6) exactly, we will expand it near the top of the barrier, that is Q → 0. = 0.29K. This crossover temperature is completely accessible as it has been experimentally demonstrated that there exist a crossover temperature below which quantum tunnelling is dominant 27 .
V. CONCLUSIONS
In conclusion, we have investigated an effective Hamiltonian of a dimeric molecular nanomagnet which interacts ferromagnetically or antiferromagnetically. Using the method of mapping a spin system to a particle in an effective potential, we showed that this model can be mapped to a relative coordinate dependent massive particle in a potential field. We showed that the boundary between the first-and second-order phase transitions is greatly influenced by the staggered magnetic field. The parameter values for molecular [Mn 4 ] 2 dimer in recent experiments was shown to fall in the regime of first-order phase transition. The results obtained here are experimentally accessible.
VI.
