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RESUMEN
ESTABILIDAD DE UN MODELO MATEMA´TICO DE LA OBESIDAD CON
FACTOR GENE´TICO-AMBIENTAL
RUBE´N DARIO VA´SQUEZ ALVAREZ
JULIO - 2018
Orientador: PhD. Roxana Lo´pez Cruz
Tı´tulo obtenido: Licenciado en Computacio´n Cientı´fica
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
En la actualidad hay ciertas enfermedades que no se transmiten por contagio directo. Una
de estas enfermedades es la obesidad, la cual se presenta en muchos paı´ses causando
estragos en la salud, y es una causa para generacio´n de otras enfermedades tales como
la diabetes, hipertensio´n, ca´ncer, etc. Muchas investigaciones estudian a esta enfermedad
desde un punto de vista gene´tico-ambiental, de esta forma el modelo propuesto en este
trabajo consiste en observar cuales son los efectos que produce tanto el factor gene´tico y el
factor ambiente. Se esta considerando 3 grupos en cierta poblacio´n. Personas que comen
saludable, personas que no comen saludable y personas obesas a estos se subdividen por
sus genotipos. En cuanto al factor ambiente se refiere cuando las personas con malos
ha´bitos de alimentacio´n influyen en otras (buenos ha´bitos) y viceversa.
El modelo fue propuesto por Hong F, Kelley V, Molina-Serrano K, Rhodes D, Burkow
D, Paredes M; el cual fue elaborado en el Mathematical and Theoretical Biology Institute
(MTBI). Sin embargo en el ana´lisis matema´tico de este modelo se encontro´ con casos en
donde no se pudo decir nada acerca del comportamiento de ciertos puntos de equilibrio.
En este trabajo se pretende dar respuesta a uno de los casos aplicando la teorı´a de la
variedad central.
Adicionalmente se propone una implementacio´n computacional en un ambiente web. La
cual permitira´ una interaccio´n con el usuario de manera muy amigable y remota.
PALABRAS CLAVES: OBESIDAD
GENE´TICO-AMBIENTAL
VARIEDAD CENTRAL
AMBIENTE WEB
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ABSTRACT
STABILITY OF A MATHEMATICAL MODEL OF OBESITY WITH A
GENETIC-ENVIRONMENTAL FACTOR
RUBE´N DARIO VA´SQUEZ ALVAREZ
JULY - 2018
Advisor: PhD. Roxana Lo´pez Cruz
Obtained Title: Degree in Scientific Computing
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Nowdays there are certain diseases which are not transmit by direct contagion. One of them
is the obesity that remains in some many countries, causing plenty of problems in the
health so this also can cause to raise others diseases such as diabetes, hypertension, cancer,
etc.There are some investigations which study this disease from a point of view genetic-
environmental so the proposed model in this work consist to observe what effects the
genetics and environment factors could produce in the obesity.We consider 3 groups in
certain population: people who eat healthly, people who do not eat healthly and obesity
people. Thoses were divided by their genotypes.When we refer to environment factor we
mean that people with appalling habits who influence to others (good habits) and vice ver-
sa. The model was proposed by Hong F, Kelley V, Molina-Serrano K, Rhodes D, Burkow
D, Paredes M, which was elaborated in the MTBI. However when we analysed mathe-
matically we found with some cases where we could not say anything about behaivour of
certain critial points.In this work we pretend to give answer to one of the cases, applying
the central manifold theory. In addition we prepose an implementation computational in
the web site which allows a splendid interplay with the user.
KEYWORDS: OBESITY
GENETIC-ENVIRONMENTAL
MANIFOLD CENTRAL
WEB SITE
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Glorsario
Genotipo.- coleccio´n de genes de un individuo. Tambie´n se refiere a los dos alelos
heredados de un gen particular [1].
Locus.-es el lugar especı´fico del cromosoma donde esta´ localizado un gen u otra
secuencia de ADN, como su direccio´n gene´tica. Un conjunto de locus se llama loci
[1].
Fenotipo.-cualquier caracterı´stica observable de un organismo ejemplo: peso, talla,
presion sanguinea, tipo de sangre, color de ojos, etc [2].
Gen.-la unidad fı´sica ba´sica de la herencia [1].
Polimorfismo.-significa literalmente muchas formas, ası´ pues, el polimorfismo gene´ti-
co, cromoso´mico o de secuencia del ADN es el responsable de la gran variabilidad
existente entre los individuos de una misma especie [3].
SNP’s.-son un tipo de polimorfismo que producen una variacio´n en un solo par de
bases[1].
Alelos.-es cada una de las dos o ma´s versiones de un gen. Un individuo hereda dos
alelos para cada gen, uno del padre y el otro de la madre[1].
Fitness.-es un concepto que involucra la probabilidad de sobrevivir hasta reproducir
(y para las especies que cuidan sus hijos, hasta que los hijos sean independientes).
Diploide.-es una ce´lula u organismo que tiene cromosomas emparejados, uno de
cada progenitor. En los humanos, todas las ce´lulas aparte de las sexuales son di-
ploides y tienen 23 pares de cromosomas. Las ce´lulas sexuales humanas (o´vulos
y espermatozoides) contienen un solo juego de cromosomas y se conocen como
haploides[1].
Variedad (topolo´gica).-es un conjunto el cual localmente tiene una estructura de un
espacio euclidiano[4]. En las aplicaciones las variedades a menudo se encuentran
como m-superficies dimensionales incrustados en Rn[5].
Cr variedad diferenciable.- como un tipo especial de variedad topologica que se
puede extender a nociones de ca´lculo diferencial[4].
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Introduccio´n
En la actualidad se esta´n manifestando enfermedades que con el transcurro del tiempo
podrı´an volverse mundiales; tal es caso de la obesidad. El predominio de la obesidad se
ha incrementado drama´ticamente en los u´ltimos an˜os; y el riesgo tiende incluso a elevarse
au´n ma´s en los paı´ses desarrollados, quienes ya cuentan con campan˜as de prevencio´n [6].
Segu´n la OECD (Organisation for Economic Co-operation and Development) define a la
obesidad ✭✭Como el exceso de peso en los habitantes, que presentan riesgos en su salud
por la alta porcio´n de grasa en su cuerpo✮✮[7].
Recientes reportes de la OECD, indican que en 10 paı´ses de OECD, la obesidad no ha de-
tenido su incremento, sin embargo, estas variaciones han sido pequen˜as en comparacio´n
de an˜os anteriores [8].
En el caso de Peru´ esta enfermedad se ha extendido de manera alarmante y esta´ afectando
ma´s a la poblacio´n infantil. Este es un tema muy preocupante debido a que pone a este
grupo etario en un rango de alto riesgo de contraer otras enfermedades relacionadas tales
como la diabetes, hipertensio´n, complicaciones psicolo´gicas, etc [9].
Por otro lado, en el 2015 la obesidad afecto´ al 17, 8% de la poblacio´n de 15 y ma´s an˜os de
edad que tienen un IMC (ı´ndice de masa corporal) mayor que 30. Segu´n su a´rea de resi-
dencia hay una diferencia de 12,1 puntos porcentuales entre la poblacio´n urbana (21, 9%)
y rural (9, 8%) que es obesa [10].
Adicionalmente se reporto que el departamento de Tacna el 30, 4% de su poblacio´n sufre
de obesidad, le siguen Tumbes e Ica con 26, 2% cada una, Moquegua 25, 7% y la Pro-
vincia Constitucional del Callao 25, 4%. Por el contrario, Huancavelica 7, 6%, Apurı´mac
8, 9% y Cajamarca 9, 5% presentan menores porcentajes [10].
A nivel mundial, por ejemplo; el riesgo relativo de contraer enfermedades debido a la
obesidad fue estimado en 6.74% para hombres y 12.41% en mujeres para diabetes de
tipo II, 1.84% en hombres y 2.42% en mujeres por hipertensio´n, 1.72% en hombres y
3.10% en mujeres por complicaciones arteriales al corazo´n, 4.20% en hombres y 1.96%
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mujeres por presencia de osteoporosis, 1.82% en hombres y 2.64% en mujeres por ca´ncer
de rin˜o´n y 3.22% por presencia de ca´ncer endometrial [6].
SegunWolf y Colditz, 1998. El costo del tratamiento de la obesidad en los Estados Unidos
ha tenido un inversio´n aproximada de 99 billones de USD (dolares americanos) en el an˜o
1995. 52 billones de USD fueron asociados directamente a costos me´dicos. En Canada´ en
2001 el costo fue de 4.3 billones de CAD (do´lares Canadienses) de los cuales 1.6 billones
de CAD fueron costos directos y 2.7 billones de CAD fueron indirectos. Por otro lado en
el Reino Unido fue estimado que, el rango del costo relacionado a la obesidad iba desde
448 millones GBP (libra esterlina britanica) en 1998 a 1.1 billon de GBP en 2004 [6].
Existen dos multicentros de estudios cuya funcio´n es la de obtener datos y comparar-
los. Uno de estos multicentros llamado HELENA (Espan˜a) que fue fundado en el sexto
✭✭framework programme ✮✮y el otro multicentro IDEFICS (Alemania).
El multicentro HELENA tiene 4 diferentes proyectos. Los ma´s relevantes con relacio´n a
los adolescentes fueron: a) Evaluacio´n transversal de factores de riesgo y b) Evaluacio´n
piloto a trave´s de la web sobre el estilo de vida. Por ejemplo para la evaluacio´n trans-
versal, ma´s de 3000 adolescentes fueron reclutados en 10 ciudades de Europa. Se aplico´
un conjunto de medidas de estatus nutricional y estilo de vida; fueron evaluados tambie´n
la ingesta dietetica, conocimiento de nutricio´n y preferencias de comida. Por otro lado,
tambie´n se midio´ la composicio´n de la masa corporal usando antropometrı´a, la actividad
fı´sica fue medida con acelerometros y se empleo el cuestionario internacional de activi-
dad fı´sica (adaptado para adolescentes). Adema´s de estos estudios, tambie´n se revisaron
algunos a nivel geno´mico. Fueron analizados mas de 70 genes en los cuales se estudio
700 SNP’s.
El multicentro IDEFICS tiene un proyecto integrado que investiga dos propo´sitos: por
un lado evalu´a la etiologı´a de la dieta y el estilo de vida relacionado a las enfermedades
y desordenes,enfoca´ndose fuertemente en la obesidad y sobrepeso de los nin˜os y ado-
lescentes, por otro lado implementa programas de prevencio´n. Para aquellos propo´sitos
IDEFICS ha reclutado aproximadamente 16,000 nin˜os de 6-8 an˜os en 8 paı´ses de Europa.
En general la ejecucio´n del programa incluye medidas antropome´tricas, para´metros clı´ni-
cos como: presio´n de la sangre, coleccio´n de urea, saliva, ana´lisis gene´ticos; acelerometro
para evaluar la actividad fı´sica, algunos evalu´an el test para la aptitud fı´sica, evaluacio´n del
comportamiento nutricional mediante cuestionarios de comidas frecuentes y entre otras
evaluaciones [6].
Esta idea de establecer proyectos con el fin de hacer estudios experimentales y luego
compararlos con otros paı´ses puede ser muy u´til para comunicar a la poblacio´n sobre
el problema de la obesidad. Desafortunadamente esta clase de proyectos solo existen en
paı´ses desarrollados [6].
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En el caso de Peru existe un centro de investigacio´n llamado INEI (Instituto Nacional de
Estadı´stica e Informa´tica) que por medio de la ENDES (Encuesta Demogra´fica y de Salud
Familiar) logra recolectar datos sobre obesidad en el Peru´.
En el estudio de la obesidad, se tienen muchos factores en cuenta los cuales pueden ser
sociales, gene´ticos, geogra´ficos, etc. En muchos estudios tratan a la obesidad desde un
punto de vista social por ejemplo Enjima.et al [11] plantea un modelo matema´tico SIR,
que toma en cuenta 3 clases de poblaciones, no obesos (susceptibles), obesos (infecta-
dos), ex-obesos (recuperados). Su estudio se realiza a un nivel social, pues existirı´a
interaccio´n entre un obeso y un no-obeso. Esto resulta ser tambie´n un factor, pues
la educacio´n influira´ en la obesidad [8] . Por otro lado Thomas .et al [12] plantea otro
modelo basa´ndose en los IMC, esta medida es un indicador de la grasa corporal, aunque
no mide exactamente la grasa del cuerpo pero las investigaciones han mostrado que IMC
se relaciona directamente con la grasa corporal [13]. En su trabajo separa a la poblacio´n
segu´n el IMC.
El presente trabajo se enfocara´ en dos factores, el gene´tico y el ambiental, los cuales en
estos tiempos, se estudian de manera conjunta [14]. Por un lado se han realizado varios
estudios a nivel gene´tico y se ha encontrado, que algunos rasgos fenotı´picos pueden ser
heredados, tales como IMC, suma de grosor del pliegue cuta´neo, grasa corporal, y niveles
de leptina, fue ası´ como investigadores empezaron con la bu´squeda del gen responsable.
Para encontrar al gen los investigadores se enfocaron en el locus y sus funciones, y en esa
bu´squeda lograron identificar 127 candidatos de los cuales solo les llamo´ la atencio´n sus
polimorfismos. En 2007, la WTCC (the welcome trust case control consortium) reporto´
que el polimorfismo rs9939609 fue mas significativamente relacionado con el riesgo de
obesidad, este polimorfismo pertenecı´a al gen FTO (fat mass and obesity-associted pro-
tein) el cual se encuentra en el cromosoma 16, el cual tuvo una fuerte contribucio´n en los
fenotipos de obesidad en aldultez y en nin˜ez [6]. De particular intere´s es la distribucio´n
amplia del riesgo de tener el gen FTO en la poblacio´n europea es de 63 heterocigotos y 16
homocigotos, es decir si se estima una porcio´n de personas que tiene una descendencia do-
minante [6]. En estudios recientes de GWA (Genome Whole Asosiation) se encontro´ que
el polimorfismo rs17782313 era el responsable de la obesidad monoge´nica (gen mcr4).
Por otro lado la dieta y el estilo de vida juegan un rol importante en la obesidad, a esto se
denomina factor ambiente. Para explicar como influye este factor se basara en la energı´a
que entra y en la energı´a que sale del cuerpo, entonces se dira´ que una persona puede
ser suceptible a ser obesa si la energı´a que entra es mucho mayor a la que sale, para que
suceda este hecho el estilo de vida tendrı´a que ser muy desordenado, por ejemplo, no
comer saludable, sedentarismo,[6]. Estos comportamientos pueden ser contagiados entre
personas en te´rminos de interactuar una con otra.
Se ha observado que existen personas con sobrepeso que son sedentarias, en estudios ex-
perimentales fueron sometidas a una intensa actividad fı´sica en donde se revelo´ que su
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cuerpo no estaba acostumbrado a dicha actividad y mucho menos a una mas intensa, por
lo que se sugirio´ en campan˜as de concientizacion que la actividad fı´sica para adolescentes
y nin˜os con sobrepeso y obesos fuera moderada para lograr que sea rutinaria y fructı´fera.
En otras palabras la actividad fı´sica es fundamental para evitar este tipo de enfermedad,
sin embargo si una persona no tiene ese estilo de vida es necesario hacerlo rutinario [6].
Si se enfoca en la forma de alimentarse, debido al tiempo, en estos dı´as hay un gran can-
tidad de restaurantes de comida ra´pida que capta la atencio´n de varios usuarios debido
a la cantidad de porcio´n que se ingiere adema´s de tipo de bebida gaseosa; entonces es-
ta situacio´n ha llevado a investigar el impacto de los restaurantes de comida ra´pida en
poblaciones con sobrepeso. Para llevar a cabo este estudio se comenzo´ con los colegios,
algunos de ellos con ambiente no saludable contribuı´a a un estilo de vida no saludables y
probablemente a la obesidad en los estudiantes. Otra forma de influir en el estilo de vida
de los nin˜os y adolescentes son los comerciales de la televisio´n[6].
Hasta ahora se ha explicado esta enfermedad con los factores genetico y ambiental por
separados, pero ¿Por que´ gene´tico-ambiental? Esto esta´ basado en un teorı´a propuesta por
Neel, que habla sobre la interaccio´n de la predispocio´n gene´tica ✭✭hacia el almacenamiento
de energı´a✮✮el cual fue heredado de nuestros ancestros y estilo de vida desordenado en los
tiempos modernos, la predisposicio´n gene´tica es descrita por el ✭✭genotipo ahorrativo✮✮el
cual, se dice que cierta variacio´n gene´tica favorecio´ a nuestros ancestros un almacena-
miento de energı´a durante la hambruna y las heladas. Sin embargo la disponibilidad de
comida y la inactividad fı´sica hizo que estas variaciones gene´ticas confieran un gran ries-
go de trastornos metabo´licos y acumulacio´n de grasa en el cuerpo ([6],[15]).
Para plasmar matema´ticamente la teorı´a biolo´gica de este feno´meno, obviamente tenien-
do en cuenta algunas hipo´tesis que ma´s adelante se dara´n a conocer, se planteo´ un modelo
matema´tico basado en ecuaciones diferenciales cuyo objetivo es estudiar el comporta-
miento de la poblacio´n obesa basa´ndose en el factor gene´tico y ambiental.
Para entender un poco mejor que es un modelo matema´tico, primero se debe comprender
que es un modelo. Se definira´ modelo como la representacio´n o descripcio´n de algo que
no puede ser directamente observado [16], ası´ surge la idea de modelamiento que es la
actividad en cual pensamos como hacer modelos para describir comportamientos de algu´n
objeto de intere´s. Para describir dichos comportamientos se puede usar palabras, dibujos,
programas de computadoras, formulas matema´ticas, en otras palabras el moldeamiento
se puede hacer usando muchos lenguajes incluso simulta´neamente. Debido a que en este
caso se esta usando un lenguaje matema´tico se puede definir a un modelo matema´tico
como la representacio´n matema´tica del comportamiento del mundo real.
La importancia del modelamiento matema´tico es que utiliza partes fundamentales del
me´todo cientı´fico, ya que en el proceso de modelar toma partes fundamentales este. Para
explicar un poco mejor esto, se dira´ que hay dos tipos de ✭✭mundos✮✮: mundo real y mundo
4
conceptual. El ✭✭mundo real✮✮es aquel donde se observan los feno´menos y comportamien-
tos, los cuales son objetos de estudio. En el ✭✭mundo conceptual✮✮, es abstracto, como por
ejemplo, la teorı´a matema´tica, que el hombre ha establecido, gracias a estas herramientas
e´l sera capaz de entender el ✭✭mundo real✮✮. Este mundo tiene tres estados: observacio´n,
parte del me´todo cientı´fico en donde se recolecta datos a trave´s de experimentos o evi-
dencia empı´rica; modelamiento, parte en donde se analiza las observaciones con el fin
de construir un modelo matema´tico, modelos que: describira´n, explicaran el feno´meno y
predecir su comportamiento; prediccio´n, parte del me´todo cientı´fico que nos va a brindar
un posible comportamiento de un feno´meno que au´n no ha ocurrido en el ✭✭mundo real✮✮.A
pesar de que los modelos matema´ticos predicen, estos pueden pueden ser efectivos o pue-
den ser refutables.
La estructura del presente trabajo esta´ organizada de la siguiente manera:
En el capitulo 1 se describio´ un poco de poblaciones gene´ticas las cuales son representa-
das matema´ticamente respetando las leyes de Mendel y Hardy-Weinberg. Seguidamente
se enfoca en la teorı´a de Ecuaciones diferenciales, tomando algunos conceptos y teoremas
de existencia, unicidad y algebra lineal. Finalmente se presento´ conceptos ba´sicos de la
teoria de la variedad central.
En el capı´tulo 2 se reviso´ en ver los antecedentes del modelo que se va a estudiar.
En el capı´tulo 3 se analizo´ matema´ticamente el modelo de la obesidad con factor gene´tico-
ambiental : existencia,unicidad,invarianza positiva en todos los 3 casos de los cuales en
los dos u´ltimos se presentan puntos en donde, uno de los autovalores asociados al Ja-
cobiano de estos puntos son ceros, en donde no se pudo responder nada acerca de su
estabilidad. Sin embargo solo se presento´ solucio´n al tercer caso usando la teorı´a de la
variedad central.
En capı´tulo 4 se muestran las simulaciones de los casos estudiados y son mostrados con
sus respectivas interpretaciones. Adema´s se muestra la forma de combinar la parte comer-
cial y la parte cientı´fica con la finalidad de hacer una interfaz amigable que nos permita
visualizar las soluciones del modelo planteado y sus respectivos casos.
En capı´tulo 5 se exhiben las conclusiones correspondientes al estudio del modelo pro-
puesto.
Finalmente en los ape´ndices se encuentran el co´digo que implementa el algoritmo en el
lenguaje de programacio´n Python que aproxima las soluciones del modelo y en el otro
ape´ndice, otros resultados usados.
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Capı´tulo 1
Conceptos Ba´sicos
Para entender el modelo, se introducira´ conceptos como: poblaciones gene´ticas, en donde
se hablara´ sobre la ley de Hardy-Weinberg. Por otro lado se presentara´ herramientas ma-
tema´ticas, las cuales sera´n u´tiles en el estudio analı´tico del presente problema.
1.1. Poblaciones gene´ticas
Se necesita formular una relacio´n especifica entre frecuencias de los alelos y de los geno-
tipos.
Se considera una poblacio´n de N individuos diploides. Sean los alelos A, a (dominante
y recesivo respectivamente). Se considera las subpoblaciones con su condicion genetica,
genotipos AA, aa,Aa (homocigotos y heterocigotos)([17])
NAA : nu´mero de individuos con genotipo AA.
NAa : nu´mero de individuos con genotipo Aa.
Naa : nu´mero de individuos con genotipo aa.
N = NAA +NAa +Naa (1.1)
Se designa la frecuencia o proporcio´n de los tres tipos de individuos:
X =
NAA
N
Y =
NAa
N
Z =
Naa
N
(1.2)
6
Utilizando (1.2), entonces (1.1) se convierte en:
X + Y + Z = 1 (1.3)
La pregunta es: Si se tiene las frecuencias de los alelos, ¿se puede calcular la frecuencia
de los genotipos? Para lograr esto se necesita plantear algunas suposiciones:
1. Taman˜o de la poblacio´n es muy grande.
2. Ocurrencia de apareamiento aleatorio.
3. No hay mutacio´n.
4. No hay emigracio´n.
Con esas suposiciones es como se formulara´ matema´ticamente el principio de Hardy-
Weinberg ([18]).
Se procede hacer un apareamiento aleatorio para hallar las proporciones de individuos de
la siguiente generacio´n:
Madre Padre Frecuencia Prob(AA) Prob(Aa) Prob(aa)
AA AA X2 1 0 0
AA Aa XY 0.5 0.5 0
AA aa XZ 0 1 0
Aa AA Y X 0.5 0.5 0
Aa Aa Y 2 0.25 0.5 0.25
Aa aa Y Z 0 0.5 0.5
aa AA ZX 0 1 0
aa Aa ZY 0 0.5 0.5
aa aa Z2 0 0 1
Cuadro 1.1: Probabilidades y frecuencias
Para hallar las probabilidades en los apareamientos se procede a aplicar las leyes de Men-
del, por ejemplo. Si se aparean individuos con genotipo AA y AA se obtiene el siguiente
resultado:
Alelo A A
A AA AA
A AA AA
Cuadro 1.2: Primer apareamiento
Del cuadro (1.2) se deduce: despue´s de este apareamiento, el 100% de toda la poblacio´n
tendra´ el genotipo AA. Entonces la probabilidad de que la siguiente generacio´n tenga el
genotipo AA es 1 y para los dema´s genotipos es 0, ver cuadro (1.1).
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Por otro lado la frecuencia relativa se halla multiplicando la proporciones de cada genoti-
po ([19]) es decir:
Fre(AA× AA) = Pro(AA)Pro(AA) = X.X = X2 (1.4)
Se hace un apareamiento aleatorio de la poblacio´n, para obtener la siguiente generacio´n la
cual denotaremosX ′, Y ′, Z ′. Se procede a multiplicar la frecuencia de cada apareamiento
con su respectiva probabilidad (ver cuadro (1.1))
X ′ = Fre (AA× AA) + Fre (AA× Aa)
2
+
Fre (Aa× AA)
2
+
Fre (Aa× Aa)
4
X ′ = X2 +XY +
Y 2
4
Y ′ =
Fre (AA× Aa)
2
+ Fre (AA× aa) + Fre (Aa× AA)
2
+
Fre (Aa× Aa)
2
+
Fre (Aa× aa)
2
+ Fre(aa× AA) + Fre (aa× Aa)
2
Y ′ =
XY
2
+XZ +
Y X
2
+
Y 2
2
+
Y Z
2
+ ZX +
ZY
2
Y ′ = XY + 2XZ + Y Z +
Y 2
2
Z ′ =
Fre (Aa× Aa)
4
+
Fre (Aa× aa)
2
+
Fre (aa× Aa)
2
+ Fre(aa× aa)
Z ′ = Z2 + Y Z +
Y 2
4
Despue´s del ca´lculos se tiene:
X ′ =
(
X +
Y
2
)2
Y ′ = 2
(
Y
2
+ Z
)(
X +
Y
2
)
Z ′ =
(
Z +
Y
2
)2 (1.5)
Para obtener la siguiente generacio´n se basa en (1.5). SeaX ′′, Y ′′, Z ′′ las proporciones de
la siguiente generacio´n.
X ′′ =
(
X ′ +
Y ′
2
)2
Y ′′ = 2
(
Y ′
2
+ Z
)(
X ′ +
Y ′
2
)
Z ′′ =
(
Z ′ +
Y ′
2
)2
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Aplicando (1.3) y (1.5)
X ′′ =
((
X +
Y
2
)2
+
(
Y
2
+ Z
)(
X +
Y
2
))2
=
((
X +
Y
2
)(
X +
Y
2
+ Z +
Y
2
))
=
((
X +
Y
2
)
(X + Y + Z)
)2
=
((
X +
Y
2
)(
X + Y + Z︸ ︷︷ ︸
1
))2
=
(
X +
Y
2
)2
= X ′
Y ′′ = 2
((
Z +
Y
2
)(
X +
Y
2
)
+
(
Z +
Y
2
)2)((
Z +
Y
2
)(
X +
Y
2
)
+
(
X +
Y
2
)2)
= 2
((
Z +
Y
2
)(
X +
Y
2
+ Z +
Y
2
))((
X +
Y
2
)(
X +
Y
2
+ Z +
Y
2
))
= 2
((
Z +
Y
2
)
(X + Y + Z)
)((
X +
Y
2
)
(X + Y + Z)
)
= 2
((
Z +
Y
2
)(
X + Y + Z︸ ︷︷ ︸
1
))((
X +
Y
2
)(
X + Y + Z︸ ︷︷ ︸
1
))
= 2
(
Z +
Y
2
)(
X +
Y
2
)
= Y ′
Z ′′ =
((
Z +
Y
2
)2
+
(
Y
2
+ Z
)(
X +
Y
2
))2
=
((
Z +
Y
2
)(
X +
Y
2
+ Z +
Y
2
))
=
((
X +
Y
2
)
(X + Y + Z)
)2
=
((
Z +
Y
2
)(
X + Y + Z︸ ︷︷ ︸
1
))2
=
(
Z +
Y
2
)2
= Z ′
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Teorema 1.1 (Teorema de Hardy-Weinberg). ([20]) Bajo las condiciones dadas en una
poblacio´n. Teniendo las frecuencias de los genotipos X(AA),Y (Aa) e Z(aa). Estas al-
canzan despue´s de un apareamiento aleatorio una frecuencia estable. x2, 2x(1 − x) y
(1 − x)2 donde x = X + Y
2
y 1 − x = Y
2
+ Z, adema´s si las frecuencias son de la
forma: x2, 2x(1− x)(1− x) y (1− x)2 entonces las frecuencias son estables para todas
las generaciones.
Figura 1.1: Principio de Hardy-Weiberng, Tomado de [21]
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1.2. Teorı´a Ecuaciones diferenciales
En esta seccio´n se revisa sobre la teorı´a de ecuaciones diferenciales, la cual sera´ aplicada
en el desarrollo del problema.
Definicio´n 1.1 ([22]). Sea A ∈ Rn×n una matriz entonces el numero λ es llamado auto-
valor si:
det(A− λI) = 0
Un autovector asociado al autovalor λ es un vector diferente de cero tal que:
(A− λI) v = 0
En donde I representa la matriz identidad.
Definicio´n 1.2 ([5]). Se considera en general un campo vectorial auto´nomo:
x′ = f(x) (1.6)
Sea x ∈ Rn, entonces se dice que x es punto de equilibrio de f, si satisface
f(x) = 0 (1.7)
Es decir son soluciones constantes, o que no cambia en el tiempo.
Definicio´n 1.3 ([23]). Si f : Rn → Rn es diferenciable en x entonces las derivadas par-
ciales
∂f
∂xj
; j = 1, . . . n todas existen en x.
Df (x) x =
n∑
j=1
∂f (x)
∂xj
xj, ∀x ∈ Rn
Esto es, si f es una funcio´n diferenciable la derivada Df es dada por la n × n matriz
jacobiana la cual sera denotada:
Df(x) =
(
∂fi
∂xj
)
Definicio´n 1.4 ([24]). Sea x′ = f(x) un sistema no lineal y x un punto de equilibrio de f
entonces:
Se dice que x es un punto hiperbo´lico si los autovalores de Df(x) son diferentes
de cero.
Se dice que x es un punto no-hiperbo´lico si alguno de los autovalores de Df(x) es
cero.
Definicio´n 1.5 ([23]). Sea x′ = f(x) un sistema no lineal, sea x un punto de equilibrio
de este entonces:
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Se dice que x es un punto atractor o estable si todos sus autovalores de Df(x) son
menores que cero.
Se dice que x es un punto silla o inestable si alguno de los autovalores de Df(x)
es mayor que cero.
Teorema 1.1 (Teorema de existencia y unicidad paras sistemas lineales). ([25]) Si A ∈
Rn×n y x0 ∈ Rn×n entonces existe una u´nica solucio´n del P.V.I
x′ = Ax
x(0) = x0
(1.8)
y es dada por:
φ : R−→Rn
t−→φ(t) = etAx0
Definicio´n 1.6. ([25])Sea U ⊆ Rn un abierto y f : U−→Rn un campo vectorial.
1. Decimos que f es de Lipschitz en U si y solo si ∃C > 0 tal que
|f (x)− f (y) | < C|x− y|; ∀x, y ∈ U
2. Decimos que f es locamente de Lipschitz en U si solo si ∀x0 ∈ U, ∃r = r (x0) > 0
tal que f es de Lipschitz en Br [x0] ⊆ U .
Teorema 1.2. ([23]) Sea f : U−→Rn una funcio´n continua. Donde U es un subconjunto
abierto en Rn denotemos por:
∂f
∂x
:=
(
∂fi
∂xj
)
, i = 1 : n
Si
∂f
∂x
es continua en U , entonces f es localmente de Lipschitz sobre U
Teorema 1.3 (Teorema de Picard). ([25]) Sea U ⊆ Rn un subconjunto abierto y f :
U−→Rn un campo vectorial. Si f es localmente de Lipschitz enU entonces para cualquier
t0 ∈ R existe una u´nica solucio´n del P.V.I.:
x′ = f(x)
x(0) = x0
(1.9)
definida en el intervalo Iα [t0] = [t0 − α, t0 + α], donde α = r
N
y N > max { |f(x)|; x ∈ Br [x0]}
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1.2.1. Cambio de coordenadas para sistemas lineales
Los siguientes resultados fueron tomados de ([26])
Definicio´n 1.7. Una transformacio´n T : Rn → Rn es lineal si cumlple:
T (αx+ βy) = αTx+ βTy, ∀α, β ∈ R; x, y ∈ Rn (1.10)
Teorema 1.4. Una matriz B ∈ Rn×n es invertible si y solo si det(B) 6= 0
Sea T : Rn → Rn definida de la siguiente forma:
Tx = Bx (1.11)
donde B ∈ Rn×n.
Afirmacio´n 1.1. T es lineal
Demostracio´n. En efecto dados α, β ∈ R y x, w ∈ Rn
T (αx+ βw) = B(αx+ βw)
= B(αx) + B(βw)
= αBx+ βBw
= αTx+ βTw
(1.12)
Por lo tanto, T es lineal
Observacio´n Una transformacio´n lineal T : Rn → Rn definida como (1.11) se dice que
es invertible si solo si B es invertible.
Teorema 1.5 (diagonalizacio´n). Si los autovalores λ1, . . . λn de una matriz B ∈ Rn×n
son reales y distintos entonces el conjunto {v1 . . . vn} de autovectores asociados a sus
respectivos autovalores forman una base en Rn, la matriz P = (v1, . . . , vn) es invertible
y P−1AP = diag(λ1, . . . , λn).
La te´cnica algebraica de diagonalizacio´n sera´ usada para reducir sistemas de EDO’s li-
neales.
Sea el sistema lineal:
x′ = Ax (1.13)
con A ∈ Rn×n y con sus autovalores λ1, . . . λn reales y distintos.
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Entonces segu´n el teorema (1.5) ∃P−1 invertible tal que P−1AP = diag(λ1, . . . , λn)
de esa forma se puede considerar la siguiente transformacio´n lineal invertible (pues P−1
tambie´n lo es):
T : R−→Rn
x−→Tx = y = P−1x
Entonces (1.13) puede ser transformado a:
y′ = dia(λ1, . . . , λn)y (1.14)
En efecto se tiene que:
Tx = y = P−1x
y′ = P−1x′
y′ = P−1Ax
y′ = P−1APy
y′ = diag(λ1, . . . , λn)y
(1.15)
Esto quiere decir que la aplicacio´n T convierte soluciones de x′ = Ax a soluciones de y′ =
diag(λ1, . . . , λn)y. Alternativamente, T
−1 lleva las soluciones de y′ = diag(λ1, . . . , λn)y
a las soluciones de x′ = Ax.
Ejemplo 1. ([23])Consideremos el siguiente sistema lineal:
x′1 = −x1 − 3x2
x′2 = 2x2
(1.16)
Se identifica ra´pidamente la matriz A:
A =
( −1 −3
0 2
)
Se calcula los autovalores y los autovectores asociados:
λ1 = −1, λ2 = 2 y V1 = (1, 0), V2 = (−1, 1)
Entonces el punto (0, 0) es inestable (por definicio´n) y adema´s ∃P invertible tal que:
P =
(
1 −1
0 1
)
, P−1 =
(
1 1
0 1
)
Tomando la siguiente transformacio´n Tx = P−1x = y se obtiene el siguiente sistema:
y′1 = −y1
y′2 = 2y2
(1.17)
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Este u´ltimo sistema es equivalente al sistema anterior. Graficamente utilizando PPLANE
[27]. Se puede observar como afecta la transformacio´n pero el comportamiento de las
soluciones sigue siendo la misma:
Figura 1.2: Orbitas del sistema original
Figura 1.3: Orbitas del sistema transformado
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Definicio´n 1.8 ([5]). Sea S ⊂ Rn un conjunto, entonces:
Se dice que S es invariante bajo el campo vectorial x
′
= f(x) si para x0 ∈ S se tiene
x (t, 0, x0) ∈ S, ∀t ∈ R (donde x (0, 0, x0)).
Si se restringe para (t ≥ 0) entonces se refiere a S como un conjunto invariante positivo
y para tiempo negativo conjunto invariante negativo.
Esto quiere decir que si se toma un valor cualquiera en el conjunto S entonces aplicando
cierta transformacio´n ese valor seguira´ permaneciendo en S.
Definicio´n 1.9 ([5]). Un conjunto S ⊂ Rn se dice ser un Cr(r ≥ 1) variedad inva-
riante si S tiene una estructura Cr variedad diferenciable. Similarmente un conjunto
invariante positivo (respectivamente negativo) S ⊂ Rn se dice ser un Cr(r ≥ 1) po-
sitivamente(respectivamente negativo) una variedad invariante si S tiene una estructura
Cr variedad diferenciable.
1.2.2. Subespacios estables,inestables y centrales de un sistema lineal
Los siguientes resultados pueden ser revisados en ([23]) y ([5])
Sea un sistema lineal:
dx
dt
= Ax, x ∈ Rn (1.18)
donde A es una matriz constante n× n. La solucio´n de sistema lineal a trave´s de el punto
x0 ∈ Rn en t = 0 es dado por:
x(t) = eAtx0
donde
eAt = I + At+
1
2!
A2t2 +
1
3!
A3t3 + . . .
En donde I se denota como la matriz identidad.
Se define Es, Eu,Ec subespacios respectivamente del sistema (1.18) que son definidos
como:
Es = span{e1, . . . , es}
Eu = span{es+1, . . . , es+u}, s+ u+ c = n
Ec = span{es+u+1, . . . , es+u+c}
(1.19)
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Donde e1, . . . , es son los autovectores de A, correspondiente a los autovalores de A te-
niendo parte negativa, es+1, . . . , es+u son los autovectores de A correspondiente a los
autovalores con parte real positiva finalmente es+u+1, . . . , es+u+c son los autovectores de
A correspondiente a los autovalores con parte real cero. Es, Eu and Ec se refieren a los
subespacios estable, inestable y central respectivamente.
Se puede representar Rn como la suma directa de los tres subespacios denotado Es,
Eu,Ec. Esto es:
Rn = Es ⊕ Eu ⊕ Ec
Observacio´n
Es, Eu y Ec son ejemplos de subespacios invariantes al flujo eAt, por ejemplo si se toma
un punto y0 ∈ Es entonces eAty0 ∈ Es, para t→∞
1.2.3. Variedad Estable, inestable y central para puntos crı´ticos de
sistemas no lineales
Los siguientes resultados acerca de variedades, fueron tomados de ([5])
Sea el sistema no lineal:
x′ = f(x), x ∈ Rn (1.20)
Sea x = x un punto de equilibrio. La pregunta es ¿Que´ se puede decir sobre la naturaleza
de las soluciones del punto x = x?. Como ya se tiene conceptos ba´sicos sobre sistemas
lineales entonces el sistema no lineal pasara hacer linealizado a trave´s del polinomio de
Taylor alrededor del punto cero, en donde es ma´s fa´cil su estudio. Para esto se hace lo
siguiente:
Se transforma el punto x = x al origen vı´a la traslacio´n y = x− x ası´ (1.20) se convierte
en:
y′ = f(x+ y), y ∈ Rn (1.21)
Por la expansio´n de Taylor, f(x+ y) cerca de x = x:
y′ = f(x) +Df(x)y +R(y), y ∈ Rn (1.22)
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donde R(y) = O(|y|2) y se conoce que f(x) = 0, pues x es un punto de equilibrio.
Ası´ se tiene que (1.22)
y′ = Df(x)y +R(y), y ∈ Rn (1.23)
Debido que se esta´ linealizando, R(y) es despreciado:
y′ = Df(x)y, y ∈ Rn (1.24)
Donde A = Df(x) tiene la informacio´n acerca de la naturaleza de las soluciones de
punto x = x de la ecuacio´n no lineal. Sin embargo, esto siempre sera u´til si el punto es
hiperbo´lico, gracias al teorema de Hartman-Grobman ([23]); pero en el problema que es
presentado en este trabajo se tiene un punto no-hiperbo´lico, en ese caso la parte linealiza-
da ya no dara´ informacio´n suficiente de este.
Para saber el comportamiento de un punto no-hiperbo´lico se tendra´ que tener en cuenta el
R(y), tomando (1.23)
Por otro lado por el cambio de coordenadas se puede llevar (1.24) a la siguiente forma:
 u′v′
w′
 =
 As 0 00 Au 0
0 0 Ac
 uv
w
 (1.25)
donde T−1y = (u, v, w) ∈ Rs×Ru×Rc,s+u+c = n,As es una matriz de s×s y contiene
autovalores con parte real negativa,Au es un matriz de u×u que contiene autovalores con
parte real positiva y finalmente se tiene Ac es un matriz de c×c y contiene los autovalores
con parte real cero.
Se usa el mismo cambio de coordenadas se puede llevar (1.23) a la siguiente forma:
u′ = Asu+Rs(u, v, w)
v′ = Auv +Ru(u, v, w)
w′ = Acw +Rc(u, v, w)
(1.26)
Donde Rs(u, v, w), Ru(u, v, w) y Rc(u, v, w) son los primeros s, u, and c componentes,
respectivamente del vector T−1R(T y)
El estudio de la variedad central se enfocara´ en (1.26)
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Teorema 1.6. Supongamos que (1.26) es Cr, r ≥ 2. Entonces el punto fijo (u, v, w) = 0
posee una Cr variedad invariante estable W sloc(0), una C
r variedad invariante inestable
W uloc(0), unaC
r variedad invariante centralW cloc(0) todas interceptando en (u, v, w) = 0.
Estas variedades son tangentes a los subespacios invariantes del campo vectorial (1.25)
en el origen y por lo tanto son localmente representados como curvas o´ superficies. En
particular se tiene:
W sloc(0) = {(u, v, w) ∈ Rs × Ru × Rc|v = hsv(u), w = hsw(u);Dhsv(0) = 0, Dhsw(0) = 0;
|u| suficiente pequen˜o}
W uloc(0) = {(u, v, w) ∈ Rs × Ru × Rc|u = huu(v), w = huw(v);Dhuu(0) = 0, Dhuw(0) = 0;
|v| suficiente pequen˜o}
W cloc(0) = {(u, v, w) ∈ Rs × Ru × Rc|u = hcu(w), v = hcv(w);Dhcu(0) = 0, Dhcw(0) = 0;
|w| suficiente pequen˜o}
(1.27)
Donde hsv(u), h
s
w(u), h
u
u(v), h
u
w(v), h
c
u(w) y h
c
v(w) son funciones de claseC
r. Mas au´n las
trayectorias en W sloc(0) y W
u
loc(0) tienen las mismas propiedades asintoticas en E
s y Eu
respectivamente. Principalmente las trayectorias de (1.25) con condiciones iniciales en
W sloc(0)(W
u
loc(0)) aproxima con una tasa exponencial asintoticamente como t −→ +∞
(respectivamente t −→ −∞).
Variedad central para campos vectoriales
Si en el (1.26) no existiera el subespacio inestable, es decir Eu = 0 entonces (1.26) se
convierte en:
x′ = Ax+ f(x, y)
y′ = By + g(x, y), (x, y) ∈ Rc × Rs (1.28)
f(0, 0) = 0, Df(0, 0) = 0
g(0, 0) = 0, Dg(0, 0) = 0
(1.29)
Gracias al cambio de coordenadas podemos llegar a la forma (1.28) en una vecindad del
punto fijado (0, 0).
En la ecuacio´n (1.28), A es una matriz de c × c con autovalores con parte real cero. B es
una matriz con autovalores con parte real negativa, f, g ∈ Cr(r ≥ 2)
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Definicio´n 1.10 (Variedad central). Una variedad central local (W cloc(0)) para (1.28) es
una variedad invariante definida por:
W cloc(0) = {(x, y) ∈ Rc × Rs|y = h(x), |x| < δ, h(0) = 0, Dh(0) = 0}
para δ suficientemente pequen˜o.
Se tiene que h(0) = 0 yDh(0) = 0 implica queW c(0) es tangente aEc en (x, y) = (0, 0).
Teorema 1.7. ([5]) Si existe una Cr variedad central para (1.28). La dina´mica (1.28)
restringida para la variedad central es para u suficientemente pequen˜o, dada por el si-
guiente campo vectorial c− dimensional:
u′ = Au+ f(u, h(u)), u ∈ Rc. (1.30)
El siguiente resultado implica que la dina´mica (1.30) cerca u = 0 determina la dina´mica
de (1.28) cerca de (x, y) = (0, 0).
Teorema 1.8. ([5])
Supongamos que la solucio´n cero de (1.30) es estable(asintoticamente estable)(inestable),
entonces la solucio´n cero de (1.28) tambie´n es estable(asintoticamente estable)(inestable).
Supongamos que la solucio´n cero de (1.30) es estable.Entonces si (x(t), y(t)) es
una solucio´n de (1.28) con (x(0), y(0)) suficientemente pequen˜o entonces existe
una solucio´n u(t) de (1.30) tal que para t→∞.
x(t) = u(t) +O(e−γt)
y(t) = h(u(t)) +O(e−γt)
(1.31)
donde γ > 0 es una constante.
La pregunta es como calcular la variedad central. La respuesta a esta pregunta viene de
calcular la funcio´n h(x). Para esto se procede:
Supongase que se tenga una variedad central:
W cloc(0) = {(x, y) ∈ Rc × Rs|y = h(x), |x| < δ, h(0) = 0, Dh(0) = 0} (1.32)
con δ suficientemente pequen˜o. Usando invarianza deW c(0) bajo la dina´mica (1.28). Se
derivara´ una ecuacio´n quasilienal que h(x) debe satisfacer:
1. Las coordenadas (x, y) de un punto enW c(0) deben satisfacer:
y = h(x) (1.33)
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2. Derivando (1.33) con respecto al tiempo implica que las coordenadas (x′, y′) de
algu´n punto enW c(0) debe satisfacer.
y′ = Dh(x)x′ (1.34)
3. Algu´n punto deW c(0) obedece a la dina´mica generada por (1.28) en consecuencia,
substituyendo:
x′ = Ax+ f(x, h(x))
y′ = Bh(x) + g(x, h(x))
(1.35)
dentro de (1.33):
Dh(x)[Ax+ f(x, h(x))] = Bh(x) + g(x, h(x)), o´
N(h(x)) = Dh(x)[Ax+ f(x, h(x))]− Bh(x)− g(x, h(x)) = 0
(1.36)
La ecuacio´n (1.36) es una ecuacio´n diferencial parcial cuasilineal que h(x) debe satisfa-
cer para que su curva o´ superficie sea invariante a la variedad central. Para encontrar la
variedad central se debe resolver (1.36).
Desafortunadamente es probablemente difı´cil resolver (1.36). Sin embargo hay un teore-
ma que da un me´todo, para calcular una aproximacio´n para la solucio´n (1.36) para algu´n
grado deseado de exactitud.
Teorema 1.9. ([5]) Sea Φ : Rc → Rs un C1 una aplicacio´n con Φ(0) = 0 = DΦ(0) tal
que N(Φ(x)) = O(|x|q) con x→ 0 para algu´n q > 1. Entonces:
|h(x)− Φ(x)| = O(|x|q)
Ejemplo 2. ([28])Consideremos el siguiente sistema:
x′ = xy + ax3 + by2x
y′ = −y + cx2 + dx2y (1.37)
Demostracio´n. Observese que un punto de equilibrio es (0, 0) ası´ solo resta poner el sis-
tema (1.37) de la siguiente manera:
(
x′
y′
)
=
(
0 0
0 −1
)
+
(
xy + ax3 + by2x
cx2 + dx2y
)
(1.38)
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Tomando los autovalores del Jacobiano es decir:
A =
(
0 0
0 −1
)
(1.39)
=⇒ det(λI − A) =
∣∣∣∣ λ 00 λ+ 1
∣∣∣∣ = 0
=⇒ λ(λ+ 1) = 0
λ1 = 0, λ2 = −1
Ası´ existira´ la variedad centralW cloc(0)
x ∈ R1 y adema´s y ∈ R1 pero se necesita encontrar h(x) = y.
Para aplicar el teorema (1.9) se tiene lo siguiente:
Φ : R1 → R1
=⇒ N(h(x)) = Φ′(x)[Ax+ f(x, h(x))]− BΦ(x)− g(x,Φ(x))
en donde A = 0 y B = −1
=⇒ N(h(x)) = Φ′(x)[f(x,Φ(x))] + Φ(x)− g(x,Φ(x))
donde:
f(x, y) = xy + ax3 + by2x, g(x, y) = −y + cx2 + dx2y
f(0, 0) = 0, Df(0, 0) = 0
g(0, 0) = 0, Dg(0, 0) = 0
(1.40)
f(x,Φ(x)) = xΦ(x) + ax3 + bΦ(x)2x, g(x,Φ(x)) = −Φ(x) + cx2 + dx2Φ(x)
=⇒ N(Φ(x)) = Φ′(x)[xΦ(x) + ax3 + bΦ(x)2x] + Φ(x)− cx2 − dx2Φ(x) (1.41)
Si se toma
Φ(x) = O(x2) = a1x
2
Φ′(x) = 2a1x remplazando (1.41) se tiene:
=⇒ N(Φ(x)) = 2a1x4 + 2a1ax4 + 2a31bx6 + a1x2 − cx2 − da1x4
=⇒ N(Φ(x)) = a1x2 − cx2 +O(x4)
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=⇒ N(Φ(x)) = Φ(x)− cx2 +O(x4)
Ahora si se toma Φ(x) = cx2 =⇒ N(Φ(x)) = O(x4)
Asi se podra´ tomar h(x) = cx4 +O(x4) tal que:
|h(x)− Φ(x)| = O(x4)
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Capı´tulo 2
Modelos Matema´ticos
En este capı´tulo se hara´ una revisio´n general de los modelos precedentes al modelo que
se va a presentar.
2.1. Modelos previos
2.1.1. Modelo SIR
Enjima.et al [11], propone un modelo matema´tico basado en un modelo SIR donde con-
sidera no-obesos (susceptibles), obesos (infectados) y ex-obesos (recuperados).
µN // S
βIS+ǫS
//

I
γI
//

R

βδIS+ǫδS

µS µI µR
Figura 2.1: Diagrama de flujo, tomado de [11]
S ′ = µN − [βI(t) + ǫ]S(t)− µS(t)
I ′ = [βI(t) + ǫ]S(t) + σ[βI(t) + ǫ]R(t)− (µ+ γ)I(t)
R′ = γI(t)− σ[βI(t) + ǫ]R(t)− µR(t)
(2.1)
Se esta´ considerando un poblacio´n cerrada pues:
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N ′(t) = S ′(t) + I ′(t) +R′(t) = 0
N(t) = C
Se observa que toda la poblacio´n nace susceptible y esta crece de manera exponencial. Se
esta considerando µ como la tasa de nacimiento y muerte de todos los compartimientos
(tanto susceptibles, infectados y recuperados), β es la tasa de transmisio´n debido al con-
tagio, es decir habra´ una cantidad de personas susceptibles que interactuaran (contagio de
estilo de vida) con personas obesas, la cual los llevara´ a este compartimiento. Tambie´n
existe otro riesgo de que personas susceptibles se conviertan en obesas, este para´metro es
ǫ, el cual indica que una cantidad de personas susceptibles pueden convertirse en obesas
debido a otros factores, como por ejemplo gene´ticos. Existe tambie´n la tasa de recupe-
racio´n, γ que quiere decir que cierta cantidad de personas obesas pueden recuperarse y
convertirse en ex-obeso. Por u´ltimo se tiene que las personas recuperadas (ex-obesas)
tienen una probabilidad de volver a ser obesas, esto es representado como σ.
Lo interesante de este modelo es el enfoque que el autor le da, pues se observa en (2.1),
que hay dos maneras de pasar de un compartimiento a otro, uno es el contagio social
(comportamientos), y el otro asume otros factores tales como gene´ticos (no contagio).
El modelo planteado (2.1) fue u´til para promover campan˜as de prevencio´n.
Resumiendo lo anterior en una lista de para´metros:
Para´metros Significado Unidades
µ tasa de muerte y nacimiento 1/t
β tasa de transmisio´n debido a contagio 1/t
ǫ tasa de transmisio´n debido al no-contagio 1/t
σ probabilidad de convertirse obeso −
γ tasa de recuperacio´n 1/t
Cuadro 2.1: Parametros, tomado de [11]
2.1.2. Modelo SEIR
Por otro lado Thomas.et al [12] propone otro modelo SEIR, teniendo en cuenta cada clase
de IMC. A trave´s de este valor se propone el siguiente modelo matema´tico basado en un
sistema de EDO’s:
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S ′ = (1− p)(DN + (D0 −D)(I1(t) + I3(t)))−DS(t)− k1I1(t)S(t)
N
− k2I2(t)S(t)
N
− αS(t)
E ′ = p(DN + (D0 −D)(I1(t) + I3(t)))− (D + a)E(t) + k1I1(t)S(t)
N
+
k2I2(t)S(t)
N
+ ρRR(t) + αS(t)
I ′1 = −DI1(t) + aE(t)− (a1 + ρ1)I1(t) + β2I2(t)
I ′2 = −D0I2(t) + a1I1(t)− a2I2(t)− β2I2(t) + β3I3(t)
I ′3 = −D0I3(t) + a2I2(t)− β3I3(t)
R′ = −DR(t) + ρ1I1(t)− ρRR(t)
(2.2)
En donde las variables son:
S(t) : personas sanas
E(t) : personas con sobrepeso (IMC < 25)
I1(t) : personas obesas (25 ≤ IMC < 30)
I2(t) : personas obesas (30 ≤ IMC < 40)
I3(t) : personas obesas (IMC ≥ 40)
R(t) : personas recuperadas
En donde
N(t) = S(t) + E(t) + I1(t) + I2(t) + I3(t) +R(t): Total de la poblacio´n.
Se observa que se esta considerando un poblacio´n cerrada pues:
N ′(t) = S ′(t) + E ′(t) + I ′1(t) + I
′
2(t) + I
′
3(t) +R
′(t) = 0
N(t) = C
Se presenta los para´metros y sus significados y adema´s el respectivo diagrama de flujo de
este modelo:
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Para´metros Significado Unidades
p proporcio´n de personas que nacen
en un ambiente con sobrepeso
−
k1 tasa de contagio de I1(t) 1/t
k2 tasa de contagio de I2(t) 1/t
α tasa de conversio´n de S(t) a E(t) 1/t
D tasa de muerte de S(t), E(t) y I1(t) 1/t
D0 tasa de muerte de I2(t) y I3(t) 1/t
a tasa de conversio´n de E(t) a I1(t) 1/t
ρR tasa de conversio´n de R(t) a E(t) 1/t
ρ1 tasa de conversio´n de I1(t) a R(t) 1/t
β2 tasa de conversio´n de I2(t) a I1(t) 1/t
β3 tasa de conversio´n de I3(t) a I2(t) 1/t
a1 tasa de conversio´n de I1(t) a I2(t) 1/t
a2 tasa de conversio´n de I2(t) a I3(t) 1/t
Cuadro 2.2: Para´metros,tomado de [12]
Figura 2.2: Diagrama de Flujo, Tomado de [12]
El modelo fue disen˜ado para predecir la prevalencia de la obesidad con los para´metros de
entrada de un determinado paı´s. El modelo es altamente flexible incluso se puede aplicar
para pequen˜as comunidades. El modelo fue usado para determinar que estado va alcanzar
la obesidad en los Estados Unidos segu´n el IMC [12].
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2.1.3. Modelo ba´sico de poblaciones gene´ticas
En esta subseccio´n se estudiara´ la dina´mica de la una poblacio´n, pero se basara´ en sus
genotipos.
En el capı´tulo 1 se presento´ la ley de Hardy-Weinberg, que nos dice, que las frecuencias
de los genotipos correspondientes permanecı´an constantes de una generacio´n con la si-
guiente, tomando en cuenta algunas hipo´tesis.
Kris y Brauer([29]) proponen dos modelos de poblaciones gene´ticas. Uno de de ellos con-
sidera tasa de natalidad dependiente de la densidad poblacional y tasa de muerte genotipo
independiente, el segundo modelo considera tasa de natalidad dependiente de la densidad
poblacional y tasa de muerte genotipo dependiente.El objetivo de estos modelos fue ob-
servar si el principio de Hardy-Weinberg se mantiene cierto para las condiciones dadas en
cada modelo.
No seleccio´n (igualdad fitness en los genotipos)
Se considera organismos diploides con alelos A,a en una poblacio´n de taman˜o N(t). Sea
y1(t), y2(t), y3(t) nu´mero de organismos con genotipos AA,Aa, aa respectivamente, se
cumple:
y1 + y2 + y3 = N
Supongamos que la tasa de natalidad dependiente de la densidad poblacional, Λ(N) es la
misma para los genotipos AA,Aa, aa respectivamente. Se asume tambie´n que las tasas
de muertes son iguales, d1 = d2 = d3 = d (genotipo independiente) ası´ se plantea el
siguiente modelo:
y′1 = pDΛ(N)− d1y1
y′2 = pHΛ(N)− d2y2
y′3 = pRΛ(N)− d3y3
(2.3)
En donde pD,pH y pR representan las proporciones para la descendencia de cada genotipo
en te´rminos de la poblacio´n. Es decir:
pD =
(y1
N
+
y2
2N
)2
pH = 2
(y1
N
+
y2
2N
)(y3
N
+
y2
2N
)
pR =
(y3
N
+
y2
2N
)2 (2.4)
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Se observa que la suma de (2.3) se convierte en:
N ′ = Λ(N)− dN
Seleccio´n gene´tica lenta
Para estudiar las consecuencias de las tasas de muerte genotipo dependiente en las fre-
cuencias de genotipos, se mantiene la hipo´tesis de que tasa de natalidad dependiente de
la densidad poblacional es la misma para todos los genotipos, pero ahora se asume que
los genotipos afectan en la supervivencia; en particular se asumira´ que tasas de muertes
de los homocigotos difieren de los heterocigotos.
d1 = d+ ǫδD, d2 = d, d3 = d+ ǫδR
Si δD > 0,los homocigotos dominantes (AA) mueren mas ra´pido que los heteroci-
gotos (Aa).
Si δD < 0,los homocigotos dominantes (AA) mueren mas lento que los heterocigo-
tos (Aa).
Esta misma comparacio´n se hace para δR y los homocigotos recesivos. El para´metro
ǫ << 1 indica que la diferencia en tasas de muertes son pequen˜as comparadas con la
tasa de muerte en general y con la dina´mica de poblacio´n en general.
Bajo estas hipo´tesis el sistema (2.3) se convierte en:
y′1 = pDΛ(N)− (d+ ǫδD) y1
y′2 = pHΛ(N)− dy2
y′3 = pRΛ(N)− (d+ ǫδR) y3
(2.5)
En donde pD,pH y pR representan las proporciones para la descendencia de cada genotipo
en te´rminos de la poblacio´n. Es decir:
pD =
(y1
N
+
y2
2N
)2
pH = 2
(y1
N
+
y2
2N
)(y3
N
+
y2
2N
)
pR =
(y3
N
+
y2
2N
)2 (2.6)
La suma de todas las ecuaciones de (2.5) es:
N ′ = Λ(N)− dN − ǫ (δDy1 + δRy3)
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Capı´tulo 3
Modelo matema´tico gene´tico-ambiental
de la obesidad
En este capı´tulo se describira´ el modelo completo. Luego se tomara´ ciertas hipo´tesis para
reducirlo, teniendo el modelo reducido se hara´ el correspondiente ana´lisis matema´tico.
3.1. Modelo completo
El modelo matema´tico fue propuesto por Hong.et al [30], el cual es deterministico y con-
sidera una transmisio´n vertical de los alelos, esto es, se desprecia las posibles mutaciones
o migraciones de los genes, lo cuales causan transferencia horizontal de los genotipos a
una generacio´n.
Basado en el Principio de Hardy-Weinberg. Se define p como la frecuencia del alelo do-
minante A y q es la frecuencia del alelo recesivo a. Se cumple p+ q = 1.
El modelo consiste de un sistema de 9 ecuaciones diferenciales ordinarias. El total de la
poblacio´n es dividida en 3 categorı´as: individuos que comen saludable (H), individuos
que no comen saludable (U) y personas obesas (O). Cada una de estas categorı´as son
divididas en 3 sub-categorı´as basados en sus genotipos AA,Aa, aa. Donde A representa
el gen FTO (SPN’s rs9939609). Hay dos tipos de poblaciones, la poblacio´n obesa y no-
obesa. Los individuos que no comen saludable y que comen saludable esta´n considerados
en la poblacio´n no obesa.
Por otro lado el modelo considera una poblacio´n con tasa de natalidad dependiente de la
densidad poblacional (Λ(N) = αN ) en la poblacio´n no-obesa y tasa de muerte genotipo
independiente (µj, j = 1 : 9).
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Adicionalmente los para´metros (β1(X̂),ξ1(X̂),ρ1(X̂),γ1(X̂)) son considerados para las
poblaciones que tienen mas probabilidad de heredar el gen FTO, los homocigotos do-
minantes y heterocigotos (genotipos AA, Aa) mientras que (β2(X̂),ξ2(X̂),ρ2(X̂),γ2(X̂))
para los homocigotos recesivos (genotipo aa).
El modelo completo fue el siguiente:
H ′AA = bAArαN − ξ1(X̂)HAA + ρ1(X̂)UAA − β1(X̂)HAA + γ1(X̂)OAA − µ1HAA
H ′Aa = bAarαN − ξ1(X̂)HAa + ρ1(X̂)UAa − β1(X̂)HAa + γ1(X̂)OAa − µ2HAa
H ′aa = baarαN − ξ2(X̂)Haa + ρ2(X̂)Uaa − β2(X̂)Haa + γ2(X̂)Oaa − µ3Haa
U ′AA = bAA(1− r)αN + ξ1(X̂)HAA − ρ1(X̂)UAA − Φ1(X̂)UAA − µ4UAA
U ′Aa = bAa(1− r)αN + ξ1(X̂)HAa − ρ1(X̂)UAa − Φ1(X̂)UAa − µ5UAa
U ′aa = baa(1− r)αN + ξ2(X̂)Haa − ρ2(X̂)Uaa − Φ2(X̂)Uaa − µ6Uaa
O′AA = β1(X̂)HAA − γ1(X̂)OAA + Φ1(X̂)UAA − µ7OAA
O′Aa = β1(X̂)HAa − γ1(X̂)OAa + Φ1(X̂)UAa − µ8OAa
O′aa = β2(X̂)Haa − γ2(X̂)Oaa + Φ2(X̂)Uaa − µ9Oaa
(3.1)
donde X̂ = (HAA, HAa, Haa, UAA, UAa, Uaa, OAA, OAa, Oaa) y
HAA(0) = H
0
AA ≥ 0,HAa(0) = H0Aa ≥ 0,UAA(0) = U0AA ≥ 0,UAa(0) = U0Aa ≥
0,Uaa(0) = U
0
aa ≥ 0,OAA(0) = O0AA ≥ 0,OAa(0) = O0Aa ≥ 0, y adema´s N = HAA +
HAa + Uaa +OAA +OAa
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3.1.1. Diagrama de Flujo
En esta parte se presentara el diagrama de flujo de modelo 3.1
Ⱦଵ(�̃)��� 
ξଵ(�̃)��� μ଻ �ܱ� Ƚ �ܰ��� �ଵ��� 
γଵ(�̃) �ܱ� 
ρଵ(�̃)��� ϕଵ(�̃)��� μସ��� 
Ƚ ሺ1 − �ሻܰ��� 
Ⱦଵ(�̃)��� 
ξଵ(�̃)��� μ଼ �ܱ� Ƚ �ܰ��� �ଶ��� 
γଵ(�̃) �ܱ� 
ρଵ(�̃)��� ϕଵ(�̃)��� μହ��� 
Ƚ ሺ1 − �ሻܰ��� 
Ⱦଶ(�̃)��� 
ξଶ(�̃)��� μଽ �ܱ� Ƚ �ܰ��� �ଷ��� 
γଶ(�̃) �ܱ� 
ρଶ(�̃)��� ϕଶ(�̃)��� μ଺��� 
Ƚ ሺ1 − �ሻܰ��� 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
��� ���  �ܱ� 
��� ���  �ܱ� 
��� ���  �ܱ� 
Figura 3.1: Diagrama de flujo del modelo (3.1).
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En donde:
Para´metro Significado Unidad
r proporcio´n de personas que han na-
cido en un ambiente saludable.
-
α tasa de nacimiento natural. 1/t
µj tasa de muerte per-capita. 1/t
bAA(X̂) proporcio´n de individuos nacidos
con el genotipo AA.
-
bAa(X̂) proporcio´n de individuos nacidos
con el genotipo Aa.
-
baa(X̂) proporcio´n de individuos nacidos
con el genotipo aa.
-
β1(X̂) funcio´n de transferencia de los co-
medores saludables a los obesos
con gen FTO.
1/t
β2(X̂) funcio´n de transferencia de los co-
medores saludables a los obesos sin
gen FTO.
1/t
Φ1(X̂) funcio´n de transferencia de los co-
medores no-saludables a los obesos
con gen FTO.
1/t
Φ2(X̂) funcio´n de transferencia de los co-
medores no-saludables a los obesos
sin gen FTO.
1/t
ρ1(X̂) funcio´n de conversio´n de los come-
dores no-saludables a los saludables
con gen FTO.
1/t
ρ2(X̂) funcio´n de conversio´n de los come-
dores no-saludables a los saludables
sin gen FTO.
1/t
γ1(X̂) funcio´n de recuperacio´n de los obe-
sos a los comedores saludables con
genotipo AA y Aa.
1/t
γ2(X̂) funcio´n de recuperacio´n de los obe-
sos a los comedores saludables con
genotipo aa.
1/t
ξ1(X̂) funcio´n de transferencia de los
saludables a los comedores no-
saludables con gen FTO.
1/t
ξ2(X̂) funcio´n de transferencia de los co-
medores saludables a los comedo-
res no-saludables sin gen FTO.
1/t
Cuadro 3.1: Descripcio´n de cada para´metros, tomado de[30]
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Variable Significado
HAA poblacio´n de consumidores saludables con ge-
notipo AA.
HAa poblacio´n de consumidores saludables con ge-
notipo Aa.
Haa poblacio´n de consumidores saludables con ge-
notipo aa.
UAA poblacio´n de consumidores no saludables con
genotipo AA.
UAa poblacio´n de consumidores no saludables con
genotipo Aa.
Uaa poblacio´n de consumidores no saludables con
genotipo aa.
OAA poblacio´n de obesos con genotipo AA.
OAa poblacio´n de obesos con genotipo Aa.
Oaa poblacio´n de obesos con genotipo aa.
Cuadro 3.2: Descripcio´n de cada variable, tomado de[30]
3.1.2. Modelo Simplificado
Del modelo anterior (3.1) se tiene en cuenta las siguientes hipo´tesis:
Se considera que los comedores no saludables con el gen FTO pasan de inmediato
a la clase de obesos es decir, UAA = UAa = 0.
Los individuos que son comedores saludables y obesos sin el gen FTO, tampoco
son considerado en la dina´mica del sistema entonces, Haa = Oaa = 0.
Reduciendo de esta forma se enfocara´ en la clase no-obesa y obesa. Se toma µ1:tasa
muerte para la poblacio´n no-obesa y µ2:tasa muerte para la poblacio´n obesa.
No se considera la proporcio´n de individuos que nacen en un ambiente de comedo-
res saludables.
U ′aa = baaαN − µ1Uaa
H ′AA = bAAαN − β1(X̂)HAA + γ1(X̂)OAA − µ1HAA
H ′Aa = bAaαN − β1(X̂)HAa + γ1(X̂)OAa − µ1HAa
O′AA = β1(X̂)HAA − γ1(X̂)OAA − µ2OAA
O′Aa = β1(X̂)HAa − γ1(X̂)OAa − µ2OAa
(3.2)
donde Uaa(0) = U
0
aa ≥ 0, HAA(0) = H0AA ≥ 0,HAa(0) = H0Aa ≥ 0,OAA(0) = O0AA ≥
0,OAa(0) = O
0
Aa ≥ 0, y adema´s N = HAA +HAa + Uaa +OAA +OAa
Si se suma todos las variables del sistema (3.2) se obtiene lo siguiente:
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N = Uaa +HAA +HAa +OAA +OAa
N ′ = U ′aa +H
′
AA +H
′
Aa +O
′
AA +O
′
Aa
N ′ = (baaαN − µ1Uaa) + (bAAαN − β1(X̂)HAA + γ1(X̂)OAA − µ1HAA)
+ (bAaαN − β1(X̂)HAa + γ1(X̂)OAa − µ1HAa)
+ (β1(X̂)HAA − γ1(X̂)OAA − µ2OAA) + (β1(X̂)HAa − γ1(X̂)OAa − µ2OAa)
Simplificando lo anterior se obtiene:
N ′ = (baa + bAA + bAa︸ ︷︷ ︸
1
)αN − µ1(Uaa +HAA +HAa)
− µ2(OAa +OAA)
= αN − µ1(Uaa +HAA +HAa +OAa +OAA) + µ1(OAa +OAA)
− µ2(OAa +OAA)
= αN − µ1N + (µ1 − µ2)O
N ′ = (α− µ1)N − (µ2 − µ1)O (3.3)
En el modelo (3.2) se estudiara´ dos escenarios los cuales se observan en el cuadro (3.3).
Factor gene´tico Factor ambiente
β1(X̂) = β̂ β1(X̂) = β̂(
OAA +OAa + Uaa
N
)
γ1(X̂) = 0 γ1(X̂) = γ̂(
HAA +HAa
N
)
Razo´n de nacimiento constante Razo´n de nacimiento no-constante
bAA = p̂
2 bAA = p
2
bAa = 2p̂q̂ bAa = 2pq
baa = q̂2 baa = q2
p = 2HAA+2OAA+HAa+OAa
2N
q = 2Uaa+HAa+OAa
2N
Cuadro 3.3: Factores, tomado de [30]
Observaciones([31])
En primer escenario no se tomara´ el factor ambiente, entonces se considera:
β̂HAA : Parte de la poblacio´n HAA que se convierte en OAA debido a su material
gene´tico.
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Cuando se toma en cuenta el factor ambiente, se entendera´ como la influencia social
entre personas. Primero se presentara la influencia de malos ha´bitos alimenticios:
β̂ : tasa efectiva de contacto de individuos con malos ha´bitos alimenticios (obesos
y comedores no saludables) con los comedores saludables.
β̂
HAA
N
: proporcio´n de individuos que comen saludable con el genotipo AA in-
fluenciados por una persona con mal habito alimenticio por unidad de tiempo.
β̂
HAA (OAA +OAa + Uaa)
N
: total de individuos que comen saludable con genoti-
po AA, influenciados por individuos con malos ha´bitos alimenticios por unidad de
tiempo.
De igual forma se puede decir de los buenos ha´bitos alimenticios:
γ̂ : tasa efectiva de contacto de individuos que comen saludable con individuos obe-
sos.
γ̂
OAA
N
: proporcio´n de individuos obesos con el genotipo AA influenciados por una
persona que come saludable por unidad de tiempo.
γ̂
OAA (HAA +HAa)
N
: total de individuos obesos con genotipo AA, influenciados
por individuos que comen saludable por unidad de tiempo.
Comentario acerca β̂, γ̂
Las tasas efectivas de contactos β̂, γ̂ tienen como unidad
1
t
y pueden ser expresadas de la
siguiente forma:
β̂ = ρ1 × p1
γ̂ = ρ2 × p2
(3.4)
Donde ρ1 representa el nu´mero total de contactos de individuos con malos ha´bitos, efec-
tivos o no por unidad de tiempo multiplicado por la probabilidad p1 de que un individuo
con buen habito alimenticio se convierta en obeso.
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Adema´s ρ2 representa el nu´mero total de contactos de individuos con buenos ha´bitos,
efectivos o no por unidad de tiempo multiplicado por la probabilidad p2 de que un indivi-
duo obeso se convierta en un comedor saludable.
3.2. Escenarios
Los escenarios a estudiar son los siguientes:
Escenario 1.- En este escenario solo se considera el factor gene´tico como causante
de la obesidad.
Escenario 2.- A este escenario al factor gene´tico se le an˜ade el factor ambiental.
3.2.1. Factor gene´tico, con razo´n de nacimiento constante en los ale-
los
Este caso se enfoca especialmente en la parte gene´tica, es decir, solo se considera
que el gen FTO es el causante de la enfermedad.
Se considera la razo´n nacimiento de constante por parte de los alelos. Es decir que
no dependen la poblacio´n.
Teniendo en cuenta los items anteriores segu´n el cuadro (3.3), matema´ticamente se
tendra´:
β1(X̂) = β̂
γ1(X̂) = 0
bAA = p̂
2
bAa = 2p̂q̂
baa = q̂
2
(3.5)
en donde por el teorema (1.1) se cumple: p̂2 + 2p̂q̂ + q̂2 = 1. Con las suposiciones
anteriores el sistema (3.2) se convierte en:
U ′aa = q̂
2αN − µ1Uaa
H ′AA = p̂
2αN − β̂HAA − µ1HAA
H ′Aa = 2p̂q̂αN − β̂HAa − µ1HAa
O′AA = β̂HAA − µ2OAA
O′Aa = β̂HAa − µ2OAa
(3.6)
donde Uaa(0) = U
0
aa ≥ 0, HAA(0) = H0AA ≥ 0,HAa(0) = H0Aa ≥ 0,OAA(0) =
O0AA ≥ 0,OAa(0) = O0Aa ≥ 0, y adema´s N = HAA +HAa + Uaa +OAA +OAa
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Notese que en este caso, se tiene el siguiente sistema matricial:

U ′aa
H ′AA
H ′Aa
O′AA
O′Aa
 =

q̂2α− µ1 q̂2α q̂2α q̂2α q̂2α
p̂2α p̂2α− β̂ − µ1 p̂2α p̂2α p̂2α
2p̂q̂α 2p̂q̂α 2p̂q̂α− β̂ − µ1 2p̂q̂α 2p̂q̂α
0 β̂ 0 −µ2 0
0 0 β̂ 0 −µ2


Uaa
HAA
HAa
OAA
OAa

(3.7)
Sea
A =

q̂2α− µ1 q̂2α q̂2α q̂2α q̂2α
p̂2α p̂2α− β̂ − µ1 p̂2α p̂2α p̂2α
2p̂q̂α 2p̂q̂α 2p̂q̂α− β̂ − µ1 2p̂q̂α 2p̂q̂α
0 β̂ 0 −µ2 0
0 0 β̂ 0 −µ2

y
X = (Uaa, HAA, HAa, OAA, OAa)
T
Ası´ remplazando en el sistema (3.7) se tiene:
X ′ = AX
X(0) = X0
(3.8)
No´tese que la matriz A es una matriz constante y adema´s
X(0) = (Uaa(0), HAA(0), HAa(0), OAA(0), OAa(0))
T
Existencia y Unicidad
Por el resultado (3.8) se ajusta a las hipo´tesis del teorema (1.1) entonces el sistema (3.6)
tiene solucio´n u´nica y esta dada por φ(t) = etAX0. No´tese que aunque la solucio´n puede
ser calculada, esta u´ltima serı´a un poco tediosa de hacerlo, por ese motivo se usara´ el
ana´lisis cualitativo para estudiar el comportamiento de las soluciones del modelo (3.6).
Observaciones
Antes de demostrar la invarianza positiva, se da algunas observaciones.
Cuando se refiere a la negacio´n de no-negatividad de las soluciones del sistema (3.6) se
refiere que cada una de las soluciones en algu´n momento cruza al cuadrante negativo.
Sea
ϕ : R −→ R5
ϕ = (Uaa, HAA, HAa, OAA, OAa)
38
con ϕ(0) es condicio´n inicial para todas las poblaciones. Se sabe que todas las condicio-
nes iniciales del sistema son mayores iguales a cero i.e:
Uaa(0) ≥ 0, HAA(0) ≥ 0, HAa(0) ≥ 0, OAA(0) ≥ 0, OAa(0) ≥ 0
Adema´s se considera α, p̂, q̂, β̂ > 0
Invarianza positiva
Lema 3.1. Todas las soluciones del sistema (3.6) son no-negativas, para todo t > 0.
Demostracio´n. Se demostrara´ por contradiccio´n.Una de las soluciones es la primera en
cruzar al cuadrante negativo en algu´n punto de su trayectoria.
Caso 1
Supongamos que la primera solucio´n en cruzar al cuadrante negativo es Uaa. Por la conti-
nuidad de Uaa, ∃t∗ > 0 tal que
1. Uaa(t
∗) = 0
2. ∃δ > 0 tal que U ′aa(t) < 0, ∀t ∈ (t∗ − δ, t∗ + δ)
Se tiene en la primera ecuacio´n del sistema (3.6) en t = t∗ se tiene:
U ′aa(t
∗) = q̂2αN − µ1✘✘✘✘✿
0, por (1)
Uaa(t
∗)
U ′aa(t
∗) = q̂2αN ≥ 0
Esta u´ltima desigualdad contradice 2, pues N es una cantidad no-negativa.
Caso 2
Supongamos que la primera solucio´n en cruzar al cuadrante negativo es HAA. Por la
continuidad de HAA, ∃t∗ > 0 tal que
1. HAA(t
∗) = 0
2. ∃δ > 0 tal que H ′AA(t) < 0, ∀t ∈ (t∗ − δ, t∗ + δ)
En la segunda ecuacio´n del sistema (3.6) remplazando en t = t∗ se tiene:
H ′AA(t
∗) = p̂2αN −
(
µ1 + β̂
)
✘
✘
✘
✘
✘✿
0, por (1)
HAA(t
∗)
H ′AA(t
∗) = p̂2αN ≥ 0
Esta u´ltima desigualdad contradice 2, pues N es una cantidad no-negativa.
Caso 3
Supongamos que la primera solucio´n en cruzar al cuadrante negativo es HAa. Por la con-
tinuidad de HAa, ∃t∗ > 0 tal que
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1. HAa(t
∗) = 0
2. ∃δ > 0 tal que H ′Aa(t) < 0, ∀t ∈ (t∗ − δ, t∗ + δ)
En la tercera ecuacio´n del sistema (3.6) remplazando en t = t∗ se tiene:
H ′Aa(t
∗) = 2p̂q̂αN −
(
µ1 + β̂
)
✘
✘
✘
✘✘✿
0, por (1)
HAa(t
∗)
H ′Aa(t
∗) = 2p̂q̂αN ≥ 0
Esta u´ltima desigualdad contradice 2, pues N es una cantidad no-negativa.
Caso 4
Supongamos que la primera solucio´n en cruzar al cuadrante negativo es OAA. Por la con-
tinuidad de OAA, ∃t∗ > 0 tal que
1. OAA(t
∗) = 0
2. ∃δ > 0 tal que O′AA(t) < 0, ∀t ∈ (t∗ − δ, t∗ + δ)
En la cuarta ecuacio´n del sistema (3.6) remplazando en t = t∗ se tiene:
O′AA(t
∗) = β̂HAA(t
∗)− µ2✘✘✘✘✘✿
0, por (1)
OAA(t
∗)
O′AA(t
∗) = β̂HAA(t
∗) ≥ 0
Esta u´ltima desigualdad contradice 2, pues HAA au´n no cruza al cuadrante negativo.
Caso 5
Supongamos que la primera solucio´n en cruzar al cuadrante negativo es OAa. Por la con-
tinuidad de OAa, ∃t∗ > 0 tal que
1. OAa(t
∗) = 0
2. ∃δ > 0 tal que O′Aa(t) < 0, ∀t ∈ (t∗ − δ, t∗ + δ)
En la quinta ecuacio´n del sistema (3.6) remplazando en t = t∗ se tiene:
O′Aa(t
∗) = β̂HAa(t
∗)− µ2✘✘✘✘✘✿
0, por (1)
OAa(t
∗)
O′Aa(t
∗) = β̂HAa(t
∗) ≥ 0
Esta u´ltima desigualdad contradice 2, pues HAa au´n no cruza al cuadrante negativo.
Por lo tanto, todas las soluciones son no-negativas, para todo t > 0
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Ana´lisis cualitativo
Teorema 3.1. Si α < µ1 y µ2 > µ1. El punto (0,0,0,0,0) es asinto´ticamente estable de
manera global.
Para el ana´lisis cualitativo del sistema (3.6) se halla los autovalores de la matriz A dada
en (3.7).
Sea p(λ) = |λI − A|
p(λ) =
∣∣∣∣∣∣∣∣∣∣∣
λ− (q̂2α− µ1) −q̂2α −q̂2α −q̂2α −q̂2α
−p̂2α λ− (p̂2α− β̂ − µ1) −p̂2α −p̂2α −p̂2α
−2p̂q̂α −2p̂q̂α λ− (2p̂q̂α− β̂ − µ1) −2p̂q̂α −2p̂q̂α
0 −β̂ 0 λ+ µ2 0
0 0 −β̂ 0 λ+ µ2
∣∣∣∣∣∣∣∣∣∣∣
Utilizando propiedades de a´lgebra lineal se obtiene:
P (λ) = (λ+ µ2)
(
λ+ β̂ + µ1
)
M = 0
donde:
M = q̂2α
(
λ+ β̂ + µ1
)
(λ+ µ2)+p̂
2α (λ+ µ1)
(
λ+ µ2 + β̂
)
+2p̂q̂ (λ+ µ1)
(
λ+ µ2 + β̂
)
−
(λ+ µ1)
(
λ+ µ1 + β̂
)
(λ+ µ2)
Desarrollando, factorizando y desde que p̂2 + 2p̂q̂ + q̂2 = 1 se obtiene:
M = (λ+ µ2) (µ1 + λ)α−
(
λ+ β̂ + µ1
)
(λ+ µ1) (λ+ µ2)+(λ+ µ1)α (p̂
2 + 2p̂q̂) β̂+
p̂2αβ̂ (λ+ µ2)
= (λ+ µ2)
(
α− λ− β̂ − µ1
)
(λ+ µ1) + (λ+ µ1)α (1− q̂2) β̂ + (λ+ µ2) β̂q̂2α
Por hipo´tesis del teorema (3.1) µ2 > µ1, entonces ∃c > 0 tal que µ2 = µ1 + c, rempla-
zando en M:
M = (λ+ µ1 + c)
(
α− λ− β̂ − µ1
)
(λ+ µ1)+(λ+ µ1)α (1− q̂2) β̂+(λ+ µ1 + c) β̂q̂2α
Factorizando (λ+ µ1)
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M = (−1) (λ+ µ1)3 + (λ+ µ1)2
(
α− β̂ − c
)
+ (λ+ µ1)
(
c
(
α− β̂
)
+ αβ̂
)
+ q̂2αβ̂c
Poniendo todo en funcio´n de λ se tiene:
M =
a1︷︸︸︷
(−1)λ3+λ2
a2︷ ︸︸ ︷(
−3µ1 + α− β̂ − c
)
+λ
a3︷ ︸︸ ︷(
−3µ21 + 2µ1
(
α− β̂ − c
)
+ c
(
α− β̂
)
+ αβ̂
)
+
a4︷ ︸︸ ︷(
−µ31 + µ21
(
α− β̂ − c
)
+ µ1
(
c
(
α− β̂
)
+ αβ̂
)
+ q̂2αβ̂c
)
Para demostrar el teorema (3.1) todos los autovalores tienen que ser negativos, es decir,
λj < 0, j = 1 : 5
De M se puede saber los signos de los 3 autovalores (pues M es un polinomio de grado
3) gracias al teorema (B.1).
Debido a que:
λ1 = −µ2 < 0
λ2 = −β̂ − µ1 < 0
Entonces bastara´ probar λj < 0;j = 3 : 5 y el teorema (3.1) quedara´ demostrado. Si se
prueba que aj < 0; j = 2 : 4 entonces por el teorema (B.1) implicara´ λj < 0;j = 3 : 5.
Afirmacio´n 3.1. Los coeficientes aj < 0; para j = 2, 3, 4
Demostracio´n. Supongamos lo contrario.
Si a2 ≥ 0
⇒ α ≥ 3µ1 + β̂ + c > µ1
⇒ α > µ1
Esto es una contradiccio´n (pues α < µ1)
Si a3 ≥ 0
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⇒ −3µ21 + 2µ1
(
α− β̂ − c
)
+ c
(
α− β̂
)
+ αβ̂ ≥ 0
⇒
(
2µ1 + c+ β̂
)
α ≥ 3µ21 + 2µ1β̂ + 2µ1c+ cβ̂
⇒ α ≥ 3µ
2
1 + 2µ1β̂ + 2µ1c+ cβ̂(
2µ1 + c+ β̂
)
⇒ α ≥ µ1 +
µ1
(
µ1 + β̂ + c
)
+ cβ̂(
2µ1 + c+ β̂
) > µ1
⇒ α > µ1
Esto es una contradiccio´n (pues α < µ1)
De manera similar si a4 ≥ 0.
3.2.2. Factor gene´tico, con razo´n de nacimiento no-constante en los
alelos
Se considera las frecuencias de los alelos dependiendo de la poblacio´n. bAA = p
2,bAa =
2pq y baa = q
2. Donde:
p = 2HAA+2OAA+HAa+OAa
2N
y q = 2Uaa+HAa+OAa
2N
.
U ′aa = (
2Uaa +HAa +OAa
2N
)2αN − µ1Uaa
H ′AA = (
2HAA + 2OAA +HAa +OAa
2N
)2αN − β̂HAA − µ1HAA
H ′Aa = 2(
2HAA + 2OAA +HAa +OAa
2N
)(
2Uaa +HAa +OAa
2N
)αN − β̂HAa − µ1HAa
O′AA = β̂HAA − µ2OAA
O′Aa = β̂HAa − µ2OAa
(3.9)
donde Uaa(0) = U
0
aa ≥ 0, HAA(0) = H0AA ≥ 0,HAa(0) = H0Aa ≥ 0,OAA(0) = O0AA ≥
0,OAa(0) = O
0
Aa ≥ 0, y adema´s N = HAA +HAa + Uaa +OAA +OAa
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Observaciones
Antes de demostrar la invariaza positiva, se da algunas observaciones.
Cuando se refiere a la negacio´n de no-negatividad de las soluciones del sistema (3.9) se
refiere que cada una de las soluciones en algu´n momento cruza al cuadrante negativo.
Sea
ϕ : R −→ R5
ϕ = (Uaa, HAA, HAa, OAA, OAa)
con ϕ(0) es condicio´n inicial para todas las poblaciones. Se sabe que todas las condicio-
nes iniciales del sistema son mayores iguales a cero i.e:
Uaa(0) ≥ 0, HAA(0) ≥ 0, HAa(0) ≥ 0, OAA(0) ≥ 0, OAa(0) ≥ 0
Adema´s se considera α, β̂ > 0
Invarianza positiva
Lema 3.2. Todas las soluciones del sistema (3.9) son no-negativas, para todo t > 0.
Demostracio´n. Se demostrara por contradiccio´n.Una de las soluciones es la primera en
cruzar al cuadrante negativo en algu´n punto de su trayectoria.
Caso 1
Supongamos que la primera solucio´n en cruzar al cuadrante negativo es Uaa. Por la conti-
nuidad de Uaa, ∃t∗ > 0 tal que
1. Uaa(t
∗) = 0
2. ∃δ > 0 tal que U ′aa(t) < 0, ∀t ∈ (t∗ − δ, t∗ + δ)
Se tiene en la primera ecuacio´n del sistema (3.9) en t = t∗ se tiene:
U ′aa(t
∗) =
(
2
✘
✘
✘
✘✿
0,por (1)
Uaa(t
∗) +HAa(t
∗) +OAa(t
∗)
2N
)2
αN − µ1✘✘✘✘✿
0, por (1)
Uaa(t
∗)
U ′aa(t
∗) =
(
HAa(t
∗) +OAa(t
∗)
2N
)2
αN ≥ 0
Esta u´ltima desigualdad contradice 2, pues N es una cantidad no-negativa y(
HAa(t
∗) +OAa(t
∗)
2N
)2
≥ 0.
Caso 2
Supongamos que la primera solucio´n en cruzar al cuadrante negativo es HAA. Por la
continuidad de HAA, ∃t∗ > 0 tal que
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1. HAA(t
∗) = 0
2. ∃δ > 0 tal que H ′AA(t) < 0, ∀t ∈ (t∗ − δ, t∗ + δ)
En la segunda ecuacio´n del sistema (3.9) remplazando en t = t∗ se tiene:
H ′AA(t
∗) =
(
2
✘
✘
✘
✘
✘✿
0,por (1)
HAA(t
∗) + 2OAA(t
∗) +HAa(t
∗) +OAa(t
∗)
2N
)2
αN
H ′AA(t
∗) =
(
2OAA(t
∗) +HAa(t
∗) +OAa(t
∗)
2N
)2
αN ≥ 0
Esta u´ltima desigualdad contradice 2, pues N es una cantidad no-negativa y
(
2OAA(t
∗) +HAa(t
∗) +OAa(t
∗)
2N
)2
≥ 0.
Caso 3
Supongamos que la primera solucio´n en cruzar al cuadrante negativo es HAa. Por la con-
tinuidad de HAa, ∃t∗ > 0 tal que
1. HAa(t
∗) = 0
2. ∃δ > 0 tal que H ′Aa(t) < 0, ∀t ∈ (t∗ − δ, t∗ + δ)
En la tercera ecuacio´n del sistema (3.9) remplazando en t = t∗ se tiene:
H ′Aa(t
∗) = 2
(
2Uaa(t
∗) +
✘
✘
✘
✘✘✿
0, por (1)
HAa(t
∗) +OAa(t
∗)
2N
)(
2HAA(t
∗) + 2OAA(t
∗) +
✘
✘
✘
✘✘✿
0, por (1)
HAa(t
∗) +OAa(t
∗)
2N
)
αN−
−
(
µ1 + β̂
)
✘
✘
✘
✘✘✿
0, por (1)
HAa(t
∗)
H ′Aa(t
∗) = 2
(
2Uaa(t
∗) + +OAa(t
∗)
2N
)(
2HAA(t
∗) + 2OAA(t
∗) +OAa(t
∗)
2N
)
αN ≥ 0
(3.10)
Esta u´ltima desigualdad contradice 2, pues N es una cantidad no-negativa y ademas, las
otras variables au´n no cruzan el cuadrante negativo.
Caso 4
Supongamos que la primera solucio´n en cruzar al cuadrante negativo es OAA. Por la con-
tinuidad de OAA, ∃t∗ > 0 tal que
1. OAA(t
∗) = 0
2. ∃δ > 0 tal que O′AA(t) < 0, ∀t ∈ (t∗ − δ, t∗ + δ)
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En la cuarta ecuacio´n del sistema (3.9) remplazando en t = t∗ se tiene:
O′AA(t
∗) = β̂HAA(t
∗)− µ2✘✘✘✘✘✿
0, por (1)
OAA(t
∗)
O′AA(t
∗) = β̂HAA(t
∗) ≥ 0
Esta u´ltima desigualdad contradice 2, pues HAA au´n no cruza al cuadrante negativo.
Caso 5
Supongamos que la primera solucio´n en cruzar al cuadrante negativo es OAa. Por la con-
tinuidad de OAa, ∃t∗ > 0 tal que
1. OAa(t
∗) = 0
2. ∃δ > 0 tal que O′Aa(t) < 0, ∀t ∈ (t∗ − δ, t∗ + δ)
En la quinta ecuacio´n del sistema (3.9) remplazando en t = t∗ se tiene:
O′Aa(t
∗) = β̂HAa(t
∗)− µ2✘✘✘✘✘✿
0, por (1)
OAa(t
∗)
O′Aa(t
∗) = β̂HAa(t
∗) ≥ 0
Esta u´ltima desigualdad contradice 2, pues HAa au´n no cruza al cuadrante negativo.
Por lo tanto, todas las soluciones son no-negativas ∀t > 0
Adimensionalizacio´n
Se adimensionalizara el sistema (3.9), debido a su complejidad con el siguiente
cambio de variable: x1 =
Uaa
N
, x2 =
HAA
N
,x3 =
HAa
N
, x4 =
OAA
N
y x5 =
OAa
N
.
De (3.3) se tiene:
N ′
N
= (α− µ1)− (µ2 − µ1)
(
OAa +OAA
N
)
(3.11)
Sea r = µ2 − µ1, se realiza otro cambio de variable: t = τ
r
, a =
α
r
y b =
β̂
r
.
Remplazando en sistema (3.9):
Aplicando (3.11)
Para x1 se tiene:
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x1N = Uaa
(x1N)
′ = U ′aa
x′1N +N
′x1 = U
′
aa
x′1N = U
′
aa −N ′x1
N ′
N
= (α− µ1)− (µ2 − µ1)
(
OAa +OAA
N
)
N ′
N
= (α− µ1)− (µ2 − µ1) (x4 + x5)
x′1 =
(
Uaa
N
+
Haa
2N
+
OAa
2N
)2
α− µ1Uaa
N
− [(α− µ1)− (µ2 − µ1) (x4 + x5)] x1
=
(
x1 +
x3
2
+
x5
2
)2
α− µ1x1 − (α− µ1) x1 + (µ2 − µ1) (x4 + x5) x1
=
(
x1 +
x3
2
+
x5
2
)2
α + x1 ((x4 + x5) (µ2 − µ1)− α)
=
(
x1 +
x3
2
+
x5
2
)2
α + (µ2 − µ1) x1
(
x4 + x5 − α
µ2 − µ1
)
= (µ2 − µ1)
[(
x1 +
x3
2
+
x5
2
)2 α
µ2 − µ1 + x1
(
x4 + x5 − α
µ2 − µ1
)]
Como a =
α
r
x′1 = (µ2 − µ1)
[(
x1 +
x3
2
+
x5
2
)2
a+ x1 (x4 + x5 − a)
]
(3.12)
como t =
τ
r
dt =
dτ
r
dx1
dτ
=
dx1
dt
dt
dτ
dx1
dτ
=
dx1
dt
1
r
En (3.12) se tiene:
dx1
dτ
=
(
x1 +
x3
2
+
x5
2
)2
a+ x1 (x4 + x5 − a) (3.13)
Para x2 se tiene:
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x2N = HAA
(x2N)
′ = H ′AA
x′2N +N
′x2 = H
′
AA
x′2N = H
′
AA −N ′x2
N ′
N
= (α− µ1)− (µ2 − µ1)
(
OAa +OAA
N
)
N ′
N
= (α− µ1)− (µ2 − µ1) (x4 + x5)
x′2 =
(
HAA
N
+
OAA
N
+
HAa
2N
+
OAa
2N
)2
α−
(
β̂ + µ1
) HAA
N
− ((α− µ1)− (µ2 − µ1) (x4 + x5)) x2
=
(
x2 + x4 +
x3
2
+
x5
2
)2
α−
(
β̂ + µ1
)
x2 − ((α− µ1)− (µ2 − µ1) (x4 + x5)) x2
=
(
x2 + x4 +
x3
2
+
x5
2
)2
α− β̂x2 − µ1x2 − (α− µ1) x2 + (µ2 − µ1) (x4 + x5) x2
=
(
x2 + x4 +
x3
2
+
x5
2
)2
α−
(
β̂ + α
)
x2 + (µ2 − µ1) (x4 + x5) x2
=
(
x2 + x4 +
x3
2
+
x5
2
)2
α + x2
[
(µ2 − µ1) (x4 + x5)−
(
β̂ + α
)]
=
(
x2 + x4 +
x3
2
+
x5
2
)2
α + x2 (µ2 − µ1)
(x4 + x5)−
(
β̂ + α
)
(µ2 − µ1)

= (µ2 − µ1)
(x2 + x4 + x32 + x52 )2 α(µ2 − µ1) + x2
(x4 + x5)−
(
β̂ + α
)
(µ2 − µ1)

Como a =
α
r
y b =
β̂
r
x′2 = (µ2 − µ1)
[(
x2 + x4 +
x3
2
+
x5
2
)2
a+ x2 (x4 + x5 − (a+ b))
]
(3.14)
como t =
τ
r
dt =
dτ
r
dx2
dτ
=
dx2
dt
dt
dτ
dx2
dτ
=
dx2
dt
1
r
En (3.14) se tiene:
x2
dτ
=
(
x2 + x4 +
x3
2
+
x5
2
)2
α + x2 (µ2 − µ1) (x4 + x5 − (a+ b)) (3.15)
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Para x3 se tiene:
x3N = HAA
(x3N)
′ = H ′Aa
x′3N +N
′x3 = H
′
Aa
x′3N = H
′
Aa −N ′x3
N ′
N
= (α− µ1)− (µ2 − µ1)
(
OAa +OAA
N
)
N ′
N
= (α− µ1)− (µ2 − µ1) (x4 + x5)
x′3 = 2
(
HAA
N
+
OAA
N
+
HAa
2N
+
OAa
2N
)(
Uaa
N
+
HAa
2N
+
OAa
2N
)
α− β̂HAa
N
− µ1HAa
N
− ((α− µ1)− (µ2 − µ1) (x4 + x5))
= 2
(
x2 + x4 +
x3
2
+
x5
2
)(
x1 +
x3
2
+
x5
2
)
α− β̂x3 − µ1x3 − (α− µ1) x3+
+ x3 (µ2 − µ1) (x4 + x5)
= 2
(
x2 + x4 +
x3
2
+
x5
2
)(
x1 +
x3
2
+
x5
2
)
α− β̂x3 − αx3 + x3 (µ2 − µ1) (x4 + x5)
Como a =
α
r
y b =
β̂
r
x′3 = (µ2 − µ1)
[
x3 (x4 + x5 − (a+ b)) + 2
(
x2 + x4 +
x3
2
+
x5
2
)(
x1 +
x3
2
+
x5
2
)
a
]
(3.16)
como t =
τ
r
dt =
dτ
r
dx3
dτ
=
dx3
dt
dt
dτ
dx3
dτ
=
dx3
dt
1
r
En (3.16) se tiene:
x3
dτ
= x3 (x4 + x5 − (a+ b)) + 2
(
x2 + x4 +
x3
2
+
x5
2
)(
x1 +
x3
2
+
x5
2
)
a (3.17)
Procediendo de la misma manera para x4 y x5 se tiene:
x4
dτ
= x4 (x4 + x5 − (1 + a)) + bx2 (3.18)
49
x5
dτ
= x5 (x4 + x5 − (1 + a)) + bx3 (3.19)
Entonces el sistema adimensinalizado del sistema (3.9) sera:
dx1
dτ
=
(
x1 +
x3
2
+
x5
2
)2
a+ x1 (x4 + x5 − a)
x2
dτ
=
(
x2 + x4 +
x3
2
+
x5
2
)2
a+ x2 (x4 + x5 − (a+ b))
x3
dτ
= x3 (x4 + x5 − (a+ b)) + 2
(
x2 + x4 +
x3
2
+
x5
2
)(
x1 +
x3
2
+
x5
2
)
a
x4
dτ
= x4 (x4 + x5 − (1 + a)) + bx2
x5
dτ
= x5 (x4 + x5 − (1 + a)) + bx3
(3.20)
en donde: x1 + x2 + x3 + x4 = 1
Existencia y Unicidad
Se denota x′j :=
xj
dτ
en el sistema (3.20).
f : Ω−→R5
Ω−→f(x)
En donde:
Ω = {x = (x1, x2, x3, x4, x5) ∈ R5/xi > 0, i = 1 : 5} (Conjunto abierto)
y f(x) esta definido por:
f(x) = (f1, f2, f3, f4, f5) = (x
′
1, x
′
2, x
′
3, x
′
4, x
′
5)
Para demostrar la existencia y unicidad de las soluciones del sistema (3.20),bastara´ probar
que
∂f
∂x
es continua en Ω.
Afirmacio´n 3.2.
∂f
∂x
es continua en Ω.
Demostracio´n. En efecto desde que
∂f
∂x
=
(
∂f1
∂xj
,
∂f2
∂xj
,
∂f3
∂xj
,
∂f4
∂xj
,
∂f5
∂xj
)
,j = 1 : 5, en-
tonces bastara probar que cada uno de sus componentes sea continua en Ω.
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∂f1
∂xj
=
(
∂f1
∂x1
,
∂f1
∂x2
,
∂f1
∂x3
,
∂f1
∂x4
,
∂f1
∂x5
)
∂f1
∂x1
=
(
x4 + x5 − a+ 2
(
x1 +
x3
2
+
x5
2
)
a
)
(3.21)
∂f1
∂x2
= 0 (3.22)
∂f1
∂x3
=
(
x1 +
x3
2
+
x5
2
)
a (3.23)
∂f1
∂x4
= x1 (3.24)
∂f1
∂x5
= x1 +
(
x1 +
x3
2
+
x5
2
)
a (3.25)
Desde que (3.21,3.22,3.24,3.25) son continuas en Ω, pues son polinomios.
⇒ ∂f1
∂xj
es continua.
De manera ana´loga se prueba para
∂f2
∂xj
,
∂f3
∂xj
,
∂f4
∂xj
,
∂f5
∂xj
Por lo tanto,
∂f
∂x
es continua en Ω.
Por el teorema (1.2) f es localmente de Lipschitz sobre Ω y por el teorema (1.3) sistema
(3.20) tiene solucio´n y es u´nica.
Ana´lisis Cualitativo
Desde que: x1 = 1− x2 − x3 − x4 remplazando (3.20) tenemos:
x2
dτ
=
(
x2 + x4 +
x3
2
+
x5
2
)2
a+ x2 (x4 + x5 − (a+ b))
x3
dτ
= x3 (x4 + x5 − (a+ b)) + 2
(
x2 + x4 +
x3
2
+
x5
2
)(
1− x2 − x4 − x3
2
− x5
2
)
a
x4
dτ
= x4 (x4 + x5 − (1 + a)) + bx2
x5
dτ
= x5 (x4 + x5 − (1 + a)) + bx3
(3.26)
Para hacer el estudio cualitativo, se hallaran los puntos crı´ticos del sistema (3.26), esto se
lo hace igualando cada ecuacio´n del sistema (3.26) a cero con la finalidad de encontrar
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sus soluciones constantes. Esto es:
x′2 =
(
x2 + x4 +
x3
2
+
x5
2
)2
a+ x2 (x4 + x5 − (a+ b)) = 0 (3.27)
x′3 = x3 (x4 + x5 − (a+ b)) + 2
(
x2 + x4 +
x3
2
+
x5
2
)(
1− x2 − x4 − x3
2
− x5
2
)
a = 0
(3.28)
x′4 = x4 (x4 + x5 − (1 + a)) + bx2 = 0 (3.29)
x′5 = x5 (x4 + x5 − (1 + a)) + bx3 = 0 (3.30)
De (3.29) y (3.30) se tiene:
x′2 =
−x4 (x4 + x5 − (1 + a))
b
(3.31)
x′3 =
−x5 (x4 + x5 − (1 + a))
b
(3.32)
2(3.27)+(3.28)
(2x2 + x3) (x4 + x5 − b) + a (2x4 + x5) = 0 (3.33)
(3.31) y (3.32) en (3.33)
(2x4 + x5)
(
− (x4 + x5 − b) (x4 + x5 − (1 + a))
b
+ a
)
= 0 (3.34)
De (3.34) se tiene:
2x4 + x5 = 0 (3.35)
x4 + x5 =
b+ a+ 1±
√
(b+ a+ 1)2 − 4b
2
(3.36)
De (3.35)⇒ x4 = x5 = 0 en (3.32) y (3.31)⇒ x2 = x3 = 0
Por lo tanto, P0 = (1, 0, 0, 0, 0), pues x1 = 1− x2 − x3 − x4 − x5
Si
x4 + x5 =
b+ a+ 1−
√
(b+ a+ 1)2 − 4b
2
(3.37)
En (3.31) y (3.32)
x2 = x4
a− b+ 1 +
√
(b+ a+ 1)2 − 4b
2b
 (3.38)
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x3 = x5
a− b+ 1 +
√
(b+ a+ 1)2 − 4b
2b
 (3.39)
De (3.37) , (3.38) y (3.39) remplazando en (3.27) y ademas verificando que:
(a+ b+ 1)2 > (a+ b+ 1)2 − 4b, para todoa, b > 0
(a+ b+ 1)−
√
(a+ b+ 1)2 − 4b > 0
se tiene:1 + a+ b+
√
(a+ b+ 1)2 − 4b
2
x4 + 1 + a+ b−
√
(a+ b+ 1)2 − 4b
2
2 − 4bx4 = 0
(3.40)
Sea ς =
1 + a+ b
2
y ̺ =
√
(a+ b+ 1)2 − 4b
2
Remplazando en (3.40) se tiene:
(ς + ̺) (x4 + ς − ̺)2 − 4bx4 = 0
(ς + ̺)
(
x24 + 2x4 (ς − ̺) + (ς − ̺)2
)− 4bx4 = 0
(ς + ̺) x24 + 2x4b+ b (ς − ̺)− 4x4b = 0
desde ς2 − ̺2 = b entonces:
x4 =
2b±√4b2 − 4 (ς + ̺) (ς − ̺) b
2 (ς + ̺)
x4 =
b
ς + ̺
⇒ x4 = ς − ̺
Remplazando en (3.37), (3.38) y (3.39)
⇒ x5 = 0
⇒ x3 = 0
⇒ x2 = 1− (ς − ̺)
⇒ x1 = 1− x2 − x3 − x4 − x5 ⇒ x1 = 0
Por lo tanto, P1 = (0, 1− (ς − ̺) , 0, ς − ̺, 0)
53
Si
x4 + x5 =
b+ a+ 1 +
√
(b+ a+ 1)2 − 4b
2
Procediendo como lo anterior:
Por lo tanto, P2 = (0, 1− (ς + ̺) , 0, ς + ̺, 0)
Resumiendo los puntos crı´ticos:
P0 (1, 0, 0, 0, 0)
P1 (0, 1− (ς − ̺) , 0, ς − ̺, 0)
P2 (0, 1− (ς + ̺) , 0, ς + ̺, 0)
Ana´lisis Cualitativo
Lema 3.3. P2 no existe
Demostracio´n. En efecto, supongamos que P2 exista entonces:
1− (ς + ̺) > 0, ς + ̺ > 0
Desde que
b+ a+ 1 +
√
(b+ a+ 1)2 − 4b
2
> 0; para todo a, b > 0
=⇒ ς + ̺ > 0
Falta demostrar que:
1− (ς + ̺) > 0
1− a− b >
√
(b+ a+ 1)2 − 4b
(1− a− b)2 > (b+ a+ 1)2 − 4b
0 > (b+ a+ 1)2 − (1− a− b)2 − 4b
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Aplicando diferencias de cuadrados
0 > 4a+ 4b− 4b
0 > 4a
0 > a
Lo cual contradice el hecho de a > 0
Por lo tanto, P2 no existe
Lema 3.4. P1 existe
Demostracio´n. En efecto se debe verificar que 1− (ς − ̺) > 0, ς − ̺ > 0
esto es:
b+ a+ 1−
√
(b+ a+ 1)2 − 4b
2
> 0, 1−
b+ a+ 1−
√
(b+ a+ 1)2 − 4b
2
 > 0
b+ a+ 1−
√
(b+ a+ 1)2 − 4b
2
> 0,
1− a− b+
√
(b+ a+ 1)2 − 4b
2
> 0
Sea: Φ =
1− a− b+
√
(b+ a+ 1)2 − 4b
2
1. Si a+ b < 1 =⇒ 1− a− b > 0 =⇒ Φ > 0; para todo a, b > 0.
2. Si a+ b = 1
desde que
(1− a− b)2 + 4a = (1 + a+ b)2 − 4b
=⇒ 1− a− b+
√
(1 + a+ b)2 − 4b = 1− a− b+
√
(1− a− b)2 + 4a
Ası´ remplazando
1−a− b+
√
(1 + a+ b)2 − 4b =
√
4a = 2
√
a > 0; para todo a, b > 0 =⇒ Φ > 0
3. Si a+ b > 1
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Se tiene:
1−a−b+
√
(1 + a+ b)2 − 4b = 1−a−b+
√
(1− a− b)2 + 4a (Por lo anterior)
Adema´s se cumple, para todo a, b > 0 :
(1− a− b)2 + 4a > (a+ b− 1)2√
(1− a− b)2 + 4a > a+ b− 1, (a+ b− 1 > 0)
Luego
1− a− b+
√
(1− a− b)2 + 4a > 0
=⇒ Φ > 0
En todos los casos ser probo´ que Φ > 0.
Sea ψ =
b+ a+ 1−
√
(b+ a+ 1)2 − 4b
2
Desde que se cumple para todo, a, b > 0
(a+ b+ 1)2 > (a+ b+ 1)2 − 4b
(a+ b+ 1)−
√
(a+ b+ 1)2 − 4b > 0
ψ > 0,Φ > 0
Por lo tanto, P1 existe
Hallando el Jacobiano del sistema (3.26), recordando que (f2, f3, f4, f5) = (x
′
2, x
′
3, x
′
4, x
′
5):
∂f2
∂x2
= x4 + x5 − (b+ a) + 2
(
x2 + x4 +
x3
2
+
x5
2
)
a
∂f2
∂x3
=
(
x2 + x4 +
x3
2
+
x5
2
)
a
∂f2
∂x4
= x2 + 2a
(
x2 + x4 +
x3
2
+
x5
2
)
∂f2
∂x5
= x2 + a
(
x2 + x4 +
x3
2
+
x5
2
)
∂f3
∂x2
= 2a [1− 2 (x2 + x4)− x3 − x5]
∂f3
∂x3
= x4 + x5 − (a+ b) + a [1− 2 (x2 + x4)− x3 − x5]
∂f3
∂x4
= x3 + (a+ b) + 2a [1− 2 (x2 + x4)− x3 − x5]
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∂f3
∂x5
= x3 + (a+ b) + 2a [1− 2 (x2 + x4)− x3 − x5]
∂f4
∂x2
= b
∂f4
∂x3
= 0
∂f4
∂x4
= 2x4 + x5 − (1 + a)
∂f4
∂x5
= x4
∂f5
∂x2
= 0
∂f5
∂x3
= b
∂f5
∂x4
= x5
∂f5
∂x5
= x4 + 2x5 − (1 + a)
Df(x) =

∂f2 (x)
∂x2
∂f2 (x)
∂x3
∂f2 (x)
∂x4
∂f2 (x)
∂x5
∂f3 (x)
∂x2
∂f3 (x)
∂x3
∂f3 (x)
∂x4
∂f3 (x)
∂x5
∂f4 (x)
∂x2
∂f4 (x)
∂x3
∂f4 (x)
∂x4
∂f4 (x)
∂x5
∂f5 (x)
∂x2
∂f5 (x)
∂x3
∂f5 (x)
∂x4
∂f5 (x)
∂x5

(3.41)
Lema 3.5. Para todo a, b > 0, se tiene que P0 es asintonticamente estable de manera
local.
Demostracio´n. En efecto remplazando P0 en el Jacobiano (3.41) se tiene:
Df(P0) =

−b− a 0 0 0
2a −b 2a a
b 0 −1− a 0
0 b 0 −1− a
 = A (3.42)
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⇒ |λI − A| =
∣∣∣∣∣∣∣∣
λ+ b+ a 0 0 0
−2a λ+ b −2a −a
−b 0 λ+ 1 + a 0
0 −b 0 λ+ 1 + a
∣∣∣∣∣∣∣∣ = 0
p (λ) = (λ+ b+ a)
(
(λ+ b) (λ+ a+ 1)2 − ab (λ+ 1 + a)) = 0
p (λ) = (λ+ b+ a) (λ+ 1 + a)
(
λ2 + λ (1 + a+ b) + b
)
= 0
λ1 = −b− a < 0
λ2 = −1− a < 0
λ3 =
− (1 + a+ b) +
√
(1 + a+ b)2 − 4b
2
< 0
λ4 =
− (1 + a+ b)−
√
(1 + a+ b)2 − 4b
2
< 0
⇒ λj < 0, ∀j = 1 : 4
Por lo tanto, P0 es asinto´ticamente estable.
Se hace el mismo ana´lisis para el punto P1. Sea c = ς − ̺.
Df(P1) =

c+ a− b a 1− c+ 2a 1− c+ a
−2a c− 2a− b −2a −a
b 0 2c− (1 + a) c
0 b 0 c− (1 + a)
 = A (3.43)
⇒ |λI − A| =
∣∣∣∣∣∣∣∣
λ− (c+ a− b) −a c− 1− 2a c− 1− a
2a λ− (c− 2a− b) 2a a
−b 0 λ− (2c− 1− a) −c
0 −b 0 λ− (c− 1− a)
∣∣∣∣∣∣∣∣ = 0
p (λ) = − (λ− 2c+ a+ b+ 1) (λ− c+ a) ((λ− c)2 + (a+ b+ 1) (λ− c) + b) = 0
λ1 = 2c− a− b− 1
λ2 = c− a
λ3 = −ς + ̺+ c
λ4 = −ς − ̺+ c
Como c = ς − ̺
⇒ λ1 = −2̺ < 0
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⇒ λ2 = b+ 1− a
2
− ̺
⇒ λ3 = 0
⇒ λ4 = −2̺ < 0
Observaciones para P1
P1 es un punto no-hiperbo´lico.
P1 tiene que cumplir la siguiente condicio´n: b+ 1− a > 0 para que λ2 < 0.
Por u´ltimo, en vista que existe λ3 = 0, no se puede asegurar nada sobre la esta-
bilidad del punto P1. Se podrı´a aplicar la teorı´a de la variedad central descrita en
capı´tulo 1. Sin embargo no se enfocara´ en la estabilidad de este punto.
3.2.3. Factor gene´tico-ambiental, con razo´n de nacimiento no-constante
en los alelos
Ahora se analizara´ el caso, donde se considera la parte gene´tica (co´mo nacen) y la parte
ambiental (contagio de comportamientos entre personas con buenos ha´bitos y malos ha´bi-
tos, viceversa), i.e β1(X̂) = β̂
(
OAA +OAa + Uaa
N
)
, γ1(X̂) = γ̂
(
HAA +HAa
N
)
, luego
remplazando en (3.1) se tiene:
U ′aa =
(
2Uaa +HAa +OAa
2N
)2
αN − µ1Uaa
H ′AA =
(
2HAA + 2OAA +HAa +OAa
2N
)2
αN − β1(X̂)HAA + γ1(X̂)OAA − µ1HAA
H ′Aa =
(
2HAA + 2OAA +HAa +OAa
2N
)(
2Uaa +HAa +OAa
2N
)
αN − β1(X̂)HAa+
+ γ1(X̂)OAa − µ1HAa
O′AA = β(X̂)HAA − γ(X̂)OAA − µ2OAA
O′Aa = β(X̂)HAa − γ(X̂)OAa − µ2OAa
(3.44)
donde Uaa(0) = U
0
aa ≥ 0, HAA(0) = H0AA ≥ 0,HAa(0) = H0Aa ≥ 0,OAA(0) = O0AA ≥
0,OAa(0) = O
0
Aa ≥ 0, y adema´s N = HAA +HAa + Uaa +OAA +OAa
Observaciones
Antes de demostrar la invariante positiva, se da algunas observaciones.
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Cuando se refiere a la negacio´n de no negatividad de las soluciones del sistema (3.6) se
refiere que cada una de las soluciones en algu´n momento cruza al cuadrante negativo.
Sea
ϕ : R −→ R5
ϕ = (Uaa, HAA, HAa, OAA, OAa)
con ϕ(0) es condicio´n inicial para todas las poblaciones. Se sabe que todas las condicio-
nes iniciales del sistema son mayores iguales a cero i.e:
Uaa(0) ≥ 0, HAA(0) ≥ 0, HAa(0) ≥ 0, OAA(0) ≥ 0, OAa(0) ≥ 0
Adema´s se considera α, β̂, γ̂ > 0
Invarianza positiva
Lema 3.6. Todas las soluciones del sistema (3.44) son no-negativas, para todo t > 0.
Demostracio´n. Se demostrara por contradiccio´n.Una de las soluciones es la primera en
cruzar al cuadrante negativo en algu´n punto de su trayectoria.
Caso 1
Supongamos que la primera solucio´n en cruzar al cuadrante negativo es Uaa. Por la conti-
nuidad de Uaa, ∃t∗ > 0 tal que
1. Uaa(t
∗) = 0
2. ∃δ > 0 tal que U ′aa(t) < 0, ∀t ∈ (t∗ − δ, t∗ + δ)
Se tiene en la primera ecuacio´n del sistema (3.44) en t = t∗ se tiene:
U ′aa(t
∗) =
(
2
✘
✘
✘
✘✿
0,por (1)
Uaa(t
∗) +HAa(t
∗) +OAa(t
∗)
2N
)2
αN − µ1✘✘✘✘✿
0, por (1)
Uaa(t
∗)
U ′aa(t
∗) =
(
HAa(t
∗) +OAa(t
∗)
2N
)2
αN ≥ 0
Esta u´ltima desigualdad contradice 2, pues N es una cantidad no-negativa y las otras va-
riables au´n no cruzan el cuadrante negativo.
Caso 2
Supongamos que la primera solucio´n en cruzar al cuadrante negativo es HAA. Por la
continuidad de HAA, ∃t∗ > 0 tal que
1. HAA(t
∗) = 0
2. ∃δ > 0 tal que H ′AA(t) < 0, ∀t ∈ (t∗ − δ, t∗ + δ)
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En la segunda ecuacio´n del sistema (3.44) remplazando en t = t∗ se tiene:
H ′AA(t
∗) =
(
2
✘
✘
✘
✘
✘✿
0,por (1)
HAA(t
∗) + 2OAA(t
∗) +HAa(t
∗) +OAa(t
∗)
2N
)2
αN−(β(X̂)+µ1)✘✘✘✘✘✿
0, por (1)
HAA(t
∗)+γ1(X̂)OAA(t
∗)
H ′AA(t
∗) =
(
2OAA(t
∗) +HAa(t
∗) +OAa(t
∗)
2N
)2
αN+γ̂
(
✘
✘
✘
✘
✘✿
0,por (1)
HAA(t
∗) +HAa(t
∗)
N
)
OAA(t
∗) ≥ 0
H ′AA(t
∗) =
(
2OAA(t
∗) +HAa(t
∗) +OAa(t
∗)
2N
)2
αN + γ̂
(
HAa(t
∗)
N
)
OAA(t
∗) ≥ 0
Esta u´ltima desigualdad contradice 2, pues N es una cantidad no-negativa y las otras va-
riables au´n no cruzan el cuadrante negativo.
Caso 3
Supongamos que la primera solucio´n en cruzar al cuadrante negativo es HAa. Por la con-
tinuidad de HAa, ∃t∗ > 0 tal que
1. HAa(t
∗) = 0
2. ∃δ > 0 tal que H ′Aa(t) < 0, ∀t ∈ (t∗ − δ, t∗ + δ)
En la tercera ecuacio´n del sistema (3.44) remplazando en t = t∗ se tiene:
H ′Aa(t
∗) = 2
(
2Uaa(t
∗) +
✘
✘
✘
✘✘✿
0, por (1)
HAa(t
∗) +OAa(t
∗)
2N
)(
2HAA(t
∗) + 2OAA(t
∗) +
✘
✘
✘
✘✘✿
0, por (1)
HAa(t
∗) +OAa(t
∗)
2N
)
αN−
− (β1(X̂) + µ1)✘✘✘✘✘✿
0, por (1)
HAa(t
∗) + γ1(X̂)OAA(t
∗)
H ′Aa(t
∗) = 2
(
2Uaa(t
∗) + +OAa(t
∗)
2N
)(
2HAA(t
∗) + 2OAA(t
∗) +OAa(t
∗)
2N
)
αN+
+ γ̂
(
✘
✘
✘
✘✘✿
0,por (1)
HAa(t
∗) +HAA(t
∗)
N
)
OAA(t
∗) ≥ 0
H ′Aa(t
∗) = 2
(
2Uaa(t
∗) + +OAa(t
∗)
2N
)(
2HAA(t
∗) + 2OAA(t
∗) +OAa(t
∗)
2N
)
αN+
+ γ̂
(
HAA(t
∗)
N
)
OAA(t
∗) ≥ 0
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Esta u´ltima desigualdad contradice 2, pues N es una cantidad no-negativa y las otras va-
riables au´n no cruzan el cuadrante negativo.
Caso 4
Supongamos que la primera solucio´n en cruzar al cuadrante negativo es OAA. Por la con-
tinuidad de OAA, ∃t∗ > 0 tal que
1. OAA(t
∗) = 0
2. ∃δ > 0 tal que O′AA(t) < 0, ∀t ∈ (t∗ − δ, t∗ + δ)
En la cuarta ecuacio´n del sistema (3.44) remplazando en t = t∗ se tiene:
O′AA(t
∗) = β1(X̂)HAA(t
∗)− µ2✘✘✘✘✘✿
0, por (1)
OAA(t
∗)
O′AA(t
∗) = β̂
(
✘
✘
✘
✘✘✿
0,por (1)
OAA(t
∗) +OAa(t
∗) + Uaa(t
∗)
N
)
HAA(t
∗) ≥ 0
O′AA(t
∗) = β̂
(
OAa(t
∗) + Uaa(t
∗)
N
)
HAA(t
∗) ≥ 0
Esta u´ltima desigualdad contradice 2, pues N es una cantidad no-negativa y las otras va-
riables au´n no cruzan el cuadrante negativo.
Caso 5
Supongamos que la primera solucio´n en cruzar al cuadrante negativo es OAa. Por la con-
tinuidad de OAa, ∃t∗ > 0 tal que
1. OAa(t
∗) = 0
2. ∃δ > 0 tal que O′Aa(t) < 0, ∀t ∈ (t∗ − δ, t∗ + δ)
En la quinta ecuacio´n del sistema (3.44) remplazando en t = t∗ se tiene:
O′Aa(t
∗) = β1(X̂)HAa(t
∗)− µ2✘✘✘✘✘✿
0, por (1)
OAa(t
∗)
O′Aa(t
∗) = β̂
(
✘
✘
✘
✘✘✿
0,por (1)
OAa(t
∗) +OAA(t
∗) + Uaa(t
∗)
N
)
HAA(t
∗) ≥ 0
O′Aa(t
∗) = β̂
(
OAA(t
∗) + Uaa(t
∗)
N
)
HAA(t
∗) ≥ 0
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Esta u´ltima desigualdad contradice 2, pues N es una cantidad no-negativa y las otras va-
riables au´n no cruzan el cuadrante negativo.
Por lo tanto, Todas las soluciones son no-negativas, para todo t > 0
Adimensionalizacio´n
Se adimensionalizara´ el sistema (3.44), debido a su complejidad con el siguiente
cambio de variable: x1 =
Uaa
N
, x2 =
HAA
N
,x3 =
HAa
N
, x4 =
OAA
N
y x5 =
OAa
N
.
Sea r = µ2−µ1, se realiza otro cambio de variable: t = τ
r
, a =
α
r
, b =
β̂
r
y c =
γ̂
r
.
El procedimiento es similar que el caso anterior. Asi se obtiene:
dx1
dτ
=
(
x1 +
x3
2
+
x5
2
)2
a+ x1 (x4 + x5 − a) a
x2
dτ
=
(
x2 (x2 + 2x4 + x3 + x5) + x4 (x4 + x3 + x5) +
(
x3 + x5
2
)2)
+
+ c (x2 + x3) x4 + (−b+ b (x2 + x3)− a+ x4 + x5) x2
x3
dτ
=
(
2
(
x2 + x4 +
x3 + x5
2
)(
x1 +
x3
2
+
x5
2
))
a+
+ c (x2 + x3) x5 + (−b+ b (x2 + x3)− a+ x4 + x5) x3
x4
dτ
= b (x1 + x4 + x5) x2 + (−c (x2 + x3)− a− 1 + x4 + x5) x4
x5
dτ
= b (x1 + x4 + x5) x3 + (−c (x2 + x3)− a− 1 + x4 + x5) x5
(3.45)
en donde: x1 + x2 + x3 + x4 = 1
Existencia y unicidad
Para demostrar existencia y unicidad de las soluciones del sistema (3.45) se puede aplicar
el mismo procedimiento que el caso anterior (ver Pag.50) el cual involucra el uso de los
teoremas 1.2 y 1.3.
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Ana´lisis cualitativo
Desde que: x1 = 1− x2 − x3 − x4 remplazando (3.45) se tiene:
x2
dτ
=
(
x2 (x2 + 2x4 + x3 + x5) + x4 (x4 + x3 + x5) +
(
x3 + x5
2
)2)
+
+ c (x2 + x3) x4 + (−b+ b (x2 + x3)− a+ x4 + x5) x2
x3
dτ
=
(
2
(
x2 + x4 +
x3 + x5
2
)(
1−
(
x2 + x4 +
x3 + x5
2
)))
a+
+ c (x2 + x3) x5 + (−b+ b (x2 + x3)− a+ x4 + x5) x3
x4
dτ
= b (1− x2 − x3) x2 + (−c (x2 + x3)− a− 1 + x4 + x5) x4
x5
dτ
= b (1− x2 − x3) x3 + (−c (x2 + x3)− a− 1 + x4 + x5) x5
(3.46)
En esta parte se puede hallar los puntos crı´ticos igualando todas las ecuaciones del siste-
ma (3.46) a cero. Resumiendo los puntos crı´ticos:
P1 (1, 0, 0, 0, 0)
P2 (0, 1, 0, 0, 0)
P3
(
0,
a
b− c− 1 , 0, 1−
a
b− c− 1 , 0
)
Hallando el Jacobiano del sistema (3.46), el cual fue calculado usando Maple.
Sea (f2, f3, f4, f5) = (x
′
2, x
′
3, x
′
4, x
′
5):
∂f2
∂x2
= 2a
(
x2 + x4 +
x3
2
+
x5
2
)
+ cx4 − b+ 2bx2 + bx3 − a+ x4 + x5
∂f2
∂x3
= a
(
x2 + x4 +
x3
2
+
x5
2
)
+ cx4 + x2b
∂f2
∂x4
= 2a
(
x2 + x4 +
x3
2
+
x5
2
)
+ c (x2 + x3) + x2
∂f3
∂x5
= a
(
x2 + x4 +
x3
2
+
x5
2
)
+ x2
∂f3
∂x2
= 2a (1− 2x2 − 2x4 − x3 − x5) + cx5 + x3b
∂f3
∂x3
= a (−2x2 − 2x4 − x3 − x5) + cx5 − b+ bx2 + 2bx3 + x4 + x5
∂f3
∂x4
= 2a (1− 2x2 − 2x4 − x3 − x5) + x3
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∂f3
∂x5
= a (1− 2x2 − x4 − x3 − x5) + c (x2 + x3) + x3
∂f4
∂x2
= b (1− 2x2 − x3)− cx4
∂f4
∂x3
= −bx2 − cx4
∂f4
∂x4
= 2x4 − c (x2 + x3)− a− 1 + x5
∂f4
∂x5
= x4
∂f5
∂x2
= −bx3 − cx5
∂f5
∂x3
= b (1− 2x3 − x2)− cx5
∂f5
∂x4
= x5
∂f5
∂x5
= 2x5 + x4 − c (x2 + x3)− a− 1
Df(x) =

∂f2 (x)
∂x2
∂f2 (x)
∂x3
∂f2 (x)
∂x4
∂f2 (x)
∂x5
∂f3 (x)
∂x2
∂f3 (x)
∂x3
∂f3 (x)
∂x4
∂f3 (x)
∂x5
∂f4 (x)
∂x2
∂f4 (x)
∂x3
∂f4 (x)
∂x4
∂f4 (x)
∂x5
∂f5 (x)
∂x2
∂f5 (x)
∂x3
∂f5 (x)
∂x4
∂f5 (x)
∂x5

(3.47)
Para hallar los autovalores de Jacobiano evaluado en los tres puntos se uso software Maple
[32].
Ana´lisis cualitativo
Lema 3.7. Para todo a, b > 0, se tiene que P1 es asinto´ticamente estable
Demostracio´n.
Df(P1) =

b− a 0 0 0
2a −b 2a a
b 0 −1− a 0
0 b 0 −1− a
 (3.48)
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Hallando los autovalores:
λ1 = −b− a < 0, λ2 = −1− a < 0, λ3 =
−(1 + a+ b) +
√
(1 + a+ b)2 − 4b
2
< 0,
λ4 =
−(1 + a+ b)−
√
(1 + a+ b)2 − 4b
2
< 0
Por lo tanto, P1 es asinto´ticamente estable
Lema 3.8. P3 existe si b > a+ c+ 1
Demostracio´n. En efecto para que P3 exista se debe cumplir simultamente:
b− c− 1 > 0, 1− a
b− c− 1 > 0
b− c− 1 > 0, 1 > a
b− c− 1
b > c+ 1, b > a+ c+ 1
b > a+ c+ 1
Del lema anterior se puede tomar:
φ =
a+ c+ 1
b
Si φ < 1 entonces existen 3 puntos de equilibrio
Si φ > 1 entonces existen 2 puntos de equilibrio
Por lo tanto, φ es un para´metro de bifurcacio´n1.
Lema 3.9. Si φ < 1 y 1 > c+ a2 entonces P3 es un punto inestable.
Demostracio´n. En efecto, se calcula los autovalores de Df(P3) gracias a Maple:
λ1 = 0, λ2 = 1 + a+ c− b, λ3 = 1 + a
1 + c− b − a, λ4 = 1 +
a
1 + c− b − b
Por hipo´tesis φ < 1 se tiene λ1 < 0, λ2 < 0, λ4 < 0. Sin embargo no se sabe como es el
signo de λ3, consecuentemente se lo analizara´:
1Este para´metro de bifurcacio´n es segu´n el nu´mero de puntos de equilibrios. Para ma´s detalle de esta
teoria se puede revisar [5, 23]
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Desde que 1 > c+ a2
λ3 = 1 +
a
1 + c− b − a
= 1−
(
a (b− c)
b− 1− c
)
=
b− 1− c− a (b− c)
b− 1− c
=
(b− c) (1− a)− c
b− 1− c
>
(1 + a) (1− a)− c
b− 1− c ,(φ < 1)
> 0 (hipo´tesis)
(3.49)
Observacio´n
Si a > 1 entoncesDf(P3) tiene tres autovalores negativos y un autovalor cero. En efecto:
a− 1 > 0
a− 1 + a
b− 1− c > 0 ,(φ < 1)
1− a+ a
1 + c− b < 0
λ3 < 0
(3.50)
A pesar que se obtuvo una condicio´n para estudiar la variedad central para este punto, no
se enfocara´ en la estabilidad de P3.
Lema 3.10. Si φ < 1 entonces P2 es inestable
Demostracio´n. En efecto obteniendo los autovalores de Df(P2):
λ1 = 0, λ2 = −a, λ3 = −(1 + a + c), λ4 = b − (1 + a + c), como por hipo´tesis φ < 1
entonces se tiene que λ4 > 0 ası´ P2 es inestable.
Si φ > 1 se tendra´ enDf(P2) tres autovalores negativos y uno cero, ası´ que se aplicara´ el
teorema de variedad central en este caso para averiguar la estabilidad en este punto.
Lema 3.11. Si φ > 1 y c+ 1− b 6= 0 entonces P2 es inestable
Demostracio´n. Se analizara´ el P2 para estudiar su estabilidad. A pesar de que se tiene un
autovalor cero en este caso y no se puede afirmar nada sobre la estabilidad, se usara´ la
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teorı´a de la variedad central para solucionar este caso al menos en una pequen˜a vecindad.
Debido a que el punto es P2 = (1, 0, 0, 0) se lo trasladara´ al origen:
y = x− P2
Entonces remplazando en el sistema (3.46) se tiene:

y′2
y′3
y′4
y′5
 =

a+ b a+ b 2a+ c+ 1 a+ 1
−2a −2a −2a −a+ c
−b −b −c− a− 1 0
0 0 0 −c− a− 1


y2
y3
y4
y5
+

F2(y2, y3, y4, y5)
F3(y2, y3, y4, y5)
F4(y2, y3, y4, y5)
F5(y2, y3, y4, y5)

(3.51)
Donde
F2(y2, y3, y4, y5) = (a+ b)y
2
2 +
a
4
y23 + ay
2
4 +
a
4
y25 + (a+ b)y2y3 + (2a+ c+ 1)y2y4+
+ (a+ 1)y2y5 + (a+ c)y3y4 +
a
2
y3y5 + ay5y4
F3(y2, y3, y4, y5) = −2ay22 + (b−
a
2
)y23 − 2ay24 −
a
4
y25+
+ (b− 2c)y2y3 − 4ay2y4 + (c− 2a)y2y5 + (1− 2a)y3y4+
+ (c− a+ 1)y3y5 − 2ay5y4
F4(y2, y3, y4, y5) = −by22 + y24 − by2y3 − cy2y4 − cy3y4 + y5y4
F5(y2, y3, y4, y5) = −by23 + y25 − by2y3 − cy2y4 − cy3y4 + y5y4
(3.52)
De la parte de conceptos ba´sicos se puede hacer el cambio de coordenadas 2:

y2
y3
y4
y5
 =

−1 −2b+ c+ 1
b
a+ c
a+ c+ 1
−1
1
2(b− c− 1)
b
− a+ c
a+ c+ 1
0
0 1 −1 1
0 0 1 0


w2
w3
w4
w5
 (3.53)
2El ca´lculo de los autovectores asociados a los autovalores encontrados se lo obtuvieron gracias a Wol-
fram
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
w2
w3
w4
w5
 =

−2 −1 −2 −a+ c+ 2
a+ c+ 1
b
b− c− 1
b
b− c− 1
b
b− c− 1
b
b− c− 1
0 0 0 1
b
−b+ c+ 1
b
−b+ c+ 1
c+ 1
−b+ c+ 1
c+ 1
−b+ c+ 1


y2
y3
y4
y5

(3.54)

w′2
w′3
w′4
w′5
 =

−2 −1 −2 −a+ c+ 2
a+ c+ 1
b
b− c− 1
b
b− c− 1
b
b− c− 1
b
b− c− 1
0 0 0 1
b
−b+ c+ 1
b
−b+ c+ 1
c+ 1
−b+ c+ 1
c+ 1
−b+ c+ 1


y′2
y′3
y′4
y′5

(3.55)
Se remplaza (3.51,3.52,3.53,3.54 en 3.55) se obtiene lo siguiente:

w′2
w′3
w′4
w′5
 =

0 0 0 0
0 −a 0 0
0 0 −a− c− 1 0
0 0 0 b− a− c− 1


w2
w3
w4
w5
+

G2(w2, w3, w4, w5)
G3(w2, w3, w4, w5)
G4(w2, w3, w4, w5)
G5(w2, w3, w4, w5)

(3.56)
Donde:
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G2(w2, w3, w4, w5) = (w2 +
2(b− c− 1)
b
w3 − a+ c
a+ c+ 1
w4)
2
(
−b+ b(a+ c+ 2)
a+ c+ 1
)
− 2 (w3 − w4 + w5)2 −
(
a+ c+ 2
a+ c+ 1
)
w2
4
+
(
−2a− 3b+ 2c+ b
(
a+ c+ 2
a+ c+ 1
))
.
.{−w2 +
(−2b+ c+ 1
b
)
w3 +
(
a+ c
a+ c+ 1
)
w4 − w5}.
{w2 +
(−2b+ c+ 1
b
)
w3 −
(
a+ c
a+ c+ 1
)
w4}−
− 2{−w2 +
(−2b+ c+ 1
b
)
w3 +
(
a+ c
a+ c+ 1
)
w4 − w5}{w3 − w4 + w5}+(
−2− c+ c
(
a+ c+ 2
a+ c+ 1
))
{−w2 +
(−2b+ c+ 1
b
)
w3 +
(
a+ c
a+ c+ 1
)
w4 − w5}w4
− {w2 +
(−2b+ c+ 1
b
)
w3 −
(
a+ c
a+ c+ 1
)
w4}{w3 − w4 + w5}(
−c− 1 + c
(
a+ c+ 2
a+ c+ 1
))
{w2 +
(−2b+ c+ 1
b
)
w3 −
(
a+ c
a+ c+ 1
)
w4}w4+(
−2−
(
a+ c+ 2
a+ c+ 1
))
{w3 − w4 + w5}w4
(3.57)
G3(w2, w3, w4, w5) = {(−a)
(
−w2 +
(−2b+ c+ 1
b
)
w3 +
(
a+ c
a+ c+ 1
)
w4 − w5
)2
−a
2
(
w2 +
(
2(b− c− 1)
b
)
w3 −
(
a+ c
a+ c+ 1
)
w4
)2
(1− a) (w3 − w4 + w5)2 +
(
1− a
2
)
w2
4
− a
(
−w2 +
(−2b+ c+ 1
b
)
w3 +
(
a+ c
a+ c+ 1
)
w4 − w5
)
.(
w2 +
(
2(b− c− 1)
b
)
w3 −
(
a+ c
a+ c+ 1
)
w4
)
+
+ (1− 2a)
(
−w2 +
(−2b+ c+ 1
b
)
w3 +
(
a+ c
a+ c+ 1
)
w4 − w5
)
. (w3 − w4 + w5)
(1− a)
(
−w2 +
(−2b+ c+ 1
b
)
w3 +
(
a+ c
a+ c+ 1
)
w4 − w5
)
w4+
(1− a)
(
w2 +
(
2(b− c− 1)
b
)
w3 −
(
a+ c
a+ c+ 1
)
w4
)
(w3 − w4 + w5)+(
1− a
2
)(
w2 +
(
2(b− c− 1)
b
)
w3 −
(
a+ c
a+ c+ 1
)
w4
)
w3+
(2− a) (w3 − w4 + w5)w4}
(
b
b− c− 1
)
(3.58)
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G4(w2, w3, w4, w5) = −b
(
w2 +
(
2(b− c− 1)
b
)
w3 −
(
a+ c
a+ c+ 1
)
w4
)2
+ w2
4
−
− b
(
−w2 +
(−2b+ c+ 1
b
)
w3 +
(
a+ c
a+ c+ 1
)
w4 − w5
)
.
.
(
w2 +
(
2(b− c− 1)
b
)
w3 −
(
a+ c
a+ c+ 1
)
w4
)
−
− c
(
−w2 +
(−2b+ c+ 1
b
)
w3 +
(
a+ c
a+ c+ 1
)
w4 − w5
)
w4−
− c
(
w2 +
(
2(b− c− 1)
b
)
w3 −
(
a+ c
a+ c+ 1
)
w4
)
w4+
(w3 − w4 + w5)w5
(3.59)
G5(w2, w3, w4, w5) =
b(b− a− c− a)
−b+ c+ 1
(
−w2 +
(−2b+ c+ 1
b
)
w3 +
(
a+ c
a+ c+ 1
)
w4 − w5
)2
+
b(b− a
2
− c− 1)
−b+ c+ 1 [w2 +
(
2(b− c− 1)
b
)
w3 +
(
a+ c
a+ b+ 1
)
w4]
2
+
(
c+ 1− ab
−b+ c+ 1
)
[w3 − w4 + w5]2 +
(
c+ 1− ab
2
−b+ c+ 1
)
w2
4
+
(
b(2b− a− 2c− 2)
−b+ c+ 1
)[
−w2 +
(−2b+ c+ 1
b
)
w3 +
(
a+ c
a+ c+ 1
)
w4 − w5
]
[
w2 +
(
2(b− c− 1)
b
)
w3 +
(
a+ c
a+ c+ 1
)
w4
]
+
(
b(c+ 1− 2a)− c(c+ 1)
−b+ c+ 1
)[
−w2 +
(−2b+ c+ 1
b
)
w3 +
(
a+ c
a+ c+ 1
)
w4 − w5
]
w4
+
(
b(c+ 1− 2a)− c(c+ 1)
−b+ c+ 1
)[
w2 +
(
2(b− c− 1)
b
)
w3 +
( −a+ c
a+ c+ 1
)
w4
]
[w3 − w4 + w5]
+
(
b(c+ 1− 2a)− c(c+ 1)
−b+ c+ 1
)(
w2 +
2(b− c− 1)
b
w3 +
−a+ c
a+ c+ 1
w4
)
w4
+
(
2(c+ 1)− ab
−b+ c+ 1
)
(w3 − w4 + w5)w4
(3.60)
Se toma A = 0 y B =
 −a 0 00 −a− c− 1
0 0 b− a− c− 1

F (w2, w3, w4, w5) = G2(w2, w3, w4, w5) y G(w2, w3, w4, w5) = (G3, G4, G5)
x = w2; y = (w3, w4, w5)
y′ = w′2; y
′ = (w′3, w
′
4, w
′
5)
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Ası´ (3.51) fue llevado a la forma (1.28), en donde se aplicara´ con el teorema de la variedad
central.
x′ = Ax+ F (x, y)
y′ = By +G(x, y)
}
(3.61)
Notase que F (0, 0) = 0;G(0, 0) = 0. Tambie´n se cumple DF (0, 0) = 0;DG(0, 0) = 0
Entonces por definicio´n 1.10 se tiene:
W cloc(0) = {(x, y) ∈ R1 × R3|y = h(x) = [h3(x), h4(x), h5(x)] , |x| < δ, h(0) = 0, Dh(0) = 0}
Para hallar y = h(x) se remplaza A,B, F (x, y) y G(x, y) en (1.36):
N(h(w2)) = Dh(w2)F (w2, h(w2))−
 −a 0 00 −a− c− 1
0 0 b− a− c− 1
h(w2)−G(w2, h(w2))
N(h(w2)) = Dh(w2)F (w2, h(w2)) +
 a 0 00 a+ c+ 1
0 0 −(b− a− c− 1)
h(w2)−
− [G3(w2, h(w2)), G4(w2, h(w2)), G5(w2, h(w2))]T
(3.62)
Para aplicar el teorema 1.9, se procede de la siguiente manera:
Φ : R1 → R3
w2−→Φ(w2)
Si Φ(w2) = O(w
2
2) se tiene lo siguiente DΦ(w2) = O(w2) osea si se toma:
Φ(w2) =
[
c1w
2
2, c2w
2
2, c3w
2
2
]T
N(Φ(w2)) = DΦ(w2)G(w2,Φ(w2)) +


a 0 0
0 a+ c+ 1
0 0 −(b− a− c− 1)

Φ(w2)−


G3(w2,Φ(w2))
G4(w2,Φ(w2))
G5(w2,Φ(w2))


︸ ︷︷ ︸
(i)
(3.63)
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Se enfocara´ en (i) puesDΦ(w2)G(w2,Φ(w2)) tiene como residuo un polinomio de orden
3 en todos sus componentes, es decir DΦ(w2)G(w2,Φ(w2)) =
 ρ1w32ρ2w32
ρ3w
3
2
 = O(w32)
de (i)  a 0 00 a+ c+ 1
0 0 −(b− a− c− 1)
 c1w22c2w22
c3w
2
2
−
 G3(w2,Φ(w2))G4(w2,Φ(w2)
G5(w2,Φ(w2)

En este u´ltimo se remplaza Φ(w2)
Tanto para G3, G4, G5 se busca convenientemente el exponente cuadrado de todas sus
expresiones, pues lo dema´s sera´n polinomios de orden 3, los cuales se consideran como
restos:
Para G3 los te´rminos de intere´s son:
3(i) : (−a)
(
−w2 +
(−2b+ c+ 1
b
)
w3 +
(
a+ c
a+ c+ 1
)
w4 − w5
)2
3(ii) :
(−a
2
)(
w2 +
(
2(b− c− 1)
b
)
w3 −
(
a+ c
a+ c+ 1
)
w4
)2
3(iii) : (−a)
(
−w2 +
(−2b+ c+ 1
b
)
w3 +
(
a+ c
a+ c+ 1
)
w4 − w5
)
(
w2 +
(
2(b− c− 1)
b
)
w3 −
(
a+ c
a+ c+ 1
)
w4
)
3(i) tendra´ la siguiente forma:
3(i) : (−a)w22(−1 + α1w2)2
donde: α1 =
(−2b+ c+ 1
b
)
c1 +
(
a+ c
a+ c+ 1
)
c2 − c3
de igual forma:
3(ii) :
(−a
2
)
w22(1 + α2w2)
2
donde: α2 =
(
2(b− c− 1)
b
)
c1 −
(
a+ c
a+ c+ 1
)
c2
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asi
3(iii) : (−a)w22 (−1 + α3w2) (1 + α4w2)
donde α3, α4 son dados en te´rminos de a, b, c
Luego se remplaza en G3 y se tiene:
G3(w2,Φ(w2)) =
(−a
2
w22
)(
b
b− c− 1
)
+O(w32)
Luego en (i) se puede encontrar el primer componente de N(Φ(w2)) se debe cumplir:
ac1 +
ab
2(b− c− 1) = 0
Como c+ 1− b 6= 0:
c1 − b
2(c+ 1− b) = 0
c1 =
b
2(c+ 1− b)
La misma forma se aplicara´ en G4:
G4(w2,Φ(w2)) = (−b)w22(1 + β1w2)2 + (−b)w22(−1 + β2)(1 + β3) +O(w32)
G4(w2,Φ(w2)) = O(w
3
2)
Ası´ se puede tomar:
c2 = 0
Para:
G5(w2,Φ(w2)) =
(
b(b− a− c− 1)
−b+ c+ 1
)
w22(−1 + γ1w2)2 +
b(b− a2 − c− 1)
−b+ c+ 1
w22(1 + γ1w2)2+
+
(
b(2b− a− 2c− 2)
−b+ c+ 1
)
w22(−1 + γ2)(1 + γ3) +O(w32)
(3.64)
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G5(w2,Φ(w2)) =
(−a
2
w22
)(
b
−b+ c+ 1
)
+O(w32)
−(b− a− c− 1)c3 + ab
2(−b+ c+ 1) = 0
−(b− a− c− 1)c3 + ab
2(−b+ c+ 1) = 0
ab
2(−b+ c+ 1) = (b− a− c− 1)c3
Como Φ > 1 y c+ 1− b 6= 0
ab
2(−b+ c+ 1)(b− a− c− 1) = c3
Con los coeficientes hallados, gracias al teorema 1.9 se puede tomar la siguiente variedad
central:
h(w2) =

b
2(c+ 1− b)w
2
2
0
ab
2(−b+ c+ 1)(b− a− c− 1)w
2
2
+O(w32)
Se aplica teorema 1.7 para estudiar la estabilidad del punto trasladado w = (0, 0, 0, 0).
Remplazando h(w2) en:
w′2 = Aw2 +G2(w2, h(w2)) (3.65)
Ası´ se tiene el siguiente campo de direcciones restringida al variedad central:
w′2 = 2 (a+ b− c)w22 +O(w32) (3.66)
Con |w2| < δ, para δ suficientemente pequen˜o. El sistema (3.66) es inestable. Ası´ por el
teorema 1.8 el punto w = (0, 0, 0, 0) es inestable
Por lo tanto, P2 tambie´n es inestable.
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Observaciones
1. El sistema (3.66) sera´ inestable para a + b − c > 0 o´ a + b − c < 0. Sin embargo
¿Que sucede cuando a+ b− c = 0? En ese caso se tiene que tomar otro polinomio
con grado mayor [28].
2. Tampoco se considero´ la variedad de la forma h(w2) =
 c1w2 + c2w22 + d1c3w2 + c4w22 + d2
c4w2 + c5w
2
2 + d3
+
O(w32) pues h(0) es una constante la cual puede ser distinta de cero.
3. Se debe tener en cuenta que la variedad central no es u´nica pero si tangente al
subespacio Ec.([28, 5])
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Capı´tulo 4
Simulacio´n
Una nueva forma de presentar una simulacio´n utilizando herramientas cientı´ficas y
comerciales
Para simular el modelo propuesto, se usara´ un nuevo ambiente, el cual es, el ambiente web.
Para hacer esto se utilizo´ Python como motor de ca´lculo y HTML para mostrar los datos,
con ayuda de JavaScript se hizo ma´s atractivo y dina´mico el sistema. Pero la pregunta que
se formulo´ fue ¿Co´mo enviar los datos capturados de una pa´gina dina´mica y enviarlo a
Python para que lo procese?. Se utilizo´ el microframework llamado Flask [33] que nos
permite crear un localhost para hacer nuestra pa´gina web. Sin embargo su configuracio´n
sigue una secuencia estrictamente ordenada, de hecho los archivos esta´ticos y dina´micos
son separados de los archivos Python. Estos deberı´an estar en directorios llamados tem-
plate y static. Esto quiere decir que si no se sigue la estructura dada se producira´ errores
al momento de ejecutar el software [33].
Para disen˜ar la pa´gina web se utilizo´ Boostrap [34], y para enviar los datos a Python se
utilizo´ Ajax [35]. La manera de trabajar en esta parte, se puede observar en el siguiente
gra´fico:
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Figura 4.1: Forma de pasar los datos.
Tambie´n para poder hacer una simulacio´n y observar el comportamiento de las todas las
poblaciones en especial la poblacio´n obesa, que es el objeto de estudio, se procedio´ a
implementar ✭✭sliders ✮✮, los cuales representaban los para´metros del sistema de ecuacio-
nes diferenciales Ordinarias. Estos sliders fueron tomados de la librerı´a de JQueryUi[36].
Con respecto a la tabla de datos mostrados, es dina´mica, esto quiere decir que los datos
se mueven en tiempo real, se lo tomo´ de una librerı´a implementada en Jquery llamada
DataTable [37]; y las gra´ficas fueron extraı´das de la librerı´a Plotly para Python [38].
El me´todo utilizado fue Runge Kutta de orden 4, que fue implementado en Python.
HTML se uso´ para crear la interfaz con el usuario. Se planteo´ en la web con visio´n a
futuro, es decir que usuarios (expertos o no expertos) sean capaces de visualizar desde su
ordenador.
JQuery utiliza a Ajax para hacer pasar los datos capturados (o sea los valores de los
para´metros y variables) hacia Python, en donde se procesaran los datos a trave´s de un
algoritmo, en este caso se esta utilizando el me´todo de RK4 para aproximar las variables
para diferentes valores de tiempo, para´metros y nu´mero de pasos (ver algoritmo).
Finalmente una vez procesado los datos Python devuelve los datos a Ajax el cual va hacer
capaz de mostrarlos a trave´s de gra´ficas.
Se presentara´ el algoritmo de RK4 tomado de [39]
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Algoritmo 1 Runge Kutta de orden 4
Entrada: extremos a,b; numero de ecuaciones m; entero N; condiciones iniciales
α1, . . . , αm.
Salida: aproximaciones wj a uj(t) en los (N + 1) enteros de t.
Paso 1 Tome
h← b−a
N
t← a
Paso 2
para j = 1 hasta j = m hacer
wj ← αj .
fin para
Paso 3
devolver {t, w1, w2, . . . , wm}
Paso 4
para j = 1 hasta j = 5 hacer
5− 11
Paso 5
para j = 1 hasta j = m hacer
k1j = hfj(t, w1, . . . , wm)
fin para
Paso 6
para j = 1 hasta j = m hacer
k2j = hfj
(
t+
h
2
, w1 +
k1,1
2
, w2 +
k1,2
2
, . . . , wm +
k1,m
2
)
fin para
Paso 7
para j = 1 hasta j = m hacer
k3j = hfj
(
t+
h
2
, w1 +
k2,1
2
, w2 +
k2,2
2
, . . . , wm +
k2,m
2
)
fin para
Paso 8
para j = 1 hasta j = m hacer
k3j = hfj (t+ h, w1 + k3,1, w2 + k3,2, . . . , wm + k3,m)
fin para
Paso 9
para j = 1 hasta j = m hacer
wj = wj +
(k1,j + 2k3,j + k4,j)
6
fin para
Paso 10 Tome
t← a+ ih
fin paraPaso 11
Salida: (t, w1, w2, . . . , wm)
Paso 12 PARAR
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Interfaz HTML
En el desarrollo de la interfaz web, se pueden utilizar estilos o plantillas pre disen˜adas.
JQuery-Ajax
Se presentara´ el desarrollo del archivo mtds.js
Se crean los sliders.
Se capturan los datos de las entradas por el usuario.
Se envı´an los datos a trave´s de Ajax.
Se reciben los datos tambie´n por Ajax.
Muestra los datos.
Python
Se presentara´ el desarrollo de los archivo app.py y metodos numericos.py (donde se
declararan las funciones las cuales sera´n llamadas en app.py).
Recibe los datos mandados por Ajax.
Convierte los datos a valores reales para poder procesarlos.
Se aplica el algoritmo Runge Kutta 4.
Envia los datos procesados por medio de Json a Ajax [40].
4.1. Resultados
4.1.1. Intefaz web
Gracias a una buena combinacio´n de HTML y JQuery se obtiene lo siguiente:
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Los valores de los para´metros y condiciones iniciales fueron tomados de [30] los cuales
se aprecian en la siguiente tabla:
Para´metros valor
p 0.46
q 0.54
µ1 0.0082
µ2 0.0156
β varia
γ varia
α varia
Cuadro 4.1: Para´metros
Tipo de Poblacio´n valor
Uaa 29360
HAA 9030
HAa 27210
OAA 12410
OAa 21990
N 100000
Cuadro 4.2: Tipo de poblaciones, por nu´mero de individuos
Las poblaciones sera´n mostradas en proporciones.
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4.1.2. Factor gene´tico, con razo´n de nacimiento constante en los ale-
los
(a) α = 0,0035, β̂ = 0,01, µ1 = 0,0082, µ2 =
0,0156, T = 0 . . . 200
(b) α = 0,0123, β̂ = 0,01, µ1 = 0,0082, µ2 =
0,0156, T = 0 . . . 200
Se observa que α < µ1 entonces tanto la poblacio´n obesa como no-obesa tienden a morir
mientras que si α > µ1 estas tienden a crecer exponencialmente en transcurso del tiempo.
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4.1.3. Factor gene´tico, con razo´n de nacimiento no-constante en los
alelos
(c) HAA vs OAA (d) HAa vs OAa
(e) Todas las poblaciones (en proporciones)
Figura 4.5: α = 0,0079, β̂ = 0,05, γ = 0, µ1 = 0,0082, µ2 = 0,0156, T = 0 . . . 20
Se observa que la cantidad de individuos obesos comienzan a crecer debido a que personas
saludables pasan ha convertirse en estos, pues su composicio´n gene´tica ası´ lo determina.
Su poblacio´n crecera´ hasta en dos an˜o aproximadamente (donde alcanza el pico ma´s alto),
ma´s adelante su crecimiento comenzara´ a decaer hasta extinguirse debido a que todos los
comedores saludables se convierten en obesos, estos u´ltimos morira´n debido a que su tasa
de muerte que es muy alta en comparacio´n de los no- obesos. Finalmente se observa que
so´lo la poblacio´n Uaa logra sobrevivir en el transcurso de los 20 an˜os.
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4.1.4. Factor gene´tico-ambiental, con razo´n de nacimiento no-constante
en los alelos
(a) HAA vs OAA (b) HAa vs OAa
(c) Todas las poblaciones (en proporciones)
Figura 4.6: α = 0,0079, β̂ = 0,249, γ̂ = 0,803, µ1 = 0,0082, µ2 = 0,0156, T =
0 . . . 20
Se observa que la cantidad de individuos comedores saludables comienzan a crecer debi-
do a que su tasa de contacto γ̂ es mayor que la tasa de contacto β̂ pero este crecimiento se
da en un corto tiempo (se podrı´a considerar que en menos de un an˜o) luego la poblacio´n
saludable comienza a decaer hasta desaparecer, debido a los malos ha´bitos, este hecho ha-
ce que la poblacio´n obesa comience aumentar. Esto sucede del primer an˜o hasta sexto an˜o
aproximadamente despue´s de eso los obesos tienden a morir por que ya no tienen a quien
influenciar malos ha´bitos. Finalmente las comedores no saludables logran sobrevivir en
el transcurso de los 20 an˜os.
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Capı´tulo 5
Conclusiones
Cuando se considero´ razo´n de nacimiento no-constante y ambiente se encontro´ con
un punto no- hiperbolico, el cual al hacer el ana´lisis cualitativo cla´sico no se pudo
decir nada acerca de su naturaleza, consecuentemente se construyo´ una variedad
h(w2) la cual fue muy u´til para hablar sobre la estabilidad de este punto, pero hay
que tener en cuenta que esta no es u´nica, pero si tangente al conjunto invariante Ec.
Con el fin de que cualquier usuario pueda visualizar el comportamiento de las solu-
ciones, se elaboro´ una interfaz amigable, se combino´ la parte comercial con la parte
cientı´fica, sin embargo se debe tener en cuenta que su programacio´n es mucho ma´s
tediosa, pero la ventaja principal es que aquella esta´ pensada que pueda ser vista
remotamente, solo es necesario tener acceso al internet.
En el modelo analizado (3.1) se tomo´ la funcio´n Λ(N) = αN para describir el
crecimiento de la poblacio´n no obesa sin embargo, se puede tomar la funcio´n,
Λ(N) = αN(1 − N
K
), es decir un crecimiento logı´stico que se ajusta ma´s a la
realidad, donde K representa la capacidad de persistencia.
Para que el modelo sea ma´s aute´ntico en te´rminos de herencia, se podrı´a considerar
procesos aleatorios tales como mutaciones que podrian cambiar la frecuencia de
los alelos en el transcurso del tiempo. Al an˜adir este hecho, el modelo se podria
convertir en un modelo estoca´stico [30].
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Ape´ndice A
Co´digo fuente de los lenguajes de
programacio´n
1 $(document).ready(function(){
2 $( "#mtd" ).change(function() {
3 console.log($("#mtd").val())
4 interfaz_casos($("#mtd").val());
5 });
6 })
Listing A.1: LLAMA A HACER LA INTERFAZ DINAMICA
1 function interfaz_casos(valor)
2 {
3 switch(valor) {
4 case ’1’:
5 interfaz_caso1()
6 apha=$( "#apha").slider( "value" );
7 beta=$( "#beta").slider( "value" );
8 tiempo=$( "#tiempo").slider( "value" );
9 id_grafica=$("#cbx_tp_gr").val();
10 frk_4(apha,beta,gamma=0,tiempo,valor,id_grafica)
11 $( "#cbx_tp_gr" ).change(function() {
12 id_grafica=$("#cbx_tp_gr").val();
13 frk_4(apha,beta,gamma,tiempo,valor,id_grafica)
14 });
15 break;
16 case ’2’:
17 interfaz_caso2()
18 apha=$( "#apha").slider( "value" );
19 beta=$( "#beta").slider( "value" );
20 tiempo=$( "#tiempo").slider( "value" );
21 id_grafica=$("#cbx_tp_gr").val();
22 frk_4(apha,beta,gamma=0,tiempo,valor,id_grafica)
23 $( "#cbx_tp_gr" ).change(function() {
24 id_grafica=$("#cbx_tp_gr").val();
25 frk_4(apha,beta,gamma,tiempo,valor,id_grafica)
26 });
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27 break;
28 case ’4’:
29 interfaz_caso4()
30 apha=$( "#apha").slider( "value" );
31 gamma=$( "#gamma").slider( "value" );
32 beta=$( "#beta").slider( "value" );
33 tiempo=$( "#tiempo").slider( "value" );
34 id_grafica=$("#cbx_tp_gr").val();
35 frk_4(apha,beta,gamma,tiempo,valor,id_grafica)
36 $( "#cbx_tp_gr" ).change(function() {
37 id_grafica=$("#cbx_tp_gr").val();
38 frk_4(apha,beta,gamma,tiempo,valor,id_grafica)
39 });
40 break;
41 default:
42 break;
43 }
44 }
Listing A.2: CASOS PRESENTADOS
1 $( "#apha" ).slider({
2 range: "min",
3 min: 0.001,
4 max: 0.0124,
5 step:0.0001,
6 value: 0.002,
7 slide: function( event, ui ) {
8 $( "#n_apha" ).val(ui.value)
9 apha=ui.value
10 beta=$( "#beta" ).slider( "value" );
11 tiempo=$( "#tiempo" ).slider( "value" );
12 console.log(apha+""+beta+""+gamma+""+tiempo)
13 id_grafica=$("#cbx_tp_gr").val();
14 frk_4(apha,beta,gamma=0,tiempo,’1’,id_grafica)
15
16 }
17 });
Listing A.3: CREACION DE LOS SLIDERS
1 function frk_4(alpha,beta,gama,tiempo,id,id_gr)
2 {
3 var apha=alpha.toString();
4 var bt=beta.toString();
5 var gm=gama.toString();
6 var b=tiempo.toString();
7 var m1=$("#mu1").val();
8 var m2=$("#mu2").val();
9 var V0=$("#V0").val();
10 var W0=$("#W0").val();
11 var X0=$("#X0").val();
12 var Y0=$("#Y0").val();
13 var Z0=$("#Z0").val();
14 var n=$("#n").val();
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15 var p=$("#p").val();
16 var q=$("#q").val();
17 var id=id;
18 var id_gr=id_gr;
19 var parametros={
20 apha:apha,
21 bt:bt,
22 gm:gm,
23 m1:m1,
24 m2:m2,
25 b:b,
26 V0:V0,
27 W0:W0,
28 X0:X0,
29 Y0:Y0,
30 Z0:Z0,
31 n:n,
32 id:id,
33 id_gr:id_gr,
34 p:p,
35 q:q
36 }
37 console.log(parametros)
38 //------------------------------------------//
39 $.ajax({
40 url: ’/metodos’,
41 data: parametros,
42 type: ’POST’,
43 success: function(datos){
44 $(’#example’).show()
45 var obj = jQuery.parseJSON(datos);
46 $(’#example’).DataTable({
47 data: obj,
48 destroy:true,
49 searching: false,
50 paging: false,
51 ordering: false,
52 info: false,
53 dom: ’Bfrtip’,
54 buttons: [
55 ’copy’, ’csv’, ’excel’, ’pdf’, ’print’
56 ]
57 });
58 },
59 error: function(error){
60 console.log(error);
61 }
62 });
63
64 $.ajax({
65 url: ’/grafica’,
66 data: parametros,
67 type: ’POST’,
68 success: function(datos){
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69 var obj = jQuery.parseJSON(datos);
70 $(’#dv_grf’).html(obj)
71 },
72 error: function(error){
73 console.log(error);
74 }
75 });
76 }
77 //----------------------------------------------------------//
Listing A.4: COLLECTA Y DEVOLUCION DE LOS DATOS QUE VAN HACER
PROCESADOS POR PYTHON Y MOSTRADOS EN HTML. AJAX EN ACCION
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1 from f l a s k import Flask , r e n d e r t emp l a t e , j son , r e q u e s t , Markup
2 import j s o n
3 from metodos numer i co s import ∗
4 from me todo s nume r i co s c import ∗ #metodos_numericos_c
5 import ma t p l o t l i b . p y p l o t a s p l t
6 import p l o t l y . t o o l s a s t l s
7 from p l o t l y . o f f l i n e import ∗
8 from p l o t l y . g r a p h o b j s import ∗
9
10
11 app = F l a s k ( name )
12
13 @app . r o u t e (’/’ )
14 def main ( ) :
15 re turn r e n d e r t em p l a t e (’index.html’ )
16
17
18 @app . r o u t e (’/examen’ )
19 def examen ( ) :
20 re turn r e n d e r t em p l a t e (’examen.html’ )
21
22 @app . r o u t e (’/metodos’ , methods =[’POST’ ] )
23 def metodos ( ) :
24 i d = s t r ( r e q u e s t . form [’id’ ] )
25 p = f l o a t ( r e q u e s t . form [’p’ ] )
26 q = f l o a t ( r e q u e s t . form [’q’ ] )
27 apha = f l o a t ( r e q u e s t . form [’apha’ ] )
28 gm = f l o a t ( r e q u e s t . form [’gm’ ] )
29 b t = f l o a t ( r e q u e s t . form [’bt’ ] )
30 m1 = f l o a t ( r e q u e s t . form [’m1’ ] )
31 m2 = f l o a t ( r e q u e s t . form [’m2’ ] )
32 u = f l o a t ( r e q u e s t . form [’V0’ ] )
33 h1 = f l o a t ( r e q u e s t . form [’W0’ ] )
34 h2 = f l o a t ( r e q u e s t . form [’X0’ ] )
35 o1 = f l o a t ( r e q u e s t . form [’Y0’ ] )
36 o2 = f l o a t ( r e q u e s t . form [’Z0’ ] )
37 b = f l o a t ( r e q u e s t . form [’b’ ] )
38 #################################
39 r = m2− m1
40 T= u+ h1+ h2+ o1+ o2
41 u=round ( u / T , 3 )
42 h1=round ( h1 / T , 3 )
43 h2=round ( h2 / T , 3 )
44 o1=round ( o1 / T , 3 )
45 o2=round ( o2 / T , 3 )
46 apha n=round ( apha / r , 3 )
47 b t n =round ( b t / r , 3 )
48 gm n=round ( gm / r , 3 )
49 ##################################
50 n = i n t ( r e q u e s t . form [’n’ ] )
51 i f ( i d ==’1’ ) :
52 r e s u l t a d o =RK13 ( u , h1 , h2 , o1 , o2 , apha , gm , b t , p , q , m1 , m2 ,
b , n , i d )
53 j = j s o n . dumps ( r e s u l t a d o [ 6 ] )
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54 re turn j
55 e l s e :
56 r e s u l t a d o =RK44 ( u , h1 , h2 , o1 , o2 , apha n , gm n , b t n , b , n , i d
)
57 j = j s o n . dumps ( r e s u l t a d o [ 6 ] )
58 re turn j
59
60
61 @app . r o u t e (’/grafica’ , methods =[’POST’ ] )
62 def g r a f i c a ( ) :
63 i d = s t r ( r e q u e s t . form [’id’ ] )
64 i d g r = s t r ( r e q u e s t . form [’id_gr’ ] )
65 p = f l o a t ( r e q u e s t . form [’p’ ] )
66 q = f l o a t ( r e q u e s t . form [’q’ ] )
67 apha = f l o a t ( r e q u e s t . form [’apha’ ] )
68 gm = f l o a t ( r e q u e s t . form [’gm’ ] )
69 b t = f l o a t ( r e q u e s t . form [’bt’ ] )
70 m1 = f l o a t ( r e q u e s t . form [’m1’ ] )
71 m2 = f l o a t ( r e q u e s t . form [’m2’ ] )
72 u = f l o a t ( r e q u e s t . form [’V0’ ] )
73 h1 = f l o a t ( r e q u e s t . form [’W0’ ] )
74 h2 = f l o a t ( r e q u e s t . form [’X0’ ] )
75 o1 = f l o a t ( r e q u e s t . form [’Y0’ ] )
76 o2 = f l o a t ( r e q u e s t . form [’Z0’ ] )
77 b = f l o a t ( r e q u e s t . form [’b’ ] )
78 #################################
79 r = m2− m1
80 T= u+ h1+ h2+ o1+ o2
81 u= u / T
82 h1= h1 / T
83 h2= h2 / T
84 o1= o1 / T
85 o2= o2 / T
86 apha n= apha / r
87 b t n = b t / r
88 gm n= gm / r
89 ##################################
90 n = i n t ( r e q u e s t . form [’n’ ] )
91
92 i f ( i d ==’1’ ) :
93 r e s u l t a d o =RK13 ( u , h1 , h2 , o1 , o2 , apha , gm , b t , p , q , m1 , m2 ,
b , n , i d )
94 e l s e :
95 r e s u l t a d o =RK44 ( u , h1 , h2 , o1 , o2 , apha n , gm n , b t n , b , n , i d
)
96
97 t = r e s u l t a d o [ 0 ]
98 V= r e s u l t a d o [ 1 ]
99 W= r e s u l t a d o [ 2 ]
100 X= r e s u l t a d o [ 3 ]
101 Y= r e s u l t a d o [ 4 ]
102 Z= r e s u l t a d o [ 5 ]
103 #todo este codigo sirve para plotear en python...
104 i f ( i d g r ==’1’ ) :
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105 f i g = p l t . g c f ( )
106 ax = p l t . s u b p l o t ( )
107 ax . p l o t ( t , V,’-r’ , l a b e l =’Uaa’ )
108 ax . p l o t ( t , W,’-b’ , l a b e l =’HAA’ )
109 ax . p l o t ( t , X,’-k’ , l a b e l =’HAa’ )
110 ax . p l o t ( t , Y,’-g’ , l a b e l =’OAA’ )
111 ax . p l o t ( t , Z ,’-y’ , l a b e l =’OAa’ )
112 p l o t l y f i g = t l s . m p l t o p l o t l y ( f i g )
113 p l o t l y f i g [’layout’ ] [’showlegend’ ] = True
114 p l o t l y f i g [’layout’ ] [’legend’ ] = {}
115 p l o t l y f i g [’layout’ ] [’legend’ ] . upda t e ({’x’ : 0 . 0 , ’y’ :−0 .3 , ’
borderwidth’ : 1 , ’bgcolor’ :’rgb(217,217,217)’} )
116 my p l o t d i v = p l o t ( p l o t l y f i g , o u t p u t t y p e =’div’ )
117 g r a f i c a = s t r ( my p l o t d i v )
118 re turn j s o n . dumps ( g r a f i c a )
119 i f ( i d g r ==’2’ ) :
120 f i g = p l t . g c f ( )
121 ax = p l t . s u b p l o t ( )
122 ax . p l o t (W, Y,’-b’ , l a b e l =’HAA vs OAA’ )
123 p l o t l y f i g = t l s . m p l t o p l o t l y ( f i g )
124 p l o t l y f i g [’layout’ ] [’showlegend’ ] = True
125 p l o t l y f i g [’layout’ ] [’legend’ ] = {}
126 p l o t l y f i g [’layout’ ] [’legend’ ] . upda t e ({’x’ : 0 . 0 , ’y’ :−0 .3 , ’
borderwidth’ : 1 , ’bgcolor’ :’rgb(217,217,217)’} )
127 my p l o t d i v = p l o t ( p l o t l y f i g , o u t p u t t y p e =’div’ )
128 g r a f i c a = s t r ( my p l o t d i v )
129 re turn j s o n . dumps ( g r a f i c a )
130
131 i f ( i d g r ==’3’ ) :
132 f i g = p l t . g c f ( )
133 ax = p l t . s u b p l o t ( )
134 ax . p l o t (X, Z ,’-b’ , l a b e l =’HAa vs OAa’ )
135 p l o t l y f i g = t l s . m p l t o p l o t l y ( f i g )
136 p l o t l y f i g [’layout’ ] [’showlegend’ ] = True
137 p l o t l y f i g [’layout’ ] [’legend’ ] = {}
138 p l o t l y f i g [’layout’ ] [’legend’ ] . upda t e ({’x’ : 0 . 0 , ’y’ :−0 .3 , ’
borderwidth’ : 1 , ’bgcolor’ :’rgb(217,217,217)’} )
139 my p l o t d i v = p l o t ( p l o t l y f i g , o u t p u t t y p e =’div’ )
140 g r a f i c a = s t r ( my p l o t d i v )
141 re turn j s o n . dumps ( g r a f i c a )
142
143
144 i f name == "__main__" :
145 app . run ( debug=True )
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Python procesa los datos
1 from sympy import ∗
2 from math import ∗
3 import numpy as np
4
5 def RK44 ( u , h1 , h2 , o1 , o2 , apha , gm , bt , T , Np , id ) :
6 l i s t a = [ ]
7 x i =0
8 h=T /Np
9 w5 = [ u ]
10 w1 = [ h1 ]
11 w2 = [ h2 ]
12 w3 = [ o1 ]
13 w4 = [ o2 ]
14 t i = [ x i ]
15
16 l =( xi , u , h1 , h2 , o1 , o2 )
17 l i s t a . append ( l )
18 f o r i in range ( 1 , i n t (Np) +1) :
19
20 k11=h∗E2 ( t i [ i −1] ,w1[ i −1] ,w2[ i −1] ,w3[ i −1] ,w4[ i −1] , apha , gm , bt , id )
;
21 k12=h∗E3 ( t i [ i −1] ,w1[ i −1] ,w2[ i −1] ,w3[ i −1] ,w4[ i −1] , apha , gm , bt , id )
;
22 k13=h∗E4 ( t i [ i −1] ,w1[ i −1] ,w2[ i −1] ,w3[ i −1] ,w4[ i −1] , apha , gm , bt , id )
;
23 k14=h∗E5 ( t i [ i −1] ,w1[ i −1] ,w2[ i −1] ,w3[ i −1] ,w4[ i −1] , apha , gm , bt , id )
;
24
25
26 k21=h∗E2 ( t i [ i −1]+h ∗0 . 5 ,w1[ i −1]+k11 ∗0 . 5 ,w2[ i −1]+k12 ∗0 . 5 ,w3[ i −1]+
k13 ∗0 . 5 ,
27 w4[ i −1]+k14 ∗0 . 5 , apha , gm , bt , id ) ;
28 k22=h∗E3 ( t i [ i −1]+h ∗0 . 5 ,w1[ i −1]+k11 ∗0 . 5 ,w2[ i −1]+k12 ∗0 . 5 ,w3[ i −1]+
k13 ∗0 . 5 ,
29 w4[ i −1]+k14 ∗0 . 5 , apha , gm , bt , id ) ;
30 k23=h∗E4 ( t i [ i −1]+h ∗0 . 5 ,w1[ i −1]+k11 ∗0 . 5 ,w2[ i −1]+k12 ∗0 . 5 ,w3[ i −1]+
k13 ∗0 . 5 ,
31 w4[ i −1]+k14 ∗0 . 5 , apha , gm , bt , id ) ;
32 k24=h∗E5 ( t i [ i −1]+h ∗0 . 5 ,w1[ i −1]+k11 ∗0 . 5 ,w2[ i −1]+k12 ∗0 . 5 ,w3[ i −1]+
k13 ∗0 . 5 ,
33 w4[ i −1]+k14 ∗0 . 5 , apha , gm , bt , id ) ;
34
35
36 k31=h∗E2 ( t i [ i −1]+h ∗0 . 5 ,w1[ i −1]+k21 ∗0 . 5 ,w2[ i −1]+k22 ∗0 . 5 ,w3[ i −1]+
k23 ∗0 . 5 ,
37 w4[ i −1]+k24 ∗0 . 5 , apha , gm , bt , id ) ;
38 k32=h∗E3 ( t i [ i −1]+h ∗0 . 5 ,w1[ i −1]+k21 ∗0 . 5 ,w2[ i −1]+k22 ∗0 . 5 ,w3[ i −1]+
k23 ∗0 . 5 ,
39 w4[ i −1]+k24 ∗0 . 5 , apha , gm , bt , id ) ;
40 k33=h∗E4 ( t i [ i −1]+h ∗0 . 5 ,w1[ i −1]+k21 ∗0 . 5 ,w2[ i −1]+k22 ∗0 . 5 ,w3[ i −1]+
k23 ∗0 . 5 ,
41 w4[ i −1]+k24 ∗0 . 5 , apha , gm , bt , id ) ;
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42 k34=h∗E5 ( t i [ i −1]+h ∗0 . 5 ,w1[ i −1]+k21 ∗0 . 5 ,w2[ i −1]+k22 ∗0 . 5 ,w3[ i −1]+
k23 ∗0 . 5 ,
43 w4[ i −1]+k24 ∗0 . 5 , apha , gm , bt , id ) ;
44
45
46 k41=h∗E2 ( t i [ i −1]+h ∗0 . 5 ,w1[ i −1]+k31 , w2[ i −1]+k32 , w3[ i −1]+k33 , w4[ i
−1]+k34 ,
47 apha , gm , bt , id ) ;
48 k42=h∗E3 ( t i [ i −1]+h ∗0 . 5 ,w1[ i −1]+k31 , w2[ i −1]+k32 , w3[ i −1]+k33 , w4[ i
−1]+k34 ,
49 apha , gm , bt , id ) ;
50 k43=h∗E4 ( t i [ i −1]+h ∗0 . 5 ,w1[ i −1]+k31 , w2[ i −1]+k32 , w3[ i −1]+k33 , w4[ i
−1]+k34 ,
51 apha , gm , bt , id ) ;
52 k44=h∗E5 ( t i [ i −1]+h ∗0 . 5 ,w1[ i −1]+k31 , w2[ i −1]+k32 , w3[ i −1]+k33 , w4[ i
−1]+k34 ,
53 apha , gm , bt , id ) ;
54
55 x2=w1[ i −1] + ( k11 + 2∗k21 + 2∗k31 + k41 ) / 6
56 x3=w2[ i −1] + ( k12 + 2∗k22 + 2∗k32 + k42 ) / 6
57 x4=w3[ i −1] + ( k13 + 2∗k23 + 2∗k33 + k43 ) / 6
58 x5=w4[ i −1] + ( k14 + 2∗k24 + 2∗k34 + k44 ) / 6
59 x1=1−x2−x3−x4−x5
60
61 w1 = np . append (w1 , x2 )
62 w2 = np . append (w2 , x3 )
63 w3 = np . append (w3 , x4 )
64 w4 = np . append (w4 , x5 )
65 w5 = np . append (w5 , x1 )
66
67 t i = np . append ( t i , x i + i ∗h )
68
69 l =( round ( x i + i ∗h , 3 ) , round ( x1 , 9 ) , round ( x2 , 9 ) , round ( x3 , 9 ) , round ( x4
, 9 ) ,
70 round ( x5 , 9 ) )
71 l i s t a . append ( l )
72 re turn ( t i , w5 , w1 , w2 , w3 , w4 , l i s t a )
73
74
75
76 def E2 ( t , h1 , h2 , o1 , o2 , apha , gm , bt , id ) :
77 i f id=="2" :
78 r =h1 ∗ ( o1+o2−( b t +apha ) ) +apha ∗ ( h1+o1 +0.5∗ h2+o2 ∗ 0 . 5 ) ∗∗2
79 i f id=="4" :
80 r =( h1 ∗ ( h1+2∗o1+h2+o2 ) +o1 ∗ ( o1+h2+o2 ) + (0 . 5∗ h2 +0.5∗ o2 ) ∗ ( 0 . 5∗ h2
+0 .5∗ o2 ) ) ∗ apha+gm∗ ( h1+h2 ) ∗o1+(− b t + b t ∗ ( h1+h2 )−apha+o1+o2 ) ∗h1
81 re turn r
82 def E3 ( t , h1 , h2 , o1 , o2 , apha , gm , bt , id ) :
83 i f id=="2" :
84 r =h2 ∗ ( o1+o2−( b t +apha ) ) +2∗ ( h1+o1 +0.5∗ h2+o2 ∗ 0 . 5 ) ∗(1−h1−o1−0.5∗h2
−0.5∗o2 ) ∗ apha
85 i f id=="4" :
86 r = (2∗ ( h1+o1 +0.5∗ h2 +0.5∗ o2 ) ∗(1−( h1+o1 +0.5∗ h2+o2 ∗ 0 . 5 ) ) ) ∗ apha+gm∗ (
h1+h2 ) ∗o2+(− b t + b t ∗ ( h1+h2 )−apha+o1+o2 ) ∗h2
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87 re turn r
88 def E4 ( t , h1 , h2 , o1 , o2 , apha , gm , bt , id ) :
89 i f id=="2" :
90 r =o1 ∗ ( o1+o2−(1+ apha ) ) + b t ∗h1
91 i f id=="4" :
92 r = b t ∗(1−h1−h2 ) ∗h1+(−gm∗ ( h1+h2 )−apha−1+o1+o2 ) ∗o1
93 re turn r
94 def E5 ( t , h1 , h2 , o1 , o2 , apha , gm , bt , id ) :
95 i f id=="2" :
96 r =o2 ∗ ( o1+o2−(1+ apha ) ) + b t ∗h2
97 i f id=="4" :
98 r = b t ∗(1−h1−h2 ) ∗h2+(−gm∗ ( h1+h2 )−apha−1+o1+o2 ) ∗o2
99 re turn r
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Ape´ndice B
Otros Resultados
Esta seccio´n se enfocara´ en enunciar otros teoremas que sera´n usados en el transcurso del
trabajo los cuales son de soporte en la teorı´a de ecuaciones diferenciales.
Teorema B.1 (Regla de Descartes[5]). Se considera un polinomio con coeficientes reales:
p(λ) = a0λ
n + a1λ
n−1 + . . .+ an−1λ+ an, ai ∈ R, a0 6= 0 (B.1)
Sean los coeficientes (B.1):
an, an−1, . . . , a1, a0
Sea k el numero total de signos que se cambia de un coeficiente al siguiente entonces el
numero de raı´ces positivas del polinomio es igual a k o´ menor a un entero par. (Notar que
si k = 1 entonces el polinomio tiene exactamente una raı´z real positiva.
Definicio´n B.1. Sea x0 ∈ Rn y r > 0. Se define el siguiente conjunto:
B(x0, r) = {x ∈ Rnupslope|x− x0| < r}
Se dice que U ⊆ Rn es un conjunto abierto si dado cualquier x ∈ U , existe r tal que
Br(x) ⊆ U
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