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Abstract
In this paper we establish the existence and uniqueness of weak solutions for the initial-boundary value
problem of a fourth-order nonlinear parabolic equation.
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1. Introduction
Suppose that Ω is a bounded open domain of RN with smooth boundary ∂Ω . Consider the
following fourth-order parabolic initial-boundary value problem:⎧⎪⎨
⎪⎩
ut + div
(
DξΦ(∇u)
)= 0 in ΩT ≡ Ω × (0, T ),
∇u · n = 0, DξΦ(∇u) · n = 0 on Γ ≡ ∂Ω × (0, T ),
u(x,0) = u0(x) on Ω ,
(1.1)
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of Φ(ξ) with respect to ξ , and n denotes the unit outward normal vector to ∂Ω . We assume that
the initial value
u0 ∈ H 10 (Ω) (1.2)
and Φ(ξ) satisfies the super-linear condition
lim|ξ |→∞
Φ(ξ)
|ξ | = ∞ (1.3)
and the 2-condition:
There exist a number K > 2 and a constant R > 0 such that
Φ(2ξ)KΦ(ξ), |ξ |R. (1.4)
Without loss of generality we may assume that Φ(0) = 0 and ∫
Ω
u0(x) dx = 0.
There are numerous examples of Φ(ξ) satisfying assumptions (1.3) and (1.4). The popular
examples are listed as follows.
Example 1.
Φ(ξ) = 1
p
|ξ |p, p > 1.
Example 2.
Φ(ξ) = 1
p1
|ξ1|p1 + 1
p2
|ξ2|p2 + · · · + 1
pN
|ξN |pN , pi > 1, i = 1,2, . . . ,N,
where ξ = (ξ1, ξ2, . . . , ξN ).
Example 3.
Φ(ξ) = |ξ | log (1 + |ξ |)
(see [8,19]).
Example 4.
Φ(ξ) = |ξ |Lk
(|ξ |),
where Li(s) = log(1 +Li−1(s)) (i = 1,2, . . . , k) and L0(s) = log(1 + s) for s  0 (see [8,20]).
The fourth-order parabolic partial differential equations have drawn great interest of the
people in the fields such as materials science, engineering, biological mathematics, image analy-
sis, etc. In the following we will cite some interesting papers which are related to our prob-
lem (1.1).
When Φ(ξ) = 12 |ξ |2, the equation in (1.1) is the corresponding parabolic equation of the bi-
harmonic type. Kwembe in [13] studied the existence and uniqueness of global solutions of the
following equation:
ut + λ2u = γ div
(
um∇u).
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ut + div
[
M(u)∇
(
Ku− ∂f
∂u
)]
= 0,
originally describes the evolution of a conserved concentration field during phase separation
and has become a pillar of materials science and engineering. Calderón and Kwembe in [5]
used the Cahn–Hilliard equation to model the long range effect of insects dispersal. The Cahn–
Hilliard equation also underpins methods used to improve the sharpness of vague images in
image analysis.
The thin film equation
ht + div
(
hn∇h)= 0
models thin viscous flows on solid surfaces. King, Stein and Winkler in [12] studied the contin-
uum model for epitaxial thin film growth⎧⎪⎪⎨
⎪⎪⎩
ut +2u− ∇ ·
(
f (∇u))= g in Ω × (0, T ],
∂u
∂n
= ∂u
∂n
= 0 on ∂Ω × (0, T ],
u(x,0) = u0(x) in Ω ,
and showed the existence, uniqueness and regularity of solutions in an appropriate function
space. Li and Liu in [15] investigated two nonlinear diffusion equations for thin film epitaxy
with or without slope selection
ut + ∇ ·
( ∇u
1 + |∇u|2 + δ∇u
)
= 0 or ut + ∇ ·
[(
1 − |∇u|2)∇u+ δ∇u]= 0,
and showed that the corresponding problems are well posed. Myers in [16] used the general thin
film equation
ut + ∇ ·
(
f (u)∇u)= 0
to model the surface tension dominated motion of thin viscous film and spreading droplets. Dal
Passo, Garcke and Grün in [6] proved existence and positivity results for the above degenerate
parabolic equations of fourth-order with nonnegative initial values by means of energy and en-
tropy estimates, discussed the asymptotic behavior for t → ∞, and gave a counterexample to
uniqueness. Xu and Zhou in [22] have obtained the existence and uniqueness of weak solutions
for a generalized thin film model⎧⎪⎨
⎪⎩
ut + div
(|∇u|p−2∇u)= f − divg in Ω × (0, T ],
u = u = 0 on ∂Ω × (0, T ],
u(x,0) = u0(x) in Ω ,
which is a special case of problem (1.1).
The well-known Perona–Malik model⎧⎪⎪⎨
⎪⎪⎩
ut − div
(
c
(|∇u|2)∇u)= 0 in Ω × (0, T ],
∂u
∂n
= 0 on ∂Ω × (0, T ], (1.5)u(x,0) = u0(x) in Ω ,
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have obtained the existence and uniqueness of weak solutions for a generalized nonlinear diffu-
sion problem⎧⎪⎨
⎪⎩
ut − div
(
DξΦ(∇u)
)= 0 in Ω × (0, T ],
DξΦ(∇u) · n = 0 on ∂Ω × (0, T ],
u(x,0) = u0(x) in Ω ,
where Φ satisfies the same conditions as in (1.1).
Some fourth-order versions of Perona–Malik equation were proposed in image analysis. Wei
in [21], and Tumblin and Turk in [18] used the equations of the form
ut + ∇ ·
( ∇u
1 + |∇u|2
)
= 0
and
ut + ∇ ·
( ∇u
1 + |u|2
)
= 0
and You and Kaveh in [23] used the equation of the form
ut +
(
u
1 + |u|2
)
= 0.
Osher, Solé and Vese in [17] proposed a new model
ut + 12λ
(
div
( ∇u
|∇u|
))
= f − u
for image decomposition and image restoration into cartoon and texture. Greer and Bertozzi in
[10] proved the existence and uniqueness of solutions of the initial-boundary valued problem of
the following equation:
ut + ∇ ·
(
g
(
JσD
ku
)∇u)= 0,
where k is any multi-index, the operator Jσ is a standard mollifier, and g satisfies the properties
of Perona–Malik model. In [1] they considered a fourth-order diffusion equation
ut + ∇ ·
( ∇u
1 + |u|2
)
= λ(f − u)
for image denoising and segmentation, where f is a noisy signal. In [11] they proved the exis-
tence and nonexistence of travelling wave solutions of a fourth-order nonlinear diffusion equation
for image processing.
In this paper, we will study a general equation as described in (1.1). We will give a unify-
ing method to prove the existence and uniqueness of weak solutions for such initial-boundary
value problems. By the same technique we may obtain the same results for the similar problem
with Dirichlet boundary conditions. Since our equation with Neumann boundary conditions has
potential applications in image analysis, we are much more motivated to study (1.1). A key ob-
servation in this paper is an energy type estimate, which is the starting point of our arguments.
Since our assumptions imposed on the initial value is based on this estimate, these assumptions
are more natural and much weaker than those in the literature.
This paper is organized as follows. We present the main results and list some important lem-
mas in Section 2. We investigate the existence and uniqueness of weak solutions of problem (1.1)
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represent a generic constant that may change from line to line even if in the same inequality.
2. Main results
Let p  1. First we define the Banach space
W
2,p
n (Ω) ≡
{
u ∈ W 2,p(Ω): ∂u
∂n
∣∣∣∣
∂Ω
= 0 and
∫
Ω
udx = 0
}
with the norm ‖v‖
W
2,p
n (Ω)
= ‖v‖W 2,p(Ω).
Let 1∗ = N/(N − 1). Now we define weak solutions of problem (1.1).
Definition 2.1. Let T be a fixed positive number. A function u : Ω¯ × [0, T ] → R is a weak
solution of problem (1.1) if the following conditions are satisfied:
(1) u ∈ C([0, T ];L2(Ω))∩L∞(0, T ;H 1(Ω))∩L1(0, T ;W 2,1∗n (Ω)) with
T∫
0
∫
Ω
Φ(∇u)dx dt < +∞;
(2) for every t ∈ [0, T ],∫
Ω
u(x, t) dx =
∫
Ω
u0(x) dx = 0; (2.1)
(3) for any ϕ ∈ C1(Ω¯T ) with ϕ(·, T ) = 0,
∫
Ω
u0(x)ϕ(x,0) dx +
T∫
0
∫
Ω
[
uϕt +DξΦ(∇u) · ∇ϕ
]
dx dt = 0. (2.2)
Remark 2.2. Let u be a weak solution of problem (1.1). By using the approximation technique
(see [7]), we have
∫
Ω
uϕ dx
∣∣t
0 −
t∫
0
∫
Ω
[
uϕt +DξΦ(∇u) · ∇ϕ
]
dx dt = 0 (2.3)
for each t ∈ [0, T ] and any ϕ ∈ C1(Ω¯T ).
Remark 2.3. We can formally choose −u as a test function in (2.3) to obtain an energy type
estimate. That is, for a.e. t ∈ [0, T ],
1
2
∫
Ω
∣∣∇u(x, t)∣∣2 dx +
t∫
0
∫
Ω
DξΦ(∇u) · ∇udx dτ = 12
∫
Ω
∣∣∇u0(x)∣∣2 dx. (2.4)
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to the initial value u0(x) when t < 0. We next mollify u in the spatial directions to have an
approximation C∞ sequence uε , then introduce the time average of −uε(x, t),
φε,h(x, t) = 12h
t+h∫
t−h
−uε(x, τ ) dτ.
As u ∈ C([0, T ];L2(Ω)) ∩ L∞(0, T ;H 1(Ω)) ∩ L1(0, T ;W 2,1∗n (Ω)) in Definition 2.1, we
know that φε,h(x, t) ∈ C1(Ω¯T ), and may choose it as a test function ϕ in (2.3). Sending first
ε → 0, and then h → 0, by a careful calculation we conclude that, for a.e. t ∈ [0, T ],
∫
Ω
uφε,h dx
∣∣t
0 −
t∫
0
∫
Ω
u[φε,h]t dx dt → 12
∫
Ω
∣∣∇u(x, t)∣∣2 dx − 1
2
∫
Ω
∣∣∇u0(x)∣∣2 dx,
−
t∫
0
∫
Ω
DξΦ(∇u) · ∇φε,h dx dt →
t∫
0
∫
Ω
DξΦ(∇u) · ∇udx dτ.
Theorem 2.4. Under the above assumptions, the initial-boundary value problem (1.1) admits a
unique weak solution.
Suppose that Φ is a nonnegative convex function. Define the polar function Ψ of Φ by
Ψ (η) = sup
ξ∈RN
{
η · ξ −Φ(ξ)}. (2.5)
It is obvious that Ψ (η) is a nonnegative convex function.
Lemma 2.5. [20] Suppose that Φ(ξ) is a C1 convex function satisfying (1.4). Then for every
ξ ∈RN with |ξ | >R,
Φ(ξ)DΦ(ξ) · ξ  (K − 1)Φ(ξ); (2.6)
for all ξ1, ξ2 ∈RN ,(
DΦ(ξ1)−DΦ(ξ2)
) · (ξ1 − ξ2) 0. (2.7)
Lemma 2.6. [20] Suppose that Φ(ξ) is a C1 convex function satisfying (1.4) and Ψ (η) is its
polar function. Then for all ξ, η, ζ ∈RN with |ζ | >R,
ξ · ηΦ(ξ)+Ψ (η), (2.8)
0 Ψ
(
DΦ(ζ)
)= DΦ(ζ) · ζ −Φ(ζ) (K − 2)Φ(ζ ). (2.9)
Lemma 2.7. [20] Suppose that Φ(ξ) is a C1 convex function satisfying (1.4) and Ψ (η) is its
polar function. Then there exist positive numbers p > 1, R′ > 0, R′ > 0, K1 > 0 and K2 > 0
such that for all ξ, η ∈RN ,
Φ(ξ)K1|ξ |p, |ξ |R, (2.10)
Ψ (η)K2|η|p′ , |η|R′, p′ = p
p − 1 . (2.11)
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measurable subset with finite Lebesgue measure |D| and suppose that {fj } ⊂ L(D;RN) satisfies
that ∫
D
Φ(fj ) dx  C, (2.12)
where C is a positive constant. Then there exist a subsequence {fmj } ⊂ {fj } and a function
f ∈ L(D;RN) such that
fmj ⇀ f weakly in L
(
D;RN ) as j → ∞
with ∫
D
Φ(f )dx  lim inf
j→∞
∫
D
Φ(fmj ) dx C.
3. Existence and uniqueness
Let m be a positive number. Now we let h = T/m be a sequence of time steps and consider
the following elliptic problems:⎧⎨
⎩
umk − umk−1
h
+ div(DξΦ(∇umk ))= 0 in Ω,
∇umk · n|∂Ω = 0, DξΦ
(∇umk ) · n|∂Ω = 0, k = 1,2, . . . ,m,
(3.1)
where um0 = u0.
Now, we first consider the existence and uniqueness of weak solutions of the following elliptic
problem:⎧⎨
⎩
u− u0
h
+ div(DξΦ(∇u))= 0 in Ω ,
∇u · n = 0, DξΦ(∇u) · n = 0 on ∂Ω ,
(3.2)
with h > 0 and u0 ∈ H 10 (Ω), which is the case of (3.1) when k = 1.
Now we introduce the space
V = {v ∈ H 1(Ω)∩W 2,1∗n (Ω) ∣∣v ∈ W 1,1(Ω) and Φ(∇v) ∈ L1(Ω)}
with the norm ‖v‖V = ‖v‖H 1(Ω) + ‖v‖W 2,1∗ (Ω) + ‖∇v‖L1(Ω). Since function Φ satisfying
(1.4) is convex, it is easy to verify that V is a Banach space.
Definition 3.1. A function u ∈ V is called a weak solution of problem (3.2) if for any ϕ ∈ C1(Ω¯),
we have∫
Ω
u− u0
h
ϕ dx −
∫
Ω
DξΦ(∇u) · ∇ϕ dx = 0. (3.3)
When we take ϕ = 1, (3.3) implies that∫
Ω
udx =
∫
Ω
u0 dx = 0.
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Proof. We will prove the theorem by methods of calculus of variations, which have been used
in [20,22].
Consider a functional J on V defined by
J (v) = 1
2h
∫
Ω
|∇v − ∇u0|2 dx +
∫
Ω
Φ(∇v)dx.
We will establish that J (v) has a minimizer um1 (x) in V .
Since 0 ∈ V and
0 inf
v∈V J (v) J (0) =
1
2h
∫
Ω
|∇u0|2 dx,
we can choose a minimizing sequence {vn}∞n=1 ⊂ V such that
J (vn) → inf
w∈V J (w).
Thus we have, for n = 1,2, . . . ,
‖vn‖H 1(Ω)  C,
∫
Ω
Φ(∇vn)dx  C. (3.4)
Since vn ∈ W 1,1(Ω) with Φ(∇vn) ∈ L1(Ω), by using Sobolev’s imbedding theorem, we
have
‖vn‖L1∗ (Ω)  C‖vn‖W 1,1(Ω)  C‖∇vn‖L1(Ω)  C
∥∥Φ(∇vn)∥∥L1(Ω) +C.
Using W 2,p-theory of elliptic equations for the function vn (see [9]), Sobolev’s inequality and
inequality (3.4), we have
‖vn‖W 2,1∗ (Ω)  C‖vn‖L1∗ (Ω) +C‖vn‖L1∗ (Ω)
 C
∥∥Φ(∇vn)∥∥L1(Ω) +C‖vn‖H 1(Ω) +C  C.
Thus, we get
‖vn‖V = ‖vn‖H 1(Ω) + ‖vn‖W 2,1∗ (Ω) +
∥∥Φ(∇vn)∥∥L1(Ω)  C. (3.5)
Therefore, {vn} is bounded in Banach space V . By using Lemma 2.8 we may find a subsequence
{vnj }∞j=1 ⊂ {vn}∞n=1 and a function um1 ∈ H 1(Ω)∩W 2,1
∗
n (Ω) such that
vnj ⇀ u
m
1 weakly in H
1(Ω),
vnj ⇀ u
m
1 weakly in W
2,1∗
n (Ω),
∇vnj ⇀ ∇um1 weakly in
(
L1(Ω)
)N
.
Since the norm in V is lower semi-continuous, J (v) is weakly lower semi-continuous on V .
Then, we have
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∫
Ω
um1 dx = lim
j→∞
∫
Ω
vnj dx =
∫
Ω
u0 dx,
∫
Ω
∣∣∇um1 − ∇u0∣∣2 dx  lim inf
j→∞
∫
Ω
|∇vnj − ∇u0|2 dx
and ∫
Ω
Φ
(∣∣∇um1 ∣∣)dx  lim inf
j→∞
∫
Ω
Φ
(|∇vnj |)dx,
which ensures that
J
(
um1
)
 lim inf
j→∞ J (vnj ) = infw∈W J(w).
This implies that um1 ∈ V is a minimizer of the functional J (v) in V , i.e.,
J
(
um1
)= inf
w∈V J (w).
Now for every φ ∈ C3(Ω¯) and every t ∈R, since
0Φ
(
um1 + t (φ − φΩ)
)
 1
2
[
Φ
(
2um1
)+Φ(2t (φ − φΩ))]
 K
2
Φ
(
um1
)+ 1
2
Φ
(
2t (φ − φΩ)
)
,
we have um1 + t (φ − φΩ) ∈ V , and then F(0) F(t), where
F(t) = J (um1 + t (φ − φΩ))
and φΩ = −
∫
φ dx = 1|Ω|
∫
Ω
φ dx is the integral mean of φ over Ω . Thus, we get F ′(0) = 0, which
is ∫
Ω
∇um1 − ∇u0
h
· ∇φ dx +
∫
Ω
DξΦ
(∇um1 ) · ∇φ dx = 0.
Choosing φ such that ∇φ · n|∂Ω = 0, we have∫
Ω
[
um1 − u0
h
(−φ)+DξΦ
(∇um1 ) · ∇φ
]
dx = 0.
As the Neumann problem −φ = ϕ with the boundary condition ∇φ · n|∂Ω = 0 is solvable, the
function um1 is a weak solution of the corresponding Euler–Lagrange equation of J (v), which is
problem (3.2).
Suppose that there exists another weak solution u˜m1 of problem (3.2). Then, for every ϕ ∈
C1(Ω¯), we have∫
Ω
u˜m1 − u0
h
ϕ dx −
∫
Ω
DξΦ
(∇u˜m1 ) · ∇ϕ dx = 0,
which implies that
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Ω
um1 − u˜m1
h
ϕ dx −
∫
Ω
(
DξΦ
(∇um1 )−DξΦ(∇u˜m1 )) · ∇ϕ dx = 0. (3.6)
Recalling the inequalities in Lemma 2.6, we have∣∣DξΦ(∇u˜m1 ) · ∇um1 ∣∣Φ(∇um1 )+Φ(−∇um1 )+Ψ (DξΦ(∇u˜m1 ))
Φ
(∇um1 )+Φ(−∇um1 )+ (K − 2)Φ(∇u˜m1 ) ∈ L1(Ω).
Using the approximation argument (see Remark 2.3), we can take ϕ = um1 − u˜m1 as a test
function in (3.6). Thus, we have
1
h
∫
Ω
∣∣∇um1 − ∇u˜m1 ∣∣2 dx
+
∫
Ω
[
DξΦ
(∇um1 )−DξΦ(∇u˜m1 )] · (∇um1 − ∇u˜m1 )dx = 0.
Since the two terms on the left-hand side are nonnegative by Lemma 2.5, we have ∇um1 = ∇u˜m1
a.e. in Ω . Since
∫
Ω
um1 dx =
∫
Ω
u0 dx =
∫
Ω
u˜m1 dx, we conclude u
m
1 − u˜m1 = 0 a.e. in Ω . There-
fore we obtain the uniqueness of weak solutions. Thus we complete the proof of the theorem. 
Proof of Theorem 2.4. We will use the same methods as in [20,22] to prove the theorem.
(1) Existence of weak solutions.
First we construct an approximation solution sequence {um} for problem (1.1).
When k = 1, it implies from Theorem 3.2 that there is a unique solution um1 ∈ V satisfying
(3.1). Following the same procedures, we find weak solutions umk ∈ V of (3.1) which satisfy their
weak forms
1
h
∫
Ω
(
umk − umk−1
)
η dx −
∫
Ω
DξΦ
(∇umk ) · ∇η dx = 0,
∀η ∈ C1(Ω¯), k = 1,2, . . . ,m. (3.7)
It implies from (3.7) that, for every η ∈ C1(Ω¯),
1
h
∫
Ω
∇(umk − umk−1) · ∇η dx +
∫
Ω
DξΦ
(∇umk ) · ∇ηdx = 0. (3.8)
Next, we take η = umk as a test function in (3.8) to obtain an a priori estimate for the function
umk (k = 1,2, . . . ,m)
1
2
∥∥∇umk ∥∥2L2(Ω) + h
∫
Ω
DξΦ
(∇umk ) · ∇umk dx  12
∥∥∇umk−1∥∥2L2(Ω). (3.9)
For each t ∈ (0, T ], there exists some i ∈ {1,2, . . . ,m} such that t ∈ ((i − 1)h, ih]. We add all
inequalities (3.9) for k = 1, . . . , i, to get
1
2
∥∥∇umi ∥∥2L2(Ω) + h
i∑
k=1
∫
DξΦ
(∇umk ) · ∇umk dx  12‖∇u0‖2L2(Ω). (3.10)
Ω
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um(x, t) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
um0 (x), t = 0,
um1 (x), 0 < t  h,
...
umj (x), (j − 1)h < t  jh,
...
umm(x), (n− 1)h < t mh = T .
(3.11)
Thus, we have
1
2
∥∥∇um(t)∥∥2
L2(Ω) +
ih∫
0
∫
Ω
DξΦ
(∇um) · ∇um dx dτ  1
2
‖∇u0‖2L2(Ω),
or
1
2
∥∥∇um(t)∥∥2
L2(Ω) +
t∫
0
∫
Ω
DξΦ
(∇um) · ∇um dx dτ  1
2
‖∇u0‖2L2(Ω). (3.12)
Therefore, after taking the supremum over [0, T ], we get
sup
0tT
∫
Ω
∣∣∇um(x, t)∣∣2 dx +
T∫
0
∫
Ω
DξΦ
(∇um) · ∇um dx dt  2‖∇u0‖2L2(Ω).
By Lemma 2.5, we get
sup
0tT
∫
Ω
∣∣∇um(x, t)∣∣2 dx +
T∫
0
∫
Ω
Φ
(∇um)dx dt  2‖∇u0‖2L2(Ω) C. (3.13)
Using the same technique as in the proof of (3.5), we have
∥∥um∥∥
L∞(0,T ;H 1(Ω)) +
∥∥um∥∥
L1(0,T ;W 2,1∗n (Ω)) +
T∫
0
∫
Ω
Φ
(∇um)dx dt  C.
Therefore, by Lemma 2.8, we may choose a subsequence (we also denote it by the original
sequence for simplicity) such that{
um ⇀ u weakly-∗ in L∞
(
0, T ;H 1(Ω)),
∇um ⇀ f weakly in (L1(ΩT ))N. (3.14)
Then we show that f = ∇u, which implies that
‖u‖L∞(0,T ;H 1(Ω)) + ‖u‖L1(0,T ;W 2,1∗n (Ω)) +
T∫ ∫
Φ(∇u)dx dt  C. (3.15)
0 Ω
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i=1 λmi = 1, 0 λmi  1 such that
∇vm =
m∑
i=1
λmi ∇ui → f in
(
L1(ΩT )
)N (3.16)
which implies that
T∫
0
∥∥vm −vn∥∥
L1(Ω) dt 
T∫
0
∥∥∇(vm −vn)∥∥
L1(Ω) dt
=
T∫
0
∫
Ω
∣∣∇vm − ∇vn∣∣dx dt → 0 as n,m → ∞.
Therefore {vm} is a Cauchy sequence in L1(ΩT ), which implies that there exists a function
g ∈ L1(ΩT ) such that
vm → g in L1(ΩT ).
Recalling (3.16), we have f = ∇g ∈ (L1(ΩT ))N , and g ∈ L1(0, T ;W 1,1(Ω)) ⊂ L1(0, T ;
L1
∗
(Ω)). Recalling ∇um · n|∂Ω = 0, we know that ∇vm · n|∂Ω = 0, which implies that for every
t ∈ (0, T ),∫
Ω
gt (x) dx =
∫
Ω
g(x, t) dx = 0,
where gt (x) = g(x, t). For every t ∈ (0, T ), we solve the following elliptic problem:{
wt = gt (x) in Ω ,
∇wt · n = 0 on ∂Ω ,
with ∫
Ω
wt(x) dx =
∫
Ω
u0(x) dx.
According to the standard elliptic theory, there is a unique solution wt ∈ W 2,1∗(Ω) satisfying
‖wt‖W 2,1∗ (Ω)  C
(‖gt‖L1∗ (Ω) + ‖u0‖L1(Ω)),
which implies that
T∫
0
‖wt‖W 2,1∗ (Ω) dt  C
( T∫
0
‖gt‖L1∗ (Ω) dt + T ‖u0‖L1(Ω)
)
.
Therefore w(x, t) = wt(x) ∈ L1(0, T ;W 2,1∗(Ω)). Thus we have{∇um ⇀ ∇u weakly-∗ in (L∞(0, T ;L2(Ω)))N,
∇um ⇀ ∇w weakly in (L1(Ω ))N.T
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T∫
0
∫
Ω
∇um · ϕ dx dt = −
T∫
0
∫
Ω
um · divϕ dx dt =
T∫
0
∫
Ω
∇um · ∇(divϕ)dx dt.
Passing to the limits and using the approximation argument, we have
T∫
0
∫
Ω
∇w · ϕ dx dt =
T∫
0
∫
Ω
∇u · ∇(divϕ)dx dt,
which implies that
T∫
0
∫
Ω
∇(w − u) · ∇(divϕ)dx dt = 0 (3.17)
for every ϕ ∈ L2(0, T ;H 2(Ω)). Recalling∫
Ω
(w − u)dx =
∫
Ω
u0 dx −
∫
Ω
u0 dx = 0
and referring to [2,3], we know that the following elliptic problem:{divϕ = w − u in Ω ,
ϕ = 0 on ∂Ω ,
is solvable. Plugging this solution in (3.17), we conclude that
T∫
0
∫
Ω
∣∣∇(w − u)∣∣2 dx dt = 0,
which implies that u = w a.e. in ΩT . Therefore, f = ∇u.
Denote
ζm = DξΦ
(∇um).
By Lemma 2.6, we have
T∫
0
∫
Ω
Ψ (ζm)dx dt 
T∫
0
∫
Ω
(K − 2)Φ(∇um)dx dt  C.
Moreover, by Lemma 2.7, we have
T∫
0
∫
Ω
|ζm|p′ dx dt  C.
Thus, we can draw a subsequence {ζm} (we also denote it by the original sequence for simplicity)
such that
ζm ⇀ ζ weakly in
(
Lp
′
(ΩT )
)N
. (3.18)
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T∫
0
∫
Ω
Ψ (ζ )dx dt  lim inf
m→∞
T∫
0
∫
Ω
Ψ (ζm)dx dt  C.
Recalling the inequality in Lemma 2.6, we get
|ζ · ∇u| Ψ (ζ )+Φ(∇u)+Φ(−∇u),
and then conclude that ζ · ∇u ∈ L1(ΩT ).
Next, we prove that the function u is a weak solution of problem (1.1).
For each ϕ ∈ C1(Ω¯T ) with ϕ(·, T ) = 0 and ϕ(x, t)|Γ = 0 and for every k ∈ {1,2, . . . ,m}, we
solve the equation −ηk(x) = ϕ(x, kh) to find a function ηk ∈ V and let it be a test function in
(3.7) to have∫
Ω
umk (x)− umk−1(x)
h
ϕ(x, kh)dx −
∫
Ω
DξΦ
(∇umk ) · ∇ϕ(x, kh)dx = 0. (3.19)
Summing up all the equalities and we have
h
m−1∑
k=1
∫
Ω
umk (x)
ϕ(x, kh)− ϕ(x, (k + 1)h)
h
dx +
∫
Ω
umm(x)ϕ(x,mh)dx
−
∫
Ω
u0(x)ϕ(x,h)dx − h
m∑
k=1
∫
Ω
DξΦ
(∇umk (x)) · ∇ϕ(x, kh)dx = 0.
Recalling the definition of um(x, t) in (3.11) and ϕ(·, T ) = ϕ(·,mh) = 0, we have
h
m−1∑
k=1
∫
Ω
um(x, kh)
ϕ(x, kh)− ϕ(x, (k + 1)h)
h
dx −
∫
Ω
u0(x)ϕ(x,h)dx
− h
m∑
k=1
∫
Ω
DξΦ
(∇um(x, kh)) · ∇ϕ(x, kh)dx = 0. (3.20)
Passing to the limits as m → +∞, we obtain from (3.20) that
−
T∫
0
∫
Ω
u
∂ϕ
∂t
dx dt −
∫
Ω
u0(x)ϕ(x,0) dx −
T∫
0
∫
Ω
ζ · ∇ϕ dx dt = 0. (3.21)
Now we choose ϕ ∈ C∞0 (ΩT ) to have
T∫
0
∫
Ω
u
∂ϕ
∂t
dx dt = −
T∫
0
∫
Ω
ζ · ∇ϕ dx dt. (3.22)
Since ζ ∈ (Lp′(ΩT ))N , (3.22) implies that
ut ∈ Lp′
(
0, T ;W−1,p′(Ω)).
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ut ∈ Lp′
(
0, T ;H−s(Ω)),
which implies (see [24]) that
u ∈ C([0, T ];H−s(Ω)).
For each ε > 0 and all t, t0 ∈ [0, T ], by (3.15) there exists a positive number δ such that
δ
∥∥∇u(t)− ∇u(t0)∥∥L2(Ω)  ε2 .
From the compact imbedding relation
H 1(Ω) ↪→ L2(Ω) ↪→ H−s(Ω)
we have, for all t, t0 ∈ [0, T ],∥∥u(t)− u(t0)∥∥L2(Ω)  δ∥∥u(t)− u(t0)∥∥H 1(Ω) +C(δ)∥∥u(t)− u(t0)∥∥H−s (Ω)
 δ
∥∥∇u(t)− ∇u(t0)∥∥L2(Ω) +C(δ)∥∥u(t)− u(t0)∥∥H−s (Ω)
 ε
2
+C(δ)∥∥u(t)− u(t0)∥∥H−s (Ω),
where the first inequality is guaranteed by Lemma 5.1 in Chapter 1 of [14]. It implies from the
above inequalities that
u ∈ C([0, T ];L2(Ω)).
Therefore, the function u satisfies conditions (1) and (2) in Definition 2.1. As it satisfies (3.21),
we only need to show that ζ = DξΦ(∇u) a.e. in ΩT to prove the existence of weak solutions.
Now taking u as a test function in (3.21), we have
‖∇u0‖2L2(Ω) − ‖∇u(T )‖2L2(Ω)
2
−
T∫
0
∫
Ω
ζ · ∇udx dt = 0. (3.23)
Denote
Av = DξΦ(∇v)
for v ∈ L∞(0, T ;H 1(Ω))∩L1(0, T ;W 2,1∗n (Ω)) with Φ(∇v) ∈ L1(ΩT ).
By Lemma 2.5, we have
T∫
0
∫
Ω
(
Aum −Av) · (∇um − ∇v)dx dt  0. (3.24)
Using inequality (3.12), we get
1
2
∥∥∇um(T )∥∥2
L2(Ω) +
T∫
0
∫
Ω
Aum · ∇um dx dt  1
2
‖∇u0‖2L2(Ω). (3.25)
Thus, we obtain
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2
−
T∫
0
∫
Ω
Aum · ∇v dx dt
−
T∫
0
∫
Ω
Av · (∇um − ∇v)dx dt  0.
Passing to the limits as m → ∞ in the above inequality and noting that∥∥∇u(T )∥∥
L2(Ω)  lim infm→∞
∥∥∇um(T )∥∥
L2(Ω),
we obtain
‖∇u0‖2L2(Ω) − ‖∇u(T )‖2L2(Ω)
2
−
T∫
0
∫
Ω
ζ · ∇v dx dt
−
T∫
0
∫
Ω
Av · (∇u− ∇v)dx dt  0. (3.26)
Combining (3.26) with (3.23), we have
T∫
0
∫
Ω
(ζ −Av) · (∇u− ∇v)dx dt  0.
Next we choose v = u− λw for any λ > 0, ∇w ∈ (Lp′(ΩT ))N in the above inequality to have
T∫
0
∫
Ω
(
ζ −A(u− λw)) · ∇wdx dt  0.
Passing to the limits as λ → 0+ and using Lebesgue’s dominated convergence theorem, we obtain
T∫
0
∫
Ω
(ζ −Au) · ∇ψ dx dt  0
for every ψ ∈ Lp′(0, T ;W 1,p′(Ω)) and conclude that ζ = Au a.e. in ΩT . Therefore, we finish
the proof of the existence of weak solutions.
(2) Uniqueness of weak solutions.
Suppose that there exist two weak solutions u and v of problem (1.1). Then w =: u − v
satisfies the following problem:⎧⎪⎨
⎪⎩
wt + div
(
DξΦ(∇u)−DξΦ(∇v)
)= 0 in ΩT ,
∇w · n = 0, (DξΦ(∇u)−DξΦ(∇v)) · n = 0 on Γ ,
w(x,0) = 0 on Ω ,
which implies that
∫
[wϕ](x, t) dx −
t∫ ∫ [
wϕt +
(
DξΦ(∇u)−DξΦ(∇v)
) · ∇ϕ]dx dt = 0
Ω 0 Ω
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Using the approximation argument in Remark 2.3, we choose
ωε,h(x, t) = 12h
t+h∫
t−h
−wε(x, τ ) dτ
as a test function in the above equality to have
∫
Ω
[wωε,h](x, t) dx −
t∫
0
∫
Ω
w[ωε,h]t dt
+
t∫
0
∫
Ω
(
DξΦ(∇u)−DξΦ(∇v)
) · ∇ωε,h dx dt = 0. (3.27)
We denote the sum of the first and second terms on the left side as I1 and the third term as I2
in (3.27). We calculate I1 to have
I1 =
∫
Ω
∇w(x, t) ·
(
1
2h
t+h∫
t−h
∇wε(x, τ ) dτ
)
dx
− 1
2h
t∫
0
∫
Ω
∇w(x, t) · (∇wε(x, t + h)− ∇wε(x, t − h))dx dt.
Sending ε → 0, we have that
I1 →
∫
Ω
∇w(x, t) ·
(
1
2h
t+h∫
t−h
∇w(x, τ) dτ
)
dx
− 1
2h
t∫
0
∫
Ω
∇w(x, τ) · (∇w(x, τ + h)− ∇w(x, τ − h))dx dτ
=
∫
Ω
∇w(x, t) ·
(
1
2h
t+h∫
t−h
∇w(x, τ) dτ
)
dx
− 1
2h
t+h∫
t
∫
Ω
∇w(x, τ − h) · ∇w(x, τ) dx dτ
since w(x, t) has been extended to be 0 when t < 0. Next we send h → 0 to have, for a.e.
t ∈ (0, T ],
lim
h→0 limε→0 I1 =
1
2
∫
Ω
|∇w|2(x, t) dx = 1
2
∫
Ω
|∇u− ∇v|2(x, t) dx. (3.28)
Choosing ξ = ∇ωε,h, ζ = ∇u and η = DξΦ(∇u) in the inequalities in Lemma 2.6, we
have
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Φ(∇ωε,h)+Φ(−∇ωε,h)+ (K − 2)Φ(∇u)
when ∇u is large. And we estimate the term∣∣DξΦ(∇v) · ∇ωε,h∣∣Φ(∇ωε,h)+Φ(−∇ωε,h)+ (K − 2)Φ(∇v)
in the same way when ∇v is large. This justifies that
lim
h→0 limε→0 I2 =
t∫
0
∫
Ω
(
DξΦ(∇u)−DξΦ(∇v)
) · ∇(u− v)dx dt. (3.29)
Sending first ε → 0, and then h → 0 in (3.27), and recalling (3.28) and (3.29), we conclude
that ∫
Ω
|∇u− ∇v|2(t)
2
dx
+
t∫
0
∫
Ω
(
DξΦ(∇u)−DξΦ(∇v)
) · ∇(u−v)dx dτ = 0.
Recalling Lemma 2.5 we know that both terms on the left-hand side are nonnegative. Thus, we
have ∇u = ∇v a.e. in ΩT . Since∫
Ω
u(x, t) dx =
∫
Ω
u0(x) dx =
∫
Ω
v(x, t) dx
for any t ∈ [0, T ], we conclude u− v = 0 a.e. in ΩT , which implies u = v a.e. in ΩT . Therefore
we obtain the uniqueness of weak solutions. Thus we complete the proof of the theorem. 
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