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A BSTRACT

Computational Modeling of Human
Dorsal Pathway for Motion Processing
by Y UHENG WANG
Submitted to Rochester Institute of Technology
in partial fulfillment to requirement for the degree of
D OCTOR OF P HILOSOPHY in
Golisano College of Computing and Information Sciences
August 2013, Rochester, NY

Reliable motion estimation in videos is of crucial importance for background identification, object tracking, action recognition, event analysis, self-navigation, etc. Reconstructing the motion field in the 2D image plane is very challenging, due to variations
in image quality, scene geometry, lighting condition, and most importantly, camera jittering. Traditional optical flow models assume consistent image brightness and smooth
motion field, which are violated by unstable illumination and motion discontinuities
that are common in real world videos.
To recognize observer (or camera) motion robustly in complex, realistic scenarios,
we propose a biologically-inspired motion estimation system to overcome issues posed
by real world videos. The bottom-up model is inspired from the infrastructure as well
as functionalities of human dorsal pathway, and the hierarchical processing stream can
be divided into three stages: 1) spatio-temporal processing for local motion, 2) recognition for global motion patterns (camera motion), and 3) preemptive estimation of object
motion. To extract effective and meaningful motion features, we apply a series of steerable, spatio-temporal filters to detect local motion at different speeds and directions,
in a way that’s selective of motion velocity. The intermediate response maps are calibrated and combined to estimate dense motion fields in local regions, and then, local
motions along two orthogonal axes are aggregated for recognizing planar, radial and
circular patterns of global motion. We evaluate the model with an extensive, realistic
video database that collected by hand with a mobile device (iPad) and the video content
varies in scene geometry, lighting condition, view perspective and depth. We achieved
high quality result and demonstrated that this bottom-up model is capable of extracting
high-level semantic knowledge regarding self motion in realistic scenes.

Once the global motion is known, we segment objects from moving backgrounds
by compensating for camera motion. For videos captured with non-stationary cameras, we consider global motion as a combination of camera motion (background) and
object motion (foreground). To estimate foreground motion, we exploit corollary discharge mechanism of biological systems and estimate motion preemptively. Since background motions for each pixel are collectively introduced by camera movements, we
apply spatial-temporal averaging to estimate the background motion at pixel level, and
the initial estimation of foreground motion is derived by comparing global motion and
background motion at multiple spatial levels. The real frame signals are compared with
those derived by forward predictions, refining estimations for object motion. This motion detection system is applied to detect objects with cluttered, moving backgrounds
and is proved to be efficient in locating independently moving, non-rigid regions.
The core contribution of this thesis is the invention of a robust motion estimation
system for complicated real world videos, with challenges by real sensor noise, complex
natural scenes, variations in illumination and depth, and motion discontinuities. The
overall system demonstrates biological plausibility and holds great potential for other
applications, such as camera motion removal, heading estimation, obstacle avoidance,
route planning, and vision-based navigational assistance, etc.

Thesis Supervisor: Dr. Roger S. Gaborski
Title: Professor of Computer Science
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Chapter 1
Introduction
1.1

Motivation
Visual perception of motion is an essential cognitive ability for humans and other

mammals. Humans pay much more attention to moving objects than stationary ones.
As we walk in a crowded environment, we can locate where we are in the scene and
the direction we are moving. We can also interact with the objects in the surroundings,
avoid obstacles as well as potential threats, and plan the optimized route in a timely
fashion. For other animals, spatial awareness of moving objects is of great importance
to their survival, because it plays a crucial role in detecting preys and avoiding predators.
Experiences in motion perception also increases temporal association, which helps our
ability in generalization for object recognition [13]. Motion information in videos has
been widely exploited for object tracking [209, 184, 211, 136, 9], segmentation and
scene partition [115, 87, 24, 34, 10], 3D scene reconstruction [189, 187, 25], visionbased navigation [94, 36, 63, 30], and video compression [123, 220].
Humans are experts at motion perception, as we can perceive the shape and location of moving objects in very complex scenes. Human estimation of self-movements
is precise at the presence of the noisy transitional and rotational motions that are introduced by eye movements [113, 100, 37], even with monocular vision [100, 5]. Besides
that, human motion perception is robust to lighting variations, noise, occlusion, motion
blur [155, 37, 185], etc. These abilities have motivated us to develop a biologicallyplausible global motion estimation system.
1
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The cognitive abilities for spatial awareness and self-navigation in humans are
primarily supported by dorsal visual stream, which perceives spatial information from
retina [215, 100, 37], creates dynamical representation of stimulus in primate middle
temporal (MT) cortex [6, 152, 23, 174, 131] and integrates local motions for global
heading direction in dorsal medial superior temporal (MSTd) cortex [54, 55, 218]. According to physiological studies, MT neurons perceives local motion and respond preferentially to various motion speeds and directions [174]. MSTd neurons receive inputs
from MT and respond to self-motions and respond preferentially to translational, rotational and radial movements [39, 53]. However, how the motion signals are exactly
represented at intermediate stages and how MSTd neurons are organized to derive largefield motion, are still not fully understood at this time. This problem is even more complicated since other modalities (e.g. vestibular) also assist in the task [147, 88, 62]. In
this thesis, we primarily examine and simulate the working mechanism of visual system
in motion perception.
The system proposed in the thesis first processes videos in spatial and temporal
spaces simultaneously to estimate global motion (Chapter 4). To extract effective and
meaningful motion features, we apply a series of steerable spatio-temporal filters to detect local motion at different speeds and directions, inspired by speed selectivity and
direction selectivity of neurons in MT region. Then the intermediate response maps
from multiple filters are combined to estimate dense displacement fields in local neighborhoods. At the end, directional motion components from all local regions are aggregated for self-motion recognition. We evaluated the framework with a diverse video
database that’s collected manually with a hand-held iPad (as in Figure 1.1(b)). Videos in
the database vary considerably in visual appearance, 3D geometry, lighting conditions,
view perspective and scene depth (Figure 1.2) and achieved satisfactory recognition.
We also exploit the corollary discharge mechanism of biological systems and estimate motion preemptively (Chapter 5), to achieve accurate detection of object motion. The real frame signals are compared with those derived by forward predictions
to refine the segmentation accuracy. Also, this motion detection system is applied to
detect objects with cluttered, moving backgrounds and proved to be efficient in locating independently moving, non-rigid regions. This is non-trivial and demonstrates that
our bottom-up model is capable of extracting high-level semantic knowledge regarding
self-motion and object motion, from low-level motion feature representations.
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(a) Controlled video capturing environment (an indoor studio) in [11, 12]
Figure 2.
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Figure 1.2: Realistic video database for self-motion recognition.

The major contribution of this thesis work is that we successfully construct an
automatic, reliable machine-vision system to recognize self motion and detect object
motion. The system is capable of handling practical challenges in realistic scenes, such
as sensor noise, complicated surroundings, lighting changes, non-rigid motion, and motion discontinuities. Potential applications of our research include, but are not limited
to: self-driven vehicles or mobile agents, electronic pets, smart glasses, HCI systems,
etc (Figure 1.3).

1.2

Dissertation overview
The thesis mainly consists of two projects I explored during my doctoral research:

optical flow estimation as well as recognition, and object motion detection at presence
of noisy camera movements.
In Chapter 2 BACKGROUND

AND

R ELATED W ORK, we introduce principles of

biological visual pathways and receptive fields, the inspiration and foundation of our
computational modeling. In Chapter 3 S PATIO - TEMPORAL V ISION, we visited Gaussian derivative model (GD filters) by Young and Lesperance [216, 217], and discussed
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Figure 1.3: Applications for visual-based navigation and object detection, including but not
limited to: self-driven vehicles (top row); autonomous mobile robots and electronic pets (middle
row); visual-assisted personal toolkits, like google glasses, and HCI video games (bottom row).
Pictures at courtesy of Google Image.

how motion can be detected using spatio-temporal GD filters. We verify the selectiveness of GD filters in motion speed and direction using a series of controlled experiments.
We are interested in recognizing optical flow patterns (translation, expansion, contraction, or rotation) and heading directions (e.g., translate to left, rotate clockwise, or
moves forward) from raw videos collected by a hand-held device, so we collected videos
in almost unconstrained environments and develop a hierarchical, cognitive pathway for
global motion recognition. In Chapter 4 O PTICAL F LOW R ECOGNITION, we apply a
series of steerable spatio-temporal filters (by Young and Lesperance [216, 217]) to detect motion at different speeds and directions, to simulate speed and direction selectivity
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of MT cells (Born and Bradley [23]). The intermediate responses from multiple filters are combined to estimate dense displacement fields in local regions (Movshon and
Newsome [144]; Majaj, Carandini and Movshon [131]). At the end, motion components
from local regions are aggregated for global motion recognition, as MSTd respond preferentially to planar, radial and circular patterns of optical flow (Celebrini and Newsome
[39]; Duffy [53]; Duffy and Wurtz [54, 55, 56]). We evaluate the model with a realistic video database that varies in scene geometry, illumination, view perspective and
achieved high quality results, which demonstrates that our bottom-up model is capable
of extracting high-level semantic knowledge regarding camera motion.
In Chapter 5 O BJECT M OTION D ETECTION, we discuss our algorithm for distinguishing object motion and motions caused by observer motion. We exploited corollary
discharge (CD) system in human brain, which is responsible for detecting moving objects when the humans or other mammals are walking or running (Crapse and Sommer
[41, 42]). Corollary discharge mechanism enables distinguishing of object motion and
self-motion by compensating for sensory perceptions and preemptively updating spatial
structures (Poulet and Hedwig [166]; Sommer and Wurtz [181]). For videos captured
with hand-held mobile devices, global motion can be considered as a counterpart of motor signal, that is, neuronal system predicts locations of signals in the visual field and
compare them with the actual outputs of the next time stamp. We test the our preemptive
estimation-comparison model with videos collected by moving (translating, rotating, or
translating while rotating) cameras and successfully detect moving objects.
Chapter 6 S UMMARY

AND

F UTURE W ORK summarizes the work by discussing

the thesis contribution and potential improvements for future work.

Chapter 2
Biological Foundation and Related
Work
If we are to understand how the human sees, learns, and perceives, we must understand the structure of the brain. The brain’s functional mechanisms and underlying
principles are not sufficiently inferred by casual inspections or behavior study, in that
one behavior might be compatible with multiple hypotheses in neuroscience, only one
of which is true. Researchers resort to analytical study of brain infrastructures as well
as cognitive functions [85, 45, 100]. In this chapter, we briefly review brain structures
and cortical regions in Section 2.1, present visual pathways for motion processing in
Section 2.2, and discuss other biologically inspired models in details in Section 2.3.

2.1

Human brain and cerebral cortex
The brain is the most complex organ in the human body. It produces our every

perception, action, thought and experience of the world, containing approximately one
hundred billion nerve cells, or neurons (Hubel [100]; Nolte [148]; Bear et al. [16]).
Much of the expansion comes from the part of the brain called the cerebral cortex,
especially the frontal lobes that are associated with executive functions such as selfcontrol, planning, reasoning, and abstract thought [100, 148].

7
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Parietal lobe

Frontal lobe

Occipital lobe

Striate cortex (V1)

Cerebellum
Temporal lobe
Figure 2.1: Basic anatomy of the human brain (Gray [85]). Brain lobes were originally classified from an anatomical perspective, but they have been shown also to be related to different
brain functions. Frontal lobe is mainly devoted to attention and judgement, and damage to it
result in change in behavior and personality. Parietal lobe plays important roles in language
processing, and comprehending information from multiple senses. Temporal lobe is involved
in senses of sound and association, as well as processing of complex stimuli like object shapes.
Occipital lobe is responsible for processing visual information.

Table 2.1: Functions of different lobes in the human brain

Part

Cortex

Cognitive Functions

Brain stem

Motor and sensory pathway to body; Cardiac and respiratory centers

Cerebellum

Coordination and balance; Posture; Cardiac and respiratory centers

Frontal lobe

Attention; Judgment; Motor control; Abstraction and
emotion

Parietal lobe

Sensation; Language and reading; Sensory comprehension

Temporal lobe

Auditory; Memory; Some vision pathways; Speech;
Identity

Occipital lobe

Visual processing; Reading
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The complexity of the connectivity between these cells is enormous. Each neuron
can make contact with thousands or even tens of thousands of others, via tiny structures
called synapses. Our brains form a million new connections for every second of our
lives [45, 148]. The pattern and strength of the connections is constantly changing and
no two brains are alike. It is in these changing connections that memories are stored,
habits learned and personalities shaped, by reinforcing certain patterns of brain activity,
and losing others.
As shown in Figure 2.1, the cerebral cortex is divided into four lobes, called the
frontal lobe, parietal lobe, temporal lobe, and occipital lobe (Gray [85]; Damasio [45];
Standring et al. [183]). Each of the lobe is named after the bone that covers it. Within
each lobe, there resides multiple cortical areas that are responsible for a variety of cognitive abilities (vision, motor control, language, etc.). As illustrated in Table 2.1, each
of the lobes contains a variety of functions [45, 183]. However, there is one exception:
the occipital lobe is mostly involved in vision related tasks (and partially reading).
The visual system, a part of the occipital lobe, is essentially dedicated to processing visual information [100]. Basically, the visual system perceives visual signals
and builds a representation of the surrounding environment [113, 215] (Figure 2.2). In
higher cortical regions of the visual system, more complicated cognitive tasks are performed, such as object identification, motion analysis, and self-navigation [64, 100, 37].
Three major parts of the human visual system [100] are:
1. The eye (the retina)
2. The lateral geniculate nucleus (LGN)
3. The visual cortex
Figure 2.2 illustrates the visual system and the visual information processing path.
When entering the eye, the lighting patterns was transformed into neuronal signals that
representing of the visual world, by photoreceptors (rods and cones) on the retina. The
visual information travels through optic nerves to the LGN, and then to the primary
visual cortex (V1) for processing.
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Visual stimuli

Eye (retina)

LGN

Visual cortex

Figure 2.2: Simplified representation of human visual system (Hubel [100]). After entering the
eye, the visual information is feedforward to the LGN (the relay station) and then the primary
visual cortex (V1) for processing.

In 1991, Felleman and Van Essen [67] developed a graphic technique to flatten the
cerebral cortex to understand the cortical areas that contribute to vision perception and
analysis, as in Figure 2.3.

2.2

Two-streams processing
The two-streams hypothesis is a widely known model for the neural processing

of vision [65]. The theory was proposed by Milner and Goodale in 1992 at the first
time, arguing that humans possess two distinct visual systems [83]. That is, as visual
information exits the occipital lobe, it follows two main pathways: the ventral stream
(or what pathway) travels to the temporal lobe and is responsible for object recognition,
and the dorsal stream (or where pathway) ends in the parietal lobe and is involved with
motion processing (Figure 2.4). The two pathways works in parallel, like a band playing
an orchestra (as opposed to an assembly line).
In fact, before the formal concept by Milner and Goodale [83], several researchers
proposed similar ideas (Trevarthen [191]; Schneider [177]; Ettlinger [64]). In 1983,
Mishkin and Ungerleider distinguished the dorsal and ventral streams, and proposed
the idea of where and what pathways [141].
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Figure 2.3: Unfolded map of the cerebral cortex in the right hemisphere of the macaque brain,
highlighting the striate cortex (V1) [67]. Cortical areas involved in visual processing are in
colors and cortical regions for other functions are in white. Upper left: lateral view of the
macaque brain, showing visual areas. Lower left: medial view of the macaque brain. Color
codings in the three maps are consistent.

In 2002, Norman [149] proposed a model of dual-process for space and size perception, and described different functions of the ventral and the dorsal pathway (Table 2.2).

2.2.1

Ventral pathway

The ventral stream is responsible for object recognition and form representation
(Mishkin and Ungerleider [141]; Goodale and Milner [83]). The ventral stream gets
its main input from the parvocellular (as opposed to magnocellular) layer of the lateral
geniculate nucleus (LGN) of the thalamus. These neurons project to V1 sublayers 4Cβ,
4A, 3B and 2/3a (Lamme et al. [117]; Lamme and Roelfsema [116]) successively. From
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Central sulcus

Figure 2.4: Parallel information processing pathways of visual stimuli (Schneider [177]; Ungerleider and Mishkin [196]; Goodale and Milner [83]). Ventral / what pathway is responsible for
object detection and recognition, while dorsal / where pathway is responsible for motion detection and self-navigation.
Dorsal pathway (“where”)
MT
Retina

LGN

MSTd

V1
V2

V4

IT

Ventral pathway (“what”)

Figure 2.5: Simplified two-streams processing model. In dorsal pathway, MT region detects
and analyzes local motion, while the upper-level MSTd region recognizes optical patterns and
informs heading direction.

there, the ventral pathway goes through V2 and V4 to areas of the inferior temporal (IT)
lobe: PIT (posterior inferotemporal), CIT (central inferotemporal), and AIT (anterior
inferotemporal). Each visual area contains neurons whose receptive fields represent the
entire visual field collectively [100]. Moving along the stream from V1 to V4 and IT,
receptive fields increase their size, latency, as well as the tuning complexity [83].
In simplified representation in Figure 2.5, the ventral stream is indicated as the blue
blocks that denotes processing of temporal lobe. The ventral stream is mostly involved
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Table 2.2: Two-streams hypothesis in the human visual system [149].

Factor

Ventral System

Dorsal System

Pathway

V1 ⇒ V2 ⇒ V4 ⇒ IT ⇒ OT

V1 ⇒ MT / V5 ⇒ MSTd ⇒ PP

Function

Object recognition / identification

Motion perception; navigation

Visual input

Mainly foveal of parafoveal

Across retina

Sensitivity

High spatial frequencies; shape

High spatial frequencies; motion

Reference frame

Allocentric; object-centered

Egocentric; viewer-centered

Response speed

Relatively slow

Relatively fast

Monocular vision

Generally small effects

Large effects (motion parallax)

in object identification and pattern recognition. The major processing station that the
ventral stream takes its path consists of V1, V2, V4, and IT (Figure 2.5).
As summarized in Table 2.3, V1 is sensitive to edge orientation, spatial frequency
of the stimulus. V2 is tuned for more complex properties, such as illusory contours and
binocular disparity [193]. V4 processes color and shape information, and demonstrates
some characteristics for attention modulation as well. Inferior temporal cortex has very
complex receptive fields and is responsible for recognizing complex forms and object
shapes [83].
In [178], Serre and Poggio proposed a biologically inspired algorithm to detect object motion, using Gabor filters to model receptive fields of V1 simple cells. Basically,
Gabor filters [107] (Figure 2.6) can be generated by modulating 2D Gaussian kernels
with by sinusoidal waves. Gabor filters with different orientations detect edges or surface contours at different directions, while Gabor filters of different sizes detect image
textures or shapes at different scales.
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Table 2.3: Structure and functionality of human visual system

Region

Function and Tuning Properties

Retina

Image perception

LGN

Relay station

V1

Edge orientation; spatial frequency; disparity; size

V2

Orientation of illusory contours; binocular disparity

V3

Partial role in coherent motion

Visual

V4

Color; Intermediate features; attention

cortex

IT

Complex forms; object shapes

MT

Spatial awareness; motion direction; motion speed

MSTd
7a

2.2.2

Global motion; optical flow patterns
Motion attention

Dorsal pathway

The dorsal stream is responsible for object location and self-navigation [141, 83].
Also known as the where stream, this pathway starts from the primary visual cortex (V1)
in the occipital lobe forward into the parietal lobe, which is essential for the perception
and interpretation of spatial relationships [16].
In Figure 2.5, the red blocks indicates cortical regions from V1 in occipital lobe
to MT and MSTd in parietal lobe. The dorsal stream is mostly responsible for spatial
awareness, recognizing object locations and understanding self motion (or heading).
The dorsal stream process motion data in parallel with the ventral streams processing of
object shapes [139].
From V2, the ventral stream continues into V4 for more color processing as stated
from the earlier section. The dorsal stream, however, continues into middle temporal
area (MT) after the basic edge and color processing done from V1. MT area is specially
responsible for locating objects in the scene (Salzman et al. [176]; Rust et al. [174]).
As the objects move or the human observers move, MT keeps us updated of where
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RF 23, theta 0

RF 23, theta 45

RF 23, theta 90

RF 23, theta 135

RF 45, theta 0

RF 45, theta 45

RF 45, theta 90

RF 45, theta 135

RF 69, theta 0

RF 69, theta 45

RF 69, theta 90

RF 69, theta 135

RF 91, theta 0
RF 91, theta 45 RF 91, theta 90 RF 91, theta 135
Figure 2.6: 2D Gabor filters that simulate receptive field of V1 simple cells. Filters in the same
row have the save size and the filters in the same column have the same direction preference.
Positive weights are shown in red while negative weights in blue.

objects are, thus enabling us to detect motion over time (Rust et al. [174]). There are
also theories indicating that general motion detection does not require color information
about the object (Croner and Albright [43, 44]), since humans can detect motions with
achromatic stimulus. Dorsal medial superior temporal area (MSTd), a higher cortical
region beyond MT, detects the heading direction of observer self-motion [54, 55]. The
patterns of global motion from relative motion between the observer and the scene are
also known as optic flow. Studies by Duffy and Wurtz [54, 55] reveal that MSTd neurons respond preferably to translational, rotational and radial optical flow patterns, with
achromatic inputs from MT.
Dorsal streams motion detection processing in MT can be simulated with Gaussian derivative models developed by Young and Lesperance [216, 217]. Each three-

Student Version of MATLAB

dimentional Gaussian derivative (GD) filter is convolved with an input video to detect
moving objects, with a specific preference for speed and direction. By applying the GD
filters along different spatial orientations, a variation of motion direction is detected.
Similarly, by applying the GD filters of different space-time tilting angles, motions of

Chapter 2. Background and Related Work

16

Figure 2.7: Optical flow [77], the apparent motion pattern caused by the relative movements
between an observer and the scene. James Gibson introduced the concept of optical flow to
describe the visual stimulus provided to animals moving through the world [77]. Later on, further studies demonstrated the role of the optical flow stimulus for 1) the perception of observer
movement [120, 31]; 2) perception of the distance and stereo vision [4, 198]; and 3) the control
of locomotion [204, 205, 172]. In computer vision, optical flow is the approximated motion
vector field at each pixel location.

different speeds are detected. More details on spatio-temporal GD filters are presented
in Chapter 3.

2.3

Related work

2.3.1

Human visual system model

A human visual system model (HVS model) is used by image processing, video
processing and computer vision experts to deal with biological and psychological processes that are not yet fully understood (Serre and Poggio [178]; Perrone and Stone
[159]; Royden and Picone [173]; Tsotsos et al. [165, 195, 194]; Browning and Grossberg [30, 59, 31]). Such models are used to simplify the behaviors of the cerebral cortex.
As our knowledge of the working mechanism of the human visual system updates, the
bio-inspired models are improved as well.
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It is common to take advantage of the HVS model to produce desired effects.
One example of taking advantage of an HVS model is color television (see review
by Pritchard [167]). Originally it was thought that color television required too high
a bandwidth for the available technology then. Then it was noticed that the color resolution of the human visual system was much lower than the brightness resolution; and
thus color was squeezed into the signal by chroma subsampling (Watson [208]). Another example is image compression, like the JPEG compression standard [160]. The
human visual system cannot see high frequency details, so in the JPEG standard [160]
quantizes these components without a perceptible loss of quality (Peterson et al. [160];
Klein et al. [110]). Following are some features that are commonly used in the HVS
models (Field et al. [68]; Itti, Koch and Niebur [103]; Podilchuk and Zeng [163]):
• Low-pass filter characteristic (limited number of rods in human eye [100])
• Lack of color resolution (fewer cones than rods in human eye [100, 148])
• Motion sensitivity
– More sensitive in peripheral vision [76]
– Stronger than texture sensitivity [70]
• Texture stronger than disparity [108]

2.3.2

Bio-inspired motion models

To navigate oneself through complex surroundings successfully requires information about the environmental geometry and dynamical updates of the observer location.
There are multiple sensory inputs that provide signals and feedback for self-motion detection in biological systems. In general, the mammalian navigation system processes
visual, vestibular and cognitive information and integrates all the cues when deducing
heading directions and rotation. However, among all the sensory inputs, the visual landmarks play a leading role in making the final decision [28, 147]. The 2D vector field is
the perspective projection of the 3D velocity field in real world and gives useful information regarding self-motion. As a consequence, many efforts on modeling biological
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self-navigation abilities concentrate on analyzing the two-dimensional visual information to estimate self-movements and scene structures in dynamical environments (Adiv
[4]; Lappe and Rauschecker [119, 120]; Cameron et al. [36]; Browning et al. [31]; Warren and Hannon [204]; Warren et al. [205]). At present, multiple models have been
proposed to explain neurophysiological data of biological systems for motion perception and we review them as follows.
In general, biologically motivated models for heading estimation can be roughly
divided into three categories: differential motion, decomposition and template models.
Most models show heading accuracy within 1-2 degrees, matching human data, and
tend to be robust to noise in retinal flow. Differential motion models (Hildreth [94];
Royden [170, 171]) and decomposition models (Heeger and Jepson [92, 105]; Lappe
and Rauschecker [119, 120]) remove eye rotations from retinal flow before estimating
heading.
Differential motion models remove the rotation effects by looking at differences
between local motion estimates (Hildreth [94]; Royden [170, 171]). The complication
is that translational motion results in flow patterns that are dependent on depth, and
rotational motion results in flow patterns that are not. Therefore, as long as there are
multiple depths present in the environment, differential motion models can remove the
constant motion due to rotations and provide accurate estimates of the translational
motion. Differential motion operators can be related to on-center off-surround cells in
MT [170, 171].
Decomposition models deconstruct optic flow into translational and rotational components using analytical techniques (Heeger and Jepson [92, 105]) based on a mathematical analysis of retinal flow (Longuet-Higgins and Prazdny [128]). Lappe and
Rauschecker [119] suggested a way to characterize MT and MSTd as performing a
decomposition of optical flow: a feedforward neural network was constructed whereby
optical flow was represented in MT. Weights between MT and MSTd were analytically computed by finding a least squares solution to the decomposition of motion into
translational and rotational components (Longuet-Higgins and Prazdny [128]). MSTd
cells were configured, via the weight matrices, to respond to specific combinations of
translational and rotational motion. The resulting weight matrices produced cells that,
under certain conditions, have response properties similar to MSTd cells (Lappe and
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Table 2.4: Existing biologically-inspired models for motion processing
Paper

Model

Summary

Adelson and
Bergen [2]

Spatio-temporal
energy model

Quadrature pair for computing motion energy

Heeger and
Jepson
[92, 105]

Subspace
algorithm

Decompose optical flow into rotation and translation

Lappe et al.
[119, 120]

Neural network
with subspace

Determine weights between MT and MST using a least
square optimization

Perrone and
Stone [158]

Template model

MST and translational heading perception during eye rotation

Royden et al.
[170, 171,
173]

Opponent
motion neural
network

Remove camera rotation to estimate translational motion

Cameron et
al. [36]

Self-organizing
neural model

Navigation using optical flow; correction of eye rotation
using extra-retinal information

Wagner
[198]

Log-polar optic
flow

Heading perception and spiral space flow

Tsotsos et al.
[165, 194]

Feed-forward
model with
attention

Hierarchical processing pyramids

Grossberg et
al. [59, 31]

Neural network
using log-polar
optic flow

Steering, obstacle avoidance; route selecting; target

Rauschecker [119, 120, 122, 121]). A major drawback of the Lappe and Rauschecker
model [119] is that it requires a non-biologically plausible teaching signal and weight
update method to train the weights. The resulting weight matrices are analogous to the
use of motion templates, since MSTd of the trained network performs a pattern match
between the input pattern and the patterns represented in the weight matrices.
Template models assess heading from retinal flow and mitigate the effects of simulated and real eye rotations. The templates used in these models can be learned using
supervised and unsupervised networks (Cameron et al. [36]; Hatsopoulos and Warren
[90]; Zemel and Sejnowski [219]). Gain fields have been shown to efficiently remove
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the effects of eye rotations in template models, allowing them to accurately detect heading while the eye is moving (Beintema and van den Berg [19]; Elder et al. [59]). Template models are consistent with the known neurophysiology of MT and MSTd (Perrone
and Stone [159]).
In following paragraphs, we discuss some classic models (Adelson and Bergen [2];
Heeger and Jepson [92, 105]; Simoncelli and Heeger [180]; Perrone and Stone [159];
Royden and Picone [173]; Cameron, Grossberg and Guenther [36]; Elder, Grossberg
and Mingolla [59]; Tsotsos et al. [165, 195, 194]) in details.
Adelson and Bergen [2] proposed motion energy model that arises from motion
conceptualization in spatio-temporal space. By representing a moving signal in threedimensional (x, y, t) space, motion detection can be achieved by determining orientation in space-time space. Receptive fields (filters) of different space-time orientations
will respond selectively to motion at different speeds. They use a quadrature pair motion detection units and summed the squared responses for motion energy. The model
bypasses edge detection and landmark tagging on detecting the motion direction and
speed.
Heeger and Jepson [92, 105] produced a subspace analysis algorithm that divides
observer motion field into separate linear equation sets describing translation, rotation
and viewing distance respectively. The authors claimed that linear equation sets could
be solved successively to recover the observer velocity by solving a global least-square
optimization problem. However, only translational movements are actually estimated
in that paper. Lappe and Rauschecker [118] constructed multiple motion detectors
and results were feed-forward to predict heading directions. The network for estimating global motion used weights computed from Heeger and Jepson’s subspace model
[92, 105]. However, how network weights are explicitly trained to predict heading directions, which is of crucial importance to the model, remains unclear.
Simoncelli and Heeger [180] described a computational model of MT cortex, in
which local image velocities are represented via the distribution of MT neuronal responses. The computation is performed in two stages, corresponding to neurons in cortical areas V1 and MT. Each stage computes a weighted linear sum of inputs, followed
by rectification and divisive normalization. V1 receptive field weights are designed for
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orientation and direction selectivity. MT receptive field weights are designed for velocity (both speed and direction) selectivity. The paper includes computational simulations
accounting for a wide range of physiological data, and describes experiments that could
be used to further test and refine the model.
Perrone and Stone [159] proposed a model of the network from MT to MSTd
in which weights from MT cells encode templates of optic flow fields corresponding
to different translational heading directions. The model simulates direction-tuned MT
neurons and speed-tuned neurons by using a Gaussian-tuned model. To predict the
optical flow correctly, the model requires a large population of well trained templates
and unfortunately, the authors failed to explain the learning process algorithmically.
Royden and Picone [173] developed a model for computing heading by assuming that image velocities can be estimated from two components: observer translation
and observer rotation. Translation or heading of the observer is computed mainly by
subtracting the velocities of points along the same light source. The model was tested
with simplified artificial stimulus of random dots. For real visual data, the model requires local texture within the receptive fields of the operators. In circumstances such
as man-made environments, when large portion of the video are textureless pavements
or concrete walls that vary little in intensity and texture, the error rates for heading prediction increase rapidly. The model fails to handle the aperture problem as well. That is,
the motion components that are parallel to the intensity gradient will be boosted while
motion components along other directions will be inhibited during motion estimation.
Cameron, Grossberg and Guenther [36] presented a self-organizing neural model
of optic flow-based navigation. The model learns an MSTd-like heading map by repeated exposure to optic flow fields consistent with different heading trajectories. It
corrects for the effects of smooth eye movements by subtracting off the rotational component of flow using a vector associative map. The navigational module detects obstacles using an estimate of time-to-contact derived from a depth map, and steers away
when the distance to an obstacle falls below a threshold.
More recently, Elder, Grossberg and Mingolla [59] proposed a STARS (Steering,
Tracking, And Route Selection) model to emulate human routing abilities in arriving at
a destination while avoiding obstacles in the way. The model was tested with an artificial
video sequence that simulates a square room composed of textured indoor structures.
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The only objects in the room are a pair of target and obstacle. The STARS model did
not have a vision front end that could directly process visual scenes. Rather, it used
the more abstract representation of scene geometry of Longuet-Higgins and Prazdny
[128]. One main drawback of this study is that the authors only tested the model with
a simplified, virtual environment generated by computer graphics, instead of extensive
realistic video sequences. Although the artificial scenes are designed to look realistic,
the model did not use the visual cues such as illuminance or texture of the sequence. The
extended ViSTARS (Vision STARS) model [30, 31] determines heading using visual
input and explains how visual processing of real-world scenes can contribute to the
steering abilities of humans (Fajen and Warren [66]).
Tsotsos’s group [165, 195, 194] proposed feed-forward pyramids to simulate processing stages in areas V1, MT, MST and 7a as understood in macaque monkey (Felleman and Van Essen [67]; Maunsell and Cook [133]). Examples of how the selective
tuning module can operate on this hierarchy to localize and label motion patterns are
presented, but quality and robustness of the model are not demonstrated and discussed.
All the models mentioned above are biologically-motivated and attempt to mimic
some characteristics of biological neurons in motion detection. They focus on modeling different aspects of the biological systems and solve the problems under certain
constraints. However, most of them are evaluated with simplified, artificial stimuli or
synthetic image sequences. To evaluate reliability and robustness of the system, more
realistic videos should be used. Table 2.4 summaries related models.

Chapter 3
Spatio-temporal Vision
To design a biologically plausible motion processing model, we have to understand
the infrastructures as well as working mechanisms of the human visual system for motion detection. In this chapter, we discuss the biological receptive field in Section 3.1
and the computational modeling in Section 3.2. We verify the model by demonstrating
the speed and direction selectivity of the spatio-temporal filters in Section 3.3.

3.1

Model of receptive fields
Receptive fields are maps of the locations in space and time where light or dark-

ness change the firing rate of a neuron. All visually responsive neurons in the visual
system−from the photo-receptors in the eye, to high level vision cells in the cerebral
cortex−have receptive fields.
Light enters the eye, and strikes the receptor cells in the retina, which convert the
photons to electrical energy. The signals are processed in the retina, then sent along the
optical nerve to the brain for further analysis. After passing through another processing
stage at subcortical levels, the signals reach the visual cortex, at the back of the brain.
Simple cells are the first cells in the visual cortex to receive the incoming information,
and they are also the first cells in the primate brain which are sensitive to the direction
of motion. An understanding of the spatio-temporal properties of receptive fields of
simple cells is particularly important, since the output of these cells provides the major
23
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basis for all higher-level visual analysis in the rest of the primate brain (see Young [215]
for review).
In 1962, Hubel and Wiesel conducted a seminal experiment with simple cells,
using one-dimensional stimuli as oriented edges or bars [101]. In the Hubel and Wiesel
experiment, a visual stimulus is presented to the cat, and the neuronal firing frequency
of the cat viewing the visual stimulus was recorded and measured. Based on the results
of the cat’s responses to stimuli of different orientations, Hubel and Wiesel constructed
a map of the cat’s visual receptive field. They were awarded the The Nobel Prize in
Physiology or Medicine in 1981 for their translation in “the symbolic calligraphy of
the brain cortex” [154]. This classical experiment of the static properties of simple
cell revealed edge and bar responsive receptive fields and opened the door for further
exploration in biological neurons. In 1980’s, De Valois et al. [48] and Pollen & Ronner
[164] extended the work by presenting the animals with sine wave gratings. In both
experiments, only one independent variable is sufficient to describe the receptive field.
In 1980, John Daugman [46] mapped two-dimensional spatial regions in a receptive field, by using white or black bars placed in different locations in the receptive
field. The stimuli (spots, gratings, etc.) of spatial orientations are also used to specify
a two-dimensional field. In 1985, Daugman [47] described 2D receptive field analytically and modeled spatial properties of the receptive fields (Figure 3.1) using 2D Gabor
filters. Two independent geometry variables (x and y) are required to depict the spatial
configuration of the receptive field.
In general, such one-dimensional and two-dimensional fields can be described as
spatial lobes or regions of alternating signs. A lobe is a large contiguous spatial zone
in the receptive field that is comprised of a single sign. If the neuron’s spike firing rate
increases when presented with a white stimulus, the sign of a region is positive (excitatory connection weights). If the neuron’s spike firing rate increases when presented
with a black stimulus, the sign of a region is negative (inhibitory connection weights).
The orientation of a field is the particular stimulus angle at which a bar, edge, or grating
elicits the maximum spike response from the cell.
In addition to spatial properties, receptive fields also exhibit dynamical characteristics (Gaska et al. [74]; De Valois et al. [49]). That is, all cells have a response profile
in time as well as space (Figure 3.2). This leads to a three-dimensional spatio-temporal

such filters that have a constant degree of 2D spatial

resolution (integration area) must also occupy a fixed amount
of area in the 2D frequency domain, and thus the frequencydomain ellipses in panels B and C are constant in area while
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an empirical characterization must be largely limited to linear
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Fig. 3. Illustration of experimentally measured 2D receptive-field profiles of three simple cells in cat striate cortex (top row) obtained in the
laboratory of L. A. Palmer and J. P. Jones (University of Pennsylvania Medical School). Each plot shows the excitatory or inhibitory effect

of a small flashing light or dark spot on the firing rate of the cell, as a function of the (x, y) location of the stimulus, computed by reverse correlation
3.1: Experimentally measured 2D receptive field profiles of three simple cells in cat striof the 2D stimulusFigure
sequence with the neural-response sequence. The second row shows the best-fitting 2D Gabor function for each coll's re-
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on the firing rate of the cell, as a function of the (x, y) location of the stimulus, computed by
reverse correlation of the 2D stimulus sequence with the neural-response sequence. The second
row shows the best-fitting 2D Gabor function for each cell’s receptive field profile. The third
row shows the residual error between the measured response profile and the model estimation.

representation of the receptive field. Dynamically changing stimuli (e.g. moving or
white-noise stimuli) have been used to map receptive fields in both space and time.
Three independent variables, x, y, and t are then required to specify the field [74, 49].
Young and Lesperance [216, 217] developed 3D spatio-temporal model of the receptive field, simulating neuronal selectiveness in motion direction and speed using
Gaussian derivative (GD) filters. In their seminal work, Young modeled the shapes
of primate simple cells’ RFs using 1D Gaussian derivative functions, and proved that
neurophysiological data of RF profiles match well to those by generated the model in
spatial and frequency domain [212]. The 1D spatial model was extended to 2D [213]
and shown to be consistent with spatial RF shapes in the retina [214]. Later on, Young
and Lesperance developed 3D spatio-temporal GD model [216], predicting static and
dynamic properties of primate visual cortex cells explicitly [217]. In Section 3.2, we
will discuss the Gaussian derivative model in details and analyze how motion is detected
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Fig. 2. Dynamics of RF structure are illustrated for two simple cells from cat striate cortex. By varying the correlation delay, T, in the RF mapping algorithm, "snapshots" of the RF
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where g0 (x) is the Gaussian function along x direction, the horizontal axis in visual
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space. Parameter µ represents the center location of the Gaussian, and σ represents the
spread of the Gaussian.
The n-th order derivative of a 1D Gaussian basis function is defined as:

gn (x) =

dn
g0 (x), for n = 0, 1, 2 . . .
dxn

(3.2)

where g0 (x) is the Gaussian basis function in Equation 3.1, and n is the derivative order.
The set of basis functions in Equation 3.1 and 3.2 define Gaussian derivatives of
an arbitrary order. A one-dimensional Gaussian derivative model (GD model) along x
axis (horizontal axis in spatial space) is described by Equation 3.1 and 3.2. In a similar
way, the one-dimensional Gaussian derivatives along y (vertical axis in spatial space)
and t (temporal axis) directions can be computed.
According to Equation 3.1 and 3.2, the first four one-dimensional Gaussian derivative functions can be calculated analytically as follows:
g1 (x) = −x g0 (x)

(3.3)

g2 (x) = (x2 −1) g0 (x)

(3.4)

g3 (x) = −x(x2 −3) g0 (x)

(3.5)

g4 (x) = (x4 − 6x2 +3) g0 (x)

(3.6)

Figure 3.3 shows 1D Gaussian basis function g0 (x) and the first three Gaussian
derivatives, with all height values normalized to be 1.
In the neurophysiological studies (Allman and Kaas [7]; Allman et al. [6]; Salzman
et al. [176]; Britten and Heuer [29]), biological receptive fields are measured in spatiotemporal space (x, y, t) in the real world (x and y being the spatial coordinates, and t the
temporal coordinate). However, for computational modeling, receptive fields are more
commonly described by the principal axes (x0 , y 0 , t0 ) to fit the neurophysiological data
(Nowlan and Sejnowski [150]; Simoncelli and Heeger [180]; Young and Lesperance
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Figure 3.3: One-dimensional Gaussian derivative functions. Subscripts indicate the order of
derivative. All functions are normalized to have peak values of 1.

[216, 217]). The fundamental 3D spatio-temporal model of a MT neuron’s receptive
field is a product of three one-dimensional Gaussian derivative basis functions:
Ga,b,c (x0 , y 0 , t0 ) = ga (x0 ) · gb (y 0 ) · gc (t0 ), for a, b, c = 0, 1, 2 . . .

(3.7)
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where G(x0 , y 0 , t0 ) represents three-dimensional GD spatio-temporal model, the coordi-

Student Version of MATLAB

Version of MATLAB
nate (x0 , y 0 , t0 ) represents spatio-temporal space that definesStudent
the receptive
field. Axes

x0 , y 0 and t0 are equivalently termed principal, normalized, canonial, or standardized
coordinate axes of G by Young [216, 217]. The one-dimensional Gaussian derivative
functions along x0 , y 0 and t0 axes are represented as ga (x0 ), gb (y 0 ) and gc (t0 ) and can be
derived from Equation 3.1 and 3.2. The subscripts a, b and c correspond to derivative
numbers along the x0 , y 0 and t0 coordinates respectively. First four orders of Gaussian
derivatives can be computed according to Equation 3.3, 3.4, 3.5 and 3.6.
Figure 3.4(a) shows 3D iso-surfaces of spatio-temporal GD filters with different
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3D iso-surfaces of G00 , G10 , G20 , G30 filters in (x, y, t) space.

y

(a)

29

y

x

x
(b)

2D iso-contour plots of G00 , G10 , G20 , G30 in (x, y) space.

Figure 3.4: 3D iso-surfaces of isotropic (G00 ), 2-lobe (G10 ), 3-lobe (G20 ) and 4-lobe (G30 )
receptive fields in spatio-temporal space and and 2D iso-contour plots in x-y space (t set to
0, indicating the current frame). Each RF is monophasic in that differentiation is only taken
along x direction. The 2-lobe configuration is a simulation of on-off mechanism of biological
receptive field; 3-lobe configuration resembles the property of center-surround antagonism in
biological receptive fields. Gaussian derivative of each order is scaled to make the peak height
of absolute value to be 1. Positive weight values are in red colors and negative weights in blue.
The iso-surfaces are plotted at 10% of the peak value.

structures (1-lobe, 2-lobe, 3-lobe and 4-lobe), and Figure 3.4(b) shows corresponding
2D profiles and contour plots in spatial (x, y) space.

Chapter 3. Spatio-temporal Vision

3.2.1

30

Model tuning

The principal axes (x0 , y 0 , t0 ) capture the main orthogonal directions of the receptive field in a three-dimensional spatio-temporal space. To process real visual signals,
it is required to specify the relationship between the real-world axes and the principal
axes of the receptive field. Young and Lesperance fit the data of a biological receptive
field and found that receptive field axes (x0 , y 0 , t0 ) can be successfully represented as a
translation or rotation of the real-world axes (x, y, t) [216, 217]. In effect, the model
axes are centered, rotated, and scaled in order to fit the receptive field data measured
in real-world coordinates. These geometric transforms find the projection of the GD
model axes onto the real-world axes, or vice versa.
Likewise, for the output of an intrinsic receptive field to produce useful information for a visual system, a neural or machine vision system must be able to do the
reverse mapping from the intrinsic receptive field coordinates to real-world coordinates.
In this manner, the visual system can determine the locations, sizes, orientations, and
movements of real-world objects.
With three axes, there are also three ways to rotate the model field around those
axes, leading to three rotation parameters. However, in actual design of the model, two
rotation parameters would be sufficient to describe responding characteristics of MT
neurons (Allman and Kaas [7]; Salzman et al. [176]; Britten and Heuer [29]). We discuss each of these parameters in the following sections.

3.2.2

Spatial orientation angle

Orientation in (x, y) space θ → motion direction
Three-dimensional Gaussian derivative filters G(x, y, t) can be generated by convolving 1D GD filters along x, y and t dimension (as defined in Equation 3.7). In the
3D GD model, the rotation parameter for spatial orientation in the (x, y) plane is given
as the angle θ. The angle θ is the amount of rotation required to make the direction
of the receptive field (receptive field space) to be parallel with the the spatial axes in
the real-world coordinates (signal space). That is, the angle θ gives an estimate of the
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receptive fields orientation angle in the spatial image domain. When the stimulus motion direction matches the filter direction, the GD filter yields the maximal response.
Thus, angle θ controls filter’s selectivity in spatial direction of the motion. To obtain
GD filters at different spatial orientations, coordinates are rotated in spatial plane (x-y)
by a rotation angle of θ:
In the GD space-time model, the rotation parameter for spatial orientation in the
(x, y) plane is given as the angle θ. The angle θ is the amount of rotation required to
make the model receptive field line up its (translated) spatial axes with the real-world
spatial axes. The angle θ gives us an estimate of the receptive fields orientation angle in
space.
Specifically, the (x1 , y1 ) axes in space are first rotated about the t1 axis by the
orientation-angle parameter θ, until the spatial axes of the observed receptive field are
aligned with the spatial axes of the model:



x1 = x cos θ + y sin θ,




y1 = −x sin θ + y cos θ,





 t1 = t.

(3.8)

where (x, y, t) are the coordinates before spatial rotation and (x1 , y1 , t1 ) are the coordinates after the rotation.
As illustrated in Figure 3.5, the θ angle (the rotation angle in (x, y) space) predicts
the fields orientation in space. That is, θ estimates the angle of the principal spatial axis
of the receptive field. The equivalent traditional method of finding the spatial orientation
angle of a receptive field is to use different rotation angles of a drifting bar or sine wave
grating until the angle is found which maximizes the spike response from the receptive
field.
It has been mathematically proven, at least for a G10 model field [214], that θ gives
the optimum spatial orientation of a moving edge stimulus in 2D (x, y) space, and that
the optimum direction of motion for an object moving in space is at right angles to the
G10 model fields spatial orientation angle θ in space. The optimum spatial orientation
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Figure 3.5: Direction tuning in x-y space. When the stimulus orientation matches filter orientation, the filter response is maximal. As the the direction of stimulus motion digress from the
filter orientation, the response decreases.

is that which produces the peak output from the field, compared with other spatial orientations.

3.2.3

Space-time tilting angle

Tilting in (x, t) space ϕ → motion speed v
Another important feature of spatio-temporal GD filters is that when the stimulus
motion speed matches the filter speed, that filter yields the maximal response. Motion
speed can be reflected by ratio of x to t in space-time plane. Therefore, the parameter
that controls motion speed is space-time tilting angle ϕ. To obtain GD filters preferring
a series of moving speeds, the filters are rotated in space-time (x-t) plane by a tilting
angle of ϕ:



x0 = x1 cos ϕ − t1 sin ϕ,




y 0 = y1 ,





 t0 = x1 sin ϕ + t1 cos ϕ.

(3.9)

where (x0 , y 0 , t0 ) are the final coordinates for generating 3D Gaussian derivative filters
that are selective of signal motion direction and speed.
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2D space-time domain (x-t)

Figure 3.6: Motion detection by 3D Gaussian derivative filters in spatio-temporal space. The
relationship vb of ϕ can be inferred from the triangle with light blue color: vb = ∆x/∆t = tan ϕ.

In the space-time plane (x, t), the opposite side of angle ϕ is ∆x and the adjacent
side is ∆t. That is, tanϕ = ∆x/∆t = vb (as in Figure 3.6), where vb is the optimal
speed for the filter. For short, the optimal speed for a filter that with the space-time
tilting angle of ϕ is:
vb = tan ϕ

(3.10)

when the stimulus motion speed matches the filter speed, that filter yields the optimal
response. That is, when the stimulus motion speed vs equals tan ϕ, where ϕ is the
space-time tilting angle of the filter, the filter responds maximally.
Figure 3.6 shows how Equation 3.10 is derived, and Figure 3.7 shows the function
curve between vb and ϕ. Figure 3.7 shows the scenarios when a stimulus speed maximally activates and inhibits response of the GD filter: when the stimulus speed satisfies
Equation 3.10, the GD filter fires with the maximal spiking rate; when the orientation of
the stimulus trace is orthogonal to the space-time tilting angle of the filter (also called
“null direction” of the receptive field), the GD filter is maximally inhibited.
Once parameters are found that transform the shape, size, and location of an observed receptive field into the intrinsic model coordinates, it is useful to project back
the results into the extrinsic real-world coordinates. This inverse transformation allows
for comparisons of the predicted field to the measured receptive field, in the original
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Figure 3.7: Relationship between optimal speed vf and space-time tilting angle ϕ, as defined
in Equation 3.10.
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Figure 3.8: Speed tuning in x-t space. When the stimulus speed matches filter speed preference
(vs = tan ϕ), the filter responds maximally. When stimulus motion speed digress from the filter
preference, the filter yields decreased response.

real-world coordinates that the field was measured in:



x1 = x0 cos φ + t0 sin φ,




y1 = y 0 ,





 t1 = −x0 sin φ + t0 cos φ

(3.11)
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2D profile plots when y = 0

v = −2
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2D view in (x, t) space

Figure 3.9: (a) Corresponding 2D profile plots of the 3-lobe filter bank. The profile x-t plots are
taken at location where y = 0. As the figure shows, a large portion of G20 filters are elongated
and oriented, while some G20 filters are isotropic along y direction. Positive lobes are in red
colors and negative lobes in blue. (b) 2D profile views of spatio-temporal filters in space-time (xt) domain (top row) and spatial (x-y) domain (bottom row). Different space-time tilting angles
(top row) encode filters’ selectivity for different moving speeds and different spatial orientations
angles (bottom row) encode filters’ selectivity for different motion directions.

where φ is the space-time tilting angle for inverse transformation, and
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MT direction selectivity

(b)

MT speed selectivity

Figure 3.10: Selectivity of MT neurons [6, 176]. (a) Selectivity for direction. When the stimuli
directions falls in the area surrounded by the red curves, the MT neuron fires at the largest rate.
When the difference of the stimulus direction and the MT neuron preferred direction is greater
than π/4, the MT neuron barely fires. (b) Selectivity for speed. When the stimulus speed
matches the neuronal preference (64 degrees/sec), the neuron yield maximum response.
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x = x1 cos θ − y1 sin θ,




y = x1 sin θ + y1 cos θ,





 t = t1 .

3.3

(3.12)

Selectivity in speed and direction
The test the speed and direction selectivities of the local motion detectors, we gen-

erate a series artificial stimulus, that is, oriented white bars moving at black backgrounds
with various speeds and directions, and measure the responses of direction-selective and
speed-selective motion detectors. A group of speed-selective motion detectors is a subset of filters sharing the same direction preference, and a group of direction-selective
motion detectors is a subset of spatio-temporal filters sharing the same speed preference.
At first, we present speed-selective spatio-temporal filters with stimulus of different speeds and keep motion directions the same. The filter responses are visualized in
Figure 3.11. When the stimuli speed matches the filter’s speed, that speed selective filter
produces maximal response. When the difference of signal speed and filter speed increases, the response decreases quickly. The filters detectors are highly inhibited when
the stimuli and filter move to two opposite directions. The selectiveness of GD filters in
motion speed can be described as:

R=



 Rmax , when vs = tan ϕ

R

min ,

(3.13)

when | arctan vs − ϕ | = π/2

Secondly, we present speed-selective spatio-temporal filters with stimulus of different directions and keep motion speeds the same. The filter responses are visualized
in Figure 3.12. When the stimuli motion direction matches the filter’s orientation, that
direction-selective filter yields maximal response. When the difference between the two
angles increases, the response decreases quickly. Direction-selective motion detectors
are maximally inhibited when the stimuli orientation and filter orientation are orthogonal. When the difference between the two angles increases, the response decreases
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vf = 0
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Figure 3.11: Responses of local motion sensors when changing the stimulus speeds. Each
row represents responses to stimulus of the same moving speed, denoted as vs . Each column
represents responses of spatio-temporal filters of the same speed preference, denoted as vf .
Responses along the main diagonal are maximal, when the stimulus speeds match filter speeds
perfectly (vs = vf ). When the difference of vs and vf increases, the response decreases quickly.
The filters are highly inhibited when vs and vf are of different signs (when stimulus and the
filter move in opposite).

quickly. The selectiveness of GD filters in direction can be described as:

R=



 Rmax , when θs = θf

R

min ,

3.4

(3.14)

when | θs − θf | = π/2

Summary
In this chapter, we mainly discuss biological foundation for motion detection. We

start with presenting the neurophysilogical foundations and working mechanisms of the
human visual system, and then we discuss in details about the spatio-temporal Gaussian derivative model [216, 217]. As in 3.5 and Figure 3.8, GD filters are selective
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θf = 67.5o θf = 90o
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θs = 45o
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θs =112.5o
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Figure 3.12: Response of local motion sensors. Each row represents responses to stimulus of
the same orientation (θs ), and each column represents responses of spatio-temporal filters of the
same orientation (the direction of the parallel stripes, denoted as θf ). Responses along the main
diagonal are maximal, when the stimulus orientation matches filter orientation perfectly. When
the difference between the two angles increases, the response decreases quickly. The responses
are minimal when the direction of the stimuli motions are orthogonal to the filter directions
(|θs − θf |= 90◦ ).

of the speed and direction of a moving stimulus. We verify this intrinsic property, by
presenting the system a series of artificial stimuli and measuring the responses of GD
filters. The observations are demonstrated in Figure 3.11 and 3.12: when the stimulus
speed/direction matches the filter speed/direction, the spatio-temporal GD filter produces maximal response. Additionally, the response decreases as the stimulus velocity
(speed and direction) deviates from that of the filter. Speed selective filters are highly
inhibited when the stimulus and filter move to opposite directions, while direction selective filters are highly inhibited when the two spatial orientations are orthogonal. This is
a close simulation of direction selectivity (Allman and Kaas [7]; Dubner and Zeki [52])
and speed selectivity (Allman et al. [6]; Nowlan and Sejnowski [150]; Orban [152]) of
MT neurons (Figure 3.10).

Chapter 4
Optical Flow Recognition
Optical flow, an integral part of our visual experience, is the apparent global motion pattern caused by relative motion between an observer (or camera) and the scene
(Gibson [77]). Dense optical flow field informs motion vector at each pixel location,
revealing observer heading direction and relative distances of objects in the scene. In
general, optical flow is indispensable to a variety of visual tasks, including oculomotor control, 3D scene understanding, object detection, focus of expansion estimation
[128, 69, 126, 102], and so on. In specific, estimation of optical flow in realistic scenes
is of great significance to many applications, such as autonomous robots, self-driven vehicles, vision based navigation, etc. Recognition of optical flow patterns are especially
useful for inferring camera motion, as displayed in Table 4.1. For an automated mobile
agent, awareness about heading direction is essentially important for self-location, route
planning, and proactive obstacle avoidance.
In this chapter, we discuss our work in achieving robust optical flow estimation in
real world videos. We start with reviewing related work in optical flow estimation in
Section 4.1. Then in Section 4.2 and 4.3, we present the computational modeling and
discuss how local motions are detected and computed meaningfully, and how global
motion is recognized in a biologically-plausible way. Data collection and experiments
are described in details in Section 4.4. In Section 4.5, we conclude our study and discuss
potential improvements for future work.
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Table 4.1: Relationship between optical flow pattern, global motion and camera motion

OF Pattern

Planar

Radial

Circular

4.1

Global Motion

Camera Motion

Translates to East (right)

Pans leftward

Translates to Northeast (right-up)

Pans left-downward

Translates to North (upward)

Pans downward

Translates to Northwest (left-up)

Pans right-downward

Translates to West (left)

Pans rightward

Translates to Southwest (left-down)

Pans right-upward

Translates to South (down)

Pans upward

Translates to Southeast (right-down)

Pans left-upward

Flows outward / Expansion

Moves forward

Flows inward / Contraction

Moves backward

Counter-clockwise rotation

Rotates clockwise

Clockwise rotation

Rotates counter-clockwise

Introduction
Optical flow estimation algorithms have been extensively explored during last

decades (Lucas and Kanade [129]; Horn and Schunck [98]; Barron and Fleet et al. [14];
Beauchemin and Barron [18]; Brox et al. [32]; Liu [126]; Baker et al. [12]; Raudies and
Neumann [168]). The 2D image sequences are perspective projections of the motion
between the camera and the objects, the relative motion causes temporal variations of
the image brightness. It is assumed that temporal intensity changes are caused by motion signal only, and the image brightness of all pixels stays the same. This well-known
Brightness Consistency Assumption (BCA, as in Figure 4.1) can be expressed as:
I(x, y, t) = I(x + ∆x, y + ∆y, t + ∆t)

(4.1)
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(x, y)
(x +Δx, y +Δy)

t

t +Δt

Figure 4.1: Optical flow in 2D image plane. The brightness consistency assumption (BCA)
assumes that the pixel intensity at position (x, y, t) is the same as at (x + ∆x, y + ∆y, t + ∆t).

This constraint defined in Equation 4.1 is the basis of 2D motion estimation. The
assumption is true to small local translations (first approximation), when values of ∆x,
∆y and ∆t are not too big. Performing the first order Taylor approximation to I(x, y, t)
in Equation 4.1, we get:
I(x + ∆x, y + ∆y, t + ∆t)
= I(x, y, t) +

∂I
∂I
∂I
∆x +
∆y +
∆t
∂x
∂y
∂t

(4.2)

+ O(∆2 x) + O(∆2 y) + O(∆2 t)
where O() represents the second order and higher order terms after Taylor expansion.
Assuming that the intensity changes gradually (smoothness assumption), higher
order terms are small and can be ignored. Thus, we can obtain following relationship
by combining Equation 4.1 and 4.2:

or

∂I
∂I
∂I
∆x +
∆y +
∆t = 0
∂x
∂y
∂t

(4.3)

∂I ∆x
∂I ∆y
∂I ∆t
+
+
= 0
∂x ∆t
∂y ∆t ∂t ∆t

(4.4)
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Normally, the partial derivatives are written as:
Ix =

∂I
∂x

(4.5)

Iy =

∂I
∂y

(4.6)

It =

∂I
∂t

(4.7)

So Equation 4.4 can be expressed as:
Ix u + Iy v + It = 0

(4.8)

where u and v are velocity components along horizontal and vertical axes, respectively.
In Equation 4.8, image partial derivatives Ix , Iy and It are known, and motion components u and v are unknown. Thus, two unknowns are to be solved from one equation,
which causes the aperture problem.
Overall, these optical flow algorithms (Lucas and Kanade [129]; Horn and Schunck
[98]; Wagner [198]; Sun et al. [186]) compute the local image motion based on derivatives of pixel intensity value. In practical situations, a few of them can be readily applied
to estimate the optical flow caused by camera motion, due to the underlying assumption
about brightness consistency and smoothness of the flow field. Although simplifying
the problem, these assumptions are often violated due to flickering light sources or fast
moving speeds that are common in real videos (Barron and Fleet et al. [14]). Some analytical models (Bergen et al. [20, 21]; Black and Anandan [22]; Granlund and Knutsson
[84]) compute global motion between a limited number (two of three) of consecutive
frames, in a straightforward way.
Feature tracking approaches [106, 211] often assume constant appearance of the
objects, and thus fail in case of deformable objects. Recently, several algorithms have
been proposed for ego-motion detection in realistic scenes, however, they depend on
visual inputs from calibrated stereo cameras [137, 102]. In cases when de-noised, stable
frame sequences along with depth information are unavailable, these models become
severely unreliable.
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On the other hand, biological systems such as humans and mammals can move
through complex environments freely while avoiding obstacles at ease, as the navigational ability is one of the fundamental cognitive functions of brain cortices [75, 130].
It is widely accepted that the human visual cortex is by far the most precise and quickresponding visual system for short-range navigation that requires high-accuracy. Humans can keep updating their whereabouts in cluttered surroundings and navigate to a
destination in an efficient fashion [130, 86, 200]. Furthermore, this estimation of selfmovements can even be achieved with two-dimensional images from monocular vision
(Adiv [4]; Warren et al. [204, 205]). This cortical functionality is impressive considering the underlying complexities of the task, and even more striking since such selfmotions are often accurately perceived at presence of noisy transitional and rotational
motions introduced by eye movements. These abilities have motivated researchers to
develop a biologically-plausible global motion estimation system (Movshon and Newsome [144]; Simoncelli and Heeger [180]; Stocker and Simoncelli [185]; Zemel and
Sejnowksi [219]; Yu, Gaborski and Duffy [218]; Tsotsos et al. [165, 194, 195]; Grossberg et al. [30, 31, 59]).
There are multiple sensory inputs that provide signals and feedback for self-motion
detection in biological systems. In general, the mammalian navigation system processes
visual, vestibular and cognitive information and integrates all the cues when deducing
heading directions and rotation. However, among all the sensory inputs, the visual
landmarks play a leading role in making the final decision [28, 147]. The 2D vector
field is the perspective projection of the 3D velocity field in the real world and informs
self-motion. As a consequence, many efforts on modeling biological self-navigation
abilities concentrate on analyzing the two-dimensional visual information to estimate
self-movements and scene structures in dynamical environments (Adiv [4]; Lappe and
Rauschecker [119, 120]; Cameron et al. [36]; Browning et al. [31]; Warren and Hannon
[204]; Warren et al. [205]).
The cognitive abilities for spatial awareness and self-navigation in humans are
primarily supported by dorsal visual stream, which perceives spatial information from
the retina [139, 104, 37], creates dynamical representation of stimulus in primate Middle Temporal (MT) cortex [26, 135, 131, 180] and integrates local motions for global
heading direction in dorsal Medial Superior Temporal (MSTd) cortex (Celebrini and
Newsome [39]; Duffy [53]; Duffy and Wurtz [54, 55, 57]). According to physiological
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studies, MT neurons perceive local motion and respond preferentially to a variety of
motion speeds and directions [174]. MSTd neurons receive inputs from MT and respond to self-motions and respond preferentially to translational, rotational and radial
movements (Celebrini and Newsome [39]; Duffy [53]; Duffy and Wurtz [54, 55, 57]).
However, how the motion signals are exactly represented at intermediate stages and
how MSTd neurons are organized to derive large-field motion, are still not fully understood at this time. This problem is even more intertwined and complicated since other
modalities (e.g. vestibular) also assist in the task [96, 147]. In this thesis we primarily
examine and simulate the working mechanism of visual system in motion perception.
The primary goal of this research is to develop a model to achieve accurate global
motion recognition in realistic scenes. The system is designed to be capable of processing realistic videos collected with unstable cameras and recognizing patterns of self
motion from global motion field. To extract effective and meaningful motion features,
a series of steerable spatio-temporal filters (by Young and Lesperance [216, 217]) is applied to detect motion at different speeds and directions, a close simulation of speed and
direction selectivity of MT cells. The intermediate responses from multiple filters are
combined to estimate dense displacement fields in local regions (Movshon and Newsome [144]; Born and Bradley [23]; Majaj, Carandini and Movshon [131]). At the end,
motion components from local regions are aggregated for global motion recognition,
as MSTd respond preferentially to planar, radial and circular patterns of optical flow
(Celebrini and Newsome [39]; Duffy [53]; Duffy and Wurtz [54, 55, 57]).
One major contribution of this thesis is that we construct an automated, reliable
machine-vision system to deduce large-field optical flow from local motion estimators.
Unlike other optical flow estimation algorithms, the proposed framework is capable of
processing visual stimuli from multiple frames simultaneously and estimating displacement field in complicated environments. The framework works off-line at current, but
it can be potentially extended for recognition in real-time. Our system is characterized
with features that demonstrated during extensive experiments: 1) reliable performance
under different environments 2) selective responsiveness for motion speed and direction
and 3) error tolerance to unpredicted, abrupt camera motion.
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Local motion detection
The ability to perceive movement is universal among all visual animals. It is widely

believed that the brain contains mechanisms specifically devoted to the processing of
motion (Schneider [177]; Maunsell and Newsome [134]; Albright [5]; Goodale and
Milner [83, 140]), and the processing in motion pathway is consisted of multiple stages
(Adelson and Movshon [3]; Saito et al. [175]; Hildreth and Koch [95]). In the first
stage, early vision system operates on the luminance of the visual stimulus and neuronal activations are sensitive to the direction of 1D component motion (Derrington et
al. [51]; Carandini et al. [37]). The components of the first motion perception stage
are considered to be specific analyzers for local elements in the visual stimulus. The
process starts with primary visual cortex (V1) and continues to middle temporal (MT or
V5) visual area (Dubner and Zeki [52]; Allman and Kaas [7]; Maunsell and Van Essen
[135]; Felleman and Van Essen [67]) in extrastriate cortex. Even though, there are neurophysiological experiments suggesting that some types of visual information reaches
MT before it even reaches V1 (Dubner and Zeki [52]).
Although demonstrated selectiveness in stimulus spatial orientation, V1 neurons
only respond to the component motion orthogonal to their preferred spatial orientation
(Adelson and Movshon [3]), and thus not a good estimator for stimulus velocity. Some
researchers used linear models to explain direction selectivity by incorporating timing
delays in different parts of the receptive field (Watson and Ahumada [207]; Adelson and
Bergen [2]; van Santen and Sperling [197]). Our model uses spatio-temporal filters to
model the simultaneous selectiveness of MT neurons to stimulus speed and direction.
In dorsal stream, outputs from MT are projected to MSTd region via cortical connections for large-field optical flow recognition (Bremmer et al. [26]; Orban [152]). MSTd
neurons respond selectively to optical flow patterns and inform heading direction of
self-motion (Duffy and Wurtz [54, 55]; Celebrini and Newsome [39]). Many MSTd
neurons are responsive to planar (Duffy [53]), radial, and circular patterns (Duffy and
Wurtz [54, 55]; Yu, Gaborski and Duffy [218]) of optical flow.
Based on previously mentioned biological foundations, we propose a hierarchical
motion processing model that primarily consists two stages: (1) motion estimation in
local neighborhoods and (2) recognition for global motion (optical flow), as demonstrated in Figure 4.2. In the first stage, each local neighborhood is processed with a
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series of steerable spatio-temporal filters (Young and Lesperance [216, 217]) with different spatial phases and space-time tilting angles. Spatio-temporal filters of different
spatial orientations encodes for selectivity for motion directions and spatio-temporal filters of different space-time tilting angles encodes selectivity for motion speeds. Thus,
by using a series of spatio-temporal filters and combining results from each filter, motion components for each pixel along two orthogonal axes can be estimated (Freeman
and Adelson [71]). Responses of all filters are calibrated simutaneously (for better tuning and higher accuracy) and motion components along x and y directions are estimated
respectively. For recognition of global motions, a three-layer feed-forward neural network is constructed (Bremmer et al. [26]; Orban [152]). Inputs are x and y motion
components from all of the local patches of field of view and targets are encoded in
binary-numbers. We describe each stage in finer details in following sections.
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Figure 4.2: Pathway from MT to MSTd for optical flow recognition. The hierarchical framework is comprised of two stages: motion estimation in local patches and recognition for global
motion. In the first stage, the video sequence is processed with couples of even-symmetric (2lobe, G10 ) and odd-symmetric (3-lobe, G20 ) GD spatio-temporal filters for phase-insensitive
responses. Motion detected for all quadrature pairs are synthesized for motion decomposition
along x and y axis. For recognition of optical flow, a three-layer feed-forward neural network is
constructed. Inputs are x and y motion components from all of the local patches of visual field
and each MSTd cell is trained to respond to a particular pattern of global motion.

During last decades, empirical experiments by neuroscientists have suggested the
visual responses of MT neurons are mainly determined by five properties: (1) retinal
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position (2) direction of motion (3) speed of motion (4) stimulus size (due to surround
suppression) and (5) binocular disparity (see review papers by Orban [152], Britten
[27], Born and Bradley [23]). Among all these characteristics, the most prominent
feature of MT neurons is their selectivity for speed and direction, that is, they respond
selectively to a visual stimulus moving with a particular velocity (speed and direction),
and are somewhat insensitive to stimulus spatial pattern. This intrinsic property has
been commonly used in many biologically plausible models (Simoncelli and Heeger
[180]; Tsotsos et al. [194]; Grossberg et al. [59, 31]) for motion detection and heading
estimation. In our model, although each of our velocity-selective MT neurons has a
preferred velocity (speed and direction), it will also respond to non-optimal stimuli,
with degraded amplitudes.
The mechanism for velocity selectivity can be described in the 3D frequency domain. The power spectrum of a translating two-dimensional pattern lies on a plane
(Watson and Ahumada [206, 207]), and the tilt and spatial orientation of this plane
depend only on the translational velocity.
In our work, the selectiveness of stimulus velocity is simulated using Gaussian
derivative (GD) filters in the spatio-temporal domain by Young and Lesperance [216,
217]. In their seminal work, Young modeled the shapes of primate simple cells’ RFs
using 1D Gaussian derivative functions, and proved that neurophysiological data of RF
profiles match well to those by generated the model in spatial and frequency domain
[212]. The 1D spatial model was extended to 2D [213] and shown to be consistent
with spatial RF shapes in the retina [214]. In the work by Koenderink in differential
geometry, a GD spatial model was used as basis functions to represent object shapes in
3D visual space (Koenderink and van Doorn [113]; Koenderink [111, 112]). Later on,
Young and Lesperance developed 3D spatio-temporal GD model [216], predicting static
and dynamic properties of primate visual cortex cells explicitly [217]. This proved the
GD model basis functions to be sufficient to describe the signal in simple cell cortical
receptive fields within the constraints of biological noise.
Specifically, MT neurons extracts motion of oriented elements in the visual field by
filtering the moving stimulus in spatial and temporal domain. In Chapter 3, the Gaussian
derivative model is discussed and proven to be biologically plausible. Hence, we use
spatio-temporal GD filters to simulate receptive field characteristics of MT neurons.

Chapter 4. Optical Flow Recognition

4.2.1

49

Steerable filter bank

Consider a dynamic visual stimulus that varies across spatial location (x, y) and
temporal time stamp t. Let F (x, t) denote the retinal image of the whole visual field,
where x = (x, y) ∈ I2 and t ∈ T1 . I2 denotes two-dimensional spatial space (visual
field) and T1 denotes one-dimensional temporal space specifying duration of receptive
fields. Let Gϕ,θ (x, t) be the aforementioned spatio-temporal filter preferring speed v
and direction θ (where v = arctan ϕ), then the corresponding measurement at the presence of 3D visual stimulus F (x, t) can be computed as:
(4.9)

Rs1 (x, t) = | Gϕ,θ (x, t) ∗ F (x, t) |+

where Rs1 (x, t) is the response by filter Gϕ,θ (x, t) at the presence of stimulus F (x, t).
Operator ∗ represents 3D convolution in spatio-temporal domain and |·|+ denotes half-

wave rectification, which sets all negative terms to 0 [145, 8, 82] (Figure 4.3):

|z|+ = max(z, 0) =



z, if z ≥ 0,

0,

(4.10)

if z < 0.

Zero Rectification

1

Output (|z | + )

0.5

0
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−1
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0

0.5

1

Input (z )

Figure 4.3: Zero-rectification for activation function. After the activation, all negative results
are set to 0 while positive results remain the same.
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This linear-nonlinear process is a simulation of the convolution-activation procedure of simple cells in visual cortex, which first sum all input signals with weights and
apply an activation function for the final neuronal firing [132, 38, 29]. In real implementation, the 3D convolution can be computed in the frequency domain for efficiency.
Values in Rs1 (x, t) are dependent on how close the stimulus speed matches the kernel speed and how close the stimulus motion direction matches the kernel orientation
[6, 176, 23, 174]. In the following paragraphs, the filter and the stimulus can be abbreviated as Gϕ,θ and F for simplicity.
Since in the image plane, velocity is a two-dimensional vector, thus knowing motion at one single speed or direction is not sufficient to reconstruct the actual velocity
field. In human visual system, a population of neurons are active when perceiving the
motion [26, 180, 174]. Information regarding temporal patterns from multiple motion
sensitive neurons are integrated and analyzed for the final decision [131, 147]. Inspired
from that, we use a group of steerable motion detectors and combine results from them
for the final estimation (Figure 4.4). In specific, a set of multi-speed, multi-orientation
spatio-temporal filters is used for reliable motion estimation. Assuming that the system uses GD filters of n speeds (noted as H1×n ) and p directions (noted as Θp×1 ), the
filter bank can be represented as Gn×p , in which G(i, j) = Gϕi ,θj (i = 1, 2, ..., n and
j = 1, 2, ..., p). As in Figure 4.4, each spatio-temporal filter Gϕi ,θj represents a motion
sensor tuned to be selective of the i-th speed Hi and the j-th direction Θj . When the
speed and direction of a moving stimulus match the preference of the filter, that filter
will produce the maximum response. In the following, we term each spatio-temporal
filter a local motion detector or sensor as alternatives. The total number of all 3D kernels
is denoted as q, and thus q = np.
The results by simple convolution are phase sensitive. That is, the response is
selective of the stimulus contrast polarity and its exact position within the receptive
field. Another type of cells, called complex cells, are found to be responding to stimuli
regardless of the polarity and spatial location (Glezer et al. [82]; Movshon et al. [145]).
To simulate this property, Adelson and Bergen proposed a motion energy model and
obtained phase insensitive response by summing the outputs from a quadrature pair of
filters offset by a spatial angle (θ) of π/2 [2]. Both center-surround (3-lobe) and on-off
(2-lobe) filters are applied and responses are combined from them. Center-surround
kernels have positive weights in the center and negative weights at surrounds (or vise
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Figure 4.4: Samples of G10 , G20 quadrature pairs. G10 filters have 2 lobes (odd rows) and G10
filters have 3 lobes (even rows). Each row represent GD filters of the same speed while each
column represent filters of the same spatial orientation.
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2-lobe GD filters. θ = 0◦ (→), 90◦ (↑), 180◦ (←), and 270◦ (↓).

(b)

Filter responses when t = 1.

(c)

Filter responses when t = 5.

(d)

Filter responses when t = 10.

(e)

Filter responses when t = 15.

(f)

Filter responses when t = 20.

Figure 4.5: Results of a pedestrian sequence. The person walks to the left and the camera
pans to the left to track him. Though non-stationary, the background is simple and uncluttered.
The background responses are not visualized due to display contrast. When the filter motion
direction matches the object (the forth column), the filter yields maximum response.
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versa), emulating center-surround antagonism in biological neurons. On-off kernels
compute local contrast by a weighted subtraction.
For mathematical modeling, 3-lobe spatio-temporal receptive fields are generated
by the second order Gaussian derivatives and 2-lobe spatio-temporal receptive fields are
generated by the first order Gaussian derivatives (Figure 3.4). Center-surround kernels
yield strong responses when the stimulus is at the center of the filter, and on-off kernels
yield strong responses when there is a sharp contrast in image intensity. The responses
of a quadrature pair of spatio-temporal GD filters are combined following:

Rc1 (x, t) = Gϕ,θ (x, t), Gϕ,θ+ π2 (x, t) ⊗ F (x, t)
q
2
= (Gϕ,θ ∗ F )2 + Gϕ,θ+ π2 ∗ F

(4.11a)
(4.11b)

Quadrature Pair

x

x
y

- +

y

-

( )2

-

+

( )2

+

Motion Energy
Figure 4.6: Motion energy model adapted from Adelson and Bergen [2]. Each input is first
processed with a quadrature pair of 3-lobe and 2-lobe filters and the squared responses are
summed for activation. The final result is proven to be insensitive to locations of the stimuli
in the receptive field and polarity of the stimuli. This process simulates operations of complex
cells in the visual cortex. In the figure, positive lobes are in green and negative lobes are in red.
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Motion energy has been successfully used for detecting motion and predicting neuronal responses to complex stimuli (Emerson et al. [61]; Petkov and Subramanian [161];
Challinor and Mather [40]). However, result from Equation 4.11 does not strictly reflect the dynamic pattern of the stimulus, as it is still affected with the spatial contrast
of the stimulus, as in Figure 4.7(b), 4.7(e), 4.7(h), 4.7(k) and 4.7(n). According to neurophysiological studies, MT neurons respond only preferentially to stimulus velocity,
in-selective of stimulus contrast or intensity [152, 23, 174]. To derive natural responses
that are unbiased to stimulus spatial contrasts, final motion is computed by subtracting
baseline reactions from the Adelson-Bergen motion energy (Equation 4.11):


Rmt (x, t) = Gϕ,θ , Gϕ,θ+ π2 ⊗ F − Gϕ,θ , Gϕ,θ+ π2 ⊗ F0

(4.12)


where Rmt (x, t) is the neutral response to video sequence F , Gϕ,θ , Gϕ,θ+ π2 ⊗ F is

the motion energy (defined in Equation 4.11a, 4.11b), and Gϕ,θ , Gϕ,θ+ π2 ⊗ F0 is
the baseline energy response (reaction to static image sequences with the same spatial

pattern). The latter can be regarded as the spatial energy of the video frames, which
represents the filter activation at the presence of static stimuli that of the same contrast
and texture. One way to derive F0 (x, t) is computing the most “representative” frame of
the video and presenting it repeatedly to the system. That is, F0 (x, t) = f (x), ∀t ∈ T1 ,

where f (x) is the 2D background frame that represents the spatial pattern of the video.
For stationary backgrounds, f (x) can be computed by simply averaging over temporal
axis; for dynamically changing backgrounds, more adaptive methods can be used for
better accuracy [184, 60, 222, 109].
The motivation and effect for inhibiting response to background can be explained
by Figure 4.7, in which a butterfly flies across complicated environments made up of
bushes (Figure 4.7(a), 4.7(d), 4.7(g), 4.7(j) and 4.7(m)). The background is complex
but mostly stationary, except for partial swinging at several frames. By purely computing the motion energy, patterns of the background also contribute to the perception of
motion (Figure 4.7(b), 4.7(e), 4.7(h), 4.7(k) and 4.7(n)), which is a severe violation to
responding characteristics of neurons in the MT region [152, 27, 23, 174]. We demonstrate that this side-effect can be effectively eliminated with a inhibition process that
described in Equation 4.12. By subtracting the spatial influence from the motion energy
in Equation 4.11, MT cells only respond to temporal motion information instead of spatial pattern or texture of the stimulus (Figure 4.7(c), 4.7(f), 4.7(i), 4.7(l) and 4.7(o)),
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Figure 4.7: Results of a butterfly sequence. Left: a butterfly flies across (partially) swinging,
cluttered bushes. Middle: Adelson-Bergen motion energy [2]. Right: response after inhibition to
background spatial patterns. The side-effect introduced the by background clutter is effectively
eliminated by the subtracting the spatial energy of each frame.
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which is of essential importance for reducing noise and inhibiting false detection.

4.2.2

Response calibration

After processing the dynamic visual stimuli with a group of motion sensors, the
problem of motion estimation is reduced to the reverse engineering process of constructing the two-dimensional motion field from filter responses. According to experiments
in Section 3.3, each GD filter is maximally activated when the speed and direction of the
stimulus matches the speed-direction preference of filter. However, maximal responses
of different filters are not equal due to different patterns of stimuli and filter responses
are not symmetric with respect to the optimal value due to the intrinsic properties of GD
filters (Figure 4.8(a)). This motivates us to adopt an additional process to calibrate the
filter responses.
Let ri represent response of the i-th GD filter (i = 1, 2, . . . , q),



r1 = c11 m1 + c12 m2 + . . . + c1q mq





 r2 = c21 m1 + c22 m2 + . . . + c2q mq

(4.13)



...





 r = c m + c m + ... + c m
q
q1 1
q2 2
qq q
where ri (i = 1, 2, . . . , q) is filter response of motion sensor at one speed-orientation
combination and mi is the corresponding signal motion decomposition at that speedorientation combination. Coefficient cij (i, j = 1, 2, . . . , q) indicates the contribution
of j-th motion component mj to response of i-th motion sensor ri . Total number of
spatio-temporal filters for motion detection is denoted as q, and thus q = n1 n2 .
The linear equation set 4.13 can be re-formulated in the following matrix multiplication form:
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· · · cqq
mq

(4.14)

Let Rn×p be the matrix that represents all responses by spatio-temporal filter bank
Gn×p , and R0q×1 be the vectorized representation of R. Similarly, M0q×1 is the vectorized representation of the ideal response matrix Mn×p , that is, the filter that matches
the speed and direction of the stimulus has 100% response and other filters have only
baseline responses. The simultaneous equation set 4.14 can be represented as:
R0q×1 = Cq×q M0q×1

(4.15)

where R0 is the system measurement, C is a q×q intrinsic matrix describing characteristics of the system, and M0 encodes the target to be achieved after calibration. Entries in
R0 are responses measured by the motion detectors, and entries in C are the coefficients
to be discovered from tuning properties, so both R0 and C are known.
Since motion detections by different spatio-temporal filters are irrelevant, matrix
C is full rank and invertible. Therefore, M0 can be computed as:
0
M0q×1 = C−1
q×q Rq×1

(4.16)

where C−1 is the inverse matrix of C.
To compute coefficients in C, a group of standard stimuli (bright bars moving
at dark backgrounds) that match the speed-direction preference of each GD filter is
presented to the system once at a time. When the calibrating stimulus for the j-th filter
is presented, M0i equals 1 when i = j and 0 elsewhere. As a result, the j-th column
of the intrinsic matrix, Cj , is equal to the filter response vector R0 (Equation 4.15).
By calibrating all the filters one by one, C is known, and thus we can reconstruct the
motion components of real stimulus M0 from and C and R0 .
To demonstrate the effect of response calibration, sensor measurements before (R0 )
and after (M0 ) the linear transformation were recorded and visualized in Figure 4.8. A
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Figure 4.8: (a) Speed responses before calibration and (b) after the linear transformation in
Equation 4.13, 4.15 and 4.16. Positive speeds indicate rightward motion while negative speeds
indicate leftward motion. The speed selective kernels produce maximal response when the stimulus match the filter speeds. By the calibration, optimal responses of all filters are set to 100%
and declining speeds are symmetric with respect to the optimal. After the correction, the speed
tuning curves is more reflective of biological data in [174].

series of artificial stimulus−white bars moving across black background−was generStudent Version of MATLAB

ated and tested filter responses. In the first experiment, we presented speed selective
spatio-temporal GD filters with stimulus of different speeds (while keeping motion directions the same) and recorded responses of the filters. Specifically, seven different
GD filters were tested: v = −3, −2, . . . , 3 and each colored line in Figure 4.8 represented the response of one spatio-temporal sensor. Before the linear transform, optimal
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Figure 4.9: Derived component motion along four directions. (a) Measurements of direction
selective sensors before calibration. (b) Corrected directional responses after the linear calibration. In both figures, x-axis represents signal motion direction (in degree) and y-axis are corresponding estimations of component motions. The direction selective kernels yield maximal
response when the motion direction of the stimuli matches orientation of the filter. The response
decreases gradually when the stimuli motion direction deviates from the filter direction. This is
a simulation of tuning curves of MT direction selective neurons [176].
Student Version of MATLAB

response values vary from one filter to the next and response are decreasing at the different apeeds when diverging from the optimal value. The transform process sets the
optimal responses of all filters to 100% and makes the filter response to be symmetric
with respect to the optimal value.
In the second experiment, we presented direction selective spatio-temporal GD
filters with a series of white bars moving along various directions (5◦ , 10◦ , . . . , 180◦ )
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and kept motion speed the same. The motion directions were always perpendicular
to the orientation of the bar, and the filters along four major directions were tested:
0◦ , 45◦ , 90◦ , and 135◦ . In Figure 4.9, each colored line represents derived motion decomposition along one of the four directions. The directional selective kernels yield
maximal response when the motion direction of the stimulus matches orientation of the
filter, and the response decreases gradually when the motion direction deviates from
the optimal direction. The tuning curves are periodic at interval of 180◦ , since parallel
stripes of the filters in (x, y) space remain the same after a spatial rotation of 180◦ .
To sum up, the raw maximum responses for each filter are unequal and asymmetric
(Figure 4.8(a) and 4.9(a)). After the calibration, filter yields 100% responses for optimal
stimulus and 0 responses for stimuli of other patterns after the calibration (Figure 4.8(b)
and 4.9(b)). In addition, responses decline symmetrically with respect to the optimal
value (Figure 4.8(b)). These facts demonstrate that our calibration method is meaningful
and the results emulate tuning properties of MT neurons speed selectiveness (Dubner
and Zeki [52]; Allman and Kaas [7]; Allman, Miezin and McGuinness [6]) and direction
selectiveness (Orban [152]; Born and Bradley [23]; Rust et al. [174]) of MT neurons.

4.3

Motion field estimation
After the component motion at each speed-direction channel is derived, the fi-

nal motion field can be computed. In a 2D Cartesian space that represents the image
plane, an arbitrary motion vector can be represented by a pair of orthogonal basis. Let
u(x, t) = (u(x, t), v(x, t), t) represent the velocity field in the spatio-temporal space,
and u(x, t) and v(x, t) are motions decomposed along horizontal direction (x axis) and
vertical direction (y axis). In vector geometry, they are formally called abscissa and
ordinate. Given u and v, motion magnitude and direction can be computed accordingly.
In theory, one pair of GD filters that move along two orthogonal directions will
suffice for the motion estimation. However, this estimation is coarse and estimation
error cannot be ignored. Thus, multiple orthogonal filter pairs are used and average
estimation is computed to improve accuracy. In our model, a pair of GD filters offset by
a spatial angle of π/2 qualify as an orthogonal basis. To achieve higher accuracy and
reliability, multiple standard bases are used simultaneously, and the results are averaged
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Figure 4.10: GD speed circles. For a vector with magnitude l and angle θ, the spatial coordinate
in x-y space (abscissa and ordinate) is (l cos θ, l sin θ).

for final estimation. That is, the final motion field is a (weighted) average of calibrated
responses mij .
Note that response from filters with different speeds have distinct contributions
in computing the actual motion. For example, when the filter with speed 1 responds
maximally (to 100%), the actual speed for stimulus is 1; when the filter with speed 3
responds maximally (to 100%), the actual speed for stimulus is 3. Since all responses
are normalized to be between the range of [0, 1] in Equation 4.16, each item in calibrated
response matrix M, mij , can be considered as a ratio to the maximal response.
When computing the real motion, responses from GD filter with large speed should
be awarded with larger weight, while that from filter with small speed should be associated with smaller weight. The weighting factor should be proportional to the filter speed.
On the other hand, filters direction also affect the motion perception. For example, consider two GD filters: G(1) = (1 pixel/frame, 0◦ ) and G(2) = (1 pixel/frame, 45◦ ). Given
a stimulus that moves along x direction, when G(1) fires 71.7%, the stimulus speed is
0.717 (pixel/frame); when G(2) fires 71.7%, the actual stimulus speed is 1 (pixel/frame).
Considering all these aspects, the motion decomposition along horizontal direction
(x axis) can be computed as:
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p
n X
X

hi mij cos θj

(4.17)

i=1 j=1

According to Equation 4.17, the motion decomposition along the horizontal direction is dependent on three factors: 1) the speed of the filter hi → the larger the filter
speed, the greater the u value; 2) the normalized response of the filter mij → the larger

the filter speed, the greater the u value; 3) the spatial orientation of the filter θij →

the larger the cos θ, the greater the u value. All above conditions are necessary but not
sufficient to achieve meaningful estimation of the motion vector.
Similarly, the motion decomposition along vertical direction (y axis) can be computed as:
v(x, t) =

p
n X
X

hi mij sin θj

(4.18)

i=1 j=1

According to Equation 4.18, the motion decomposition along the vertical direction has positive correlations with three factors: 1) the speed of the filter hi ; 2) the
normalized response of the filter mij ; and 3) sin θij .
As discussed in Section 4.2.1, the filter bank can be represented as Gn×p , the speed
set can be represented as H, and the direction set can be represented as Θ. Equation 4.17
can be expressed in a more succinct way:
u(x, t) =

p
n X
X

hi mij cos θj

i=1 j=1

= H1×n Mn×p (cos Θ)p×1

(4.19)

Equation 4.18 can be expressed succinctly as:
v(x, t) =

p
n X
X

hi mij sin θj

i=1 j=1

= H1×n Mn×p (sin Θ)p×1

(4.20)
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Finally, knowing directional motion along horizontal and vertical axes, motion
magnitude can be computed as:
k û(x, t) k =

p

(4.21)

u2 (x, t) + v 2 (x, t)

And motion direction can be computed as:
θ̂(x, t) = arctan

v(x, t)
u(x, t)

(4.22)

Equations 4.19 and 4.20 are proven to be logical and necessary to reconstruct the
motion field accurately. The analytical process for interpolation-based motion estimation is demonstrated in Appendices A and B.
To test the accuracy for direction estimation, we present the system with a series
of artificial visual stimuli that move at 37 different directions, from 0◦ to 180◦ , with
interval of 5◦ . Each estimation is compared with the ground truth, and the results are
shown in Figure 4.11. The average error for estimation is 3.0◦ (out of 360◦ ), which is
considerably precise.
Neuronal estimation of moving direction

180

θ2 (Estimation)
θ0 (Truth)

160

|θ0−θ2| (Error)
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140
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80
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160
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Figure 4.11: Results for using direction estimation algorithm described in Equations 4.19, 4.20
and 4.22. Ground truth directions are shown in red line while neuronal estimation are shown
in blue line with triangular markers. Estimation errors are in magenta. Mean Error (ME) for
direction estimation is 3.0◦ .
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Algorithm 1: System Overview of the Model
Data: Raw video sequence from a mobile device
1

Initialize model parameters (H, Θ);

2

Generate spatio-temporal filters at all preset speeds and directions;

3

foreach video sequence do

4

Construct background model F0 ;

5

foreach quadrature pair of 3D GD kernels do

6

Compute Adelson-Bergen motion energy Rc1 ;

7

Compute contrast-insensitive temporal response Rmt ;

8

end

9

Calibrate response matrix R → M;

10

Compute horizontal motion u and vertical motion v;

11

end

12

Aggregate local motions for global optical flow recognition;
Result: Pattern of optical flow

Algorithm 1 reviews the overall framework of the model that is consisted of local
motion estimation and global motion integration. Algorithm 2 demonstrates the process
for local motion feature extraction.

4.4

Global motion recognition
Dorsal MST neurons respond to optical flow patterns within wide-field and informs

heading directions of self-motion (Duffy [53]). Many MSTd neurons are responsive
to planar, radial, and circular patterns of large-field optical flow (Duffy and Wurtz
[56, 57]). To model the selectivity of MSTd neurons to different patterns of global
motion, we use a multi-layer neural network and train it with the back-propagation
algorithm. The success rate (presented in results section) proves it adequate to model
MSTd responsiveness. Moreover, the network can generalize over various train samples
and more samples can be conveniently added to the system. The complete process is
illustrated in Figure 4.14 and 4.15.
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Algorithm 2: Pseudo-code for Local Motion Estimation
Data: Spatial-temporal video sequences F
1
2
3
4

(µ, σ, H, Θ, {n, p}, {a, b, c}) ←− InitializeParameters;

(G(10) , G(20) ) ←−ComputeGDBank(µ, σ, H, Θ, {n, p}, {a, b, c});
for i = 1 to n do

for j = 1 to p do
F0 ←−ExactBackgroundModel(F );

5

(10)

(20)

(20)

Rs1 ←− SimpleFeature(F, Gi,j );

7

(10)

(20)

Rc1 ←− MotionEnergy(Rs1 , Rs1 );

8

Rmt ←− BackgroundInhibition(Rc1 , F, F0 );

9
10

(10)

Rs1 ←− SimpleFeature(F, Gi,j );

6

end

11

end

12

(u, v) ←− ComputeMotionComponent(M, H, Θ);

13

u ←− ComputeMotionField(u, v);

Result: Dense motion field u

4.4.1

Video collection

To test the system tolerance for unexpected camera movements and irregular camera noise, we capture the videos with hand-held mobile devices (iPads). In general, we
collected videos for twelve patterns of large-field optical flow: eight planar patterns
(west, east, north, south, northwest, southwest, northeast, southeast) two radial patterns (inward and outward) and two circular patterns (clockwise rotation and counterclockwise rotation).
The videos are taken at a variety of locations, including inside of shopping malls/
library, outside of campus /marketplace/ residential areas, on roads, and parking lots.
For videos recorded on campus, most of surroundings are buildings composed of textureless, flat structures and vertical/horizontal edges. In addition, most of these videos
are captured at a long distance from the building complex. For videos captured in residential areas, a large portion of visual field are natural scenes that are made up of trees,
bushes, grasslands, clouds. Videos of this category are much richer in visual contrast
and local texture, however, illumination conditions may be inconsistent since sunlight
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Figure 4.12: Optical flow of planar motion (left) and radial motion (right) in magnitudes. Motion magnitude is proportional to the height of the peaks.
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(f)

t = 30

(g)

t = 35
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t = 40

Figure 4.13: Optical flow of an outward video (the camera moves forward) in arrows. Flow
direction is the arrow direction and the flow magnitude is proportional to the length of the arrow.
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MSTd response

!"!"!"
Planar

Radial

Circular

Optical flow patterns

Figure 4.14: Model for MSTd neuronal responsiveness. As in [53, 56, 57], MSTd neurons
respond to translational, rotational and radial optical flow patterns. Each prototype of MSTd
neuron responds to one particular flow patterns, as indicated by one colored curve in the chart.
When the input optical flow feature vector matches the optical flow preference of this MSTd
neuron, it will fire maximally. Otherwise, it will remain rest.

is occasionally blocked by the houses or trees. For videos captured inside the school
library, we take close-ups of bookshelves and book spines, which varies rapidly in color
space.
Additionally, training videos are collected on different days and times to ensure
that we have a wide range of lighting conditions in the training data. Some videos are
well lit (noon time) while some videos are taken in late afternoon. A small portion of
outdoor videos are taken when the sky is overcast by dark clouds.
As shown in Figure 4.16, video contents vary considerably in scene appearance
(indoors and outdoors, natural and man-made, flat and rugged), background complexity
(simple and cluttered, open, semi-open and close), lighting conditions (sunny moon and
rainy morning), textures (buildings, vegetation, floors, bookshelves, etc.), view depth
(close-ups and far-views) and view perspectives. To the best of our knowledge, currently
this is the largest realistic video database for global motion recognition.
To collect video of planar motion, we sweep the camera along each of the eight
directions (west, east, north, south, northwest, southwest, northeast and southeast). The
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Figure 4.15: Simplified, conceptual framework for optical flow recognition. Assuming that the
entire visual field is divided into 3×3 regions, the local motion from each of the 9 regions are
feedforward for optical flow recognition. In the MSTd layer, activated neurons are in red while
neurons at rest are in blue.
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Figure 4.16: RIT video database. As the figure shows, video contents vary considerably in scene
appearance (indoors and outdoors, natural and man-made, flat and rugged), background complexity (simple and cluttered, open, semi-open and close), lighting conditions (sunny moon and
rainy morning), textures (buildings, vegetations, floors, bookshelves, etc.), view depth (closeups and far-views) and view perspectives.
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Table 4.2: Summary of the RIT video database

Global Motion

Planar

Radial
Circular

# videos

Location

Lighting

East

22

Northeast

20

North

21

Indoors

Dark

Northwest

12

and

and

West

23

Outdoors

bright

Southwest

20

South

38

Southeast

20

Inward

21

Mainly

Dark

Outward

20

outdoors

Clockwise

20

Indoors &

Dark &

Con-Clock

22

outdoors

bright

Speed

Slow

Very
fast
Slow

pace of camera panning is slower compared to speeds of human walking or car driving.
Motions along diagonal directions are relatively harder to control and thus sometimes
diverge from intended path.
Videos with circular motion are taken by manually rotating the camera. We aim
to keep the rotation in-plane, but there are slight out-of-plane movements since we only
use a hand-held device to shoot the video. That is, we only take rotation along roll axis
into consideration and ignore movements along yaw and pitch axes defined in aircraft
principle axes.
For videos of outward optical flow while the camera moves forward. A subset of
the videos are captured while the person walks. The video clips are rarely stable as the
human gestures and hand positions changes unavoidably during filming. Flow patterns
for a large portion of frames are compromised by unpredictable camera motion because
it is hard to keep the camera from shaking or quivering.
The complementary set of outward flow videos are captured by a person sitting in
the passenger seat of moving vehicles. This reduces camera shaking to some degree,
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however, videos shot in this fashion have much greater speeds since the driving speeds
are 30 to 40 mph on average.
Videos with inward motion are captured by a person sitting at the back of the
vehicle. The camera faces backward while the car moves forward, and thus the flow
pattern is inward. The quality of The car drives at 30 to 40 mph and videos captured on
vehicles have the largest speeds among all videos we collected.
Inward and outward flow patterns tend to be influenced by unusual hand movements particularly, since the camera actually pans from one frame to the followings.
This poses the greatest challenge for the training as well as classification, since even
human observers will consider the flow as planar instead of radial if we only scrutinize at those frames. Table 4.2 summarizes briefly the properties of all videos in the
database.
It is worthwhile to notify that foreground objects (pedestrians, vehicles, swinging
vegetation, etc.) are not excluded in the videos by intention. Moving objects are acceptable and tolerated by the system provided that they do not affect the global flow pattern
to a large extent.

4.4.2

Optical flow recognition

We use 21 × 21 × 21 spatio-temporal RF based on results from empirical experi-

mentation. RF of this size results in a good estimation of local flow without running into

the aperture problem that is common in motion estimation. To model RF of different
speed and direction selectivities, we use four speed-selective sensors (1, 2, 4 and 8 pixels/frame) and eight direction sensors (0◦ , 45◦ , 90◦ , 135◦ , 180◦ , 225◦ , 270◦ and 315◦ ),
as visualized in Figure 4.17. Both intermediate local motion response maps and final
global motion recognition rates prove this to be sufficient to achieve a precise estimation
of the motion field.
Figure 4.17 shows intermediate maps derived by multiple local motion detectors.
The upper-left plot is the original frame while the rest are phase-insensitive convolution
results. Note that motions are detected in local regions and combined spatially in the
same order as they are extracted for illustrative purposes. As the figure demonstrated,
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Original Frame

θ=0

θ = 45

θ = 90

θ = 135

θ = 180

θ = 225

θ = 270

θ = 315

Figure 4.17: Convolution results by spatio-temporal filters of various orientations. Upper-left
plot is the original video frame while the rest are neuronal responses. θ value indicates the
moving direction of spatio-temporal filter. According to the model for local motion estimator,
θ = 0◦ filter captures rightward motion, θ = 45◦ filter captures right-upward motion, θ = 90◦
captures upward motion, θ = 135◦ filter captures left-upward motion, and so forth. For an
ideal outward optical flow pattern, imagining the entire visual field being divided into d×d local
regions, the regions on the right will have rightward motion, and the regions on the upper-right
corner will have flow moves to the right-upward direction, etc. The upper-middle (0◦ filter) plot
shows contours of trees moving to the right at the right-half of visual field, and the upper-right
(45◦ filter) plot shows contours of tree branches moving right-upward, and lower-middle plot
Student
Version
of detected
MATLAB
(270◦ filter) shows contours of pavement that moves downward, and
so forth.
Edges
are always orthogonal to the direction of the motion detector

directions of a spatio-temporal filter encodes the preference for moving direction. Edges
and major contours detected are always orthogonal to the direction of filter.
To encode local motion features, video frames are divided into 10 × 10 grids and

motion along horizontal and vertical axis are summarized respectively within each local
patch. The output for each local patch is a 2D vector informing the local motion along
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Figure 4.18: HSV color wheel for representing flow direction. As in figure, hue values indicate
motion directions while saturation values indicate motion speeds. The higher the saturation
level, the smaller the speed. In other words, motion speeds are inversely proportional to the
color saturation values.

x and y direction. Motion vectors of all patches are concatenated in the same order so
Student Version of MATLAB

the final feature representation is a 200-dimensional vector.
Figure 4.19, 4.20, 4.21 and 4.22 illustrate intermediate combined representations
(column 2) and final motion features (column 3 and 4) extracted for radial, circular and
planar motions respectively, visualized by both oriented arrows and pseudo-colors from
HSV color wheel (Figure 4.18).
For recognition of optical flow, we use a three-layer neural network trained with
the back-propagation algorithm (as in Figure 4.2). We collected 259 videos in total
and processed 100 frames from each video. Thus, the final feature matrix is 200 ×

25900 matrix. Numbers of neurons in each layer are 201 (inputs MT nodes plus bias
node), 50 (hidden nodes) and 12 (output nodes). The network is fully connected so
the total number of connections is 10650 (201×50 + 51×12). Targets are coded by
12-D vectors of binary values. For instance, when the optical flow is east, only the
MSTd neuron that is selective of this pattern will be on (set to 1) while all the rest are
off (set to 0). The training process stops when the Mean Square Error (MSE) between
targets and outputs is under 10−4 or it exceeds maximum number of iterations (103 ).
All the videos in the database are randomly divided into 70% training, 15% validation
(check for generalization) and 15% testing. Typically the network converges within 100
epochs, indicating that training data of the same category cluster closely.
We take special care to ensure that training and testing samples come from separate
videos. That is, we avoid using any testing sample that shares the same video source

indicate motion directions while saturation values indicate motion speeds. The higher the
ration level, the smaller the speed. In other words, motion speeds are inversely proportio
the color saturation values.
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To test the performance and robustness of the system, we repeat the experiment
independently 10 times. For each test, we randomly initialize the network connection
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formance is (93.6 ± 2.3)% and the best performance is 98.2%. In real applications, it
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labels and corresponding flow pattern are (from top to bottom): east, northeast, north,
(camera moving backward), clockwise rotation and counter-clockwise rotation.
northwest, west, southwest, south, southeast, inward (camera moving forward), outward
(camera moving backward), clockwise rotation and counter-clockwise rotation.

4.4.3

Results

To test the performance and robustness of the system, we repeat the experi
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Table 4.3: Confusion matrix for optical flow recognition. Overall performance: 97.8%.
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Figure 4.21: 2D displacement fields for planar motions. From top to bottom the flow directions
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Figure 4.23: Misclassified outward (the left figure) and inward (the right figure) motions. For
outward videos, when the frames are dominated by the pavements that moving downwards, it is
prone to be recognized as downward motion (south). For inward videos, when there is a vehicle
driving closely in front of the camera that faces back, the global motion of the frame tend to be
affected with the foreground object (the car) motion. As the result, it is possible for these inward
frames to be considered as downward motion (south) as well.

share great similarity and resemblance in appearance, there are no inward samples misclassified as outward and vice versa. Connection weights to outward node and inward
node are inhibitory to each other after training.
Recognition rates of clockwise and counter-clockwise rotations are relatively high.
Most of the frames are mis-classified as planar motions. There are no mis-classifications
between clock-wise rotation and counter-clockwise rotation as well.
To measure the sensitivity of the system, we also report the True Positive Rate
(TPR), True Negative Rate (TNR), False Positive Rate (FPR), and False Negative Rate
(FNR) for each category, as shown in Table 4.4. For binary classification problems
(A or B), true positives of category A are the all the samples correctly classified as A
and true negatives for A are B samples correctly recognized as B. In our experiment,
for category x, we treat all the samples from other categories as negative cases for
category x. True positives are all the samples of category x that are predicted as x.
True negatives for x are the non-x samples that are predicted as non-x. False positives
are non-x samples predicted as non-x and false negatives are missed cases for x (x
samples being recognized as non-x categories). As in Table 4.4, true positive rate of
each category is very high (averagely 98.0%) while false positive rates are very low
(averagely 0.2%). This demonstrates that the system can predict the motion categories
with both high sensitivity and high specificity.
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Table 4.4: Sensitivity and specificity for optical flow recognition.

TP

TN

FP

FN

TPR

TNR

FPR

FNR

E

2130

23631

69

70

96.8%

99.7%

0.3%

3.1%

NE

1979

23833

67

21

99.0%

99.7%

0.1%

3.3%

N

2065

23778

22

35

98.3%

99.9%

0.1%

1.1%

NW

1179

24646

54

21

98.3%

99.8%

0.1%

4.4%

W

2241

23547

53

59

97.4%

99.8%

0.2%

2.3%

SW

1964

23812

88

36

98.2%

99.6%

0.2%

4.3%

S

3669

22014

86

131

96.6%

99.6%

0.6%

2.3%

SE

1934

23821

79

66

96.7%

99.7%

0.3%

3.9%

IN

2056

23789

11

44

97.9%

100.0%

0.2%

0.5%

OT

1977

23883

17

23

98.9%

99.9%

0.1%

0.9%

CW

1981

23895

5

19

99.1%

100.0%

0.1%

0.3%

CC

2165

23691

9

35

98.4%

100.0%

0.1%

0.4%

All of the aforementioned observations demonstrate that our motion feature method
is reliable, robust and meaningful. The results are impressive considering the fact that
no camera stabilizing technologies are involved in video capturing process, nor calibration algorithms applied for post-processing. We accomplished a motion representation
that depicts dynamical properties of videos closely and demonstrates excellent tolerance
to in-class variance introduced by lighting conditions, camera jittering, view perspectives and depth, scene structures, etc. Our system for motion estimation can be readily
extended to tasks in object detection, object tracking and motion segmentation.
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We propose a biologically-motivated machine-vision system to estimate local motions and recognize global optical flow patterns. The structure and algorithms are inspired by biology and the responsiveness mimic observations found in MT (Movshon
and Newsome [144]; Rust et al. [174]; Born and Bradley [23]) and MSTd cortices
closely (Duffy [53]; Duffy and Wurtz [54, 55, 57]). The model computes responses
from a set of speed and direction tuned spatio-temporal motion estimators (Young and
Lesperance [216, 217]) rather than direct readouts of the displacement field structures
or geometries. After a linear calibration of the responses of local motion estimators,
the motion detection results demonstrate strong dependence on stimulus moving speed
and direction, a prominent feature of velocity-selective and direction-selective neurons
in the MT cortex (Movshon and Newsome [144]; Girard et al. [80]; Rust et al. [174];
Born and Bradley [23]). Later on, motion estimations of all local patches in visual field
are integrated spatially for global motion estimation (Majaj et al. [131]). The outputs
for optical flow recognition are selective of different patterns of planar (translational),
radial (divergent) and circular (rotational) motions, a simulation of MSTd neuronal responsiveness (Celebrini and Newsome [39]; Duffy [53]; Duffy and Wurtz [54, 55, 57]).
We evaluate the model with a diverse corpus of realistic videos that are collected
with hand-held mobile devices. Contents of videos in the database have little constraints in visual appearance, scene geometry, illumination condition, view perspective
and depth. In addition, neither camera stabilizing nor manual selection of key points
is required for pre-processing. Despite all these facts, we achieve average recognition
accuracy of 93.6%. This is encouraging considered the complexity of the task and the
challenges posed by irregular, external camera movements. The reliable and robust
performance proves that this bottom-up model is capable of extracting higher-level semantic knowledge regarding optical flow from low-level feature representations.
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Comparison with other models

While a variety of biologically plausible models have been proposed, many of
them focus on a simulating neurophysiological properties of a single cortical area. For
instance, models by Nowlan and Sejnowski [150], Movshon and Newsome [144], Simoncelli and Heeger [180], Stocker and Simoncelli [185] simulate characteristics of
neuronal responses in MT cortex, while models by Beardsley and Vaina [17], Zemel
and Sejnowksi [219], Yu, Gaborski and Duffy [218] primarily model functionality of
MSTd neurons. Those approaches explain some psychological aspects of MT or MSTd
neurons, but do not model the entire MT-MSTd pathway for motion processing.
The Elaborated Reichardt Detector (ERD, van Santen and Sperling [197]) and energy models (Adelson and Bergen [2]; Heeger [91]) produce local motion estimates
using a correlation-and-comparison mechanism. Both the ERD and energy models explains some physiological data (DeAngelis et al. [50]) and perform differentiation spatially and then temporally. However, we compute differentiation in spatial and temporal
space simultaneously by using 3D spatio-temporal filters. Our model uses a variety
of Gaussian derivative filters by Young and Lesperance [216, 217] to simulate speed
selectivity and direction selectivity of MT cells in human visual system, and develops
motion processing module to estimate spatial and temporal dynamics in local regions.
Then the local motions are aggregated and feedforward to MSTd layer for optical flow
recognition (Celebrini and Newsome [39]; Duffy and Wurtz [54, 55, 57]; Yu, Gaborski
and Duffy [218]).
For the hierarchical models for the detection of motion, most of them have good
biological realism and sound reasonable in theory, however, regrettably, reliability and
robustness are not tested or addressed using realistic videos (Tsotsos et al. [194]; Calow
et al. [35]; Grossberg et al. [59, 30]). The Bayerl and Neumann model [15] used ERDs
[197] to extract optical flow field in synthetic and artificial image sequences. The model
applies a recurrent loop between MT and V1 to estimate global motion. The model
shows how to solve aperture problem [155] by contextual modulation, however, the
global motion estimate is represented in MT, which is not consistent with neurophysiological observations in MT (Maunsell and Van Essen [135]; Movshon and Newsome
[144]; Rust et al. [174]; Born and Bradley [23]; Majaj et al. [131]). In our model,
we simulate responsiveness of MSTd neurons to global optical flow patterns (Celebrini
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and Newsome [39]; Duffy [53]; Duffy and Wurtz [54, 55, 57]) using a learning based
neural network, which is proved to be consistent with data from neurophysiological
experiments summarized in [79].
Giese and Poggio [78, 79] describe a hierarchical neural system for recognizing
patterns of human movements. The model is comprised of two pathways: form pathway
and motion pathway, simulating ventral pathway and dorsal pathway in human visual
system. The motion pathway implements two prototypes of optical flow detectors: one
selective of translational flow and one selective of motion edges. Direction selectivity
are simulated using Gabor filters to model directional-selective cells in V1 [37, 139].
However, human efforts are required to provide early inputs, and hand-tracked body
joint positions were manually converted to stick figures where optic flow is easily computed. When the input data are dense, discontinuous motion or real image sequences
directly, performance of the model degraded to a large degree.
Calow et al. [35] use space-variant filtering to detect heading and reduce noise
in optic flow fields. The model averages the incoming motion signals over receptive
fields, processing central regions in more detail than peripheral regions. Improvement
are obtained by space-variant filters instead of filters of constant sizes. The algorithm
is tested on only two video sequences, both of which are comprised of mostly empty
roads with sparse vehicles. In addition, the translational heading is straight ahead in
both testing cases. It would be interesting to see how the method performs under more
complicated circumstances, which is unfortunately not explored in the paper.
Tsotsos et al. [165, 194, 195] proposed an attentive hierarchical system to simulate
motion processing pathway. Attentional modulation strength is found to be 20%-30%
in MT (Treue and Maunsell [190]) and above 50% in MSTd and 7a (Maunsell and
Cook [133]) to motions provide a first estimate of object location and reduced search
space. In this model, MSTd neurons respond to radial and circular optical flow patterns
while 7a neurons respond to translational, spiral, rotational and radial motion. The work
proposes to take advantage of attention in motion processing and is strong in theoretical
analysis, however, the model is not evaluated with video clips and thus the performance
as well as robustness of the model remains unclear.
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The STARS model [59] and ViSTARS model [30, 31] simulate how heading is
computed in magnocellular pathway of visual cortex, from V1 to MT and MSTd. ViSTARS model [30, 31] presents neural dynamics that navigates based on optic flow more
completely, however, its estimates for heading are generated using temporal, iterative
solutions, whereas our method is capable of computing accurate vector field representation of optic flow instantaneously. Another drawback for STARS and ViSTARS model
is that they are only tested with simplified virtual environments instead of extensive realistic video sequences, which fails to address potential problems caused by real-world,
noisy videos.
One feature of our model is that we simulate the entire pathway from MT to MSTd
cortical region. Local motions are effectively estimated using a population of spatiotemporal filters that process spatial and temporal information simultaneously (Lappe
and Duffy [118]; Young and Lesperance [216, 217]). Filters structures, selectiveness
and sizes can be tuned to simulates receptive field properties of MT cells (Maunsell and
Van Essen [135]; Movshon and Newsome [144]; Rust et al. [174]; Born and Bradley
[23]; Majaj et al. [131]), and in addition, the detection results are only sensitive of dynamic information of the stimuli, excluding the effects by spatial patterns. Furthermore,
optical flow responsiveness achieved by our model closely mimic characteristics discovered in MSTd cortex (Duffy [53]; Duffy and Wurtz [54, 55, 57]). More importantly, the
model is evaluated with a comprehensive and realistic video database collected with a
hand-held mobile device. The inputs to the system are monocular raw video sequences,
without requiring any stabilization, pre-processing or manual efforts. Finally, our model
is focused on modeling most important and salient properties of MT and MSTd neurons,
so it is straightforward, easy to understand and implement.

4.5.3

Evaluation with benchmark optical flow dataset

It would be great if we could compare the performance of our model directly to
other biologically motivated models (Tsotsos et al. [165, 194, 195]; Yu, Gaborski and
Duffy [218]; Grossberg et al. [59, 30, 31]) in a qualitative and quantitative fashion.
However, at present the comparison is unfortunately infeasible in practice due to the
facts that 1) most of the models use artificial or simplified, unrealistic stimuli for evaluation purposes; 2) no recognition rates are reported in those models; and 3) currently

Chapter 4. Optical Flow Recognition

86
Optical Flow of Grove2

(a)

Grove2 frame

(b)

Grove2 optical flow
Optical Flow of Grove3

(c)

Grove3 frame

(d)

Grove3 optical flow
Optical Flow of Urban2

(e)

Urban2 frame

(f)

Urban2 optical flow

Figure 4.24: Original frame (the left column) and color-coded ground truth optical flow direction (the right column) of Grove2, Grove3 and Urban2 sequences in MSR database (Baker et al.
[11, 12]). All of the sequences are synthesized in this figure.

there is no realistic, unbiased common video database for optical flow recognition in
videos captured by mobile devices (to our best knowledge).
Therefore, in this section, we mainly discuss the quantitative analysis and comparison of our model with other standard optical flow estimation algorithms. We used a
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Optical Flow of Urban3

(a)

Urban3 frame

(b)

Urban3 optical flow
Optical Flow of Hydrangea

(c)

Hydrangea frame

(d)

Hydrangea optical flow
Optical Flow of RubberWhale

(e)

Rubber Whale frame

(f)

Rubber Whale optical flow

Figure 4.25: Original frame (the left column) and color-coded ground truth optical flow direction (the right column) of Urban2, Hydrangea and Rubber Whale sequences in MSR database
(Baker et al. [11, 12]). All of the sequences are with hidden texture, except for the Urban3,
which is synthesized.

recent, publicly available optical flow database to evaluate the estimation error of our
method.
In 1994, Barron et al. [14] analyzed and evaluated optical flow algorithms existing
at that time quantitatively, advancing the performance of optical flow methods significantly. However, the challenges for realistic optical flow estimation go beyond the
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Barron dataset [14], due to the practical problems by non-rigid motion, image noise
from real cameras, complicated geometries of natural scenes, and discontinuities in the
motion field. In 2007, researchers at Microsoft and Middlebury College (Baker et al.
[11]) developed a new benchmark dataset and contributed four types of data: image sequences with non-rigid motion; synthetic sequences; high frame rate video for studying
interpolation error; and modified stereo sequences of static scenes [11]. They published
their preliminary performance of several standard methods on those data. The evaluation statistics computed are the the average angular error, absolute flow endpoint error,
measures for frame interpolation error, improved statistics, and flow accuracy at motion
boundaries and in textureless regions. In 2011, Baker et al. summarized the work and
analyzed the all experiment results in [12].
For video capturing, a Canon EOS 20D camera was used to take images in a controlled environment (visualized in Figure 1.1(a)). The authors in [11, 12] made sure
that no scene point moves by more than 2 pixels from one frame to the next. The raw
spatial resolution of the image was 3504×2336. The test sequence was down-sampled
by a factor of 8, resulting the final resolution of 438×292. In addition, the sequence
was down-sampled along temporal axis at interval of 20 frames. The upper limit of
motion between 2 consecutive frames was 5 pixels. The ground truth flow was created
by tracking small windows of image sequences illuminated by a ultra-violet light.
Figure 4.24 and 4.25 demonstrate the gray-scale frames (left) and ground truth
direction of optical flow of sequences (right) in the MSR database by Baker et al. [11,
12]. The sequences with hidden texture and synthesized have 8 frames in total, while
the sequences adapted from stereo vision only have 2 frames in total. In our model,
spatio-temporal filtering are used to extract motion features and thus, a sufficiently large
number of frames is required for accurate motion estimation. Therefore, we used hidden
texture sequences (Figure 4.26(a), 4.26(d), 4.26(g), and 4.26(j)) and synthesis sequences
(Figure 4.27(a) and 4.27(d)) in the MSR database [11, 12] for evaluation.
To evaluate our model in a quantitative way, we computed motion direction as well
as magnitude for each individual pixel in the dense optical flow field, demonstrating the
results in Figure 4.26 and 4.27. In both figures, motion directions are encoded in hue
values of the color, while motion magnitudes are encoded in saturation values. The
ground truth flows are shown in Figure 4.26(b), 4.26(e), 4.26(h), 4.26(k), 4.27(b) and
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Optical Flow of Grove2

(a)

Grove2 frame

Grove2 ground truth

(b)

(c)

Grove2 result

Optical Flow of Grove3

Student Version of MATLAB

(d)

Grove3 frame

(e)

Grove3 ground truth

(f)

Grove3 result

Optical Flow of Urban2

Student Version of MATLAB

(g)

Urban2 frame

(h)

Urban2 ground truth

(i)

Urban2 result

Optical Flow of Urban3

Student Version of MATLAB

(j)

Urban3 frame

(k)

Urban3 ground truth

(l)

Urban3 result

Figure 4.26: Original frame (left), ground truth flow (middle) and flow computed by our model
(right) of Grove2, Grove3, Urban2 and Urban3 sequences in the MSR database [11, 12].
Student Version of MATLAB

4.27(e), while motions estimated by our method are shown in Figure 4.26(c), 4.26(f),
4.26(i), 4.26(l), 4.27(c) and 4.27(f).
As illustrated in Figure 4.26 and 4.27, our algorithm is capable of segmenting motions of different regions or objects. Motion directions are more accurately estimated,
compared to motion magnitudes. Actually, in human visual system, motion is perceived
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Optical Flow of Hydrangea

(a)

Hydrangea frame

(b)

Hydrangea ground truth

(c)

Hydrangea result

Optical Flow of RubberWhale

Student Version of MATLAB

(d)

Rubber Whale frame

(e)

Rubber Whale ground truth

(f)

Rubber Whale result

Figure 4.27: Original frame (left), ground truth flow (middle) and flow computed by our model
(right) of Hydrangea and Rubber Whale sequences in the MSR database [11, 12].
Student Version of MATLAB

in a relative fashion as well [5, 75, 174, 28]. This is especially true when the perceiving
motion caused by self motion: when the viewpoint moves side to side, the objects in the
distance appear to move slower than the objects close to the observer (or camera).
To compare performances of different optical flow algorithms, the most commonly
used standard is Angular Error (AE) that was introduced by Fleet and Jepson [69, 14].
When motion velocities are represented as orientation in the 3D spatio-temporal space,
errors can be measured by by angular deviations from the ground-truth space-time
orientation. Hence, the motion velocity can be represented as a 3D direction vector:
u0 = (u, v, 1). The direction of velocity vector in the 3D space-time domain is:
eu = √

(u, v, 1)
+ v2 + 1

u2

(4.23)

The third dimension prevents the denominator in Equation 4.23 to be 0. The angular error between the measurement u01 = (u1 , v1 , 1) and the ground truth u00 = (u0 , v0 , 1)
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can be computed as:
φE = arccos (u01 , u00 ) = arccos

u01 · u00
||u01 || ||u00 ||

u1 u0 + v1 v0 + 1
p
= arccos p 2
u1 + v12 + 1 u20 + v02 + 1

(4.24)

(4.25)

Angular error is a relative measurement of the deviation of motion direction from
the real direction, and it avoids the problem of zero division when one of the motion
velocity is 0. According to Equation 4.25, motions with large magnitudes are penalized
less than that with small magnitudes. In regions of zero motion, the errors are penalized
to the largest degree, which is not reflective of the real situation. Thus, in addition to
angular error, we also compute the Absolute Error (ABE, proposed by Otte and Nagel
[153]) between u1 = (u1 , v1 ) and u0 = (u0 , v0 ):
dE =

p

(u1 − u0 )2 + (v1 − v0 )2

(4.26)

As explained by Equation 4.26, the absolute error is in effect the Euclidean distance
between the end points of two motion vectors in the 2D Cartesian space. To measure
the error of the entire frame, we computed the angular error and absolute error of all
the pixels and reported average value. The statistics for angular errors are shown in
Table 4.5, and statistics for absolute errors are shown in Table 4.6. Both average value
(mean) and standard deviation (SD) are reported.
Estimated optical flow and error maps by Horn-Schunck [98], Lucas-Kanade [129]
and Black-Anandan [22], Brox et al. [32], ACK Prior [124] algorithms, and our method
for Grove, Urban and Rubber Whale sequences are visualized in Figure 4.28, 4.29 and
4.30, respectively. In these figures, all of the optical flow fields are color coded and
displayed at the same scale as the representations in [11, 12]. It can be seen that flow
estimated Lucas-Kanade [129] method is influenced by local contrast (as in Figure 4.28
and 4.30) while flow in the border of two regions can be accurately estimated by Brox
et al. [32] algorithm (in Figure 4.29 and 4.30). Our method performs well overall, but is
still affected with the aperture problem (Figure 4.28 and 4.29). Also, flow estimated by
our method are blurred, since we used up-sampling techniques to restore the flow field
to the original image resolution.
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Table 4.5: Angular error (AE) of different optical flow algorithms.

Sequence

Grove (Synth.)

Urban (Synth.)

Rub Wha (Hid)

Algorithm

Mean

SD

Mean

SD

Mean

SD

Horn-Schu [98]

4.64

6.12

8.21

19.9

8.01

11.8

Lucas-Kan [129]

18.7

29.9

21.2

31.7

13.9

17.0

Black-Aan [22]

4.18

6.31

6.19

17.1

6.81

10.5

Brox et al. [32]

3.79

5.97

3.91

14.1

4.45

8.46

ACK-Prior [124]

3.36

5.53

6.35

15.0

4.19

6.39

Our model

5.39

4.41

6.01

15.7

5.64

11.3

Table 4.6: Endpoint error (ABE) of different optical flow algorithms.

Sequence

Grove (Synth.)

Urban (Synth.)

Rub Wha (Hid)

Algorithm

Mean

SD

Mean

SD

Mean

SD

Horn-Schu [98]

1.26

1.69

1.43

3.92

0.22

0.36

Lucas-Kan [129]

2.94

4.19

3.31

7.35

0.39

0.68

Black-Aan [22]

1.08

1.71

1.43

4.64

0.18

0.31

Brox et al. [32]

1.10

1.78

0.89

2.88

0.13

0.22

ACK-Prior [124]

0.82

1.50

1.90

6.47

0.10

0.18

Our model

1.81

1.11

1.83

1.54

0.27

0.23

4.5.4

Future work

Although we have achieved high quality motion estimation and optical flow recognition, our current model is not a perfect simulation of underlying infrastructures of
MT, MSTd cortices as well as pathway(s) between them. First of all, we start processing retinal images from MT cortex instead of the striate cortex, even though the
primary inputs to are from layer 4B of V1 [67, 23, 174]. This is because that on the one
hand, MT neurons remain responsive and selective of directions after inactivation or
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(b)

(e)

Grove ground truth

Lucas-Kanade [129]

Color coding

(c)

(f)

Black-Anandan [22]

(g)

Flow error [98]
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Flow error [129]
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Brox et al. [32]
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Flow error [22]
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Figure 4.28: Estimated optical flow and error maps by Horn-Schunck [98], Lucas-Kanade [129]
and Black Anandan [22], Brox et al. [32], ACK Prior [124] algorithms, and our method (grove).
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Urban ground truth

Lucas-Kanade [129]
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Black-Anandan [22]

(g)
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Flow error [129]
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Brox et al. [32]
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Figure 4.29: Estimated optical flow and error maps by Horn-Schunck [98], Lucas-Kanade [129]
and Black Anandan [22], Brox et al. [32], ACK Prior [124] algorithms, and our model (urban).

Chapter 4. Optical Flow Recognition

(a)

(d)

Rubber Whale frame

Horn-Schunck [98]

95

(b)

Rubber Whale ground truth

(e)

Lucas-Kanade [129]

(c)

(f)

Color coding

Black-Anandan [22]

(g)

Flow error [98]

(h)

Flow error [129]

(j)

Brox et al. [32]

(k)

ACK-Prior [124]

(l)

(m)

Flow error [32]
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Flow error [124]
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Figure 4.30: Optical flow estimation (top rows) and flow error (even rows) by Horn-Schunck
[98], Lucas-Kanade [129] and Black Anandan [22], Brox et al. [32], ACK Prior [124] algorithms, and our model (rubber whale sequence).

Chapter 4. Optical Flow Recognition

96

removal of V1 (Rodman, Gross and Albright [169]; Girard, Salin and Bullier [80]), and
on the other, important intrinsic properties of V1 cells, including direction selectivities
and center-surround antagonism, are perfectly modeled by spatio-temporal Gaussian
derivative filters (Young and Lesperance [216, 217]) that are used in our current model.
Furthermore, the spatio-temporal Gaussian derivative filters achieve speed selectivity as
well as direction selectivity simultaneously [216, 217].
Second, our model assumes that connections in dorsal pathway are primarily feedforward, and ignores local feed-back loops that also play a role for motion perception
(Maunsell and Van Essen [135]; Felleman and Van Essen [67]). While we do not regard
feedbacks as unimportant, particularly in recurrent networks for adaptive processing,
nevertheless, we achieved satisfactory performance without implementing them. In addition, recordings in the MSTd show that short latencies for recognition of optical flow
patterns (Miles et al. [138]). Although none of these observations rule out the possibility
of feedback connections, they suggest that the cognitive abilities for immediate recognition can be modeled by feedforward structures, while corrections from higher-level
regions may revise the lower-level representations over longer time courses (Lamme
and Roelfsema [116]; Takemura and Kawano [188]).
Third, we did not take into account of adaptive time-course activities of MT cells,
which is demonstrated by opponent motion illusion (Adelson [1]; Freeman, Adelson
and Heeger [72]). This phenomenon is due to the fact that neurons baseline activity
decreases when exposed to a constantly moving stimulus or a stationary stimulus (Eagleman [58]; Glasser et al. [81]). Since optical flow patterns are consistent among all
frames in each testing video in our database, our current implementation proves to be
sufficient to handle videos like this. For more complicated visual inputs, the temporal adaptation module could be incorporated into our model by adjusting weights for
different GD filters dynamically over time, using either iterative methods or corrective
feedbacks from MSTd.
Fourth, since motion is estimated in local regions of the spatio-temporal domain,
the system suffers from the aperture problem as well. As in Figure 4.17, motions detected are perpendicular to local edge surfaces. This is caused by local processing of GD
filters, that is, GD filters only examine pixels that are confined in a local region at one
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time, as if each MT neuron is sensitive to visual input in a small receptive field [131].
The motion component parallel to the contour surface is not accurately estimated.
Individual neurons early in the visual system (V1) respond to motion that occurs
locally within their receptive field. Because each local motion-detecting neuron suffers
from the aperture problem, the estimates from many neurons need to be integrated into
a global motion estimate. This appears to occur in Area MT (V5) in the human visual
cortex.
Additionally, the current research can be extended along other avenues for improvement. At the present, the tuning characteristics only coarsely simulate static properties of of MT and MSTd neurons. The module of temporal adaptive mechanism
[116, 188] is to be developed and incorporated to describe motion illusions and handle
more complicated stimuli. And the current framework includes little lateral interactions
(cooperative or competitive) among neurons within the same layer in MT and MSTd.
While competitions among MSTd neurons are unnecessary as long as weights converge
and stabilize for recognizing optical flow patterns accurately, interactions among MT
neurons may help to enable adaptive tuning (Eagleman [58]; Glasser et al. [81]). Furthermore, MT neurons discriminate motion from noise better when they have different
colors, even though with the same illuminance (Croner and Albright [43, 44]), which
suggests that color also plays a role in motion perception. For future work, color processing module, which is widely used in human visual system, are to be included in the
system as well.

Chapter 5
Object Motion Detection with Mobile
Cameras
5.1

Introduction
Detecting moving objects in videos is an important precursor to many applica-

tions, such as object recognition, object tracking, human activity recognition, event
understanding, etc. While object detection in videos with stationary cameras has been
actively studied during last decades [99, 89], detecting objects within dynamic scenes is
still a very challenging problem, due to complexities in background textures and background motion.
Some applications such as video surveillance normally use stationary cameras to
monitor the environment, therefore, background subtraction techniques (reviewed in
[162]) have been used to detect moving objects from the difference between the current
frame and the background image (reference frame). However, using stationary sensors
does not necessarily result in stationary backgrounds, for instance, ocean ripples, swaying trees, moving clouds, and so on. While most of background subtraction methods
(running Gaussian average [209]; temporal median filter [114, 127]; Eigen-backgrounds
[151], etc.) require stationary scene structure and constant lighting conditions, recently
complex models (adaptive kernel density estimation [142, 143]) have been proposed to
estimate the background from the temporal video sequences.
98
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In the global method by Oliver et al. [151], Eigen-space decomposition is applied
to detect objects. In this model, background is represented by the eigenvectors corresponding to the n largest eigenvalues and the objects are detected by projecting the
image into the Eigen-space. The difference between the reconstruction and the real images informs foreground. In the model by Monnet et al. [143] and Mittal et al. [142], an
incremental learning paradigm is used to detect moving objects, using a autoregressive
moving average procedure.
Li et al. [125], Sheikh and Shah [179] used statistical Bayesian methods to characterize background appearances. In the Bayesian framework in [125] , the background
is represented by the most significant and frequent features at each pixel. Based on that,
a Bayes decision rule is derived for background and foreground classification based on
the statistics of principal features. In work by Sheikh and Shah [179], uncertainties and
complex dependencies between the domain (pixel location) and range (color value) are
modeled using a density estimation method. In addition, both background and foreground are modeled to augment object detection.
Bugeau and Pérez [34] presented an algorithm to detect and segment moving objects in dynamic complex backgrounds (ocean waves, tennis courts, etc.). The system
in [34] extracts pixels of similar motion and uses mean-shift clustering for motion selection, while Zhu et al. [221] uses Harris corner detector to locate moving objects.
The videos for evaluation involves dynamic scenes, but most of them are captured with
stationary cameras. Detecting moving objects can also be considered as a segmentation
problem, that is, to segment foreground from the (stationary or non-stationary) background. In this context, moving images are represented as sets of overlapping layers.
Related models include expectation maximization [199] and graph cuts [210].
We are interested in how humans detect object motion while self-moving. In this
chapter, we present our model (as in Figure 5.1) to detect and segment object motion from non-stationary, real-world backgrounds, in videos captured with hand-held
cameras. In this case, the videos embrace noticeable variations in scene structure,
background complexity, and camera motion. And mostly important, these videos exhibit motion discontinuities, that were introduced by object movements and background
contrast, to a considerably large degree. For videos captured with non-stationary cameras, we consider global motion as a combination (or pixel-wise layered overlapping) of
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camera motion (background) and object motion (foreground). To estimate foreground
motion, we exploit corollary discharge mechanism of biological systems and estimate
motion preemptively. The global motion can be computed as descriptions in Section 4,
and the real frame signals are compared with those derived by forward predictions to
refine the segmentation accuracy. This motion detection system is applied to detect
objects with cluttered, moving backgrounds and proved to be efficient in locating independently moving, non-rigid regions.
This chapter is organized as follows: we introduce related work in object motion
detection in Section 5.1. The corollary discharge mechanism for distinguishing object
motion and self-motion in biological systems is presented concisely in Section 5.2. In
Section 5.3, we discuss our algorithm for segmenting object motion and background
motion, and the design principles. In Section 5.4 we present data preparation and experiments. We conclude our work and discuss the results in Section 5.5.

5.2

Corollary discharge system
Humans and other animals exhibit exceptional ability in distinguishing object mo-

tion at existence of self motion. For instance, predators can locate and track preys
quickly and accurately while running, and avoid obstacles on the way. In this situation,
the eye translates to follow a target. Even though the object (the prey) stays on fovea at
all times, motion is effectively detected. On the contrary, when scanning a static scene,
despite that the objects move on the retina, humans or mammals perceive the objects as
stationary.
This cognitive ability in distinguishing object motion from self-motion is a result
of Corollary Discharge mechanism [97, 182]. The notion of efferent copies was at
first proposed by the German physician Von Helmholtz in 1925 [93], claiming that the
brain created an efferent copy for the motor commands that controlled eye muscles to
determine the relative location of an object to the head. The modern concept of corollary
discharge or efferency copy was independently put forward by the Nobel prize winner
Sperry [182], and Von Hoist and Mittelstaedt [97] in 1950. Extended studies in the
corollary discharge theory and efferent copy theory are reviewed by Poulet and Hedwig
[166], Crapse and Sommer [42], Sommer and Wurtz [181].
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Figure 5.2: Effects of corollary discharge. (A) Eye stays stationary while the object moves.
There is image movement signal but no corollary discharge signal, since there is no command
for eye movement. Videos captured with stationary cameras are similar to this case, in which
the image signals are ground truth motion. (B) Eye moves to follow a target. There is no image
movement signal since the target stays on fovea at all times. There is corollary discharge signal,
since there is signal sent to move the eye. This is similar to videos captured with non-stationary
cameras, with moving objects. In this case, the real motion is the difference between the image
signal and corollary discharge signal. (C) Eye moves to scan a scene. In this case, the eye (or
camera) translates or rotates and thus introduces corollary discharge signal and image signal.
However, motion is not perceived since the comparator compares the image signal with the
corollary discharge signal, and thus the image signal was cancelled. (D) Paralyze eye muscles
and try to move the eye. In this case, there is no image movement signal since the eye does
not move. However, the corollary discharge signal exists because of the the eye movement
command, and no image signal. Therefore, movement is perceived.
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Table 5.1: Effects of CD mechanism

Conditions

Image signal?

CD signal?

Motion output?

(A) Eye stationary; object moves

YES

NO

YES

(B) Eye moves to track a target

NO

YES

YES

(C) Eye moves to scan a room

YES

YES

NO

(D) Paralyze muscles; move eye

NO

YES

YES

The effects of corollary discharge can be explained by Table 5.1 and Figure 5.2.
In case A, the eye stays stationary while the object moves. There is image movement
signal but no corollary discharge signal, since there is no command for eye movement.
Videos captured with stationary cameras are similar to this case, in which the image
signals are ground truth motion. In case B, the eye moves to follow a target. There is no
image movement signal since the target stays on fovea at all times. There is corollary
discharge signal, since there is signal sent to move the eye. This is similar to videos
captured with non-stationary cameras, with moving objects. In this case, the real motion
is the difference between the image signal and corollary discharge signal. In case C, the
eye moves to scan a static scene. In this case, the eye (or camera) translates or rotates
and thus introduces corollary discharge signal and image signal. However, motion is not
perceived since the comparator compares the image signal with the corollary discharge
signal, and thus the image signal was cancelled. In case D, the eye muscles is paralyzed
and an attempt is made to move the eye. In this case, there is no image movement signal
since the eye does not move. However, the corollary discharge signal exists because of
the the eye movement command, and no image signal. Therefore, motion is perceived
even though there is no signal movement.
As demonstrated in Figure 5.3, when a Motor Signal (MS) is generated for eye
movement, a efferency copy of this command, called Corollary Discharge Signal (CDS),
is simultaneously sent into visual cortex for estimation. The actual Image Movement
Signal (IMS) is compared with the forward estimation (corollary discharge signal) by
the neural system. If there is no external stimulus, the forward estimation cancels out the
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Figure 5.3: Corollary discharge model in the human brain. When the motor cortex sends an
eye movement command to control the eye muscles, an efferency copy of the signal is simultaneously sent to the visual cortex for prediction. The actual image signal is compared with the
forward estimation by the neural system. If there is no external stimulus motion, the sensory
responses will be cancelled by the preemptive estimation, and no motion is perceived.

image movement signal, and thus the sensory responses to self-motion will be inhibited.
Figure 5.4 illustrates the logic for deducing real object motion from image movement
signal at the presence of observer self motion.

5.3

Background motion and object motion
For videos with non-stationary backgrounds, we cannot infer object motion di-

rectly from the motion signal, as the latter can be caused by both background motion
(camera motion) and object motion (Figure 5.4). In Section 5.2, we discuss the biological foundation for distinguishing object motion and self motion, the corollary discharge
system, and we present that corollary discharges signals are very helpful in prediction
image signals when the head moves. In a similar way, for videos collected with nonstationary mobile devices, global motion (IMS) is composed of background motion by
camera movements (CDS) and foreground motion by object movements.
Let ug (x, t) denote global motion (mixture of foreground motion and background
motion), ub (x, t) denote background motion (or camera motion), and uf (x, t) denote
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Figure 5.4: Logical flow from image movement signal to object motion in the presence of
observer self motion (or camera motion). In this context, object motion cannot be directly
inferred from image signal since the latter is a mixture of object motion and camera motion.

foreground motion (object motion) in spatio-temporal space respectively, this conceptual relationship can be represented as:
ug (x, t) = uf (x, t) ⊕ ub (x, t), ∀ x ∈ I2 and t ∈ T1

(5.1)

where operator ⊕ represents the conceptual addition in the spatio-temporal space, I2 is
the two-dimensional image space and T1 is the one-dimensional time space.

In Equation 5.1 and following notations, subscripts represent spatial indices of local patches while superscripts represent motion attributes. Global motion can be derived
by aggregating the local motions, therefore, reliable estimation of background motion,
ub , is required for detecting object motion in dynamic scenes.
Since background motion ub (x, t) is globally introduced by the camera movements, it is valid to assume that ub is a continuous function of and changes smoothly
with respect to x. Therefore, we compute average global motion within L×L neighborhood and up-sample the average motion to the original frame resolution. The averaging

Chapter 5. Object Motion Detection

106

process can be represented as:
u(Lx, t) =


1 X  g
σ
u
(x,
t)
L2 x∈D

(5.2)

in which D denotes the two-dimensional local neighborhood for averaging. Operation
σ() represents the 3-D Gaussian smoothing that reduces random camera noise.
However, averaging in L × L local region resulted in coarser video resolution.

To enable the comparison of global motion and background motion at the same spatial
scale, the averaged results are up-sampled to the original resolution:
ub (x, t) =

l
m
u(Lx, t)

(5.3)

L

where d eL denotes up-sampling by bicubic interpolation at sample rate of L.
Once the global motion and background motion are known, foreground object motion can be computed. When comparing IMS and CDS, biological visual systems calculate holistic features while still taking coarse spatial information into account. To
robustly detect objects of different sizes and shapes, global motion and background
motion are compared at multiple spatial scales:
m
Xl
g
b
u (lx, t) − u (lx, t)
u (x, t) =
f

l

l

(5.4)

and l is the up-sample rate for each spatial scale.
Corollary discharge mechanism enables distinguishing of object motion and selfmotion by compensating for sensory perceptions and preemptively updating spatial
structures. For videos captured with hand-held mobile devices, global motion can be
considered as a counterpart of motor signal, that is, neuronal system predicts locations
of signals in the visual field and compare them with the actual outputs of the next timestamp. Therefore, this cognitive CD process can be modeled as:
F̃ (x, t) = |F (x, t) − F̂ (x, t)|
= |F (x, t) − F (x + ug , t − 1)|

(5.5)
(5.6)
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Figure 5.5: Summary of inference relationships described in Equation 5.2, 5.3, 5.4 and 5.7.

where F̃ (x, t) is the residual image that represents the absolute difference of the real
visual signal F (x, t) and the results by forward prediction F̂ (x, t). Since the preemptive
estimation can be derived by warping the frame based on global displacements, that is,
F̂ (x, t) = F (x + ug , t − 1), Equation 5.5 can be re-formulated as Equation 5.6.
The final feature map Φ(x, t) for motion segmentation is derived by combining the
residual map F̃ (x, t) and the corresponding foreground motion uf (x, t):
Φ(x, t) = F̃ (x, t) ⊗ kuf (x, t)k

(5.7)

where operator ⊗ denotes element-wise multiplication. Motion magnitude kuf (x, t)k
is computed according to Equation 4.21.

Figure 5.5 summarizes the logical inference relationships described in Equation 5.2,
5.3, 5.4, 5.5 and 5.7.
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Model verification and experiments
To verify the model, we evaluated the algorithm with simple videos captured with

non-stationary cameras. Figure 5.6 shows detection result of motion direction (Figure 5.6(a), 5.6(c), 5.6(e) and 5.6(g)) and magnitude (Figure 5.6(b), 5.6(d), 5.6(f) and
5.6(h)) of a walking pedestrian video sequence, at time interval of 5. In the video, a person walks to the left and the camera mainly pans to the left to track the person. This is
equivalent to case B in Figure 5.2, while the eye moves to follow a target. In both cases,
the geometrical location of the object stays roughly the same on the screen or the retina.
Thus, the image movement signal is approximately to 0, or equivalently, the object is
relative stationary to the camera or the eye. However, the object is in effect moving
due to the motion of the camera or the eye. By enforcing the procedure visualized in
Figure 5.5, response to background motion is effectively inhibited.
As Figure 5.6(a), 5.6(c), 5.6(e) and 5.6(g) shows, the person moves to the left and
the background moves to the right. This is consistent with the ground truth. As we know,
walking pedestrians are deformable, therefore, different body parts may have the same
(Figure 5.6(c) and 5.6(g)) or different (Figure 5.6(a) and 5.6(e)) moving directions. For
example, for a person walking to the left, both legs can move to left or right, depending
on the position of the legs (the leg pose). In our model, motion are estimated within
local regions, and the region size for motion feature extraction can be tuned for the best
performance. The larger the local region size, the more accurate the estimation, at the
cost of losing the details. The smaller the local region size, the more details will be
preserved. In summary, there is a tradeoff between the quality and the compression of
motion features.
Currently, there exist multiple public databases for general video segmentation,
however, there is no benchmark dataset for the specific purpose of segmenting object
motion and background motion. Therefore, we use multiple datasets for evaluating the
reliability and robustness of the model. First, we use the John Hopkins 155 dataset
[192] and report the results. This database contains 155 sequence of two motions or
three motions (articulated motions, rigid and non-rigid motions, etc), with a spatial
resolution of 480×640. Typically, the videos consist of 28-40 frames and with handheld camera under controlled conditions (fixed, rotating, translating, or rotating while
translating). Even though ground truth is provided for segmentation, we are unable to

Chapter 5. Object Motion Detection

109

(a)

t=1

(b)

t=1

(c)

t=5

(d)

t=5

(e)

t = 10

(f)

t = 10

(g)

t = 15

(h)

t = 15

Figure 5.6: Motion direction (left) and magnitude (right) of a walking pedestrian sequence. The
camera pans to the left to track the people, so the background flow is planar and rightward. By
inhibiting to background motion, only motion of foreground objects are detected.
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provide comparison results since the database is designed to segment different objects
instead of foreground and background. For example, markers from different objects are
labeled with different numbers, either due to object motion or background. Thus, we
mainly use videos with non-stationary cameras and demonstrate results in Figure 5.10
and 5.11.
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Figure 5.7: Color coding for directional information visualized in Figure 5.8, 5.9, 5.10, and
5.11. Different hues represents different directions and the saturation represents the flow magnitude (zeros magnitude is represented as white).

Additionally, to test the robustness of the system under different camera speeds
and tolerance for abrupt camera jittering, we also capture videos with an uncontrolled
hand-held mobile device (an iPad). In general, we collected videos of twelve patterns
of large-field optical flow: eight planar patterns (camera translating along four major
directions and four diagonals), two radial patterns (inward and outward) and two circular patterns (clockwise rotation and counter-clockwise rotation). All the videos have a
common a resolution of 320×568 and last 160-210 frames. The results of some videos
are demonstrated in Figure 5.8 and 5.9.
For checkerboard sequences in the John Hopkins 155 database [192], objects occupy a large potion of the frame while traffic and pedestrian sequences contains objects
of small scale. In videos collected by the authors, both close-up (mostly indoors) and
far-views (mostly outdoors) of the objects are captured. To detect in dependently moving foreground objects while avoiding salient blobs in the background, we set the size of
the spatio-temporal filters to be 1/6 of the frame height. Empirical experiments demonstrate that this set-up enables the filters to extract sufficient motion features from the
videos, while keeping the computational load reasonable. To encode different speed
and direction selectivities, we use filters at three speeds (1, 2 and 4 pixels/frame) and
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Figure 5.8: Object motion result for one video with planar background motion. The camera
pans to right (leftward flow) and two cars moves approximately along horizontal direction.

eight directions (0◦ , 45◦ , 90◦ , 135◦ , 180◦ , 225◦ , 270◦ and 315◦ ). So in total 24 speeddirection selective channels are constructed and 12 pairs of orthogonal coordinates are
used for motion estimation. Both intermediate response maps and final segmentation
results (Figure 5.10 and 5.11) prove this to be sufficient to estimate of the motion field
reliably.

5.5

Conclusion and future work
In closing, the segmentation results shown in Figure 5.8, 5.9, 5.10, and 5.11 demon-

strate that our motion model is meaningful and capable of extracting moving objects
within (relatively) non-stationary environments. The preemptive estimation-comparison
module is effective in segmenting background motion and foreground motion, in a variety of real-world, dynamic scenes. To some degree, the system achieves invariance to
image local textures and handles cluttered background. However, when there are sharp
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Figure 5.9: Planar motion (left) and radial motion (right). In the first video the camera pans to
the right (leftward flow) while two pedestrians walks on campus. In the second video, the camera
faces in front of a car while driving (outward flow). Intense background contrast between the
tree branches and the sky results in false detection of object motion.
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Figure 5.11: Object motion detected in (a) checkerboard, (b) cars and (c) pedestrian videos in
John Hopkins 155 database [192]. In each subfigure, the top row shows original video frame,
the middle row shows motion magnitude, and the bottom row shows object motion with directional information (as in Figure 5.7). The camera translates in all of those videos except for the
“articulated” sequence, in which the camera stays stationary.
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Figure 5.12: Aperture problem in local motion detection. When detecting motion in a local
neighborhood, only the motion perpendicular to the edge surface is detected, while the motion
parallel to the edge surface is missed, due to lack of image contrast along that direction.

intensity contrasts in the environment (Figure 5.8(a) and 5.9(b)), the detection results
are unavoidably effected by background motion (Figure 5.8(c) and 5.9(h)). Another limitation of the current system is that the motion estimation is effected by the orientation
of edge surface, that is, motion detected if often perpendicular to the edge orientations,
as displayed in Figure 5.11. This is due to the fact that motions are estimated in local
neighborhoods (Figure 5.12), which leads to the aperture problem, a common drawback
for motion estimation systems.
Even though color information is available, currently we only use gray-scale pixel
intensities for motion feature extraction, and this is proved to be adequate by the segmentation results. Nevertheless, a descriptive color model will improve the results when
the object intensities are very close to the background intensity. In future work, color
processing stream and neuronal adaptation mechanism will be integrated into the current framework. Also, biological foundations that deal with the aperture problem will be
modeled improve motion estimation accuracy. Contextual knowledge about the scene
structures, which is commonly used in human visual system, is to be studied and exploited as well.

Chapter 6
Summary
In the previous chapters, we discuss two main topics of my doctoral work: reconstructing pixel-wise optical flow field from raw video inputs and detecting independently moving objects while self-motion. In the following, we will summarize my thesis
contributions and discuss future work.
In Chapter 2 Background and Related Work, we introduce principles of biological
visual pathways and receptive fields, the inspiration and foundation of our computational modeling. In Chapter 3 Spatio-temporal Vision, we visited Gaussian derivative
model (GD filters) by Young and Lesperance [216, 217], and discussed how motion can
be detected using spatio-temporal GD filters. We verify the selectiveness of GD filters
in motion speed and direction using a series of controlled experiments.
We are interested in recognizing optical flow patterns (translation, expansion, contraction, or rotation) and heading directions (e.g., translate to left, rotate clockwise, or
moves forward) from raw videos collected by a hand-held device, so we collected videos
in almost unconstrained environments and develop a hierarchical, cognitive pathway for
global motion recognition. In Chapter 4 Optical Flow Recognition, we apply a series of
steerable spatio-temporal filters (by Young and Lesperance [216, 217]) to detect motion
at different speeds and directions, to simulate speed and direction selectivity of MT cells
(Born and Bradley [23]; Rust et al. [174]). The intermediate responses from multiple filters are combined to estimate dense displacement fields in local regions (Movshon and
Newsome [144]; Majaj, Carandini and Movshon [131]). At the end, motion components
116
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from local regions are aggregated for global motion recognition, as MSTd respond preferentially to planar, radial and circular patterns of optical flow (Celebrini and Newsome
[39]; Duffy [53]; Duffy and Wurtz [54, 55, 56]). We evaluate the model with a realistic video database that varies in scene geometry, illumination, view perspective and
achieved high quality results, which demonstrates that our bottom-up model is capable
of extracting high-level semantic knowledge regarding camera motion. This non-trial
achievement demonstrates that our bottom-up model is capable of extracting high-level
semantic knowledge regarding optical flow from low-level motion feature representations.
In Chapter 5 Object Motion Detection, we discuss our algorithm for distinguishing object motion and motions caused by observer motion. We exploited corollary
discharge (CD) system in human brain, which is responsible for detecting moving objects when the humans or other mammals are walking or running (Crapse and Sommer
[41, 42]). Corollary discharge mechanism enables distinguishing of object motion and
self-motion by compensating for sensory perceptions and preemptively updating spatial
structures (Poulet and Hedwig [166]; Sommer and Wurtz [181]). For videos captured
with hand-held mobile devices, global motion can be considered as a counterpart of motor signal, that is, neuronal system predicts locations of signals in the visual field and
compare them with the actual outputs of the next time stamp. We test the our preemptive
estimation-comparison model with videos collected by moving (translating, rotating, or
translating while rotating) cameras and successfully detect moving objects.
Instead of improving existing mathematical optical flow algorithms to achieve better motion estimation, we develop a biologically inspired intelligent visual system for
robust motion extraction. In particular, we are interested to see how our model can
be applied to realistic videos in man-made as well as natural scene environments. In
additions, we want to verify the performance with videos with non-rigid motion, motion discontinuity and motion blur. Thus, we contribute to the research community of
motion estimation and detection by the following:
• Estimating motion in real-world videos. While we are interested in reconstructing
motion in sequences with ground truth, we are more interested in estimating the
global motion (camera motion) as well as object motion in realistic videos, without much constraint on lighting conditions, scene geometry, background contrast
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or texture patterns, background motion, camera sensor noise, motion discontinuities, etc. To achieve meaningful and reliable motion estimation, we use a steerable 3D spatio-temporal filter bank [216, 217] and derive dense motion direction
as well as magnitude of each individual pixel at each time stamp. Side effects
by background contrast are eliminated by using a quadrature pair of 2-lobe and
3-lobe spatio-temporal filters, which reduces sensitivity to stimuli polarity and
spatial location in the receptive field [1]. Additionally, effects by background
clutterness and background texture are removed by a extra subtraction process.
The output of the entire motion extraction pipeline is only dependent on motion
speed and motion direction, in regardless of signal intensity contrast, background
texture and background motion.
• Exploiting biological plausibilities. Fundamentally, our model is inspired by the
biological visual pathway that’s responsible for motion processing, especially the

cortical regions for locating and tracking moving objects accurately while self
movements. Thus, we studied the infrastructures as well as functional divisions
of human dorsal pathway, building a bottom-up, hierarchical vision processing
and cognition system for self motion recognition and object motion detection.
After the linear calibration, the selectivity of spatio-temporal GD filters [216,
217] in motion speed and motion direction simulates the preferences of MT cells
[23, 174] closely. Optical flow recognition network aggregate local responses
from MT cells [131] and respond to translational, rotational and radial optical
flow patterns in a preferential fashion, which is a simulation of responsiveness of
MSTd neurons [54, 55, 56, 53].
• Proposing new segmentation goals. While at current most of the benchmark motion segmentation datasets (Tron and Vidal [192]; Brox and Malki [33]) are de-

signed for segmenting independently moving regions (caused by either object or
the camera movements), we think it’s important to distinguish object motion from
camera motion, that is, motion of the objects and motion of the scene. This ability is essential for avoiding obstacles (or other potential threats) and optimizing
routes. For instance, for an autonomous car, if the central cognitive system is
aware of other moving vehicles or walking pedestrians on the road, it will be
alarmed and pay closer attention to those regions. This precaution will be very
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helpful when the pedestrians or the cars change their moving direction or speed
(accelerate or de-accelerate).
The current research can be extended along other avenues for improvement. At
the present, the tuning characteristics only coarsely simulate static properties of of MT
and MSTd neurons. The module of temporal adaptive mechanism [116, 188] is to be
developed and incorporated to describe motion illusions and handle more complicated
stimuli. And the current framework includes little lateral interactions (cooperative or
competitive) among neurons within the same layer in MT and MSTd. While competitions among MSTd neurons are unnecessary as long as weights converge and stabilize
for recognizing optical flow patterns accurately, interactions among MT neurons may
help to enable adaptive tuning (Eagleman [58]; Glasser et al. [81]). Furthermore, MT
neurons discriminate motion from noise better when they have different colors, even
though with the same illuminance (Croner and Albright [43, 44]), which suggests that
color also plays a role in motion perception. For further work, color processing module,
which is widely used in human visual system, are to be included in the system as well.

Appendix A
Zero-error estimation
Assume that we have two speeds, that is, H = [1, 2]; and four directions, that is,
Θ = [0◦ , 45◦ , 90◦ , 135◦ ]T , where X T denotes the matrix transpose of X. Thus, we have
a bank of eight GD filters. For a stimulus that moves along 45◦ direction (northeast) at
the speed of 1 (pixel/frame), the calibrated response for each of the eight are recorded
and displayed in Table A.1.
Table A.1: Example 1 for motion estimation
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Plugging all real values into Equation 4.19, signal velocity along the horizontal
direction u can be computed as:
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(A.1)

Plugging all real values into Equation 4.20, signal velocity along the vertical direction v can be computed as:
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According to Equation 4.21, the magnitude of the motion is:
v
u
u
k û k = t

=

√ !2
2
+
2

√ !2
2
2

1
1
+
=1
2
2

(A.3)

According to Equation 4.22, the direction of the motion is:
√
2/2
θ̂ = arctan √
= arctan 1
2/2
=

π
= 45◦
4

(A.4)

The estimation result matches the ground truth perfectly. Actually, when we stimulus speed matches the I-th speed in H, and the stimulus direction matches the J-th
direction in Θ, only filter GIJ will respond to 100%, while all the other filters having
no response at all. That is,

mij =



 1, when i = I and j = J

 0, otherwise

(A.5)

So the summation in Equation 4.19 is always
u =

p
n X
X

hi mij cos θj

i=1 j=1

(A.6)

= hI cos θJ

And the summation in Equation 4.20 is always
v =

p
n X
X

hi mij sin θj

i=1 j=1

= hI sin θJ

(A.7)
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As a result, the magnitude of the motion is guaranteed to be:
k û k =

q

(hI cos θJ )2 + (hI sin θJ )2

q
= h2I = hI

(A.8)

And the direction of the motion is guaranteed to be:
θ̂ = arctan

hI sin θJ
hI cos θJ

= arctan (tan θJ )
= θJ

(A.9)

In summary, when the stimulus speed and direction matches the velocity preference of any one of the filters in the GD bank, the signal speed and direction can be
reconstructed with error of 0.

Appendix B
Estimation by interpolation
In Appendix A, we discuss the scenario when there exists perfect match between
the stimulus velocity and the GD filter velocity. However, more frequently, the stimulus
speed and direction are different from the preset values in the filter bank. We analyze
these cases and discuss the error range in this section. Again, we start with a specific
example and then generalize to a generic situation.
For consistency, let the filter bank be with the same set up in the example discussed
in Appendix A. That is, H = [1, 2] and Θ = [0◦ , 45◦ , 90◦ , 135◦ ]T . In this instance, the
stimulus moves along 67.5◦ direction (northeast) at the speed of 2 (pixel/frame). The
calibrated response for each of the eight are recorded and displayed in Table B.1.
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Table B.1: Example 2 for motion estimation
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Plugging all real values into Equation 4.19, signal velocity along the horizontal
direction u can be computed as:




1


 √


h
i 0 0
0 0  2/2 


u = 1 2 


0 1/2 1/2 0 
 0 


√
− 2/2






1


 √

h
i  2/2 


= 0 1 1 0 



 0 


√
− 2/2
√
2
=
2

(B.1)

Appendix B. Estimation by interpolation

126

Plugging all real values into Equation 4.20, signal velocity along the vertical direction v can be computed as:
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According to Equation 4.21, the magnitude of the motion is:
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According to Equation 4.22, the direction of the motion is:
√ 
2 + 2 /2
√
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θ̂ = arctan

√
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√
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(B.4)

3π
= 67.5◦
8

The estimation error for speed is:
eu =

=

||û|| − ||u||
||u||
1.8478 − 2
2

(B.5)

= 7.61%

The estimation error for direction is 0.
In effect, after enforcing the response calibration, if filter speed is between θI and
θJ , only filters with direction preference of θI and θJ will respond, partially though. So
the summation in Equation 4.19 is thus reduced to
u =

p
n X
X

hi mij cos θj

i=1 j=1

= mkI hk cos θI + mkJ hk cos θJ
= hk (mkI cos θI + mkJ cos θJ )

(B.6)
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And the summation in Equation 4.20 is reduced to
v =

p
n X
X

hi mij sin θj

i=1 j=1

= mkI hk sin θI + mkJ hk sin θJ
(B.7)

= hk (mkI sin θI + mkJ sin θJ )

As a result, the magnitude of the motion is:
q
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q

(B.8)

m2kI + m2kJ + 2 mkI mkJ (cos θI cos θJ + sin θI sin θJ )

In our model, the interval between two adjacent angles is π/4, that is,
θJ − θI =
Replacing θJ with θI +

π
(assuming that θI < θJ )
4

(B.9)
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And the direction of the motion is:
θ̂ = arctan

= arctan

hk (mkI cos θI + mkJ cos θJ )
hk (mkI sin θI + mkJ sin θJ ) ;
mkI cos θI + mkJ cos θJ
mkI sin θI + mkJ sin θJ

(B.12)

Bibliography
[1] E. H. Adelson. Saturation and adaptation in the rod system. Vision Research,
22(10):1299–1312, 1982.
[2] E. H. Adelson and J. R. Bergen. Spatiotemporal energy models for the perception
of motion. Journal of the Optical Society of America A, 2(2):284–299, 1985.
[3] E. H. Adelson and J. A. Movshon. Phenomenal coherence of moving visual
patterns. Nature, 300(5892):523–525, 1982.
[4] G. Adiv. Determining three-dimensional motion and structure from optical flow
generated by several moving objects. IEEE Transactions on Pattern Analysis and
Machine Intelligence, 7(4):384–401, 1985.
[5] T. D. Albright. Cortical processing of visual motion. Review of Oculomotor
Research, 5:177–201, 1993.
[6] J. Allman, F. Miezin, and E. McGuinness. Direction- and velocity-specific responses from beyond the classical receptive field in the middle temporal visual
area (MT). Perception, 14(2):105–126, 1985.
[7] J. M. Allman and J. H. Kaas. A representation of the visual field in the caudal
third of the middle temporal gyrus of the owl monkey. Brain Research, 31:85–
105, 1971.
[8] B. W. Andrews and D. A. Pollen. Relationship between spatial frequency selectivity and receptive field profile of simple cells. The Journal of Physiology,
287(1):163–176, 1979.

130

Bibliography

131

[9] B. Babenko, M.H. Yang, and S. Belongie. Robust object tracking with online
multiple instance learning. IEEE Transactions on Pattern Analysis and Machine
Intelligence, 33(8):1619–1632, 2011.
[10] X. Bai, J. Wang, and G. Sapiro. Dynamic color flow: a motion-adaptive color
model for object segmentation in video. European Conference on Computer
Vision, pages 617–630, 2010.
[11] S. Baker, D. Scharstein, J. P. Lewis, S. Roth, M. J. Black, and R. Szeliski. A
database and evaluation methodology for optical flow. In Proceedings of Eleventh
International Conference on Computer Vision, pages 1–8. IEEE, 2007.
[12] S. Baker, D. Scharstein, J. P. Lewis, S. Roth, M. J. Black, and R. Szeliski. A
database and evaluation methodology for optical flow. International Journal of
Computer Vision, 92(1):1–31, 2011.
[13] B. Balas and P. Sinha. Observing object motion induces increased generalization
and sensitivity. Perception, 37(8):1160, 2008.
[14] J. L. Barron, D. J. Fleet, and S. S. Beauchemin. Performance of optical flow
techniques. International Journal of Computer Vision, 12(1):43–77, 1994.
[15] P. Bayerl and H. Neumann. Disambiguating visual motion through contextual
feedback modulation. Neural Computation, 16(10):2041–2066, 2004.
[16] M. F. Bear, B. W. Connors, and M. A. Paradiso. Neuroscience: Exploring the
brain. Lippincott Williams & Wilkins, 2006.
[17] S. A. Beardsley and L. M. Vaina. Computational modeling of optic flow selectivity in MSTd neurons. Computation in Neural Systems, 9:467493, 1998.
[18] S. S. Beauchemin and J. L. Barron. The computation of optical flow. ACM
Computing Surveys (CSUR), 27(3):433–466, 1995.
[19] J. A. Beintema and A. V. Berg. Heading detection using motion templates and
eye velocity gain fields. Vision Research, 38(14):2155–2180, 1998.
[20] J. R. Bergen, P. Anandan, K. Hanna, and R. Hingorani. Hierarchical modelbased motion estimation. In European Conference on Computer Vision, pages
237–252. Springer, 1992.

Bibliography

132

[21] J. R. Bergen, P. J. Burt, R. Hingorani, and S. Peleg. A three-frame algorithm for
estimating two-component image motion. IEEE Transactions on Pattern Analysis and Machine Intelligence, 14(9):886–896, 1992.
[22] M. J. Black and P. Anandan. The robust estimation of multiple motions: Parametric and piecewise-smooth flow fields. Journal of Computer Vision and Image
Understanding, 63(1):75–104, 1996.
[23] R. T. Born and D. C. Bradley. Structure and function of visual area MT. Annual
Review of Neuroscience, 28:157–189, 2005.
[24] G. R. Bradski and J. W. Davis. Motion segmentation and pose recognition
with motion history gradients. Machine Vision and Applications, 13(3):174–184,
2002.
[25] C. Bregler, A. Hertzmann, and H. Biermann. Recovering non-rigid 3D shape
from image streams. In IEEE Conference on Computer Vision and Pattern Recognition, volume 2, pages 690–696. IEEE, 2000.
[26] F. Bremmer, U. J. Ilg, A. Thiele, C. Distler, and K. P. Hoffmann. Eye position
effects in monkey cortex. I. visual and pursuit-related activity in extrastriate areas
MT and MST. Journal of Neurophysiology, 77(2):944–961, 1997.
[27] K. H. Britten. The middle temporal area: Motion processing and the link to
perception. The Visual Neurosciences, 2:1203–1216, 2003.
[28] K. H. Britten. Mechanisms of self-motion perception. Annual Review of Neuroscience, 31:389–410, 2008.
[29] K. H. Britten and H. W. Heuer. Spatial summation in the receptive fields of MT
neurons. The Journal of Neuroscience, 19(12):5074–5084, 1999.
[30] N. A. Browning, S. Grossberg, and E. Mingolla. Cortical dynamics of navigation
and steering in natural scenes: Motion-based object segmentation, heading, and
obstacle avoidance. Neural Networks, 22:1383–1398, 2008.
[31] N. A. Browning, S. Grossberg, and E. Mingolla. A neural model of how the brain
computes heading from optic flow in realistic scenes. Cognitive Psychology,
59:320–356, 2010.

Bibliography

133

[32] T. Brox, A. Bruhn, N. Papenberg, and J. Weickert. High accuracy optical flow
estimation based on a theory for warping. European Conference on Computer
Vision, pages 25–36, 2004.
[33] T. Brox and J. Malik. Object segmentation by long term analysis of point trajectories. In European Conference on Computer Vision, pages 282–295. Springer,
2010.
[34] A. Bugeau and P. Pérez. Detection and segmentation of moving objects in highly
dynamic scenes. In IEEE Conference on Computer Vision and Pattern Recognition, pages 1–8. IEEE, 2007.
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