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m@uth.tmc.edu (E.V. Bernstam).Information overload is a problem for users of MEDLINE, the database of biomedical literature that
indexes over 17 million articles. Various techniques have been developed to retrieve high quality or
important articles. Some techniques rely on using the number of citations as a measurement of an arti-
cle’s importance. Unfortunately, citation information is proprietary, expensive, and suffers from ‘‘citation
lag.” MEDLINE users have a variety of information needs. Although some users require high recall, many
users are looking for a ‘‘few good articles” on a topic. For these users, precision is more important than
recall. We present and evaluate a method for identifying articles likely to be highly cited by using infor-
mation available at the time of listing in MEDLINE. The method uses a score based on Medical Subject
Headings (MeSH) terms, journal impact factor (JIF), and number of authors. This method can ﬁlter large
MEDLINE result sets (>1000 articles) returned by actual user queries to produce small, highly cited result
sets.
 2009 Elsevier Inc. All rights reserved.1. Introduction
MEDLINE is the world’s largest bibliographic database of bio-
medical science. MEDLINE indexes over 17 million articles, and
grows by over 2500 records every day [1]. This volume of informa-
tion makes MEDLINE’s simple searches ineffective for many infor-
mation needs and demands that users know how to use advanced
features. Many MEDLINE users, however, do not use the system
proﬁciently. Only 20% of queries use boolean operators. The aver-
age size of a query’s result set is over 14,000 articles [2]; too many
to review. In fact, most users never go beyond the ﬁrst page of re-
sults [3]. PubMed (MEDLINEs free web interface) users by defaultll rights reserved.
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. Iyengar), Elmer.V.Bernsta-only see the newest 20 articles for any query; missing out on the
vast majority of potentially useful results. Whether these 20 arti-
cles actually fulﬁll the users information need is unknown.
In practice, different users have different information needs. For
example, medical students may need information on patient care
topics, and faculty may search for research in their ﬁeld or for con-
ference proceedings [4]. We traditionally evaluate search systems
through the concept of ‘‘relevance.” In biomedical information re-
trieval, a relevant article is an article that satisﬁes the information
need of the user. A good retrieval strategy should produce all of the
relevant documents (its recall should be high) and only relevant
documents (its precision should be high), answering the user’s
information need. Unfortunately, given the size of literature dat-
abases, even high recall, high precision strategies can produce very
large result sets [5]. For example, using PubMed’s clinical query ﬁl-
ters to search for diagnostic information on ‘‘breast cancer” with a
‘‘narrow, speciﬁc” (i.e., high-precision, lower recall) ﬁlter still re-
turns 4220 results [6].
A different, complementary approach to handle the overload is
ranking PubMed results using citation information. We deﬁne an
article’s importance as its inﬂuence (or future inﬂuence) in its ﬁeld
of study. Importance is difﬁcult to measure directly, but it can be
operationalized through citation analysis. Highly cited articles af-
fect their ﬁeld more than articles that are never cited. Results from
searches can thus be processed and ranked by the number of cita-
tions each article receives effectively constructing an importance-
ranked list of articles [5].
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abases. Papers are not cited immediately after publication, but
after being read by authors who then write and publish their
own papers. Citation information therefore appears slowly. This
citation lag affects all citation analysis algorithms and makes them
less effective. In addition, high-quality citation databases, like the
Science Citation Index (SCI) (The Thomson Corporation, Stamford,
CT), are expensive. Therefore, we were motivated to develop a
method to identify a subset of articles likely to be highly cited
using only information freely available at the time of an article’s
listing in MEDLINE.
2. Background
2.1. Approaches to handling information overload
Previous approaches to handling information overload include
summarization, query assistance, and machine learning. There are
also subscription services that provide summaries of new research
such as UpToDate [7]. These services require domain experts to
conduct rigorous reviews and write summary documents. Query
templates or Support Vector Machines (SVMs) have been used to
select high quality articles by methodological criteria (the evi-
dence-based medicine approach) [8,9]. These approaches still re-
turn a large number of results for general queries. For example,
the most restrictive clinical query ﬁlter for treatment still returns
4794 articles on ‘‘breast cancer.” Aphinyanaphongs and colleagues
used SVMs trained on a collection of important articles to generate
ranking scores in cancer surgery andwere able to rank these articles
at least as well as citation-basedmeasures [10]. These classiﬁers are
also limited, as they require retraining for each new task.
2.2. Using citations
A citation consists of bibliographic information such as the title,
authors, and journal information. It is, essentially, a ‘‘document ad-
dress” [11]. Authors cite papers for a variety of reasons including
providing background, indicating related work, and highlighting
areas of controversy [11]. The number of times a paper is cited in
the literature can and has been used as a proxy measure for impor-
tance, identifying the impact of papers [5,12,13]. Most papers re-
ceive zero or one citation [14]. Only 1% of articles receive six or
more citations [14]. A cited article has an average of 3.2 citations
[14].
Citations between scientiﬁc papers can be modeled as a net-
work, similar to the way hyperlinks create a network of pages on
the Web. We use this model to explore applications of algorithms
developed for the Web to a network of papers (pages) and citations
(links). The link structure provides valuable information about the
relative importance of pages [13]. Algorithms like PageRank lever-
age link information to prioritize important articles [15,3]. In pre-
vious work, we found that different citation analysis algorithms,
like simple citation counts or Pagerank were more effective than
non-citation-based ranking algorithms at retrieving important sur-
gical oncology articles on PubMed [5]. Citation analysis does not
require explicit human evaluation. However, citation data are
expensive in proprietary citation databases, and suffer from cita-
tion lag. Total citation counts were as effective as ranking algo-
rithms (including PageRank) in a previous study [5]. In this
study, we therefore attempt to predict total citation counts.
2.3. Selecting predictors
Q. L. Burrell studied the citation prediction problem. He derived
a probability distribution for the number of future citations to anarticle based on when and how often the article was cited [16].
However, because this formula required keeping track of when
an article is cited, it was still susceptible to citation lag. Research-
ers have also attempted to predict citation to a journal rather than
to a speciﬁc article within a journal. Garﬁeld observed that citation
frequency is a function of ‘‘many variables besides scientiﬁc merit”
[12]. However, he did not deﬁne a way to calculate the number of
citations to a journal based on these variables [12]. Instead, Gar-
ﬁeld studied citations grouped by journal. The journal impact fac-
tor (JIF) is a numerical score based on citations to a journal,
described as [17]:
JIFðyÞ¼# citations in year;y;to articles published in y1 and y2
# articles published in y1 and y2
In fact, Garﬁeld believes that publication in a particular journal
inﬂuences the number of citations an article receives [18]. There-
fore JIF is an obvious predictor of the citation count of an article.
JIF tends to remain relatively stable as a journal grows, publishing
more articles and receiving more citations [19]. JIF alone, however,
should not be used to evaluate individual authors or publications
[20]. Therefore, we must consider additional predictors to rank
individual articles.
Intuitively, we expect well-known authors to publish and be ci-
ted more frequently than less-known authors. Van Dalen and Hen-
kens tested this hypothesis within a small ﬁeld (demography) [21].
They evaluated both the number of citations to papers published
by an author as a measure of reputation, and the number of
authors of a paper [21]. Unfortunately, MEDLINE does not track
authors’ citation history. Based on these previous publications,
we decided that predictors for citation in MEDLINE would include
at least JIF and number of authors of a paper.
A prior study of MEDLINE found less collaboration in biomedi-
cine than in other scientiﬁc disciplines such as physics [22]. In bio-
medicine, research networks resembled top-down, tree-like
structures. These networks probably arose from the fact that it is
common for lead scientists to direct labs that publish multiple re-
search papers [22]. Collaboration between authors appears to in-
crease the impact of a publication [23]. Like Van Dalen and
Henkens, we use the number of authors associated with an article
as a proxy measure for collaboration [21].
We identiﬁed additional candidate predictors from the litera-
ture and brainstorming sessions. The complete list of candidate
predictors was: JIF, JIF squared, number of authors, total sum of
all authors past publications, average number of all authors past
publications, highest number of past publications, lowest number
of past publications, product of all authors past publications, and
the SCI categories of anesthesiology, critical care medicine, general
medicine, oncology, pediatrics, psychiatry, and surgery. We per-
formed a regression analysis to identify which combination of
these variables could predict citation counts. Our regression anal-
ysis identiﬁed JIF and number of authors as the best predictive
variables, which was consistent with previous publications in
other ﬁelds. However, the regression model was not accurate en-
ough to predict citation counts for individual articles. We therefore
decided to focus on predicting which articles will be highly cited.
To achieve that, we decided to add topical information to our
predictor.
Important research topics occur in waves. Kuhn proposed that
new theories cause an increase in the number of publications
[24]. Similarly in the biomedical literature, ideas that are highly
controversial or groundbreaking lead to follow-up articles, opin-
ions, letters, and editorials. Topic trends in the biomedical litera-
ture can be tracked using term counts. For example, Citespace
identiﬁes research fronts by tracking term frequencies in titles, ab-
stracts, descriptors, and identiﬁers [25]. In other ﬁelds, the Bursty
Fig. 1. Diagrammatic representation of Sequential Search Reﬁnement data set
creation and algorithm development.
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to word frequency [26].
All articles in MEDLINE are indexed using a standard vocabulary
called the Medical Subject Headings (MeSH). We deﬁne the popu-
larity of a MeSH term as the number of articles indexed with that
term over a year. Since MEDLINE grows faster every year, we nor-
malize the popularity scores by the total number of articles added
that year to allow comparison across years. We thus deﬁne a scor-
ing function the MeSH Percentage Article Count Total (MPACT) as:
f ðm; yÞ ¼ nðm; yÞ
NðyÞ
nðm; yÞ ¼ # articles published with MeSH
major heading m; in year y
NðyÞ ¼ total articles published in year y
In this paper we attempt to identify articles that will be highly
cited using the JIF of the journal in which the article appears, the
number of authors, and the MPACT score for the MeSH terms asso-
ciated with the article in MEDLINE.
2.4. Evaluating searches
Evaluation in information retrieval traditionally relies on rele-
vance-based measures: recall and precision. Recall is the number
of relevant documents retrieved, divided by the total number of
relevant documents. Precision is the proportion of relevant docu-
ments in the result set. Calculating recall is difﬁcult in large and
dynamic document collections like the Web. As MEDLINE contin-
ues growing, recall becomes more and more difﬁcult to calculate,
since it becomes impossible to manually identify all relevant doc-
uments. Alternate measures such as the precision at rank n (p@n)
put less emphasis on recall [27,28]. Further, users rarely look be-
yond the ﬁrst page of results, rendering recall impractical in the
evaluation of large search systems [3].
For this study we assumed that PubMed users are not interested
in ﬁnding all possibly relevant documents on broad topics, but in-
stead desired a small number of relevant documents. Therefore we
focused on high precision as the primary evaluation criterion. To
accomplish this, we constructed a set of MEDLINE articles that
we correlated to the SCI. After regression analysis of candidate pre-
dictors, we developed a ﬁlter for search results using simple
thresholds for JIF, MPACT, and number of authors to identify arti-
cles that were likely to be highly cited in the future. Finally, we
evaluated the ﬁltered results using actual queries submitted to
PubMed.
3. Materials and methods
3.1. Data set construction
We downloadedMEDLINE records for articles published in 1994
and added to PubMed by 2004 (articles may be added to MEDLINE
years after publication). We accessed MEDLINE using Python ver-
sion 2.5.1 and BioPython version 1.42 [29,30]. Each MEDLINE re-
cord contains up to 52 ﬁelds including identiﬁcation numbers,
authors, journal name, categorization terms from MeSH, and free
text in the article title and abstract [31]. We used author data from
the MEDLINE records.
For citation information we used the SCI database published on
CD-ROM (The Thomson Corporation, Stamford, CT). We extracted
the information from the 1999–2004 discs (inclusive) into Post-
greSQL version 8.1.4 [32]. The SCI records were mapped to corre-
sponding MEDLINE records. This was comparable to the data
used in previous research on predicting citation [21]. Although
SCI records contain topical data, articles are divided into verygeneral categories like ‘‘pediatrics” or ‘‘surgery.” Our model does
not use the SCI topical data, since MEDLINE records contain more
detailed topical information (MeSH terms).
Finally, we obtained JIF information from the ISI Web of Science
directly from the Thomson Corporation. We used the most current
JIFs available at the time of article publication. For example, JIF
information from 1992 would be available at the time of publica-
tion for articles published in 1994. Not all journals have a JIF,
and we were unable to map approximately 33% of 422,302 PubMed
articles in 1994 to the SCI. We thus had JIF and MEDLINE informa-
tion for 281,873 articles in 1994. We called the set of articles pres-
ent in both databases the ‘‘1994 set.” We created a second set in
the same fashion for articles published in 1999. We called it the
‘‘1999 set.” We split the 1994 set into a training set (80%) and a test
set (20%) containing 225,497 and 56,376 MEDLINE records respec-
tively (see Fig. 1).
3.2. Regression analysis
We conducted a regression analysis of a random subset of
30,782 articles from the 1994 set to determine if the number of
citations could be predicted reliably. Candidate predictors included
JIF, JIF squared, number of authors, total sum of all authors’ past
publications, average number of all authors’ past publications,
highest number of past publications, lowest number of past publi-
cations, product of all authors’ past publications, and the SCI cate-
gories of anesthesiology, critical care medicine, general medicine,
oncology, pediatrics, psychiatry, and surgery. We only disambigua-
ted author names to the extent permitted by the MEDLINE record,
i.e., by matching the last name and ﬁrst initial.
Citations to an article accumulate over time as non-negative
integers, i.e., count data. Regression methods for the underlying
probability distributions included both Poisson and negative bino-
mial [33]. We used SAS/STAT version 9.1 (SAS Institute Inc., Cary,
NC) for regression and goodness-of-ﬁt statistics. Signiﬁcance was
set at p < 0:05.
3.3. MPACT score
We downloaded MeSH version 2006, which contained 23,883
terms, and counted the occurrence of these terms in articles from
1980 through 2006 as of January 2007 [34]. Previously indexed
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MeSH [34]. We determined the average number of edits (173),
deletions (46), and additions (596) to MeSH each year over four
years. MEDLINE records contain starred MeSH terms called major
headings that ‘‘reﬂect the central concepts of an article” [35].
Indexers assigned MeSH terms to each article between one to eight
weeks after information was received from the publisher (S. Nel-
son, personal communication, November 14, 2007). For each MeSH
term, we collected a total article count for each year from 1980 to
2006. In order to correct for the accelerating publication rate, we
normalized by dividing the total article count by the total number
of articles published in the given year. The MPACT score for an arti-
cle was the sum of the scores for all major headings assigned to the
article.
The MPACT score, gðM; yÞ, for an article is:
gðM; yÞ ¼
X
m2M
f ðm; yÞ
M is a set of MeSH major headings for the article, y is the article
publication year, and f is the previously described function.
3.4. Sequential result reﬁnement
Since the reported average number of citations for cited articles
was 3.2, we arbitrarily chose to label an article cited ﬁve or more
times as ‘‘highly cited” [14]. We conducted a sensitivity analysis
on the frequency of articles cited one or more times through ten
in the 1994 set (see Fig. 2).
To identify the optimal thresholds for our predictors (JIF,
MPACT, and author count), we developed a hill-climbing algorithm
that optimized for precision in the 1994 training set. We deﬁned
precision as the percentage of highly cited articles in the result
set, i.e., the number of articles cited ﬁve or more times divided
by the number of retrieved articles. We implemented the hill-
climbing algorithm as a gradient ascent method on each predictor
with a random start location and a decay parameter to scale near-
est neighbor values with the termination criteria being no further
improvement in precision [36]. The threshold value found for each
predictor provided a point to split the data. We ﬁltered the 1994
set using the thresholds to create a ‘‘post-threshold” set. We then
calculated the percentage of highly cited articles in the post-
threshold set. We took the 1994 training set and split it further,
80/20, to obtain a validation set for algorithm development. The
validation set was used to optimize the precision by trying variousFig. 2. Sensitivity analysis plot shows various citation amounts for highly cited
articles in the 1994 set. We selected an article having ﬁve or more citations to be
highly cited.decay parameters. We selected the decay parameter at the point
where precision leveled off. As the parameter space for the algo-
rithm was large, global optimality could not be guaranteed.
After completing algorithm development, we ﬁxed the thresh-
olds (see Fig. 1). We evaluated the performance of the thresholds
with the same evaluation used by the hill climber: by using them
to ﬁlter the test set and thus construct a ‘‘post-threshold” test
set, which we compared against the original test set by measuring
the average number of citations. We compared the 1994 test set
and the 1999 set before and after applying the thresholds using
the Chi-square test. Statistical signiﬁcance was set at p < 0:05.
3.5. Evaluation using actual PubMed queries
To evaluate the utility of the thresholds on real searches of the
biomedical literature, we created a random sample of queries se-
lected from a large anonymous PubMed query log from October
2005 [37]. Since we were interested in extracting highly cited arti-
cles from large result sets, we selected queries that returned more
than 1000 results without a date limit.
Our random sample had 426 queries. Our method focused on
articles published in 1994, so therefore we matched the PubMed
ID ﬁeld from each result to the pre-threshold and post-threshold
sets. This allowed us to determine the percentage of highly cited
articles (precision) in both the pre-threshold and post-threshold
sets. We compared the results from the queries using the Wilcoxon
signed-rank test. We used the publicly available R software pack-
age version 2.4.1 for statistics, tabulation, and graphing [38].
4. Results
MEDLINE contained 422,302 articles published in 1994. The
majority, 228,796 (54%), had no citations. 281,873 (67%) articles,
the 1994 set, were from journals with an available JIF. The mean
number of citations in the 1994 set was 8.9 (range: 0–11,732;
median: 2). The mean JIF in the 1994 training set was 3.824 (range:
0.024–52.28; median: 2.397). The mean MPACT score was 0.012
(range: 0–0.360; median 0.005). The mean number of authors
was 3.8 (range: 0–64; median: 3). There were 86,734 (38.5%) arti-
cles with ﬁve or more citations (see Fig. 3).
4.1. Regression analysis
We obtained the best ﬁt on the regression analysis using a neg-
ative binomial distribution with a deviance/degree of freedom (DF)
ratio of 1.0262 and Pearson Chi-square/DF ratio of 1.8327. The sta-
tistically signiﬁcant predictors with a positive coefﬁcient were JIF,
number of authors, average number of past publications, and theFig. 3. Sequential Search Reﬁnement reduction in the data set size for articles with
ﬁve or more citations. Precision values reported in parentheses.
Table 1
Negative binomial regression for predictors.
Factor Coefﬁcient p-value
JIF 0.3716 <0.0001
JIF2 0.0116 <0.0001
Number of authors 0.2114 <0.0001
Total number of past publications 0.0004 <0.0001
Average number of past publications 0.0029 <0.0001
Maximum number of past publications 0.0002 0.0193
Minimum number of past publications 0.0019 <0.0001
Product of number of past publications 0 0.0576
SCI category
Anesthesiology 0.1931 <0.0001
Critical care 0.0391 0.5279
Medicine, general 0.6364 <0.0001
Oncology 0.1986 <0.0001
Pediatrics 0.0582 0.1021
Psychiatry 0.1087 0.0039
Surgery — —
Fig. 4. Actual user queries submitted to PubMed and date limited to 1994 showing
the distribution of precision values for highly cited results post-threshold.
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that were statistically signiﬁcant included squared JIF term, total
number of past publications, both maximum and minimum num-
ber of authors’ past publications, and the SCI categories for anes-
thesia and general medicine. JIF and number of authors had the
highest positive coefﬁcients. We used these two predictors to de-
velop our ﬁlter (see Table 1).
4.2. Sequential result reﬁnement
We ran our hill climber on the 1994 training set. We tested a
range of decay parameters and selected 0.8 resulting in a mean
precision of 0.886 (95% C.I.: 0.861, 0.911). The thresholds the hill
climber identiﬁed for articles with ﬁve or more citations were JIF
(> 7:73), MPACT (> 9:9 105), and number of authors (> 8).
The 1994 test set contained 56,376 articles from journals with
available JIFs. 21,698 articles (38.5%) were cited ﬁve or more times.
The articles in the 1994 test set had a mean JIF of 3.789 (range:
0.013–52.28; median: 2.375), mean MPACT score 0.012 (range:
0–0.337; median: 0.005), and an average of 3.8 authors (range:
0–64; median: 3). Articles published in journals with JIFs were
more likely to be cited than a randomly selected MEDLINE article.
When ﬁltered with the identiﬁed thresholds we obtained a set of
417 articles, 86.3% of which were cited ﬁve or more times, a signif-
icant increase in the prevalence of highly cited articles
v2ð1;N ¼ 56;766Þ ¼ 396:85, p < 0:01.
To determine whether our methods developed using 1994 data
were stable over time, we applied the same thresholds to the 1999
set. Of 323,806 articles in the 1999 set, 40.5% had ﬁve or more cita-
tions. The mean JIF was 3.138 (range: 0.03–40.782; median: 1.948),
mean MPACT score was 0.013 (range: 0–0.339; median: 0.005),
and average number of authors was 4.182 (range: 0–61; median:
4). When the 1999 set was ﬁltered using the identiﬁed thresholds,
we obtained 2853 articles, 77.1% cited ﬁve or more times,
v2ð1;N ¼ 326;350Þ ¼ 1569:35, p < 0:01. Please note that, due to
the nature of our data set, we only had ﬁve years of citation infor-
mation for the 1999 set. Our citation data was therefore incom-
plete, which may have led us to underestimate the percentage of
highly cited articles.
4.3. Evaluation using actual PubMed queries
The 426 queries in our random sample had a mean of 3367 re-
sults published in 1994 (range: 1–441,742; median: 198). These
queries had a mean of 1056 highly cited results published in
1994 (range: 0–108,412; median: 69). The baseline precision forthis set of 426 queries was therefore 0.377 (95% C.I.: 0.361,
0.393). After applying the thresholds, out of 279 queries with re-
sults (147, 34.5% had no results post-threshold), the mean was
25 results (range: 0–2097; median: 2) (Fig. 4). The majority of que-
ries that had no results post-threshold were queries that originally
had fewer than 500 results. There were 12 queries post-threshold
that had false positive results returning one or two non-cited arti-
cles. After thresholding, the result sets were signiﬁcantly enriched
for highly cited articles with a mean precision of 0.854 (95% C.I.:
0.827, 0.882) compared to 0.377 (95% C.I.: 0.361, 0.393), paired
Wilcoxon signed-rank test (V ¼ 37;817), p < 0:01. The post-
threshold set contained fewer articles; most post-threshold result
sets had fewer than 100 articles. The mean decrease in size of
the result set post-threshold was 3342 (range: 1–439,600; median:
196). As expected, recall was poor with a mean of 0.027 (95% C.I.:
0.022, 0.032). This recall calculation should be considered an esti-
mate, as the SCI is not comprehensive over all of MEDLINE (we con-
sidered highly cited articles ‘relevant’). The number of false
negatives, highly cited articles published in 1994 missed by this
method, had a mean of 1033 results (range: 0–106,600; median:
68). One query, ‘‘bar or,” missed 106,600 articles.
We were concerned that 34.5% of queries did not return any re-
sults. This could have been an artifact of restricting to 1994 data.
We therefore resubmitted the 426 queries to PubMed with a date
restriction of 1980–2006 and evaluated whether the method
would return any results. Of the 426 queries, only 31 (7.3%) had
no results after applying the thresholds.
5. Discussion
We developed a method to ﬁlter large result sets to select arti-
cles that are likely to be highly cited in the future. We accom-
plished this by determining thresholds for three simple
predictors available at the time of listing in MEDLINE: JIF, MPACT,
and number of authors. When these thresholds were applied to
PubMed query results, the resulting subsets were signiﬁcantly en-
riched with highly cited articles. Thresholds developed using 1994
data were still effective for 1999 data. For PubMed queries with
more than 1000 results, this technique reduced the number of arti-
cles to be reviewed, and could be used to rank newly published
articles for which there is no citation information.
Our method has several important limitations. First, it still re-
quires the JIF, which is derived from citation information. Inclusion
in citation databases (and an ofﬁcial JIF) is desirable for a journal.
This means that articles submitted to biomedical journals with JIFs
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journals. For example, the prevalence of articles with ﬁve or more
citations was much higher in our 1994 data set than in the general
article population (38.5% versus 2%) [14]. Therefore our results
may not generalize to articles in journals not covered by the SCI.
The mapping of SCI to MEDLINE was imperfect covering 33% of
articles. The SCI also does not cover journals outside of the US or
Europe, and in languages other than English. However, we believe
that this is not a major impediment for the majority of searchers
who desire important articles. It is likely that high quality articles
can be found in highly cited journals with large JIFs.
Second, our method did not locate all articles with ﬁve or more
citations. In fact this method missed on average 1000 highly cited
articles from a random set of queries, locating 2–3% of all highly ci-
ted articles. Our variables were ﬁltered in a sequential fashion to
rapidly scale down on the number of results. Since we sacriﬁced re-
call for precision, these ﬁlters would aid users that require just a
few highly cited articles, such as students [4]. Users that require
comprehensive results should use other techniques. For example,
a system could present all results but highlight articles that passed
our ﬁlter as likely to be highly cited in the future.
Third, MeSH term assignment is associated with a short delay
from publication in a journal. Articles with ‘‘in-process” MEDLINE
records are listed and retrievable by PubMed, but only have terms
assigned by the publisher. MeSH term assignment by trained
indexers can take up to eight weeks. We do not know how much
this phenomenon affects newly listed articles as it was not covered
by our experimental design. Since in-progress records are, at any
given time, a small percentage of MEDLINE records, it is unlikely
that result sets ﬁltered using our technique would be greatly af-
fected. However, this time delay and the implied changes in the re-
sult sets once records are indexed is an additional limitation.
Our deﬁnition of MPACT used the calendar year as a time cutoff.
Deﬁnitive MPACT scores are therefore not available for the ongoing
year. In the worst-case scenario, articles published in January
would have to wait almost an entire year for their MPACT scores
to be obtainable. This would limit our goal of using information
available at the time of listing in MEDLINE. There are several po-
tential workarounds. For example, MPACT scores for the current
year could simply be recomputed every time MEDLINE is updated,
using the count of all published articles to that point in time or
other time-series approaches.
Finally, this method is a classiﬁer and does not rank articles. All
articles that pass the ﬁlter have the same rank, because we simply
classiﬁed articles into two broad categories: articles with ﬁve or
more citations in 10 years and those without. To develop a ranking
process for search results, we will work on methods that can cate-
gorize articles into multiple classes. For example, techniques such
as decision trees may improve prediction granularity.
An alternative article ranking strategy relies on implicit feed-
back, such as clickthrough data [39]. A clickthrough is a user action
on a link to view the article’s abstract or full text. Clickthroughs are
assumed to correlate with user interest in the article. A MEDLINE
interface such as PubMed could track the number of clickthroughs.
As these data accumulate, they can be used to rank articles. How-
ever, such a strategy would require time for clickthroughs to accu-
mulate. Our method can bridge the gap from publication until
sufﬁcient clickthroughs accumulate to allow meaningful ranking.
Of course, if a certain article is identiﬁed as likely to be important
and is placed high in the result list, it will likely garner click-
throughs faster than the same article lower in the result set.
A scoring system with known variables may be manipulated to
maximize an author’s chance to be cited. Just like journals with a
high JIF are preferred by authors, if our predictors become widely
accepted authors may try to inﬂuence the system by manipulating
these variables to make their articles pass our ﬁlter (i.e., creating aself-fulﬁlling prophecy). Fortunately, this will be difﬁcult. The only
input to our ﬁlter that can be purposefully manipulated is the
number of authors. Both the JIF score and the assignment of MeSH
terms are controlled by independent third parties. The JIF is time
limited and based on the number of citations to articles in a jour-
nal. MeSH terms are assigned by trained human indexers em-
ployed by the NLM. We doubt that authors will pad the author
list for their articles since it violates the authorship rules of the
International Committee of Medical Journal Editors (ICMJE) and
would dilute their own contribution [40].
In future work, we will identify additional predictors that are
less dependent on JIF, further reducing our dependence on a cita-
tion database. We will develop ways to generalize our work by
leveraging the MeSH hierarchy. We will also explore converting
MPACT to stemmed text-words or the output of an automated clas-
siﬁer: eliminating the time lag for MeSH term assignment. Time-
series methods or the use of a sliding time window may also im-
prove MPACT calculation. Although this project focused on MED-
LINE, our approach may be applicable to other ﬁelds once we are
able to generalize the MPACT score as the SCI tracks citations in
ﬁelds other than biomedicine.
Our ultimate goal remains a search interface that presents
important work ﬁrst. A highly cited article does not necessarily
mean that it is high quality, relevant, or important. Thus, expert-
selected gold standards remain extremely valuable for this line of
research. Since the true test of any information retrieval system
is whether it can answer the information needs of its users, a
user-based study comparing various search methodologies will
determine whether other ﬁlters truly beneﬁt users.6. Conclusions
Science continuously produces new information in vast quanti-
ties. Citation analysis can help identify highly cited articles, and
can be applied to rank articles within large result sets. However,
citation databases are hard to create, maintain, and suffer from
citation lag. We developed a method to select a subset of articles
likely to be highly cited ﬁve or more times using three predictors:
JIF, MPACT, and the number of authors. Further research is needed
to ﬁnd other predictors to identify a subgroup of newly published
articles that are likely to inﬂuence the ﬁeld.References
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