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Saisonale Vorhersagesysteme in Meteorologie  
und Hydrologie 
Für viele Wirtschaftsunternehmen entlang der europäischen Wasserstraßen stellen Informati-
onen zu Hochwasserrisiken, aber auch zu Risiken des Wassermangels wichtige Entschei-
dungsgrundlagen dar. Vieles deutet darauf hin, dass die wirtschaftlichen Folgen extremer 
Abflussereignisse und Wasserstände gemildert werden könnten, wenn diese langfristig und 
zuverlässig bekannt wären. 
 
Gängige Wetter-, Hoch- und Niedrigwasservorhersagesysteme verfügen über einen Vorher-
sagezeitraum von einigen Tagen. Die bestehenden längerfristig (Wochen/Monate) ausgerich-
teten Vorhersagesysteme sind mit großen Unsicherheiten behaftet und befinden sich über-
wiegend im experimentellen Stadium. 
 
Im Rahmen des Kolloquiums sollte der Kenntnisstand zu Möglichkeiten, Grenzen und poten-
ziellen Einsatzgebieten operativer saisonaler Vorhersagedienste für meteorologische und 
hydrologische Größen zusammengetragen und diskutiert werden. 
 
Die Veranstaltung richtete sich insbesondere an Vertreter der Wasser-, Transport- und Ener-










Vorhersagesysteme in der gewässerkundlichen  
Beratung 






Aus verkehrswasserwirtschaftlicher Sicht haben niedrige Wasserstände direkte Folgen für die 
Schifffahrt sowie für die auf den Transport auf dem Wasserweg abhängige Industrie. Um 
möglichst wirtschaftlich zu fahren bzw. Produktionsabläufe zu steuern, werden von der 
Schifffahrt und der Wirtschaft problembezogene Vorhersagen des Wasserstandes benötigt. 
Vorgestellt wird zum einen das bestehende Wasserstandsvorhersagesystem WAVOS, das von 
der Bundesanstalt für Gewässerkunde für die Belange von Bund und Ländern entwickelt und 
an verschiedene Flusssysteme individuell angepasst wurde. Weiterhin wird das Konzept für 
eine saisonale Vorhersage der Eintretenswahrscheinlichkeit schifffahrtsrelevanter Niedrig-
wasserkenngrößen vorgestellt. Letztere zielt insbesondere darauf ab, extreme Niedrigwasser-
zeiten im Vorfeld rechtzeitig zu erkennen bzw. in einer längeren Niedrigwasserperiode die 
voraussichtliche Andauer und Intensität zu prognostizieren. Am Beispiel der Eintretenswahr-
scheinlichkeit von Terzilen der Unterschreitungsdauer von Schwellenwerten des Abflusses 
bzw. des Wasserstandes am Pegel Köln wird ein mögliches Ergebnis einer langfristigen Was-
serstands- und Abflussvorhersage gezeigt. 
 
1 Einleitung 
Der Wasserstand in einem Fluss hat starken Einfluss auf die Binnenschifffahrt. So wurden im 
Jahr 2003 nach Angaben des Statistischen Bundesamtes überwiegend aufgrund einer lang 
anhaltenden Niedrigwasserperiode in der Binnenschifffahrt 5,1% weniger Güter befördert als 
2002. Um der Schifffahrt eine möglichst gute Auslastung der Kapazitäten zu ermöglichen, 
sind deswegen möglichst genaue Wasserstandsvorhersagen für die frei fließenden Bereiche 
der Bundeswasserstraßen notwendig. Aus diesem Grund wurden von der Bundesanstalt für 
Gewässerkunde (BfG) Systeme zur Wasserstandsvorhersage entwickelt, die bereits seit den 
90er-Jahren des vorigen Jahrhunderts im operationellen Einsatz zur Niedrigwasservorhersage 
an Rhein, Elbe und Donau sind (FRÖHLICH et al. 1998). Die entwickelten Wasserstandsvor-
hersagesysteme werden darüber hinaus an Rhein, Elbe und Oder sowie Main und Saar von 
den verantwortlichen Hochwasservorhersagezentralen für die Hochwasservorhersage einge-
setzt. Die Vorhersagezeiten reichen je nach Lage des Vorhersagepegels am Gewässer und je 
nach Flussgebiet von einem Tag bis zu mehreren Tagen. Entsprechend dem Fortschritt der 










 Jahren zu verzeichnen ist, fließen vermehrt diese Informationen in die Abfluss- und Wasser-
standsvorhersage ein. Hierzu müssen die Vorhersagesysteme um die Modellkomponente 
Niederschlag-Abfluss-Modell erweitert werden. Für den Rhein liegt nun ein um diese Kom-
ponente erweitertes Vorhersagesystem vor. Dieses System wird im Folgenden kurz vorge-
stellt. 
 
Moderne Vorhersagesysteme haben auch vor dem Hintergrund möglicher langfristiger Kli-
maänderungen (IPCC 2007) eine Bedeutung. Die Auswirkungen eines Klimawandels werden 
neben dem atmosphärischen Wasserkreislauf auch die Hydrologie von Flussgebieten beein-
flussen. Es ist nicht auszuschließen, dass Niedrigwasserperioden länger anhaltend und häufi-
ger auftreten können. In diesem Fall wären unterschiedliche Bereiche der Binnenschifffahrt 
einschließlich der Lagerwirtschaft sowie jene Industrien, die auf einen kostengünstigen 
Transport von Massengütern angewiesen sind, betroffen. Längere Vorhersagezeiträume 
könnten helfen, veränderte Fahrwasserbedingungen besser in der Planung der Transport- und 
Logistikunternehmen zu berücksichtigen. 
 
Insofern gehören verbesserte Vorhersagesysteme in den Katalog der Maßnahmen, die die 
Schiffbarkeit der Wasserstraßen auch unter geänderten Klimabedingungen sichern können 
(MOSER et al. 2008). Diese und weitere Maßnahmen sowie die Auswirkungen des Klima-
wandels auf die Binnenwasserstraßen und Binnenschifffahrt werden derzeit im Rahmen des 
Projektes KLIWAS untersucht. Derzeit werden Möglichkeiten einer saisonalen Vorhersage 
der Wasserstandsverhältnisse ausgelotet. Dabei interessiert neben der reinen technischen 
Machbarkeit und der Prognosefähigkeit einer derartigen Vorhersage auch, inwieweit eine die 
Vorhersage insbesondere in sich abzeichnenden lang anhaltenden Niedrigwasserperioden 
innerhalb des Systems Binnenschifffahrt verwendet werden kann. Im vorliegenden Beitrag 
wird das Konzept zur Erstellung saisonaler Vorhersagen, d. h. Vorhersagehorizonte von ein 
bis zu drei Monaten, vorgestellt.  
 
2 Das Wasserstandvorhersagesystem WAVOS 
Das Wasserstandsvorhersagesystem WAVOS wurde von der BfG für die operationelle Vor-
hersage der Wasserstände sowohl bei Niedrigwasser als auch bei Hochwasser entwickelt 
(RADEMACHER et al. 2004). WAVOS wurde von der BfG an verschiedene Flusssysteme an-
gepasst und befindet sich in unterschiedlichen Vorhersagezentralen im operationellen Einsatz 
(siehe Abb. 1). 
 
Der Kern des modular aufgebauten Vorhersagesystems ist ein eindimensionales hydrodyna-
misches Modell zur Berechnung der Strömung im Fluss und in großen Nebenflüssen  
(STEINEBACH 1999). Zum Betrieb dieses Modells ist über die gesamte Berechnungszeit die 
Angabe von Randbedingungen notwendig, d. h. am oberen Modellrand muss der Zufluss und 
am unteren Modellrand der Wasserstand vorgegeben werden. Ebenso wird die zeitliche Ent-
wicklung der seitlichen Zuflüsse ins Modellgebiet benötigt. Bei der Simulation der Vergan-
genheit wird hier jeweils auf Messwerte zurückgegriffen. Zur Berechnung der Vorhersage im 
Fluss müssen für die Zuflüsse und den Wasserstand am unteren Modellrand ebenso Vorher-
sagen vorliegen. Im einfachen Fall kann dieser Wasserstand aus der Wasserstands-Abfluss-
Beziehung des am unteren Rand liegenden Pegels während der Berechnung bestimmt wer-
den. Ist der untere Modellrand jedoch von unterstrom beeinflusst – wie zum Beispiel die  











Abb. 1:  Einsatzbereiche des Wasserstandsvorhersagesystems WAVOS  
 
In WAVOS sind zur Bestimmung der zukünftigen Randbedingungen unterschiedliche Wege 
vorgesehen. Zum einen können so genannte externe Vorhersagen anderer Vorhersagezentra-
len eingebunden werden. Zum anderen ist es möglich, intern mit Hilfe von statistischen Mo-
dellen, wie z. B. dem Mehrkanal-Filtermodell (MKF) (WILKE 1984), oder Niederschlag-
Abfluss-Modellen (NA-Modellen) Vorhersagen für die Zuflusspegel zu erstellen. Ergänzt 
wird das System von Pre- und Postprozessoren, die mit Hilfe diverser Schnittstellen den Da-
tenfluss zum und vom Modell automatisieren. Weiterhin ermöglicht die grafische Benutzer-
oberfläche die Visualisierung von Beobachtungs- und Ergebnisganglinien sowie die Ausgabe 
der Ergebnisse in Tabellenform. 
 
 
Abb. 2: Konzept des Wasserstandsvorhersagesystems WAVOS  
 
Im Rheingebiet erfolgt die Berechnung und Veröffentlichung der verkehrsbezogenen Wasser-
standsvorhersage seit 1996 mit Hilfe von WAVOS Rhein. Ab dem 1.9.2008 wird der Schiff-
fahrt eine von 2 auf 4 Tage verlängerte Vorhersage für sieben Rheinpegel (Oestrich, Kaub, 
Koblenz, Köln, Düsseldorf, Ruhrort und Emmerich) zur Verfügung gestellt (zur Lage der 
Pegel vgl. Abb. 3). Um den Vorhersagezeitraum verlängern zu können, war aufgrund der 
Abflusscharakteristik des Rheins, die sich durch schnelle Abflussbildung und -konzentration 
auszeichnet, die Einbeziehung von gemessenen und vorhergesagten Niederschlägen in die 
Vorhersageberechnung unerlässlich. Aus diesem Grund wurde das von der BfG in Koopera-
tion mit dem niederländischen Staatlichen Amt für Integralverwaltung der Binnengewässer 










 (EBERLE et al. 2001) in die Vorhersage integriert. Das Modell basiert auf dem konzeptionel-
len HBV-Ansatz (BERGSTRÖM 1995). Für die Modellierung wurde das Rheineinzugsgebiet 
oberhalb des niederländischen Pegels Lobith in 134 Teileinzugsgebiete unterteilt, die über-
wiegend jeweils zwischen 500 und 2000 km² groß sind. 
 
Das erweiterte Vorhersagesystem setzt sich aus folgenden Teilen zusammen (vgl. Abb. 3): 
> Hydrodynamisches Modell für den Rhein von Karlsruhe/Maxau bis nach Emmerich 
inkl. Mosel unterhalb von Trier (685 km) 
> Hydrodynamisches Modell für den Main unterhalb Trunstadt (380 km) 
> Hydrodynamisches Modell für die Mosel unterhalb Custines einschließlich Sauer unter-
halb Bollendorf und Saar unterhalb Fremersdorf (425 km) 
> Statistische Mehrkanal-Filter-Modelle für die Pegel Maxau/Rhein, Rockenau/Neckar, 
Wolfsmünster/Fränkische Saale, Tauberbischofsheim/Tauber sowie Fremersdorf/Saar  
> Niederschlag-Abfluss-Modell des Rhein-Einzugsgebietes zur Vorhersage der Zuflüsse. 
 
Abb. 3: Aufbau WAVOS Rhein (Hydrodynamischer Modellbereich (dunkelgrüne Linien) und räum-
liche Einteilung des Niederschlag-Abfluss-Modells mit den 7 Pegeln der Niedrigwasservor-



































































Für die operationelle Niedrig- und Mittelwasservorhersage verwendet WAVOS Rhein die 
Wasserstände von rund 80 Pegeln im Rheingebiet. In der Regel wird hierzu eine stündliche 
Auflösung der als 15-Minutenwerte vorliegenden Wasserstände verwendet. Die Vorhersagen 
der HVZ Baden-Württemberg für die Pegel Maxau/Rhein und Rockenau/Neckar werden über 
FTP ebenfalls in WAVOS importiert. 
 
Die mit dem NA-Modell durchgeführten Berechnungen untergliedern sich in eine Update-
Phase, während der das Modell mit Messwerten betrieben wird, und die eigentliche Vorher-
sage-Phase. Vom Deutschen Wetterdienst (DWD) werden für die erste Phase zeitlich hoch-
aufgelöste Stationsmesswerte und für die zweite Phase Wettervorhersagen als Rasterdaten 
(Lokalmodell COSMO-EU: 7 km Auflösung, 78 Stunden Vorhersagezeit; Globalmodell 
GME: 40 km, 174 Stunden) zur Verfügung gestellt. Hieraus werden stündliche Nieder-
schlags- und Temperaturwerte für die 134 Teilgebiete des NA-Modells interpoliert. Die durch 
das NA-Modell berechneten Zuflussvorhersagen stehen dann für die abschließende Berech-
nung der Vorhersagen mit dem hydrodynamischen Modell des Rheins als Eingangsgrößen 
zur Verfügung.  
 
Die Berechnungen werden in der BfG werktäglich und – sobald am Pegel Duisburg-Ruhrort 
der Wasserstand von 400 cm unterschritten ist – auch an Wochenenden und Feiertagen durch-
geführt. Die Ergebnisse werden sowohl per Email an die Revierzentralen in Duisburg und 
Oberwesel übermittelt als auch über das Elektronische Wasserstraßen-Informationssystem 














 3 Saisonale Wasserstands- und Abflussvorhersage im Rheingebiet 
Die Lufttemperatur und der Niederschlag weisen in Mitteleuropa bei den kurzperiodischen 
Schwankungen eine hohe Variabilität von Tag zu Tag, von Monat zu Monat sowie von Jahr 
zu Jahr auf. Dies erschwert die Vorhersagbarkeit hydrometeorologischer Phänomen in dieser 
Region wesentlich. Es gibt jedoch weltweit viele Anstrengungen mit Hilfe der verfügbaren 
gekoppelten Ozean- und Atmosphärenmodelle saisonale Vorhersagen zu erstellen. In einigen 
Regionen dieser Erde (z. B. den Tropen) sind auch bereits wesentliche Fortschritte erzielt 
worden. Einige saisonale Vorhersagen werden über das Internet veröffentlicht, wie bei-
spielsweise die des Europäischen Zentrums für mittelfristige Wettervorhersage (EZMW) in 
Reading. Auf der Grundlage diese Vorhersagen werden von nationalen Wetterdiensten ver-
mehrt für die jeweiligen Landesflächen regionale Langzeitvorhersagen erstellt. So bietet der 
Deutsche Wetterdienst (DWD) seit Anfang 2008 eine operative „Jahreszeitenvorhersage“ für 
Deutschland an (DWD 2008). Andere saisonale Vorhersagen werden derzeit im Rahmen von 
Forschungsvorhaben erstellt und stehen für wissenschaftliche Auswertungen zur Verfügung. 
Hier wird ein besonderer Beitrag im Rahmen des von der Europäischen Gemeinschaft geför-
derten Projektes „ENSEMBLES“ erwartet (ENSEMBLES PARTNER 2008).  
 
Das Ziel saisonaler meteorologischer Vorhersagen ist es, Abweichungen vom langjährigen 
klimatischen Mittel in speziellen geografischen Regionen vorherzusagen und deren Eintritts-
wahrscheinlichkeit einzuschätzen. In erster Linie sind die Größen bodennahe Lufttemperatur 
und Niederschlag von Interesse. Gesucht ist die Antwort auf die Frage ob ein Monat oder 
eine Jahreszeit über- oder unterdurchschnittlich warm bzw. kalt oder feucht bzw. trocken sein 
wird. Eine weitere Verfeinerung stellt die Unterteilung der vorherzusagenden Größe in Terzi-
le dar. Hierbei wird nach unternormalen, normalen und übernormalen Abweichungen der 
Monats-, Saison- und Halbjahresmittelwerte gefragt. Die Grenzen der Terzile ergeben sich 
hierbei aus dem 33 % und 66 % Perzentilen. Von diesem Standpunkt aus betrachtet, gewin-
nen saisonale Prognosen in letzter Zeit deutlich an Qualität.  
 
Es ist u. a. Aufgabe des genannten Projektes KLIWAS (www.kliwas.de) herauszufinden, 
inwieweit die genannten verfügbaren meteorologischen Vorhersageprodukte die Erstellung 
von in der Praxis verwertbaren saisonalen Abfluss- und Wasserstandsvorhersagen erlauben. 
Ein besonderer Schwerpunkt liegt hierbei auf der Vorhersagbarkeit (predictability) über die 
Andauer und Intensität von Trockenperioden und Niedrigwasserereignissen. 
 
Ebenso wie die saisonalen Wettervorhersagen werden auch die Abfluss- und Wasserstands-
vorhersagen für die angestrebten Vorhersagehorizonte von Monaten, Jahreszeiten bis hin zu 
Halbjahren probabilistischer Natur, d. h. Wahrscheinlichkeitsvorhersagen, sein. Es wird nicht 
der Abfluss oder Wasserstand am Tag x nach dem Vorhersagezeitpunkt am Pegel Y vorher-
gesagt, sondern das Ergebnis werden Unterschreitungswahrscheinlichkeiten bzw. Eintretens-
wahrscheinlichkeiten insbesondere von Monatswerten und Niedrigwasserkennwerten sein. 
Neben den Abweichungen der Monats- und Jahreszeitenmittelwerten (z. B. Sommer mit den 
Monaten Juni, Juli und August) interessiert hier vor allem die Summe der Unterschreitungs-
dauern eines Schwellenwertes in Tagen innerhalb der Vorhersagezeiträume (SumDQsP und 
SumDWsP). Der Schwellenwert kann beispielsweise der „Gleichwertiger Wasserstand“ 
(GlW) bzw. der entsprechende Abfluss (GlQ) sein. Der GlW ist für den Rhein durch den 
Wasserstand gegeben, der an 20 eisfreien Tagen im Jahr in einer vieljährigen Zeitperiode 









Prinzipiell kann zur Erstellung und Berechnung dieser Vorhersagen von hydrologischer Seite 
auf das bestehende zur verkehrsbezogenen Niedrigwasservorhersage benötigte Modellsystem 
zurückgegriffen werden. Von den Modellierungskomponenten kommt hierbei jedoch der NA-
Modellierung ein stärkeres Gewicht zu. Weiterhin wird die Anpassung bzw. Erstellung spe-
zieller Prä- und Postprozessorverfahren erforderlich. Insbesondere die Regionalisierung der 
meteorologischen Eingangsdaten bedarf spezieller Verfahren. Diese sind jedoch aus der regi-
onalen Klimafolgenforschung bekannt, da bei den globalen Klimamodellen ebenso wie bei 
den saisonalen Vorhersagen die räumliche Auflösung noch sehr grob ausfällt. Mit Hilfe dy-
namischer oder statistischer Verfahren zur Regionalisierung  
(FOWLER et al. 2007) können die Ergebnisse für die Anwendung in den NA-Modellen be-
rechnet werden. Eine Alternative stellen sog. „Wettergeneratoren“ dar (vgl. DE WIT & BUIS-
HAND 2007), die auf Grundlage der prognostizierten Mittelwerte zeitlich und räumlich hoch-
auflösende Antriebsdaten für das hydrologische Modell zu generieren. 
 
Derzeit gibt es jedoch noch kein optimales Verfahren. Jede Modellkategorie und jedes Mo-
dell hat seine spezifischen Fehler und weist individuelle Stärken und Schwächen bezogen auf 
die zu modellierende meteorologische Größe und deren statistische Kennwerte auf (FOWLER 
et al. 2007). Aus diesen Möglichkeiten das für die Aufgabenstellung geeignete Verfahren 
herauszuwählen, wird Gegenstand der kommenden Untersuchungsperiode sein. Hierbei wird 
neben dem wissenschaftlich Machbaren auch die Umsetzung für operationelle Anwendungen 
ein wichtiges Kriterium sein.  
 
Insbesondere bei den langen Vorhersagezeiten machen sich die nicht-linearen Eigenschaften 
des Atmosphäre-Ozean-Systems und seine Empfindlichkeit gegenüber den Anfangsbedin-
gungen bemerkbar. Deshalb werden saisonale Vorhersagen immer als sog. Ensemblevorher-
sagen erstellt. Bei dieser Methode wird nicht nur ein Rechenlauf mit einem Modellergebnis 
durchgeführt, sondern es werden (a) mehrere Vorhersagen mit z. B. unterschiedlichen An-
fangsbedingungen gerechnet oder b) Vorhersagen mit verschiedenen Modellen (multi model) 
erstellt. Ein Optimum stellt eine Kombination von a) und b) dar. Generell stellen Ensemble-
vorhersagen weitere hohe Anforderungen an den operationellen Betrieb bzw. an die Vor- und 
Nachbereitungsverfahren des hydrologischen Vorhersagesystems.  
 
Anhand eines synthetischen Beispiels soll das Ergebnis einer probabilistischen saisonalen 
Abfluss- und Wasserstandsvorhersage für den Rheinpegel Köln erläutert werden (Abb. 5). 
Dabei wird davon ausgegangen, das von meteorologisch-klimatologischer Seite die Vorher-
sagen nicht als Zeitreihen, sondern nur in Form von Eintretenswahrscheinlichkeiten für Ter-
zilwerte des Niederschlags und der Lufttemperatur für die Sommermonate Juni, Juli und Au-
gust vorliegen. Mit einem einfachen Verfahren wurden aus diesen Angaben Tageswertzeit-
reihen des Abflusses berechnet. Es wurden fünf verschiedene Kombinationen (s. Abb. 6) 
möglicher Eintretenswahrscheinlichkeiten der Jahreszeitenwerte berechnet, um das Verhalten 
der Niedrigwasserkenngrößen entsprechend untersuchen zu können. 
 
Die Bestimmung der Terzile der Unterschreitungsdauer SUMDQ erfolgte aus den Tageswer-
ten des Abflusses am Pegel Köln für die Zeitreihe 1971 bis 2007. Es wurde ein Schwellen-
wert von 1500 m³/s festgelegt. Dieser Wert entspricht dem 25 %-Quantil berechnet aus der 












Abb. 5: Summe der Unterschreitungsdauern für einen Schwellenwert von 1500 m³/s am Pegel Köln 
für die Sommermonate Juni, Juli und August für die Zeitreihe 1971 bis 2007 
 
Für diese Zeitreihe und bei Zugrundelegung der Kappaverteilung ergeben sich die Terzil-
grenzen zu 7.5 Tagen und 28 Tagen. In der Abbildung 6 sind die Eintretenswahrscheinlich-
keiten der Unterschreitungsdauern in die jeweilige Kategorie bei Annahme der fünf verschie-
denen hypothetische Ausgangswahrscheinlichkeiten für einen übernormalen, normalen sowie 
einen unternormalen Abflusszustand dargestellt. Insbesondere die Aufteilung zwischen der 
zweiten und der dritten Kategorie weicht beträchtlich von den Eintretenswahrscheinlichkeiten 
der vorgegebenen Jahreszeitenwerte ab.  
 
Abb.6: Eintretenswahrscheinlichkeit für Terzilkategorien (P) der Unterschreitungsdauern für einen 
Schwellenwert von 1500 m³/s am Pegel Köln, wenn die Eintretenswahrscheinlichkeit des 
mittleren Sommerabflusses 0.33/0.33/0.33 (1), 0.7/0.2/0.1 (2), 0.6./0.3/0.1(3), 0.5/0.3/0.2 (4) 
und 0.4/0.4/0.2 (5) beträgt (jeweils Überschreitung 66 %-P/Unterschreitung 66 %-P und  
Überschreitung 33 %-P/Unterschreitung 33 %-P) 
 
Das Beispiel macht deutlich, dass die Eintretenswahrscheinlichkeiten der mittleren Abfluss-
werte und der Unterschreitungsdauern nicht unmittelbar korrespondieren. Es deutet sich an, 
dass eine Berechnung monatlicher oder saisonaler Mittel somit nicht ausreicht um Aussagen 
über Niedrigwasserkenngrößen zu erzielen. Deshalb sind entweder für die vorherzusagenden 
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sagediensten abzufragen und in der Prozessierungskette entsprechend aufzubereiten. Sollten 
diese Daten nicht zur Verfügung stehen, sind die Monatswerte über entsprechende Verfahren, 
wie beispielsweise über einen Wettergenerator, in Tageswerte zu überführen und auf Tages-
wertbasis die hydrologischen Modellrechnungen durchzuführen.  
 
4 Schlussfolgerung und Ausblick 
Der Verkehrsträger Wasserstraße ist in den Handlungsfeldern zahlreicher Akteure relevant. 
Es handelt sich um eine Logistikkette, die vom Binnenschiff über die verladende Wirtschaft, 
den Verkehrsweg Wasserstraße bis hin zur Anbindung weiterer Verkehrsträger wie Straße 
und Schiene reicht. Da die Logistikkette im starken Maße von den Wasserstandsverhältnissen 
in den frei fließenden Flussabschnitten der Wasserstraßen abhängt, sind die kurz- , mittel- 
und langfristigen Vorhersagen der Wasserstände eine unabdingbare Voraussetzung für die 
Optimierung dieser Wirkungskette. Während dies für die kurzfristige Wasserstandsvorhersa-
ge sowohl technisch umgesetzt wurde und in der Praxis vielfältige Anwendung findet, stellen 
die mittel- und langfristigen Vorhersagen derzeit noch eine Herausforderung an die techni-
sche Machbarkeit ebenso wie an deren Anwendung von Nutzerseite. Es gilt deshalb nicht nur 
die technische Machbarkeit zu demonstrieren, sondern in enger Abstimmung mit den Nut-
zern, diese Vorhersageprodukte in Hinblick auf ihre Praxisrelevanz und ihre Einsatzmöglich-
keiten innerhalb der Logistikkette zu prüfen und zu bewerten. Im Rahmen des KLIWAS-
Projektes werden diese Fragen in den kommenden Jahren eingehend erörtert. 
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 Vorhersagbarkeit und Vorhersagen im Klimasystem 





Die Vorhersagbarkeit des Klimas auf Zeitskalen von Monaten bis hin zu wenigen Jahren ist 
von außerordentlichem Interesse für eine Vielzahl sozioökonomischer Anwendungen, bei-
spielsweise in den Sektoren Gesundheit, Energie und Landwirtschaft. Zahlreiche Wetter- und 
Klimazentren weltweit führen daher Klimavorhersagen auf diesen Zeitskalen operationell 
durch (PALMER et al. 2004, GODDARD et al. 2004). Die Machbarkeit von Vorhersagen auf 
diesen Zeitskalen beruht allerdings auf der Vorgabe der zugrunde liegenden Prozesse, wie 
zum Beispiel der Trägheit des Ozeans, und deren gekoppelten Prozessen mit der Atmosphäre 
so wie im Falle des tropischen Pazifiks durch einen Prozess bekannt als El Niño/Southern 
Oscillation (ENSO).  
 
ENSO ist eine der stärksten natürlichen Klimaschwankungen auf saisonaler und interannualer 
Zeitskala (TRENBERTH et al. 1998) und geht einher mit großräumigen Änderungen der Bo-
dendruckverhältnisse im pazifischen Raum und einer Umverteilung der hochreichenden Kon-
vektion zwischen West- und Ostpazifik. In seiner positiven Phase (El Niño) zeigt ENSO 
niedrigen bzw. hohen Bodendruck im tropischen Ost- und Westpazifik. Reduzierte Passat-
winde sowie positive Temperaturanomalien und tiefe Konvektion über dem Zentralpazifik 
sind die Folge. Der tropische Ozean reagiert mit einer Reduktion des Ost-West-Temperatur-
gradienten. Daher hat ENSO bedeutenden Einfluss auf zahlreiche Klimaparameter in der 
Region (DIAZ UND MARKGRAF 2000, Abb. 1). Die charakteristische Zeit aufeinander folgen-
der El-Niño-Ereignisse ist irregulär und beträgt 3 bis 7 Jahre. Obgleich die ENSO-Variabilität 
durch viele Faktoren beeinflusst wird, weist sie ein hohes Maß an Vorhersagbarkeit von 12 
Monaten und mehr auf (LATIF et al. 1998) und ist daher von unmittelbarer gesellschaftlicher 
sowie ökonomischer Relevanz. 
 
Der Einfluss von ENSO ist jedoch auch in Regionen fernab des tropischen Pazifiks wirksam 
(Abb. 1). In den Extratropen, und hier vor allen im pazifisch-nordamerikanischen (PNA) 
Raum, haben die unterschiedlichen Phasen von ENSO Auswirkungen auf die synoptische 
Aktivität und damit auf das regionale Klima. Mit Hilfe dynamischer Zirkulationsmodelle 
kann beispielsweise gezeigt werden, dass ENSO die Vorhersagegüte in der PNA-Region 
signifikant erhöht (SHUKLA et al. 2000). Der Nachweis von ENSO in der nordatlantischen-
europäischen (NAE) Region ist jedoch erschwert durch interne und kurzlebigere Prozesse der 
Atmosphäre. Diagnostische Arbeiten (FRAEDRICH 1994) sowie Simulationen mit hochaufge-
lösten Klimamodellen (MERKEL UND LATIF 2002) deuten aber auf einen Einfluss von ENSO 
auf dynamische Vorgänge, wie z. B. Sturmzugbahnen, in der NAE Region hin. Auch ist eine 









belegt (FRAEDRICH 1994, VAN OLDENBORGH et al. 2000). Einer Studie von MATHIEU et al. 
(2004) zufolge ist die Vorhersagbarkeit des Winterklimas in der NAE Region zwar von  
ENSO-Ereignissen abhängig. Der Einfluss auf das heutige Klima in der NAE Region ist je-
doch gering und die Mechanismen sind nur schwer nachweisbar (BRÖNIMANN 2007).  
 
 
Abb. 1: Schema über den Einfluss von El Niño auf die winterliche Temperatur und Niederschlag  
(von NOAA, Climate Prediction Center) 
 
 
Von besonderer Bedeutung für die Klimavariabilität in der NAE Region ist die Nordatlanti-
sche Oszillation (NAO). Die NAO beschreibt eine großräumige Druckdifferenz über dem 
Nordatlantik und erklärt etwa ein Drittel der Wintervariabilität. Die NAO ist verknüpft mit 
der Regulierung der Oberflächentemperatur, Ort und Stärke der Stürme sowie dem Transport 
von feuchter Luft und hat daher einen wesentlichen Einfluss auf das lokale Klima in der NAE 
Region (HURRELL et al. 2003). Eine erhöhte Druckdifferenz (positive NAO Phase) steht in 
engem Zusammenhang mit höheren Temperaturen und mehr Niederschlag in Nordeuropa und 
weniger Niederschlag in Südeuropa. Bei negativer NAO Phase sind die Vorzeichen im We-
sentlichen vertauscht. Der hohe Anteil der internen Variabilität der Atmosphäre reduziert 
jedoch deutlich die Vorhersagbarkeit der NAO und in der NAE Region im Allgemeinen 
(RODWELL 2002, MÜLLER et al. 2005). Einige Arbeiten weisen zwar einen direkten Zusam-
menhang zwischen ENSO und NAO im heutigen Klima nach (z. B. LIN et al. 2005). Dieser 
fällt aber gering aus und die zugrunde liegenden Mechanismen sind noch zu untersuchen. 
Auch gibt es erfolgversprechende Ansätze, die eine Koppelung mit dem tropischen und 
Nordatlantik oder auch der Stratosphäre berücksichtigen. Allerdings ist auch hier der eindeu-
tige Nachweis auf eine Erhöhung der Vorhersagbarkeit noch zu erbringen. 
 
Für die Vorhersagen auf den Zeitskalen von wenigen Monaten bis hin zu Jahren stehen in der 
Praxis statistische und dynamische Modelle zur Verfügung. Eine besonders effiziente Metho-
de, die Vorhersagen umzusetzen, ist diese mit dem/den relevanten Prozessen im statistischen 
Sinne zu modellieren. Empirische Vorhersagemodelle auf der Basis linearer Regressionsglei-
chungen wurden hierzu entwickelt unter Berücksichtigung der trägeren Randbedingungen 
wie der Oberflächentemperatur oder Schneebedeckung. Im Gegensatz zu den empirischen 
Modellen werden bei den Vorhersagen mit dynamischen Methoden komplexe Atmosphären-
Ozean-Modelle verwendet. Hierbei geht die Ozean-Komponente entweder als Randbedin-










 Berücksichtigung der Wechselwirkungen der jeweiligen Atmosphären-Ozean-Prozesse. Letz-
teres wäre vorzuziehen, um auch nichtlineare Rückkoppelungen mit einzubeziehen. In der 
Regel werden diese Vorhersagen für einen bestimmten Zeitraum nachgerechnet (so genannte 
Hindcast („Rückvorhersagen“)). Um die intrinsische Unsicherheit besser abzubilden, sprich 
die interne Variabilität der Atmosphäre auszublenden, werden Ensembles von Simulation 
durchgeführt. Eine eindeutige (deterministische) Bestimmung des Endzustandes wird hier 
durch ein Wahrscheinlichkeitsmaß (z. B. Mittel, Quantile) erweitert. 
 
Unumgänglich für den Gebrauch von saisonalen Vorhersagen, ganz gleich ob mit Hilfe von 
statistischen oder dynamischen Methoden, ist die Bestimmung der Vorhersagegüte. Die Vor-
hersagegüte beschreibt die Qualität eines Vorhersagesystems und zieht dabei die gemeinsame 
Verteilung von Vorhersagen und Beobachtungen in Betracht. Die Qualität des Systems wird 
durch skalare Maße (S) definiert, die je nach Anwendung unterschiedlich definiert sind.  
Häufig verwendete Maße sind der Mittlere Quadratische Fehler (MSE) oder für Wahrschein-
lichkeitsvorhersagen der Brier Score (BS) oder Ranked Probability Score (RPS). Die Vorher-
sagegüte wird schließlich über einen so genannten „skill score“ (SS) quantifiziert. Formal 
beschreibt der skill score den Zugewinn aus der Vorhersage S gegenüber der Referenzvorher-
sage Sref : 
 
SS=( S – Sref)/( Sperf – Sref) x 100 
 
Hierbei ist Sperf das Maß des Vorhersagesystems im Falle einer perfekten Vorhersage. Gängi-
ge Referenzen sind Vorhersagen mittels klimatologischen Verteilungen oder etwa Persistenz-
vorhersagen. Ein Wert von SS=0 oder negativ (SS<0) für die oben genannte Maße beschei-
nigt dem Vorhersagesystem keinen (positiven) Gewinn gegenüber der Referenzvorhersage. 
 
Abbildung 2 zeigt eine typische geographische Verteilung der Vorhersagegüte für saisonal 
gemittelte Oberflächentemperaturen, in diesem Fall aus dem saisonalen Vorhersagesystem 2 
des EZMW (Europäisches Zentrum für Mittelfristige Wettervorhersage). Es ist klar ersicht-
lich, dass eine hohe Vorhersagegüte in den Tropen erreicht werden kann, insbesondere in der 
ENSO-Region. In den Extratropen hingegen sind die Werte geringer und über dem europäi-
schen Kontinent werden kaum Verbesserungen erreicht. Ganz ähnlich verhält es sich für die 
Vorhersagen von ENSO und der NAO. Während die Vorhersagegüte für ENSO, hier bei  
einer Vorlaufzeit von 1 Monat, bei ~85% liegt, fällt der Wert für die NAO auf ~15% zurück. 
Obgleich dieser Wert dennoch positiv ist, zeigen analoge Rechnungen für eine längere Perio-
de (1959-2001) einen weiteren Rückgang der Vorhersagegüte auf unter 10% (DOBLAS-
REYES et al. 2003, MÜLLER et al. 2004). Ein ähnliches Verhalten ist zu finden für NAO Vor-
hersagen auf der Basis von statistischen Methoden (siehe hierzu die ausführliche Zusammen-
stellung von FLETCHER UND SAUNDERS 2006). Die Vorhersagegüte der empirischen Modelle 
für die NAO und der NAE Region im Allgemeinen variiert erheblich unter Berücksichtigung 
der einzelnen Prozesse sowie der untersuchten Periode. Für den kurzen Zeitraum vom 1972-
2001 und der nordatlantischen SST (Sea Surface Temperature = Meeresoberflächentempera-
tur) bzw. der Schneebedeckung als Prädiktor wird gegenüber einer klimatologischen Refe-









Berücksichtigung eines längeren Zeitraumes (1900-2001) hingegen wird für NAO Vorhersa-




Abb. 2: Die Vorhersagegüte der 2m-Temperatur für das sasionale Vorhersagesystem 2 des ECMWF. 
Gezeigt sind Ergebnisse für alle saisonal (3-monatlich) gemittelten Vorhersagen mit einer Vorlaufzeit 
von einem Monat. Die Referenzvorhersage für jeden Gitterpunkt ist die klimatologische Verteilung. 
Das Klima sowie die Hindcast wurden für den Zeitraum 1987-2001 errechnet; ferner die Vorhersage-
güte für ENSO (SST Anomalien für die Niño 3.4 Region) und der winterlichen NAO (aus den 
Geopotenzialfeldern 500hPa für die nordatlantische Region 100°W-60°E und 20°N-80°N). 
Siehe auch SCHWIERZ et al. (2006). 
 
 
Obgleich durchaus Erfolge in den mittleren Breiten zu verzeichnen sind, macht die geogra-
phische Verteilung der Vorhersagegüte deutlich, dass die gegenwärtigen saisonalen Vorher-
sagen deutlich von den Tropen und konkret von ENSO dominiert werden. Die Berücksichti-
gung weiterer Klimasubsysteme (z. B. Stratosphäre, Land), die Korrektur systematischer 
Fehler sowie die Kombination von skalenübergreifenden Prozessen (z. B. blockierende Wet-
terlagen, dekadische Variabilität des Nordatlantiks) sind allerdings noch nicht berücksichtigt 
und können überdies die Vorhersagegüte und somit die Anwendbarkeit steigern.  
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Vorhersagbarkeit bedingt die Kenntnis von Zusammenhängen. Für das hydrologische Sys-
tem, in diesem Beitrag reduziert auf das Netzwerk von Flüssen, kennt man auf Zeitskalen von 
0 bis ca. 10 Tagen die physikalisch-hydrologischen Zusammenhänge hinreichend genau. Dies 
gestattet die Vorhersage des Abflusses auf entsprechenden Skalen mit Hilfe gekoppelter phy-
sikalisch-hydrologischer Modelle. 
 
Auf langen Zeitskalen ist eine Abfluss-Vorhersage praktisch unmöglich, jedoch lassen sich 
Parameter, die das Abflussgeschehen charakterisieren, vorhersagen. Der Parameter „Auftritts-
rate von extremen Ereignissen“ besitzt hierbei eine besondere Praxis-Relevanz, gibt er doch 
das Risiko (Wahrscheinlichkeit) an, dass innerhalb eines Zeitraumes ein Extremereignis auf-
tritt. Damit lassen sich beispielsweise die zu erwartenden Hochwasserschäden ansatzweise 
berechnen und mit möglichen Investitionskosten vergleichen. Ganz klar: Unsicheres Wissen 
ist weniger als sicheres Wissen, jedoch bietet es mehr als Unwissen oder Ignoranz. 
 
Im Zusammenhang mit der gegenwärtigen Klimaänderung (Treibhausgasemissionen) ist es 
wichtig, die Auftrittsrate zeitabhängig zu formulieren: Mit dem Klima kann sich auch das 
Hochwasserrisiko ändern. Fokus dieses Beitrages ist die längerfristige Vorhersage der zeitab-
hängigen Auftrittsrate von extremen Ereignissen in Fluss-Netzwerken. Derartige Prognosen 
können mit zwei Werkzeugen gemacht werden: einerseits mit gekoppelten Modellen (globa-
les Klima, regionales Klima, Hydrologie), die auch für langfristige Skalen (bis ca. 100 Jahre) 
eingesetzt werden können; andererseits, und darauf ist der Schwerpunkt, mit statistischen 
Modellen, welche die vergangenen/gegenwärtigen Auftrittsratentrends in die Zukunft extra-
polieren. Damit lassen sich Vorhersagen auf Zeitskalen von wenigen Dekaden erzielen. Man 
beachte, dass Prognosen ohne Extrapolationsannahmen unmöglich sind: Nicht nur die statis-
tische Methode, auch Klimamodelle arbeiten mit Annahmen (Modell-Physik), die in der Zu-
kunft nicht notwendigerweise exakt erfüllt sein müssen. 
 
Abschnitt 2 untersucht eine grundlegende Eigenschaft von Fluss-Netzwerken, das Langzeit-
gedächtnis. Dessen Existenz verbürgt die prinzipielle Erfolgsaussicht langfristiger Prognosen. 
Abschnitt 3 präsentiert ein statistisches Verfahren, um Trends in der Auftrittsrate zu quantifi-
zieren. Mathematische Simulationsrechnungen gestatten dabei die Bestimmung eines Fehler-









Diese beiden Abschnitte basieren im Wesentlichen auf Vorarbeiten des Verfassers; sie enthal-
ten weiterführende Literatur. Abschnitt 4 macht den Vorschlag der statistischen Trendextra-
polation in die Zukunft; dieser Ansatz ist gegenwärtig in der Erprobung. Die Schlussfolge-
rungen (Abschnitt 5) geschehen aus der Sicht der Praxis. Tabelle 1 gibt einen Überblick der 
verwendeten Notation und physikalischen Einheiten. 
 
Tabelle 1 
Notation und physikalische Einheiten („-“ bedeutet „dimensionslos“) 
Größe Bezeichnung Typische Einheiten 
t Zeit s (Sekunde), a (Jahr) 
Q(t) zeitabhängiger Abfluss m
3
/s 
λ(t) zeitabhängige Auftrittsrate 1/a 
i Index (ganzzahlig) - 
X(i) statistischer Prozess beliebig 
a Autokorrelationsparameter - 
ε(i) reiner Zufallsprozess wie X(i) 
d long-memory parameter - 
h Zeitverschiebungs-Index (lag) - 
j Index (ganzzahlig) - 
Aj Fläche, Reservoir j m
2
 
sj Volumen, Reservoir j m
3
 
kj Speicherparameter, Reservoir j - 
Qj Abfluss, Reservoir j m
3
/s 
Δt Zeitschritt Monat 
aj Autokorrelationsparameter, Reservoir j - 
m Anzahl Reservoire - 
n Anzahl Daten - 
^λ(t) geschätzte zeitabhängige Auftrittsrate 1/a 
h Bandbreite a 
K Kernfunktion - 
T(i) Ereignis-Zeitpunkte a 
 
 
2 Fluss-Netzwerke: Langzeitgedächtnis 
Die Natur hat ein Gedächtnis. Am heutigen Tag, Ende Mai 2008, sind die Temperaturen in 
Hannover hoch, bei 30 °C. Man würde wetten, dass sie auch morgen noch recht hoch sein 
werden. Wie es in zwei Wochen sein wird: da sollte man mit einer Wette vorsichtiger sein. 
 
Das Gedächtnis eines Prozesses in der Natur wird mathematisch beschrieben durch die Auto-
korrelationsfunktion (Abb. 1). Bei einem Kurzzeitgedächtnis nimmt die Autokorrelations-
funktion schnell (exponentiell) mit der Zeit ab, bei einem Langzeitgedächtnis dagegen lang-
sam (hyperbolisch). Temperatur hat ein Kurzzeitgedächtnis, dessen Dauer ist in der 




















Abb. 1: Autokorrelationsfunktionen (acf) für Kurzzeitgedächtnis- (links) und Langzeitgedächt-
nisprozesse (rechts). („~“ bedeutet „proportional zu“, Lag = Zeitversatz.) 
 
Die Existenz des Langzeitgedächtnisses erlaubt zumindest prinzipiell die langfristige Vorher-
sage der Auftrittsrate von extremen Ereignissen. Das Langzeitgedächtnis bietet auch eine 
Erklärung dafür, warum Hochwasserereignisse in Clustern, zeitlich gemeinsam, auftreten. 
 
Eine physikalische Erklärung für die Ursache des hydrologischen Langzeitgedächtnisses liegt 
in der Aggregation (Addition) von vielen, statistisch unterschiedlichen Reservoirbeiträgen im 
Fluss-Netzwerk. Obwohl die einzelnen Beiträge, resultierend aus Niederschlag, Evapotran-
spiration und lokalem Abfluss, in guter Näherung von Kurzzeitgedächtnisprozessen stam-
men, so lässt sich mathematisch zeigen, dass deren Summe ein Langzeitgedächtnis hat. Das 
Besondere ist das Netzwerk aus Flüssen, Nebenflüssen usw., welches diese Beiträge zusam-
menfasst (Abb. 2). 
 
 
Abb. 2: Fluss-Netzwerk. Die Fließrichtung ist von links nach rechts. Der Index j kennzeichnet 
ein Reservoir. 
 
Eine direkte Konsequenz dieser Aggregationshypothese ist, dass die Stärke des Langzeitge-
dächtnisses, ausgedrückt durch den long-memory parameter, flussabwärts, mit der Größe des 
Einzugsgebietes, zunimmt. Am Oberlauf tragen nur wenig unabhängige Reservoire zum Ab-
fluss bei, man ist also nah am Kurzzeitgedächtniseintrag resultierend vom Niederschlag. 
Flussabwärts nimmt die Zahl der Summanden zu und entsprechend auch der long-memory 
parameter. Weitergehend bedeutet das jedoch, dass die Vorhersagbarkeit flussabwärts zu-





















2.1 Mathematische Details und Literatur 
Ein einfaches Beispiel für einen Kurzzeitgedächtnisprozess ist der AR(1)-Prozess, gegeben 
durch: X(i) = a X(i–1) + ε(i). Ein einfaches Beispiel für einen Langzeitgedächtnisprozess ist 
ein ARFIMA-Prozess, bei dem ein „fraktionelles“ Rauschen den Innovationsterm darstellt 
(BROCKWELL UND DAVIS 1991). 
 
Langzeitgedächtnisprozesse wurden von dem Hydrologen HURST (1951) am Beispiel des 
Abflusses des Nils gefunden. Die Aggregationshypothese zur Erklärung des Hurst-Phäno-
mens wurde von MUDELSEE et al. (2007) vorgeschlagen. Gegeben sei ein lineares Reservoir 
(Abb. 2) j mit Fläche Aj, Volumen sj und Speicherparameter kj, so dass sein Abfluss gegeben 
ist durch Qj = kj sj/Δt. KLEMEŠ (1978) zeigte: Wenn der Eintrag in das Reservoir, gegeben aus 
Niederschlag minus Evapotranspiration, ein reiner Zufallsprozess ohne Gedächtnis ist, dann 
ist Qj ein AR(1)-Prozess mit Autokorrelationsparameter aj = 1/(1 + kj). GRANGER (1980) be-
wies, dass die Summe von AR(1)-Prozessen Langzeitgedächtnisprozess-Eigenschaften 
(d ≠ 0) aufweist; weitere Annahmen: die Anzahl m von Summanden unendlich sowie unab-
hängige, beta-verteilte aj. MUDELSEE et al. (2007) führte Modellsimulationsrechnungen zu 
endlichem m durch und fand eine Zunahme von d mit m bzw. der Fläche A des Einzugsgebie-
tes. Beispielsweise sollte der long-memory parameter am Punkt 4 des Fluss-Netzwerks  
(Abb. 2), d4, größer als d3 sein usw.: d4 > d3 > d2 > d1. MUDELSEE et al. (2007) bestätigte an 
gemessenen Abflusszeitreihen (Weser, Elbe, Rhein, Colorado, Mississippi und Nil) diese 
d(A)-Zunahme. 
 
3 Vergangenheit: Hochwasserauftrittsrate 
„Die Vergangenheit ist der Schlüssel für die Zukunft.“ Dieser Satz aus der Geologie ist auch 
anwendbar in der Hydrologie. Wir erstellen unter Verwendung unterschiedlicher Datenquel-
len Hochwasserchronologien, die mehrere Jahrhunderte zurückreichen. Mit Hilfe statistischer 
Schätz- und Simulationstechniken quantifizieren wir auf Basis der Chronologien die Auf-
trittsratenkurven. Die Beziehung zwischen Klima und Hochwasserauftrittsrate über die letz-
ten Jahrhunderte wird dadurch entzifferbar. Die Trends lassen sich mit gewisser Interpretati-
onsvorsicht in die Zukunft (nächste Dekaden) extrapolieren. Dieses Vorgehen wird am 
Beispiel der Elbe (MUDELSEE et al. 2003) erläutert. 
 
Für die instrumentelle Periode stehen gemessene Abflussdaten zur Verfügung (genauer: Was-
serstandsmessungen und Eichkurven der Beziehung zwischen Abfluss und Wasserstand). Für 
die Elbe gehen die Abflussdaten bis 1852 zurück (Station Dresden). Es gibt für die Elbe wei-
tere, weit zurückreichende Abflussdaten (Magdeburg, Barby). Die Genauigkeit der Eichkur-
ven (Abfluss-Wasserstand) ist bei der Elbe relativ hoch. 
 
Für die Zeit vor 1852 stehen historische Quellentexte zur Verfügung. WEIKINN (1958-2002) 
sammelte 23160 Einträge aus Primär- und Sekundärquellen zur hydrographischen Geschichte 
Europas „von der Zeitenwende [d.h. AD 0] bis zum Jahre 1850“. Die Einträge zu Elbe-
Hochwasserereignissen wurden extrahiert und kritisch geprüft (MUDELSEE et al. 2003). Es 










 gen kompatibler meteorologischer Zustände heftiger Witterungsereignisse in der Zeit vor 
dem Hochwasser, oder, im Falle von Winterhochwassern, starker Eisdecken. Das Einsetzen 
von Tau, das Brechen der Decke in Eisschollen kann zu stark erhöhtem Wasserstand und 
Hochwassern führen. Die zweite Prüfmethode basierte auf der Hinzuziehung einer von einem 
Historiker erstellten Quellenbasis (MILITZER 2004), die jedoch nur von 1500 bis 1799 reicht. 
 
Nicht nur der Zeitpunkt eines historischen Hochwasserereignisses ließ sich dadurch rekon-
struieren, sondern auch die Stärke. Häufig enthalten die Quellentexte qualitative Wertungen 
(„viele Stück Vieh ertrunken“), ab und zu auch quantitative („das Wasser stund um sechs 
Ellen höher als normal“). Letztere verlangten Zusatzwissen (die Länge einer Dresdner Elle, 
der Pegelnullpunkt), um Vergleichbarkeit mit den instrumentellen Daten zu erzielen. Am 
Ende stand eine Hochwasserchronologie der Elbe, die bis ins Jahr 1021 zurückreicht, nach 
Saison (Sommer, Winter) differenziert und eine Stärke-Klassifikation (3 extrem stark; 2 
stark; 1 schwächer) enthält (MUDELSEE et al. 2003). 
 
Die Bildung von Zeitintervallen und das Abzählen der Ereignisse darin ergibt eine primitive 
Auftrittsratenschätzung. Die Nachteile sind die üblichen von Histogrammschätzungen. Be-
trachten wir das Beispiel der starken (Klasse 2-3) Elbe-Winterhochwasser im Zeitraum 1500 
bis 2002 (MUDELSEE et al. 2003) und die Verwendung von diskreten 50-Jahr-Intervallen. Die 
Datenanzahl ist n = 64. Im Intervall 1500-1550 liegen 4 Ereignisse, im Intervall 1550–1600 
liegen 12 usw. Nachteil 1: Was tun, wenn ein Ereignis genau 1550 stattfand? Nachteil 2: Wir 
erhalten Schätzungen für lediglich (2002-1500)/50 ≈ 10 Zeitpunkte. Nachteil 3: Die diskrete 
Schätzkurve enthält viele „Zacken“, die Natur sollte jedoch nicht so viele Sprünge machen!? 
 
Diese Nachteile lassen sich durch die Verwendung von geeigneten Kernfunktionen beheben. 
Obige Methode (Zeitintervallbildung) entspricht einer diskret verschobenen Rechteck-Kern-
funktion. Nachteile 1 und 2 werden behoben, indem die Funktion quasi-kontinuierlich „über 
die Daten geschoben“ wird, also an vielen Schätzzeitpunkten die Auftrittsrate bestimmt wird. 
Nachteil 3 wird behoben, indem eine glatte Kernfunktion (z. B. Gauß-Kurve) verwendet 
wird. Das Glättungsproblem, die Wahl der Intervallbreite bzw. der Standardabweichung der 
Gauß-Kurve, lässt sich durch eine mathematische Technik (Kreuzvalidierung) beheben, die 
eine optimale Balance zwischen systematischen und statistischen Fehlereinflüssen findet. 
 
Jede Schätzung einer unbekannten Größe, sei es die globale mittlere Oberflächentemperatur 
im Jahre 2100 oder die Hochwasserauftrittsrate im Jahre 1800 erfordert zwingend eine Feh-
lerangabe (Konfidenzintervall), um sinnvolle Interpretationen zu ermöglichen und Hand-
lungsrelevanz zu haben. Es ist ein Unterschied, ob die Angabe (im Falle der Temperatur) 
heißt: „3,0 ± 0,1 Grad höher“ oder „3,0 ± 3,5 Grad höher“. Die Fehlerangaben reflektieren 
das unvermeidlich begrenzte Wissen um Naturvorgänge. Ein Hauptproblem in der Klimato-
logie besteht in der Quantifizierung der Größe des Fehlers. 
 
Bei der Aufgabe der Quantifizierung des Fehlers der Auftrittsratenschätzung wird sich ma-
thematischer Simulationsverfahren bedient. Schritt 1: Ziehe mit Zurücklegen eine Zufallspro-
be von Hochwasserereignissen gleichen Umfangs (n = 64). Schritt 2: Wiederhole die Auf-









Auftrittsratenkurve. Schritt 3: Gehe zurück zu Schritt 1 solange, bis eine hohe Anzahl (man 
nimmt üblicherweise 2000) simulierte Auftrittsratenkurven vorliegen. Schritt 4: Nimm „die 





















Abb. 3: Elbe-Hochwasser 1021–2002, differenziert nach Saison. Die Hochwasserereignisse (b, 
c), ermittelt aus den Quellentexten von WEIKINN (1958-2002), wurden mit Hilfe von 
Gauß-Kernfunktionen (h = 35 a) analysiert, um die Auftrittsraten (a, c; fette, durchge-
zogene Linien) zu bestimmen. Das 90%-Konfidenzband (a, c; schattiert) wird erst ab 
1500 gezeichnet; zuvor dominieren Dateninhomogenitäten durch Dokumentenverlust. 
Die Auftrittsraten aus den CLIMDAT-Daten (a, c; fette gestrichelte Linien) stimmen 
innerhalb der Fehlergrenzen überein. (nach MUDELSEE et al. 2003) 
3.1 Mathematische Details und Literatur 
Die Auftrittsratenschätzung ist 
 
^λ(t) = h–1 Σi = 1,…,n K{[t–T(i)]/h}. 
 
Der „Hut“ weist darauf hin, dass es sich um eine statistische Schätzung handelt. Tabelle 1 
enthält die Notation. Die Wahl der Gauß-Kernfunktion, K(y) = (2π)–1/2exp(–y2/2), ermöglicht 
eine effektive Schätzung. 
 
MUDELSEE et al. (2004) stellen die Methode der Kernschätzung ausführlicher dar und geben 
Literaturhinweise. Sie präsentieren weitergehend die Kreuzvalidierung, die Reduzierung sys-
tematischer Schätzfehler und das mathematische Simulationsverfahren (bootstrap) zur Er-
zeugung des Konfidenzbandes. Genauer als das einfache Perzentil- ist das Bootstrap-t-Konfi-
denzband. Die maßgebende Originalarbeit ist COWLING et al. (1996). Das Simulationsverfah-
ren wurde von MUDELSEE et al. (2003) in die Klimarisikoanalyse eingeführt. 
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 3.2 Befunde: zeitabhängige Hochwasserauftrittsrate 
Die Schätzungen für die Elbe (Abb. 3) verdeutlichen, dass in der Vergangenheit das Hoch-
wasserrisiko signifikante Schwankungen auf Zeitskalen von Dekaden/Jahrhunderten aufwies. 
Der vermeintliche Anstieg in der ersten Hälfte des Jahrtausends ist dabei ein Artefakt, verur-
sacht durch Dateninhomogenitäten (Dokumentenverlust). Elbe, Winter: Einem Hoch im 
16. Jahrhundert folgte ein Tief und danach wiederum ein Hoch (19. Jahrhundert). Das Vor-
handensein des Tiefs ist kompatibel mit dem kalten und trockenen Klima in Europa zur Zeit 
des Late Maunder Minimums an solarer Aktivität. Der signifikante Abfall des Hochwasserri-
sikos von etwa dem 19. Jahrhundert hin zur Gegenwart liegt an dem vermehrten Ausbleiben 
von starken Flussvereisungen und damit potenziell einhergehenden Eishochwassern. Dass die 
Elbe weniger stark vereist, ist eine Folge des regionalen Temperaturanstiegs. Die gleiche 
Beobachtung kann gemacht werden für die Oder im Winter (MUDELSEE et al. 2003). Elbe, 
Sommer: kein signifikanter Trend seit etwa Mitte des 19. Jahrhunderts, bestätigt durch einen 
Hypothesetest (MUDELSEE et al. 2003); Oder, Sommer: gleicher Befund (1920–2002). Sensi-
tivitätsstudien (MUDELSEE et al. 2004) verdeutlichen den geringen Einfluss von Flussbau-
maßnahmen (Reservoirbau) oder Landnutzungsänderungen auf die Auftrittsrate starker 
Hochwasser der Elbe bzw. der Oder. 
 
Es wird betont, dass die vorgestellten Ergebnisse für die mittlere Elbe (zwischen Litomĕřice 
und Magdeburg) und die mittlere Oder (zwischen Racibórz und vor Kostrzyn) gelten. 
MUDELSEE et al. (2006) präsentieren Ergebnisse für die Werra; MUDELSEE (2008) vergleicht 
die festgestellten Trends in der Hochwasserauftrittsrate. Fazit: Es gibt zum Teil deutliche 
Heterogenitäten; ohne räumlich hochdifferenziert durchgeführte Risikoanalysen kommt man 
nicht zu einem dem Problem und seiner ökonomischen Bedeutung gerecht werdendem Ver-
ständnis. 
 
Es sei an dieser Stelle kritisch vermerkt, dass zahlreiche in den letzten Jahren erschienene 
Studien zum Hochwasserrisiko nicht mit der adäquaten Schätzmethodik arbeiteten. Erstens: 
es werden noch Regressionen an Abflusszeitreihen durchgeführt bzw. Hypothesetests wie der 
nach Mann/Kendall durchgeführt, obwohl bekannt sein sollte, dass damit lediglich Trends im 
mittleren Abfluss analysiert werden können, nicht jedoch Trends in der Auftrittsrate extremer 
Ereignisse. Zweitens: Der Grad an Differenziertheit (Saison, Fluss/Einzugsgebiet) ist in vie-
len Arbeiten unzureichend und verdeckt die Heterogenitäten. Drittens: Es werden auch mit-
unter keine Fehlerbalken zu Schätzungen angegeben, keine Hypothesetests durchgeführt und 
keine Sensitivitätsanalysen durchgeführt, mit denen sich die Abhängigkeit von gemachten 
Annahmen quantifizieren lässt. Es sei deshalb an dieser Stelle die Prognose erlaubt, dass uns 
die Zukunft noch einige neue Erkenntnisse und Überraschungen hinsichtlich des Risikos von 










4 Zukunft: Auftrittsraten-Vorhersage  
Es gibt zwei Ansätze, zukünftige Auftrittsraten vorherzusagen: physikalisch (gekoppelte 
Klimamodelle) und statistisch (Trendextrapolation). 
4.1 Physikalische Vorhersage (Klimamodelle) 
Diese Route ist klar umrissen und wird auch im jüngsten IPCC-Bericht (SOLOMON et al. 
2007) im Prinzip beschritten. Ein physikalisches, globales Klimamodell (GCM) treibt ein 
regionales (entweder physikalisches oder statistisches) Klimamodell; das regionale Modell 
bildet Temperatur und Niederschlag ab und kann als Antrieb für ein hydrologisches Abfluss-
modell dienen. Die simulierten Hochwasserereignisse können mit dem im Abschnitt 3 vorge-
stellten Ansatz analysiert werden, um Hochwasserauftrittsraten zu prognostizieren. 
 
Vorteile des physikalischen Ansatzes sind eine im Prinzip lange Vorhersagbarkeit und dass 
unterschiedliche Modellexperimente, etwa zu unterschiedlichen Treibhausgasemissionsszena-
rien, durchgeführt werden können. Der Nachteil, angedeutet durch den Ausdruck „im Prin-
zip“, ist, dass Klimamodelle aufgrund des beschränkten physikalischen Wissens um Klima-
vorgänge (Zeit- und Raumskalen) sowie der begrenzten Rechenleistung die „wahre Physik“ 
ungenau approximieren. Es ist fair zu sagen, dass die Größe dieser Ungenauigkeit („Parame-
terisierungsunsicherheiten“) in seinem Einfluss auf die Endprognose (Fehlerbalken) nicht 
genau bekannt ist. 
 
4.2 Statistische Vorhersage (Trendextrapolation) 
Diese Route ist einfach, wird gegenwärtig aber noch nicht systematisch angewendet. Ein 
Trend ist eine systematische, deterministische und längerfristige Änderung. Ein Trend in der 
Auftrittsrate reflektiert auch quantitativ gewisse, momentan vorliegende Beziehungen, bei-
spielsweise zwischen Klima (Temperatur, Niederschlag) und Hochwasserauftrittsrate. Diese 
Zusammenhänge, unterstützt von der Eigenschaft des Langzeitgedächtnisses (Abschnitt 2), 
erlauben, die geschätzen Auftrittsratenkurven (Abschnitt 3) über einen gewissen Zeitraum in 
die Zukunft zu extrapolieren. 
 
Abbildung 4 zeigt eine einfache lineare Extrapolation der Auftrittsrate. Dies ist ein Beispiel 
aus einem anderen Gebiet (Waldbrände (GIRARDIN UND MUDELSEE 2008)). Wie man erken-
nen kann, liegt die Extrapolation innerhalb des Fehlerbandes in guter Übereinstimmung mit 
der physikalischen Prognose für einen Zeitraum von etwa 40 Jahren. 
 
Mehr mathematische Details zur Extrapolation von Auftrittsratenkurven mit Hilfe von soge-
nannten Pseudodaten geben MUDELSEE et al. (2004) und COWLING UND HALL (1996). Die 
Vorhersagedauer der Auftrittsrate ist beim statistischen Ansatz begrenzter als beim physikali-
schen. Der Vorteil der Methode ist jedoch, dass die Physik, die Zusammenhänge der Auf-
trittsrate und der sie beeinflussenden Größen, implizit enthalten ist. Ohne Zweifel gehört der 
Ansatz der Extrapolation weiter erforscht, und es ist in der gegenwärtigen Situation sicherlich 
ratsam, beide Ansätze gemeinsam, physikalisch wie statistisch, heranzuziehen bei der Beur-












Abb. 4: Auftrittsraten von Waldbränden in Kanada. Verwendet wurden (oberer Teil) rekon-
struierte Daten für 1769-1998 und Vorhersagen (ECHAM-GCM unter Treibhausgas-
emissionsszenarium A2) für den Zeitraum bis 2100. Die Auftrittsratenschätzung von 
Jahren extrem vieler Brände mit 90%-Konfidenzintervall ist im unteren Teil gezeigt 
(wegen Notation: vgl. Abb. 3 und Tabelle 1). Die lineare Trendextrapolation (rote,  
gestrichelte Kurve) stimmt für den Zeitraum von 1999 bis ca. 2040 mit der physikali-
schen Prognose (GCM) innerhalb der Fehlergrenzen überein.  
(nach GIRARDIN UND MUDELSEE 2008) 
 
5 Schlussfolgerungen  
1. Flüsse haben ein Langzeitgedächtnis. Damit ist eine Voraussetzung für langfristige 
Prognosen, beispielsweise der Auftrittsrate extremer Hochwasser, gegeben. 
2. Die Stärke des Langzeitgedächtnisses nimmt flussabwärts zu. 
3. Die Auftrittsrate ist eine exakt vorliegende Funktion, die wir jedoch nicht kennen. 
Wir können lediglich versuchen, die Auftrittsrate mit Hilfe von Daten zu schätzen. 
Jede derartige Schätzung hat eine Unsicherheit (Fehlerbalken, Konfidenzband). Die 
Angabe der Größe der Schätzunsicherheit ist unabdingbar, um eine sinnvolle Inter-
pretation zu ermöglichen und Handlungsrelevanz aufzuweisen. Schätzungen ohne 
Fehlerbalken sind wertlos. 
4. Die Hochwasserauftrittsraten einzelner zentraleuropäischer Flüsse (Elbe, Oder und 
Werra) schwankten signifikant in der Vergangenheit (Jahrzehnte bis Jahrhunderte); 
ebenso gab es saisonale (Winter, Sommer) Differenzen wie Abweichungen in den 
Raten der Flüsse untereinander. Derartige heterogene Auftrittsratentrends sind auch 
in der Zukunft (Jahrzehnte bis Jahrhunderte) zu erwarten. Genaueres raum-zeitliches 
Wissen um das Hochwasserrisiko ist notwendig, um konkret planen und handeln zu 
können. Dieses Wissen kann nur durch hoch-differenzierte Analysen erzeugt werden. 
5. Um längerfristige Prognosen von Hochwasserauftrittsraten zu machen, empfiehlt es 
sich, eine kombinierte Strategie zu verfolgen. Der erste Ansatz verwendet gekoppelte 
physikalisch-hydrologische Modelle und arbeitet auf Skalen bis etwa 100 Jahren. Der 
zweite, hier hervorgehobene Ansatz ist einfacher und extrapoliert die statistischen 
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Der Beitrag basiert auf dem Kolloquiumsvortrag am 10. Juni 2008 bei der Bundesanstalt für 
Gewässerkunde. Ich danke der BfG für die Einladung und die gute Zusammenarbeit seit dem 
Beginn im Jahre 2001. Für viele und reichhaltige Diskussionen mit meinen Kolleginnen und 
Kollegen in den unterschiedlichen Disziplinen der Erd- und Wasserwissenschaften und der 
Mathematik danke ich an dieser Stelle Vit Klemeš, der stellvertetend für sie alle stehen soll. 
Weitergehende Informationen zu Hochwasserrisiken und Analyse-Software sind auf der  
Internetseite www.mudelsee.com erhältlich. 
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Das saisonale Vorhersagesystem des EZMW  







Jahreszeitenvorhersagen sind ein Ansatz, nützliche Informationen über die zu erwartende 
Witterung der nächsten Monate bereitzustellen. Dabei sind die saisonalen Vorhersagen nicht 
mit den traditionellen Wettervorhersagen zu verwechseln: Während Wetter sich in permanent 
verändernden atmosphärischen Bedingungen widerspiegelt, ist Witterung als eine statistische 
Zusammenfassung des Wetters über mehrere Wochen bis Monate anzusehen. 
Aufgrund der chaotischen Dynamik der Atmosphäre liegt die Grenze der Vorhersagbarkeit 
des Wetters derzeit bei 10 bis 15 Tagen. Dennoch sind auch längerfristige Vorhersagen (Wit-
terungsvorhersagen) möglich, wenn die Ozeane in die Modellierung mit einbezogen werden. 
Daher werden bei langfristigen Vorhersagen immer sogenannte gekoppelte Ozean-Atmosphä-
ren-Modelle eingesetzt. 
Durch die Ozeane bekommt das System ein langfristiges Gedächtnis, da sie enorme Mengen 
an Wärmeenergie speichern und damit die Atmosphäre temperieren. Ein bekannter Einfluss 
der Meeresoberflächentemperaturen auf die Witterung ist der ENSO-Zyklus (El Niño / Sou-
thern Oscillation). Ursachen der Witterungsvariabilität können neben ungewöhnlich warmen 
oder kalten Meeresoberflächentemperaturen aber auch der Schneebedeckungsgrad und die 
Bodenfeuchte sein (ECMWF 2007). 
Langfristige Witterungsvorhersagen erzeugen Aussagen über Wochen- bis 3-Monatsmittel-
werte, die grundsätzlich als probabilistische Aussagen formuliert werden sollten. Jahreszei-
tenvorhersagen können daher nur einen Hinweis auf die während der nächsten Monate zu 
erwartenden Witterungsbesonderheiten liefern. In der Regel werden mittlere Abweichungen 
vom „Normalzustand“ betrachtet. Auch wenn die Unsicherheit dieser Art der Information 
groß ist und nur Monats- oder Saisonmittel betrachtet werden, können langfristige Vorhersa-
gen Entscheidungsträgern helfen, ihre Ergebnisse zu optimieren. 
Neben Unternehmen aus dem Bereich der Energiewirtschaft, welche die Hauptkundengruppe 
der vom DWD herausgegebenen 6-Monatsprognose für Deutschland sind, werden die Vor-
hersagen auch von Unternehmen aus anderen Branchen genutzt. Daneben gibt es zur Zeit ein 
Pilotprojekt mit der „Aktion Deutschland Hilft“, das den Nutzen einer 6-Monatsvorhersage 
für die Einsatzgebiete der von der „Aktion Deutschland Hilft“ vertretenen international täti-










 2 Das saisonale Vorhersagesystem des EZMW 
Die vom Deutschen Wetterdienst herausgegebene 6-Monatsprognose beruht auf dem Saiso-
nalen Vorhersagemodell des Europäischen Zentrums für Mittelfristige Wettervorhersage 
(EZMW). Das saisonale Vorhersagesystem des EZMW ist ein gekoppeltes Ozean-Atmosphä-
ren-Modell und besteht daher aus einer Komponente für den Ozean und einer Komponente 
für die Atmosphäre. Beide Modelle werden mit den durch Datenassimilation gewonnenen 
Anfangsbedingungen gespeist und regelmäßig gekoppelt. Eine weitere wichtige Komponente 
des saisonalen Vorhersagesystems ist das Verfahren zur Erstellung eines Ensembles. 
Zur Modellierung der in langfristigen Vorhersagen innewohnenden Unsicherheiten wird ein 
ganzes Ensemble von Vorhersagen gerechnet. Dies ermöglicht, probabilistische Aussagen auf 
Basis des saisonalen Vorhersagesystems zu treffen. Das Ensemble wird durch 5 unterschied-
liche Ozeananalysen mit gestörten Windfeldern und 8 überlagerten SST-Störungen (SST= 
Sea Surface Temperature) in den Anfangsbedingungen der Vorhersagen erzeugt. 
Die Grundidee hinter gekoppelten Ozean-Atmosphären-Modellen ist es, auf Basis des Zu-
standes der Atmosphäre und des Ozeans zu Beginn der Vorhersage (Anfangsbedingungen) 
mit Hilfe von mathematischen Gleichungen, welche die Physik und die Dynamik der Atmo-
sphäre und der Ozeane beschreiben, Abschätzungen über ihren zukünftigen Zustand zu ma-
chen.  
Das saisonale Vorhersagesystem des EZMW wurde im Laufe der Zeit weiterentwickelt und 
seit 2007 ist die dritte Version (System 3) operationell. Die wichtigsten Änderungen wurden 
dabei in der Ozean-Analyse vorgenommen. Das Ozean-Modell selber blieb aber unverändert. 
Daneben wurde die horizontale Auflösung des Atmosphären-Modells von 1,875° auf 1,125° 
(~125 km) und die vertikale Auflösung von 40 auf 62 Schichten erhöht. Zusätzlich wurde der 
Vorhersagezeitraum von 6 auf 7 Monate verlängert. Vierteljährlich wird mit einem reduzier-
ten Ensemble sogar 13 Monate in die Zukunft gerechnet, um einen „ENSO-Ausblick“ zu 
ermöglichen. Die Ensemblegröße umfasst für die 7-Monatsvorhersagen, welche monatlich 
erstellt werden, 41 Mitglieder. Die vierteljährliche 13-Monatsvorhersage operiert mit einer 
reduzierten Ensemblegröße von 11 Mitgliedern (ANDERSON et al. 2006).  
Bei langfristigen Vorhersagen wirken sich nicht nur die Fehler in den Anfangsbedingungen, 
welche durch die Verwendung eines Ensembles von Vorhersagen berücksichtigt werden, aus, 
sondern auch systematische Modellfehler. Daher werden bei Jahreszeitenvorhersagen die 
vorhergesagten Werte in der Regel auf das sogenannte Modellklima bezogen. Das Modell-
klima des saisonalen Vorhersagesystems des EZMW wurde auf Basis von Modellläufen mit 
„historischen“ Anfangsbedingungen, die größtenteils mittels des ERA40 Reanalyse-Daten-
satzes ermittelt wurden, berechnet. Das Ensemble dieser „historischen Modellläufe“ bzw. 
Hindcasts umfasst 11 Mitglieder und wurde für die Jahre 1981-2005 erstellt. Dieser Hind-
cast-Datensatz dient als Grundlage für die Berechnung des Modellklimas und wurde auch für 
die Verifikation herangezogen. 
Trotz der Berücksichtung systematischer Modellfehler durch die Einbeziehung des Modell-
klimas und der Modellierung der Unsicherheiten über die Verwendung eines Ensembles von 
Vorhersagen, sind die Anwendungsmöglichkeiten langfristiger Prognosen aufgrund der im-









güte in tropischen Regionen höher als in den mittleren Breiten. Auch zwischen den verschie-
denen meteorologischen Parametern unterscheidet sich die Vorhersagegüte. Insgesamt ist sie 
für die Temperatur etwas besser als für den Niederschlag oder die Bewölkung. Das liegt dar-
an, dass im Gegensatz zur Temperatur, die eher großräumigen Einflüssen unterliegt, die Be-
wölkung und der Niederschlag stärker kleinräumigen orographischen Effekten unterliegen 
und somit aufgrund der horizontalen Auflösung des Vorhersagemodells von etwa 125 km bei 
der Simulation oft nicht ausreichend erfasst werden können.  
Aufgrund der relativ geringen Vorhersagegüte saisonaler Vorhersagesysteme lassen sich häu-
fig nur Abschätzungen über die Richtung eines Signals machen. Diese Einschränkungen der 
Vorhersagbarkeit erfordern eine sowohl räumliche, als auch zeitliche Zusammenfassung der 
Modellergebnisse. Das bedeutet, dass je länger in die Zukunft geblickt werden soll, desto 
größere Regionen sollten betrachtet werden und es sollte auch über mehrere Wochen bis Mo-
nate gemittelt werden. 
 
3 Anwendungen beim Deutschen Wetterdienst  
3.1   6-Monatsprognose für Deutschland 
Seit 1998 vertreibt der DWD Jahreszeitenvorhersagen. Bis Mitte 2007 handelte es sich dabei 
um eine 5-Monatsprognose für 5 Städte, die als repräsentativ für die Regionen Nord, Ost, 
West, Mitte und Süd angesehen wurden. Mit der Umstellung auf das Vorhersagesystem 3 des 
EZMW wurde auch die Jahreszeitenvorhersage für Deutschland überarbeitet. 
Seit Mitte 2007 wird die 6-Monatsprognose für 
Deutschland für 4 Regionen (Nord, Ost, West, Süd) 
erstellt (Abb. 1). Für diese Regionen werden aus den 
Gitterpunktswerten des Modells einfache arithmeti-
sche Mittelwerte berechnet, um das Gebietsmittel zu 
erhalten. Um die Einflüsse einzelner Modellgitter-
punkte in höheren Lagen gering zu halten, werden 
nur Modellgitterpunkte berücksichtigt, die in maxi-
mal 500 m Höhe liegen. Das hat auch den Vorteil, 
dass so vor allem die Populationszentren berücksich-
tigt werden. 
Die Vorhersage für Deutschland beschränkt sich derzeit auf die meteorologischen Parameter 
Lufttemperatur und Niederschlag. Generell sollten bei langfristigen Vorhersagen, wie der 
Jahreszeitenvorhersage keine Absolutwerte angegeben werden, sondern Abweichungen von 
langjährigen Mittelwerten oder Wahrscheinlichkeiten für bestimmte Ereignisse. Hier ist die 
Wahl der Bezugsperiode entscheidend. In der Klimatologie wird nach Vorgabe der WMO 
(World Meteorological Organization) der Zeitraum 1961-1990 zur Berechnung von Mittel-
werten verwendet. Aufgrund der Erwärmung in den letzten Jahrzehnten führt eine Verwen-
dung dieses Zeitraumes bei der Lufttemperatur allerdings dazu, dass positive Abweichungen 
vom langjährigen Monatsmittel überwiegen. Deshalb wurde noch ein zweiter Vergleichszeit-
raum von 1991-2005 eingeführt. 











 Für jeden Referenzzeitraum wird einmal monatlich ein Bulletin erstellt. Dieser beinhaltet 
neben den Vorhersagen für Temperatur und Niederschlagstrend der nächsten 6 Monate auch 
eine Verifikation der letzten beiden Vorhersagen für den vergangenen Monat. Diese soll den 
Kunden dabei helfen zu lernen, die Güte der 6-Monatsvorhersage selber einzuschätzen.  
Für den Zeitraum von 1981-2005 wurde auf Basis der Hindcast-Daten eine Verifikation 
durchgeführt. Die Hindcasts wurden für den Zeitraum von 1981-2001 mit den ERA40 Daten 
und ab 2002 mit den operationellen Analysen des EZMW verglichen. Die Verifikation wurde 
in Hinblick auf die Fragestellung durchgeführt, also im Falle der Temperatur beispielsweise: 
„In wie viel Prozent der Fälle wurde die Richtung der Temperaturabweichung richtig vorher-
gesagt?“ (Tabelle 1) bzw. „In wie viel Prozent der Fälle wurde die Temperatur in die richtige 
Klasse (zu kalt, mittel, zu warm) eingruppiert?“ (Tabelle 2). 
 
Tabelle 1 
Trefferquoten für eine 2-Kategorien-Vorhersage der Lufttemperatur: „kälter als normal“ / „wärmer als 
normal“ für Hindcasts des Zeitraums 1981-2005 (oben) und 1991-2005 (unten) für Gesamtdeutsch-
land. Zufallstrefferquote = 50 %, Vergleichszeitraum: 1961-1990. Vormonat: nur die Fälle, bei denen 
im Vormonat bereits das gleiche Signal erkennbar war. Abw. > 0,5 (1,0) K: nur die Fälle, bei denen die 
Abweichung vom Mittelwert mindestens 0,5 (1,0) K betrug. Rot: Werte kleiner bzw. gleich der Zu-
fallstrefferquote. 
1961-1990 Monat +1 Monat +2 Monat +3 Monat +4 Monat +5 Monat +6
einfach 63 % 64 % 61 % 61 % 61 % 59 % 
Vormonat 62 % 65 % 61 % 61 % 70 %  
Abw. > 0,5 K 66 % 67 % 65 % 69 % 66 % 68 % 
Abw. > 1,0 K 76 % 66 % 78 % 66 % 65 % 62 % 
 
1991-2005 Monat +1 Monat +2 Monat +3 Monat +4 Monat +5 Monat +6
einfach 51 % 53 % 58 % 52 % 48 % 51 % 
Vormonat 52 % 55 % 53 % 43 % 47 %  
Abw. > 0,5 K 55 % 58 % 58 % 56 % 53 % 58 % 
Abw. > 1,0 K 67 % 61 % 66 % 52 % 64 % 60 % 
 
Für die Verifikation der 2-Kategorien-Vorhersage (Abweichung größer bzw. kleiner als der 
Mittelwert der Vergleichsperiode) ergab sich bei der Vergleichsperiode 1961-1990, dass die 
6-Monatsvorhersage für alle Vorhersagezeiten (Monat +1 bis Monat +6) um 10 - 20 % besser 
war, als die Zufallstrefferquote von 50 %. In der Regel war die Trefferquote noch höher, 
wenn die prognostizierte Abweichung mindestens 0,5 K betrug. Allerdings ist wohl ein Teil 
der Fähigkeit die richtige Kategorie („zu warm“ / „zu kalt“) zu prognostizieren, darauf zu-
rückzuführen, dass der Vergleichszeitraum 1961-1990 generell kälter war, als das heutige 
Klima. Daher sind die Trefferquoten für den Vergleichszeitraum 1991-2005 auch wesentlich 
geringer. Sie liegen teilweise nur minimal über der Zufallstrefferquote und zum Teil sogar 
darunter. Auch hier ist die Tendenz zu erkennen, dass eine vorhergesagte stärkere absolute 









Untersuchungen der Trefferquoten für die 4 Regionen in Deutschland haben ergeben, dass es 
nur geringe regionale Unterschiede gibt (nicht dargestellt). 
 
Tabelle 2 
Trefferquoten für eine 3-Kategorien-Vorhersage der Lufttemperatur: „kälter als normal“ / “normal“ / 
„wärmer als normal“ für Hindcasts des Zeitraums 1981-2005 für Gesamtdeutschland. Zufallstreffer-
quote = 33 %, Vergleichszeitraum: 1961-1990 (oben) und 1991-2005 (unten). Vormonat: nur die Fälle, 
bei denen im Vormonat bereits das gleiche Signal erkennbar war. Prob (Probability) > 50 (60) %: nur 
die Fälle, bei denen die Wahrscheinlichkeit > 50 (60) % war. Rot: Werte kleiner bzw. gleich der Zu-
fallstrefferquote. 
1961-1990 Monat +1 Monat +2 Monat +3 Monat +4 Monat +5 Monat +6
einfach 42 % 42 % 44 % 42 % 39 % 42 % 
Vormonat 48 % 52 % 50 % 44 % 45 %  
Prob > 50 % 49 % 52 % 55 % 50 % 44 % 50 % 
Prob > 60 % 56 % 52 % 65 % 50 % 57 % 56 % 
 
1991-2005 Monat +1 Monat +2 Monat +3 Monat +4 Monat +5 Monat +6
einfach 41 % 39 % 36 % 40 % 39 % 40 % 
Vormonat 46 % 41 % 42 % 43 % 42 %  
Prob > 50 % 43 % 46 % 39 % 46 % 40 % 45 % 
Prob > 60 % 46 % 44 % 33 % 44 % 42 % 43 % 
 
 
Ähnlich wir für die 2-Kategorien-Vorhersage gab es für die 3-Kategorien-Vorhersage der 
Temperatur auch keine nennenswerten regionalen Unterschiede. Da alle 3 Klassen („zu kalt“, 
„normal“, „zu warm“) in der Vergleichsperiode gleich wahrscheinlich waren, beträgt die 
Zufallstrefferquote 33 %. Auch hier liegen die Trefferquoten, wenn der Zeitraum 1961-1990 
als Vergleich herangezogen wird, höher als beim Zeitraum 1991-2005. Wenn sowohl die 
aktuelle Vorhersage, als auch die Vorhersage aus dem Vormonat einen Zielmonat in die glei-
che Kategorie eingruppiert hatten, war die Wahrscheinlichkeit, dass diese Kategorie auch 
eingetreten war, um einige Prozentpunkte höher als wenn aktuelle und Vormonatsvorhersage 
nicht übereinstimmten. Auch führen höhere prognostizierte Wahrscheinlichkeiten für eine 
Kategorie (Prob > 50 %, Prob > 60 %) in der Regel dazu, dass sich die Eintretenswahrschein-
lichkeit dieses Ereignisses erhöht. 
Die Trefferquoten beim Niederschlag sind insgesamt etwas geringer, als bei der Temperatur. 
Oft liegen sie nur wenig über der Zufallstrefferquote von 33 % und teilweise liegen sie auch 
darunter. Im Gegensatz zur Temperatur, findet man bei den Trefferquoten der Niederschlags-
vorhersage innerhalb Deutschlands deutliche Unterschiede. Ein einheitliches Muster zeichnet 
sich aber nicht ab. Tendenziell scheint die Eingruppierung des Niederschlags in die Klassen 
„nass“, „normal“, „trocken“ im Süden Deutschlands jedoch etwas besser zu funktionieren als 
im Norden. Die Vorhersage für den 1. Folgemonat ist in der Regel schlechter als die Vorher-
sage für den 2. und 3. Folgemonat. Ab dem 4. Folgemonat sind die Trefferquoten mit Aus-










 Da sich der Niederschlag deutlich schlechter vorhersagen lässt als die Temperatur, werden 
bei der 6-Monatsvorhersage für Deutschland auch nur qualitative Niederschlagstendenzen 
angegeben. Meist ist in der Vorhersage jedoch kein eindeutiges Signal zu erkennen.  
 
Tabelle 3 
Trefferquoten für eine 3-Kategorien-Vorhersage des Niederschlags: „trocken“ / „normal“ / „nass“ für 
Hindcasts des Zeitraums 1981-2001. Zufallstrefferquote = 33 %, Vergleichszeitraum: 1981-2001. 
Vormonat: nur die Fälle, bei denen im Vormonat bereits das gleiche Signal erkennbar war. Prob > 50 
(60) %: nur die Fälle, bei denen die Wahrscheinlichkeit Prob > 50 (60) % war. Rot: Werte kleiner bzw. 
gleich der Zufallstrefferquote. 
















































































































3.2   6-Monatsvorhersage für den internationalen Katastrophenschutz 
Seit einiger Zeit besteht eine Kooperation zwischen dem Deutschen Wetterdienst und der 
„Aktion Deutschland Hilft“. Diese ist ein Zusammenschluss deutscher Hilfsorganisationen, 
die im Falle großer Katastrophen und Notsituationen im Ausland gemeinsam schnelle und 
effektive Hilfe leisten. Bisher bezog die „Aktion Deutschland Hilft“ vom Deutschen Wetter-
dienst kurzfristige Wettervorhersagen für ihre Einsatzgebiete. Zur besseren Planung ihrer 
Einsätze sollen zukünftig auch längerfristige meteorologische Informationen eingesetzt wer-
den. Daher entstand ein Pilotprojekt mit dem Ziel, den Nutzen von 6-Monatsvorhersagen für 
den international tätigen Katastrophenschutz zu ermitteln. Es geht dabei nicht um die Vorher-
sage von meteorologischen Extremereignissen (Das ist mit saisonalen Vorhersagen nicht 
möglich!), sondern um die Bereitstellung von Informationen für die Einsatzplanung, also 
beispielsweise ob in einem Einsatzgebiet mit besonders hohen Niederschlagsmengen in  
einem Zeitraum oder mit hohen Temperaturen zu rechnen ist. 
Erste Verifikationen haben gezeigt, dass die saisonale Vorhersage der Temperatur für die 









Auch hier lag die Trefferquote immer dann höher, wenn die Vormonatsprognose bereits das 
gleiche Signal prognostiziert hatte (Abb. 2 unten). Besonders hoch waren die Trefferquoten 
im Norden Südamerikas und in Südostasien. Für den Niederschlag liegen die Trefferquoten 
niedriger als für die Temperatur (Abb. 3), es gibt einige Gebiete, in denen die Trefferquoten 
unter der Zufallstrefferquote von 33 % liegen. Es muss daher mit den potenziellen Nutzern 
dieser Vorhersagen noch eingehend diskutiert werden, wie die Vorhersage eingesetzt werden 
























Abb. 2: Trefferquoten der Temperaturvorhersage für den 3. Fol-
gemonat (oben) und den Fall, dass das gleiche Signal be-
reits in der Vormonatsprognose erkennbar war (unten).  
Referenzperiode: 1981-2005 
Abb. 3: Trefferquoten der Niederschlagsvorhersage für den 3. Fol-
gemonat (oben) und den Fall, dass das gleiche Signal be-






















 4 Zusammenfassung und Ausblick 
Bei langfristigen Witterungsvorhersagen werden in der Regel nicht Absolutwerte betrachtet, 
sondern Abweichungen von einem Mittelwert des Referenzzeitraums. Bei der Temperatur 
geht es beispielsweise darum, ob es wärmer oder kälter wird als in der Vergleichsperiode. 
Daher ist die Wahl der Vergleichsperiode, gerade unter dem Aspekt eines sich ändernden 
Klimas von wesentlicher Bedeutung. Bei der Temperatur zeigt sich das vor allem darin, dass 
die Trefferquoten für eine Vorhersage in Bezug auf die Periode 1961-1990 höher sind als 
wenn der Zeitraum von 1991-2005 als Referenzperiode herangezogen wird. 
Generell ist die Vorhersagegüte von 6-Monatsprognosen gering. Unter bestimmten Voraus-
setzungen aber, wie beispielsweise eine besonders hohe Abweichung der Temperatur vom 
Monatsmittelwert der Referenzperiode oder eine relativ hohe Wahrscheinlichkeit für einen 
„normalen“, „zu kalten“ oder „zu warmen“ Monat, kann die Trefferquote verbessert werden. 
Für den Nutzer hat das zur Folge, dass sich die Sicherheit der Vorhersage dadurch etwas er-
höht und er unter gewissen Bedingungen andere Entscheidungen fällen kann, als wenn er mit 
einer höheren Unsicherheit rechnet. 
Die Niederschlagsvorhersage für Deutschland weist allerdings eine noch deutlich geringere 
Güte als die Vorhersage der Temperatur auf. Daher ist fraglich, für welche Art der Anwen-
dung die Güte dieser Vorhersage ausreichend ist. Das Interesse an einer Niederschlagsvorher-
sage für die nächsten Monate ist jedoch – vor allem im Bereich der Landwirtschaft – sehr 
groß. Es soll daher in den kommenden Monaten geprüft werden, ob es trotz der geringen 
Vorhersagegüte für die Landwirtschaft sinnvoll ist, diese Vorhersagen zu nutzen und ob sich 
Ausweichmöglichkeiten beispielsweise auf die 4 Wochen-Vorhersage nutzen lassen.  
Es ist außerdem geplant zu prüfen, inwiefern sich die Vorhersage der mittleren Windge-
schwindigkeit des saisonalen Vorhersagesystems des EZMW für Windleistungsvorhersagen 
nutzen lässt. Dabei geht es in einem ersten Schritt darum, die Prognosegüte für diesen Para-
meter abzuschätzen und den Bedarf von Seiten der Energieversorger zu ermitteln. 
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 Verbesserung saisonaler Prognosen durch  






1 Wie funktionieren saisonale Prognosen? 
Lange Zeit wurde es als unmöglich erachtet, Prognosen über das Wettergeschehen für mehre-
re Monate zu machen. Denn die Atmosphäre ist ein hoch chaotisches System, in dem sich 
kleinste Störungen rasch ausbreiten können. Dadurch werden Wettervorhersagen auf weniger 
als zwei Wochen beschränkt – ein Problem, das sich auch in Zukunft nicht lösen lassen wird. 
Bei saisonalen Vorhersagen wählt man deshalb einen anderen Ansatz. Man versucht nicht, 
einzelne Wetterereignisse vorherzusagen, sondern beschränkt sich auf das mittlere Wetterge-
schehen, also das „Klima“. Es handelt sich hier somit um Klimavorhersagen. Nun wird das 
Klima durch eine ganze Reihe von äußeren Faktoren beeinflusst. Dazu zählen beispielsweise 
Bodenfeuchte und Schneebedeckung, vor allem aber der Zustand und die Temperatur der 
Ozeane. Besonders sichtbar wird dies beim El-Niño-Phänomen, wenn ungewöhnliche Mee-
restemperaturen im äquatorialen Pazifik vermehrte Niederschläge in Südamerika und Dürren 
in Australien bewirken. Wenn man also in der Lage ist, solche Faktoren (sogenannte Rand-
bedingungen) korrekt vorherzusagen, dann kann man auch Aussagen zur jahreszeitlichen 
Entwicklung des Klimas machen (LINIGER 2003).  
Die saisonalen Prognosen der MeteoSchweiz basieren auf einem der weltbesten saisonalen 
Vorhersagesysteme – dem sogenannten System 3 des Europäischen Zentrums für mittelfristi-
ge Wettervorhersage (EZMW). Dabei handelt es sich um ein gekoppeltes Ozean-Atmosphä-
ren-Modell, welches die zukünftige Entwicklung der Ozeane und der Atmosphäre mit Hilfe 
komplexer Gleichungen berechnet. In diese Rechnungen fließen zum Startzeitpunkt alle 
weltweit verfügbaren Messungen ein. Dazu werden Satelliten, Bojen, Flugzeuge, aber auch 
Bodenstationen verwendet. Es werden nicht nur eine, sondern gleich 40 Vorhersagen mit 
leicht variierten Anfangsbedingungen simultan gestartet. Somit kann die Unsicherheit in der 
Bestimmung des Anfangszustandes beschrieben werden. Eine solche Mehrfach-Vorhersage 
wird auch Ensemble-Vorhersage genannt. Aus der Verteilung der Ensemble-Vorhersagen im 
Vergleich zur klimatologisch erwarteten Verteilung kann man die Wahrscheinlichkeit für das 
Auftreten eines bestimmten Klimazustandes abschätzen, z. B. die Wahrscheinlichkeit dafür, 
dass die folgende Jahreszeit überdurchschnittlich warm wird oder überdurchschnittlich tro-
cken. In diesem Bericht werden ausschließlich Temperaturvorhersagen untersucht. Es muss 
allerdings davon ausgegangen werden, dass saisonale Vorhersagen von Niederschlag, insbe-










Die Vorhersagegüte („Skill“) von saisonalen Prognosen ist sehr stark abhängig von der Regi-
on auf der Erde, von der Jahreszeit, vom Vorhersagezeitraum und von der meteorologischen 
Größe. Auch die räumliche und zeitliche Mittelung hat einen großen Einfluss. Grundsätzlich 
ist die Güte in den tropischen Regionen hoch, insbesondere über den Ozeanen und den an-
grenzenden Gebieten. Das El-Niño-Phänomen lässt sich gut auf sechs Monate voraussagen. 
In den Subtropen und Außertropen liefern die Vorhersagen für Nordamerika und Australien 
brauchbare Daten. 
Für Europa ist die Situation aufgrund seiner „ungünstigen“ Lage am Ende der Sturmbahnen 
über dem Atlantik, seiner komplexen Topographie und der nicht ganz eindeutigen Rolle der 
europäischen Meere erheblich schwieriger, und nahezu jedes Vorhersagesignal ist vom chao-
tischen Hintergrundrauschen des normalen Klimas überdeckt. Abb. 1a-d zeigt die mittlere 
Güte von saisonalen Temperaturvorhersagen für Europa für alle vier Jahreszeiten. Die Güte-
verteilung für die ganze Welt ist zum Vergleich in Abb. 1e für den Winter dargestellt. Für all 
diese Karten wurden rückwirkend gerechnete Vorhersagen des Zeitraums 1981-2007 (soge-
nannte Hindcasts („Rückvorhersagen“) auf systematische Fehler korrigiert und mit einem 
speziell für saisonale Ensemblevorhersagen entwickelten Gütemaß ausgewertet (MÜLLER et 
al. 2005, WEIGEL et al. 2007). Dieses Maß nimmt positive Werte an, wenn die Vorhersage-
qualität besser ist als klimatologisches Raten. Negative Werte zeigen hingegen, dass klimato-
logisches Raten vergleichbare wenn nicht bessere Ergebnisse liefern würde. Aus der Evaluie-
rung in Abb. 1 wird ersichtlich, dass das System 3 für Mitteleuropa lediglich im Frühjahr 
klare Vorhersagequalität aufweist. In den anderen Jahreszeiten würde man mit Vorhersage-
strategien, die auf der Klimatologie beruhen, vergleichsweise ähnliche Resultate erzielen wie 
mit dem System 3. Besonders auffallend ist hierbei der negative Skill in den Winter- und 
Sommervorhersagen. Wie kann so etwas zustande kommen?  
Die Situation ist schematisch in Abb. 2 veranschaulicht: Nehmen wir einmal an, wir wollen 
eine Sommerprognose machen. Die klimatologische Wahrscheinlichkeitsverteilung der mög-
lichen Sommertemperaturen sei durch die dicke schwarze Linie gegeben (Abb. 2a). Nehmen 
wir weiter an, dass unser Modell eine Tendenz zu überdurchschnittlichen Temperaturen vor-
hersagt. Das heißt, die Verteilung der möglichen Temperaturen engt sich bezüglich der Kli-
matologie ein und verschiebt sich in Richtung warmer Temperaturen (Abb. 2b). Dies ist im 
Prinzip das Signal, welches das Ensemblesystem theoretisch vorhersagen kann (Abb. 2c). 
Nun ist es jedoch so, dass Klimamodelle immer eine Reihe von physikalischen Annahmen 
und Vereinfachungen machen müssen, was oftmals dazu führt, dass die Vorhersageverteilun-
gen das Signal nicht vollständig reproduzieren, sondern zu scharf sind und am falschen Wert 
zentriert sind (Abb. 2d). Das heißt, bestimmte Ereignisse werden mit zu hoher Wahrschein-
lichkeit vorhersagt, andere Ereignisse mit zu geringer Wahrscheinlichkeit. Die Ensembles 
sind sich also zu „sicher“ (overconfident). Solche „overconfidenten“ Ensembleverteilungen 
können zu negativem Skill führen.  
Um nun das Potenzial und vor allem auch den wirtschaftlichen Wert saisonaler Wahrschein-
lichkeitsprognosen voll auszuschöpfen, ist es essenziell, dass die Ensembles das Signal mög-
lichst vollständig abdecken und die richtigen Wahrscheinlichkeiten vorhersagen, also nicht 










 (neben allfälligen Modellverbesserungen) die Vorhersagen in diesem Sinne verbessern kön-
nen: zum einen die Multimodell-Kombination, zum anderen die Rekalibrierung. 
 
 
         
          
 
 
Abb. 1: Vorhersagequalität des System 3 des EZMW für saisonale Temperaturmittel in Europa 
im (a) Winter, (b) Frühling, (c) Sommer und (d) Herbst, sowie für die ganze Welt im 
Winter (e). Evaluiert wurden die Jahre 1981-2007, und die Modellläufe wurden jeweils 
einen Monat vor Beginn der entsprechenden Jahreszeit gestartet. Das verwendete Gü-
temaß quantifiziert den Gewinn an Vorhersagequalität bezüglich einer Vorhersagestra-













Abb. 2: Illustration saisonaler Vorhersagbarkeit: (a) zeigt eine typische klimatologische Vertei-
lung von Beobachtungswerten. Unter dem Einfluss einer relevanten und vorhersagba-
ren Klimaschwankung, wie zum Beispiel das gekoppelte Atmosphären-Ozean-Phäno-
men El Niño, erhält die Verteilung möglicher Beobachtungswerte eine Tendenz und 
wird schärfer (b). Diese Verteilung kann im Idealfall von einem saisonalen Modell 
vorhergesagt werden (c). In der Realität sind die Ensembleverteilungen jedoch auf-
grund von strukturellen Unsicherheiten oftmals zu scharf und am falschem Ort (d), was 
zu negativem Skill führen kann. Man spricht hier von Overconfidence. 
 
3 Multimodelle 
Wie bereits erwähnt ist es ein wesentliches Ziel von Ensemblevorhersagen, die Unsicherhei-
ten einer Vorhersage korrekt zu quantifizieren. Grob kann man dabei zwischen zwei Arten 
von Vorhersageunsicherheit unterscheiden: Auf der einen Seite Unsicherheiten in der Defini-
tion des Anfangszustandes der Simulationen (Initialisierungsunsicherheiten), auf der anderen 
Seite Unsicherheiten in der Struktur der Modelle und ihren physikalischen Annahmen (struk-
turelle Unsicherheiten). Während erstere mittlerweile gut über den Ensemble-Ansatz be-
schrieben werden können, gibt es derzeit noch kein theoretisches Konzept für die Quantifizie-
rung der strukturellen Unsicherheiten. Ein Teil dieser strukturellen Unsicherheiten kann al-
lerdings auf pragmatische Weise mit einem Multimodell abgeschätzt werden (PALMER et al. 
2004, HAGEDORN et al. 2005), d. h. durch die Zusammenlegung der Vorhersagen möglichst 
vieler voneinander unabhängig entwickelter Modelle zu einem Superensemble. Die zugrunde 
liegende Annahme hierbei ist, dass verschiedene Modelle teilweise verschiedene physikali-
sche Annahmen machen und damit auch verschiedene Fehlerquellen haben. Durch die Kom-
bination können die Auswirkungen dieser Fehlerquellen grob abgeschätzt werden, und es 
wird ein breiterer Unsicherheitsbereich abgedeckt als durch eine Einzelprognose allein. 
Gleichzeitig wird durch eine Art Fehlerkompensation der mittlere Fehler der Ensembles re-
duziert (WEIGEL et al. 2008A). Dieser Prozess ist in Abb. 3 illustriert. Im Idealfall schafft es 
das Multimodell dann, das vollständige Signal richtig wiederzugeben.  
 
Abb. 4 zeigt, wie sich die Multimodell-Kombination nun konkret auf die Güte der Sommer-
vorhersagen in Europa (Abb. 1c) auswirkt. Hierbei sind Vorhersagen des EZMW-Modells 
System 3 mit Vorhersagen des britischen Wetterdienstes (UK Met Office) kombiniert wor-
den. Es handelt sich also um ein einfaches Multimodell, das nur aus zwei Modellen besteht. 
Obwohl bei einem so kleinen Multimodell das Potenzial noch bei weitem nicht ausgeschöpft 










 dere der negative Skill über Norddeutschland ist deutlich verbessert. Je mehr Modelle zum 
Multimodell beitragen, desto größer ist der erwartete Gütegewinn. Weitere Verbesserungen 
können noch erzielt werden, wenn man die Einzelmodelle entsprechend ihrer Stärken und 
Schwächen wichtet und dabei auch die klimatologische Vorhersage mit berücksichtigt  
(WEIGEL et al. 2008A). 
 
 
Abb. 3: Der Effekt von Multimodell-Kombination. Durch die Zusammenführung mehrerer 
Einzelmodelle [(a) 1 Modell, (b) 2 Modelle, (c) 3 Modelle, (d) sehr viele Modelle], die 
für sich allein genommen overconfident sind, kann die Breite der Ensembleverteilung 
aufgeweitet und der mittlere Fehler reduziert werden, bis im Idealfall das vollständige 
Signal korrekt vorhergesagt wird (d).  
 
        
Abb. 4: Vorhersagequalität eines einfachen Multimodells für Sommer-Temperaturmittel in 
Europa. Das Multimodell besteht aus Vorhersagen des EZMW-Modells System 3 und 
Vorhersagen des britischen Wetterdienstes (UK Met Office). Der mittlere Gütegewinn 
gegenüber der alleinigen EZMW-Vorhersage (Abb. 1c) ist deutlich sichtbar. Mit der 
Zugabe weiterer Modelle und einer Gewichtung entsprechend ihrer Stärken und 
Schwächen kann die Güte noch weiter erhöht werden. 
4 Rekalibierung 
Der zweite Ansatz zur Verbesserung saisonaler Wahrscheinlichkeitsprognosen, die Reka-
librierung, ist mathematisch-statistischer Natur. Grob gesagt besteht die Idee darin, overcon-
fidente Ensemblevorhersagen „einfach aufzuweiten“, d. h. mit Hilfe mathematischer Trans-









wenn eine hinreichend lange Serie von Rückvorhersagen und zugehörigen Beobachtungen 
vorhanden ist, aus denen man die korrekten Skalierungsfaktoren berechnen kann. Geeignete 
Algorithmen hierfür finden sich in der Fachliteratur, zum Beispiel bei WEIGEL et al. (2008B) 
und DOBLAS-REYES et al. (2005). Diese Methode hat den Vorteil, dass sie mit einem Modell 
auskommt und kein Multimodell braucht. Der Nachteil ist, dass durch die Rekalibrierung das 
vorhersagbare Signal etwas „verwischt“ wird (Abb. 5), d. h. die Ensembleverteilungen wer-
den etwas breiter als etwa im Falle eines Multimodells. In Regionen mit hoher Vorhersagbar-
keit (z. B. in den Tropen) ist dies von Nachteil. In Europa, wo die Vorhersagbarkeit von vorn-
herein niedrig ist, spielt dieser Verwischungseffekt hingegen nur eine untergeordnete Rolle, 
und es können sehr gute Verbesserungen in der Vorhersagequalität erzielt werden. Dies ist in 
Abb. 6 gezeigt, in welcher die EZMW-Sommervorhersagen aus Abb. 1c rekalibriert wurden. 
Wie man erkennt, sind die blauen Regionen nahezu gänzlich verschwunden, d. h. die Vorher-
sagequalität ist nirgendwo mehr schlechter als klimatologisches Raten. In einigen vormals 
blauen Regionen ist der Skill nun sogar positiv, was sich mit der Behebung von Antikorrela-




Abb. 5: Der Effekt von Rekalibrierung. Aus der Statistik vergangener Vorhersagen und Beo-
bachtungen können overconfidente Vorhersagen nachträglich so skaliert werden, dass 
die zugrunde liegenden Unsicherheiten angemessen berücksichtigt werden. Allerdings 
ist der nun abgedeckte Unsicherheitsbereich etwas verschwommener und breiter als das 
ursprünglich vorhersagbare Signal.  
 
        
Abb. 6: Qualität von rekalibrierten Sommervorhersagen des EZMW für das Temperaturmittel 
in Europa. Der mittlere Gütegewinn gegenüber der nicht rekalibrierten EZMW-










 5 Zusammenfassung und Ausblick 
Alles in allem zeigen die Temperaturvorhersagen in Europa nur zu bestimmten Jahreszeiten 
und in bestimmten Regionen signifikant positive Vohersagegüte. In den meisten Fällen würde 
man mit einer Strategie, die auf klimatologischem Raten beruht, fast genauso gute Resultate 
erzielen. Dies trifft noch mehr auf Niederschlagsprognosen zu, die im Allgemeinen eine noch 
geringere Vorhersagbarkeit aufweisen (hier nicht gezeigt). Eine gewisse Verbesserung ist 
allerdings durch den Einsatz von Multimodellen und durch die Anwendung von Rekalibrie-
rungs-Algorithmen erzielbar. Generell ist zu betonen, dass die saisonale Prognostik noch eine 
vergleichsweise junge Forschungsdisziplin ist, und in der Zukunft noch mit einigen Verbesse-
rungen gerechnet werden kann, vor allem auch auf Seiten der Modellentwicklung. 
 
Angesichts der niedrigen Vorhersagegüte in Europa ist es verständlich, dass bei uns zum 
jetzigen Zeitpunkt nur eine vergleichsweise kleine und spezifische Anwendergruppe großen 
Nutzen aus den europäischen Prognosen ziehen kann, und dass die Vorhersagen beispielswei-
se nicht zur Urlaubsplanung herangezogen werden sollten. Anderseits ist dass Interesse an 
einem durch Modelle verbesserten Klimarisikomanagement natürlich nicht auf Europa be-
schränkt. 
Ein optimales Anwenderprofil könnte folgendermaßen definiert werden: „Die ideale Anwen-
derin ist auf mehreren Kontinenten aktiv und muss dort regelmäßig Entscheidungen für meh-
rere Monate in die Zukunft treffen. Diese Entscheidungen sind im Einzelnen aber nur mit 
beschränkten Kostenrisiken verbunden. Die Anwenderin kennt ihre Empfindlichkeiten auf 
Klimaschwankungen und kann mit Wahrscheinlichkeiten umgehen. Sie verwendet die saiso-
nalen Vorhersagen dabei nicht als alleinige Entscheidungsgrundlage, sondern lässt sie als 
second opinion in den Entscheidungsprozess mit einfließen.“  
 
Kundenkreisen, die nur sehr lokal operieren (regionale oder nationale Skala), und an nur we-
nigen spezifischen Zeitpunkten im Jahr sehr weitreichende Entscheidungen treffen müssen, 
empfiehlt die MeteoSchweiz saisonale Vorhersagen deshalb nur unter großem Vorbehalt. 
Viele dieser Kunden können von anderen Vorhersageprodukten wesentlich stärker profitie-
ren. Beispielsweise besitzen die ebenfalls vom EZMW berechneten und von der Meteo-
Schweiz vertriebenen Monatsprognosen (4-Wochen-Ausblick) wesentlich höheres Vorhersa-
ge- und Anwendungspotenzial in Mitteleuropa (BAGGENSTOS 2007, WEIGEL et al. 2008C) als 
etwa die saisonalen Vorhersagen, und können entsprechend auch in mehr Entscheidungspro-







Öffentliche saisonale Prognose („Klimaausblick“) der MeteoSchweiz: 
→ http://www.meteoschweiz.ch  → Klima → Klimaausblick 
 










Europäisches Zentrum für mittelfristige Wettervorhersage (EZMW): 
→ http://www.ecmwf.int/ 
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Operative Bewirtschaftung einer Trinkwasser-








Talsperren sollen in der Regel mehrere Aufgaben erfüllen, die miteinander in Konkurrenz 
stehen. So wird für die Aufgabe des Hochwasserschutzes ein möglichst geringer Inhalt  
(großer Rückhalteraum) gewünscht, während für die Aufgaben Trinkwasserbereitstellung, 
Niedrigwasseraufhöhung und Wasserkraftnutzung ein möglichst großer Inhalt und damit ein 
kleiner Rückhalteraum angestrebt werden. Bei letztgenannten Aufgaben, bei denen kritische 
Zustände in Niedrigwasserzeiten auftreten, ist eine längerfristige Vorhersage von Vorteil, um 
rechtzeitig auf Engpässe reagieren zu können. Eine physikalisch begründete Vorhersage über 
solch lange Zeiträume ist jedoch praktisch nicht möglich.  
In diesen Fällen bietet sich als numerische Lösung des Problems die sogenannte Monte-
Carlo-Methode an. Die Monte-Carlo-Methode (MCM) oder Methode der statistischen Versu-
che ist ein Verfahren aus der Stochastik, das auf der Basis von Zufallsexperimenten beruht. 
Hier werden, ausgehend von der aktuellen Situation, zahlreiche Zuflussreihen auf der Basis 
von Monatswerten stochastisch simuliert und damit die Speicherbewirtschaftung für die zu-
künftigen Monate durchgeführt. Nach statistischer Auswertung erhält man Wahrscheinlich-
keitsaussagen über die Zuflüsse und die auftretenden Speicherzustände. 
 
2 Bedingte Stochastische Simulation des Abflusses auf der Basis  
   von Monatswerten  
Grundlage des Modells ist die stochastische Simulation des Speicherzuflusses auf der Basis 
von Monatswerten. Das hier verwendete Verfahren ist in der Praxis vielfach erprobt 
(DYCK/SCHRAMM). Der monatliche Durchfluss wird als instationärer periodischer Markov-
Prozess einer bestimmten Ordnung aufgefasst. Die Ordnung des Prozesses widerspiegelt die 
Persistenz, das heißt die Erhaltungsneigung des Durchflussprozesses. Mathematischer Aus-
druck dafür sind von Null verschiedene Auto- und Kreuzkorrelationen. Erst dadurch ist eine 
sinnvolle Nutzung für die Vorhersage möglich. Die Instationarität besagt, dass ein Jahresgang 
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Zur Anwendung des Verfahrens ist es notwendig, den Durchflussprozess in einen normiert 
normalverteilten Prozess zu transformieren. Dafür existieren verschiedene Verteilungsfunkti-
onen mit entsprechenden Transformationsgleichungen. Diese Transformationen überführen 
die Zufallsgröße Q in eine normiert normalverteilte Größe X (mathematische Bezeichnung: 
N(0,1)-Verteilung = Gauß-Verteilung mit Mittelwert 0 und Standardabweichung 1). Die wei-
tere Auswertung erfolgt mit den so erhaltenen N(0,1)-verteilten Werten. Zunächst werden die 
Autokorrelationskoeffizienten als Maß für das Persistenzverhalten des Durchflussprozesses 
berechnet. Diese Persistenz ist Ausdruck des Retentionsvermögens eines Flussgebietes und 
wird daher im Lockergesteinsbereich größer sein als im Festgesteinsbereich. Ebenso ist zu 
erwarten, dass ein großes Einzugsgebiet eine höhere Persistenz besitzt als ein kleines. Gleich-
zeitig ist eine Zeitabhängigkeit (Jahresgang) zu erwarten. So zeigen die Herbstmonate im 
Allgemeinen eine höhere Korrelation als die Frühjahrsmonate mit stark wechselnden Durch-
flüssen. Dieser Effekt lässt sich anhand der Autokorrelationskoeffizienten gut nachweisen.  
Grundlage für die Simulation eines stochastischen Prozesses sind bedingte Verteilungsfunk-
tionen. Dies läuft auf eine Gleichung hinaus, nach der ausgehend von einem gegebenen Zu-
stand (Durchflüsse der Vormonate xj,..xj-2) der Durchfluss für den Folgemonat xj+1 berechnet 
werden kann.  
 
ZUFbxaxaxax 1j2j1j3,1j1j2,j1j1,1j ⋅+⋅+⋅+⋅= +−+−+++  
 
Die a1,j+1,...a3,j+1 bezeichnen dabei die Simulationskoeffizienten für den Folgemonat und bj+1 
die entsprechende Reststandardabweichung. ZUF ist eine normiert normalverteilte Zufalls-
zahl und wird mittels eines Zufallsgenerators bestimmt. Unter den vereinbarten Vorausset-
zungen ist xj+1 dann normalverteilt. Durch Rücktransformation erhält man aus xj+1 den Durch-
fluss Qj+1. 
Auf diese Weise wird eine große Anzahl an Monatswerten erzeugt. Bei Speicherrechnungen 
geht man von mindestens 1000 Jahren zu 12 Monaten aus. 
 
3 Speicherbewirtschaftung und Ergebnisse 
Die Bewirtschaftung des Speichers muss durch einen Algorithmus beschrieben werden. Da-












> Betriebsraum des Speichers, monatlich variabel 
> Mindestabgaben an das Wildbett, monatlich variabel 
> Trinkwasserabgabe aus dem Speicher, monatlich variabel 
> Speicherverdunstung in Abhängigkeit von der Wasserfläche 
> monatlich variable Grenzinhalte, bei deren Unterschreitung die Trinkwasserabgabe  
reduziert wird 
> Vorgabe von Bereitstellungsstufen/eines Lamellenplanes für die Trinkwasserabgabe 
> Vorgabe eines Lamellenplanes für die Mindestabgabe 
 
Der Bewirtschaftung sind prinzipiell jedoch keine Grenzen gesetzt, solange sich die Regeln 
als Algorithmus beschreiben lassen. 
Nach der Speichersimulation und entsprechenden Auswertungen erhält man Wahrscheinlich-
keitsaussagen zu den Systemzuständen in den Monaten der Zukunft. 
 
4 Modellanwendung an der TS Eibenstock 
Die Talsperre Eibenstock befindet sich im östlichen Erzgebirge und staut das Wasser der 
Zwickauer Mulde bei Neidhardstal. Sie hat mehrere Aufgaben: 
> Trinkwasserabgabe (Regelabgabe 1,30 nach Bereitstellungsstufenregelung QA99%BSS) 
> Hochwasserschutz (IGHR=10 Mio. m³, zusätzlich 5 Mio. m³ dynamisch nutzbar) 
> Niedrigwasseraufhöhung der Zwickauer Mulde mit Steuerpegel Zwickau-Pölbitz, Auf-















 Es wurde ein stochastisches Simulationsmodell für den Speicherzufluss und den Abfluss des 
Zwischengebietes der Zwickauer Mulde von der Talsperre bis zum Steuerpegel aufgebaut. 
Dabei wurde neben der Autokorrelation zwischen den Monaten auch die Kreuzkorrelation 
zwischen dem Speicherzufluss und dem Zwischengebietsabfluss berücksichtigt. In der Simu-
lationsgleichung werden die gemessenen mittleren Abflüsse der jeweils 6 zurückliegenden 
Monate benutzt. 
Wegen innermonatlicher Schwankungen des Durchflusses kann die Zuschusswasserabgabe 
als Monatswert nicht exakt auf das Steuerziel erfolgen. Deshalb wurde nach einer Auswer-
tung von Tageswerten des Zwischengebietes eine Regressionsfunktion für die Zuschusswas-
serabgabe in Abhängigkeit vom Monatsmittel entwickelt. Dadurch kann es vorkommen, dass 
eine Zuschusswasserabgabe erforderlich ist, obwohl der Mittelwert am Steuerpegel über dem 
zu garantierenden Mindestabfluss liegt. 
Die für die Modellrechnung erforderlichen Daten werden aus dem Prozessleitsystem eingele-
sen. Dort stehen bei den Abflüssen Tageswerte zum Abruf bereit, für das Modell werden 
daraus die erforderlichen Monatsmittelwerte berechnet. Dies sind im Einzelnen folgende 
Werte: 
> Monatsmittelwerte der letzten 6 Monate für den Zufluss zur TS, den Pegel Zwickau-
Pölbitz und die Wildbettabgabe, daraus wird der Zwischengebietsabfluss berechnet 
> der aktuelle Speicherinhalt 
 
 
Hier erfolgt die Rechnung mit den Daten aus einer historischen Trockenperiode heraus. Der 
aktuelle Monat ist der Juni mit einem aktuellen Speicherinhalt von 60 Mio. m³, die Simula-
tion erfolgt über 3 Jahre in die Zukunft. 
Abb. 3: 









Bei der Zuflusssimulation sind natürlich nur die ersten Vorhersagemonate vom aktuellen 
Zustand und der Vergangenheit abhängig. Je weiter man in die Zukunft simuliert, desto mehr 
nähern sich die Ergebnisse der jeweiligen Verteilung des Monats. 
 
Bei Start des Programms erfolgt die stochastische Simulation des Zuflusses (Abb. 4, oberes 





Abb. 4:  Grafik Simulation. Die helle Linie zeigt eine von 1000 Simulationen. 
 
 
Man erkennt in der Beispielsrechnung oben, dass sich die ungünstige Ausgangslage auf die 
Speicherfüllung der folgenden 2 Jahre auswirkt (relativ hohe Häufigkeit der niedrigen Inhal-
te), danach hat sich die Situation wieder auf dem stationären Zustand (unabhängig von der 
aktuellen Ausgangssituation) stabilisiert.  
 
Die beiden Grafiken der Abb. 5 zeigen die ermittelten Speicherinhalte als Verlauf der Quanti-
le über die Zeit und die Wahrscheinlichkeitsverteilung der Inhalte in den nächsten Monaten 
(und zum Vergleich im Dezember des dritten Jahres). 
Auf der linken Grafik ist der Bereich zu sehen, in dem sich der Inhalt mit einer Wahrschein-
lichkeit von 90 % (zwischen der obersten Linie (95 % Quantil) und der untersten Linie (5 % 
Quantil)) bewegen wird. Mit einer Wahrscheinlichkeit von jeweils 50 % wird im Dezember 
(Monat Juni+6) ein Inhalt von 40 Mio. m³ über- bzw. unterschritten. Dieser Wert liegt etwas 












Abb. 5: Grafiken Quantile und Verteilungen des Inhaltes, Trockenperiode 
 
Die Lamelle 3 wird im folgenden Jahr mit einer Wahrscheinlichkeit von 5 % unterschritten. 
Der Anlagenbetreiber ist damit in der Lage, rechtzeitig eine kritische Situation zu erkennen 
und gegebenenfalls Maßnahmen zu ergreifen. In diesem Fall könnte dies bedeuten, die Abga-
ben zur Niedrigwasseraufhöhung einzuschränken. 
 
Folgende Rechnung wurde in einer Nassperiode durchgeführt (s. Abb. 6). Der Anfangsinhalt 
und die Bewirtschaftungsregeln sind identisch. Die völlig anderen Ergebnisse in der Inhalts-
entwicklung beruhen nur auf der veränderten stochastischen Simulation des Zuflusses auf der 
Basis der letzten nassen 6 Monate. 
 
  
Abb. 6: Grafik Quantile und Verteilungen des Inhalts, Nassperiode 
 
Im Gegensatz zur Trockenperiode liegen die Medianwerte (50 %-Werte) sämtlich über  
60 Mio. m³, mit einer Sicherheit von 95 % liegen die Inhaltwerte über 45 Mio. m³. 
 
 
Mit dem Modell kann außerdem die Trinkwasserabgabe oder der Hochwasserrückhalteraum 
optimiert werden. Das folgende Beispiel bezieht sich auf den Rückhalteraum. Die Fragestel-
lung dazu lautet: 
 
Welcher Speicherraum ist minimal erforderlich (der Rückhalteraum wird dadurch 
maximiert), um die Sicherheit der Trinkwasser- und Zuschusswasserabgabe bei einer 













Der aktuelle Inhalt entspricht dem statischen Hochwasserrückhalteraum von 10 Mio. m³. 
Unter günstigen Bedingungen kann zusätzlich ein dynamischer Rückhalteraum in Höhe von  
5 Mio. m³ genutzt werden. Die geforderte Sicherheit für die Trinkwasser- und Zuschusswas-
serabgabe beträgt hier 99 %. Mit dieser Sicherheit darf die Lamelle 1 nicht unterschritten 
werden. Das heißt, es darf kein Inhalt auftreten, bei dem die Abgabe wegen des Lamellenpla-
nes reduziert werden muss. Eine Unterschreitung der Lamelle wird damit als negatives Ereig-
nis gewertet. Wird das Betriebsstauziel erreicht oder überschritten, wird die Simulation als 
positiv gewertet und abgebrochen, weil in diesen Fällen die weitere Entwicklung nicht mehr 
vom Anfangszustand abhängig ist. 
 
Die Lösung der Aufgabe erfolgt iterativ. Der aktuelle Anfangsinhalt wird so lange variiert, 
bis die geforderte Sicherheit der Nutzabgaben erreicht ist. Liegt die Sicherheit bei einer Vari-
ante über der geforderten, so besteht eine Sicherheitsreserve, die bei der nächsten Iteration 
durch eine Vergrößerung des Rückhalteraumes (Der Anfangsinhalt wird reduziert.) kompen-
siert wird. Liegt die Sicherheit unter der geforderten, so wird der Rückhalteraum reduziert. 
Abb. 8 zeigt das Ergebnis solch einer Iteration. 
 
Ein Inhalt von 59,2690 Mio. m³ reicht danach in der aktuellen Situation aus, um die Nutzab-
gaben mit einer Sicherheit von 99 % zu gewährleisten. Damit kann der dynamische Hoch-
wasserrückhalteraum voll genutzt werden. Unter Nutzung dieses dynamischen Rückhalte-
raumes könnte bis auf 59,6345 Mio. m³ abgesenkt werden. 
 
 
Abb. 7:  













Abb. 8: Ergebnis der Iteration zur Maximierung des Hochwasserrückhalteraumes 
 
 
5 Zusammenfassung und Ausblick 
Ausgehend von der aktuellen hydrologischen Situation werden Folgen von mittleren Monats-
zuflüssen für die Zukunft simuliert. Diese Zuflüsse sind mit der Vergangenheit korreliert. 
Man erhält dadurch bedingte Wahrscheinlichkeitsaussagen für den Zufluss der nächsten Mo-
nate und bei einer darauf aufbauenden Speichersimulation Wahrscheinlichkeitsaussagen zur 
Bewirtschaftung.  
Das Simulationsverfahren für den Zufluss kann auch auf meteorologische Größen erweitert 
werden. Damit ist eine Nutzung für komplexe Bewirtschaftungsregeln möglich. 
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 Anforderungen an saisonale Vorhersagesysteme  
am Beispiel der EnBW 






Die Vorhersagen meteorologischer und hydrologischer Einflussgrößen spielen eine immer 
wichtigere Rolle im modernen Risikomanagement eines Energieversorgungsunternehmens. 
Dafür sind nicht nur die kurzfristig präzisen Prognosen dieser Parameter für die optimale 
Day-ahead Kraftwerkseinsatzplanung erforderlich und im Einsatz, sondern es herrscht im 
Zusammenhang mit einem aktiven Risikomanagement der Bedarf an mittelfristigen (> 1-3 d) 
oder saisonalen Prognosen dieser Parameter, um bereits frühzeitig auf sich abzeichnende 
Tendenzen reagieren zu können. 
 
2 Einsatz von kurzfristigen und saisonalen meteorologischen und  
   hydrologischen Vorhersagen bei der EnBW 
Im Folgenden sind die Aufgabenfelder kurz dargestellt, in denen saisonale Prognosen benö-
tigt werden, um die Aufgaben des Risikomanagements in den Energiemärkten besser durch-
führen zu können. 
2.1 Einfluss meteorologischer Parameter bei der Lastprognose für Strom und  
      Gas 
Das Verbrauchsverhalten einer großen Menge von Stromkunden eines Energieversorgungs-
unternehmens ist abhängig von den meteorologischen Parametern Temperatur und Helligkeit 
bzw. Globalstrahlung. Im Winter steigt beispielsweise die Stromnachfrage im Wesentlichen 
durch erhöhten Beleuchtungs- und Heizbedarf, während im Sommer die Stromlast bei Tem-
peraturen höher als ca. 17°C durch den Einsatz von Klimaanlagen deutlich erhöht wird. Auch 
bei der Belieferung von Gaskunden ist es wichtig, eine Prognose der Gasabnahmemengen zu 
erstellen. Der Gasverbrauch ist deutlich durch den Heizbedarf dominiert, welcher stark von 
der Temperatur abhängt und speziell im Winter erhöht ist. In den Day-ahead Prognosen der 
elektrischen und Gas-Last für die Positionsbestimmung und Einsatzplanung der Kraftwerke 
werden diese Einflussgrößen schon im operativen Betrieb mit recht großer Genauigkeit prog-
nostiziert (z. B. mittlerer Fehler Temperatur 0,1-0,3 K). Dagegen wird für die Positionsbe-
stimmung und das Risikomanagement im mittelfristigen Zeithorizont durch genauere Aussa-
gen von den Wetterdiensten zu der wahrscheinlichen Entwicklung der meteorologischen Pa-









2.2 Einfluss meteorologischer und hydrologischer Parameter bei der Wasser- 
      speicherbewirtschaftung und Laufwasserenergieerzeugung 
Im Portfolio der EnBW befinden sich speziell viele Wasserkraftwerke. Dabei wird zwischen 
Speicher- und Laufwasserkraftwerken unterschieden. 
Speicherseen dienen im Sinne der Energiewirtschaft der kurz- bzw. auch mittelfristigen Spei-
cherung von elektrischer Energie in Form von potenzieller Energie. Da diese Speicherseen 
einen erheblichen natürlichen Zufluss haben, hängt die Energieproduktion dieser Kraftwerke 
ebenso wie die der Laufwasserkraftwerke in den Flüssen von der Zuflusssituation und damit 
letztlich von den Niederschlägen und Schneeverhältnissen ab. 
Bislang stehen zur Abschätzung der Abflüsse hauptsächlich statistische Methoden zur Verfü-
gung, die teilweise, speziell für die Laufwasserkraftwerke, in hydrologischen Modellen wei-
terverarbeitet werden. Daher wären verbesserte Prognosen der saisonalen Entwicklung der 
Schnee- und Niederschlagsmengen bzw. speziell des Zeitpunkts der Schneeschmelze aus 
unserer Sicht erstrebenswert. 
2.3 Prognose der Windeinspeisung nach EEG 
Deutschlandweit beträgt die kumulierte installierte Leistung der Windenergieanlagen aktuell 
mehr als 20000 MW. Das Erneuerbare-Energien-Gesetz (EEG) verpflichtet die lokalen An-
schlussnetzbetreiber, die Erzeugung aus erneuerbaren Energien unverzüglich aufzunehmen. 
Die stark fluktuierende Windenergieeinspeisung wird dann an die Übertragungsnetzbetreiber 
weitergereicht, durch diese ausgeglichen und in Form von Bändern deutschlandweit verteilt. 
Die Übertragungsnetzbetreiber vergeben diese Ausgleichsaufgabe an Dienstleister, so dass 
die EnBW Trading GmbH derzeit z. B. bis zu 2500 MW Windleistung aus deutschlandweiter 
Erzeugung ausgleichen muss. Daher ist die Prognose von Windenergieerzeugung für die 
nächsten Tage eine sehr wichtige Aufgabe für die optimale Einsatzplanung der nächsten Ta-
ge. Hierzu wird eine ausgefeilte Day-ahead Prognose der Windeinspeisung operativ einge-
setzt, wobei diese Prognosen aufgrund der höheren Volatilität der Windeinspeisung deutlich 
ungenauer als z. B. die elektrischen Lastprognosen sind. Somit wären genauere und auch 
weiter in die Zukunft reichende Windprognosen von großem Vorteil. 
2.4 Krisenprävention bei Hitze und Niedrigwasser 
Die EnBW betreibt eine große Zahl thermischer Kraftwerke. Diese Kraftwerke benötigen aus 
physikalischen Gründen eine Kühlung, die in der Regel durch Wasser aus Flüssen bereitge-
stellt wird. Das Wasser wird entweder in einem Kühlturm verdunstet und/oder mit einer hö-
heren Temperatur wieder in den Fluss abgegeben. Für die Nutzung des Flusswassers sind 
verschiedene wasserrechtliche Vorgaben und Grenzwerte zu beachten, die sich sowohl auf 
die maximalen Wassertemperaturen als auch die maximal zu verdunstenden Wassermengen 
beziehen. 
Daher ist es im Sinne einer professionellen Krisenprävention und vor allem im Hinblick auf 
Extremsituationen im Sommer wichtig, Prognosen über die Entwicklung der hydrologischen 
Parameter Wassertemperatur und Abfluss zu erstellen, mit denen rechtzeitig die Betriebswei-










 Dazu werden bei der EnBW Trading GmbH auf statistischen Szenariorechnungen basierende 
und in Zusammenarbeit mit einem externen Dienstleister komplexe Wasserhaushalts- und 
Wärmemodelle eingesetzt, um auch in Extremsituationen für die nächsten Tage und Wochen 
die Betriebssituation abschätzen zu können.  
Genauere saisonale Prognosen von Hitze-/Niedrigwasser-Ereignissen wären in diesem Sinne 
sehr hilfreich, um mit diesen Extremsituationen längerfristig besser umgehen zu können. 
 
3 Zusammenfassung 
Das professionelle Risikomanagement eines Energieunternehmens erfordert heutzutage die 
möglichst genaue Prognose von verschiedenen meteorologischen Einflussgrößen auf lokaler 
wie auch nationaler Skala. In diesem Beitrag werden kurz vier wichtige Anwendungen sol-
cher Prognosen beschrieben, die jeweils die genaue Kenntnis der Wetterparameter erfordern. 
Bei der Lastprognose gehen sowohl die Lufttemperatur als auch die Globalstrahlung bzw. der 
Bedeckungsgrad mit ein. Für die Bewirtschaftung von Speicherseen sind Niederschlags- und 
Schneeschmelze-Prognosen unabdingbar. Um die Laufwassererzeugung richtig schätzen zu 
können, müssen hydrologische Abflüsse prognostiziert werden, die wiederum von Nieder-
schlägen und Schneehöhen abhängen. Zur Einhaltung der wasserrechtlichen Anforderungen 
für thermische Kraftwerke müssen Prognosen der Wassertemperaturen und Verdunstungs-
mengen erzeugt werden. Für die optimale Veredelung von fluktuierender Windenergieein-
speisung ist eine möglichst genaue Kenntnis der Windstärke erforderlich. 
All diese Wetterparameter werden momentan mit unterschiedlich hoher Genauigkeit im ope-
rativen Betrieb der Day-ahead Kraftwerkseinsatzplanung prognostiziert. Während die Tem-
peratur und Globalstrahlungseffekte auf die Lastnachfrage ziemlich genau für den nächsten 
Tag geschätzt werden können, ist die Prognose der Windenergieerzeugung eine deutlich 
schwierigere Aufgabe. Wenn man in den mittelfristigen Planungsbereich (> 1-3 d) übergeht, 
werden diese Prognoseaufgaben immer komplexer. Hier werden durch moderne saisonale 
und mittelfristige Wettervorhersagen deutliche Verbesserungen erwartet. 
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 Potenzielle Anwendungen von saisonalen Vorher-
sagen für die Bewirtschaftung von Talsperren 






Seit mehr als einem Jahrhundert betreibt der Ruhrverband im Einzugsgebiet der Ruhr zur 
Sicherung der Wasserversorgung des Ruhrgebiets, einer der dichtbesiedelsten Industrieregio-
nen Europas, sowie zur Verringerung von Hochwasserabflüssen von hochwassergefährdeten 
Flussabschnitten, praktische Flussgebietsbewirtschaftung.  
 
 
Abb. 1: Einzugsgebiet der Ruhr mit Talsperren und Wasserexport 
 
Hierzu steht ein Talsperrensystem im Sauerland mit einer Staukapazität von 472 Mio. m³ zur 
Verfügung (Abb. 1). Aus diesen Talsperren wird Zuschusswasser während sommerlicher 
Trockenperioden in die Ruhr abgegeben. Auf diese Weise wird den entlang der Ruhr ange-
siedelten Wasserwerken das für die Versorgung von 5,2 Millionen Menschen nebst Industrie 
und Gewerbe benötigte Rohwasser zur Verfügung gestellt. Zusätzlich wird während Hoch-
wasserereignissen Wasser in den Talsperren zurückgehalten, um so hochwassergefährdete 
Gewässerstrecken weitgehend vor Überflutungen zu schützen (Details s. MORGENSCHWEIS 









2 Grundzüge zur Bewirtschaftung des Ruhreinzugsgebiets 
Aufbauend auf dem Ruhrverbandsgesetz, das seit 1990 die gesetzliche Grundlage für die 
Bewirtschaftung der Talsperren darstellt, ist der Ruhrverband u. a. verpflichtet, 
 
a) an bestimmten Kontrollquerschnitten (Pegel Villigst, Pegel Hattingen, s. Abb. 1) je-
derzeit einen vorgegebenen Mindestabfluss einzuhalten, 
b) Hochwasserabfluss durch Retention in den Talsperren zu verringern und so Überflu-
tungen in unterhalb der Talsperren gelegenen Flussstrecken zu vermeiden bzw. zu 
mindern. 
 
Das Talsperrensystem wird wegen seiner überregionalen Aufgabe vom Ruhrverband zentral 
von der Hauptverwaltung in Essen aus gesteuert, mehr als 100 km von den einzelnen Talsper-
ren entfernt. Dabei wird aufbauend auf einem umfassenden Monitoringsystem und den Er-
gebnissen mathematischer Modelle zeitnah über die Abgaben aus den einzelnen Sperren ent-
schieden. 
Um die o. a. Aufgaben jederzeit und zuverlässig erfüllen zu können, wird das Talsperrensys-
tem so bewirtschaftet, dass die Abgabe aus den Talsperren an den Speicherinhalt und die 
periodisch wiederkehrenden hydrologischen Gegebenheiten (zuflussreiches Winterhalbjahr, 
zuflussärmeres Sommerhalbjahr) möglichst optimal angepasst und so eine innerjährliche 
Umverteilung des natürlichen Dargebots erreicht wird. Dies bedeutet, dass man im Regelfall 
zu Beginn des hydrologischen Sommers einen optimalen Füllungsstand der Talsperren an-
strebt, damit ausreichend Zuschusswasser für eine mögliche sommerliche oder/und herbstli-
che Niedrigwasserperiode zur Verfügung steht. Abb. 2, in der in schwarz der langjährige 
Mittelwert des Gesamtstauinhalts der Ruhrtalsperren für einen eineinhalbjährigen Zeitraum 
dargestellt ist, verdeutlicht diese Grundregel. Im April/Mai sind jeweils die höchsten und im 
Oktober/November die niedrigsten Füllungsstände. Danach stellen im Regelfall die Winter-
monate Anfang November bis Ende April die Füllungsperiode und die Sommermonate von 
Anfang Mai bis Ende Oktober die Entleerungsperiode eines Talsperrensystems dar, welches 
dem innerjährlichen Abflussausgleich dient. 
Bei Talsperren, die bevorzugt zum Hochwasserschutz eingesetzt werden, müssen zwangsläu-
fig andere Bewirtschaftungsstrategien angewandt werden. Hier sollte in Zeiten mit besonde-
rer Hochwassergefährdung (z. B. im Ruhreinzugsgebiet im Winter) der Füllungsstand der 
Talsperren möglichst niedrig sein, um einen großen Freiraum zum Zurückhalten von mög-
lichst viel Hochwasserabfluss zur Verfügung zu haben (maximale Retentionswirkung). 
Diese Bewirtschaftungsgrundlagen sind bei der Diskussion von möglichen Anwendungen 
saisonaler Vorhersagen bei der Bewirtschaftung von Talsperren von Bedeutung. 
 
3 Mögliche Nutzungen von saisonalen Vorhersagen bei der  
   Bewirtschaftung von Talsperren 
Anhand von Beispielen aus der Praxis soll der potenzielle Nutzen von saisonalen Vorhersa-












Abb. 2: Ganglinien des Stauinhalts der Ruhrtalsperren 
 
2.1 Winterliche Trockenperioden 
In Abb. 2 ist in rot die Ganglinie des Füllungsstandes aller Ruhrtalsperren vom 1.4.1995 bis 
1.11.1996 dargestellt. Beim Vergleich dieser Ganglinie mit der des langjährigen Mittels fällt 
auf, dass die winterliche Auffüllungsphase ausfällt. Anstatt eines Wiederanstiegs des Stauin-
halts ab Mitte November oder zumindestens ab Ende November, wie sogar im extremen 
sommerlichen Trockenjahr 1976 (blaue Linie in Abb. 2), sinkt der Stauinhalt stetig weiter ab 
und erreicht Mitte Februar 1996 seinen Tiefstpunkt. Ursache hierfür war ein extremer Nieder-
schlagsmangel im Winterhalbjahr 1996. Mit einer Niederschlagssumme von nur 239 mm war 
das Winterhalbjahr 1996 (Nov.-April) das mit Abstand trockenste seit Beginn der meteorolo-
gischen Messungen im Einzugsgebiet der Ruhr im Jahre 1894. Insbesondere die Monate Ja-
nuar mit 12 mm und April mit 11 mm sowie der Zeitraum März-April waren mit ihren außer-
ordentlich geringen Monatssummen verantwortlich für die o. a. Extremwerte. Dieses winter-
liche Niederschlagsdefizit hatte naturgemäß unmittelbare Auswirkungen auf die Abflüsse im 
Einzugsgebiet der Ruhr sowie auf die Stauinhalte der Talsperren im Sauerland, wie Abb. 2 
anhand der roten Ganglinie verdeutlicht. Die Abflussverhältnisse des Winters 1996 waren 
durch außerordentlich geringe natürliche Werte geprägt, in der Summe wurde für das Winter-
halbjahr ein Defizit von mehr als 1,1 Mrd. m³ gegenüber dem langjährigen Mittelwert  
(1,8 Mrd. m³) im Ruhreinzugsgebiet errechnet. 
Der außerordentliche Niederschlagsmangel der Wintermonate löste in wasserwirtschaftlicher 









schusswassermengen aus den Talsperren erforderlich, wie sie ansonsten in hochsommer-
lichen Trockenperioden notwendig sind; dies wiederum führte zu einem für die Jahreszeit 
außergewöhnlich niedrigen Füllungsstand der Talsperren im Einzugsgebiet der Ruhr (s. 
Abb. 2). Wegen dieser extremen wasserwirtschaftlichen Lage und im Hinblick auf einen 
denkbaren nachfolgenden trockenen Sommer 1996 wurden daher auf einer gemeinsamen 
Krisensitzung von Aufsichtsbehörde und Ruhrverband am 20. März 1996 in einer Sofortent-
scheidung vom Ministerium für Umwelt und Naturschutz, Landwirtschaft und Verbraucher-
schutz NRW (MUNLV) reduzierte Grenzwerte des Mindestabflusses zur Sicherung der Was-
serversorgung des rechtsrheinisch-westfälischen Industriegebietes angeordnet. 
Hätte man zu diesem Zeitpunkt im Rahmen einer saisonalen Vorhersage gewusst, dass der 
nachfolgende Sommer 1996 insgesamt zu feucht würde, wäre man sicherlich gelassener ge-
wesen und hätte wahrscheinlich auf die Sonderregelung verzichtet. Aus Mangel an Vorhersa-
ge wurde ein worst-case Szenario entwickelt, indem man davon ausging, dass der extremen 
winterlichen Trockenperiode eine extreme sommerliche, wie z. B. im Jahre 1976 (s. Abb. 2), 
folgen könnte.  
3.2 Sommerliche Trockenperioden 
Bei sommerlichen Niedrigwasserzeiten wie 1976 (s. Abb. 2), die wesentlich häufiger als win-
terliche Trockenperioden in den letzten 100 Jahren auftraten, ist die Fragestellung ähnlich 
gelagert: Wie lange dauert die laufende Trockenperiode und wie wird der nachfolgende Win-
ter ausfallen? Im Trockenjahr 1976 endete der niederschlagsfreie Zeitraum im Ruhreinzugs-
gebiet am 23.11., im extremen Trockenjahr 1959 am 23.12. 
In den Jahrzehnten vor der bis heute einmaligen beschriebenen winterlichen Trockenperiode 
von 1996 (s. Kap. 3.1) ging man bei der Steuerung von Talsperren von einer fast naturge-
setzmäßigen winterlichen Regenerationsphase des Systems aus. Da sommerliche Trockenpe-
rioden im Rahmen von Klimaänderungen in Zukunft häufiger auftreten können, wäre auch 
hier eine Abschätzung des nachfolgenden Winterhalbjahres bzgl. Niederschlagsaufkommen 
sehr hilfreich.  
3.3 Winterliche Hochwasserereignisse 
In den letzten 30 Jahren waren 90 % der Hochwasser im Einzugsgebiet der Ruhr Winterer-
eignisse. Diese sind, im Gegensatz zu vorwiegend konvektiven Sommerstarkregen, an eine 
länger andauernde Großwetterlage (z. B. zyklonale Westlage) gebunden, in deren Verlauf 
lang anhaltende Niederschläge mittlerer Intensität das gesamte Einzugsgebiet flächenhaft 
überregnen. In diesen Situationen könnte die Vorhersage, ob der folgende Winter übermäßig 
nass oder trocken wird, bei der Steuerung der Talsperren tendenziell berücksichtigt werden. 
Bei einem nassen Winter z. B. würde man vorsorglich einen größeren Freiraum für Hochwas-
serzwecke in diesem Zeitraum vorhalten bzw. durch langfristige Vorentlastung „freifahren“.  
3.4 Wasserkraft 
Grundsätzlich gilt für die Wasserkraft an Talsperren: Je höher der Füllungsstand, desto grö-
ßer ist die Fallhöhe und damit die erzeugte elektrische Energie. Da dies bei Mehrzweckspei-
chern, wie den Talsperren im Einzugsgebiet der Ruhr, ein gegenüber z. B. dem Hochwasser-










 Kenntnis, ob der kommende Winter überwiegend nass oder trocken wird, von großer Bedeu-
tung. Vorhersagen auf Monatsbasis könnten für die Maximierung der wirtschaftlichen Erträ-
ge, z. B. für den Verkauf von Energie an der Strombörse, nützlich sein. 
Schließlich wäre für die Festlegung von Zeiträumen für Instandsetzungsarbeiten von z. B. 
thermischen Kraftwerken, die auf Kühlwasser aus einem Fluss angewiesen sind, eine saisona-
le Vorhersage außerordentlich nützlich und kostensparend. 
3.5 Bau- und Instandsetzungsarbeiten 
Dies betrifft sowohl Reparatur- und Instandsetzungsmaßnahmen an Talsperren selbst, bei 
denen eine vorrübergehende Absenkung des Stauspiegels notwendig ist (z. B. bei Abgabeor-
ganen an Wehranlagen, bei Randwegen etc.), als auch Baumaßnahmen in unterhalb der Tal-
sperren gelegenen Gewässerstrecken (z. B. Brückenbauwerke). All diese Maßnahmen haben 
letztendlich Einfluss auf die Verfügbarkeit von Stauraum und damit auf die Versorgungssi-
cherheit des Systems. Um hier bei Planung und Genehmigung sichere Annahmen treffen zu 
können, wäre eine saisonale Vorhersage von Nutzen. 
 
4 Zusammenfassung und Ausblick 
Anhand von Beispielen und Fragestellungen aus der Praxis wird der mögliche Nutzen von 
saisonalen Vorhersagen für die Steuerung eines Talsperrensystems vorgestellt. Es kann ge-
zeigt werden, dass bei winterlichen Trockenperioden, wie 1996, sommerlichen Trockenperi-
oden, wie 1976, und winterlichen Hochwasserereignissen eine saisonale Vorhersage durchaus 
Vorteile für die Bewirtschaftung von Speicherräumen haben kann. Das gleiche gilt für die 
Energieerzeugung mittels Wasserkraft und generell für die Planung und Durchführung von 
Baumaßnahmen im Bereich von Talsperren. 
Für den endgültigen Nutzen einer saisonalen Vorhersage ist m. E. ausschlaggebend, wie zu-
verlässig und belastbar die Ergebnisse sind. So wird wahrscheinlich eine Vorhersage mit 
einer Genauigkeit von 70 % und weniger lediglich tendenziellen Einfluss auf eine Entschei-
dung in der Praxis haben. 
Abschließend ist jedoch festzuhalten, dass für die Wasserwirtschaft die Vorhersage der Nie-
derschlagsentwicklung von wesentlich größerer Bedeutung wäre als die der Lufttemperatur.  
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 Saisonale Wasserstandsvorhersagen aus der Praxis 
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Portrait der Imperial Reederei Gruppe
Wasserführung und Beförderungskapazität
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Anwendung von Wasserstandsvorhersagen – Oberrheinverkehr







um 1800 in Ruhrort als Tochter der
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1972
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Erwerb der Reederei-Gruppe durch
Imperial Logistics International
1. Juni 2003











Zahlen und Fakten der Imperial Gruppe
Zahlen und Fakten der Imperial Reederei Gruppe
Umsatz 370 Mio. Euro
Beförderungsleistung 50 Mio. t
davon flüssige Massengüter   6 Mio. t
Eigene Flotte 188 Binnenschiffe
400.000 t Tragfähigkeit























je Schiffsgröße 3,50 m % 2,80 m % 2,50 m % 2,00 m % 1,50 m %
L. 135,00 x B. 11,45 3700 t 100 2600 t 70 2225 t 60 1475 t 40 750 t 20
L. 110,00 x B. 11,40 3000 t 100 2100 t 70 1800 t 60 1200 t 40 600 t 20
L.   85,00 x B.  9,50 1350 t 100 1350 t 100 1350 t 100 930 t 69 570 t 42
L.   67,00 x B.  8,20 1000 t 100 1000 t 100 1000 t 100 670 t 67 420 t 42
L = Länge / B = Breite / % = in % von max. Abladung
Quelle: VBW (Weska)




Wasserführung in den Jahren 2002 bis 2008
Basis: Wasserführung des Rheins anhand von Wasserstandsmessungen an den Pegeln Maxau, Kaub und 
Ruhrort und die des Westlaufs der Donau anhand von Wasserstandsmessungen am Pegel Hofkirchen
2002: Durchschnittliche Wasserführung mit jahreszeitlich bedingten, kurzzeitigen  
Niedrig- und Hochwasserphasen
2003: Lange Trockenperiode im Sommer, die über Monate die 
Beförderungskapazität der deutschen Binnenschifffahrt, vor allem auf dem
Rhein und seinen Nebenflüssen, stark beeinträchtigte. 
Diese Extremsituation führte zeitweise zu Ver-/Entsorgungsengpässen bis hin zu
Werksstillständen in der Industrie.
2004: Durchschnittliche Wasserführung mit jahreszeitlich bedingten, kurzzeitigen  
Niedrig- und Hochwasserphasen. Mengen gingen der Schifffahrt durch die Situation 
2003 verloren.
2005: Im Herbst machte sich insbesondere ein Wassermangel auf dem Rhein bemerkbar. 
Diese Situation führte sowohl zu einer Anhebung der Frachtpreise als auch zu negativen 
Auswirkungen auf die Beförderungsmengen im 4. Quartal 2005.
2006: Auch zu Beginn des Jahres 2006 war der Wasserstand auf dem Rhein bis Ende Januar noch 
unzureichend. Die Folgen der Schneeschmelze in den Alpen und auch im Flachland wurden erst im 
Laufe des Frühjahrs spürbar. Die starken Schneefälle im Februar und März führten in den letzten 
Wochen zu Hochwasser.
2007: Durchschnittlich gutes Wasserjahr, obwohl Anfang des Jahres nicht erkennbar.












Anwendung von Wasserstandsvorhersagen - Niederrheinverkehr
max. Abladung auf dem Rhein nach Duisburg (keine Festlegung - je nach Wasserstand) 
SB Herkules mit 4 oder 6 Imperial-Schubleichtern – 4,00 m Tiefgang 
= 2.750 t Auslastung je Schubleichter
∅ Abladung je SL je dm ∼ 85 t
Abladung Pegel Ruhrort +/- 0,00 m am Tag der Passage
Fahrtzeit ARA-Duisburg ∼ 250 km ∼ 25 Std. : 24 Std. (B-Fahrt) ∼ 1 Tag
Der zuständige Disponent einer Reederei bzw. der jeweilige Partikulier muss 
entsprechend frühzeitig aufgrund seiner Erfahrung und der Prognosen bzw.




Anwendung von Wasserstandsvorhersagen - Neckarverkehr
max. Abladung auf dem Neckar nach Heilbronn (270 cm) 
MS „Richards Bay“ (105 x 11 m) 270 cm = 2.045 t Auslastung
∅ Abladung je dm ∼ 105 t
Abladung Pegel Kaub + 1,00 m am Tag der Passage
Fahrtzeit ARA-Kaub ∼ 485 km ∼ 54 Std. : 18 Std. (A2-Fahrt) ∼ 3 Tage
54 Std. : 14 Std. (A1-Fahrt) ∼ 4 Tage
Der zuständige Disponent einer Reederei bzw. der jeweilige Partikulier muss 
entsprechend frühzeitig aufgrund seiner Erfahrung und der Prognosen bzw.
Wettervorhersagen die Abladung festlegen (3-4 Tage = mittelfristige Reaktionszeit bzw.




Anwendung von Wasserstandsvorhersagen - Oberrheinverkehr
max. Abladung auf dem Rhein nach Karlsruhe (keine Festlegung - je nach Wasserstand) 
MS „Romera“ (110 x 11,40 m) 363 cm = 3.214 t Auslastung
∅ Abladung je dm ∼ 110 t
Abladung Pegel Karlsruhe-Maxau ./. 1,90 m am Tag der Passage
Fahrtzeit ARA-Karlsruhe ∼ 670 km ∼ 72 Std. : 24 Std. (B-Fahrt) ∼ 3 Tage
72 Std. : 18 Std. (A2-Fahrt) ∼ 4 Tage
72 Std. : 14 Std. (A1-Fahrt) ∼ 5,15 Tage
Der zuständige Disponent einer Reederei bzw. der jeweilige Partikulier muss 
entsprechend frühzeitig aufgrund seiner Erfahrung und der Prognosen bzw.
Wettervorhersagen die Abladung festlegen (3-5 Tage = langfristige Planung



















Vorschau (Entwicklung bei zu erwartenden fallenden o. steigenden Wasserständen)
Hochwasservorhersagen (-> Schifffahrtssperren)
Konsequenzen
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 Anwendungen und Anforderungen an  
saisonale Vorhersagesysteme aus Sicht  
eines mittelständischen Unternehmens 





1 Allgemeine Informationen über die Deutsche Giessdraht GmbH 
Die Deutsche Giessdraht GmbH (im Folgenden DG) ist ein mittelständisches Unternehmen 
mit Sitz in Emmerich am Rhein. 
Aktuell werden rd. 115 Mitarbeiter beschäftigt, die einen Umsatz von rd. 25 Mio. € im Jahr 
erwirtschaften. 
Die DG wurde 1976 im Rahmen eines Joint Ventures zwischen der Norddeutschen Affinerie 
AG, Hamburg und der staatseigenen chilenischen Kupferminengesellschaft Codelco gegrün-
det. Beide Muttergesellschaften zählen zu den größten Kupfererzeugern der Welt. 
Insgesamt produzieren die beiden Muttergesellschaften etwa 3,5 Mio. t Kupfer pro Jahr, was 
einem Anteil an der Weltkupfererzeugung von fast 25 % entspricht. 
Das eigentliche Geschäft der DG besteht in der Produktion von Kupfer-Gießwalzdraht, einem 
Halbzeug für die Elektroindustrie. 
Typische Produkte aus der Weiterverarbeitung in der Elektroindustrie sind Kabel für die Be-
reiche Energie, Telefon und IT-Netzwerke und Automobil, sowie blanke Kupferdrähte für die 
Fertigung von Motoren und Transformatoren. Dabei wird der Kupfer-Gießwalzdraht im 
Rahmen der Weiterverarbeitung durch mehrstufige Ziehprozesse zu Drähten mit unterschied-
lichen Enddurchmessern gezogen. Die Enddurchmesser liegen bei Energiekabeln im Bereich 
von bis zu 3 mm, bei Drähten für z. B. die Mikroelektronik sind es hingegen nur einige 
10 Mikrometer. 
Der bei der DG produzierte Gießwalzdraht ist in der Regel ein 8 mm dicker Kupferdraht, der 
sich durch seine hohe chemische Reinheit, seine sehr gute elektrische Leitfähigkeit und seine 
sehr gute Oberfläche auszeichnet. 
Die Jahreskapazität der Anlage in Emmerich beträgt rd. 300.000 t. Sie zählt damit zu den 
„TOP 5“ in Europa, was sowohl die Menge als auch die Qualität des erzeugten Produkts be-
trifft. 
Die Produktion des Gießwalzdrahtes erfolgt durch einen vollkontinuierlichen und miteinan-









Das Vormaterial sind hochreine Kupferkathoden, die als lose Pakete in einen mit Erdgas be-
heizten Schachtofen chargiert und geschmolzen werden. Die rd. 1100 °C heiße Kupfer-
schmelze wird über ein Gießrad vollkontinuierlich zu einem Endlos-Barren mit einem Quer-
schnitt von ca. 10 * 6 cm2 vergossen. Die Gießgeschwindigkeit liegt bei etwa 25 cm/s.  
Der erstarrte, aber immer noch glühende Barren wird anschließend bei einer Temperatur von 
etwa 850 °C in einem mehrstufigen Walzprozess zu einem 8 mm Draht gewalzt, anschließend 
gekühlt und in losen Ringen auf einer Holzpalette abgelegt. Dabei beträgt die Endgeschwin-
digkeit des fertigen Drahtes nach dem letzten Walzgerüst aufgrund der Verringerung des 
Querschnittes durch den Walzprozess etwa 100 km/h, was einer Produktionsleistung von 
etwa 50 t/h entspricht. 
 
2 Der Rhein als wichtiger Standortfaktor 
Die DG nutzt den Rhein auf dreierlei Art und Weise. 
Ein Großteil des von der DG für die Produktion benötigten Kupfers stammt aus Übersee, 
vornehmlich aus Südamerika und erreicht Europa per Seeschiff in Rotterdam. 
Der Rhein stellt die kürzeste und preisgünstigste Transportverbindung zwischen Rotterdam 
und Emmerich dar. Binnenschiffe mit einem Fassungsvermögen von bis zu 2.000 t Kupferka-
thoden fahren mehrmals pro Woche den Rhein aufwärts nach Emmerich. An einer zum 
Werksgelände gehörenden Kaianlage werden die Kathodenpakete mit einem Portalkran aus 
dem Schiff gehoben und auf dem hinter der Kaimauer liegenden Lagerplatz nach Sorten ge-
trennt für die Produktion bereitgestellt. 
Auch für den Versand des Produktes Gießwalzdraht ist der Rhein ein wichtiger Transport-
weg. Kunden vornehmlich am Oberrhein, in Frankreich und in der Schweiz werden regelmä-
ßig per Binnenschiff mit fertigen Drahtcoils beliefert. Diese Mengen sind zwar gemessen am 
Gesamtversand aktuell vergleichsweise gering, der Versand per Schiff stellt aber zu LKW 
und Bahntransport eine wichtige Ergänzung und vor allem zukünftige Option bei den von der 
DG angebotenen Transportmittelvarianten dar. 
Neben der An- und Ablieferung von Kupfer ist die dritte Art der Nutzung des Rheins die 
Verwendung des Rheinwassers für die Kühlung des Kupfers und der Anlagen. 
Die durch das Schmelzen und Walzen in das Kupfer eingebrachte Energie wird durch direkte 
und indirekte Kühlung mit Rheinwasser wieder abgeführt. Hierfür werden bei laufender Pro-
duktion aus dem Rhein im Mittel rd. 800 m3/h Wasser entnommen, gefiltert und über ver-
schiedene Wärmetauscher oder als direkte Spritzkühlung durch die Anlage geschickt. An-
schließend wird das gebrauchte Wasser über eine unterirdische Gefälleleitung in den Rhein 
zurückgegeben. Die durch die Wärmeaufnahme eingetretene Erwärmung des Wassers beträgt 











 3 Folgen von Hoch- und Niedrigwasser und der Nutzen länger- 
   fristiger Vorhersagen der Pegelstände 
Höhere Pegelstände des Rheins stellen für die DG zunächst kein unmittelbares Problem dar. 
Erst ab etwa 7,00 m Pegelstand Emmerich kommt es zu ersten Einschränkungen, da ab diesen 
Pegelständen die Schifffahrt beeinträchtigt oder ganz eingestellt wird. 
Die Anlieferung von Kupferkathoden mit dem Schiff und die Ablieferung von Drahtcoils 
müssen dann teilweise oder ganz auf LKW umgestellt werden, was sowohl von der Verfüg-
barkeit entsprechender freier LKW, aber auch von der betrieblichen Abwicklung der dann 
hohen Anzahl von anliefernden und abholenden LKW zu entsprechenden Problemen führt. 
Ab einem Pegelstand von etwa 9 m kann das für die Produktion benötigte Kühlwasser nicht 
mehr frei ablaufen. Die unmittelbare Folge hiervon ist ein Anlagenstillstand und damit Pro-
duktionsausfall. 
Über diesen Pegelstand deutlich hinausgehende Wasserstände können zu einer Überflutung 
des Betriebsgeländes und zum Eindringen von Wasser in die Betriebsgebäude führen. Mit 
einer Geländehöhe von etwa 19 m über NN liegt die DG allerdings knapp oberhalb des aktu-
ellen Bemessungshochwassers, das bei 18,8 m liegt. Dieser Wert entspricht einem Emmeri-
cher Pegel von ca. 10,5 m. 
Die Probleme bei niedrigen Pegelständen liegen ähnlich denen bei Hochwasser, sind aber im 
Vergleich zu hohen Pegelständen in den letzten Jahren wesentlich häufiger aufgetreten und 
dann auch länger anhaltend. 
Bei niedrigen Pegelständen des Rheins ab etwa 2,00 m und darunter können die Ladekapazi-
täten der für die Kupfertransporte eingesetzten Binnenschiffe nicht mehr vollständig ausge-
nutzt werden, da der Tiefgang der Schiffe zu groß ist. Entsprechend muss mit Minderauslas-
tung gefahren werden und die Frachtraten pro t transportierten Materiales erhöhen sich. Hin-
zu kommt, dass sich die insgesamt auf dem Rhein zu transportierende Frachtmenge auf mehr 
Schiffe verteilen muss, was zu einer generellen Verknappung an Frachtraum führt. In der 
Folge steigen – den Gesetzen von Angebot und Nachfrage folgend – die Frachtraten am 
Spotmarkt entsprechend an. 
Bei sehr extremem Niedrigwasser kann es zu einer nahezu kompletten Einstellung des 
Schiffsverkehrs kommen, was für die An- und Ablieferung des Kupfers eine Umstellung auf 
LKW erfordern würde. Entsprechend hohe Kosten in einem dann sehr engen Frachtenmarkt 
sind die unmittelbare Folge. 
Mindestens genauso gravierend sind die Folgen von Niedrigwasser für die Versorgung der 
Anlage mit Kühlwasser. 
Die Wasserentnahme aus dem Rhein erfolgt mit Tauchpumpen, die in einer natürlich geflute-
ten Kammer stehen. Diese Pumpen benötigen eine gewisse Überdeckung mit Wasser, um 
problemlos die zu fördernde Wassermenge ansaugen zu können und dabei ausreichend ge-
kühlt zu werden. 
Wird dieser Mindestwasserstand unterschritten und steht für die Pumpen selbst kein Kühl-
wasser mehr zur Verfügung, schalten sich die Pumpen automatisch ab und die Produktions-
anlage muss abgestellt werden. Bereits vorher steigt der Schlammanteil im angesaugten Was-
ser merklich an, was zu entsprechenden Problemen bei der Filterung bzw. in den diversen 









Ein weiterer Aspekt niedriger Pegelstände speziell im Sommer ist, dass die Wasser-
temperaturen im Rhein stark ansteigen und sich damit die Kühlleistung der Wärmetauscher 
reduziert. Eine nicht mehr ausreichende Kühlleistung führt dann zu einer Reduzierung der 
maximalen Produktionsleistung der Anlage. 
Aus den geschilderten Problemen für die DG beim Auftreten von Hoch- und Niedrigwasser 
wird schnell klar, worin die Vorteile einer längerfristigen Vorhersage der Pegelstände des 
Rheins liegen. 
Für den Fall, dass längerfristige Vorhersagen über die Entwicklung des Rheinpegels vorlie-
gen, kann die DG sich bereits vor einer einsetzenden Verknappung von Frachtraum um ent-
sprechende Transportkapazitäten am Markt bemühen. Engpässe bei der Kupferanlieferung 
oder der Kupferablieferung können vermieden werden, die Auswirkungen auf die Kostensitu-
ation durch den zu erwartenden Anstieg der Frachtraten können zumindest abgemildert wer-
den. 
Die Folgen eines drohenden Produktionsausfalls infolge von sich abzeichnenden Extremwas-
serständen können durch den gezielten Aufbau von Lagermengen oder durch entsprechendes 
Disponieren von Versandmengen reduziert werden. Dabei schränken allerdings gerade im 
Fall von Kupfer die erheblichen Finanzierungskosten für Bestände die Möglichkeiten einer 
längerfristigen Vorproduktion stark ein. 
Der eigentliche Ausfall von Produktionsschichten als Folge von Problemen bei der Kühlwas-
serversorgung kann allerdings auch durch die längerfristige Vorhersage der Pegelstände letzt-
lich nicht verhindert werden.  
 
4 Schlusswort 
Die DG wird weiter versuchen, sich soweit möglich, technisch und organisatorisch auf das 
steigende Risiko und die Häufung von Hoch- und Niedrigwassersituationen einzustellen. 
Gänzlich ohne Folgen für das Unternehmen Deutsche Giessdraht GmbH werden die Extrem-
pegelstände des Rheins aber auch bei noch so guter längerfristiger Vorhersage nicht bleiben. 
Längerfristige Vorhersagen über die Entwicklung der Pegelstände können eine wichtige In-
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