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Abstract. We study the dynamics of MEMS microbeams undergoing
electrostatic pull-in. At DC voltages close to the pull-in voltage, experiments
and numerical simulations have reported ‘bottleneck’ behaviour in which the
transient dynamics slow down considerably. This slowing down is highly sensitive
to external forces, and so has widespread potential for applications that use
pull-in time as a sensing mechanism, including high-resolution accelerometers
and pressure sensors. Previously, the bottleneck phenomenon has only been
understood using lumped mass-spring models that do not account for effects such
as variable residual stress and different boundary conditions. We extend these
studies to incorporate the beam geometry, developing an asymptotic method
to analyse the pull-in dynamics. We attribute bottleneck behaviour to critical
slowing down near the pull-in transition, and we obtain a simple expression for
the pull-in time in terms of the beam parameters and external damping coefficient.
This expression is found to agree well with previous experiments and numerical
simulations that incorporate more realistic models of squeeze film damping, and
so provides a useful design rule for sensing applications. We also consider the
accuracy of a single-mode approximation of the microbeam equations — an
approach that is commonly used to make analytical progress, without systematic
investigation of its accuracy. By comparing to our bottleneck analysis, we identify
the factors that control the error of this approach, and we demonstrate that this
error can indeed be very small.
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Figure 1. Schematic of a microbeam in its undeformed state
(light blue) and deforming under a DC load (dark blue). Here
the ends of the beam are assumed to be clamped parallel to the
lower electrode (shown as a thick black line).
1. Introduction
Microbeams are a widely used element of microelec-
tromechanical systems (MEMS) [1]: they are a basic
structural prototype that forms the building blocks for
more complex devices [2]. In these applications they
are subject to a range of loading types including mag-
netic, thermal and piezoelectric, though electrostatic
forcing is the most commonly used [3]. In a typical elec-
trostatic device, the microbeam acts as a deformable
electrode that is separated from a fixed electrode by a
thin air gap (figure 1). A potential difference is then
applied between the electrodes. When the applied volt-
age exceeds a critical value, the microbeam collapses
onto the fixed electrode during the ‘pull-in’ instability
[4]. Pull-in corresponds to a saddle-node (fold) bifur-
cation in which the stable shape away from collapse
ceases to exist as an equilibrium solution [5].
Microbeams are commonly used as microres-
onators in radio frequency (RF) applications, where
a combination of AC and DC voltages drive the beam
near its natural frequencies. In this context pull-in
generally corresponds to failure of the device [6]. In
switching applications, pull-in is instead exploited to
generate large changes in shape between ‘off’ and ‘on’
states; contact between the electrodes is prevented so
pull-in can occur safely. Here it is important to un-
derstand the transient dynamics upon pull-in, as this
governs the switching time of the device and hence the
energy consumed during each cycle [7].
At voltages just beyond the pull-in voltage, a
number of experiments and numerical simulations
have reported that the transient dynamics slow down
considerably compared to larger voltages [8, 9, 10,
11, 12, 13]. In this regime, the time taken to
pull-in may increase by over an order of magnitude
within a very narrow range of the applied voltage.
While this is undesirable in switching applications, the
slowing down is highly sensitive to ambient conditions,
including air damping and the presence of external
forces. This feature has been used to design an
ambient pressure sensor based on measuring the pull-
in time of a microbeam [9], and high-resolution
accelerometers make use of similar behaviour in
parallel-plate actuators [14, 15, 16].
Despite the obvious potential as a sensing
mechanism in MEMS, a detailed analysis of this
slowing down has only been attempted for parallel-
plate devices [14, 17]. Using a lumped mass-spring
model, [14] identified a ‘metastable’ or ‘bottleneck’
phase that dominates the dynamics during pull-
in: here the electrostatic force almost balances the
mechanical restoring force, so the structure moves
very slowly. In addition, this phase is found to only
exist for devices that are overdamped (small quality
factor), i.e. when inertial effects are insignificant.
However, many features of the bottleneck remain
poorly understood — for example it is not clear how
the bottleneck duration scales with the applied voltage
or other parameters of the system.
Using a lumped model similar to [14], we showed in
a previous study [18] that the bottleneck phenomenon
is caused by the remnant or ‘ghost’ of the saddle-
node bifurcation, similar to the ‘critical slowing down’
observed in other physical systems such as elastic snap-
through [19] and phase transitions [20]. Accordingly,
the pull-in time, tPI, increases according to an inverse
square-root scaling law [21]: we have tPI ∝ −1/2
as  → 0, where  is the normalised difference
between the applied voltage and the pull-in voltage.
In addition, we determined an analytical expression
for this pull-in time in terms of a lumped mechanical
stiffness and effective damping coefficient appropriate
to the bottleneck phase, which can then be used
as fitting parameters to obtain good agreement with
experiments and simulations of microbeams reported
in the literature. However, this lumped-parameter
approach does not show how the pull-in time depends
on the various physical parameters of the beam (e.g. its
thickness and Young’s modulus); such information
would be useful when using the scaling law as a design
rule in applications, as it eliminates the need for further
simulations to predict the dynamic response if these
parameters change. While it is possible to obtain
equivalent stiffnesses under simple loading types (see
Pull-in dynamics of overdamped microbeams 3
[22], for example), these do not account for effects such
as a variable residual stress and different boundary
conditions applied to the beam. An objective of
this paper is thus to extend the lumped-parameter
approach of [18] to incorporate the beam geometry.
Unlike lumped mass-spring models, it is much
more difficult to make analytical progress with
the equations governing microbeams; typically these
consist of partial differential equations (PDEs) in
space and time. A variety of numerical methods
have therefore been developed to study the pull-in
dynamics, including finite difference methods [8, 23],
finite element methods [24] and reduced-order models
(macromodels) [25]. Macromodels typically apply a
Galerkin procedure: the solution is expanded as a
truncated series of known functions of the spatial
variables (the basis functions), whose coefficients are
unknown and depend on time. Commonly, the
undamped vibrational modes of the undeformed beam
are used as basis functions [12]. This yields a finite set
of ordinary differential equations (ODEs) that can be
integrated efficiently using pre-existing ODE solvers.
When only the first term in the Galerkin expan-
sion is kept, this procedure results in a single-mode or
single-degree-of-freedom (SDOF) approximation of the
microbeam equations. Despite its simplicity, this ap-
proximation is often effective at capturing the leading-
order dynamic phenomena — for example the pull-in
transition, the phase-plane portrait, and the influence
of different parameter values and loading types have all
been qualitatively explained using the SDOF method
[26, 27, 28]. Moreover, [29] have used the SDOF ap-
proximation to obtain an analytical expression for the
pull-in time of an undamped microbeam. They found
that using two different basis functions gives very sim-
ilar results, suggesting that such approximations are
reasonable. However, a comparison with numerical so-
lutions indicated that the error in this approach grows
larger near the pull-in transition, suggesting that a
SDOF approximation is insufficient to model the dy-
namics near the pull-in transition. However, no sys-
tematic investigation of this error was provided in [29].
Elsewhere, the accuracy of the SDOF method has only
been validated by computing natural frequencies and
equilibrium shapes [30, 31, 32]. It therefore remains
unclear how valid the SDOF method is when analysing
the transient dynamics of pull-in.
This motivates a more careful analysis of the
pull-in dynamics of a microbeam. The key challenge
we address in this paper is how to analyse the
timescale of pull-in for a continuous elastic structure,
without relying on detailed numerical simulations.
We model the beam geometry using the dynamic
beam equation, accounting for the effects of nonlinear
midplane stretching and residual stress. However,
similar to [18], we use a lumped damping coefficient
to model the damping in the squeeze film between
the beam and the lower electrode. While we could
use a more complex damping model, this assumption
enables us to make significant analytical progress. (The
assumption of a constant damping coefficient can also
be justified during the bottleneck phase, for reasons
we shall discuss in §2.) In particular, we develop
an asymptotic method that reduces the governing
PDE to a simpler ODE resembling the normal form
for a saddle-node bifurcation. The key feature of
this method is that the reduction is systematic and
results in a SDOF-like approximation, but in which the
appropriate basis function naturally emerges as part
of the analysis. In light of this, we are then able to
check the validity of SDOF approximations in which
the basis function is chosen in an ad hoc manner, as
is standard in the literature. The asymptotic method
also shows that the underlying bifurcation structure
governs the bottleneck dynamics, rather than the
precise physical details of the system, and so provides
a general framework for analysing pull-in dynamics of
microbeams and microplates in other loading scenarios.
The rest of this paper is organised as fol-
lows. We begin in §2 by describing the equations
governing the microbeam dynamics and their non-
dimensionalisation. In §3, we consider the equilibrium
behaviour as the voltage is quasi-statically varied. In
§4, we analyse the dynamics when the voltage is just
beyond the static pull-in voltage. Using direct numer-
ical solutions, we demonstrate bottleneck behaviour in
the overdamped limit. We then perform a detailed
asymptotic analysis of the bottleneck phase. We con-
firm the expected scaling tPI ∝ −1/2 as → 0, and we
calculate the pre-factor in this relationship in terms of
the beam parameters. This is compared to experiments
and numerical simulations that incorporate more real-
istic models of squeeze film damping. In §5 we con-
sider the accuracy of a standard SDOF approximation.
We demonstrate that the error of this approach can be
small and we derive criteria that a ‘good’ choice of ba-
sis function should satisfy. Finally, we summarise our
findings and conclude in §6.
2. Theoretical formulation
2.1. Governing equations
A schematic of the microbeam is shown in figure
1. The properties of the beam are its density ρs,
thickness h, width b and bending stiffness B =
Ebh3/12, with E the Young’s modulus (using the
bending stiffness appropriate for a narrow strip rather
than an infinite plate [33]). We suppose that the
ends of the beam are clamped parallel to the lower
electrode a distance L apart (also called fixed–fixed
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ends [9]). These boundary conditions are commonly
used in applications of microbeams in pressure sensors
and microswitches [29], and have been widely studied
as a ‘benchmark problem’ [34]. Because the natural
length of the fabricated beam may differ slightly from
L [2], we also account for a possible (constant) residual
tension P0 when the beam is flat (P0 may also be
negative, corresponding to residual compression). We
choose coordinates so that x measures the horizontal
distance from the left end of the beam, and y = w(x, t)
is the transverse displacement (with t denoting time).
The applied DC voltage is V , and d0 is the thickness of
the air gap between the beam and the lower electrode
in the absence of any displacement, w = 0 (figure 1).
When the microbeam passes through a bottleneck
phase, the motions are dramatically slowed and so
we can neglect compressibility and rarefaction effects
in the squeeze film — the damping is purely viscous
[13]. As the geometry of the microbeam is also
slowly varying in the bottleneck, we assume a constant
damping coefficient, η. While it is possible to derive
an approximate expression for the damping coefficient
from the incompressible Reynolds equation [35, 36, 26],
we do not consider its precise form here, and instead
treat η as a lumped parameter for simplicity. This
also allows us to parameterise additional effects such
as material damping and different venting conditions
at the beam edges. This approach is similar to that
in [18], except we retain a complete description of the
beam’s shape here rather than using a lumped spring
constant.
We assume the beam thickness is small compared
to its length (i.e. h L) and its shape remains shallow;
if the beam does not contact the lower electrode (w <
d0), this assumption is valid provided the aspect ratio
of the air gap is also small, d0  L. Under the above
assumptions, a vertical force balance on the beam
yields the dynamic beam equation [1]
ρsbh
∂2w
∂t2
+η
∂w
∂t
+B
∂4w
∂x4
−P ∂
2w
∂x2
=
1
2
0bV
2
(d0 − w)2 , (1)
for 0 < x < L, where P (t) is the (unknown) tension in
the beam and 0 is the permittivity of air. Here we are
using a parallel-plate approximation of the electrostatic
force, consistent with our assumption d0  L; for
simplicity we neglect the effects of fringing fields (this
requires d0  b) and we do not consider partial
field screening between the beam and lower electrode.
As the beam deforms, the tension associated with
midplane stretching is (see e.g. [12])
(P − P0)L
Ebh
=
1
2
∫ L
0
(
∂w
∂x
)2
dx, (2)
which we refer to as the Hooke’s law constraint.
The boundary conditions at the clamped ends are
(subscripts denoting partial differentiation)
w(0, t) = wx(0, t) = w(L, t) = wx(L, t) = 0.
For initial conditions, we suppose the beam is at
rest when the voltage is suddenly stepped from zero,
i.e. w(x, 0) = wt(x, 0) = 0; these initial conditions are
common in sensing applications [18]. With these initial
conditions, our model is equivalent to that of [12], who
focussed on solving the equations numerically using
a reduced-order model. Here we will instead use the
system to gain analytical understanding of the pull-in
dynamics, including the bottleneck phenomenon. We
will then use our own numerical solutions, together
with those of [12], to validate our results.
2.2. Non-dimensionalisation
It is convenient to scale the horizontal coordinate with
the length L between the clamps, and to scale the
vertical displacement with the initial gap thickness
d0. As we are interested in overdamped devices, a
natural timescale [t] comes from balancing damping
and bending forces in equation (1), giving [t] = L4η/B.
We therefore introduce the dimensionless variables
X =
x
L
, W =
w
d0
, T =
t
[t]
.
With these re-scalings, the beam equation (1) becomes
Q2
∂2W
∂T 2
+
∂W
∂T
+
∂4W
∂X4
− τ ∂
2W
∂X2
=
λ
(1−W )2 , (3)
for 0 < X < 1, where we introduce the dimensionless
parameters
Q =
√
ρsbhB/L4
η
, τ(T ) =
PL2
B
, λ =
1
2
0bL
4V 2
Bd30
.
(4)
These correspond to the quality factor, the dimension-
less tension in the beam, and the dimensionless voltage,
respectively. We may interpret λ as the ratio of the typ-
ical electrostatic force per unit length (∼ 0bV 2/[2d20])
to the typical force per unit length required to bend the
beam by an amount comparable to d0 (∼ Bd0/L4).
Re-scaling the Hooke’s law constraint (2), the
dimensionless tension τ is given by
S(τ − τ0) = 1
2
∫ 1
0
(
∂W
∂X
)2
dX, (5)
where
τ0 =
P0L
2
B
, S = h
2
12d20
,
are the dimensionless residual tension and ‘stretchabil-
ity’ of the beam [37]. Here S acts as a dimensionless
membrane stiffness. In real devices the beam thickness
Pull-in dynamics of overdamped microbeams 5
h is often comparable to the initial gap thickness d0
[8, 9], so that S typically lies in the range (10−2, 10−1).
Finally, the boundary conditions at the clamped ends
and initial conditions become
W (0, T ) = WX(0, T ) = W (1, T ) = WX(1, T ) = 0, (6)
W (X, 0) = WT (X, 0) = 0. (7)
3. Equilibrium behaviour
We briefly review the equilibrium behaviour as the
dimensionless voltage λ is quasi-statically varied. We
solve the steady version of the beam equation (3)
together with the Hooke’s law constraint (5) and
boundary conditions (6) numerically in matlab using
the routine bvp4c. We write the beam equation
as a first-order system in W and its derivatives,
and we impose (5) by introducing the additional
variable I ′(X) = 12 [W
′(X)]2 (writing ′ for d/dX) with
boundary conditions I(0) = 0 and I(1) = S(τ −
τ0). Because pull-in corresponds to a saddle-node
bifurcation, near which the system becomes highly
sensitive to λ, we avoid convergence issues [12] by
instead controlling the tension τ and solving for λ
as part of the solution (such unknown parameters
are easily incorporated into the bvp4c solver). For
each stretchability S and residual tension τ0, we
implement a simple continuation algorithm that follows
equilibrium branches as τ is increased in small steps.
For an initial guess to begin the continuation, we use
an asymptotic solution valid at small voltages, when
the beam is nearly flat and τ ≈ τ0.
When plotted back in terms of λ, the resulting
bifurcation diagram confirms that for small λ, two
distinct, physical (i.e. W < 1) equilibrium branches
exist. As λ increases, both branches approach each
other, before they eventually meet at a saddle-node
bifurcation when λ = λfold: no equilibrium shape away
from collapse exists for λ > λfold (we are unable to
numerically find further solutions). This is shown in
figure 2a, where we plot the midpoint displacement,
W (1/2), as a function of λ. The critical value λfold
evidently increases as S decreases (corresponding to a
larger membrane stiffness), growing rapidly for values
S . 10−1. At the small stretchabilities typical of
realistic devices, the dependence of λfold on the residual
tension τ0 is much weaker; see figure 2b. (For later
reference, in both plots we also show the predictions of
the SDOF approximation computed in §5.)
Using a standard linear stability analysis, it has
been shown [12] that the equilibrium branches below
the fold point in figures 2a–b (i.e. with W (1/2) → 0
as λ → 0) are linearly stable and correspond to the
shapes observed experimentally. The upper branches
are linearly unstable, so the fold point corresponds to
a standard ‘exchange of stability’ [38] in which both
branches become neutrally stable as they meet. For
later reference, we note that only the fundamental
natural frequency (eigenvalue) of the beam equals zero
at the fold, so the zero eigenvalue there is simple (i.e.
the eigenspace is of dimension one). We deduce that
the critical value λfold corresponds to where pull-in first
occurs if λ is increased quasi-statically. In dimensional
terms, this gives the static pull-in voltage, VSPI, and
the pull-in displacement, wSPI(x), as
VSPI =
√
2Bd30λfold
0bL4
, wSPI(x) = d0Wfold(X),
where we write Wfold(X) for the dimensionless
equilibrium shape at the fold point (with associated
tension τfold).
4. Pull-in dynamics
We now explore the dynamics at voltages just beyond
the static pull-in transition, setting
λ = λfold(1 + ),
where 0 <   1 is a small perturbation. If all
parameters except the voltage are fixed, combining
the definition of λ in (4) with the fact that
λfold = 0bL
4V 2SPI/(2Bd
3
0) shows that  is simply the
normalised voltage difference:
 =
λ
λfold
− 1 =
(
V
VSPI
)2
− 1 ≈ 2
VSPI
(V − VSPI) .
We solve the dynamic beam equation (3) subject
to (5)–(7) numerically using the method of lines [39].
This involves discretising the equations using finite
differences in space, so that the system reduces to a
finite set of ODEs in time. We obtain second-order
accuracy in the convergence of our scheme; for details
see Appendix A. For each combination of Q, λ, S
and τ0, we integrate the ODEs numerically in matlab
(routine ode23t) to compute the trajectory of each grid
point in the discretisation. To avoid the singularity at
W = 1, we use event location to stop integration as
soon as (1 − W ) < tol at any grid point, for some
specified tolerance tol. The corresponding time at
this event is then the reported pull-in time, labelled
TPI. For all simulations reported in this paper we use
N = 100 grid points and tol = 10−4; we also specify
relative and absolute error tolerances of 10−8 in ode23t
and we limit the maximum dimensionless time step of
the solver to 10−6. We have checked that our results
are insensitive to further increasing N and decreasing
these tolerances/maximum time step.
Numerical trajectories of the beam midpoint,
W (1/2, T ), are plotted in figure 3 for various values
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Figure 2. Response diagram for steady solutions of the beam equation (3) subject to (5)–(6) as the dimensionless voltage λ varies.
Numerical results are shown for (a) zero residual tension (τ0 = 0) and varying stretchability S and (b) fixed stretchability S = 10−2
and varying residual tension τ0 (coloured curves as in legends). For later comparison, predictions from the SDOF approximation
computed using equation (31) are shown (black dashed curves).
of  (here we have set Q = 10−2, corresponding
to an overdamped beam). We observe that the
microbeam slows down significantly in a bottleneck
phase. This is similar to the bottleneck behaviour
of a parallel-plate capacitor studied in [18], in that
(i) the bottleneck dominates the total time taken to
pull-in; (ii) the duration of the bottleneck is highly
sensitive to the value of , increasing apparently
without bound as → 0; and (iii) the bottleneck always
seems to occur close to a well-defined displacement.
Indeed, this displacement is precisely the static pull-
in displacement; see figure 4, which shows that
the beam slows down dramatically near the fold
shape, Wfold(X) (black dotted curve), before rapidly
accelerating towards the lower electrode, as seen by
the shapes (plotted at equally spaced times) becoming
closely packed together.
These similarities suggest that the bottleneck here
is also a saddle-node ghost: as the beam passes the
static pull-in displacement, the net force becomes very
small (since  1 and the forces balance exactly at the
pull-in displacement with  = 0), so that the motions
slow down considerably. Hence, we expect that inertia
of the beam does not play a role. We now perform a
detailed analysis of the solution during the bottleneck
phase. We use a similar method to [18]: we expand
the solution about the pull-in displacement, and solve
the governing equations asymptotically. However, the
system here is infinite dimensional and the pull-in
displacement is the function Wfold(X) rather than a
lumped scalar value. It turns out that the ‘extra’
degrees of freedom mean we need to proceed to higher
order to obtain a simple equation that characterises
the bottleneck dynamics. This will allow us not only
to obtain the expected −1/2 scaling for the bottleneck
duration, but also to calculate the corresponding pre-
factor.
4.1. Bottleneck analysis
When the solution is close to the static pull-in
displacement, we have
W (X,T ) = Wfold(X) + W˜ (X,T ),
τ(T ) = τfold + τ˜(T ), (8)
where |W˜ |  1 and |τ˜ |  1. It follows that the
electrostatic force can be expanded as
λ
(1−W )2 =
λfold
(1−Wfold)2 (1 + ) +
2λfold
(1−Wfold)3 W˜
+
3λfold
(1−Wfold)4 W˜
2 +O(W˜ , W˜ 3). (9)
(The reason why we retain the O(W˜ 2) term but
neglect the O(W˜ , W˜ 3) terms will be discussed below.)
Inserting these expansions into the dynamic beam
equation (3), and neglecting the inertia term (which
from the above discussion is not expected to be
important in the bottleneck), we obtain
L(W˜ , τ˜) = − ∂W˜
∂T
+ τ˜
∂2W˜
∂X2
+
λfold
(1−Wfold)2 
+
3λfold
(1−Wfold)4 W˜
2 +O(W˜ , W˜ 3), (10)
where we have introduced the linear operator
L(U, V ) ≡ ∂
4U
∂X4
−τfold ∂
2U
∂X2
−V d
2Wfold
dX2
− 2λfoldU
(1−Wfold)3 .
(11)
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Figure 3. Bottleneck behaviour at voltages close to the pull-in transition (Q = 10−2, S = 10−2, τ0 = 0, N = 100). (a) Dimensionless
midpoint trajectories obtained by integrating the dynamic beam equation (3) subject to (5)–(7) numerically (coloured curves as in
legends). These exhibit a bottleneck as W (1/2, T ) passes Wfold(1/2) ≈ 0.6036, which increases in duration as  decreases. For later
comparison, also shown are the predictions (23) of the bottleneck analysis (black dotted curves) and the predictions (36) of the
SDOF approximation (black dashed curves). (b) A close up of the trajectories in (a) at early times.
0 0.2 0.4 0.6 0.8 1
Figure 4. Sequence of numerically-determined beam shapes
during pull-in ( = 10−3, Q = 10−2, S = 10−2, τ0 = 0,
N = 100). In total, 212 profiles at equally spaced time steps
between T = 0 and contact with the lower electrode (shown
as a black line) at T = TPI are displayed (coloured curves; see
colourbar), as well as the pull-in displacement Wfold(X) (black
dotted curve).
The Hooke’s law constraint (5) becomes
S τ˜ =
∫ 1
0
dWfold
dX
∂W˜
∂X
dX +
1
2
∫ 1
0
(
∂W˜
∂X
)2
dX, (12)
and the boundary conditions (6) imply that
W˜ (0, T ) = W˜X(0, T ) = W˜ (1, T ) = W˜X(1, T ) = 0.
(13)
We now make two important assumptions that we
will check at the end of our analysis:
(i) For small perturbations   1 the bottleneck
timescale satisfies T  1.
(ii) In the bottleneck, we must account for changes
in the solution that are much larger than  but
remain small compared to unity, i.e.  |W˜ |  1
and  |τ˜ |  1.
These assumptions are partly justified by the analysis
in [18], which showed that (i) and (ii) hold for a
parallel-plate capacitor. The idea is that while W˜ is
O() on smaller, inner, timescales, these assumptions
will allow us to correctly predict the total bottleneck
duration, when we later compare the results to
numerics. In particular, these assumptions imply that
the right-hand side of equation (10) remains small:
the time derivative is small by virtue of the slow
bottleneck timescale, while the remaining terms are
either quadratic in the small quantities (W˜ , τ˜), or are
O(). The left-hand side is linear in (W˜ , τ˜) and hence
dominates these terms (from assumption (ii)). We now
use this property to solve the problem asymptotically.
4.1.1. Leading order: We expand
W˜ (X,T ) ∼ W˜0(X,T ) + W˜1(X,T ),
τ˜(T ) ∼ τ˜0(T ) + τ˜1(T ), (14)
where |W˜1|  |W˜0| and |τ˜1|  |τ˜0| are first-order
corrections. From the above discussion, at leading
order we then have the homogeneous problem
L(W˜0, τ˜0) = 0.
The constraint (12) at leading order is
S τ˜0 =
∫ 1
0
dWfold
dX
∂W˜0
∂X
dX,
while the clamped conditions (13) remain unchanged
in terms of W˜0. These leading order equations are
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precisely the homogeneous, linearised versions of the
full system (10)–(13) in (W˜ , τ˜). Hence, they are
equivalent to the equations governing linear stability
of the fold shape (Wfold, τfold), but — crucially —
restricted to neutrally-stable modes (eigenfunctions)
whose natural frequency (eigenvalue) is zero: we would
have obtained similar equations for (Wp, τp) upon
setting W = Wfold(X) + δWp(X)e
iωT and τ = τfold +
δτpe
iωT in the original beam equations, considering
terms of O(δ) and setting ω = 0.
Recall from our earlier discussion in §3 that only
the fundamental natural frequency equals zero at
the fold bifurcation. The homogeneous problem in
L(·, ·) therefore has a one-dimensional solution space,
spanned by the pair (Wp, τp) satisfying
L(Wp, τp) = 0, Wp(0) = W
′
p(0) = Wp(1) = W
′
p(1) = 0,
Sτp =
∫ 1
0
dWfold
dX
dWp
dX
dX,
∫ 1
0
W 2p dX = 1. (15)
(The final equation here is a normalisation condition
required to uniquely specify Wp). While this seems to
over-determine the eigenfunction Wp (L(·, ·) is fourth
order and τp is unknown, but we have six constraints),
we are guaranteed a solution when Wfold is specifically
the equilibrium shape evaluated at the fold. We deduce
that the solution for (W˜0, τ˜0) must be a multiple of the
pair (Wp, τp):
(W˜0, τ˜0) = A(T )(Wp, τp),
for some variable A(T ). The variable A(T ) plays a key
role in the pull-in dynamics: re-arranging the original
series expansion in (8) shows that
A(T ) =
W˜0(X,T )
Wp(X)
∼ W (X,T )−Wfold(X)
Wp(X)
, (16)
so that A(T ) characterises how the beam evolves away
from the pull-in displacement during the bottleneck.
Equation (16) also shows how we have performed a
SDOF-type approximation: the solution is projected
onto the neutrally-stable eigenfunction Wp associated
with the loss of stability at the fold. Currently we
have not yet determined the amplitude A(T ). As with
other problems in elasticity, such as Euler buckling of a
straight beam [40], we expect to determine A(T ) using
a solvability condition on a higher order problem.
4.1.2. First order: To obtain the first-order problem,
we substitute the expansions (14) into equation (10)
and neglect higher-order terms in favour of those
involving the leading-order terms (W˜0, τ˜0). The result
is the same operator L(·, ·) as in the leading-order
problem, though now applied to (W˜1, τ˜1), together
with an inhomogeneous right-hand side forced by the
leading-order terms. To obtain non-trivial dynamics
at leading order, i.e. for which A(T ) 6= constant, it
is necessary to include both the time derivative and
O() terms at this order. Substituting (W˜0, τ˜0) =
A(T )(Wp, τp) gives
L(W˜1, τ˜1) = −Wp dA
dT
+
λfold
(1−Wfold)2 
+
[
τp
d2Wp
dX2
+
3λfold
(1−Wfold)4W
2
p
]
A2. (17)
(Assumption (ii) above guarantees that the neglected
terms of O(W˜0, W˜
3
0 ) in (9) are small compared to
the terms retained here.) Similarly, the Hooke’s law
constraint (12) at first order can be written as
S τ˜1 −
∫ 1
0
dWfold
dX
∂W˜1
∂X
dX =
A2
2
∫ 1
0
(
dWp
dX
)2
dX,
(18)
while the clamped boundary conditions (13) remain
unchanged in terms of W˜1.
The first-order problem is of the form Ly = f ,
where y ≡ (W˜1, τ˜1), with linear boundary condi-
tions/constraints in the components of y. Because the
homogeneous problem Ly = 0 has the non-trivial solu-
tion (Wp, τp), the Fredholm Alternative Theorem [41]
states that solutions to the inhomogeneous problem
can only exist for a certain function f . This yields
a solvability condition that takes the form of an ODE
for A(T ). We formulate this condition in the usual
way: we multiply (17) by a solution of the homoge-
neous adjoint problem (it may be verified that L(·, ·)
is self-adjoint, so one solution is simply Wp), integrate
over the domain, and use integration by parts to shift
the operator onto the adjoint solution. Upon simplify-
ing, using L(Wp, τp) = 0, the clamped boundary condi-
tions and Hooke’s law constraints satisfied by W˜1, Wp,
Wfold, and the normalisation
∫ 1
0
W 2p dX = 1, we arrive
at
dA
dT
= c1+ c2A
2, (19)
where
c1 = λfold
∫ 1
0
Wp
(1−Wfold)2 dX,
c2 = 3λfold
∫ 1
0
W 3p
(1−Wfold)4 dX
− 3
2S
[∫ 1
0
dWfold
dX
dWp
dX
dX
] [∫ 1
0
(
dWp
dX
)2
dX
]
.
(20)
We have therefore reduced the leading-order
dynamics in the bottleneck to the normal form for a
saddle-node bifurcation (up to numerical constants)
[21], resembling a single family of ODEs parameterised
by . Note that if we had not included the time
derivative and the O() term in (17), but left these to
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a higher-order problem, we would have obtained trivial
dynamics at this stage with (19) instead giving A = 0.
We also note that  can be scaled out of the normal
form by setting A = 1/2A and T = −1/2T . Retracing
our steps above, this implies that the leading-order
and first-order problems are obtained at O(1/2) and
O() respectively. We could have obtained the same
equations by simply posing a regular expansion of the
solution in powers of 1/2. This is essentially the
approach used to analyse bottleneck dynamics in other
physical systems [42, 19]; our analysis here explains
why this is the correct expansion sequence to use.
The normal form (19) also resembles the equation
derived by [18] for a lumped mass-spring model, and by
[26, 43] in other pull-in problems. This provides further
evidence that (19) is generic for the dynamics of pull-in
in overdamped devices. We see that the precise form
of the boundary conditions applied to the microbeam
enters only through the constants c1 and c2 (as the
boundary conditions determine the eigenfunction Wp
and fold shape Wfold). For each stretchability S
and residual tension τ0, we evaluate these by solving
the neutral stability problem (15) numerically (using
bvp4c) and using quadrature to evaluate the integrals
appearing in c1 and c2.
4.1.3. Solution for A(T ): The solution of (19) is
A =
√
c1
c2
tan
[√
c1c2(T − T0)
]
, (21)
for some constant T0. At this stage, we can check
when our original assumption (ii) holds, i.e. when the
leading-order solution satisfies   |W˜0|  1 and
  |τ˜0|  1. From the expression W˜ ∼ W˜0 =
Wp(X)A(T ), this requires   |A|  1 (since Wp is
O(1)). However, further analysis (given in Appendix
B) shows that the solution (21) also applies when
A = O(). We therefore only require |A|  1, i.e.∣∣∣tan [√c1c2(T − T0)]∣∣∣ −1/2.
This breaks down when the tan function is very large;
the expansion tanx ∼ ±(pi/2 ∓ x)−1 as x → ±pi/2
implies that this occurs when
T − T0 ∼ ± pi
2
√
c1c2
.
At this point, the amplitude A reaches O(1) and
our asymptotic analysis breaks down. Because A is
growing rapidly by this stage (according to the tan
function), the beam is no longer in the bottleneck
phase. The minus sign here therefore corresponds to
initially entering the bottleneck, while the plus sign
corresponds to exiting the bottleneck towards pull-in.
The duration of the bottleneck is thus
Tbot ∼ pi√
c1c2
.
(This validates our earlier assumption (i) that the
bottleneck timescale satisfies T  1 when  
1.) The trajectories shown in figure 3 suggest that
the bottleneck dominates all other timescales in the
problem; this includes transients around T = 0 and
just before contact where inertia is important. The
dimensionless pull-in time, TPI, to leading order is then
the bottleneck duration,
TPI ∼ pi√
c1c2
. (22)
Because the solution for A is antisymmetric about T0,
it also follows that T0 is simply half of the bottleneck
duration: T0 ∼ pi/(2√c1c2). The solution (21) can
then be written as
A ∼
√
c1
c2
tan
[√
c1c2 T − pi
2
]
.
Writing this back in terms of the dimensionless
displacement W (see (16)), we therefore have
W (X,T ) ∼Wfold(X)+
√
c1
c2
Wp(X) tan
[√
c1c2 T−pi
2
]
.
(23)
4.2. Comparison with numerical results
To compare our predictions to direct numerical
solutions, we consider the case S = 10−2 and zero
residual tension, τ0 = 0. We compute
λfold ≈ 174.0343, Wfold(1/2) ≈ 0.6036,
Wp(1/2) ≈ 1.571, c1 ≈ 601.2, c2 ≈ 9985. (24)
Using these values, for a specified  we determine the
midpoint displacement in the bottleneck using (23).
The predicted behaviour is superimposed (as black
dotted curves) onto numerical trajectories in figures
3a–b. We see that for  . 10−3 the agreement
is excellent during the bottleneck phase, i.e. while
W (1/2, T ) remains close to Wfold(1/2) ≈ 0.6036;
outside of this interval, the agreement breaks down
as the bottleneck analysis is no longer asymptotically
valid. In particular, very close to T = 0 and T = TPI,
the asymptotic predictions become unbounded and
diverge from the numerics.
In figure 5a we compare the simulated pull-in
times to the asymptotic prediction (22), evaluated us-
ing the above values of c1 and c2. The asymptotic
prediction provides an excellent approximation pro-
vided Q . 10−2 and  . 1, with the numerics clearly
following the predicted −1/2 scaling law. The accu-
racy of the asymptotics is remarkable: even though
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the result (22) is based on our earlier assumption that
TPI  1, the computed times for  . 1 lie in the range
TPI ∈ (10−3, 10−1). For values Q & 10−1, inertial ef-
fects are important when the beam reaches the pull-in
displacement, and a bottleneck phase evidently does
not occur (figure 5a). Unfortunately, without an an-
alytical solution of the dynamic beam equation (3),
we are unable to predict a threshold value of Q be-
low which bottleneck behaviour occurs, since this re-
quires knowledge of the solution before it reaches the
fold shape.
When we fix  . 10−2, the pull-in time is a non-
monotonic function of Q (figure 5a): pull-in occurs
more quickly when Q = 10−1 (green circles) compared
to Q = 10−2 (red diamonds), but is slower when Q = 1
(magenta triangles). This feature is illustrated more
clearly in figure 5b, which shows a surface plot of the
computed pull-in times as a function of  and Q. In
particular, when  . 10−2 a minimum pull-in time is
obtained when Q ≈ 0.04. This minimum corresponds
to a delicate balance between beam inertia and critical
slowing down: inertia is large enough to prevent much
slowing down in a bottleneck, but still small enough
for the beam to be rapidly accelerated from its rest
position. Very similar behaviour has been observed by
[18] for a parallel-plate capacitor (compare figure 5 here
to figure 4 in [18]).
To validate our numerics, we compare our results
to numerical solutions reported by [12], who solve
the dynamic beam equation (3) subject to (5)–(7)
using a reduced-order model constructed by a Galerkin
procedure (with the undamped eigenfunctions of the
flat beam as basis functions). The parameter values
in their study are d0 = 2.3 µm, L = 610 µm,
h = 2.015 µm, b = 40 µm, E = 149 GPa, ρs =
2.33 g cm−3, P0/(bh) = −3.7 MPa, VSPI = 8.76 V,
and η/
√
ρsbhB/L4 = Q
−1 = 260, which correspond to
[t] ≈ 20.80 ms, S ≈ 0.06396, τ0 ≈ −27.31.
We have extracted the pull-in times reported by [12], as
a function of the applied voltage V , using the WebPlot-
Digitizer (arohatgi.info/WebPlotDigitizer). We then
use the reported pull-in voltage VSPI to determine the
corresponding values of  = (V/VSPI)
2 − 1, and non-
dimensionalise the pull-in times using the overdamped
timescale [t]. The results are in excellent agreement
with our numerical simulations; see figure 6. (The dis-
crepancy at the smallest value of  is likely due to the
error in extracting the point graphically using Web-
PlotDigitizer, or a possible rounding error in the re-
ported pull-in voltage; either introduces a slight shift
in the computed values of , which is exaggerated for
small values on log–log axes.) For the above parameter
values we also compute
λfold ≈ 38.0173, c1 ≈ 111.5, c2 ≈ 1601. (25)
The predicted pull-in time (22) is also plotted in figure
6 (black dotted line) and fits well the numerical data
without any adjustable parameters.
4.3. Comparison with other data
We have shown that near the static pull-in transition,
the dimensional pull-in time is
tPI ∼ L
4η
B
pi√
c1c2
where  =
(
V
VSPI
)2
− 1. (26)
This result is valid for 0 <   1 and Q 
1. We note that the beam length L and bending
stiffness B are quantities that are measurable in
experiments. However, as discussed at the start of
§2, the damping coefficient η is a lumped constant
that parameterises the properties of the squeeze
film, specifically during the bottleneck phase. We
now show that this damping model, despite its
simplicity, is able to approximate well experiments and
numerical simulations of microbeams that incorporate
compressible squeeze film damping.
We consider experiments performed by [8] in air
at atmospheric pressure. As in our model, the beams
have clamped ends and are subject to step DC voltages.
We also consider numerical simulations that model
these experiments, which couple the dynamic beam
equation to the compressible Reynolds equation in the
squeeze film. The parameter values used in each study
are summarised in table 1. We have separated the
data into rows so that within each data set only the
actuation voltage changes: the properties of the beam
and the squeeze film do not vary. We also report
any additional effects that are incorporated in the
simulations. The dimensional pull-in times are plotted
as a function of  = (V/VSPI)
2 − 1 in figure 7 (main
panel). Here symbols are used to indicate different
data sets, and colours are used to distinguish references
(see the ‘Legend’ column in table 1). In all cases the
slowing down near the pull-in transition approximately
obeys an −1/2 scaling law.
We make the pull-in times dimensionless using the
following procedure. For each data set, we calculate
the stretchability S and residual tension τ0. By
solving the corresponding neutral stability problem
(15) at the saddle-node bifurcation, we numerically
compute the dimensionless constants c1 and c2. We
then compare the dimensional pull-in times with the
prediction (26), and determine η using a least-squares
fit. The resulting pull-in times, made dimensionless
using the overdamped timescale [t] = L4η/B, are
shown in the inset of figure 7. In all cases we obtain
good agreement with the dimensionless prediction (22)
(dotted lines). Moreover, because the values of S
and τ0 are so similar between the data sets, the non-
dimensionalisation also collapses the data well.
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Figure 5. Pull-in times at voltages close to the pull-in transition (S = 10−2, τ0 = 0, N = 100). (a) Numerical results for fixed Q and
variable  (symbols as in legend). Also shown is the asymptotic prediction (22) from the bottleneck analysis (black dotted line), and,
for later comparison, the prediction (35) from the SDOF approximation (black dashed line) which is almost indistinguishable. (b)
Surface plot of the numerical pull-in times. Slices through the surface (red dotted curves) are shown at  ∈ {10−4, 10−3, 10−2, 10−1}.
Table 1. Summary of data for the pull-in time of microbeams reported in the literature.
Ref. Data type d0 L h b E VSPI ρs P0/bh Model Fitted η Estimated η Legend
(µm) (µm) (µm) (µm) (GPa)(V) (gcm−3)(MPa) (Pa s) (Pa s)
[8] Experiment 2.07 610 2.12 40 164 8.76 2.2 -3.5 N/A 0.802 1.10
[8] Experiment 2.07 710 2.12 40 164 5.54 2.2 -3.5 N/A 0.754 1.48
[11] Simulation 2.3 610 2.2 40 149 8.76 2.33 -3.7
BE, CC, CSQFD,
SBC
0.613 0.908
[13] Simulation 2.3 610 2.2 40 149 8.76 2.33 -3.7
BE, CC, CSQFD,
1.013 bar‡, SBC 0.569 0.908
[13] Simulation 2.3 610 2.2 40 149 8.76 2.33 -3.7
BE, CC, CSQFD,
0.1013 bar‡, SBC 0.156 0.908
[13] Simulation 2.3 610 2.2 70 149 8.76 2.33 -3.7
BE, CC, CSQFD,
0.1013 bar‡, SBC 0.536 4.87
BE, dynamic beam equation; CC, clamped-clamped boundary conditions; CSQFD, compressible squeeze film damping (Reynolds
equation); SBC, corrections due to slip boundary conditions (rarefaction effects); N/A, not applicable
‡Ambient pressure
We note that this fitting is very similar to that
performed in [18], in which we collapsed a large
range of data by fitting the overdamped timescale
[t] (see figure 6 in [18]). However, the approach
here has the advantage that the parameters of the
beam are explicitly accounted for in the timescale [t]
and constants c1 and c2. Hence, once the damping
coefficient has been fitted for one data set, it is possible
to use equation (26) to make further predictions if the
parameters of the beam then change. For example, if
the residual tension is varied, it is only necessary to
compute the updated values of c1 and c2.
We also check that the fitted values of η are
realistic by comparing to an approximate analytical
solution. Because the beam is shallow, when
viewed on the length scale of the squeeze film, it
approximately acts as an infinitely long and flat
rectangular plate that moves in the perpendicular
direction only. The incompressible Reynolds equation
may be solved approximately in this geometry [26]
to give the damping coefficient η ≈ µb3/d3, where
µ is the air viscosity and d is the local gap width.
For the microbeam considered here, the dimensionless
displacement during the bottleneck phase is W ≈
Wfold. In dimensional terms, the gap width is therefore
d0[1−Wfold(X)], giving the damping coefficient
η(X) ≈ µb
3
d30[1−Wfold(X)]3
.
This varies along the length of the beam so we cannot
compare it directly to our fitted values. As the
minimum gap width is attained at X = 1/2 (figure
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Figure 6. Pull-in times determined by previous simulations
[12] using a reduced-order model (red triangles), and here using
the method of lines with N = 100 grid points (blue circles)
(S ≈ 0.06396, τ0 ≈ −27.31, Q ≈ 0.003846). Also shown is the
asymptotic prediction (22) from the bottleneck analysis (black
dotted line), and, for later comparison, the prediction (35) from
the SDOF approximation (black dashed line).
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Figure 7. Main panel: Experimental and numerical pull-in
times of overdamped microbeams reported in the literature,
plotted as a function of the normalised voltage difference . For
a legend and the parameter values used in each data set, see
table 1. Inset: The same data made dimensionless using the
overdamped timescale [t] = L4η/B; here η is fitted to match the
values with the asymptotic prediction (26) (dotted lines).
4), an upper bound on the damping coefficient is
η . µb
3
d30[1−Wfold(1/2)]3
. (27)
(Averaging η(X) over the beam length instead does
not give a useful estimate.) In table 1 we compare this
prediction to the values obtained by fitting the pull-in
times (for all data sets the air viscosity µ = 18.2 µPa s).
The values are of comparable size for all data sets,
with (27) indeed providing an upper bound. The
fitting here is therefore consistent with the damping
being dominated by viscous dissipation rather than air
compressibility. The discrepancy between the values
may also be due to additional effects present in the
experiments and numerical simulations, which are not
captured by the expression (27). These include finite-
length effects (i.e. venting conditions at the clamped
boundaries) and rarefaction effects. (This explains why
the discrepancy is largest for the data of [13] at reduced
ambient pressure 0.1013 bar, i.e. the final two rows in
table 1; here we expect rarefaction effects to be more
significant.) In experiments, material damping may
also be present. Finally, we also note that with the
fitted values of η, the corresponding quality factors Q
are all small compared to unity, consistent with our
assumption that the microbeams are overdamped.
5. Single-mode approximation
In this final section, we consider the error in the pull-in
time calculated using a standard SDOF approximation.
We assume a priori that the displacement can be
written in the separable form
W (X,T ) = U(T )Φ(X), (28)
where U(T ) is an unknown amplitude and Φ(X) is a
known spatial function. We focus on the commonly
used choice of Φ(X) as the first eigenfunction of
the flat beam, i.e. the fundamental vibrational mode
when the applied voltage is zero; this is computed
in Appendix C. In this way, equation (28) may be
interpreted as keeping only the first term in a standard
Galerkin expansion that uses these eigenfunctions as
basis functions [12, 27, 29]. We insert the separated
ansatz (28) into the dynamic beam equation (3) to
obtain
Φ
(
Q2
d2U
dT 2
+
dU
dT
)
+
(
d4Φ
dX4
− τ d
2Φ
dX2
)
U =
λ
(1− ΦU)2 .
(29)
The Hooke’s law constraint (5) becomes
τ = τ0 +
U2
2S
∫ 1
0
(
dΦ
dX
)2
dX.
Combining this with the ODE satisfied by Φ(X)
(equation (C.1) in Appendix C), the spatial derivatives
appearing in the beam equation (29) can be written as
d4Φ
dX4
− τ d
2Φ
dX2
= Ω2Φ− U
2
2S
d2Φ
dX2
∫ 1
0
(
dΦ
dX
)2
dX,
where Ω is related to the natural frequency of the beam.
Multiplying (29) by Φ and integrating from X = 0 to
X = 1 (simplifying using integration by parts and the
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boundary conditions/normalisation satisfied by Φ; see
Appendix C), we obtain an ODE for U :
Q2
d2U
dT 2
+
dU
dT
+ Ω2U +
1
2S
[∫ 1
0
(
dΦ
dX
)2
dX
]2
U3
= λ
∫ 1
0
Φ
(1− ΦU)2 dX. (30)
It is not clear how to write the integral on the right-
hand side as a simple function of U . While this
could be avoided by multiplying equation (29) by
(1 − ΦU)2 before integrating, the form here is more
convenient and makes the physical nature of each
term apparent. In particular, the linear term on
the left-hand side represents the effective spring force
due to the bending stiffness of the beam, while the
cubic correction represents additional stiffening due to
stretching (strain-stiffening).
5.1. Steady solutions
Steady solutions of (30) satisfy
λ =
Ω2U +
[∫ 1
0
(dΦ/dX)
2
dX
]2
U3/(2S)∫ 1
0
Φ (1− ΦU)−2 dX
. (31)
For given S and τ0, the above relation allows us to
compute the corresponding values of λ as U varies
(using quadrature to evaluate the integrals). The
midpoint displacement is given in terms of U by
W (1/2) = Φ(1/2)U.
Response diagrams of W (1/2) as a function of λ
obtained in this way are superimposed (as black dashed
curves) on figures 2a–b. These show that the SDOF
method provides a remarkably good approximation of
the numerically computed bifurcation diagrams. The
disagreement is largest in the neighbourhood of the fold
point, where the solution becomes highly sensitive to
changes in λ; similar behaviour has been reported by
[12] and [34].
We write λSDOFfold for the value of λ at the fold,
which corresponds to U = Ufold in this approximation;
the SDOF superscript on λ is to distinguish its value
from that obtained in §3, when we solved the full beam
equation using bvp4c. We now obtain two identities
that will be useful in the dynamic analysis. Because
the fold point is a steady solution, we have from (31)
λSDOFfold =
Ω2Ufold +
[∫ 1
0
(dΦ/dX)
2
dX
]2
U3fold/(2S)∫ 1
0
Φ (1− ΦUfold)−2 dX
.
(32)
In addition, the fact that this is a fold gives that
(∂λ/∂U)|U=Ufold, λ=λSDOFfold = 0 which, using (32), can
be simplified to
Ω2 +
3U2fold
2S
[∫ 1
0
(
dΦ
dX
)2
dX
]2
= 2λSDOFfold
∫ 1
0
Φ2
(1− ΦUfold)3
dX. (33)
5.2. Pull-in dynamics
Using the SDOF approximation, we would like to
calculate the pull-in time when
λ = λSDOFfold (1 + ),
for 0 <   1. From §4, we know that the
dynamics are highly sensitive in this regime, with a
small change in  producing a large change in pull-in
time. Because of the error between λSDOFfold and the
‘true’ bifurcation value λfold (i.e. from solving the full
beam model without making a SDOF approximation),
replacing λSDOFfold by λfold above will lead to large errors
in the pull-in time: any difference in estimates of λfold
changes the effective value of . (We also discuss this
sensitivity in Appendix A in the context of solving the
PDE numerically.) A similar issue has been described
by [29] in their analysis of an underdamped microbeam,
who found that the error in the SDOF approximation is
very large at voltages near the dynamic pull-in voltage.
We now show that it is possible to obtain excellent
agreement when using a SDOF approach, provided
one uses the bifurcation value λSDOFfold , i.e. the value
consistent with the SDOF equations.
When the solution is close to the pull-in
displacement we have
U(T ) = Ufold + U˜(T ),
where |U˜ |  1. We expand the electrostatic force in
(30) as
λ
∫ 1
0
Φ
(1− ΦU)2 dX = λ
SDOF
fold (1 + )I1 + 2λ
SDOF
fold I2U˜
+ 3λSDOFfold I3U˜
2 +O(U˜ , U˜3),
where we define
Im = Im(Φ, Ufold) =
∫ 1
0
Φm
(1− ΦUfold)m+1 dX.
We substitute into (30) and simplify using the
identities (32)–(33). Neglecting the inertia term and
terms of O(U˜ , U˜3), we obtain at leading order
dU˜
dT
= d1+ d2U˜
2,
where
d1 = λ
SDOF
fold I1,
d2 = 3λ
SDOF
fold I3 −
3Ufold
2S
[∫ 1
0
(
dΦ
dX
)2
dX
]2
.
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These equations are precisely equations (19)–(20),
derived in the bottleneck analysis of the full PDE in
§4, provided that we identify
A→ U˜ , (c1, c2)→ (d1, d2), λfold → λSDOFfold ,
Wp → Φ, Wfold → UfoldΦ. (34)
The pull-in time to leading order is then similarly
evaluated as
TPI ∼ pi√
d1d2
, (35)
and the displacement in the bottleneck is
W (X,T ) = UfoldΦ(X)+
√
d1
d2
Φ(X) tan
[√
d1d2 T−pi
2
]
.
(36)
This analogy with our analysis of the PDE model
may not be so unexpected. In §4 we first expanded the
solution about the equilibrium shape at the fold, before
performing a SDOF-like approximation (using the
neutrally-stable eigenfunction Wp as a basis function).
In this section we essentially performed these steps in
the reverse order: we first used a SDOF approximation
to reduce the beam equation to an ODE, and then
expanded about the fold solution. The analogy in (34)
also allows us to deduce that the error in the second
approach is governed by three quantities. These are
(i) the error between λfold and λ
SDOF
fold ; (ii) the error
between Wp and the basis function Φ, here chosen as
the eigenfunction of the flat beam; and (iii) the error
between the fold shape Wfold and the approximation
UfoldΦ. Together, these errors govern the difference
between the constants (c1, c2) and (d1, d2) and hence
the discrepancy in the predicted pull-in time and
bottleneck displacement.
To quantify these errors, we again consider the
case S = 10−2 and τ0 = 0. For the SDOF system we
calculate
λSDOFfold ≈ 179.9184, UfoldΦ(1/2) ≈ 0.6123,
Φ(1/2) ≈ 1.588, d1 ≈ 626.6, d2 ≈ 11135.
These values agree well with the corresponding
quantities obtained in §4; compare to equation
(24). In figures 3a–b, we have superimposed
the midpoint displacement predicted by equation
(36) (as black dashed curves), which consistently
under-predicts the duration of the bottleneck phase
compared to the bottleneck analysis of the PDE
model. Nevertheless, the SDOF approximation closely
captures the dependence of the pull-in time on  — the
relative error in the pre-factor of −1/2 between the two
approaches is around 7%. This is evident in figure 5a,
where the predictions of the bottleneck analysis and
SDOF approximation are almost indistinguishable.
A similar picture is seen for the parameter values
used by [12]. Here we calculate for the SDOF system
λSDOFfold ≈ 38.3153, UfoldΦ(1/2) ≈ 0.5720,
Φ(1/2) ≈ 1.6165, d1 ≈ 112.9, d2 ≈ 1664,
which closely match the quantities (25) obtained in §4.
Again, we find that the pre-factors are in very good
agreement between the two approaches, with a relative
error of around 3% in this case (figure 6).
6. Discussion and conclusions
In this paper, we have analysed the pull-in dynamics
of overdamped microbeams. Rather than using
a one-dimensional mass-spring model, we explicitly
considered the beam geometry, modelled using the
dynamic beam equation. Using direct numerical
solutions, we demonstrated that at voltages just
beyond the pull-in voltage, the dynamics slow down
considerably in a bottleneck phase. This phase is
similar to the ‘metastable’ interval first described by
[14] for a parallel-plate actuator and analysed in detail
[18]: the bottleneck depends sensitively on the voltage,
it dominates the time taken to pull-in, and occurs when
the solution passes the static pull-in displacement.
We analysed the bottleneck dynamics using two
approaches. In the first approach we worked with
the dynamic beam equation directly. Because a linear
stability analysis is not applicable (there is no unstable
base state from which the system evolves), we used
an asymptotic method based on two quantities: the
proximity of the solution to the pull-in displacement,
and the slow bottleneck timescale. This allowed us to
systematically reduce the leading-order dynamics to a
simple amplitude equation — the normal form for a
saddle-node bifurcation. As a result, the microbeam
dynamics inherit the critical slowing down due to
the ‘ghost’ of the saddle-node bifurcation [21]. We
obtained a simple approximation to the pull-in time:
tPI ∼ L
4η
B
pi√
c1c2
,
where L is the beam length, η is the effective
damping coefficient during the bottleneck phase, B
is the bending stiffness, c1 and c2 are dimensionless
constants, and  is the normalised difference between
the applied voltage and the pull-in voltage. To
compute c1 and c2 requires some effort: it is
necessary to solve for the equilibrium shape at the
fold, Wfold(X) (e.g. using a continuation algorithm),
as well as the neutrally-stable eigenfunction of the
fold shape, Wp(X). These problems depend on the
beam stretchability, residual stress and the boundary
conditions applied to the beam.
In the second approach, we first applied a SDOF
approximation, assuming that the solution can be
written in the separable form W (X,T ) = U(T )Φ(X).
By reducing the dynamic beam equation to an ODE,
we were able to analyse the behaviour near the pull-
in transition in a similar way to [18]. Comparing this
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approach to the bottleneck analysis of the PDE model
revealed that three factors control the error of the
SDOF approximation:
(i) The error in the computed pull-in voltage.
(ii) The error between the basis function Φ(X) and
the neutrally stable eigenfunction Wp(X).
(iii) The error in the computed pull-in displacement.
We found that choosing Φ(X) to be the fundamen-
tal vibrational mode of the undeformed beam closely
matches Wp(X) (the same eigenfunction when evalu-
ated at the pull-in voltage), so that the error (ii) is
small. Moreover, it may be verified that Φ(X) is left-
right symmetric about the beam midpoint X = 1/2.
Because the pull-in displacement is also left-right sym-
metric, it turns out that the errors (i) and (iii) above
are also small. As a consequence, we could obtain ac-
curate predictions for the pull-in time with much less
effort. This result is in direct contrast to previous stud-
ies, which conclude that the error in the SDOF ap-
proximation grows unacceptably large near pull-in [29]
– the apparent discrepancy is because our approach
accounts for the shift in the pull-in voltage when us-
ing the SDOF system, and so is consistent with its bi-
furcation behaviour (recall the discussion at the start
of §5.2). However, in other scenarios (e.g. different
boundary conditions) it is possible that the errors (i)–
(iii) could be large, meaning the SDOF approximation
is no longer valid. In such cases Wp should instead be
used as the basis function, provided that the error in
the pull-in displacement is verified to be small.
Finally, we discuss the various assumptions we
have made in our analysis. We assumed that the
quality factor Q is small, so that inertial effects can
be neglected. This is necessary to obtain bottleneck
behaviour near the static pull-in transition when the
voltage is stepped from zero (for large Q the beam is
not slowed in a bottleneck due to inertia). We focussed
on the case of a clamped-clamped beam under step DC
loads, though our analysis may be adapted to other
boundary conditions and loading types. However, we
note that in the case of a voltage sweep, dynamic effects
may cause a delayed bifurcation and modify the −1/2
scaling law governing the bottleneck duration, similar
to what is observed in other physical systems [44, 45].
In addition, we neglected spatial variations in the
damping coefficient, and used a lumped constant in our
study. Because the bottleneck dominates the transient
dynamics, and the beam geometry is roughly constant
in the bottleneck, we found that this is sufficient to
accurately predict the pull-in time — we were able to
collapse data from experiments and simulations that
incorporate compressible squeeze film damping (figure
7). Nevertheless, the framework we have presented
here shows that it is the underlying bifurcation
structure that governs the bottleneck dynamics, so
that more realistic damping models could also be
incorporated.
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Appendix A. Details of the numerical scheme
To solve the dynamic beam equation, we introduce
a uniform mesh on the interval [0, 1] with spacing
∆X = 1/N , where N ≥ 2 is an integer. We label
the grid points as Xi = i∆X (i = 0, 1, 2, . . . , N) and
write Wi for the numerical approximation of W at the
grid point Xi. We approximate the spatial derivatives
appearing in the beam equation (3) and boundary
conditions (6) using centered differences with second-
order accuracy. To do this at all interior points in the
mesh without losing accuracy, we introduce the ghost
points X−1 and XN+1 (with associated displacement
W−1 and WN+1) outside of the interval [0, 1]. With
this scheme, (3) becomes, for i = 1, 2, . . . , N − 1,
Q2
d2Wi
dT 2
+
dWi
dT
− τ Wi+1 − 2Wi +Wi−1
∆X2
+
Wi+2 − 4Wi+1 + 6Wi − 4Wi−1 +Wi−2
∆X4
=
λ
(1−Wi)2 .
(A.1)
The clamped boundary conditions (6) are approxi-
mated by
W0 =
W1 −W−1
2∆X
= WN =
WN+1 −WN−1
2∆X
= 0.
(A.2)
To approximate the integral appearing in the Hooke’s
law constraint (5), we use a centered difference to
discretise the derivative and apply the trapezium
rule for the quadrature. After simplifying using the
clamped conditions, we obtain
S(τ − τ0) = 1
8∆X
N−1∑
k=1
(Wk+1 −Wk−1)2 . (A.3)
Finally, we have the initial data Wi(0) = W˙i(0) = 0
(i = 1, 2, . . . , N − 1).
These equations can readily be written in matrix
form and integrated using the matlab ODE solvers.
We use the routine ode23t, which employs a stiff
solver to efficiently integrate the system when Q 1;
here the equations are stiff due to transients around
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T = 0 and immediately before contact in which inertia
cannot be neglected. We have verified that (i) the
equilibrium solutions of the discretised system converge
to the solution of the steady beam equation (obtained
using bvp4c); and (ii) the solutions of the unsteady
discretised equations, integrated up to a fixed time,
converge as N increases. In both cases, we observe
second-order accuracy in the convergence; for further
details and convergence plots see [46].
When we set λ = λfold(1 + ), we anticipate
that the dynamics depend sensitively on the value
of  as  → 0. An important point is that due
to the discretisation error in our numerical scheme,
there will also be an error in the bifurcation value
λfold. If we use the value of λfold predicted by the
solution of the ‘continuous’ problem (i.e. from solving
the beam equation using bvp4c) in our simulations,
we therefore need to ensure that the relative error
in λfold is much smaller than : this error acts as
an ‘extra’ perturbation that shortens the pull-in time.
For example, we find that taking N = 600 ensures
a relative error that is typically O(10−5), which is
sufficient provided we restrict to  & 10−3.
An alternative approach is to use the value of
λfold predicted from the discretised system, which
is consistent with its bifurcation behaviour and so
eliminates this sensitivity. This allows us to use fewer
grid points, e.g. N = 100, to obtain quantitatively
similar results with much less computing time. We
use this latter approach for all simulations reported
in this paper. To determine the value of λfold
for the discretised system, we solve the steady
version of equations (A.1)–(A.3) in matlab using
the fsolve routine (error tolerances 10−10), using a
simple continuation algorithm to trace the bifurcation
diagram. Similar to the way we solved the steady beam
equation in §3, we control the tension τ and determine
λ as part of the solution.
Appendix B. Bottleneck analysis when
A = O()
In this appendix we show that the solution (21) for the
amplitude variable A(T ) also holds when A = O();
using the expansion tanx ∼ x for |x|  1, this
corresponds to times |T − T0| = O(1). Because the
leading-order solution in the bottleneck is O(), our
original assumption (ii) (made at the start of §4.1) is no
longer valid. Returning to the beam equation (10), we
see that the left-hand side no longer dominates when
(W˜0, τ˜0) = O() and |T − T0| = O(1). We must now
keep the time derivative and theO() term on the right-
hand side to obtain
L(W˜0, τ˜0) = −∂W˜0
∂T
+
λfold
(1−Wfold)2 . (B.1)
Because |W˜0|  1, the Hooke’s law constraint (12)
remains unchanged at leading order:
S τ˜0 =
∫ 1
0
dWfold
dX
∂W˜0
∂X
dX.
Again, we have an inhomogeneous problem and so the
Fredholm Alternative Theorem applies. Integrating by
parts (making use of the clamped boundary conditions
and the Hooke’s law constraints satisfied by Wp and
W˜0) shows that∫ 1
0
WpL(W˜0, τ˜0) dX = 0.
(This follows more generally from the fact that the
operator L(·, ·), defined in (10), is self-adjoint and the
boundary conditions/constraints satisfied by (Wp, τp)
and (W˜0, τ˜0) are all homogeneous.) Multiplying (B.1)
by Wp and integrating over (0, 1) then gives
0 = −
∫ 1
0
Wp
∂W˜0
∂T
dX + λfold
∫ 1
0
Wp
(1−Wfold)2 dX.
From the normalisation
∫ 1
0
W 2p dX = 1 (recall equation
(15)), it follows that W˜0 = A(T )Wp with
dA
dT
= λfold
∫ 1
0
Wp
(1−Wfold)2 dX = c1.
The solution is
A(T ) = c1(T − T0),
where the constant of integration is chosen to match
into the solution (21) when A  . This solution
is precisely (21) when we expand the tan function
for small arguments. We deduce that (21) is
asymptotically valid for all |A|  1.
Appendix C. Linear stability at zero voltage
In this appendix we determine the small-amplitude
(flexural) vibrational modes of the flat beam when
λ = 0, and the tension is close to the residual value
(τ ≈ τ0). We set W = δΦ(X)eiωT where δ  1
is a fixed quantity and ω is the (unknown) natural
frequency. Inserting into the dynamic beam equation
(3) and considering terms of O(δ), we obtain [12]
(assuming the real part of complex quantities)
d4Φ
dX4
− τ0 d
2Φ
dX2
− Ω2Φ = 0, (C.1)
where Ω2 = Q2ω2−iω. In the absence of any damping,
i.e. as Q → ∞, we see that Ω is simply proportional
to the natural frequency of the beam. The clamped
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boundary conditions (6) imply that Φ(0) = Φ′(0) =
Φ(1) = Φ′(1) = 0. The solution to (C.1) satisfying the
boundary conditions at X = 0 is
Φ = A1
(
coshα+X − cosα−X
)
+A2
(
α− sinhα+X − α+ sinα−X
)
, (C.2)
where A1 and A2 are constants and we have introduced
α± =
√√(τ0
2
)2
+ Ω2 ± τ0
2
.
The remaining boundary conditions, at X = 1,
then yield a second-order, homogeneous linear system
in the two unknowns A1 and A2. To determine
eigenfunctions, we are only interested in non-trivial
solutions. These exist if and only if the corresponding
determinant vanishes, which can be re-arranged to [47]
τ0
2Ω
=
coshα+ cosα− − 1
sinhα+ sinα−
.
For each value of τ0, the roots of this transcendental
equation give the eigenvalues Ω. The smallest
positive root then corresponds to the fundamental
eigenfunction Φ(X) used in §5; we specify the
normalisation condition
∫ 1
0
Φ2 dX = 1.
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