In this paper we analyse the e ect of introducing a structure in the input distribution on the generalization ability of a simple perceptron. The simple case of two clusters of input data and a linearly separable rule is considered. We nd that the generalization ability improves with the separation between the clusters, and is bounded from below by the result for the = 0 unstructured case. The asymptotic behaviour for large training sets, however, is the same for structured and unstructured input distributions. For small training sets, the dependence of the generalization error on the number of examples is observed to be nonmonotonic for certain values of the model parameters.
The problem of learning 1, 2, 3, 4] in layered neural networks is usually addressed in the context of supervised learning. A set of examples for the unknown target rule, given in the form of input-output pairs, is used to adjust the internal parameters or weights of a student network. The aim is to obtain a speci c network con guration which approximates the unknown input-output relation as well as possible. The process of learning through the adjustment of the weights is usually guided by the minimization of the training error, which measures the degree of 1 permanent address: Inst. f ur theor. Physik der Universit at, Am Hubland, D{97074 W urzburg 2 on leave from AT&T Bell Laboratories, Holmdel, NJ 07733, USA disagreement between student and target output for the training set. The success of learning is measured through the generalization error: the probability of disagreement between student and rule for an arbitrary input. Within the framework of statistical physics, the problem of supervised learning is usually formulated as that of a speci c architecture (the student) being trained through examples in order to reproduce an input-output relation which is de ned through a speci c con guration of the same architecture (the teacher). In most of the cases analysed to date, the distribution of data in input space is unstructured, i.e. the training inputs are vectors of binary or continous components drawn from a uniform or isotropic distribution.
In many practical situations, however, the input distribution will be structured. For instance, di erent clusters of data points might exist, re ecting certain features of the inputs. The detection of such a structure in input space is usually addressed in the context of unsupervised learning, with no reference to a functional relation to an output space 5, 6, 7] .
In this work we study a question of crucial importance, namely the problem of incorporating nontrivial input distributions within the framework of supervised learning 8, 9] . Such a structure is expected to enhance the generalization ability whenever the rule output is to a large extent consistent with the clustering in input space. On the other hand, no improvement should arise when the classi cation to be learned is based on features completely di erent from the ones relevant to the clustering in input space.
In order to investigate this problem we consider a simple classi cation task, in which points in N{space are assigned to two categories according to the state of a single output unit 0 = 1. The dichotomy corresponds to placing a hyperplane through the origin to separate the two classes, and it is implemented through a single layer The student network is also a single layer perceptron, with couplings J 2 IR N chosen through the learning process. Both weight vectors are normalized: j B j 2 = j J j 2 = N.
A structure is imposed on the discrete N-dimensional input space through the choice of a speci c vector C 2 f+1; ?1g N and a separation along this direction so that the inputs are distributed according to the discrete equivalent of two Gaussian clouds centered at C= p N. The inputs are generated according to the following distribution 6]
; (2) where the dummy variable determines the cluster, to which belongs. We assume P ( ) = 1
(3) According to the central limit theorem the resulting distribution of overlaps C = p N is a superposition of two Gaussians with mean values and unit width. Note that in an arbitrary direction perpendicular to C the data appears structureless, as the corresponding distribution of overlaps is a single Gaussian with zero mean and unit variance. Note that the results reported here would also apply to a continous version 7] of distribution (2).
The object of our analysis is to investigate the generalization ability of the student as a function of the alignment = (B C)=N between the teacher B and the vector C, and the separation between the centers of the input clusters.
By de nition, the rule considered here is learnable for a student perceptron. The situation is di erent in a similar model recently studied by Meir 9] , where the target outputs are de ned by the labels of the overlapping clusters (2,3). As the clusters overlap, the concept is unrealizable, and strong overtraining e ects can occur. In this scenario, simple Hebbian learning outperforms strategies based on the minimization of the training error 9].
For the realizable rule considered here, however, the minimization of the training error is a natural training strategy. As an example of this approach we study the perceptron of optimal stability 10], i.e we analyse the properties of a student which maximizes the quantity = min over the P examples in the training set. This strategy is known to yield almost optimal generalization in the case of isotropic, unstructured input distributions 11]. Furthermore, deterministic algorithms are available to obtain the weight vector of optimal stability for any linearly separable training set 13, 14, 15] , allowing for comparisons between our analytic results and numerical simulations.
Following 10], we interpret the student weights J j as the N interacting degrees of freedom in a system with energy 
The number of examples is an extensive quantity P = N. In the case of = 0 the training energy (5) reduces to the number of misclassi ed training inputs. The calculation 10, 11] uses the replica trick 12] within the symmetric ansatz in order to perform the average over the quenched disorder (the set of input examples) and evaluate the thermodynamic quantities of interest. Apart from the order parameter q, representing the typical overlap of two error{free student vectors 10], we introduce two additional order parameters R = J B=N and D = J C=N. The limit ! 1 forces the system into its groundstate, and the optimal stability is the maximal value of for which this groundstate still has zero training energy for a given . The corresponding J is unique and is selected in the q ! The data points represent the results of simulations for a system with N = 500 input units, averaged over 100 independent training sets. Standard error bars would be approximately the size of the symbols.
As shown in gure 1, improved performance at nite arises even when there is only weak correlation between the labelling direction B and the direction C which characterizes the clustering of the input data. This e ect is more pronounced as increases from = 0 (B ? C) to = 1 (B k C) : at nite , the generalization error decreases with increasing for all , and becomes independent of at = 0 . The upper bound at = 0 is thus again given by the = 0 result 11].
The advantage of learning from structured data disappears asymptotically:
in the ! 1 limit the generalization error becomes independent of both and . In this limit R ! 1 and D ! so that D ! R, and the generalization error exhibits the same g ( ) 0:50= decay as in the unstructured case 4]. Note the merging of the curves for di erent values of with increasing in gure 1.
An interesting behaviour appears at small . As shown in gure 1, the generalization error can exhibit a nonmonotonic dependence on . We have observed this e ect for intermediate values of and . To identify the underlying mechanism, consider the dependence of the order parameters R and D, shown in gure 2, where the numerical solution to the saddle point equations is shown to be in very good agreement with simulation results. While R increases monotonically with , it does so at a slower rate than for = 0. The small behaviour is dominated by alignment with C instead of B, for as long as the labelling of the examples by the rule output is consistent with the cluster labels . In this regime a separating hyperplane perpendicular to C tends to be selected by the maximal stability requirement, resulting in a fast increase of the order parameter D with . As increases, the sampling associated with a given cluster eventually crosses the hyperplane perpendicular to B, and the cluster label is no longer consistent with the rule output. The data now indicates that C is not a valid hypothesis, and D decreases monotonically towards its D = R asymptotic value, while the student vector monotonically approaches the teacher B as R ! 1.
A nonmonotonic behaviour of the generalization error in the small regime has recently been observed 4, 16] for a continuous perceptron. As the input distribution considered by B os et al. is isotropic, the e ect they observe cannot be explained in terms of competition between two order parameters.
The behaviour observed here for small is unlikely to be an artifact of optimal stability training. We believe that the nonmonotonicity arising from the competition between C and B is an intrinsic property of the model. Alternative training strategies such as Hebbian learning 17], zero stability 1], and optimal learning 18, 19] are currently being considered.
