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A data set of the holiday destination choices of German tourists is segmented using phase in 
the life cycle; second, holiday motivation and holiday activities and third, the region of 
residency. For each segment demand is estimated using data on environmental and economic 
characteristics of countries. The optimal temperature, where demand peaks, ranges from 22°C 
to 24°C across the segments. More interestingly, the steepness of the temperature demand 
relationship is different for different segments. Even though the temperature optima are 
similar, changes in temperature, for example caused by climate change will have a larger 
effect on demand depending on the steepness of the temperature-demand relationship. A 
climate index is calculated for each country using climate data and the respective coefficients 
from the estimated demand equations. The climate index values are different across the 
segments: the segment containing those tourists who were swimming and sunbathing while on 
holiday has the highest index values of all of the segments. 
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  1Climate preferences and destination choice: a segmentation approach 
1 Introduction 
Recent studies assessing the impact of climate change on tourism demand patterns use current 
behavioural patterns to estimate what demand will be under scenarios of climate change (Lise 
and Tol, 2002; Maddison, 2001; Hamilton et al. 2005). As well as environmental changes 
such as climate change, countries can be expected to experience changes in population, in 
income, in values and in policy emphasis. In order to gain an insight into the possible range of 
impacts in an unknown future, scenarios are used. The SRES scenarios of population change 
and economic development are based on storylines describing different futures according to a 
positioning on a globalization-regionalization scale and on an economic-environmental 
emphasis scale (IMAGE Team, 2001). These different storylines have different energy use 
and emissions patterns and therefore different estimates of climate change. Hamilton et al. 
(2005) examine future changes in global tourism flows with respect to, not only a climate 
change scenario, but also to the economic and population scenarios of SRES. But it is not 
only the amount of potential tourists that will change. In addition, the socio-economic and 
demographic characteristics of those who travel will change. Moreover, on a long-term scale, 
it is plausible that tourism trends and tourist preferences will change. On the supply side, new 
destinations may emerge, while some existing destinations may no longer be available for 
tourism.  
To extend existing studies, tourism scenarios that describe possible tourism trends or that 
include demographic changes could be used along side the socio-economic and climate 
scenarios. Such scenarios would extend the storylines of the SRES scenarios to include 
tourism aspects. The core of these scenarios would be the relationship between demand and 
destination climate, and for each scenario there would be a different tourism demand and 
climate relationship.  
Market segmentation involves defining tourist groups according to certain demographic, 
behavioural or psychographic traits. In the numerous segmentation studies in the literature, 
the segments are compared according to socio-economic characteristics, holiday 
characteristics or preferences for certain destination characteristics. One of the frequently 
used means of segmentation is nationality. Although not segmentation studies, the studies by 
Maddison (2001), Lise and Tol, (2002) and Hamilton (2003) have examined the tourism 
  2demand of the UK, the Netherlands and Germany respectively. These studies use the pooled 
travel cost method to examine the relationship between destination characteristics and 
demand. Moreover, climate variables, namely temperature, precipitation and in the case of the 
German study, wet day frequency, were included in the demand equation. Using the climate 
coefficients obtained from the regression analyses, the optimal values of the climate variables 
are estimated. The results of these studies apply to the demand of a nation as a whole. For 
tourism scenarios that, for example, seek to examine a new trend or a demographic change, 
the interest is in the climatic preferences of certain demographic or behavioural groups and 
not in national groups. 
The objective of this study is to combine the segmentation approach and the pooled travel 
cost method to examine the climate preferences of different segments and so provide 
quantitative information for tourism scenarios. A survey of the holiday travel behaviour of 
German citizens during 1997 is segmented using three different means: phase in the life cycle, 
holiday motivation and holiday activities, and region of residence. The next section begins 
with a review of the literature on segmentation. Following this, the methods used to segment 
the survey data and to analyse the climate-demand relationships of the segments are 
presented. The results of the statistical analyses and, as a means of comparison, the climate 
index values for certain destinations are discussed in section four. The fifth section concludes. 
2 Literature review 
Segmentation can be carried out using various criteria; the most common, however, is the use 
of the life cycle. Lawson (1991) examines the expenditure and activities of eight family life 
cycle groups. These groups were heterogeneous in terms of spending and in the activities 
chosen. Unfortunately, this study does not examine the behaviour of different national groups 
even though five countries are represented. Oppermann (1995) argues that travel patterns are 
dynamic over the life cycle. What is more, childhood holiday experience, according to 
Oppermann, has an influence on destination choice later in the life cycle. These ideas are 
confirmed in a longitudinal study of German tourist behaviour: younger tourists leave Central 
Europe more frequently than older tourists, and for the age group 34-48 there is a decline in 
demand compared to the other age groups. In addition, different generations show different 
travel patterns at the same point in the life cycle. The bi-modal demand pattern over the life 
cycle, with the trough occurring in the thirties to late forties, is observed by Collins and 
Tisdell (2002). Psychological needs also change over the life cycle and as a consequence the 
  3type of tourist behaviour chosen. Gibson and Yiannakis (2002) note that, for a survey of 
citizens of the USA, getting older affects the pattern of behavioural roles taken. In their study, 
the tourist role “sun lover” is observed most frequently. Nevertheless, this role becomes less 
important over the lifetime of the individuals surveyed. Segmentation according to age has 
been carried out extensively for the senior market. Even within the senior market there are 
heterogeneous groups (Shoemaker, 1989). Reviewing the literature on the senior market, 
Fleischer and Pizam (2002) find that income and health are the determinants of heterogeneity 
between the groups in terms of number of vacation days. Moreover, the number of vacation 
days decreases with age. 
The use of nationality as a segmentation approach has generated some debate (Dann, 1993; 
Mykletun et al. 2001). Mykletun et al. (2001) find that nationality is the most important factor 
in defining groups according to levels of expenditure or of satisfaction. Other studies confirm 
that there are differences in the behaviour of nationalities in terms of destination choice 
motivation, spatial distribution patterns and the likelihood of independent travel (Oppermann, 
1992; Oppermann, 1994; Kozak, 2002). Yuan and MacDonald (1990), however, find that the 
motivation for travelling is the same across national groups. 
In order to gain a profile of high spending groups, segmentation studies have been carried out 
according to levels of expenditure at a destination. Mok and Iverson (2000) note that very 
little work has been done on segmentation according to expenditure. Nevertheless, studies on 
visitors to the Canary Islands and the Balearic Islands show that different nationalities and 
different demographic clusters have heterogeneous expenditure patterns (Bethencourt et al., 
2002; Perez and Sampol, 2000).  
  4The activities undertaken by tourists are also used to segment the tourist market. This can be 
done generally by defining different types of tourists (Gibson and Yiannakis, 2002; Wickens, 
2002) or more specifically using activity choices to build homogeneous clusters (Lise and 
Tol, 2002; Shoemaker, 1994). 
Some of the segmentation studies analyse different preferences for destination characteristics. 
Hu and Ritchie (1993) find that for a survey of Americans, climate is ranked higher by 
recreational tourists than by educational ones. Moreover, climate is ranked second from 16 
possible attributes by the former segment and ranked 12th by the latter. Shoemaker (1994) 
uses factor analysis to build three segments of tourists: adventurous/educational travellers, get 
away/family travellers and gamblers/fun travellers. The gamblers/fun travellers rank “good 
climate/weather” higher than the other two groups. In addition, this group ranks “opportunity 
to sunbathe“ and “good beaches“ higher than the other groups. Based on segmentation 
according to nationality, Kozak (2002) examines the push and pull motivations of German 
and British tourists visiting Mallorca and Turkey. He found that there are some differences in 
the importance attached to destination characteristics between the resorts visited and by the 
origin country of the tourists. For both origin countries “enjoying good weather” is the most 
important motivational factor. From the destination-based factors, “weather” is the second 
most attractive factor for the British visitors to Mallorca and the most important for those 
visiting Turkey. The German tourists rank “weather” as the most important characteristic for 
both destinations.  
These studies demonstrate that climate is a significant factor in determining a country’s 
attractiveness. Nevertheless, the rank position does not tell us how climate influences the 
demand for different countries. Using factor analysis and data on the destination choices of 
Dutch tourists, Lise and Tol (2002) construct nine activity clusters. For each of the activity 
clusters a demand function is estimated using climate other country characteristics. They find 
that the optimal temperature for fishing and playing tennis is 18°C. For visiting amusement 
parks and other attractions they find an optimal of 15°C, and for travelling with public 
transport, which they interpret as budget holiday makers, they find an optimal of 20°C. 
Surprisingly, for their beach holiday segment they do not find an optimal temperature. 
  53 The model and its application 
The model specification and the data set of country characteristics that are used in this study 
are taken from Hamilton (2003), where detail on the data sources and the pooled travel cost 
methodology can be found.  
3.1 Data 
The original survey contained the responses of 7780 German citizens in 1998 to questions 
about the holidays that they took in 1997 (FUR, 1998). Those not taking a holiday were 
dropped from the data set. The data set has been constructed so that for every destination and 
month, the total number of trips taken by the survey group was calculated. In addition, for 
each country the data shown in tables 3 and 4 were collected. For each month and country, 
climate data on the average monthly temperature, wet day frequency, and the average monthly 
precipitation are included in the data set. 
As well as the destination and departure month, the travel survey contains information about 
the type of accommodation, the transport mode and total expenditure for each holiday. 
Moreover, a series of questions deals with holiday motivation and the activities undertaken on 
holiday. For a scenario that assumes a change in holiday trends, it is useful to know if certain 
holiday activities or certain motivations have different climate-demand relationships. Three 
segments were made from the responses about motivation and three were made from 
responses about activities. In addition, the travel survey contains information about the socio-
economic characteristics of the respondents: for example, gender, age, education, profession, 
origin state and phase in the life cycle. Using age and family status to segment the data allows 
an examination of the climate preferences of different age groups and of the differences in 
behaviour of households with and without dependent children. Four segments were 
constructed using phase in the life cycle. As geographic regions have diverse environmental 
conditions, it is interesting to study if these conditions affect environmental preferences for 
holiday destinations. Moreover, these regions may exhibit cultural dissimilarities. 
Segmentation was carried out according to four broad geographic groups. In addition to the 
segments of interest, the inverse of each segment was generated. For example, for the 
segment of all tourists under 40 without dependent children, the inverse segment was created 
containing all of the destination choices of the survey respondents who were over 40 or had 
dependent children. 
  6In Hamilton (2003), the best fit was achieved with the following specification (equation 5-1), 
which was estimated using panel corrected least squares regression for the complete data set: 
Equation 1: 
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Where M represents the month of departure (where M1 is January, M2 February and so on), 
HOME is a dummy variable for holidays taken in Germany, GDPPC is the GDP per capita of 
the destination company in 1995 US$, Pop is the population of the country in thousands, 
PDEN is the number of people per km2, STAB is the stability index value of the destination 
country, BLEN is the length of beach of the country in kilometres, PROTECT is the area of 
protected area in hectares, HER is the number of UNESCO heritage sites, DIST is the distance 
between the origin and the destination capital, TEMP is the average monthly mean temperature 
(°C), PRE is the average monthly precipitation (mm) and WET is the average number of wet 
days per month. 
This specification was used to estimate the demand function for each segment and its inverse. 
In order to test whether there are differences between the estimated demand equation for the 
segment (containing a subset of the destination choices) and the pooled model (containing all 
of the observed destination choices), a Chow test is used. This tests the null hypothesis that 
the two models are equivalent. In this case, the test is if the complete model (containing the 
destination choices of all of the surveyed tourists) is significantly different from the 
segmented models, that is, the segment of interest and its inverse. The test statistic is given 
by:   
Equation 2:     ( 2 2)/ /( 1) cs n p SSR n p SSR −− − − ⋅
and is distributed as F(n-p-1, n-2p-2), where SSRc and SSRs are the sum of squared residuals 
for the complete model and the segmented models respectively. The number of observations 
is denoted by n, and p is the number of parameters. The subscripts c and s denote the 
complete model and the segmented model respectively.  
For each segment, it is possible to compare the estimated coefficients. Moreover, the 
estimated coefficients can be used to estimate the optimal value of the climate variables. In 
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coefficients of the climate variables, are presented for the climate of certain European 
countries in August. In this study, the index values of each segment are calculated and 
compared. 
3.2 Segmentation Specification and Data 
Firstly, segmentation according to the stage in the life cycle of the respondents was carried 
out. There were eight possible responses covering three age groups and whether there were 
dependent children in the household or not. These were combined to form four clusters. In 
addition, the inverse segment of Children was examined more closely. The segment 
definitions are presented in table 1. 
Information was available on the federal state of residence of the respondent. There are 16 
federal states in Germany and these were used to form four segments, which are defined in 
table 1. These segments capture broad regions of topographic and climatic similarity. As well 
as the influence of environmental factors, differences in culture may give rise to different 
travel patterns, which has been observed in aforementioned studies of different nations.  
There were eight survey questions on motivation and nine on holiday activities. Based on the 
literature review, three segments were produced for both motivation and activities. These are 
defined in table 1. The segments Sport and Outdoor may in fact be very similar, as one would 
expect that those whose motivation is to take part in sporting activities will go on to carry out 
those activities while on holiday. 
  8Young Respondent between 14 and 39 years old
Children Respondent from a household with children under 14 
Middle Respondent between 40 and 59 years old
Senior Respondent older than 60 years
East Respondent resident of Berlin, Brandenburg, Saxony, Saxony-Anhalt or 
Thuringia
North Respondent resident of Bremen, Hamburg, Mecklenburg-Western 
Pomerania, Lower Saxony or Schleswig-Holstein
South Respondent resident of Baden-Württemberg or Bavaria
West Respondent resident of Hessen, North Rhine-Westphalia, Rhineland-
Palatinate or Saarland
Sport Motivation is to take part in sport
Health Motivation is to do something for one's health and appearance
Family Motivation is to spend time with partner, friends and family
Outdoor
Holiday activities include walking, hiking, cycling or other outdoor 
activities
Sights Holiday activities include sightseeing and taking part in cultural events
Swimsun Holiday activities include sunbathing and swimming
Segment name Definition
Life cycle segments
Motivation and activity segments
Regional segments
Table 1: Definition of the segments  
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4.1 Life cycle segments 
Eight different demand equations were estimated corresponding to the life cycle segments 
defined in table 1 and the inverse of those segments. The regression results for the main 
segments and the inverse segment Invchildren are presented in table 2. The different segments 
show different R
2; the segment Children has the best fit. For all segments, the variable HOME 
has a positive relationship with demand and is statistically significant. The results for the 
oldest segment, Senior, show the largest value for the coefficient of the HOME dummy 
variable. This denotes that older people prefer domestic holidays. The youngest segment, 
YOUNG, have the lowest value for this variable. These results confirm the findings of 
Oppermann (1995). For the oldest segment, GDPPC is not significant; for the other groups it is. 
Moreover, there are no significant differences in the estimated coefficients. The results for the 
oldest segment, however, show a significant and negative relationship between population 
(POP) and demand. The other three groups show negative but non-significant relationships. As 
in the combined model, the coefficients of the variable stability (STAB) are not significant. 
PROTECT is significant and negative for the youngest and the middle aged segment. There are 
no significant differences in the two coefficients. For BEACH the pattern of significance is the 
same. The relationship with demand, however, is positive. This variable is more important for 
the youngest group. Moreover, for Young the variable HERITAGE is significant at the 1% level, 
for the segment Middle at the 5% and for the segments Children and Senior at the 10% level. 
DISTANCE has a negative coefficient for all of the subsets but it is not significant.  
Table 3 reports the results of the Chow test for the four segments. In each case, the hypothesis 
that each segment and its inverse have the same demand function as the complete data set can 
be rejected.  
  10Observations 355 240 349 252 430
R-squared 0.57 0.61 0.58 0.56 0.59
Variable Coeff. t-ratio Coeff. t-ratio Coeff. t-ratio Coeff. t-ratio Coeff. t-ratio
M1 -2.72E-01 -1.59 -2.81E-01 -1.13 -1.56E-01 -0.90 -6.78E-02 -0.25 -2.47E-01 -1.63
M2 -3.90E-01 -2.24 -4.48E-01 -1.78 -2.93E-01 -1.80 -8.00E-02 -0.36 -3.33E-01 -2.19
M3 -2.28E-01 -1.97 -2.86E-01 -1.33 -1.18E-01 -0.86 3.08E-02 0.18 -1.97E-03 -0.02
M4 -3.06E-01 -2.20 -3.92E-01 -1.32 -2.26E-01 -1.42 7.17E-02 0.37 -2.04E-01 -1.48
M5 -2.63E-01 -1.43 -3.25E-01 -1.19 1.46E-01 0.70 5.32E-01 2.19 1.44E-01 0.89
M6 -2.85E-01 -1.60 -4.32E-01 -1.50 2.08E-02 0.11 3.95E-01 1.36 -4.79E-02 -0.28
M7 -1.39E-01 -0.64 1.04E-01 0.31 1.98E-01 0.76 6.20E-02 0.18 7.16E-02 0.31
M8 -1.02E-01 -0.52 2.79E-01 0.83 3.07E-01 1.35 3.21E-01 1.10 1.42E-01 0.68
M9 -9.77E-02 -0.70 -3.56E-01 -1.14 -1.56E-02 -0.07 3.38E-01 1.24 7.06E-02 0.44
M10 -3.25E-01 -2.10 -1.11E-01 -0.47 -1.25E-02 -0.07 -6.06E-03 -0.02 -1.26E-01 -0.81
M11 -6.49E-01 -4.33 -5.09E-01 -1.75 -2.63E-01 -1.42 -2.21E-01 -0.96 -4.85E-01 -3.36
HOME 1.14E+00 4.31 1.58E+00 4.76 1.71E+00 5.46 2.46E+00 7.35 2.03E+00 6.35
GDPPC 3.56E-05 4.01 3.73E-05 4.02 3.19E-05 3.29 1.11E-05 0.96 2.84E-05 2.38
POP -3.14E-07 -0.87 -2.48E-07 -0.47 -3.20E-07 -0.86 -8.92E-07 -1.99 -4.38E-07 -1.18
PD -9.30E-05 -0.34 -9.45E-05 -0.20 -9.26E-05 -0.26 -4.10E-05 -0.15 -9.72E-05 -0.25
STAB -4.02E-02 -0.20 -1.64E-01 -0.70 -1.75E-02 -0.07 1.16E-01 0.55 2.07E-01 0.73
BLEN 5.71E-04 4.07 1.94E-04 1.14 2.96E-04 1.95 9.01E-05 0.49 5.79E-04 2.80
PROTECT -1.32E-08 -3.14 -8.33E-09 -1.48 -1.02E-08 -2.25 -5.89E-09 -0.97 -9.02E-09 -1.64
HER 4.17E-02 2.52 3.52E-02 1.73 4.15E-02 2.14 4.22E-02 1.72 4.88E-02 2.38
DIST -2.63E-05 -0.86 -9.12E-05 -1.76 -4.12E-05 -1.23 -5.98E-05 -1.12 -9.65E-05 -2.36
TEMPSQ 3.31E-03 4.46 4.33E-03 3.58 -1.11E-03 -0.36 1.37E-03 1.14 3.04E-03 3.08
TEMP3 8.21E-05 3.60 7.51E-05 1.98 4.34E-04 1.94 5.42E-05 0.94 1.05E-04 4.08
TEMP4 -5.73E-06 -6.02 -6.03E-06 -3.25 -1.34E-05 -2.80 -4.89E-06 -2.22 -6.22E-06 -4.79
WET 2.69E-01 4.00 4.05E-01 4.35 3.27E-01 4.03 1.08E-01 1.05 2.74E-01 3.28
WETSQ -1.04E-02 -3.97 -1.69E-02 -4.76 -1.35E-02 -4.86 -7.11E-03 -1.77 -1.24E-02 -4.38
PRE -2.79E-02 -4.18 -2.60E-02 -2.74 -2.00E-02 -2.48 -7.36E-05 -0.01 -1.51E-02 -1.84
PRESQ 1.02E-04 4.31 9.04E-05 2.67 7.08E-05 2.64 2.39E-05 0.71 6.13E-05 2.40
CONSTANT -3.82E-01 -1.23 -1.05E+00 -2.09 -8.45E-01 -1.85 -1.32E-01 -0.27 -3.18E-01 -0.72
Invchildren Young Children Middle Senior
 
 
Table 2: Results for the life cycle segments 















*** Significant at the 0.5% level
** Significant at the 1% level
* Significant at the 5% level
F-statistic
Regional segments
Motivation and activity segments
Life cycle segments
Segment name
Table 3: Chow test F-Statistics for differences between the segments, the inverse of the segments 
and the full model 
  11significant for the segment Middle. For the other segments, however, all of the climate 
variables are significant. The observed optimal climate values of the segments are shown in 
table 4. The optimal temperatures for the two oldest age segments are not significant. The 
segment Children has the highest optimal temperature of 24°C and the relationship between 
temperature and demand is much more peaked for this segment. Those with children prefer 
destinations that are near this optimal temperature. A change in the temperature would lead to 
larger changes in demand than it would for the Young segment, which has a similar optimal 
temperature but a less peaked temperature-demand relationship. For wet day frequency, the 
highest optimal frequency of 13 days is found for the Young segment (the Invyoung has an 
optimal at 11.4). Again, the segment Children has a more peaked wet days-demand 
relationship than the other segments. The precipitation minima range from 133mm 








Young 23 -12 13.0 137
Children 24 -15 12.0 144
Middle ns ns 12.1 141
Senior ns ns ns ns
Regional segments
East ns ns 11.5 128
North 21 -18 12.5 146
South 23 -10 11.3 127
West 23 -9 11.9 138
Motivation and activity segments
Sport 23 -12 10.8 125
Health 23 -12 11.4 117
Family 23 -10 11.8 139
Outdoor 23 -10 10.9 120
Sights 22 -13 11.5 123
Swimsun 23 -17 11.1 134
ns - not significant
temperature (°C)
maximum 
Table 4: Optimal values of the climate variables for each segment. Only those significant at the 5% 
level are listed  
 
  12Climate index values were calculated for the month of August for certain European countries. 
The different values for each of the segments and the index values for the pooled model are 
shown in Figure 1. The highest index values are for the segment Children, which has even 
higher values than the combined data set. The lowest values are estimated for the segment 
Senior. In general, the Middle segment has higher climate values than the Young segment. 
















































Figure 1: Climate index values for the life cycle segments 
4.2 Regional Segments 
The demand equations of the six regional segments as defined in table 1 and four inverse 
segments were estimated. The results of the main segments are shown in table 5. Again, there 
are different R
2 values for each of the segments; South has the worst fit of all. The segment 
East has the largest coefficient for the variable HOME of all of the segments. GDPPC is 
significant for all segments apart from East. The segment West has the largest coefficient for 
GDPPC. The coefficient on population is negative and significant at the 10% level for the 
segment East. This was also seen for the oldest group in the life cycle segmentation. The 
coefficient for BEACH is positive for each segment but significant for the segments North and 
West; the latter has a larger coefficient. The segment North has a negative and significant 
coefficient for PROTECT. The segments South and West have positive and significant 
coefficients for HERITAGE. The coefficient on DISTANCE has the correct sign for all segments 
but is only significant at the 10 % level for East and South.  
  13Observations 274 283 329 328
R-squared 0.56 0.62 0.53 0.59
Variable Coeff. t-ratio Coeff. t-ratio Coeff. t-ratio Coeff. t-ratio
M1 -2.81E-01 -1.28 -8.43E-02 -0.57 -2.98E-02 -0.15 -3.19E-01 -1.50
M2 -3.29E-01 -1.53 4.88E-03 0.03 -4.18E-01 -1.86 -1.12E-01 -0.62
M3 -1.09E-01 -0.55 6.78E-02 0.45 -2.81E-01 -2.14 -7.37E-02 -0.56
M4 -3.20E-01 -1.55 -2.89E-02 -0.18 -3.54E-01 -2.42 -1.57E-01 -1.05
M5 -6.53E-02 -0.27 4.39E-01 2.28 1.09E-02 0.07 -1.24E-01 -0.69
M6 -1.68E-01 -0.59 1.43E-01 0.75 -1.91E-01 -1.04 -2.16E-01 -0.96
M7 3.07E-01 0.99 3.05E-01 1.56 -4.79E-01 -2.39 2.42E-01 0.94
M8 6.33E-02 0.20 2.69E-01 1.47 1.14E-01 0.57 4.54E-02 0.17
M9 -1.30E-01 -0.47 1.22E-01 0.74 8.78E-02 0.52 -1.67E-02 -0.07
M10 -1.74E-01 -0.69 7.05E-02 0.40 -2.33E-01 -1.36 -1.70E-01 -0.94
M11 -3.89E-01 -2.13 -3.39E-01 -2.06 -5.17E-01 -3.14 -5.25E-01 -2.10
HOME 2.09E+00 6.82 1.95E+00 5.141 . 2 8 E + 0 0 4 . 3 51 . 7 2 E + 0 0 4 . 7 7
GDPPC 2.04E-05 1.64 2.94E-05 3.04 2.85E-05 2.21 3.84E-05 3.49
POP -6.55E-07 -1.84 -5.23E-07 -1.09 -5.01E-07 -1.11 -5.71E-07 -1.10
PDEN -2.68E-04 -0.97 -6.05E-05 -0.32 1.97E-05 0.05 2.05E-04 0.53
STAB -6.98E-02 -0.25 -1.10E-01 -0.68 1.17E-02 0.05 -1.09E-01 -0.43
BLEN 1.70E-04 0.94 3.52E-04 2.75 2.79E-04 1.42 4.16E-04 2.36
PROTECT -7.66E-09 -1.46 -9.69E-09 -2.38 -7.67E-09 -1.52 -9.13E-09 -1.71
HER 2.75E-02 1.46 3.27E-02 1.324 . 0 8 E - 0 2 2 . 1 94 . 5 2 E - 0 2 2 . 1 0
DIST -7.67E-05 -1.90 -1.89E-05 -0.56 -7.44E-05 -1.89 -7.99E-05 -1.53
TEMPSQ 1.96E-03 0.39 3.30E-03 4.363 . 1 2 E - 0 3 3 . 0 92 . 4 8 E - 0 3 2 . 1 6
TEMP3 1.47E-04 0.38 1.70E-05 0.74 1.18E-04 2.37 1.04E-04 2.99
TEMP4 -7.26E-06 -0.87 -4.31E-06 -3.56 -6.82E-06 -4.45 -5.68E-06 -3.87
WET 1.86E-01 2.38 2.26E-01 2.752 . 7 1 E - 0 1 3 . 1 73 . 2 7 E - 0 1 3 . 3 5
WETSQ -8.11E-03 -3.15 -9.04E-03 -3.09 -1.20E-02 -3.64 -1.38E-02 -4.27
PRE -1.42E-02 -1.65 -1.41E-02 -1.52 -1.78E-02 -2.30 -1.88E-02 -1.89
PRESQ 5.51E-05 2.00 4.83E-05 1.496 . 9 9 E - 0 5 2 . 7 86 . 8 1 E - 0 5 2 . 2 7
CONSTANT 5.26E-02 0.11 -8.01E-01 -2.09 -5.78E-01 -1.45 -8.45E-01 -1.70
West East North South
Table 5: Results for the regional segments  
From the results of the Chow test shown in table 3, it can be seen that the demand equations 
for the respective segments and their inverses are not equivalents. 
Segments South and West have significant coefficients for all of the climate variables. The 
calculated climate optima can be seen in table 4. The segments South and West both have an 
optimal temperature of 23°C. The estimated temperature-demand relationship, however, is 
much steeper for the segment South. For precipitation, the minimum optima range from 
127mm to 146mm. It is interesting that South and West have significant climate optima, as the 
south west of Germany is the warmest and sunniest region of Germany. It would seem that 
tourists with a warmer home climate are more particular about their holiday destination 
climate. 
  14Figure 2 shows the index values for the regional segments. The complete model has higher 
index values than any of the segments. Generally, the highest index values are for the segment 
















































Figure 2: Climate index values for the regional segments  
4.3 Activity and Motivation Segments  
The statistical analysis was carried out for the six activity and motivation segments, as 
defined in table 1, and their inverse segments. The results of the regression analyses are 
presented in tables 6 and 7. 
For all the motivation segments, the coefficients for HOME are positive and significant (see 
table 6). The motivation segment Health, however, has the largest coefficient for this variable 
and it is more than twice as large as the coefficient for the Sport segment. This may be caused 
by an aversion to longer distances when tourists are looking for a holiday that will be 
beneficial for their health. Avoiding stress, which may be in terms of the physical distance but 
also in terms of cultural or linguistic distance, could be a restriction on health holidays. 
Moreover, Germany has a very strong tradition of health resort holidays (Kur) at domestic 
destinations where the air is considered particularly beneficial. The importance of trips to 
family and friends within Germany is reflected in the size of coefficient of the HOME variable 
for the Family segment. Like the majority of the other segments discussed above GDPPC is 
positive and significant for all of the motivation segments. The variables POP, PDEN and STAB 
  15are not significant for any of the segments. As visiting the beach is often seen as a family 
destination it is not surprising that BEACH is significant and positive for the Family segment. 
The Sport and Health segments have positive and significant coefficients for the variable 
HERITAGE.  
For segmentation according to motivation, the hypothesis that each segment and its inverse 
have the same demand function as the complete data set can be rejected (see table 3). 
Observations 263 404 330
R-squared 0.54 0.59 0.60
Variable Coeff. t-ratio Coeff. t-ratio Coeff. t-ratio
M1 5.94E-02 0.27 -1.60E-01 -0.81 -3.54E-01 -1.59
M2 -1.79E-01 -1.24 -1.39E-01 -0.67 -5.37E-01 -2.80
M3 -2.42E-01 -1.63 -4.76E-02 -0.29 -1.50E-01 -0.88
M4 -2.09E-01 -0.96 -2.40E-01 -1.36 -4.26E-01 -2.25
M5 -6.50E-01 -2.30 6.04E-02 0.32 -2.97E-01 -1.49
M6 -4.80E-01 -1.59 -9.93E-02 -0.53 -4.35E-01 -1.74
M7 -3.66E-01 -1.17 1.72E-01 0.79 -1.51E-01 -0.57
M8 -1.25E-01 -0.38 3.74E-01 1.80 1.14E-01 0.40
M9 -2.83E-01 -0.84 7.95E-02 0.38 -3.25E-01 -1.64
M10 -5.14E-01 -2.18 -7.38E-02 -0.40 -2.83E-01 -1.51
M11 -4.30E-01 -1.43 -6.04E-01 -3.40 -4.60E-01 -2.08
HOME 1.00E+00 3.41 2.02E+00 5.50 1.90E+00 5.15
GDPPC 4.52E-05 3.63 3.47E-05 2.97 4.13E-05 3.54
POP -3.95E-07 -1.00 -6.17E-07 -1.28 -2.92E-07 -0.62
PDEN 3.52E-05 0.12 -3.14E-04 -0.93 -1.22E-04 -0.30
STAB 1.61E-02 0.05 1.93E-01 0.68 -1.01E-02 -0.03
BLEN 9.97E-05 0.53 2.94E-04 1.66 3.74E-04 2.11
PROTECT -9.34E-09 -1.54 -1.03E-08 -1.96 -9.60E-09 -1.81
HER 4.18E-02 2.24 4.93E-02 2.11 3.45E-02 1.52
DIST -7.91E-05 -1.48 -8.40E-05 -2.01 -1.11E-04 -2.48
TEMPSQ 3.53E-03 3.01 3.98E-03 4.09 3.88E-03 3.15
TEMP3 9.64E-05 2.52 1.02E-04 4.35 1.58E-04 2.66
TEMP4 -6.37E-06 -4.38 -7.12E-06 -5.46 -8.66E-06 -3.88
WET 3.09E-01 3.45 2.94E-01 3.50 3.75E-01 4.53
WETSQ -1.43E-02 -3.71 -1.29E-02 -4.56 -1.59E-02 -5.37
PRE -2.25E-02 -2.78 -2.00E-02 -2.25 -2.32E-02 -2.66
PRESQ 9.03E-05 3.24 8.51E-05 3.06 8.34E-05 2.78
CONSTANT -6.37E-01 -1.42 -6.82E-01 -1.50 -7.57E-01 -1.59
Sport Health Family
Table 6: Results for the motivation segments  
  16The climate variables are significant for all of the motivation segments. There is little 
difference in the optima for temperature or for wet days across the motivation segments (see 
table 4). Nevertheless, differences in the steepness of the climate-demand relationships can be 
seen. The segment Family has the steepest and highest demand relationship for temperature 
and wet day frequency. Precipitation minima range from 117mm (Health) to 139mm 
(Family). The climate index values for the motivation segments are shown in figure 3. The 
values for the segments Sport and Health are lower than the index values from the pooled 
model, whereas the values for the segment Family are higher. There are slight differences in 
the ranking of the countries. 
Observations 414 460 375
R-squared 0.59 0.58 0.55
Variable Coeff. t-ratio Coeff. t-ratio Coeff. t-ratio
M1 -3.47E-01 -2.01 -2.54E-01 -1.80 -2.36E-01 -1.09
M2 -3.97E-01 -2.11 -4.12E-01 -2.53 -4.20E-01 -1.81
M3 -2.87E-01 -2.05 1.01E-03 0.01 -1.92E-01 -0.94
M4 -3.93E-01 -2.42 -1.36E-01 -0.91 -2.30E-01 -1.13
M5 -5.45E-02 -0.30 2.64E-01 1.78 1.85E-01 0.83
M6 -2.97E-01 -1.65 1.04E-01 0.58 -1.14E-01 -0.49
M7 -6.75E-02 -0.29 2.89E-01 1.37 2.74E-01 1.02
M8 1.07E-01 0.45 4.16E-01 2.02 3.83E-01 1.40
M9 -8.74E-02 -0.45 2.05E-01 1.22 -5.99E-02 -0.27
M10 -3.77E-01 -2.09 2.57E-02 0.16 -1.23E-01 -0.56
M11 -5.36E-01 -2.65 -4.46E-01 -3.26 -4.74E-01 -2.86
HOME 2.13E+00 6.20 1.97E+00 6.46 1.33E+00 3.30
GDPPC 3.66E-05 2.90 2.12E-05 2.07 2.68E-05 2.61
POP -6.94E-07 -1.41 -6.26E-07 -1.60 -6.33E-07 -1.25
PDEN -2.61E-04 -0.71 -1.40E-04 -0.38 1.94E-05 0.05
STAB 1.78E-01 0.58 2.06E-01 0.70 5.73E-02 0.18
BLEN 2.69E-04 1.39 6.65E-04 3.61 6.51E-04 3.61
PROTECT -1.04E-08 -1.77 -8.32E-09 -1.62 -1.48E-08 -2.22
HER 4.94E-02 2.22 4.80E-02 2.50 4.49E-02 1.74
DIST -8.97E-05 -1.92 -8.93E-05 -2.35 -6.20E-05 -1.24
TEMPSQ 3.39E-03 3.34 3.74E-03 3.91 5.85E-03 5.19
TEMP3 1.17E-04 3.78 7.62E-05 3.10 5.71E-05 1.90
TEMP4 -7.16E-06 -5.01 -6.48E-06 -5.00 -7.35E-06 -4.97
WET 2.86E-01 3.64 2.39E-01 2.73 4.20E-01 3.31
WETSQ -1.31E-02 -4.85 -1.04E-02 -3.60 -1.89E-02 -3.96
PRE -1.65E-02 -1.98 -1.83E-02 -2.18 -2.54E-02 -2.43
PRESQ 6.87E-05 2.55 7.45E-05 2.95 9.44E-05 2.79
CONSTANT -3.35E-01 -0.68 -1.67E-01 -0.36 -1.06E+00 -1.98
Sights Swimsun Outdoor
Table 7: Results for the activity segments  
 
  17The results for the activity segments are shown in table 7. For the variable HOME, the activity 
segment Swimsun has a much lower coefficient than the other two activity groups Outdoors 
and  Sights. The coefficient is significant for all of the activity segments. Population, 
population density and stability are not significant. As expected from the definition of the 
segment  Swimsun, BEACH is positive and significant. Curiously, there is no statistically 
significant difference between the BEACH coefficients for the segments Sights and Swimsun. 
Taking into consideration the fact that 65% of the tourists stated that sightseeing was one of 
their holiday activities and 64% stated that swimming or sunbathing was part of their holiday 
it is clear that there is some overlap in these two segments. In addition, the standard package 
holiday there will normally be some combination of these two activities. For the variable 
PROTECT there is a negative and significant relationship evident for the segment Swimsun. 
This could be explained by the fact that countries that have more protected area within their 
territory may have less beach available for recreational and tourism purposes. The coefficient 
on HERITAGE is significant for the Outdoors and Sights segment at the 1% level and for the 
Swimsun segment at the 10% level. In addition, for the Swimsun segment, the coefficient for 
DISTANCE although negative, is not significant. The distance of the countries from Germany 
was less of a restriction for the people who were swimming or sunbathing on their holiday. 
Table 6 shows the results of the Chow test. As before, the Chow test confirms that the 















































Figure 3: Climate index values for the motivation segments  
 
  18It is possible to calculate climate optima for all of the activity segments. These can be seen in 
table 4. As with the previously discussed segments, the greatest differences in the optima can 
be seen in the precipitation minimum, which range from 120mm (Outdoors) to 134mm 
(Swimsun).  Sights has the lowest temperature optimum at 22°C, whereas Swimsun and 
Outdoors have optima of 23°C. As before there are differences in the steepness of the 
temperature-demand relationships. Swimsun has the steepest relationship; in particular, 
demand falls rapidly when the temperature goes above 23°C.  
The Sights segment has the lowest climate index values, whereas the Swimsun has the highest 
values. For example, the climate values for Spain for the Swimsun segment are almost double 
that of the values for the Sights segment. This is as expected: swimming and sunbathing are 
weather dependent recreation activities In addition, the segment Outdoors has very similar 
values to that of the complete model. Again, there are slight differences in the ranking of the 
countries according to the index values. Figure 4 shows the calculated index values for the 















































Figure 4: Climate index values for the activity segments  
 
  195 Discussion and conclusion 
The aim of this study is to examine the climate-demand relationships of various segments, in 
order to provide a quantitative basis for tourism scenarios, which can then be used in climate 
impact research. Expanding the work of Hamilton (2003), this study presents three separate 
methods to segment the original data set and goes on to estimate the demand function for 
these segments in terms of destination characteristics such as climate, natural and cultural 
resources as well as socio-economic characteristics. Using a Chow test, the demand functions 
of all of the 28 segments were found to be significantly different from that of the complete 
model.  
Certain variables were found to have a consistent relationship across all the segments. 
Domestic tourism was a positive factor in all of the estimated equations. There were, 
however, differences in size. For older tourists, those looking to do something for their health, 
those from the East or those wanting to take part in outdoor activities domestic tourism is 
particularly popular. For younger people, those motivated to participate in sport on their 
holiday or for those who were sunbathing or swimming domestic tourism is less important. 
Beach length was also an important factor for younger tourists. After younger tourists, the 
segments of tourists from the North and the West of Germany had the highest coefficient for 
beach length. It is not clear from this analysis if this is caused by the region of residence 
having beaches or being close to countries with beaches. The number of heritage sites also has 
a positive effect on demand, especially for those tourists who went sightseeing. 
The temperature optima ranged from 21°C to 24°C. There were, however, differences in the 
steepness of the temperature-demand relationship. This was markedly so for the segments of 
tourists with dependent children and for those whose activities included sunbathing and 
swimming. Moving away from the optimal temperature leads to a sharp drop in demand, 
particularly for temperatures above the optimal. The optimal wet day frequency ranges from 
11 to 13 wet days per month. Again, there were differences in the steepness of the relationship 
with demand. Almost one third of month with a rain day may seem high for an optimal 
holiday climate. It must be borne in mind that a wet day is one where there is more than 1mm 
of rain and a frequency of 11 days per month is normal for a central European summer or 
early and late summer in southern Europe. Moreover, climate is not just a thermal or physical 
factor it is also an aesthetic one, in that it affects, for example, the appearance and type of 
flora and fauna, the appearance of the built environment and visibility. Occasional rain is not 
  20necessarily detrimental for tourism demand. There are also some more practical effects of 
regular rain, such as the water availability, which may be considered by the tourist.  
The ranking of tourist destinations, using the climate index, did not differ significantly across 
the segments. Nevertheless, the size of the climate index, on average and for the individual 
destinations, did differ. For the majority of the segments, the destination with the highest 
index value was Spain.  
The results of this study confirm many of the results of previous segmentation studies. This 
can be seen in the differences in preferences across the life cycle or across activities. Like 
Mykletun et al. (2001), this study examines several kinds of segmentation and uses regression 
analysis to provide detail on the different preferences of the different groups. Previous studies 
that examined destination image preferences did so using a ranking of attributes. In this study, 
demand for a destination has been estimated with respect to the environmental characteristics, 
such as climate or beaches. This not only provides information on what is important for each 
segment but also how this quantitatively affects demand. 
For climate change impact studies, a segmentation approach can provide useful information. 
Scenarios of population and economic change are only two aspects that will shape the 
development of tourism in the future. New trends or structural changes in the population will 
also affect demand. This study provides quantitative relationships, for different segments, 
such as seniors, health tourists or from different geographic regions. It was shown that regions 
with a warmer climate generate tourists that are more particular about their holiday 
destination climate. If this is applied to countries, it can be expected that warmer countries 
would also produce tourists that are less tolerant of temperatures away from the optimal. A 
similar result was obtained by Bigano et al. (2004) in a study of global demand. This has 
implications for climate change impact studies. Climate change may result in many origin 
countries having a climate closer to their optimal temperature, which combined with a 
preference, ceteris paribus, for domestic tourism, would result in a reduction in international 
tourism. Moreover, as a warmer climate becomes the norm, the tourists may also become 
more particular about their holiday destination climates. 
This study examines the destination choices of German tourists in a single year. To obtain a 
more complete picture it would be useful to repeat the study for different years but also for 
different countries or look at smaller regions. The results of this study, however, provide a 
starting point for the development of quantitative tourism-climate scenarios.  
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