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En el mundo actual, en el que la informática gira en torno al concepto de red, 
mantener en funcionamiento recursos tales como encaminadores (routers), 
conmutadores (switches), servidores, así como otros dispositivos que 
conforman la red, es cada vez más difícil. Hay gran cantidad de parámetros 
que es necesario monitorizar, como por ejemplo la utilización del ancho de 
banda, el estado de funcionamiento de los enlaces, la detección de cuellos de 
botella, uso de CPU/memoria/disco, tablas de encaminamiento, etc. 
 
El objetivo de este TFC es el estudio y despliegue de las herramientas de 
monitorización más populares como Cacti, Nagios, Zabbix, The Dude y pmacct. 
Esto nos va a permitir evaluar y experimentar con las diferentes tecnologías 
que ofrecen para el estudio de monitorización de redes, como la información 
proporcionada por protocolos de encaminamiento (BGP), protocolos de 
recolección de datos (SNMP, NetFlow) o sistemas de almacenamiento de la 
información (SQL). En este trabajo se analizan sus ventajas e inconvenientes a 
partir de los resultados, la calidad que ofrecen, sus requisitos para comprobar 
si pueden ser implementadas en determinados escenarios o no y su robustez 
de cara a incorporarlas en una práctica docente de Ingeniería Telemática.  
 
Para realizar el estudio se presenta un esquema de red formado por 6 PC 
conectados entre sí a fin de simular una red.  El estudio viene complementado 
con los requisitos y guía de instalación, un manual de configuración para cada 
una de las herramientas estudiadas y una presentación de los resultados 
obtenidos en el escenario propuesto. Además, se complementará dicho estudio 
con la preparación y utilización de un router MikroTik en redes convencionales 
monitorizadas vía SNMP y NetFlow con tal de estudiar el comportamiento de 
dicho dispositivo y las herramientas de monitorización pmacct (mediante 
NetFlow) y The Dude (mediante SNMP). 
 
Se ha determinado que las herramientas estudiadas reúnen los requisitos de 
robustez como para incorporarlas en tareas docentes con el fin de instruir a los 
estudiantes de telemática y telecomunicaciones en las nuevas tecnologías de 





Title:  Deployment of monitoring and management tools for IP network 
operation centers  
 
Author:  Carlos Jiménez Martínez 
Director: David Rincón Rivera 







In today's world, in which computing is tightly linked to IP networks, managing 
operational resources such as routers, switches, servers, and other network-
related devices is becoming increasingly difficult. There are plenty of 
parameters to monitor, such as the use of bandwidth, the status of the links, 
the detection of bottlenecks, CPU/memory/disk usage, manage routing 
between devices, etc. 
 
The objective of this degree thesis is the study and deployment of the most 
popular monitoring tools, such as: Cacti, Nagios, Zabbix, The Dude and 
pmacct. This will allow us to evaluate and experiment with the different 
technologies for network monitoring, such as the information provided by 
routing protocols (BGP), data collection protocols (SNMP, NetFlow) or systems 
for storage of information (SQL). We will analyze the advantages and 
disadvantages from the results, the quality they offer, their requirements to see 
if they can be implemented in certain scenarios or not and their robustness, 
and how they can be incorporated on teaching activities (laboratory). 
 
For this study we set up a network scenario with 6 PCs connected together to 
simulate a small scale network. The study is complemented with the 
requirements and installation guide, a configuration tutorial for each of the 
studied tools and a presentation of the results obtained in the proposed 
scenario. Furthermore, the study will be complemented with the development 
and use of a MikroTik router in a conventional network monitored via SNMP 
and NetFlow in order to study the behavior of the device with monitoring tools 
(pmacct - NetFlow and The Dude - SNMP). 
 
It has been determined that the studied tools qualify, in terms of robustness to 
be incorporated on teaching duties in order to instruct students in the current 
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INTRODUCCIÓN 
 
Para un administrador de red o alguien a cargo de la supervisión de máquinas 
o servidores de una empresa, es muy importante saber su estado y tener el 
control de estas, ya que con ello se logra una administración potencialmente 
satisfactoria. Esta posibilidad la brindan las herramientas de monitorización y 
gestión de red, ya que por medio de éstas podremos saber el estado de 
nuestras máquinas, routers y/o switches y además tener pleno conocimiento 
del estado de los servicios de nuestra red como son: DNS, DHCP, web, proxies, 
FTP, HTTP, etc. Saber qué procesos corren en una máquina, qué ancho de 
banda consume un usuario en específico, cuál es la carga promedio del 
sistema, el uso de la memoria actual, el tráfico de red de cada una de las 
interfaces (si tuviese más de una) o qué tipo de software utiliza, son elementos 
que para un administrador de red son de vital importancia para detectar 
posibles fallos y actuar con precisión. 
 
La gestión de redes abarca hoy en día muchos aspectos, que pueden 
resumirse o sintetizarse en tareas de despliegue, integración y coordinación del 
hardware, software y los elementos humanos para monitorizar, probar, 
sondear, configurar, analizar, evaluar y controlar los recursos de una red para 
conseguir niveles de trabajo y de servicio adecuados a los objetivos de una 
instalación y de una organización. 
 
El objetivo de este TFC es el despliegue de un escenario de red IP para poder 
someterlo a monitorización de red desde varios puntos de vista y con los 
distintos tipos de software más usado actualmente. Para ello, se ha llevado a 
cabo: 
 
 La preparación de un conjunto de máquinas totalmente nuevas para el 
despliegue de las tecnologías necesarias para monitorización de tráfico. 
 
 El diseño y montaje de una red IP que permita reproducir a pequeña 
escala entornos realistas de red, desde la topología al direccionamiento 
y protocolos de encaminamiento, entre otros. 
 
 El estudio de varias de las herramientas de monitorización de tráfico 
más utilizadas actualmente, desde su funcionamiento interno y 
configuración hasta su uso en redes convencionales. 
 
El resto del documento se ha organizado de la siguiente manera: 
 
En el primer capítulo se presentan conceptos relacionados con la gestión de 
redes y específicamente sobre monitorización de tráfico, describiendo los dos 
protocolos más utilizados en dicha tarea, como son NetFlow y SNMP.  
 
En el segundo capítulo se presenta el escenario a desarrollar y el software y 
hardware utilizado para su montaje. 
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En los siguientes capítulos se estudian a fondo las herramientas pmacct, Cacti, 
Nagios y Zabbix. Se describe tanto su uso en redes convencionales como su 
configuración y funcionamiento y se exponen los datos obtenidos en nuestro 
escenario de pruebas para poder finalmente compararlas entre sí. 
 
Por último, en el séptimo capítulo se estudia el comportamiento de un router de 
MikroTik en nuestro escenario. Para ello se utiliza la herramienta The Dude.  
 
La memoria finaliza con las conclusiones y las líneas futuras de desarrollo y 
además se incluyen Anexos con información sobre la instalación del software 
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CAPÍTULO 1. GESTIÓN DE REDES 
 
En este capítulo se presenta el concepto de gestión de redes, de qué se 
encarga, cuáles son sus objetivos y de qué herramientas se dispone para ello, 
haciendo hincapié en la monitorización de tráfico y sus bases teóricas. 
 
 
1.1 ¿Qué es gestionar una red? 
 
Gestionar una red se resume en realizar actividades de inicialización, 
monitorización y control de una red de comunicaciones con el objetivo de que 
ésta cumpla los requisitos de usuario para los que fue construida.  La Figura 





Fig.1.1 Idea de gestión de red 
 
 
La idea principal consiste en monitorizar una red con las herramientas 
pertinentes, planificar los cambios necesarios en caso de que los haya y 
aplicarlos en el sistema. A continuación volveríamos a monitorizar para verificar 
que no existen nuevos fallos y así sucesivamente. 
 
Los operadores de red suelen basar sus operaciones de gestión en analizar la 
carga de los enlaces, es decir, medir la cantidad total de tráfico que está 
circulando por un par de nodos directamente conectados en un tiempo 
determinado. Ésta carga se suele representar en forma de weathermaps 
(Figura 1.2). 
 




Fig. 1.2 Carga de los enlaces de RedIRIS (porcentaje de uso en intervalos de 5 
minutos) para el día 26/05/2014 a las 19:16:03 [1] 
 
 
Las matrices de tráfico ofrecen mucha más información. Éstas describen tres 
parámetros fundamentales en las operaciones de gestión: origen y destino del 
tráfico y volumen de tráfico generado en un tiempo determinado. A diferencia 
del weathermap, con las matrices de tráfico obtenemos información del 
intercambio de tráfico entre todos los pares de nodos origen-destino.  
 
Las matrices de tráfico ofrecen una información mucho más completa que la 
mostrada por la carga de los enlaces y son una información vital de cara al 
diseño y optimización de la red.  
 
La relación entre topología, encaminamiento y matriz de tráfico está definida 
por la siguiente ecuación Y=Ax, dónde: 
 
 Y es el vector de cargas de enlace. Su longitud es K, donde K 
representa el número de enlaces en la red. Nótese que los enlaces son 
unidireccionales, y que entre dos routers siempre habrá dos enlaces 
independientes. Por ejemplo, en la Fig. 1.2 Barcelona y Zaragoza hay 
dos enlaces. Uno para cada sentido, con cargas diferentes. 
 A es la matriz de encaminamiento. Puede tomar valores binarios {0,1}. 
Se define Aij=1, si el enlace i pertenece a la ruta asociada al par j. Tiene 
unas dimensiones de K x N2, definiendo N como el número de nodos. 
 X es la matriz de tráfico, expresada como un vector de longitud N2, 
dónde Xij define el tráfico asociado al par i-j origen-destino. 
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1.2 Monitorización 
 
Los sistemas de gestión y monitoreo de redes tienen un conjunto de elementos 
clave [3]: 
 




 Base de Datos de Información. 
 
 Protocolo de Gestión de Red. 
 
La Estación de Gestión o NMS (Network Monitoring System - Sistema de 
Monitoreo de Red) sirve como interfaz entre el administrador de red (humano) y 
el sistema de gestión de red, y tiene una base de datos de información de 
gestión de red que centraliza o resume las bases de datos de todas las 
entidades gestionadas en la red. 
 
Otro elemento activo del sistema es el Agente, que responde a las solicitudes 
de acción desde la estación de gestión y puede, de una forma asíncrona, 
proporcionar a la estación de gestión información importante y no solicitada. 
Es un módulo del software de gestión de red que reside en los dispositivos 






Fig. 1.4 Diagrama relacional Agente-Gestor-Información 
 
 
Para gestionar los recursos de red, éstos se presentan como objetos. La 
colección de objetos se conoce como MIB (Management Information Base – 
Base de Información de Gestión).  
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La Estación de Gestión y el Agente están enlazados por un protocolo adecuado 
como NetFlow o SNMP (Simple Network Management Protocol - Protocolo 
Simple de Gestión de Red), que tiene ciertas funcionalidades clave: 
 
 Get: La Estación de Gestión obtiene del Agente valores específicos. 
 
 Set: La Estación de Gestión estable valores específicos en el Agente. 
 
 Notify: El agente notifica a la estación eventos significativos. 
 
Más adelante se presentan con más detalle dos de los protocolos más usados 





1.3.1 ¿Qué es NetFlow? 
 
NetFlow [4, 5, 6] es un protocolo desarrollado por Darren Kerr y Barry Bruins, 
de CISCO Systems, que permite la recolección de estadísticas de tráfico de 
red. 
 
NetFlow describe la manera en la que un router y/o un switch exportan 
estadísticas sobre el tráfico que pasa por el mismo, mediante la generación de 
registros NetFlow (denominados flujos) que se exportan vía datagramas UDP a 
un dispositivo o máquina recolectora. La capacidad de exportar flujos está 
disponible no sólo en la mayoría de routers CISCO, sino también en otros 
muchos fabricantes como Juniper o Ericsson que ofrecen productos similares 
como Jflow/cflow o Rflow. 
 
 
1.3.2 IP Flows 
 
NetFlow transmite información estadística sobre el tráfico de datos IP que 
“fluye” a través de un nodo. Las estadísticas se proporcionan por flujo. Un flujo 
se compone de todo el tráfico que pertenece al contexto de esa comunicación, 
es decir, los paquetes IP que pertenecen a la misma “conexión”.  
 
Un flujo se identifica por los siguientes datos: 
 
 Dirección de origen 
 
 Puerto de origen 
 
 Dirección de destino 
 
 Puerto de destino 
 
 Tipo de protocolo (por ejemplo, si el paquete IP lleva TCP o UDP) 
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 Byte de tipo de servicio (cuando se usa para diferenciar distintos tipos de 
tráfico) 
 
 Interfaz de entrada lógica (identificado por el mismo índice que se utiliza 
para la interfaz en la MIB de SNMP). 
 
Estos son los atributos para un registro NetFlow v5. Otras versiones NetFlow 
pueden incorporar información adicional como NetFlow v7 que incorpora un 
campo de identificador de router origen, o NetFlow v9 que incorpora un campo 
de identificación de siguiente salto BGP, entre otros y permite definiciones más 
flexibles de flujo, basadas en plantillas. 
 
Los datos estadísticos que se recogen por cada flujo constituyen un registro de 
flujo. Incluye los parámetros que identifican el flujo (descritos arriba), así como 
el momento en que comenzó el flujo, cuándo se detuvo y cuantos paquetes y 
bytes fueron transportados como parte del flujo. Estos datos son muy útiles 
porque: 
 
 Conociendo cuánto tráfico de cada tipo se ha enviado en cada momento, 
desde qué lugar y a qué lugar, permite a los operadores de la red un 
seguimiento detallado por usuario. Esto es vital para los operadores de 
telecomunicaciones, ya que ofrecen una fuente muy rica de datos para 
hacer análisis de tráfico, detectar cuellos de botella y planificar el 
crecimiento de la red.  
 
 Proporcionan la información necesaria para los sistemas de 
conformación de tráfico (traffic shaping) en función de las necesidades 




1.3.3 Arquitectura básica y análisis de tráfico en Netflow 
 
Se distinguen tres componentes básicos en toda arquitectura de 
monitorización/análisis de tráfico basada en esta tecnología (Figura 1.5): 
 
 Exportador: router o Switch capaz de generar registros NetFlow, que se 
exportarán a un colector vía UDP. 
 
 Colector: Dispositivo que escucha en un puerto UDP determinado, y que 
es capaz de almacenar o reenviar los flMIBujos recibidos a otros 
colectores según la arquitectura de monitorización definida. 
 








Fig 1.5 Arquitectura NetFlow [7] 
 
 
Los exportadores operan construyendo una caché (flow cache) que contiene 
información sobre todos los flujos activos que pasan por el dispositivo. Cada 
flujo está representado por un registro de flujo (flow record), que contiene una 
serie de campos de información que luego se utilizarán para exportar datos al 
colector. Un registro de flujo se actualiza cada vez que se encaminan/conmutan 
los paquetes pertenecientes al flujo, llevando una cuenta de los paquetes y 
bytes por flujo. 
 
Para la colección y análisis de los flujos recibidos de los dispositivos de red se 
pueden utilizar diversos productos disponibles en el mercado tanto de libre 
distribución como comerciales, como por ejemplo NetFlow Tracker, nfsen, 
nfdump o pmacct. 
 
 
1.3.4 Protocolo NetFlow 
 
Este protocolo consiste en formatear los registros de un flujo en paquetes 
NetFlow y enviar esos paquetes a un destinatario. El receptor de paquetes se 
conoce como colector. 
 
Un paquete NetFlow se compone de los siguientes elementos: 
 
 Una cabecera que contiene información de gestión (Figura 1.6).  
 
◦ El número de secuencia del paquete, para almacenar los paquetes 
en el orden adecuado y determinar si se ha perdido alguno. 
 
◦ El número de registros de flujo contenidos en el paquete NetFlow. 
 
◦ El número de versión del protocolo NetFlow. 
 
 A la cabecera le sigue una secuencia de registros de flujo. Cada registro 
incluye las claves que identifican el flujo, así como los datos estadísticos 
recopilados (Figura 1.7). 









Fig 1.7 Estructura de un registro de flujo [8] 
 
 
1.3.5 NetFlow v9 
 
Así como la versión 5 de NetFlow tiene un formato de datos fijo característicos, 
los de la versión 9 [9] son variables. Es decir, la versión 9 utiliza un paquete en 
forma de plantilla de “conjunto de datos” para definir los datos que contendrá el 
flujo de datos al que acompaña. Esto supone que cada flujo de la versión 9 
puede tener una estructura de datos distinta dependiendo de lo que contenga 
la plantilla de datos previamente enviada. En cambio, la estructura de los 
registros de flujo de NetFlow v5 es siempre la misma. 
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El procesado de estos registros NetFlow (tanto v5 como v9) ocasiona un 
consumo de CPU relativamente alto en el dispositivo destinado a ello. Como 
solución NetFlow presenta una solución, Sampled NetFlow, que basa su 
funcionamiento en procesar una fracción de los paquetes recibidos. En el caso 
de muestreo, se sufrirán las correspondientes pérdidas de precisión en la 




1.4 SNMP (Simple Network Management Protocol) 
 
SNMP [10] es un protocolo de la capa de aplicación que facilita el intercambio 
de información de gestión entre dispositivos de una red. Es parte de TCP/IP y 
permite a los administradores de red supervisar el rendimiento de la red, buscar 
la fuente, resolver sus problemas y planear el crecimiento de la red. 
 
Existen dos versiones de SNMP, v1 y v2. Ambas versiones tienen un número 
de características común, pero SNMP v2 ofrece mejoras en las operaciones del 
protocolo. Otra versión es la v3, que ofrece mejoras sobre los aspectos de 
seguridad pero aún está en revisión.  
 
La siguiente figura (Figura 1.8) muestra un ejemplo de captura del software 
Cacti monitorizando la red que une los dos principales nodos de Holanda y 





Fig. 1.8 Captura de Cacti monitorizando una red mediante SNMP [11]  
 
 
1.4.1 Componentes básicos de SNMP: 
 
Una red administrada con SNMP se compone de tres componentes 
fundamentales: 
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 Nodos administrados o Managed Devices (MD) 
 
Un MD es un nodo de red que contiene un agente SNMP y que reside en 
una red administrada. Los dispositivos administrados colectan y 
almacenan información y hacen que ésta esté disponible para los NMS's 
utilizando SNMP. Los MD pueden ser  routers y servidores de acceso, 
switches y bridges, hubs, servidores o impresoras, por mencionar los 
casos más típicos. 
 
 Agentes (Agents) 
 
Un agente es un módulo de software de gestión de red que reside en un 
MD. Éste tiene conocimiento local de información (sobre su memoria, 
número de paquetes recibidos-enviados, direcciones IP, rutas, etc.) y 
traduce esa información en una forma de formato compatible con SNMP. 
 
 Sistemas administradores de Red (NMS) 
 
Un NMS ejecuta aplicaciones que monitorizan y controlan MDs. 
Además, éstos proporcionan la mayor parte de recursos de 
procesamiento y memoria requeridos para la gestión de la red.  
 




Fig 1.9 Ejemplo de red administrada por SNMP [12]  
 
 
1.4.2 Management Information Base (MIB): 
 
Una MIB [13] es una colección de información que está organizada 
jerárquicamente. Las Bases de información de Administración o MIBs son 
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consultadas utilizando el protocolo de administración de red SNMP. Están 
compuestas de objetos administrados y están identificadas por identificadores 
de objetos. 
 
Los objetos administrados están compuestos de una o más instancias de 
objeto, que son esencialmente variables. Existen dos tipos de objetos 
administrados: Escalares o tabulares. Los objetos escalares definen una simple 
instancia de objeto. Los objetos tabulares definen múltiples instancias de objeto 
relacionadas que están agrupadas conjuntamente en tablas MIB. 
 
Un identificador de objeto (object ID) únicamente identifica un objeto 
administrado en la jerarquía MIB. La jerarquía MIB puede ser representada 
como un árbol con una raíz y los niveles, que son asignados por diferentes 
organizaciones (Figura 1.10). 
 
Los identificadores de los objetos ubicados en la parte superior del árbol 
pertenecen a diferentes organizaciones estándares, mientras los identificadores 






Fig 1.10 Árbol MIB [14] 
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1.4.3 Operaciones del protocolo SNMP: 
 
SNMP es un protocolo simple de petición o solicitud/respuesta. El NMS emite 
una solicitud y los MD retornan una respuesta. Este comportamiento se 
implementa mediante el uso de una de las cuatro operaciones del protocolo:  
 
 Operación Get: Utilizada por el NMS para recuperar el valor de una o 
más instancias de un objeto desde un agente. Si el agente responde a la 
operación Get y no puede proporcionar valores para todas las instancias 
del objeto de una lista, no proporcionara entonces ningún valor. 
 
 Operación GetNext: Utilizada por el NMS para recuperar el valor de la 
siguiente instancia del objeto en una tabla o una lista dentro de un 
agente. 
 
 Operación Set: Usada por el NMS para colocar los valores de los objetos 
dentro de un agente. 
 
 Operación Trap: Utilizada por los agentes para informar asíncronamente 
al NMS sobre un evento importante como por ejemplo la caída de un 
servicio. 
 
La versión SNMP v2 define 2 nuevas operaciones de protocolo: GetBulk e 
Inform. 
 
 Operación GetBulk: Utilizada por el NMS para recuperar de manera 
eficiente grandes bloques de datos, tales como múltiples filas de una 
tabla. Además, esta operación llena un mensaje de respuesta con la 
mayor cantidad de datos solicitados. 
 
 Operación Inform: Permite que un NMS envíe Traps hacia otro NMS y 
luego reciba una respuesta. 
 




1.4.4 Diferencias respecto a NetFlow: 
 
Como hemos visto, SNMP se limita a escribir o leer las MIBs con las que 
nosotros le ordenemos actuar. Esto hace que, a diferencia de NetFlow,  
mediante este protocolo no se inyecten cargas de procesado a la CPU con las 
consultas a los routers. 
 
Aun así, estas cargas de procesado que provoca NetFlow le permiten 
proporcionar informes de datos en profundidad como pueden ser origen/destino 
del tráfico, aplicaciones usadas, ToS o QoS que SNMP no es capaz de 
proporcionar. Por otra parte, SNMP abarca muchos más campos que el tráfico 
como por ejemplo la monitorización de servicios.  
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CAPÍTULO 2. PLANIFICACIÓN Y CONFIGURACIÓN DEL 
ESCENARIO DE PRUEBAS 
 
El objetivo principal de este proyecto es el despliegue y estudio de varias de las 
herramientas más utilizadas actualmente para la monitorización y gestión de 
red. Esto nos permitirá compararlas entre ellas y ver cual trabaja mejor o peor 
en según qué casos y según nuestras necesidades y capacidades. A 
continuación presentamos el diseño del escenario propuesto y todo el hardware 
y software necesario para su correcto funcionamiento y compatibilidad con los 
distintos software de monitorización.  
 
 
2.1 Escenario de pruebas 
 
El diseño y montaje se han hecho en el laboratorio 235G de la EETAC. El 
laboratorio dispone de 4 filas de 6 máquinas cada una, con lo que se ha optado 
por usar una de esas filas al completo para montar el escenario (Figura 2.1): 
 
 
Fig 1.1. Diseño del escenario de pruebas 
 
 
El conjunto consta de 6 máquinas que hacen función de router. El escenario 
consta de tres sistemas autónomos con rutas diferentes entre ellos. Para 
acceder del AS 200 al AS 500 se puede hacer a través de la red 192.168.1.0 o 
la 192.168.2.0, y para acceder del AS 1000 al AS 500 se puede acceder a 
través de la red 192.168.4.0, la 192.168.3.0 o incluso la 192.168.2.0 en caso de 
que las otras dos se encuentren deshabilitadas. El AS 1000 está formado por 
las máquinas R3, R4 y R5, el AS 500 por la máquina R2 y el AS 2000 por las 
máquinas R1 y colector. 
 
La función de las máquinas R1, R2, R3, R4 y R5 es recolectar todo tipo de 
información para transmitirla a la máquina Colector mediante los protocolos 
SNMP y NetFlow. La máquina colector se encargará de procesar esta 
información, almacenarla en distintas bases de datos y prepararla para ser 
analizada. 
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2.2 Hardware utilizado 
 
Como nuestro objetivo es poner a prueba las herramientas más potentes de 
monitorización de tráfico en un escenario pequeño, necesitaremos ordenadores 
lo suficientemente potentes para soportar, como mínimo, los requisitos mínimos 
del software que usemos. Así pues, el hardware usado en nuestras máquinas 
es el siguiente: 
 
 Procesador: Intel Core i5. 
 
 Memoria RAM: Dos módulos DDR3 de 2 Gigabytes a 1333Mhz. 
 
 Disco duro: Unidad SEAGATE de 500GB de capacidad. 
 
 
2.3 Software desplegado 
 
A continuación vamos a introducir las tecnologías usadas para el diseño del 
escenario. En posteriores capítulos se explicará con más detalle dichas 
tecnologías y las configuraciones que se han llevado a cabo para el correcto 
funcionamiento del sistema. 
 
 
2.3.1 Sistema operativo 
 
Linux se puede configurar para que sólo invierta recursos en lo que realmente 
necesitamos, quitando todos los componentes en la instalación que no 
creamos oportuno tener. Además, gestionará mejor los procesos que Windows 
y no invertirá recursos en la interfaz gráfica del propio sistema operativo, que 
no necesitamos dado que la mayoría de herramientas usadas no la usan. 
 
El sistema operativo de las máquinas del laboratorio 235G era la versión 10.0 
de Ubuntu. Esta versión, al ser antigua, ya no daba soporte a sus usuarios, con 
lo que desde las máquinas era imposible acceder a los repositorios oficiales de 
Ubuntu. Con tal de no cambiar en exceso la configuración base de los 
ordenadores del laboratorio se ha optado por instalar la versión de Ubuntu más 
estable actualmente y que cuenta con el soporte adecuado. Ésta es la 12.04 
LTS, la cual tendrá soporte por parte de Ubuntu hasta abril de 2017. 
 
 
2.3.2 Software de encaminamiento 
 
El encaminamiento consiste en establecer una ruta óptima para una instancia 
de comunicación desde una fuente a un destino.  
Para calcular las rutas se usa un algoritmo de encaminamiento, que dado un 
destino decide la línea de salida adecuada. Es necesaria además una 
estructura de información donde almacenar localmente los destinos de salida 
resultantes, que recibe el nombre de tabla de encaminamiento. Asimismo, los 
nodos deben coordinar el cálculo de las rutas e informarse entre sí de los 
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cambios que se produzcan por ejemplo en la topología de la red, tarea que es 
llevada a cabo por un protocolo de encaminamiento. 
 
Para nuestro sistema, se ha optado por utilizar el software Quagga [15], ya que 
es el usado en la EETAC para introducir conceptos de encaminamiento. En el 
anexo I se pueden encontrar todos los archivos de configuración utilizados así 
como los requisitos y una guía de instalación.  
 
Quagga es un software libre para poder usar la familia de SOs Unix como 
enrutadores. Éste actúa como conmutador del GNU Zebra, el cual a su vez es 
un demonio que se encarga de manejar las tablas de enrutamiento.  
 
Proporciona los protocolos de encaminamiento usados en TCP/IP, como como 
RIP, OSPF o BGP. Para nuestro sistema se van a utilizar protocolos tanto de 
encaminamiento interno (IGP, Internal Gateway Protocol) como externo (EGP, 
External Gateway Protocol).  
 
 IGP: Protocolos de encaminamiento que trabajan dentro de un mismo 
AS (Autonomous system). Un AS es un grupo de redes IP que poseen 
una política de rutas propia e independiente. Éste realiza su propia 
gestión del tráfico que fluye entre él y los restantes Sistemas 
Autónomos. En nuestro caso hemos utilizado: 
 
◦ OSPF (Open Shortest Path First – RFC2328): Protocolo de 
enrutamiento interior que usa el algoritmo de Dijkstra para calcular la 
ruta más corta posible utilizando la métrica de menor costo. 
 
 EGP: Protocolos de encaminamiento usados para intercambiar 
información de enrutamiento entre sistemas autónomos. En nuestro 
caso hemos utilizado: 
 
◦ BGP (Border Gateway Protocol – RFC1771): Es un protocolo 
mediante el cual se intercambia información de encaminamiento o 
enrutamiento entre sistemas autónomos. Los Routers BGP se 
configuran con la información del vecino a fin de que puedan formar 
una conexión TCP fiable sobre la que transportar información de la 
ruta de acceso del sistema autónomo y la ruta de la red.  
 
La versión de Quagga utilizada ha sido la 0.99.20.1. 
 
 
2.3.3 Software de recolección de datos 
 
Como vamos a estudiar varios software de monitorización, se han instalado en 
las 6 máquinas los paquetes SNMP (para Cacti, Nagios, Zabbix y The Dude) y 
un agente NetFlow llamado nfprobe que incluye el software pmacct. 
 
En el colector, además, se ha instalado un daemon NetFlow, incluido en el 
software pmacct, llamado nfacctd que actuará como colector. Las versiones 
utilizadas han sido la v1 (SNMP) y la 1.5.0rc2 (pmacct). 
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2.3.4 Software de almacenamiento de datos 
 
En todo escenario de monitorización se necesita disponer de un Sistema de 
gestión de Base de Datos (SGBD) acorde a las necesidades del sistema.  
 
La elección final ha sido MySQL básicamente por poseer mayores 
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CAPÍTULO 3. PMACCT 
 
En este capítulo se va a estudiar la herramienta de monitorización pmacct. Se 
va a presentar tanto la configuración utilizada como su funcionamiento, sus 





pmacct [16] (Promiscuous Mode IP Accounting Package) es un proyecto que 
empezó a desarrollarse a inicios del año 2003 y que sigue en continua 
evolución. Su principal desarrollador es Paolo Lucente, empleado de Cariden y 
Cisco. Anecdóticamente, Paolo está afincado en Barcelona y ha realizado 
charlas en la EETAC sobre monitorización de redes [17].  
 
Para la puesta a prueba en nuestro escenario hemos usado la última versión 
(1.5.0rc2). La elección viene dada por el simple hecho de que, según Paolo, 
ésta es más estable y nos dará menos problemas tanto en su instalación en 
nuestras máquinas Ubuntu como en su configuración de archivos y bases de 
datos. 
 
pmacct es un pequeño conjunto de herramientas pasivas que nos va a permitir 
monitorizar redes con el fin de medir, clasificar, cuantificar, agregar y exportar 
tráfico IP. Sus principales características son: 
 
 Es adecuado para: 
 
◦ ISP (Internet Service Provider): Un ISP es una empresa que 
proporciona conexión a internet a sus clientes, como por ejemplo 
pueden ser Movistar u ONO en España. Una buena manera de darle 
uso a pmacct en un ISP sería para recolectar datos de los diversos 
nodos y en función de los resultados cambiar cualquier elemento que 
pueda mejorar la calidad del servicio. 
 
◦ IXP (Internet Exchange Point): Un IXP es la infraestructura física a 
través de la cual los ISP intercambian el tráfico de sus redes. Pmacct 
ayudaría aquí a, con los datos recolectados, incluir posibles mejoras 
como un cambio de localización, características, etc. que proporcione 
mejor calidad de servicio a sus clientes. 
 
◦ CPD (Centro de procesado de datos): Un CPD es el lugar donde se 
concentran los recursos necesarios para el posterior procesado de la 
información. Pmacct podría jugar un papel fundamental en este 
escenario proporcionando datos sobre los recursos que están 
consumiendo sus usuarios, pudiendo así asignarlos de una manera 
mucho más eficiente. 
 
 Funciona sobre los sistemas operativos Linux, BSD y Solaris. 
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 Soporta IPv4 e Ipv6. 
 
 Genera informes de red a través de: 
 
◦ Libcap (library packet capture) 
 




 Permite gestionar el contenido de los informes mediante archivos, tablas 
de memoria o bases de datos MySQL, PostgreSQL o SQLite. 
 
 Permite exportar datos a los colectores remotos mediante NetFlow v5/v9 
y sFlow v5 e IPFIX. 
 





Fig 3.1. pmacct [18] 
 
 
3.2 Configuración de pmacct 
 
3.2.1 Configuración del escenario de pruebas 
 
El escenario se ha diseñado de la siguiente manera (Figura 3.3): 
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Figura 3.3. Escenario de pruebas pmacct 
 
 
 Máquina Colector: Se ha instalado el software pmacct y se ha 
configurado un colector NetFlow que será utilizado por el daemon 
nfacctd. Este recibirá los datos con destino 192.168.5.2 por el puerto 
3128 y los exportará a una base de datos MySQL previamente 
configurada llamada pmacct. 
 
 Máquina R1: Se ha instalado el software pmacct y se han configurado 
dos sondas NetFlow en las interfaces eth1 y eth2 que capturarán el 
tráfico entrante. Además se ha configurado un archivo networks.lst para 
obtener los valores referentes a los AS como AS origen y destino.  
 
 Máquina R2: Se ha configurado de la misma manera que la máquina 
R1. 
 
 Máquina R3: En este caso sólo se ha configurado una sonda NetFlow 
en la interfaz eth1 para recibir los datos que pasan por la red 
192.168.7.0. 
 
 Máquina R4: Se ha configurado de la misma manera que la máquina R3 
para recibir los datos que pasan por la red 192.168.8.0. 
 
 Base de datos MySQL: La base de datos utilizada ha sido creada 
especialmente para este estudio y consta de los campos: AS origen, AS 
destino, IP origen, IP destino, puerto origen, puerto destino, protocolo, 
paquetes, Bytes y flujos. 
 
Para probar su funcionamiento hemos enviado pings a la máquina Colector 
desde las máquinas R1, R2, R3, R4 y R5. El objetivo es que los diversos flujos 
enviados desde distintos sitios pasen por una o varias sondas, estas recojan 
sus datos usando el fichero networks.lst para obtener los parámetros 
relacionados con los AS y los envíen a la dirección 192.168.5.2 por el puerto 
3128. A continuación, la máquina Colector guardará los datos recolectados y 
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3.2.2 Configuración de los dispositivos 
 
Pmacct puede generar informes de red de 3 maneras posibles: 
 
 Usando el daemon pmacctd (Promiscuous mode accounting daemon) 
basado en libcap. 
 
 Usando el daemon nfacctd (NetFlow accounting daemon) basado en 
NetFlow el cual permite la creación de un colector NetFlow. 
 
 Usando el daemon sfacctd (Sflow accounting daemon) basado en Sflow 
v5 que permite también la creación de un colector NetFlow. 
 
En nuestro caso hemos decidido usar el daemon nfacctd ya que nos permite 
configurar más ampliamente nuestros dispositivos por medio de archivos de 
configuración tanto para colectores como para agentes. Además, nos permitirá 
estudiar el protocolo NetFlow. 
 
Los plugins que presenta pmacct para la generación de datos (agentes) son 
los siguientes: 
 
 Nfprobe [19], que permite la actuación como agente NetFlow de 
nuestras máquinas. 
 
 Sfprobe [20], que permite la actuación como agente Sflow de nuestras 
máquinas. 
 
En nuestro caso, como vamos a usar la herramienta nfacctd que hará de 
colector NetFlow usaremos su correspondiente agente, Nfprobe. 
 
Para el almacenamiento de datos pmacct presenta los siguientes plugins: 
 
 Memory: Permite el uso de una tabla de memoria como backend que va 
a poder ser consultada a través de la aplicación cliente pmacct. 
 
 Print: Imprime los datos recogidos en ficheros de texto plano que son 
mostrados continuamente por pantalla. 
 
 MySQL, postgreSQL, SQLite: Permiten el uso de sus respectivas 
aplicaciones para el almacenamiento de datos de pmacct. 
 
En nuestro estudio hemos usado tanto el plugin print como el plugin MySQL. El 
primero lo hemos usado para verificar que tanto colector como agentes 
generaban datos o informes correctamente y para comparar esos datos 
generados con los almacenados en la base de datos pmacct de MySQL. 
MySQL, además, nos permite obtener las matrices de red de nuestro sistema y 
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poder consultar los datos almacenados cuando queramos y de la manera que 
queramos. 
 
Por último, pmacct presenta una serie de scripts para la obtención de valores 
definidos por el usuario en un archivo llamado networks.lst (Figura 3.2). Éstos 
pueden ser tanto puertos como redes o determinadas direcciones. 
 
 
Fig 3.2. Fichero networks.lst 
 
Pmacct usará este archivo de manera que con una simple consulta pueda 
asociar una determinada dirección IP recibida con el número de AS al que 
pertenezca. En el Anexo II se pueden encontrar todos los archivos de 
configuración utilizados así como una completa guía de instalación. 
 
 
3.3 Pruebas del sistema 
 
3.3.1 Activación de agentes y colector 
 
En primer lugar activamos las sondas de cada una de las máquinas para 
verificar que están configuradas correctamente y tienen como objetivo de envío 





Figura 3.4. Activación sonda pmacct 
 
 
Como se puede observar, la activación de este plugin nos informa como se ha 
definido el colector NetFlow Exporting flows to [192.168.5.2:3128], 
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los parámetros para determinar el fin de flujo TCP timeout: 3600s UDP 
timeout: 300s y los datos que van a ser exportados: SRC_AS, DST_AS, 
SRC_IP, DST_IP, SRC_PORT, DST_PORT, PROTOCOL, TOS, PACKETS, 
FLOWS, BYTES. 
 
A continuación activamos el Colector para verificar que los parámetros de 
recepción de datos y envío a la base de datos pmacct sean correctos. La 
siguiente figura muestra el arranque del daemon nfacctd (Figura 3.5): 
 
 
    
Figura 3.5. Activación Colector pmacct 
 
Observamos que crea un canal de control predeterminado aparte para la 
ejecución de los plugins print cntrl channel: obtained=180224 bytes 
target=1024 bytes y mysql  cntrl channel: obtained=180224 
bytes target=16000bytes. Además, podemos observar al final de la 
imagen como nos muestra los parámetros de recepción de datos waiting 
for NetFlow data on 192.168.5.2:3128. 
 
 
3.3.2 Funcionamiento del sistema 
 
A continuación se muestra cómo se lleva a cabo la inserción de datos en la 
base de datos pmacct (Figura 3.6) y la base de datos ya llena con los datos de 




Fig 3.6. Inserción de datos NetFlow en tabla pmacct 
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Observamos que los datos se insertan correctamente en la base de datos 
indicada. Aun estar recibiendo datos de 6 sondas distintas el sistema los 
almacena correctamente sin saturarse ni consumir recursos innecesarios de 




      
Fig 3.7. Datos almacenados en tabla pmacct 
 
 
En esta captura observamos cómo han sido almacenados los datos en la tabla. 
Podemos ver claramente como los valores corresponden al escenario 
planteado, corroborando así el correcto funcionamiento de los plugins mysql y 
nfprobe y del daemon nfacctd. En este caso se señalan, como ejemplo, los 
ACKs enviados por la máquina Colector a las máquinas R5 y R4. 
 
 
3.3.3 Análisis de datos 
 
Una de las grandes ventajas de pmacct, la cual es la razón principal para 
incluirlo en el estudio, es la capacidad de medir la matriz de tráfico del sistema 
a partir de consultas directas contra nuestra base de datos ya llena. En este 
caso hemos podido obtener: 
 
 Matriz de tráfico a nivel de interfaz:  
 
Con la consulta usada (select ip_src, ip_dest, count(*), 
sum(bytes), stamp_inserted, stamp_updated from 
pmacct.db_full group by ip_src, ip_dst;)  obtenemos la suma del 
tráfico total generado en determinados espacios de tiempo diferenciado entre el 
origen de los datos ip_src y el destino de estos ip_dst (Figura 3.8). En esta 
matriz podemos observar todos los flujos salientes de las máquinas del sistema 
hacia la máquina colector y los ACKs como respuesta al ping de cada una de 
ellas. 
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    Fig 3.8. Matriz de tráfico a nivel de interfaz 
 
 
 Matriz de tráfico a nivel de Router:  
 
La consulta usada en este caso ha sido: (select ip_src, ip_dst, 
count(*), sum(bytes), stamp_inserted, stamp_updated from 
pmacct.db_full where ip_src in (‘192.168.5.2’, 
‘192.168.8.2’, ‘192.168.1.2’) group by ip_src, ip_dst;). 
La matriz obtenida nos muestra el tráfico entre dos máquinas (Figura 3.9). En 
este caso la máquina Colector y la máquina R5. Vemos que en nuestra prueba 
sólo se ha enviado tráfico entre las IPs 192.168.5.2 y 192.168.8.2. El mismo 
proceso podría aplicarse para otros conjuntos de Routers, generando tráficos 




Fig. 3.9. Matriz de tráfico a nivel de Router 
 
 
 Matriz de tráfico a nivel de AS:  
 
Por último, para obtener esta matriz de tráfico se ha usado la consulta: 
(select as_src, as_dst, count(*), sum(bytes), 
stamp_inserted, stamp_updated from pmacct.db_full where 




Fig 3.10. Matriz de tráfico a nivel de AS 
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La matriz obtenida nos muestra la suma total del tráfico entre los ASs 
especificados, en este caso el AS 1000 y el AS 2000 (Figura 3.10). El mismo 
proceso aplicado en nuestro caso podría aplicarse para los demás routers, ASs 
e interfaces que quisiéramos estudiar. 
 
 
3.4 Valoración de resultados 
 
Pmacct ha sido capaz de capturar todo el tráfico generado entre las máquinas 
del escenario e introducirlo en una base de datos diseñada según nuestras 
necesidades.  
 
Dados los resultados obtenidos podemos afirmar que pmacct es un software 
que aun estando todavía en desarrollo, posee un gran potencial al garantizar 
una correcta obtención de datos, múltiples plataformas tanto para capturar 
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CAPÍTULO 4. Cacti 
 
En este capítulo se va a estudiar la herramienta de monitorización Cacti. Se va 
a estudiar su configuración, funcionamiento, requisitos y configuración del 






Cacti [21] es un sistema de monitorización con el que podemos tener 
controlados casi en tiempo real los dispositivos que soportan los servicios que 
presta nuestra red (routers, conmutadores o servidores, tráfico de interfaces, 
cargas, CPU, temperaturas, etc.). Es un potente software que nos permite 
controlar en todo momento el estado de nuestra red. 
 
Este sistema de monitorización contiene un recolector de datos excelente, un 
sistema avanzado de creación de plantillas y gráficos y una completa interfaz 
de gestión de usuarios. 
 
La aplicación está construida en PHP, y utiliza MySQL para el almacenamiento 
de información sobre los gráficos y datos recogidos. El protocolo utilizado para 
la comunicación con los distintos equipos es SNMP, el cual facilita el 
intercambio de información de administración entre dispositivos de red y 
permite a los administradores supervisar el uso de la red, buscar y resolver sus 





RRDTool [22] es una herramienta construida sobre el concepto de Round-
Robin Database. Se trata de un tipo muy específico de base de datos, las 
circulares, orientadas al almacenamiento de datos basados en series 
temporales, y que garantizan el espacio final ocupado por sus elementos.  
 
Su principio de funcionamiento es el siguiente: Suponiendo que tenemos 
instalado un sistema de monitorización de una red entre dos nodos, cada día el 
volumen de tráfico obtenido puede variar de valor unas cuantas veces por 
segundo. Supongamos que varía 3 veces por segundo. Esto significa que en 
un día, asumiendo un intervalo de trading de ocho horas, se tienen 8*60*60*3 = 
86400 valores por día. Si asumimos por ejemplo 100 valores a seguir, 
tendríamos 8640000 cotizaciones al día, lo que son casi 10 millones. En una 
semana (de 5 días), andaríamos cerca de los 40 millones de valores, y en un 
mes laboral rondaríamos los 200 millones. 
  
Ahora bien, ¿nos interesa el valor de tráfico que tenía la red en el segundo 8, 
del minuto 21, a las tres de la tarde del 11 de Junio del 2002? Normalmente no. 
Comúnmente la granularidad fina en los datos temporales es sólo interesante 
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en una ventana corta de tiempo. Por ejemplo en un sistema de monitorización, 
interesa saber que ha habido una sobrecarga o un corte en el enlace en las 
pocas horas, pero pasados los meses la información de exactamente cuándo 
deja de perder importancia (sigue teniendo importancia el saber que hubo un 
fallo, pero ya no importa si en lugar de minutos nos quedamos con el día).  
 
Lo que hace RRDTool es agrupar la información conforme a intervalos de 
tiempo que nosotros definimos. Por ejemplo, le podemos decir que queremos 
que guarde los datos con una granularidad de 1 segundo para la primera hora, 
con granularidad de 5 minutos, para las siguientes 23 horas, con granularidad 
de 30 minutos para 1 semana, 1 hora para los tres primeros meses, y 1 día 
para los últimos 9 meses del año. Al introducir datos en RRDTool, la 
herramienta se encarga de realizar las agrupaciones y las medias conforme a 
los intervalos que hemos definido.  
 




Fig 4.1. Formato de archivo RRD 
 
 
En nuestro caso, Cacti usa la herramienta RRDTool para permitirnos crear 
gráficas según nuestras necesidades y capacidades, de manera que podamos 
almacenar datos según intervalos de tiempo marcados por nosotros, 





Cacti usa SNMP como protocolo de recolección de datos. Su instalación por 
defecto incluye MIBs para las interfaces de memoria, disco, procesos, 
estadísticas y CPU, lo que nos permite tener un control absoluto del consumo a 
nivel de hardware de cada máquina que tenga configurado un agente SNMP. 
 
En caso de que se tuviera que instalar Cacti en una red grande (15 o más 
máquinas), existe un componente opcional llamado cactid que implementa las 
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funciones de SNMP en C con multi-threads lo que provoca una carga mucho 





Para poder visualizar la interfaz visual de Cacti, la máquina en cuestión debe 
tener instalado un servidor Apache. Además, Cacti permite la conexión de otra 
máquina a la interfaz del servidor editando sólo un archivo de configuración, lo 
que nos da un control mucho más cómodo de la red al poder acceder al estado 





Cacti posee cientos de plugins y scripts para mejorar sus prestaciones según 
nuestras necesidades. Desde plugins para ver el estado del servidor Apache, 
plugins para la monitorización de determinados routers, plugins para 
estadísticas de Windows, de CPU, de disco duro, etc. hasta plugins para 
mejorar el entorno visual o incluso llegar a crear Weathermaps.  
 
Para el uso de estos plugins se necesita complementar Cacti con una 
arquitectura para ejecución de plugins. Ésta arquitectura, llamada plugin-
arquitecture, es necesario instalarla y configurarla a parte a menos que se esté 
usando una versión 0.8.8a o posterior, como es nuestro caso. 
 
Para nuestro sistema se ha decidido testear el plugin Weathermap ya que es el 
más usado por las grandes compañías que usan Cacti y el que consideramos 
más útil para el usuario estándar.  
 
 
4.2 Configuración de Cacti 
 
4.2.1 Configuración del escenario de pruebas  
 
En este caso, el escenario de pruebas que se ha diseñado para Cacti es el 
siguiente (Figura 4.2): 
 
 Máquina Colector: En la máquina Colector se ha instalado el software 
Cacti con todas sus dependencias y los plugins Architecture y 
Weathermap. Además se ha configurado una base de datos MySQL 
llamada Cacti con todas las tablas necesarias para el correcto 
funcionamiento de las herramientas RRDTool, Weathermap y el propio 
Cacti.  
 
 Máquinas R1, R2, R3, R4 y R5: Se ha instalado y configurado un agente 
SNMP en cada una de estas máquinas para poder recolectar la 
información necesaria y llevarla hasta la máquina Colector. 
 




Fig 4.2. Escenario de pruebas Cacti 
 
 
El objetivo de este diseño es el siguiente: generar un flujo de tráfico desde la 
máquina Colector hacia la máquina R5 y comprobar que Cacti trabaja 
correctamente. Es decir, que las máquinas transportan la información 
correctamente gracias a SNMP y que la máquina Colector almacena 
correctamente en la base de datos toda la información recibida y genera los 
ficheros correspondientes para que RRDTool los procese y finalmente se 
muestren en pantalla en forma de gráficas.  
 
 
4.2.2 Configuración de los dispositivos 
 
Se han configurado los dispositivos uno a uno utilizando la interfaz gráfica de 
Cacti con la siguiente metodología: 
 
 Creación de un Device: Lo primero de todo es crear un dispositivo o 
Device por cada máquina que tengamos a parte del Colector. En este 




Fig 4.3. Pantalla de Devices de Cacti 
 
 
Despliegue de herramientas de gestión y monitorización para centros de operación de redes IP   39 
 Creación de gráficos para cada Device: Con los 5 Devices ya 
creados, pasamos a crear gráficas para cada uno de ellos. Para ello se 






Fig. 4.4. Pantalla de creación de gráficos de Cacti. Templates usados: 
CPU Usage, Local Average y Memory Usage. 
 
 
 Creación del árbol de gráficas: Una vez tengamos las gráficas ya 
creadas, creamos un árbol de gráficas para insertarlas y mostrarlas por 
la interfaz web. En nuestro caso, vamos a monitorizar el tráfico de 
entrada y salida de cada una de las interfaces de nuestros dispositivos,  





Fig 4.5. Graph tree del escenario propuesto 
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4.3 Pruebas del sistema 
 
4.3.1 Gráficas de hardware: 
 
La primera prueba que se ha hecho ha sido recolectar datos sobre el hardware 
de un dispositivo y ver si los muestra correctamente en forma de gráfica. El 





Fig 4.6. Gráficas de Uso de memoria, Carga de CPU y Usuarios registrados 
 
 
Como podemos ver, Cacti recolecta correctamente los datos SNMP sacados de 
la MIB del localhost (en este caso). Además se comprueba que el software 
accede correctamente a las tablas MySQL que contienen los datos 
almacenados, crea los archivos RRD correspondientes y los analiza 
correctamente para crear las gráficas arriba expuestas. 
 
 
4.3.2 Gráficas de tráfico: 
 
La segunda, y más importante, prueba realizada ha sido comprobar que Cacti 
analiza correctamente un flujo de tráfico desde el Colector hasta la máquina 
R5. Para ello deberá recolectar correctamente todos los datos SNMP de cada 
una de las interfaces de los routers, almacenarlos en tablas MySQL, crear 
archivos RRD específicos para cada gráfica y mostrarlos por pantalla 
correctamente.  
 
Como ejemplo se muestran los resultados de R1 en la Figura 4.7: 
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Fig. 4.7. Gráficas de tráfico de R1 
 
 
Se  ha generado un flujo de 100 Mbits/s (12,5 MBytes/s) de la máquina colector 
a la máquina R5 a través de la herramienta iperf con el comando iperf –c 
192.168.8.2. Como vemos en la imagen superior, el flujo generado por la 
máquina colector ha pasado por R1 entrando por la eth0 y saliendo por la eth2 
definiendo así su ruta para llegar a R5. 
 
En el Anexo III podemos encontrar los requisitos del programa, una guía de 
instalación detallada, un manual de configuración y una lista completa con 
todos los resultados obtenidos. 
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4.3.3 Plugin Weathermap 
 
Este plugin nos permite crear una red gráfica de dispositivos y monitorizarlos 
partir de los archivos RRD de Cacti. Tanto su instalación como configuración se 
encuentra detallada en el Anexo IV. 
 
Como anteriormente, la prueba se ha realizado creando un flujo de datos desde 





Fig 4.8. Monitorización de tráfico con Plugin Weathermap 
 
 
Como se puede observar, la captura muestra el escenario de pruebas 
trabajando en el transporte de un flujo de datos desde la máquina Colector 
hasta la máquina R5 por la ruta inferior. Es decir, pasando por R3 en vez de 
por R2. Con esta utilidad podemos ver, a través de la leyenda, si algún enlace 
está cerca de sobrecargarse, caído o incluso si el tráfico está siendo 
encaminado de manera poco eficiente o no deseada. En este caso vemos 
como al ser un flujo de 100Mbps teóricos, el enlace está cerca de 
sobrecargarse (pasar de los 100Mbps). 
 
 
4.4 Valoración de resultados 
 
Dados los resultados obtenidos, llegamos a la conclusión de que Cacti, como 
herramienta de monitorización de tráfico vía SNMP, cumple a la perfección su 
cometido. El software monitoriza correctamente todo el tráfico que se le pide e 
incluso posee un plugin para conexionarlo con Weathermap y sacar así mapas 
de red como el mostrado anteriormente.  
 
La instalación, tanto de Cacti como de Weathermap, puede llegar a ser 
complicada si no se poseen unos conocimientos mínimos de Linux. Esto es 
debido a que se tienen que crear las bases de datos manualmente, administrar 
sus permisos, crear carpetas adicionales, modificar permisos de determinados 
archivos para que la herramienta RRDTool pueda acceder a ellos, etc. Aun así, 
una vez instalado su funcionamiento y configuración resulta rápido e intuitivo. 
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CAPÍTULO 5. Nagios 
 
En este capítulo se va a estudiar la herramienta de monitorización Nagios. Se 
estudiará su funcionamiento, características y estructura del sistema y se 
mostrarán los resultados obtenidos al ponerlo a prueba con un ensayo en 





Nagios [23] Es un software de monitorización de equipos y servicios de red, 
creado para ayudar a los administradores a tener siempre el control de qué 
está pasando en la red y conocer los problemas que ocurren en la 
infraestructura antes de que los usuarios de la misma los perciban. Es un 
sistema complejo y completo en cuanto a sus características que además hace 
uso en algunos casos de diversos sistemas como por ejemplo sistemas 
gestores de bases de datos, servidores web, etc. Está implementado en 
lenguaje PHP y fue diseñado para ser ejecutado en GNU/Linux, pero también 
se ejecuta correctamente en variantes de Unix. Sus principales características 
son: 
 
 Ofrece monitorización de servicios de red (SMTP, POP3, HTTP, HTTPS, 
NTP, ICMP, SNMP, FTP, DNS, etc.). 
 
 Monitoriza recursos de equipos hardware (carga del procesador, uso de 
los discos, procesos del sistema) en varios sistemas operativos. 
 
 Notificaciones a los contactos cuando ocurren problemas en servicios o 
hosts, así como cuando son resueltos. 
 
 Visualización del estado de la red en tiempo real a través de interfaz web 
con la posibilidad de generar informes y gráficas de comportamiento de 
los sistemas monitorizados y visualización del listado de notificaciones 
enviadas, historial de problemas o archivos de registros. 
  
 
5.1.1 Estructura del sistema 
 
Nagios sigue a grandes rasgos la siguiente estructura (Figura 5.1): 
 
 El núcleo de la aplicación contiene el software necesario para realizar la 
monitorización de los servicios y máquinas de la red. Puede usar tanto 
componentes propios de la aplicación como componentes creados por 
terceras personas. 
 
 Aunque permite la captura de determinados paquetes SNMP Trap para 
notificar sucesos, no es un sistema de monitorización y gestión basado 
en SNMP sino que realiza su labor basándose en una gran cantidad de 
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pequeños módulos de software que realizan chequeos de parte de la 
red. 
 
 Muestra los resultados de la monitorización y del uso de los diversos 
componentes en una interfaz web a través de un conjunto de CGI's 
(Common Gateway Interfaces) y de un conjunto de páginas HTML que 
vienen incorporadas de serie. Y que permiten al administrador una 
completa visión de qué ocurre, dónde y en algunos casos, por qué. 
 
 Por último si se compila para ello, Nagios guardará los históricos en una 
base de datos para que al detener y reanudar el servicio de 





Fig. 5.1. Arquitectura de Nagios [20] 
 
 
5.2 Configuración de Nagios 
 
5.2.1 Configuración del escenario de pruebas 
 
El escenario de pruebas para Nagios es el mismo que para Cacti, con la 
diferencia de que en este caso vamos a tener que crear archivos de 
configuración específicos para cada uno de los routers. El escenario es el 
siguiente (Figura 5.2):  
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Fig. 5.2. Escenario de pruebas de Nagios 
 
 
 Máquina Colector: En la máquina Colector se ha instalado el software 
Nagios con todas sus dependencias y con los correspondientes archivos 
de configuración para todas las máquinas del escenario. Además, se ha 
instalado una base de datos MySQL específica para este software. 
 
 Máquinas R1, R2, R3, R4 y R5: En estas máquinas se han instalado un 
agente SNMP específicamente configurado y un servidor SSH para 
poder ejecutar las pruebas pertinentes. 
 
 
El objetivo del diseño es comprobar el correcto funcionamiento de la 
herramienta Nagios a través de los servicios SNMP y SSH. La herramienta 
deberá almacenar correctamente los datos obtenidos vía SNMP, como pueden 




5.2.2 Configuración de los dispositivos 
 
Para la configuración de nuestro escenario se han configurado 5 archivos (uno 
por cada dispositivo), además de los del servidor. En el Anexo V se encuentra 
una guía detallada de instalación, los archivos de configuración utilizados y una 
lista con los resultados obtenidos. A continuación se muestra, como ejemplo, el 
archivo de configuración de R1 (Figura 5.3): 
 
 




Fig. 5.3. Archivo de configuración para R1 
 
 
5.3 Pruebas del sistema 
 
Nagios es un software orientado a la monitorización de servicios. Por ello 
hemos decidido testear su funcionamiento forzando la caída de un servicio en 
distintas máquinas para ver si el sistema lo analiza correctamente.  
 






Fig 5.4. Estado de servicios monitorizado por Nagios 
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Como podemos ver en esta imagen, los servicios PING (que nos permite el 
envío de paquetes ICMP de solicitud y de respuesta) y SSH (que nos permite el 
acceso a máquinas remotas a través de una red) están funcionando 
correctamente. El software monitoriza, además, si los Hosts están activos o no 
actualmente en el recuadro superior del centro. El de la derecha nos da una 
visión rápida sobre estado de los servicios de nuestra red.  
 
A continuación hemos dado de baja el servicio SSH en todos los Hosts del 
sistema parando manualmente el servicio sshd para comprobar que el software 





Fig 5.5. Estado del sistema ante una parada de los servidores SSH 
 
 
Se observa que Nagios ha reconocido rápidamente la caída de dichos 
servidores y lo ha monitorizado como error crítico. Dicho error también se 
muestra en el recuadro informativo de la parte superior derecha. En el recuadro 
del centro se ve como aún con la caída del servicio, los Hosts siguen estando 
activos. La duración entre la parada y el informe de Nagios ha sido de menos 
de 30 segundos, cosa que nos permitiría reaccionar rápidamente en caso de 
emergencia. 
 
Como se ha dicho anteriormente, Nagios permite configurar un sistema de 
notificaciones de manera que nos puedan llegar, por ejemplo, al correo 
electrónico (Figura 5.6). Esto nos permite darnos cuenta de cualquier problema 
que pueda surgir en nuestra red desde cualquier lugar en caso de que 
contemos con un dispositivo con conexión a internet capaz de conectarse a 












5.4 Valoración de resultados 
 
A diferencia de Cacti, Nagios nos permite monitorizar una red desde otro punto 
de vista, los servicios.  
 
Hemos comprobado que Nagios es capaz de captar la caída de un servicio y 
monitorizarla en el servidor central en menos de 30 segundos, lo que lo 
convierte en un software muy potente para cualquier empresa que necesite 
saber en todo momento en qué estado se encuentran sus servidores. 
 
Hemos comprobado que el uso de notificaciones de Nagios funciona rápida y 
correctamente, lo que nos permite tener un control de nuestra red desde 
cualquier lugar. 
 
El tener que configurarlo mediante archivos limita en parte la amigabilidad del 
programa, pero por otra parte hace que su uso pueda extenderse a 
prácticamente todos los ámbitos de la monitorización por medio de scripts 
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CAPÍTULO 6. ZABBIX 
 
En este capítulo se va a estudiar la herramienta de monitorización Zabbix. Se 
estudiará su funcionamiento, así como características principales, instalación y 
estructura del sistema. Por último se mostrarán los resultados obtenidos al 





Zabbix [24] es una herramienta de monitorización de código abierto orientada al 
uso empresarial. Permite detectar problemas y generar estadísticas en grandes 
infraestructuras. Monitoriza numerosos parámetros de la red, además del 
estado y los errores de los servidores. 
 
Sus características principales son las siguientes: 
 
 Auto-descubrimiento de servidores y dispositivos de red. 
 Monitorización distribuida con administración centralizada vía web. 
 Soporte para mecanismos tanto de polling como de trapping. 
 Monitorización con agentes o sin ellos. 
 Autenticación segura de usuarios. 
 Permisos de usuario flexibles. 
 Interfaz web. 
 Notificación por e-mail de eventos predefinidos. 
 Vista de alto nivel (empresarial) de los recursos monitorizados. 





Zabbix está desarrollado utilizando una arquitectura cliente-servidor. Existirá 
una máquina servidor (en la que se instalará y ejecutará el software servidor), 
que se encargará de monitorizar a todas las máquinas cliente, que deberán 
tener instalado el software cliente. Toda la información (configuración, 
rendimiento, datos) se almacena en una base de datos relacional externa, que 
debe ser necesariamente una de las cuatro soportadas por Zabbix: MySQL, 
Oracle, PostgreeSQL o SQLite.  
 
Por motivos de rendimiento, se recomienda que esta base de datos se ejecute 
en un servidor independiente, pero dado el tamaño de nuestro escenario, la 










Zabbix está formado por los siguientes componentes:  
 
 El servidor Zabbix: Constituye el centro del software Zabbix. 
Comprueba de forma remota los servicios de la red (servidores web, 
servidores de correo,…) y recibe los datos sobre disponibilidad, 
integridad de la información y las estadísticas que le envían los agentes 
de Zabbix desde cada uno de los nodos monitorizados. Es también el 
encargado de generar las alertas cuando se detecta algún problema. 
 
 El agente Zabbix: Para monitorizar las aplicaciones y recursos locales 
(como discos duros, memoria, estadísticas del procesador, etc.), los 
nodos deben ejecutar el agente de Zabbix, que recolectará esta 
información y se la enviará al servidor. 
 
 La interfaz web: Permite acceder vía web a los datos monitorizados y a 
la configuración. Este módulo forma parte del servidor y normalmente se 




6.4 Configuración de Zabbix 
 
6.4.1 Configuración del escenario de pruebas 
 
El escenario de pruebas diseñado para Zabbix es el mismo que el usado en los 
casos anteriores pero con la particularidad de que en este caso cada máquina 




Fig. 6.1. Escenario de pruebas de Zabbix 
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 Máquina colector: En la máquina Colector se ha instalado el software 
Zabbix con todas sus dependencias y la interfaz gráfica. Además se ha 
configurado una base de datos MySQL específica para Zabbix y un 
agente Zabbix para poder monitorizar también la máquina que hará de 
servidor. 
 
 Máquinas R1, R2, R3, R4 y R5: En el resto de máquinas se ha instalado 
el agente Zabbix configurando un archivo específico para cada una de 
ellas.  
 
El objetivo del diseño es generar un flujo procedente del servidor hasta la 
máquina R5 y verificar que Zabbix muestra correctamente tanto el volumen del 
tráfico como su dirección mediante el protocolo SNMP. Cada una de las 
máquinas deberá reportar su estado continuamente al servidor, el cual 
almacenará los datos en una base de datos MySQL y la mostrará por su 
interfaz gráfica en forma de gráficas. 
 
 
6.4.2 Configuración de los dispositivos: 
 





Fig. 6.2 Archivo de configuración del servidor Zabbix 
 
 
Por otro lado, los clientes se han configurado cada uno mediante un archivo 
distinto pero siguiendo todos un patrón muy similar. A continuación se muestra, 




Fig. 6.3. Archivo de configuración del agente Zabbix de R1 
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6.5 Pruebas del sistema 
 
A diferencia del software anteriormente probado, Zabbix es capaz de 
monitorizar tanto servicios como tráfico en forma de gráficas detalladas. La 
Figura 6.4 muestra información global de nuestro sistema, donde podemos 
observar como los servicios Apache o FTP se encuentran caídos en todas 




Fig. 6.4. Estado de servicios en Zabbix 
 
 
En cuanto al análisis de hardware de la máquina colecto (carga de CPU, uso 





Fig. 6.5. Estado del Hardware de la máquina Colector 
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Por último, se han creado gráficas específicas para cada router con tal de 





Fig. 6.6. Monitorización del tráfico de R1 mediante Zabbix 
 
 
Como se puede observar, Zabbix funciona a la perfección en los tres ámbitos 
de monitorización.  
 
Por un lado muestra correctamente los servicios caídos y los accesibles, por 
otro crea gráficas correctamente del estado del hardware de una máquina 
mediante SNMP y por último es capaz de crear un gráfico detallado de todo el 
tráfico entrante y saliente de todas las interfaces de cada uno de los routers. En 
este caso ha sido R1 y vemos como efectivamente el tráfico entra por la 
interfaz eth0 y sale por la eth2. 
 
En el Anexo VI podemos encontrar los requisitos del programa, una guía de 




6.6 Valoración de resultados 
 
Zabbix es un software que a diferencia Nagios, es capaz de hacer todo a la 
vez. Su configuración es más costosa pero esto hace que sea un software 
capaz de mucho más que los anteriores al disponer de más opciones 
configuración y versatilidad a la hora de ofrecer resultados.  
 
Dados los buenos resultados obtenidos en todos los ámbitos, si una empresa 
necesita monitorizar servicios y tráfico en forma de gráficas este software es 
ideal. Pero por otro lado no dispone de una interfaz gráfica de enlaces como 
puede ser Weathermap, cosa muy necesaria hoy en día para prevenir caídas 
de enlaces por saturación o para simplemente facilitar la supervisión de todos 
los enlaces de una red. 
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CAPÍTULO 7. MIKROTIK 
 
En este capítulo se estudiará la integración de un router real como MikroTik en 
el escenario con tal de llevar a cabo tareas de monitorización de tráfico 
mediante NetFlow y SNMP. Para ello se usarán los softwares pmacct 





MikroTik [25] es una compañía letona proveedora de tecnología disruptiva de 
hardware y software para la creación de redes. Se dedica principalmente a la 
venta de productos de hardware de red como routers denominados 
routerboards y Switches también conocidos por el software que lo integra, 





RouterOS es un sistema operativo basado en GNU/Linux que implementa 
funcionalidades que los NSP e ISP tienden a implementar, como por ejemplo 
BGP, IPv6, OSPF o MPLS. Es un sistema versátil con un soporte muy bueno 
por parte de MikroTik, tanto a través de un foro como de su wiki, 
proporcionando una amplia variedad de ejemplos de configuración. 
 
 
7.1.2 MikroTik Routerboard RB750GL 
 
 
El router testeado en nuestro escenario ha sido un routerboard de MikroTik 
RB750GL de RB740series. Su configuración la podemos encontrar en el Anexo 
VII. 
 




Fig. 7.1. Características MikroTik routerboard RB750GL 
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7.2 The Dude 
 
The Dude es una aplicación para monitorizar tanto tráfico como servicios 
disponibles. El programa es de la empresa MikroTik y por ello, es una de las 
mejores soluciones para monitorizar escenarios con MikroTik.  
 
Una vez instalado, (tanto su instalación como configuración y explicación del 
proceso la podemos encontrar en el Anexo VIII) realizará un escaneo de toda la 
red mostrándonos todos los dispositivos y enlaces con información detallada de 
cada uno de ellos. 
 
Algunas de sus características principales son:  
 
 Permite dibujar tus propios mapas de red personalizados y añadir 
dispositivos. 
 Soporta SNMP, ICMP, TCP DNS. 




7.3 Configuración del escenario con MikroTik 
 
7.3.1 Configuración del escenario de pruebas 
 
El escenario de pruebas diseñado para el testeo de un router MikroTik se 
asemeja al usado anteriormente. La única diferencia es la inclusión de un 





Fig. 7.2. Escenario de pruebas con MikroTik incluido 
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 Máquina colector: En la máquina Colector se ha instalado el software 
The Dude con la intención de monitorizar tanto los servicios disponibles 
como el tráfico de la red.  
 
 Máquinas R1, R2, R3, R4 y R5: Tienen instalado únicamente un agente 
SNMP para que la máquina Colector pueda generar los gráficos e 
información deseada acerca del resto de dispositivos. 
 
 MikroTik: El router MikroTik se ha configurado expresamente para este 
escenario. Se ha configurado tanto el agente SNMP como el agente 
NetFlow para probar también la monitorización con NetFlow usando la 
herramienta pmacct.  
 
El objetivo del diseño es generar un flujo de datos de 100Mbps desde la 
máquina Colector hasta la máquina R5 y comprobar que tanto The Dude como 
pmacct muestran correctamente los datos de monitorización pedidos. Esto 
verificará si tanto los agentes SNMP y Netflow como los software The Dude y 




7.4 Pruebas del sistema 
 
7.4.1 Monitorización de tráfico 
 
Después de configurar el software The Dude y generar el flujo, el resultado es 




Fig. 7.3. Monitorización de redes con The Dude 
 
Como se puede observar, The Dude monitoriza correctamente el flujo de datos 
mostrando el camino escogido hasta R5. Así mismo vemos que recolecta 
correctamente los datos del router MikroTik así como los de su red dedicada. 
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Además, el software es capaz de sacar gráficas detalladas del tráfico entrante y 





Fig. 7.4. Tráfico de datos en la interfaz eth2 de R1 
 
El tráfico que figura en rojo corresponde a la entrada de datos y el azul a la 




7.4.2 Monitorización de dispositivos 
 
The Dude es capaz de monitorizar los servicios disponibles en un determinado 




Fig. 7.5. Monitorización del router MikroTik 
 
 
Como observamos, The Dude nos muestra un resumen detallado del 
dispositivo en cuestión (en este caso el router MikroTik) mostrando los servicios 
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activos (SSH, Telnet, PING, HTTP y FTP), el modelo de router, sus datos 
SNMP y su IP. 
 
 
7.4.3 Monitorización NetFlow con pmacct 
 
Con tal de probar el agente NetFlow del router MikroTik hemos decidido 
configurarlo para que envíe los datos al colector pmacct previamente 
configurado. El resultado ha sido un éxito tal y como muestra la siguiente figura 
(Figura 7.6). La configuración para que esto sea posible se muestra detallada 




Fig. 7.6. Datos recibidos en el Colector pmacct en el escenario con MikroTik 
 
 
En la imagen se ve como el colector pmacct ha recogido correctamente los 
datos enviados por el agente NetFlow del Router MikroTik sobre un flujo de 
datos procedente del Colector hacia el mismo MikroTik.  
 
 
7.5 Valoración de resultados 
 
Por ahora el mejor software para monitorizar una red con MikroTiks 
gratuitamente es, dadas su extensas funcionalidades, The Dude. Actualmente 
se encuentran en desarrollo diferentes plantillas [26] para que puedan ser 
monitorizados vía Cacti, Nagios o Zabbix pero por el momento o son de pago o 
están incompletas. Pmacct, por otro lado, ofrece otra vía que es la 
monitorización vía NetFlow del dispositivo, cosa que, aun no mostrando los AS, 
supone un gran avance para la monitorización netFlow gratuita con MikroTiks. 
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CAPÍTULO 8. CONCLUSIONES Y LÍNEAS FUTURAS 
 
 
La realización de este proyecto ha servido para  estudiar varias de las 
herramientas más usadas hoy en día para la monitorización y gestión de redes.  
 
Se ha diseñado y configurado un escenario desde cero usando 6 máquinas de 
la escuela instalando la versión 12.04 LTS de Ubuntu en cada una de las 
máquinas. Además se ha comprobado que el encaminamiento tanto interno 
(OSPF) como externo (BGP) del escenario funciona correctamente configurado 
con el software Quagga de distribución gratuita. El software proporciona unas 
tablas de encaminamiento correctas y nos permite configurar cualquier 
parámetro referente a protocolos de encaminamiento según nuestras 
necesidades.  
 
Se han instalado y configurado las herramientas pmacct, Cacti, Nagios, Zabbix 
y The Dude para simular escenarios de monitorización de tráfico vía SNMP y 
NetFlow.   
 
Se ha comprobado que la herramienta pmacct, la cual hemos usado para 
monitorizar a través del protocolo NetFlow, aun estando en fase de desarrollo 
promete ser una opción a tener en cuenta para cualquier empresa que necesite 
un software de monitorización vía NetFlow. El hecho de poder obtener matrices 
de tráfico de la red la hace diferente a otras opciones de monitorización, así 
como el poder configurar las tablas según nuestras necesidades. Aun así, el 
hecho de que su instalación tenga que hacerse completamente manual y el no 
disponer de interfaz web hace que no sea robusta ante grandes cambios en la 
red ya que se tendrían que configurar los archivos máquina por máquina y 
crear nuevas tablas para la nueva situación. Por último, pmacct no puede 
monitorizar servicios, con lo que su uso se limitaría a la obtención de matrices 
de tráfico de nuestra red con tal de prevenir posibles cuellos de botella o 
controlar los anchos de banda de la red. 
 
Se ha hecho un estudio de las herramientas Cacti, Nagios y Zabbix en el 
escenario propuesto. Hemos observado que tanto Cacti como Zabbix recogen 
correctamente datos de monitorización de tráfico y servicios, a diferencia de 
Nagios, que sólo recolecta datos de monitorización de servicios.  
 
Cacti tiene como inconveniente la complejidad de su instalación en máquinas 
totalmente vírgenes, dada la cantidad de archivos y paquetes que hay que 
instalar y modificar, pero proporciona una visión gráfica muy amigable y 
rigurosa del estado de los enlaces y múltiples parámetros de nuestra red. 
Además, se ha incorporado al estudio la herramienta Weathermap, la cual nos 
ha proporcionado una visión generalizada de la red, a través de un plugin 
creado por los usuarios para usar en Cacti. Esto hace que se pueda tener el 
control del tráfico de una red con sólo mirar el mapa que muestra Weathermap 
y se pueda actuar rápida y correctamente en consecuencia. 
 
Nagios, por otra parte, nos ha proporcionado una visión muy detallada de todos 
los servicios de nuestra red con un intervalo de reacción de menos de 30 
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segundos. Esto hace que ante la caída de un servicio, el administrador pueda 
reaccionar rápidamente volviéndolo a arrancar o realizando las acciones que 
crea pertinentes. Su principal característica es el uso de notificaciones, lo que 
nos permite tener el control de nuestra red desde cualquier lugar. Aun así, 
siendo un software muy potente para monitorización de servicios, Nagios no 
nos ha permitido monitorizar el tráfico de nuestra red. Si ha sido capaz de 
mostrar de manera visual el diseño de nuestra red con un resumen del estado 
de los dispositivos pero no de proporcionar información acerca del tráfico de 
red, con lo que su uso quedaría reducido a la monitorización de servicios de 
red. 
 
Zabbix, al igual que Cacti, nos ha proporcionado una visión detallada del tráfico 
entrante y saliente de cada uno de los dispositivos así como del estado de los 
servicios de cada uno de ellos. En este caso la instalación ha sido más sencilla 
pero el tener que arrancar un agente en cada máquina para su uso hace que 
sea sensible a grandes cambios en la red. Además se ha comprobado que no 
dispone de ninguna herramienta para sacar un mapa de red mediante 
Weathermap u otro software con lo que la visión es totalmente estadística. Por 
otro lado su configuración es más sencilla y su interfaz web posee múltiples 
opciones de configuración tanto para monitorización de tráfico como para 
monitorización de servicios. 
 
Se ha introducido en el escenario de 6 máquinas un router tipo MikroTik para 
estudiar la monitorización de un dispositivo de estas características usando 
tanto SNMP como NetFlow. Para hacerlo se ha configurado el encaminamiento 
del router para su inserción en la red y los protocolos SNMP y NetFlow para la 
exportación de datos. En primer lugar se ha estudiado su comportamiento 
usando el protocolo NetFlow mediante la herramienta pemacct y en segundo 
lugar usando el protocolo SNMP mediante la herramienta The Dude. En ambos 
casos los resultados han sido satisfactorios. Por un lado se ha confirmado el 
uso de la herramienta pmacct para monitorización de routers MikroTik mediante 
NetFlow y la herramienta The Dude para monitorización de tráfico y servicios 
mediante SNMP.  
 
La conclusión final es que si se quiere monitorizar el tráfico y servicios de una 
red de manera gratuita, la mejor solución ahora mismo es Cacti, ya que es 
capaz de proporcionarnos una visión general de nuestra red, cosa que ninguna 
de las demás herramientas es capaz de ofrecer, por ahora. Por otro lado, si 
nuestra intención es monitorizar únicamente los servicios de nuestra red, la 
mejor opción sería Nagios por estar diseñado exclusivamente para tal fin. 
 
Como líneas futuras, para completar el estudio de herramientas de 
monitorización de tráfico se podrían añadir más opciones. Buenas opciones a 
tener en cuenta serían OpenNMS [27] o Ganglia [28] para monitorización vía 
SNMP o las herramientas nfsen [29] y nfdump [30] para monitorización vía 
NetFlow. Por otro lado el estudio podría ampliarse con opciones menos 
conocidas como Groundwork [31] y HypericHQ [32] las cuales también son 
opensource y freeware. Por último se podría crear algún script para Cacti o 
Nagios que ofrezca nuevas opciones de monitorización y/o notificación de 
errores. 




AS  Autonomous System 
 
BGP  Border Gateway Protocol 
 
CPD  Centro de Procesado de Datos 
 
CPU  Central Processing Unit 
 
DNS  Domain Name System 
 
EGP  External Gateway Protocol 
 
ICMP  Internet Control Message Protocol 
 
IGP  Internal Gateway Protocol 
 
IP  Internet Protocol 
 
ISP  Internet Service Provider 
 
MD  Managed Device 
 
MIB  Management Information Base 
 
nfacctd Netflow accounting daemon 
 
NMS  Network Monitoring System 
 
OSPF  Open Shortest Path First 
 
pmacct  Promiscous mode IP accounting package 
 
pmacctd Promiscous mode accounting daemon 
 
RIP  Routing Information Protocol 
 
RRD  Rount-Robin Database 
 
SGBD Sistema de Gestión de Base de Datos 
 
Sfacctd Sflow accounting daemon 
 
SNMP Simple Network Management Protocol 
 
TCP  Transmission Control Protocol 
 
UDP  User Datagram Protocol 
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ANEXO I: INSTALACIÓN Y CONFIGURACIÓN DEL 
SOFTWARE Quagga 
 
En este capítulo se va a describir cómo instalar y configurar correctamente el 
software de encaminamiento Quagga para el correcto funcionamiento en 
nuestro escenario. Se presentarán los archivos configurados de cada máquina 
para el escenario principal, los creados para el escenario con MikroTik y sus 
tablas de encaminamiento. 
 
Instalación del software Quagga 
 
Quagga es un software que se encuentra en el repositorio de Ubuntu, con lo 
que podemos instalarlo de la siguiente manera: 
 
# sudo apt-get install quagga 
 





Tenemos que activar los daemons de Quagga según lo que vayamos a 
necesitar y configurar en nuestro escenario. Los parámetros a configurar son 
los siguientes: 
 
Zebra: Interface declaration and static routing 
Bgpd: BGP routing protocol 
Ospfd: OSPF routing protocol 
Ospf6d: OSPF Ipv6 routing protocol 
Ripd: RIP v2 routing protocol 
Ripngd: RIP Ipv6 routing protocol 
 
Abriremos el archivo con el comando: 
 
# nano /etc/quagga/daemons 
 
Y configuraremos el archivo según la máquina que queramos configurar. En 




Fig.1 Archivos de configuración daemons 
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A continuación reiniciamos el servicio Quagga para verificar que la 
configuración funciona: 
 
# /etc/init.d/quagga restart 
 
Stopping Quagga daemons (prio:0): ospfd zebra (bgpd) (ripd) (ripngd) (ospf6d) 
(isisd). 
Removing all routes made by zebra. 
Nothing to flush. 
Loading capability module if not yet done. 
Starting Quagga daemons (prio:10): zebra ospfd. 
 
En este caso, vemos como inicia correctamente los daemons zebra y ospfd 
según el fichero daemons. 
 
Además, podemos comprobar manualmente el estado de dichos daemons de 
la siguiente manera: 
 
# ps –ef  |  grep quagga 
 
UID   PID   PPID   C      STIME TTY    TIME       CMD
quagga   4632   1   0      22:25 ?    00:00:00      /usr/lib/quagga/ospfd --daemon 
quagga   4636   1   0      22:25 ?    00:00:00      /usr/lib/quagga/zebra --daemon 
 
Si quisiéramos detener un daemon quagga y no lo hiciera correctamente, lo 
podemos detener manualmente y luego reiniciar el servicio quagga de la 
siguiente manera: 
 
# kill -9 “número UID” 
 
# /etc/init.d/quagga start 
 
ARCHIVOS DE CONFIGURACIÓN 
 
A continuación se tienen que instalar unos archivos específicos para cada 









Para crear estos archivos de configuración copiaremos los archivos de ejemplo 
de la siguiente manera: 
 
# cp /usr/share/doc/quagga/examples/zebra.conf.sample /etc/quagga/zebra.conf 
 
# cp /usr/share/doc/quagga/examples/ospfd.conf.sample /etc/quagga/ospfd.conf 
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En este caso hemos creado los archivos para los daemons zebra y ospfd. 
 
A continuación se muestran las configuraciones de todos los archivos de las 
máquinas usadas: 
 
 Máquina Colector (Figura 2): 
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 Máquina R1 (Figuras 3 y 4): 
 
        
 





Fig.4 Archivo de configuración Bgpd.conf de la máquina R1 
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 Máquina R2 (Figura 5): 
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 Máquina R3 (Figuras 6 y 7): 
 
     
 





Fig.7 Archivo de configuración Bgpd.conf de la máquina R3 
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 Máquina R4 (Figuras 8 y 9): 
 
      
 




Fig.9 Archivo de configuración Bgpd.conf de la máquina R4 
Despliegue de herramientas de gestión y monitorización para centros de operación de redes IP   71 
 Máquina R5 (Figura 10): 
 
    
 





Por defecto, los daemons de Quagga se encuentran escuchando sólo por la 
interfaz de loopback 127.0.0.1. Esto significa que sólo puedes hacer un Telnet 
a un daemon a su interfaz de loopback 127.0.0.1 y no puedes acceder 
remotamente a él. 
 
Si nos interesa poder acceder a los daemons de Quagga remotamente, 
configuramos correctamente el archivo /etc/quagga/debian.conf. Podemos 
indicar o o varias IPs o eliminar la opción –A para indicar que podemos hacer 
un telnet a cualquier interfaz de un daemon determinado. 
 
Para ello hacemos: 
 
# nano /etc/quagga/debian.conf 
 
Y nos queda de la siguiente manera (Figura 11): 
 




Fig. 11 archivo de configuración debian.conf 
 
 
La opción vtysh_enable=yes nos permitirá acceder a los routers Quagga a 





Para usar Vtysh, antes tenemos que crear su archivo de la siguiente manera: 
 
# cp /usr/share/doc/quagga/examples/vtysh.conf.sample 
/etc/quagga/vtysh.conf 
 
Por último, para nuestra comodidad ejecutamos el siguiente comando con tal 
de agilizar el proceso de configuración de los routers via Vtysh, eliminando un 
defecto que trae de serie. 
 
# echo VTYSH_PAGER=more > /etc/environment 
 





Por último, configuramos el usuario y grupo como quagga y quaggavity para los 
archivos dentro del directorio /etc/quagga: 
 
# chown quagga.quaggavty /etc/quagga/*.conf 
 
# chmod 640 /etc/quagga*.conf 
 
Finalmente reiniciamos el servicio Quagga: 
 
# /etc/init.d/quagga restart 
 
A continuación se muestran las tablas de encaminamiento de cada máquina 
una vez configurado el escenario al completo: 
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Fig.12 Tabla de encaminamiento de la máquina Colector 
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Fig.14 Tabla de encaminamiento de la máquina R2 
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Fig.16 Tabla de encaminamiento de la máquina R4 
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ANEXO II: INSTALACIÓN Y CONFIGURACIÓN DEL 
SOFTWARE Pmacct 
 
A continuación vamos a mostrar los pasos seguidos para instalar el software 
Pmacct, los archivos creados para su correcto funcionamiento y sus 
respectivas configuraciones. 
 
Instalación del software Pmacct 
 
La versión utilizada para la realización del proyecto se puede descargar desde 





Pmacct necesita de la instalación de 2 paquetes para su correcto 
funcionamiento, tcpdump y libcap. Ambos se pueden instalar desde los 
repositorios de Ubuntu de la siguiente manera: 
 
# sudo apt-get install libcap 
 
# sudo apt-get install tcpdump 
 
Además, en nuestro caso, para el correcto funcionamiento de la base de datos 
MySQL se ha tenido que instalar el paquete libcap-dev, también extraído de los 
repositorios de Ubuntu. 
 





Una vez instaladas todas las dependencias de Pmacct, procedemos a instalar 
el paquete. Descargamos la versión utilizada que es pmacct-1.5.0rc2. 
 
Los pasos para realizar la instalación son los siguientes: 
 
 1. Descompresión del paquete: # tar xvfz pmacct-1.5.0rc2.tar.gz 
 
 2. Acceso al paquete: # cd pmacct-1.5.0rc2.tar.gz 
 
 3. Compilación del paquete: # ./configure --enable-mysql --with-mysql-
libs=/usr/lib/i386-linux-gnu --enable-threads 
 









Una vez instalado el software con todas sus dependencias, configuramos los 
archivos pertinentes en cada una de las máquinas con las que queramos 
trabajar. 
 
 Archivos de la máquina Colector: 
 
La máquina Colector será la que maneje los datos recibidos con una base de 
datos MySQL. Así pues, hay que crear una base de datos para Pmacct según 
nuestras necesidades y siguiendo las pautas encontradas en 
http://www.pmacct.net. 
 
Configuramos la base de datos Pmacct de la siguiente manera: 
 
# mysql –u root –p 
 




# mysql –u root –p < db_pmacct.mysql 
 
Para ello tendremos que estar en el directorio donde se encuentre el archivo 




Fig.18 Archivo db_pmacct.mysql 
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Como podemos observar, nuestra base de datos albergará los siguientes datos 
referentes al protocolo Netflow: AS origen y destino, IP origen y destino, puerto 
origen y destino, Protocolo, ToS, número de paquetes, número de flujos y 
tiempo de inserción y actualización. 
 
El siguiente paso es configurar la máquina Colector según nuestras 




Fig.19 Archivo colector_pmacct 
 
 
Este archivo es la configuración base del Colector NetFlow de nuestro 
escenario.  
 
Observamos que recolectará datos referentes a IP origen y destino, AS origen 
y destino, puerto origen y destino, protocolo y ToS. El Colector escuchará datos 
a través del puerto 3128 con dirección destino: 192.168.5.2. 
 
Por último, se configuran los datos referentes a la tabla de datos MySQL. En 
este caso, indicamos la versión de la tabla (6), el nombre de la base de datos 
(pmacct), el nombre de la tabla donde insertar los datos (db_full), el usuario y 
password para acceder a ella (root/telematica) y el tiempo de actualización de 
la información (5 minutos). 
 
Su activación la haremos a través del daemon nafacctd de la siguiente manera: 
 




 Archivos de las máquinas Agentes: 
 
Cada máquina Agente deberá disponer de un fichero networks.lst (Figura 3.2) y 
un archivo de configuración específico para cada interfaz en que queramos 
poner una sonda NetFlow (Figura 20).  
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Fig.20 Archivo sonda_pmacct para una eth0 
 
 
En este caso, vemos el archivo de configuración de una sonda NetFlow para 
pmacct que recoge los datos IP origen y destino, AS origen y destino, puerto 
origen y destino, protocolo, ToS y número de flujos. Se indica la dirección IP del 
receptor así como su puerto (192.168.5.2:3128) y la interfaz donde se captarán 
los datos (eth0). Además, se indica la ruta al fichero networks.lst para extraer 
correctamente los datos relacionados con los AS. 
 
Iniciaremos cada sonda a través del daemon pmacctd de la siguiente manera: 
 
# pmacctd –f sonda_pmacct 
 
 
 Captura del envío de datos: 
 
Cada una de las sondas encapsula los datos obtenidos en un paquete NetFlow 
y los envía mediante UDP al Colector de la siguiente manera (Figura 21): 
 




Fig. 21 Paquete de datos NetFlow 
 
 
En la captura se puede ver cuando fue generado el flujo (timestamp), la 
dirección IP origen (srcaddr), dirección IP desino (dstaddr), el número de 
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ANEXO III: INSTALACIÓN Y CONFIGURACIÓN DEL 
SOFTWARE Cacti 
 
En esta sección vamos a mostrar los pasos seguidos para la instalación y 






Antes de usar Cacti, tenemos que preparar la máquina en cuestión para ello.  
 
Actualizamos el sistema base: 
 
# sudo apt-get update 
 
Instalamos Apache2, PHP v5 y MySQL: 
 
# sudo apt-get install php5 php5-mysql mysql-server 
 
Reiniciamos el servicio apache: 
 
# /etc/init.d/apache2 restart 
 
Instalamos RRDTool y SNMP: 
 
# sudo apt-get install rrdtool snmp 
 
Instalamos las librerías necesarias para jpeg, png y gd2: 
 
# sudo apt-get install libjpeg62 libjpeg62-dev libpng12-0 libpng12-dev 
 
Instalamos el modulo GD de PHP: 
 
# sudo apt-get install php5-gd 
 
 
A continuación tendremos que crear una base de datos para Cacti de la 
siguiente manera: 
 
1. Creación de la base de datos: 
 
# mysql –u root –p 
 




# mysql CACTI< /nuestrapath/cacti.sql 
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2. Creación de usuario y password para Cacti: 
 
# mysql –u root –p 
 
# GRANT ALL ON cacti.* TO cactiuser@localhost IDENTIFIED BY 
“password_que_queramos (cacti en nuestro caso)”; 
 




3. Edición del archivo include/config.php: 
 
$database_type = "mysql"; 
$database_default = "cacti"; 
$database_hostname = "localhost"; 
$database_username = "cactiuser"; 
$database_password = "cacti"; 
 
Hecho esto, modificaremos los permisos de las carpetas /rra y /log del 
directorio de Cacti para que el software pueda acceder a ellas y crear, eliminar 
o modificar archivos. Lo haremos de la siguiente manera (Figura 21): 
 




Fig.21 Permisos de los archivos de la carpeta de cacti 
 
 
Por último, añadiremos una fila en /etc/crontab para la sincronización de 
crontab con la sonda de Cacti (Figura 22): 
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Antes de nada, añadimos un repositorio a los oficiales de Ubuntu de la 
siguiente manera: 
 
# sudo add-apt-repository ppa:micahg/ppa 
 
Una vez añadido, ya podemos instalar la versión 0.8.8a de Cacti desde el 
repositorio. 
 
# sudo apt-get install cacti 
 
En este paso se nos pedirá: 
 
    - Which kind of web server should be used by cacti? -> Apache2   
    - Configure database for cacti with dbconfig-common? -> Yes   
    - Password of your database's administrative user. -> Aquí debemos poner el 
password del root de MySQL   
    - MySQL application password for cacti. -> cacti (o cualquier otro password 
de nuestra elección)   
    - Password confirmation. -> cacti (o cualquier otro password de nuestra 
elección)   
 




Esta URL nos mostrará la pantalla de instalación de Cacti, punto desde el cual 
seguiremos para completar la instalación. 
 
    - Cacti Installation Guide -> Next   
    - Please select the type of installation -> New Install   
 
En la siguiente pantalla aparecerán las distintas opciones y aplicaciónes que 
cacti usa y deben aparecer todas en verde con el letrero [FOUND]. 
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Hacemos click en FINISH. 
 
En la siguiente pantalla nos pedirá usuario y password: 
 
    usuario: admin   
    password: admin   
 
Nos enviará a una pantalla para que, de manera forzosa, cambiemos el 
password del administrador. Ponemos: 
 
    Please enter a new password for cacti:   
    Password: cacti   
    Confirm.: cacti   
 
(o cualquier otro password de nuestra conveniencia) 
 
Ahora ya podemos acceder al software en si a través de http://IP_servidor/cacti 









Para monitorizar dispositivos Cacti usa el protocolo SNMP, con lo que, antes de 
empezar a configurar cada máquina en el software debemos instalar un agente 
SNMP para transmitir la información a la máquina donde se tenga Cacti 
instalado (en nuestro caso la máquina Colector). 
 
Así pues, instalaremos un agente SNMP en cada máquina, incluido el Colector, 
de la siguiente manera: 
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 Instalamos el daemon snmpd: 
 
# sudo apt-get install snmpd 
 
 Configuramos la comunidad y el tipo de acceso: 
 
# nano /etc/snmpd/snmpd.conf 
 




sysLocation  “IOt, Infrastructura” 
syscontact  iot@entel.upc.edu 
 
 Reiniciamos el servicio snmp: 
 
# /etc/init.d/snmpd restart 
 
 
Por último, en la máquina donde tengamos instalado Cacti; para que sea capaz 
de acceder vía snmp al demonio del host remoto tenemos que editar el fichero 
snmpd de la siguiente manera: 
 
# nano /etc/default/snmpd 
 
Lo editamos para que quede así: 
 
# snmpd options (use syslog, close stdin/out/err). 
#SNMPDOPTS='-Lsd -Lf /dev/null -u snmp -g snmp -I -smux -p 
/var/run/snmpd.pid 127.0.0.1' 
SNMPDOPTS='-Lsd -Lf /dev/null -u snmp -g snmp -I -smux -p 
/var/run/snmpd.pid 192.168.5.2' 
 
Y reiniciamos el servicio: 
 
# /etc/init.d/snmpd restart 
 
 
Hecho esto, ya podemos configurar el escenario mediante la interfaz web de 
Cacti.  
 










Fig.23 Pantalla de configuración de Devices 
 
 
Como podemos ver, Cacti recoge correctamente los datos del daemon SNMP 
de la máquina R1, en este caso. A continuación configuraríamos de la misma 
manera todas y cada una de las máquinas. 
 
Una vez tengamos todos los Devices creados, creamos las gráficas 
correspondientes para cada uno de ellos (Figura 25). Pero para ello, antes 
tendremos que verificar que el origen de los datos esté correctamente 
compilado (Figura 24): 
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Fig.25 Compilación de gráfica de R1 
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Una vez tengamos todas las gráficas creadas y compiladas, el siguiente paso 
es crear un árbol de gráficas (Figura 26) que albergue las gráficas sacadas de 




Fig.26 Pantalla de configuración de árboles de gráficas 
 
 
En este caso, configuramos el tipo de árbol (Graph), el nombre (Escenario 
Monitorización), las gráficas a añadir (Localhost – Load Average), y el tiempo 
de captura (Hourly). 
 
Cuando tengamos correctamente configurado el árbol con todas las gráficas 
del sistema, podremos observar y almacenar los datos recibidos en la pestaña 
graphs. 
 
A continuación se muestran los resultados obtenidos de la prueba realizada en 
nuestro escenario: 
 




Fig.27 Gráficas de Hardware del Colector 
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Fig.28 Gráfica de tráfico del Colector 
 
 




Fig.29 Gráficas de tráfico de la máquina R1 
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ANEXO IV: INSTALACIÓN Y CONFIGURACIÓN DEL 
PLUGIN Weathermap 
 
En este apartado vamos a explicar cómo instalar y configurar correctamente 
Weathermap para conexionarlo con el software Cacti y poder obtener así, datos 





Antes de nada, deberemos modificar un archivo de Cacti para que funcione 
Weathermap: 
 
# nano include/config.php 
 
$plugins = array(); 
$plugins[] = ‘weathermap’;  
 
Hecho esto, ya podemos proceder con la instalación.  
 
Como dato, destacar que la instalación ha sido hecha usando la versión 0.8.8a 
de Cacti, la cual lleva instalado el paquete Plugin-arquitecture. En versiones 
anteriores se debería proceder a instalar primero el plugin-arquitecture antes de 





Nos descargamos el paquete: 
 
# wget http://www.network-weathermap.com/files/php-weathermap-0.97a.zip 
 
Si no tenemos la utilidad unzip instalada, la instalamos: 
 
# sudo apt-get install unzip 
 
Lo copiamos al directorio de Cacti: 
 
# unzip php-weathermap-0.97a.zip 
 
# cp –r weathermap /usr/share/cacti/site/plugins 
 
Configuramos los siguientes permisos: 
 
# chown www-data plugins/weathermap/output/ 
 
# chown www-data plugins/weathermap/configs 
 
# chmod u+w plugins/weathermap/configs 
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Por defecto, el editor web para crear los mapas de red está deshabilitado. Para 
habilitarlo lo haremos de la siguiente manera: 
 
# nano plugins/weathermap/editor.php 
 




Para permitir el acceso al archive editor.php, tenemos que modificar la 
configuración del servidor de la siguiente manera: 
 
# nano /etc/apache2/conf.d/cacti.conf 
# agregamos lo siguiente: 
<Directory /var/www/html/cacti/plugins/weathermap>  
<Files editor.php>  
Order Deny, Allow  
Deny from all  




Reiniciamos el servicio Apache2 para que tenga efecto: 
 
# service apache2 restart 
 
 
A continuación ejecutaremos el siguiente comando para redireccionar entre si 
dos carpetas de Cacti para el correcto funcionamiento de Weathermap: 
 
# cd /usr/local/share/cacti && ln-s /usr/share/cacti/site/include/ 
 
 
Por último, tenemos que crear una serie de tablas específicas para 
Weathermap en nuestra base de datos MySQL (Figura 34): 
 
 




Fig.34 Creación de tablas para Weathermap 
 
 
Cuando tengamos el archivo creado, hacemos: 
 
# mysql –u root –p cacti < weathermap.sql 
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CONFIGURACIÓN 
 









Fig.35 Inicio del editor de Weathermap 
 
 
Aquí creamos un nuevo mapa, en este caso,  que lo llamamos 
Escenario_monitorización. 
 
Una vez creado el archivo, sólo tenemos que crear los dispositivos uno a uno 
(Figura 36), así como las redes o links (Figura 37) y su configuración para el 
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Fig.38 Configuración de links en Weathermap 
 
 




Fig.39 Escenario creado y configurado con el editor de Weathermap 
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Por último, sólo falta activar el mapa seleccionado en la pestaña 




Fig.40 Página de Weathermap_management 
 
 
En este caso nos aparece una advertencia (warning) debido a la falta de un 
archivo de log. Como no ha sido necesario crearlo y el plugin funcionaba 
correctamente,  se ha ignorado dicha advertencia. 
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ANEXO V: INSTALACIÓN Y CONFIGURACIÓN DEL 
SOFTWARE Nagios 
 
En esta sección se va a mostrar como instalar y configurar el software de 
monitorización Nagios en una red particular de manera totalmente gratuita. Por 






Instalamos Apache, PHP y varias librerías necesarias en nagios: 
 
# sudo apt-get install apache2 libapache2-mod-php5 build-essential php5 
libgd-graph-perl postfix libgd2-xpm-dev rrconf rrdtool snmp snmpd 
 
Ahora instalamos MySQL: 
 
# sudo apt-get install mysql-server mysql-client 
 





Instalamos el programa de los repositorios de Ubuntu: 
 
# apt-get install nagios3 nagios-nrpe-plugin 
 
Al realizar la instalación de Nagios se nos pedirá un password para el usuario 
predefinido (nagiosadmin). En nuestro caso es telematica. 
 
 
Para poder monitorizar procesos y estados de los elementos de la red 
necesitamos añadir el NRPE (Nagios Remote PLugin Executor) en las 
máquinas que queremos monitorizar. Para ello usaremos el siguiente comando 
en cada una de las máquinas: 
 
# sudo apt-get install –y nagios-plugins nagios-nrpe-server 
 
Ahora editamos una línea del archivo /etc/nagios/nrpe.cfg en cada una de las 
máquinas para que el servidor acepte los informes de los clientes configurados. 
La línea quedaría de la siguiente manera: 
 









Configuración de las máquinas 
 
Para poder monitorizar servicios debemos crear en el server un archivo de 
configuración exclusivo para el localhost y uno más por cada cliente que 
tengamos, en este caso 6. La extensión de estos archivos deberá ser .cfg 
necesariamente para que Nagios los tenga en cuenta. En caso de fallo, Nagios 
lo notificará en el momento de arranque del servidor. 
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Fig.42 Archivo de configuración colector.cfg 
 
 




Fig.43 Archivo de configuración r1.cfg 
 








Fig.44 Archivo de configuración r2.cfg 
 
 




Fig.45 Archivo de configuración r3.cfg 
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Fig.46 Archivo de configuración r4.cfg 
 
 




Fig.47 Archivo de configuración r5.cfg 
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Dentro de estos archivos se definen los siguientes parámetros según unas 
pautas preestablecidas por Nagios: 
 
 Tipo de host 
 Nombre del host 
 Nombre del host a mostrar 
 Alias 
 Dirección IP 
 Vecinos (opcional) 
 
Además, se definen los servicios que se quieren monitorizar de esa máquina 
en concreto. En nuestro hemos escogido servicios como espacio libre en disco, 
procesos, número de usuarios conectados y carga de memoria para el 
localhost y los servicios SSH y PING para el resto de máquinas cliente. 
 
 
Configuración de las notificaciones 
 
Para configurar las notificaciones se han seguido los siguientes pasos: 
 
Primero instalamos mail, que es el comando que Nagios usará para el envío de 
mail. 
 
# apt-get install mailutils 
 
Creamos enlace para el comando mail: 
 
# ln –s /usr/bin/mail /bin/mail 
 
Instalamos Postfix como medio de transporte para el envío de correo: 
 
# apt-get install postfix 
 
Copiamos la configuración original del postfix: 
 
# cp –p /etc/postfix/main.cf /etc/postfix/main.cf.original 
 
Ahora creamos nuestra configuración para Gmail: 
 
# echo “” > /etc/postfix/main.cf 









Despliegue de herramientas de gestión y monitorización para centros de operación de redes IP   107 
El contenido del fichero sería: 
 
relayhost = [smtp.gmail.com]:587   
smtp_use_tls = yes   
smtp_tls_CAfile = /etc/postfix/cacert.pem   
smtp_sasl_auth_enable = yes   
smtp_sasl_password_maps = hash:/etc/postfix/sasl/passwd   
smtp_sasl_security_options = noanonymous   
 
A continuación generamos el fichero con la autenticación: 
 
# nano –w /etc/postfix/sasl/passwd 
 




Reemplazando la cuenta de correo y la contraseña por una cuenta válida de 
Gmail. 
 
Ahora asignamos los permisos adecuados: 
 
# chmod 600 /etc/postfix/sasl/passwd 
 
Transformamos el fichero passwd a un fichero indexado hash: 
 
# postmap /etc/postfix/sasl/passwd 
 
Por último añadimos la autoridad certificadora: 
 
# cat /etc/ssl/certs/Equifax_secure_CA.pem >> /etc/postfix/cacert.pem 
 
Y reiniciamos Postfix: 
 
# /etc/init.d/postfix restart 
 
A continuación substituimos nuestro mail por el que viene predefinido en el 
archivo “contacts_nagios2” y habilitamos las notificaciones en los archivos de 
cada máquina añadiendo la línea: 
 
Notifications_enabled  1  
 
Finalmente, reiniciamos todos los servicios tanto en el servidor como en las 
máquinas cliente y podremos acceder a su interfaz web a través de 
http://IP_servidor/nagios3/ (Figura 48), poniendo como nombre de usuario: 
nagiosadmin y password: telemática (en nuestro caso). 
 
# service nagios-nrpe-server restart 
 
# service nagios3 restart 





Fig.48 Interfaz Web de nagios 
 
 
A continuación se muestran varias de sus funcionalidades y los datos obtenidos 








Fig.49 Nagios_status de la máquina Colector 
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Fig.51 Nagios_status de la máquina R2 
 
 
 Máquina R3 (Figura 52): 


















Fig.53 Nagios_status de la máquina R4 
 
 
 Máquina R5 (Figura 54): 













































Fig.55 Panel de Control del host Localhost 
 
 
En la parte izquierda del panel encontramos toda la información recibida por el 
servidor de, en este caso, la máquina Localhost. A la derecha disponemos de 
un panel con todas las acciones que podemos ejecutar sobre este host en 
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Fig.56 Estado general de la red configurada 
 
 
En este caso se muestra una visión global de nuestra red que nos proporciona 
información sobre el estado de los servicios de todos los hosts conectados. 
 




Fig.57 Estado de los servicios de los hosts de nuestra red 
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Si queremos saber en qué estado se encuentran un grupo en concreto de 
servicios como por ejemplo, los que se encuentran en estado crítico, Nagios 
nos ofrece una visión apurada de su estado, así como posibles razones del 
porqué del mismo. 
 
Por último, se muestra la red configurada para la realización de este proyecto 
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ANEXO VI: INSTALACIÓN Y CONFIGURACIÓN DEL 
SOFTWARE Zabbix 
 
En esta sección se explica cómo instalar  y configurar Zabbix para que funcione 





Antes de nada instalamos un paquete de configuración específico para Zabbix 
que contiene archivos de configuración .apt: 
 
# sudo wget http://repo.zabbix.com/zabbix/2.0/ubuntu/pool/main/z/zabbix-
release/zabbix-release_2.0-1lucid_all.deb 
 
# dpkg -i zabbix-release_2.0-1lucid_all.deb 
 
# sudo apt-get update 
 
Además, instalamos los paquetes de MySQL, php5 y apache2,: 
 







Instalamos el paquete de Zabbix de los repositorios de Ubuntu y el paquete 
correspondiente a su interfaz web: 
 
# sudo apt-get install zabbix-server-mysql zabbix-frontend-php 
 
En este paso se nos pedirá la contraseña para MySQL (en nuestro caso, 
telemática) para que el software pueda acceder a la base de datos MySQL que 
tengamos instalada. 
 
A continuación configuramos el archivo /etc/apache2/conf.d/zabbix para que 
PHP soporte la interfaz Web de Zabbix. Las líneas a modificar son: 
 
php_value max_execution_time 300 
php_value memory_limit 128M 
php_value post_max_size 16M 
php_value upload_max_filesize 2M 
php_value max_input_time 300 
php_value date.timezone Europe/Madrid 
 
Hecho esto, reiniciamos tanto el servidor apache: 
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# service apache2 restart 
Para iniciar el servidor, lo haremos de la siguiente manera: 
 
# service zabbix-server start 
 
 
 Clientes:  
 
Para poder exportar los datos de las máquinas cliente al servidor 
necesitaremos instalar en cada una de ellas un agente específico para Zabbix. 
Lo haremos de la siguiente manera: 
 
# sudo apt-get install zabbix-agent 
 
Además, lo instalaremos también en la máquina servidor con tal de obtener 
también datos de la misma.  
 
Iniciaremos el agente en todas las máquinas de la siguiente manera:  
 











Fig.59 Archivo de configuración zabbix_server.conf 
 
 
Como se puede observar, se configura un servidor que escuche por un puerto 
determinado (20051), use los archivos de log y pid que vienen por defecto y 
tenga acceso a la base de datos pre-configurada. Las demás líneas vienen por 
defecto. 
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 Cliente: 
 




 Fig.60 Formato de archivo de configuración zabbix_agentd.conf 
 
 
Hecho esto, ya podemos acceder a través del navegador a la interfaz web de 
Zabbix a través de la dirección http://IP_servidor/zabbix (Figura 61), poniendo 
como nombre de usuario: admin y password: zabbix. 
 




Fig.61 Pantalla de inicio de Zabbix 
 
La pantalla de inicio nos da una visión general de nuestra red y nos indica si 
hay algún tipo de error en alguno de los servicios, nodos o redes. 
 
 
A continuación, en la pestaña Configuration/Hosts podemos ir añadiendo los 




Fig.62 Hosts del escenario configurados con Zabbix 
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En la parte superior derecha encontramos la pestaña /create hosts con la que 
podemos ir creando los hosts uno a uno, indicando su nombre, dirección IP, 
puerto usado para el envío de datos y por último asignarlo a un grupo Zabbix. 
En nuestro caso, Linux server. Además, podremos añadir el tipo de gráficas 
que queramos monitorizar, así como los templates (plantillas) a partir de las 
cuales serán creadas las gráficas.  
 
Como Zabbix, no dispone de gráficas de monitorización de tráfico por defecto, 
hemos creado un template manualmente para monitorizar el tráfico de nuestras 




Fig.63 Pantalla de creación de templates 
 
 
En la imagen superior podemos ver el template usado para crear una gráfica 
del tráfico saliente por la interfaz eth1 de la máquina R1, el cual será medido en 
bps (bits por segundo). 
 
A continuación se muestran las gráficas obtenidas de todas las máquinas una 
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Fig.64 Gráfica de tráfico de la máquina colector 
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Fig.66 Gráfica de tráfico de la máquina R2 
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Fig.68 Gráfica de tráfico de la máquina R4 
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ANEXO VII: INSTALACIÓN Y CONFIGURACIÓN DEL 
ESCENARIO CON UN ROUTER MikroTik 
 
 
En este apartado se expondrá la configuración Quagga utilizada para la 
inserción de un Router MiktoTik en el escenario y la configuración del mismo 





Como la inserción del router MikroTik en el escenario ha sido realizada 
conectándolo a la máquina R1 y creando así una nueva red, sólo se ha tenido 
que modificar la configuración de los archivos Quagga de R1. Los archivos 
utilizados han sido los siguientes: 
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Fig.71 Archivo ospfd.conf de la máquina R1 
 
 




Fig.72 Archivo bgpd.conf de la máquina R1 
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CONFIGURACIÓN ROUTER MIKROTIK 
 
Para acceder al MikroTik, usamos la IP que viene por defecto, en nuestro caso 
era la 192.168.88.1.  
 
Lo primero que se ha hecho, ha sido configurar el encaminamiento, asignando 
IPs (Figura 73) y configurando el protocolo OSPF (IP (Figura 74), área (Figura 

























Fig.77 Asignación de redes del servicio OSPF 
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A continuación se ha configurado el protocolo SNMP para testear que funciona 




Fig.78 Configuración del protocolo SNMP 
 
 
Hemos podido comprobar, usando el software Cacti, que funciona 




Fig.79 Comprobación de la configuración SNMP 
 
 
Por último, se ha configurado el protocolo NetFlow para comprobar el uso de la 
herramienta pmacct con un router MikroTik. A continuación se muestra la 
pantalla de configuración general del protocolo (Figura 80) y la configuración de 





Fig.80 Configuración por defecto del protocolo NetFlow 
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Fig.81 Configuración del receptor de datos NetFlow 
 
 
En la primera pantalla de configuración basta con especificar la interfaz 
utilizada para el intercambio de datos, y en la segunda indicamos la IP del 
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ANEXO VIII: INSTALACIÓN Y CONFIGURACIÓN DEL 
SOFTWARE The Dude 
 
 
En esta sección se estudia como instalar y configurar correctamente el software 
The Dude  para poder monitorizar correctamente una red con o sin Routers 





Para ejecutar el ejecutable de Windows que trae The Dude, instalaremos dos 
paquetes que harán que nos sea posible hacerlo desde nuestras máquinas 
Ubuntu: 
 
# apt-get install wine msttcorefonts 
 
Y copiamos unas fuentes al directorio de wine: 
 
cp /usr/share/fonts/truetype/msttcorefonts/* ~/.wine/drive_c/windows/Fonts/ 
 






Descargamos el software desde el centro MikroTik: 
 
# wget http://www.mikrotik.com/download/dude/3.5/dude-install-3.6.exe  
 
Ejecutamos el instalador: 
 
# wine ~/dude-install-3.5.exe & 
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Fig.82 Aceptación de términos de licencia 
 
 




Fig.83 Paquetes a instalar de The Dude 
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Fig.84 Ruta de instalación 
 
 




Fig.85 Idioma de instalación 
 
 




Fig.86 Parámetros de conexión del servidor 
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CONFIGURACIÓN 
 
Una vez instalado y arrancado el servidor, el software nos muestra la siguiente 




Fig.87 Pantalla inicial del servidor 
 
 
A continuación configuramos la herramienta de escaneo que posee The Dude 





Fig.88 Herramienta de escaneo de The Dude 
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Fig.89 Escaneo inicial de dispositivos 
 
 
Como vemos para que la red que amigable visualmente tenemos que colocar 
manualmente los dispositivos y redes escaneados (Figura 7.3). 
 
Además, The dude posee pantallas de configuración para la visualización de 
parámetros tanto de redes como de máquinas.  
 
Configuramos pues las redes para que nos muestren la tasa tráfico saliente y 
entrante (Figura 90) y las máquinas para que nos muestren únicamente su 




Fig.90 Configuración de red 
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A continuación se muestran los resultados obtenidos a través de la 
monitorización de la red propuesta anteriormente: 
 




Fig.92 Parámetros de la máquina Colector 








Fig.93 Parámetros de la máquina R1 
 
 




Fig.94 Parámetros de la máquina R2 
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Fig.95 Parámetros de la máquina R3 
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 Fig.97 Parámetros de la máquina R5 
 
 
 Red 192.168.1.0 (entrada, salida) (Figura 98): 
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 Red 192.168.2.0 (entrada, salida) (Figura 99): 
 
       
 
Fig.99 Gráficas de entrada y salida tráfico de datos de la red 192.168.2.0 
 
 
 Red 192.168.3.0 (entrada, salida) (Figura 100): 
 
        
 
Fig.100 Gráficas de entrada y salida tráfico de datos de la red 192.168.3.0 
 
 
 Red 192.168.4.0 (entrada, salida) (Figura 101): 
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 Red 192.168.5.0 (entrada, salida) (Figura 102): 
 
     
 
Fig.102 Gráficas de entrada y salida tráfico de datos de la red 192.168.5.0 
 
 
 Red 192.168.7.0 (entrada, salida) (Figura 103): 
 
      
 
Fig.103 Gráficas de entrada y salida tráfico de datos de la red 192.168.7.0 
 
 
 Red 192.168.8.0 (entrada, salida) (Figura 104): 
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Por último, se muestran las pantallas de servicios (Figura 105) y dispositivos 









Fig.106 Pantalla de control de dispositivos de red de The Dude 
 
 
 
 
