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A Generalization of Linear Positive Systems with
Applications to Nonlinear Systems: Invariant Sets
and the Poincare´-Bendixon Property
Eyal Weiss and Michael Margaliot
Abstract
The dynamics of linear positive systems maps the positive orthant to itself. In other words, it maps a set of
vectors with zero sign variations to itself. This raises the following question: what linear systems map the set
of vectors with k sign variations to itself? We address this question using tools from the theory of cooperative
dynamical systems and the theory of totally positive matrices. This yields a generalization of positive linear systems
called k-positive linear systems, that reduces to positive systems for k = 1. We describe applications of this new type
of systems to the analysis of nonlinear dynamical systems. In particular, we show that such systems admit certain
explicit invariant sets, and for the case k = 2 establish the Poincare´-Bendixon property for certain trajectories.
Index Terms
Totally positive matrices, asymptotic stability, Poincare´-Bendixson property, sign variation diminishing property,
cyclic feedback systems, compound matrices.
I. INTRODUCTION
Positive dynamical systems arise naturally in many fields of science where the state-variables represent
quantities that can only take nonnegative values [7]. For example, in compartmental systems [24] every
state-variable represents the density of “particles” in a compartment, and this cannot be negative. In chem-
ical reaction networks the state-variables represent reactant concentrations. Another important example are
models describing the evolution of probabilities (e.g. Markov chains).
The dynamics of such systems maps the nonnegative orthant
Rn+ := {x ∈ R
n : xi ≥ 0 for all i}
to itself (and also Rn
−
:= −Rn+ to itself). Intuitively speaking, the dynamics maps vectors with zero sign
variations to vectors with zero sign variations.
In this paper, we suggest a generalization called a k-positive linear system. Such a system maps the set
of vectors with at most k− 1 sign variations to itself. For the case k = 1 this reduces to a positive linear
system. But for k ≥ 2 the system may be k-positive even if it is not a positive system in the usual sense.
Positive linear systems are important in their own right, and are an active area of research (see, e.g. the
recent tutorial [22]), but also play an important role in the context of nonlinear systems. Indeed, if the
variational system associated with the nonlinear system is a positive linear time-varying (LTV) system
then the nonlinear system is cooperative and this has far reaching consequences [28]. We generalize this
by defining k-cooperative systems as systems with a variational system that is a k-positive LTV. We
describe the implications of this on the asymptotic behavior of the nonlinear system. In particular, we use
results of Sanchez [23] to prove the Poincare´-Bendixon for some trajectories of 2-coopertive systems. We
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2believe that these results provide new tools for analyzing the asymptotic behavior of nonlinear dynamical
systems.
We begin with motivating the general ideas in a slightly simplified setting. More general and rigorous
statements are given in the next sections. For a matrix B ∈ Rn×m we write B ≥ 0 [B ≫ 0] if every entry
of B is nonnegative [positive]. Recall that a matrix P ∈ Rn×n is called Metzler if every off-diagonal entry
of P is nonnegative.
Consider the LTV system
x˙(τ) = A(τ)x(τ), x(t0) = x0, (1)
with A : (a, b)→ Rn×n a continuous matrix function. The associated LTV matrix differential system is
Φ˙(τ) = A(τ)Φ(τ), Φ(t0) = I. (2)
Recall that for any pair (t0, t) the solution x(t) of (1) at time t is given by x(t) = Φ(t, t0)x(t0),
where Φ(t, t0) is the solution of (2) at time t. We refer to Φ(t, t0) as the transition matrix from time t0
to time t of (1).
The system (1) is said to be positive on the time interval (a, b) if for any pair (t0, t) with a < t0 < t < b
and any x(t0) ∈ R
n
+ we have x(t) ∈ R
n
+. Equivalently, Φ(t, t0) ≥ 0 for all a < t0 < t < b. It is well-known
that this holds if and only if (iff) A(τ) is Metzler for all a < τ < b. Thus, we have the following set of
equivalent conditions:
• The LTV (1) is positive on the time interval (a, b);
• All the minors of order one of Φ(t, t0) are nonnegative for all a < t0 < t < b;
• A(τ) is Metzler for all a < τ < b.
Our goal here is to introduce a generalization called a k-positive system. This is an LTV that maps the
set of vectors with at most k − 1 sign variations to itself. In particular, the standard positive system is
a 1-positive system. We show that the following is a set of equivalent conditions:
• The LTV (1) is k-positive on the time interval (a, b);
• All the minors of order k of the transition matrix Φ(t, t0) are nonnegative for all a < t0 < t < b;
• A[k](τ) is Metzler for all a < τ < b.
Here A[j](τ) denotes the j’th additive compound of A(τ) (see e.g., [18]). In particular A[1] = A, so
for k = 1 we obtain the set of conditions described above for a positive LTV. We provide for every k a
simple condition on the structure of A(t) guaranteeing that A[k](t) is Metzler. Thus, our results do not
require computing the transition matrix.
Positive LTVs play an important role in the analysis of time-varying nonlinear dynamical systems. To
explain this, consider the time-varying nonlinear system:
x˙(t) = f(t, x(t)), (3)
whose trajectories evolve on a convex state-space Ω ⊆ Rn. Assume that f is C1 with respect to x, and
denote its Jacobian by J(t, x) := ∂
∂x
f(t, x). For p ∈ Ω, let x(t, p) denote the solution of (3) at time t
with x(0) = p. For p, q ∈ Ω, let
z(t) := x(t, p)− x(t, q),
that is, the difference at time t between the solutions emanating at time zero from p and from q. Then
z˙(t) = Apq(t)z(t), (4)
where Apq(t) :=
∫ 1
0
J(t, rx(t, p)+(1−r)x(t, q)) dr. Eq. (4) is called the variational system, as it describes
how a variation in the initial condition evolves with time.
If Apq(t) is Metzler for all t ≥ 0 and all p, q ∈ Ω then (4) is a positive LTV. Then we conclude that
p ≤ q =⇒ x(t, p) ≤ x(t, q) for all t ≥ 0, (5)
3i.e., (3) is a cooperative dynamical system. Note that if 0 ∈ Ω and 0 is an equilibrium point of (3) then (5)
implies that Rn+ is an invariant set of (3). Cooperative systems have a well-ordered behavior. For example,
in the time-invariant case and when the state-space Ω is compact almost every trajectory converges to an
equilibrium point [28].
Intuitively speaking, (5) can be stated as follows: if p−q has zero sign variations then x(t, p)−x(t, q) has
zero sign variations for all t ≥ 0. We call (3) a k-cooperative system if the associated variational system
is k-positive. This means that if p− q has no more than k−1 sign variations then so does x(t, p)−x(t, q)
for all t ≥ 0. We then describe the implications of this to the solutions of (3). In particular, we show
that such systems admit special invariant sets, and that 2-cooperative systems satisfy a Poincare´-Bendixon
property.
The remainder of this paper is organized as follows. The next section reviews definitions and tools from
the theory of totally positive matrices that are needed later on. These include in particular the rigorous
definitions of the number of sign variations in a vector, the variation diminishing properties of sign-regular
matrices, and compound matrices. The next four sections describe our main results. Section III defines
the new notions of a k-positive and a k-strongly positive LTV as systems that leave certain sets invariant.
Section IV provides explicit conditions for a system to be k-positive. Section V analyzes the geometrical
structure of the invariant sets of k-positive systems, and shows that they are solid cones that include a
linear subspace of dimension k, but no linear subspace of a higher dimension. However, these cones are
not necessarily convex. Applications to nonlinear systems are given in Section VI. We show that if the
variational system associated with the nonlinear system is k-positive then the nonlinear system admits
certain invariant sets that can be described explicitly. Invariant sets play a significant role in many control-
theoretic and engineering applications (see e.g., the survey [3] and the more recent PhD thesis [29]), yet
analytic verification that a set is invariant is a non-trivial problem [10]. We also show that 2-cooperative
systems satisfy a Poincare´-Bendixon property. The final section concludes and describes topics for further
research.
We use small letters to denote column vectors, and capital letters to denote matrices. For a matrix A ∈
Rn×m, A′ denotes the transpose of A. For a vector y ∈ Rn, yi denotes the i’th entry of y. For two
integers i ≤ j we use the notation [i, j] for the set {i, i + 1, . . . , j}. For a set S, int(S) is the interior
of S, and clos(S) denotes its closure. For a square matrix A, tr(A) is the trace of A. For v1, . . . , vn ∈ R,
we use diag(v1, . . ., vn) to denote the diagonal matrix with diagonal entries v1, . . . , vn.
II. PRELIMINARIES
We begin by reviewing linear mappings that do not increase the number of sign variations in a vector.
A. Number of sign variations in a vector
For a vector y ∈ Rn with no zero entries the number of sign variations in y is
σ(y) := |{i ∈ {1, . . . , n− 1} : yiyi+1 < 0}| . (6)
For example, σ(
[
−4.2 3 −0.5
]
′
) = 2.
In the more general case where the vector may include zero entries, we recall two definitions for the
number of sign variations from the theory of totally positive matrices. For y ∈ Rn, s−(y) = 0 if y = 0,
and otherwise s−(y) := σ(y¯), where y¯ is the vector obtained from y by deleting all its zero entries.
Let s+(y) := maxz∈S(y) σ(z), where S(y) includes all the vectors obtained by replacing every zero entry
in y by either +1 or −1. For example, for
y =
[
−1 1 0 0 −3.5
]
′
, (7)
s−(y) = σ(
[
−1 1 −3.5
]
′
) = 2, and s+(y) = σ(
[
−1 1 −1 1 −3.5
]
′
) = 4. It follows from these
definitions that
0 ≤ s−(y) ≤ s+(y) ≤ n− 1 for all y ∈ Rn. (8)
4Let
V := {x ∈ Rn : s−(x) = s+(x)}.
It is not difficult to show that
V = {x ∈ Rn : x1 6= 0, xn 6= 0, (9)
if xi = 0 for some i ∈ [2, n− 1] then xi−1xi+1 < 0}.
For example, for n = 3 the vector x :=
[
1 ε −1
]
′
satisfies s−(x) = s+(x) for all ε ∈ R, and x satisfies
the condition described in (9) for all ε ∈ R.
There is a useful duality relation between s− and s+. Let D := diag(1,−1, . . . , (−1)n−1). Then (see
e.g. [9])
s−(x) + s+(Dx) = n− 1 for all x ∈ Rn. (10)
For example, for n = 5 and the vector y in (7), we have s−(y) = 2, s+(Dy) = s+(
[
−1 −1 0 0 −3.5
]
′
) =
2, so s−(y) + s+(Dy) = 4.
Next we review matrices A satisfying that Ax has no more sign variations than x.
B. Sign regularity and the variation diminishing property
Consider a matrix A ∈ Rn×m, and pick k ∈ [1,min(n,m)]. The matrix is said to be sign-regular of
order k (denoted SRk) if all its minors of order k are nonnegative or all are nonpositive. It is called
strictly sign-regular of order k (denoted SSRk) if it is sign-regular of order k, and all the minors of
order k are non-zero. In other words, all minors of order k are non-zero and have the same sign. For
example, if all the entries of A are nonnegative [positive] then it is SR1 [SSR1]. The matrix is called
sign-regular (SR) if it is SRk for all k, and strictly sign-regular (SSR) if it is SSRk for all k. For
example, the matrix
[
1 1/4
40 2
]
is SSR1 because all its 1 × 1 minors are positive, SSR2 because its
single 2× 2 minor is negative, and thus it is SSR.
SR and SSR matrices are important in various fields. The most prominent examples are totally
nonnegative (TN) [totally positive (TP)] matrices, that is, matrices with all minors nonnegative [positive].
Such matrices have beautiful properties and have found applications in statistics, computer graphics,
approximation theory, and more [5], [20], [9], [6].
A very important property of TN and TP matrices is that multiplying a vector by such a matrix can
only decrease the number of sign variations. This is known as the a variation diminishing property (VDP).
Specifically, if A ∈ Rn×m is TN then
s−(Ax) ≤ s−(x) for all x ∈ Rm,
and if A is TP then
s+(Ax) ≤ s−(x) for all x ∈ Rm \ {0}.
There is a renewed interest in such VDPs in the context of dynamical systems. Ref. [16] showed that
strong results on the asymptotic behavior of nonlinear time-varying tridiagonal cooperative dynamical
systems derived by Smillie [26] and Smith [27] can be derived using the fact that the transition ma-
trix Φ(t, t0) corresponding to their variational system is TP for all t > t0 (see also [32]). In other words,
the variational system is a totally positive differential system (TPDS) [25]. These transition matrices are
real, square, and non-singular. Another recent paper showed that the transition matrix satisfies a VDP
with respect to the cyclic number of sign variations iff it is SSRk for all odd k [2]. Ref. [1] studied the
spectral properties of matrices that are SSRk for some order k and introduced the notion of a totally
positive discrete-time system. This was recently generalized to the notion of an oscillatory discrete-time
system [12].
The next result from [2] describes the equivalence between SSRk and a special kind of VDP.
5Theorem 1. [2] Let A ∈ Rn×n be a nonsingular matrix. Pick k ∈ [1, n]. Then the following two conditions
are equivalent:
(a) For any vector x ∈ Rn \ {0} with s−(x) ≤ k − 1, we have s+(Ax) ≤ k − 1.
(b) A is SSRk.
Example 1. For the particular case k = 1 Thm. 1 implies that for a nonsingular matrix A ∈ Rn×n the
following properties are equivalent:
(a) For any x ∈ Rn \ {0} with s−(x) = 0 the entries of Ax are either all positive or all negative;
(b) The entries of A are either all positive or all negative.

Note that Thm. 1 does not imply in general that s+(Ax) ≤ s−(x). However if A is square and TP (and
thus nonsingular) then Condition (b) holds for any k and this implies the following. Pick x ∈ Rn \ {0},
and let k be such that s−(x) = k − 1. Then s+(Ax) ≤ k − 1, i.e., s+(Ax) ≤ s−(x) and this recovers
the VDP of (square) TP matrices.
For our purposes below, we also need the next result that states an analogue of Thm. 1 for matrices
that are SRk.
Theorem 2. Let A ∈ Rn×n be a nonsingular matrix. Pick k ∈ [1, n]. Then the following two conditions
are equivalent:
(a) For any vector x ∈ Rn with s−(x) ≤ k − 1, we have
s−(Ax) ≤ k − 1. (11)
(b) A is SRk.
The proof follows from a continuity argument and is given in the Appendix.
For example, for the particular case k = 1 this implies that for a nonsingular matrix A ∈ Rn×n the
following properties are equivalent:
(a) For any x ∈ Rn with s−(x) = 0 the entries of Ax are either all nonpositive or all nonnegative;
(b) The entries of A are either all nonpositive or all nonnegative.
Remark 1. Recall that a vector x ∈ Rn is called totally nonzero if xi 6= 0 for all i ∈ [1, n]. Let TNVk
denote the set of all totally nonzero vectors x ∈ Rn with σ(x) = k (and then of course s−(x) = s+(x) = k
as well). Ref. [11] studied the set of nonsingular matrices that map TNVk to itself. However, these matrices
are quite different from the ones studied in this paper, due to the requirement that every entry of Ax must
be nonzero.
Another important property of TN matrices, that will be used below to analyze the geometry of the
invariant sets of k-positive systems, is their spectral structure. All the eigenvalues of a TN matrix are real
and nonnegative, and the corresponding eigenvectors have special sign patterns. A matrix A ∈ Rn×n is
called oscillatory if it is TN and there exists an integer k ≥ 1 such that Ak is TP [9]. The special spectral
structure is particularly evident in the case of oscillatory matrices.
Theorem 3. [9], [21] If A ∈ Rn×n is an oscillatory matrix then its eigenvalues are all real, positive,
and distinct. Order the eigenvalues as λ1 > λ2 > · · · > λn > 0, and let u
k ∈ Rn denote the eigenvector
corresponding to λk. Then for any 1 ≤ i ≤ j ≤ n and any scalars ci, . . . , cj , that are not all zero,
i− 1 ≤ s−(
j∑
k=i
cku
k) ≤ s+(
j∑
k=i
cku
k) ≤ j − 1. (12)
Note that this implies in particular that s−(ui) = s+(ui) = i− 1 for all i ∈ [1, n].
6Example 2. Consider the oscillatory matrix A =
2 1 01 3 1
0 1 2
. Its eigenvalues are λ1 = 4, λ2 = 2,
λ3 = 1, with corresponding eigenvectors u
1 =
[
1 2 1
]
′
, u2 =
[
−1 0 1
]
′
, and u3 =
[
1 −1 1
]
′
. Note
that s−(uk) = s+(uk) = k − 1 for all k ∈ [1, 3]. 
In the context of dynamical systems, the question is not when does a static mapping satisfies a VDP,
but rather when does the transition matrix of the system satisfies a VDP for all time. As shown by
Schwarz [25], this can be analyzed using the dynamics of compound matrices [18].
C. Compound matrices
Given A ∈ Rn×n and k ∈ [1, n], consider the
(
n
k
)2
minors of order k of A. Each minor is defined by a
set of row indices 1 ≤ i1 < i2 < · · · < ik ≤ n and column indices 1 ≤ j1 < j2 < · · · < jk ≤ n. This minor
is denoted by A(α|β), where α := {i1, . . . , ik} and β := {j1, . . . , jk}. With a slight abuse of notation we
will sometimes treat such ordered sequences as sets. For example, for A =
 4 5 6−1 4 −2
0 3 −3
, α = {1, 3},
and β = {2, 3}, we have
A(α|β) = det
[
5 6
3 −3
]
= −33.
For A ∈ Rn×n and k ∈ [1, n] the k’th multiplicative compound matrix A(k) of A is the
(
n
k
)
×
(
n
k
)
matrix that includes all these minors ordered lexicographically. For example, for n = 3 and k = 2, A(2)
is the 3× 3 matrix A({1, 2}|{1, 2}) A({1, 2}|{1, 3}) A({1, 2}|{2, 3})A({1, 3}|{1, 2}) A({1, 3}|{1, 3}) A({1, 3}|{2, 3})
A({2, 3}|{1, 2}) A({2, 3}|{1, 3}) A({2, 3}|{2, 3})
 .
Note that A(1) = A and A(n) = det(A).
Remark 2. A matrix A is SRk iff all the entries of A
(k) are either all nonnegative or all nonpositive.
In the first case A(k) maps the cone R
(n
k
)
+ to itself. Ref. [14] studied matrices A such that for any k the
matrix A(k) preserves a proper cone.
The Cauchy-Binet formula (see, e.g., [5]) implies that
(AB)(k) = A(k)B(k). (13)
This justifies the term multiplicative compound.
The k’th additive compound matrix of A is defined by
A[k] :=
d
dε
(I + εA)(k)|ε=0.
This implies that
(I + εA)(k) = I + εA[k] + o(ε). (14)
The Cauchy-Binet formula can be used to prove that
(A+B)[k] = A[k] +B[k],
thus justifying the term additive compound.
7The additive compound arises naturally when studying the dynamics of the multiplicative compound.
For a time-varying matrix Y (t) let Y (k)(t) := (Y (t))(k). Suppose that Y (t) evolves according to Y˙ (t) =
A(t)Y (t). Then
Y (k)(t + ε) = (Y (t) + εA(t)Y (t))(k) + o(ε)
= (I + εA(t))(k)Y (k)(t) + o(ε),
and combining this with (14) gives
d
dt
Y (k)(t) = A[k](t)Y (k)(t), (15)
where A[k](t) := (A(t))[k]. Thus, the dynamics of all the minors of order k of Y (t), stacked in the
matrix Y (k)(t), is also described by a linear dynamical system, with the matrix A[k](t).
For any k ∈ [1, n], the matrix A[k] can be given explicitly in terms of the entries aij of A.
Lemma 1. The entry of A[k] corresponding to (α|β) = (i1, . . . , ik|j1, . . . , jk) is:
•
∑k
ℓ=1 aiℓiℓ if iℓ = jℓ for all ℓ ∈ [1, k];
• (−1)ℓ+maiℓjm if all the indices in α and β coincide except for a single index iℓ 6= jm; and
• 0, otherwise.
For a proof of this result, see e.g., [25] or [8].
The first case in Lemma 1 corresponds to diagonal entries of A[k]. All the other entries of A[k] are
either zero or an entry of A multiplied by either plus or minus one.
Example 3. Consider the case n = 4, i.e., A = {aij}
4
i,j=1. Then Lemma 1 yields
A[2] =
 a11+a22 a23 a24 −a13 −a14 0a32 a11+a33 a34 a12 0 −a14a42 a43 a11+a44 0 a12 a13
−a31 a21 0 a22+a33 a34 −a24
−a41 0 a21 a43 a22+a44 a23
0 −a41 a31 −a42 a32 a33+a44
 , (16)
A[3] =
[
a11+a22+a33 a34 −a24 a14
a43 a11+a22+a44 a23 −a13
−a42 a32 a11+a33+a44 a12
a41 −a31 a21 a22+a33+a44
]
.
The entry in the first line and third column of A[3] corresponds to (α|β) = ({1, 2, 3}|{1, 3, 4}), and since α
and β coincide except for the entry αi2 = 2 and βj3 = 4, this entry is (−1)
2+3ai2j3 = −a24. It is useful
to index compound matrices using α, β. For example, we write
A[3]({1, 2, 3}|{1, 3, 4}) = −a24.

We note two special cases of (15). For k = 1, Y (1) is the matrix that contains the first-order minors
of Y , that is, Y (1) = Y , and Lemma 1 gives A[1] = A, so (15) becomes Y˙ = AY . For k = n, Y (n) is the
matrix that contains all the n× n minors of Y , that is, det Y , and using Lemma 1 yields
d
dt
(det Y (t)) = tr(A(t)) detY (t),
which is the Abel-Jacobi-Liouville identity (see, e.g. [4]).
For our purposes, it is important to determine whether for a given A ∈ Rn×n the matrix A[k] is Metzler
or not. This can be done using Lemma 1. The next result demonstrates this. We require the following
definition.
Definition 1. Let M2n denote the set of matrices A ∈ R
n×n satisfying:
(a) a1n, an1 ≤ 0;
(b) aij ≥ 0 for all i, j with |i− j| = 1;
8(c) aij = 0 for all i, j with 1 < |i− j| < n− 1.
For example, for n = 5 the matrices in M25 are those with the sign pattern
∗ ≥ 0 0 0 ≤ 0
≥ 0 ∗ ≥ 0 0 0
0 ≥ 0 ∗ ≥ 0 0
0 0 ≥ 0 ∗ ≥ 0
≤ 0 0 0 ≥ 0 ∗
 ,
where ∗ denotes “don’t care”.
Lemma 2. Let A ∈ Rn×n with n > 2. Then A[2] is Metzler iff A ∈ M2n.
Example 4. Consider the case n = 4. In this case A[2] is given in (16) and it is straightforward to verify
that A[2] is Metzler iff a12, a23, a34, a21, a32, a43 ≥ 0, a13 = a24 = a31 = a42 = 0, and a14, a41 ≤ 0, that is,
iff A ∈M24 . 
Proof of Lemma 2. It follows from Lemma 1 that for any i 6= j the entry aij or (−aij) appears as a
nondiagonal entry of A[2] iff one of the following cases holds for some p ∈ [1, n]:
(1) if i < p < j then A[2]({i, p}|{p, j}) = −aij ;
(2) if p < i and p < j then A[2]({p, i}|{p, j}) = aij;
(3) if p > i and p > j then A[2]({i, p}|{j, p}) = aij ;
(4) if j < p < i then A[2]({p, i}|{j, p}) = −aij .
Consider the case i = 1 and j = n. Then only case (1) applies and we conclude that −a1n (but not a1n)
appears in A[2], so if a1n > 0 then A
[2] is not Metzler. A similar argument using case (4) shows that −an1
appears in A[2], so if an1 > 0 then A
[2] is not Metzler.
Pick i, j ∈ [1, n] with |i− j| = 1. Then cases (1) and (4) do not apply, whereas cases (2) and (3) imply
that aij appears in A
[2]. This entry must be nonnegative, or else A[2] is not Metzler.
Pick i, j ∈ [1, n] with 1 < |i − j| < n − 1. Then it can be shown using cases (1)-(4) that both aij
and −aij appear in A
[2] and thus if aij 6= 0 then A
[2] is not Metzler. We conclude that if A 6∈M2n then A
[2]
is not Metzler. But the arguments above also show that if A ∈ M2n then A
[2] is Metzler. This completes
the proof of Lemma 2. 
Let M ⊂ Rn×n [M+ ⊂ Rn×n] denote the set of matrices that are tridiagonal, and with nonnegative
[positive] entries on the super- and sub-diagonals. One implication of Lemma 2 is that A[1] = A and A[2]
are both Metzler iff A ∈M. If, in addition, we require A to be irreducible then this holds iff A ∈M+ [16].
Schwarz [25] showed that the transition matrix exp(At) is TP for all t > 0 iff A ∈M+.
We are now ready to define a generalization of a positive LTV system.
III. k-POSITIVE LINEAR SYSTEMS
For any k ∈ [1, n], define the sets
P k
−
:= {z ∈ Rn : s−(z) ≤ k − 1},
and
P k+ := {z ∈ R
n : s+(z) ≤ k − 1}.
Note that
P 1
−
= Rn+ ∪ R
n
−
, P 1+ = intR
n
+ ∪ intR
n
−
, (17)
9and that
P k+ ⊂ P
k
−
for all k ∈ [1, n− 1],
P 1
−
⊂ P 2
−
⊂ · · · ⊂ P n
−
= Rn,
P 1+ ⊂ P
2
+ ⊂ · · · ⊂ P
n
+ = R
n. (18)
Remark 3. Ref. [19] studied diffeomorphisms f : Rn → Rn whose Jacobian J(x) is an oscillatory matrix
for all x ∈ Rn, and defined sets that are closely related to P k
−
and P k+. The sets P
k
−
are also studied
in [13].
Fix a time interval −∞ ≤ a < b ≤ ∞. Consider the time-varying linear system:
x˙(t) = A(t)x(t), x(t0) = x0, (19)
where A(·) : (a, b) → Rn×n is a locally (essentially) bounded measurable matrix function of t. It is
well-known that this implies that (19) admits a unique absolutely-continuous solution [30]. This solution
satisfies x(t) = Φ(t, t0)x(t0), where Φ(t, t0) is the solution at time t of the matrix differential equation:
Φ˙(s) = A(s)Φ(s), Φ(t0) = I. (20)
We are now ready to define the main notion studied in this paper.
Definition 2. Fix k ∈ [1, n]. We say that (19) is k-positive on the time interval (a, b) if P k
−
is an invariant
set of the dynamics, that is, for any pair a < t0 < t < b and any x(t0) ∈ P
k
−
we have x(t) ∈ P k
−
.
Eq. (17) implies that a 1-positive system is a positive system.
The next result provides a necessary and sufficient condition for (19) to be k-positive in terms of
the k’th additive compound A[k](t).
Theorem 4. The system (19) is k-positive on (a, b) iff A[k](s) is Metzler for almost all s ∈ (a, b).
Proof of Thm. 4. Thm. 2 implies that k-positivity is equivalent to Φ(t, t0) being SRk for all a < t0 <
t < b, that is, either Φ(k)(t, t0) ≥ 0 or Φ
(k)(t, t0) ≤ 0 for all a < t0 < t < b. Recall that
d
ds
Φ(k)(s) = A[k](s)Φ(k)(s), Φ(k)(t0) = I. (21)
By continuity, this implies that Φ(t, t0) is SRk for all a < t0 < t < b iff
Φ(k)(t, t0) ≥ 0 for all a < t0 < t < b. (22)
It is well-known (see e.g., [16, Lemma 2]) that the solution of (21) satisfies (22) iff A[k](s) is Metzler for
almost all s ∈ (a, b). 
Example 5. Consider (19) with the constant matrix
A =

−1 2 −2 1
3 0 1 −1
−4 1.5 2 4
1 −1 2 5
 . (23)
Then (19) is not a positive system, as A is not Metzler. However, it can be verified using Lemma 1 that
A[3] =

1 4 1 1
2 4 1 2
1 1.5 6 2
1 4 3 7
 ,
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Fig. 1: s−(x(t)) as a function of t for the trajectory x(t) in Example 5.
so A[3] is Metzler. Hence, the system is 3-positive, and the set P 3
−
= {x ∈ R4 : s−(x) ≤ 2} is an
invariant set of the dynamics. Fig. 1 depicts s−(x(t)), with x(0) =
[
0.34 −0.54 −1.06 0.49
]
′
, for t ∈
[0, 2.5]. Note that s−(x(0)) = 2. It may be seen that s−(x(t)) both decreases and increases yet, as
expected, s−(x(t)) ≤ 2 for all t. 
For a given A, the additive compounds A[1], . . . , A[n] are not independent. It was shown in [25] that
if A[1] and A[2] are Metzler then A[k] is Metzler for every k ∈ [1, n]. Combining this with Definition 2
and Thm. 4 yields the following result.
Corollary 1. If the system (19) is 1-positive and 2-positive then it is k-positive for all k ∈ [1, n].
We now turn to define a stronger notion of k-positivity.
Definition 3. Fix k ∈ [1, n]. We say that (19) is strongly k-positive on (a, b) if for any pair a < t0 < t < b
we have
x(t0) ∈ P
k
−
\ {0} =⇒ x(t) ∈ P k+.
In other words, the dynamics maps P k
−
\ {0} to P k+.
In order to provide a sufficient condition for strong k-positivity, we recall one possible definition
for irreducibility of a measurable matrix function [31]. Let J := (a, b). A measurable set M ⊂ J is
said to be dense at a if the set M ∩ [a, a + ε] has positive measure for every ε > 0. For measurable
functions f, g : J → R and a ∈ J , we write f > g at a+ if the set {t ∈ J |f(t) > g(t)} is dense at a.
A measurable matrix function C : J → Rn×n is said to be irreducible at a+ if for every two nonempty
index sets α, β ⊂ {1, . . . , n}, with α ∪ β = {1, . . . , n}, and α ∩ β = ∅, there exist indices k ∈ α, j ∈ β
such that cjk > 0 at a
+.
The next result provides a sufficient condition for strong k-positivity.
Theorem 5. Suppose that A[k](s) is Metzler for almost all s ∈ (a, b), and that for any a < t0 < t < b
there exists t0 ≤ τ < t such that A
[k](s) is irreducible at τ+. Then (19) is strongly k-positive on (a, b).
Proof of Thm. 5. It is well-known [31] that the assumptions in the statement of the theorem imply that
for any a < t0 < t < b the solution of (21) satisfies
Φ(k)(t, t0)≫ 0.
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In particular, Φ(t, t0) is SSRk. Pick x(t0) ∈ P
k
−
\ {0}. Then Thm. 1 implies that
s+(x(t)) = s+(Φ(t, t0)x(t0))
≤ k − 1,
so x(t) ∈ P k+. 
For the case where A(t) is continuous in t it is possible to give a necessary and sufficient condition
for strong k-positivity.
Theorem 6. Let A(·) : (a, b) → Rn×n be a continuous matrix function. The system (19) is strongly k-
positive on (a, b) iff the following two conditions hold: A[k](τ) is Metzler for all τ ∈ (a, b), and for any
interval [p, q], with a < p < q < b, there exists t∗ ∈ [p, q] such that A[k](t∗) is irreducible.
Proof of Thm. 6. Lemma 2 in [2] shows that the conditions above are equivalent to the condition
Φ(k)(t, t0)≫ 0 for all a < t0 < t < b.
Combining this with Thm. 1 completes the proof. 
Our next goal is to study systems that are k-positive for several values of k. Since we are interested in
asymptotic properties, we assume from here on that the time interval is (a, b) = (a,∞).
Proposition 1. Assume that there exists k ∈ [1, n− 1] such that (19) is strongly i-positive for all i ≤ k.
Then for any x(t0) ∈ P
k
−
\ {0} and any set of times t0 < t1 < t2 < . . . we have
s−(x(t0)) ≥ s
+(x(t1)) ≥ s
−(x(t1)) ≥ s
+(x(t2))
≥ s−(x(t2)) ≥ s
+(x(t3)) ≥ . . . , (24)
and no more than k − 1 inequalities here are strict. Furthermore, there exists a time τ such that
x(t) ∈ V for all t ≥ τ. (25)
Note that (24) implies that both s−(x(t)) and s+(x(t)) are integer-valued Lyapunov functions for any
trajectory x(t) emanating from x(t0) ∈ P
k
−
\ {0}.
Proof of Prop. 1. Pick x(t0) ∈ P
k
−
\ {0}. Let v := s−(x(t0)). Then v ≤ k − 1 and x(t0) ∈ P
v+1
−
\ {0}.
Since the system is (v + 1)-strongly positive, x(t1) ∈ P
v+1
+ , that is,
s+(x(t1)) ≤ v = s
−(x(t0)).
In particular, w := s−(x(t1)) ≤ s
+(x(t1)) ≤ v. Since the system is (w+1)-strongly positive, x(t2) ∈ P
w+1
+ ,
that is,
s+(x(t2)) ≤ w = s
−(x(t1)).
Continuing in this manner yields (24).
Since s−, s+ take values in [0, k−1], no more than k−1 inequalities in (24) can be strict. Let τi denote
the (up to k − 1) time points where s+(x(τℓ+1)) < s
−(x(τℓ)). Then (25) holds for τ := maxi τi. .
Prop. 1 implies in particular that if the system is strongly i-positive for all i ∈ [1, n−1] then (25) holds
for any x(t0) 6= 0. This recovers an important result in [25] on totally positive differential systems.
Thm. 4 provides a condition on A[k] ensuring that a linear system is k-positive. We now turn to express
this condition in terms of A.
IV. EXPLICIT ALGEBRAIC CONDITIONS FOR k-POSITIVITY
We first consider the specific case k = n − 1, that is, given A ∈ Rn×n the question is when is A[n−1]
Metzler.
Definition 4. LetMn−1n denote the set of matrices A ∈ R
n×n satisfying aij ≥ 0 for all i, j such that |i−j| =
1, 3, . . . , and aij ≤ 0 for all i, j such that |i− j| = 2, 4, . . . .
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For example, for n = 4 the matrices in M34 are those with the sign pattern:
∗ ≥ 0 ≤ 0 ≥ 0
≥ 0 ∗ ≥ 0 ≤ 0
≤ 0 ≥ 0 ∗ ≥ 0
≥ 0 ≤ 0 ≥ 0 ∗
 ,
where ∗ denotes “don’t care”. In particular, the matrix A in Example 5 satisfies A ∈M34 .
Lemma 3. Let A ∈ Rn×n with n > 2. Then A[n−1] is Metzler iff A ∈Mn−1n .
Proof of Lemma 3. It follows from Lemma 1 that an offdiagonal entry of A[k] corresponding to (α|β) =
(i1, . . . , ik|j1, . . . , jk) can be nonzero only if all the indices in α and β coincide, except for a single
index iℓ 6= jm, and then A
[k](α, β) = (−1)ℓ+maiℓjm . We use this to determine when apq (or −apq) appears
on an offdiagonal entry of A[n−1]. We consider only pairs (p, q) with q ≥ p, as the case p ≥ q follows by
symmetry. It is clear that if p = q then apq = app does not appear as an offdiagonal entry of A
[n−1]. Pick p, q
with 1 ≤ p < q ≤ n. Suppose that apq or −apq appears as an offdiagonal entry of A
[n−1] corresponding
to (α|β). This implies that α = {i1, i2, . . . , in−1} and β = {j1, j2, . . . , jn−1} coincide except for a single
index iℓ 6= jm, with iℓ = p and jm = q. Thus, α = {1, 2, . . . , n} \ {q} and β = {1, 2, . . . , n} \ {p}.
Since p < q, this gives iℓ = ip and jm = jq−1, so A
[n−1](α|β) = (−1)p+q−1apq. By symmetry, we
conclude that for any p 6= q we have that (−1)p+q−1apq is an offdiagonal entry of A
[n−1]. Hence, A[n−1]
is Metzler iff (−1)p+q−1apq ≥ 0 for all p 6= q. 
Remark 4. For F ∈ Rn×n, let F˜ denote the matrix with entries
f˜ij := (−1)
i+jfn+1−i,n+1−j, i, j ∈ [1, n].
Schwarz [25] proved that if A ∈ Rn×n then A[n−1] = B˜, where B := tr(A)I−A′. This implies that A[n−1]
is Metzler iff (−1)i+j+1an+1−j,n+1−i ≥ 0 for all i 6= j. This provides an alternative proof of Lemma 3.
We now turn to consider A[k] with k 6= n − 1. The case k = n is trivial as A[n] is a scalar, so the
associated linear dynamical system is always cooperative. The case k = 1 is also clear as A[1] = A. Thus,
we only need to consider the case k ∈ [2, n − 2]. We begin by defining a special set of periodic Jacobi
matrices.
Definition 5. For k ∈ [2, n− 2] let Mkn denote the set of matrices A ∈ R
n×n satisfying:
(a) (−1)k−1a1n, (−1)
k−1an1 ≥ 0;
(b) aij ≥ 0 for all i, j with |i− j| = 1;
(c) aij = 0 for all i, j with 1 < |i− j| < n− 1.
For example, the matrices in M35 are those with the sign pattern:
∗ ≥ 0 0 0 ≥ 0
≥ 0 ∗ ≥ 0 0 0
0 ≥ 0 ∗ ≥ 0 0
0 0 ≥ 0 ∗ ≥ 0
≥ 0 0 0 ≥ 0 ∗
 ,
where ∗ denotes “don’t care”. Note that the definition of Mkn implies that M
i
n = M
j
n for all i, j ∈ [2, n−2]
that are either both odd or both even.
The next result generalizes Lemma 2.
Theorem 7. Let A ∈ Rn×n with n > 2. Then for any k ∈ [2, n−2] the matrix A[k] is Metzler iff A ∈Mkn .
Proof of Thm. 7. We already proved this result for k = 2. Fix k ∈ [3, n− 2]. It follows from Lemma 1
that an offdiagonal entry of A[k] corresponding to (α|β) = (i1, . . . , ik|j1, . . . , jk) can be nonzero only if
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all the indices in α and β coincide, except for a single index iℓ 6= jm, and then this entry is A
[k](α, β) =
(−1)ℓ+maiℓjm . We use this to determine when aij (or −aij) appears on an offdiagonal entry of A
[k]. We
consider only pairs (i, j) with j ≥ i, as the case i ≥ j follows by symmetry.
Case 1. If j = i then aij = aii does not appear in any offdiagonal entry of A
[k]. This explains the “don’t
care”s in the definition of Mkn .
Case 2. If j = i + 1 then aij = ai,i+1 will appear in an offdiagonal entry (α|β) of A
[k] if all the entries
of α and β coincide accept that i appears in α but not in β and i+ 1 appears in β but not in α. But this
implies that i and i + 1 appear in the same entry of α and β, that is, ℓ = m and the offdiagonal entry
of A[k] is (−1)2ℓai,i+1 = ai,i+1. Hence, A
[k] is not Metzler if ai,i+1 < 0.
Case 3. Suppose that 1 < j−i < n−1 and j = i+2 (so i+2 ≤ n). We now show that both ai,i+2 and−ai,i+2
appear on offdiagonal entries of A[k]. It is not difficult to show that since k+ 2 ≤ n and i+ 2 ≤ n, there
exists an integer x such that
1 ≤ x ≤ i and i− k + 1 ≤ x ≤ n− k − 1. (26)
Then for
α := {x, . . . , i− 1, i, î+ 1, î+ 2, i+ 3, . . . , x+ k + 1},
β := {x, . . . , i− 1, î, î+ 1, i+ 2, i+ 3, . . . , x+ k + 1},
where ĵ means that j is not included in the set, we have A[k](α|β) = ai,i+2, so ai,i+2 appears on an
offdiagonal entry of A[k]. Note that (26) guarantees that α [β] includes i [i+ 2].
Similarly, it is not difficult to show that since 2 ≤ k ≤ n− 1 and i+ 2 ≤ n, there exists an integer x
such that
1 ≤ x ≤ i and i− k + 2 ≤ x ≤ n− k. (27)
Then for
α := {x, . . . , i− 1, i, i+ 1, î+ 2, i+ 3, i+ 4, . . . , x+ k},
β := {x, . . . , i− 1, î, i+ 1, i+ 2, i+ 3, . . . , x+ k},
we have A[k](α|β) = −ai,i+2, so −ai,i+2 also appears on an offdiagonal entry of A
[k]. Hence, A[k] is not
Metzler if ai,i+2 6= 0. Note that (27) guarantees that α [β] includes i [i+ 2].
Case 4. Suppose that 1 < j − i < n− 1 and j > i+ 2. Then it can be shown as in Case 3 that both ai,j
and −ai,j appear on offdiagonal entries of A
[k]. Hence, A[k] is not Metzler if aij 6= 0.
Case 5. Suppose that j − i = n − 1, that is, i = 1 and j = n. Then aij = a1n appears in an entry (α|β)
of A[k] only when α = {1, i2, . . . , ik} and β = {j1, . . . , jk−1, n}, with ip+1 = jp for all p ∈ [1, k− 1], and
then
A[k](α|β) = (−1)1+ka1n.
Hence, A[k] is not Metzler if (−1)k−1a1n < 0.
Summarizing the cases above, we conclude that if A 6∈ Mkn then A
[k] is not Metzler. But the analysis
above actually covers all the cases where an entry aij appears as an offdiagonal entry of A
[k], and this
completes the proof of Thm. 7. 
Combining Thm. 4 and Thm. 7 yields the following result.
Corollary 2. For any k ∈ [2, n − 1] the LTV (19) is k-positive on (a, b) iff A(s) ∈ Mkn for almost
all s ∈ (a, b).
Using the explicit structure of a k-positive system yields a generalization of Corollary 1.
Corollary 3. Suppose that there exist i ∈ [1, . . . , n− 2], with i odd, and j ∈ [1, . . . , n− 2], with j even,
such that the system (19) is i-positive and j-positive. Then (19) is k-positive for all k ∈ [1, n].
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The proof of Corollary 3 follows since the structure of the sets Mkn , k ∈ [1, n − 2], depends on the
parity of k.
V. GEOMETRICAL STRUCTURE OF THE INVARIANT SETS
A natural question is what is the structure of the invariant sets P k
−
and P k+ defined above. It is clear
that these sets are cones, as s−(x) = s−(αx) for all α ∈ R, and s+(x) = s+(αx) for all α ∈ R \ {0}.
However, these sets are not convex cones. For example, for n = 2 the vectors x =
[
1 1
]
′
, y =
[
−1 −1
]
′
satisfy x, y ∈ P 1+, yet
1
2
(x + y) =
[
0 0
]
′
6∈ P 1+. Similarly, for n = 3 the vectors x =
[
1 −1 0
]
′
, y =[
0 −1 1
]
′
satisfy x, y ∈ P 2
−
, yet 1
2
(x+ y) =
[
1/2 −1 1/2
]
′
6∈ P 2
−
.
Recall that a dynamical system is called monotone if its flow is order-preserving with respect to the
(partial) order induced by a convex and pointed cone K, that is,
x ≤ y ⇐⇒ x− y ∈ K.
The convexity of K implies that
x ≤ y, y ≤ z =⇒ x ≤ z,
and the fact that K is pointed yields
x ≤ y, y ≤ x =⇒ x = y.
Since P k
−
, P k+ are not convex, this suggests that k-positive systems are not monotone. Fortunately, these
sets, although not convex, do posses a useful structure.
A. P k
−
is a cone of rank k
Recall that a set C ⊆ Rn is called a cone of rank k (see e.g. [13], [23]) if:
(1) C is closed,
(2) x ∈ C implies that αx ∈ C for all α ∈ R, and
(3) C contains a linear subspace of dimension k and no linear subspace of higher dimension.
For example, it is straightforward to see that R2+ ∪ (−R
2
+) (and, more generally, R
n
+ ∪ (−R
n
+)) is a cone
of rank 1.
A cone C of rank k is called solid if its interior is nonempty, and k-solid if there is a linear subspace W
of dimension k such that W \ {0} ⊆ int(C). In the context of dynamical systems, such cones are
important because trajectories of dynamical systems that are confined to C can be projected to the linear
subspace W [23]. If this projection is one-to-one then the trajectories must satisfy the same properties as
trajectories in a k-dimensional space.
Lemma 4. For any k ∈ [1, n− 1] the set P k
−
is a k-solid cone, and its complement
(P k
−
)c := clos(Rn \ P k
−
) (28)
is an (n− k)-solid cone.
Proof. Pick k ∈ [1, n − 1]. It follows from the definition of s− that P k
−
is closed. If x ∈ P k
−
, that is,
s−(x) ≤ k − 1 then clearly αx ∈ P k
−
for all α ∈ R. The set P k
−
cannot contain a linear subspace of
dimension k + 1, as using a linear combination of k + 1 independent vectors in Rn one can generate a
vector y such that s−(y) ≥ k. Let A ∈ Rn×n be an oscillatory matrix, and denote its eigenvalues and
eigenvectors as in Thm. 3. Then (12) implies that for any c1, . . . ck ∈ R, that are not all zero,
s−(
k∑
p=1
cpu
p) ≤ s+(
k∑
p=1
cpu
p) ≤ k − 1. (29)
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We conclude that W := span{u1, . . . , uk} ⊆ P k
−
, and that W \ {0} ⊆ P k+. Now pick x ∈ W . Suppose
that x ∈ ∂P k
−
. Then by the definition of s−, x includes a zero entry, say, xi and there exists ε ∈ R \ {0},
with |ε| arbitrarily small, such that the vector x˜ obtained from x by setting xi to ε satisfies s
−(x˜) > k−1.
Thus, s+(x) > k − 1. But now (29) gives x = 0. This shows that W \ {0} ⊆ int(P k
−
), so P k
−
is a k-solid
cone.
We now turn to prove the assertion for (P k
−
)c. By definition, this set is closed, and x ∈ (P k
−
)c implies
that αx ∈ (P k
−
)c for all α ∈ R. Eq. (12) implies that for any ck+1, . . . cn ∈ R, that are not all zero,
k ≤ s−(
n∑
p=k+1
cpu
p).
In other words, for W := span{uk+1, . . . , un} we have W \ {0} ⊆ Rn \ P k
−
. Combining this with (28)
implies that W ⊆ (P k
−
)c. Pick x ∈ W . Suppose that x ∈ ∂(P k
−
)c. Since P k
−
is closed, we conclude
that x ∈ ∂P k
−
. Thus, x ∈ W , so x ∈ W ∩ W . This implies that x = 0, i.e., W \ {0} ∈ int((P k
−
)c).
Thus, (P k
−
)c is an (n− k)-solid cone. 
Our next goal is to derive an explicit decomposition for the sets P k
−
, P k+. For k ∈ [1, n], let
Qk
−
:= {z ∈ Rn : s−(z) = k − 1}.
For example Q1
−
= Rn+ ∪ R
n
−
, and Q2
−
= F ∪ −F , where F is the set of vectors with the sign pattern
≥ 0, . . . ,≥ 0,≤ 0, . . . ,≤ 0,
with at least one entry positive and one entry negative. Note that x ∈ Qk
−
implies that αx ∈ Qk
−
for
all α ∈ R \ {0}.
Any vector y ∈ Qk
−
can be decomposed into k disjoint and consecutive sets of entries, where each set
is composed of entries that are all nonnegative [nonpositive] and at least one entry is positive [negative].
For example, the vector y =
[
0 1 2 0 −2 0 1 2
]
′
satisfies y ∈ Q3
−
and can be decomposed into
three sets: the first is 0, 1, 2, 0, the second is −2, 0, and the third is 1, 2.
More generally, for a vector v =
[
v1 . . . vk
]
′
with integer entries such that
1 ≤ v1 < v2 < · · · < vk = n, (30)
let Ck
−
(v) ⊂ Rn be the set of all vectors y satisfying:
• y1, . . . , yv1 ≥ 0 (with at least one of these entries positive);
• yv1+1 < 0, and yv1+2, . . . , yv2 ≤ 0;
• yv2+1 > 0, and yv2+2, . . . , yv3 ≥ 0; and so on until
• (−1)k−1yvk−1+1 > 0, and (−1)
k−1yvk−1+1,. . . , (−1)
k−1yvk ≥ 0 (recall that vk = n).
For example, for n = 4, k = 3, and v =
[
2 3 4
]
′
,
C3
−
(v) = {y ∈ R4 : y1 ≥ 0, y2 ≥ 0, y
2
1 + y
2
2 > 0, y3 < 0, y4 > 0}.
Note that Ck
−
(v) is a convex cone. In fact, Ck
−
(v) is an orthant in Rn, and if i 6= j then C i
−
(v) and Cj
−
(v)
are different orthants.
It is clear that y ∈ Qk
−
iff y ∈ Ck
−
(v) ∪ (−Ck
−
(v)) for some v =
[
v1 v2 . . . vk
]
′
satisfying (30).
The number of different vectors v that satisfy (30) is
(
n−1
k−1
)
, as we fix vk = n. Combining this with the
definitions of P k
−
and Qk
−
yields the following characterization of P k
−
as the union of convex cones.
Proposition 2. For any s ∈ [1, n] we have
P s
−
=
s⋃
k=1
Qk
−
, (31)
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where
Qk
−
=
(n−1
k−1
)⋃
i=1
Ck
−
(vi) ∪ (−Ck
−
(vi)), (32)
and vi, i ∈ [1,
(
n−1
k−1
)
], are all the different vectors that satisfy (30).
Example 6. Consider again the trajectory x(t) of the system in Example 5 with
x(0) =
[
0.34 −0.54 −1.06 0.49
]
′
.
An analysis of this trajectory shows that it traverses the following cones:
C3
−
(
[
1 3 4
]
′
)→ C3
−
(
[
2 3 4
]
′
)→ C1
−
(
[
4
]
)
→ C3
−
(
[
1 2 4
]
′
)→ C2
−
(
[
2 4
]
′
).
Note that all these cones belong to P 3
−
. 
Remark 5. Note that the duality relation (10) and the fact that D−1 = D implies that
DP k
−
:= {Dx : x ∈ Rn, s−(x) ≤ k − 1}
= {x ∈ Rn : s−(Dx) ≤ k − 1}
= {x ∈ Rn : s+(x) ≥ n− k}
= Rn \ {x ∈ Rn : s+(x) < n− k}
= Rn \ {x ∈ Rn : s+(x) ≤ n− k − 1}
= Rn \ P n−k+ . (33)
Thus, the results above on P k
−
, k ∈ [1, n − 1] can be transformed to characterizations of P j+, j ∈
{n− 1, n− 2, . . . , 1}, using (33). For example, since P 1
−
= Rn+ ∪ R
n
−
, (33) implies that
P n−1+ = R
n \ ((DRn+) ∪ (DR
n
−
)).
In other words, P n−1+ is the set of all vectors except for those with either the sign pattern
[
≥ 0 ≤ 0 ≥ 0 . . .
]
′
or the sign pattern
[
≤ 0 ≥ 0 ≤ 0 . . .
]
′
.
Note that (33) implies that in general the sets P k
−
and P j+ have a different structure. For example, P
k
−
is
closed for every k so (33) implies that P j+ is open for every j. Also, 0 ∈ P
k
−
for all k ∈ [1, n], so 0 6∈ P k+
for all k ∈ [1, n− 1].
The next section describes several applications of the notion of k-positive linear systems to the asymp-
totic analysis of nonlinear dynamical systems.
VI. APPLICATIONS TO NONLINEAR DYNAMICAL SYSTEMS
We begin by considering time-varying nonlinear systems, and then results for the time-invariant case
follow as a special case.
Consider the time-varying nonlinear dynamical system:
x˙(t) = f(t, x(t)), (34)
whose trajectories evolve on a convex invariant set Ω ⊆ Rn.
We assume throughout that f is C1 with respect to x, and that for all z ∈ Ω the map t → f(t, z)
is measurable and essentially bounded. Denote the Jacobian of f with respect to its second variable
by J(t, x) := ∂
∂x
f(t, x).
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For any initial condition x0 ∈ Ω and any initial time t0 ∈ (a, b) we assume throughout that (34) admits
a unique solution for all t ≥ t0 and denote this solution by x(t, t0, x0). In what follows we take t0 = 0
and write x(t, x0) for x(t, 0, x0).
The application of k-positive linear systems to (34) is based on the variational system associated
with (34). To define this, fix p, q ∈ Ω. Let z(t) := x(t, p) − x(t, q), and for r ∈ [0, 1], let γ(r) :=
rx(t, p) + (1− r)x(t, q). Then
z˙(t) = f(t, x(t, p))− f(t, x(t, q))
=
∫ 1
0
d
dr
f(t, γ(r)) dr,
and this gives the LTV:
z˙(t) = Apq(t)z(t), (35)
with
Apq(t) :=
∫ 1
0
J(t, γ(r)) dr. (36)
This LTV is the variational system associated with (34).
Definition 6. We say that the nonlinear system (34) is [strongly] k-cooperative if the LTV (35) is
[strongly] k-positive for all p, q ∈ Ω.
The results above can be used to provide simple to verify sufficient conditions for [strong] k-cooperativity
of (34). The next two results demonstrate this.
Corollary 4. Suppose that there exists k ∈ [1, n− 1] such that J(t, z) ∈Mkn for almost all t ∈ (a, b) and
all z ∈ Ω. Then (34) is k-cooperative on (a, b). If, furthermore, for any z ∈ Ω and any a < t0 < t < b
there exists τ ∈ [t0, t) such that J(t, z) is irreducible at τ
+ then (34) is strongly k-cooperative on (a, b).
The proof follows from the fact that, by the definition of Mkn , if F,G ∈M
k
n then F +G ∈M
k
n , and this
is carried over to the integration in (36). Also, addition of two matrices in Mkn cannot change a nonzero
entry to a zero entry, and this implies that irreducibility is also carried over to the integral.
The next two examples describe specific examples of nonlinear systems that are k-cooperative for
some k.
Example 7. Mallet-Paret and Smith [15] studied cyclic feedback systems in the form:
x˙1 = δf1(xn, x1),
x˙2 = f2(x1, x2),
x˙3 = f3(x2, x3),
...
x˙n = fn(xn−1, xn),
where
∂
∂xi−1
fi(xi−1, xi) > 0, (37)
and δ ∈ {−1, 1}. They showed that this system satisfies the Poincare´-Bendixson theorem: the omega-limit
set of any bounded orbit can be embedded in R2 and must be of the type encountered in two-dimensional
systems, i.e., either a single equilibrium, a single nonconstant periodic solution, or a structure consisting
of a set of equilibria together with homoclinic and heteroclinic orbits connecting these equilibria.
Note that (37) implies that the Jacobian J(x) has the following structure. All the entries along the
subdiagonal of J(x) are positive, and entry (1, n) is positive [negative] if δ = 1 [δ = −1]. Thus, J(x) is
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irreducible, and for δ = 1 [δ = −1] J(x) ∈M1n [J(x) ∈M
2
n]. We conclude that for δ = 1 [δ = −1] the
system is strongly 1-cooperative [strongly 2-cooperative]. 
Example 8. Our second example is a system with scalar nonlinearities:
x˙(t) = C(t)

f1(x1(t))
f2(x2(t))
...
fn(xn(t))
 , (38)
where fi : R → R, i ∈ [1, n], are C
1 functions, and C : (a, b) → Rn×n. Suppose that its trajectories
evolve on a compact and convex state-space Ω. The Jacobian of (38) is
J(t, x) = C(t) diag(f ′1(x1)), . . . , f
′
n(xn)), (39)
where f ′i(z) :=
∂
∂z
fi(z). Pick p, q ∈ Ω and consider the line γ(r) := rp + (1 − r)q, r ∈ [0, 1].
Substituting (39) in (36) yields
Apq(t) = C(t) diag(g1(p1, q1), . . . , gn(pn, qn)), (40)
where
gi(pi, qi) :=
{
fi(pi)−fi(qi)
pi−qi
, if pi 6= qi,
f ′i(qi), if pi = qi.
This implies that for any k ∈ [1, n− 1] it is straightforward to provide sufficient conditions guaranteeing
that A[k](t) is Metzler. To demonstrate this, assume for simplicity that
f ′i(z) > 0 for all z ∈ R and all i ∈ [1, n]. (41)
Then the compactness of Ω implies that there exists δ > 0 such that gi(pi, qi) ≥ δ for all p, q ∈ Ω and
all i ∈ [1, n]. Now (40) implies that every entry of Apq(t) satisfies aij(t) = cij(t)m(t) with m(t) ≥ δ for
all t. Thus, if C(t) ∈Mnk for almost all t then so does A
pq(t), and (38) is k-cooperative. 
We now describe several applications of k-cooperativity of (34). The first is the existence of certain
explicit invariant sets. The second application is less immediate and concerns Poincare´-Bendixon properties
of the flow in the case of strong 2-cooperativity.
A. Invariant sets
Proposition 3. Suppose that (34) is k-cooperative. Then for any p, q ∈ Ω we have
p− q ∈ P k
−
=⇒ x(t, p)− x(t, q) ∈ P k
−
for all t ≥ 0. (42)
The proof follows immediately from the fact that k-positivity of (35) implies that for any z(0) ∈ P k
−
we have z(t) ∈ P k
−
for all t ≥ 0. 
Similarly, if we strengthen the requirement to strong k-cooperativity then we can strengthen (42) to
p− q ∈ P k
−
=⇒ x(t, p)− x(t, q) ∈ P k+ for all t > 0.
Our next goal is to combine the results in [23] with the facts that P 2
−
is 2-solid and its complement (P 2
−
)c
is (n− 2)-solid to establish the Poincare´-Bendixon property for systems that are strongly 2-cooperative.
B. Poincare´-Bendixon property
We begin by recalling some definitions and results from [23]. Let C ⊆ Rn be a k-solid cone. We
write x ∼ y if x− y ∈ C and x ≈ y if x− y ∈ int(C) (note that these are not necessarily order relations,
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as C is not necessarily convex nor pointed). A map M : Rn → Rn is called positive if MC ⊆ C, and
strongly positive if M(C \ {0}) ⊆ int(C).
Consider the time-invariant dynamical system x˙ = f(x) and the associated variational equation z˙(t) =
Apq(t)z(t), with Apq(t) :=
∫ 1
0
J(rx(t, p) + (1 − r)x(t, q)) dr. The nonlinear system is said to be C-
cooperative if Apq(t) is strongly positive for all p, q in the state-space and all t > 0.
The main result in [23] establishes a strong Poincare´-Bendixon property for some specific solutions of
a C-cooperative system.
Theorem 8. [23] Suppose that the dynamical system x˙ = f(x) is C-cooperative with respect to a 2-solid
cone C ⊆ Rn whose complement clos(Rn \ C) is (n − 2)-solid. Let x(t) be a solution with a compact
omega-limit set Ω and suppose that x˙(τ) ∈ C for some τ ≥ 0. If Ω does not include an equilibrium then
it is a closed orbit.
An important tool in the proof of this result is P : Rn → W the linear projection onto W , parallel
to the complement W c, where W is a 2-dimensional subspace contained in C. Letting z := x˙, we
have z˙ = J(x)z, and since z(τ) ∈ C, this implies that z(t) ∈ int(C) for all t > τ . This can be used to
show that the projection along the trajectory is one-to-one.
Combining our analysis of P 2
−
and (P 2
−
)c above with Thm. 8 yields the following result.
Corollary 5. Suppose that the system x˙ = f(x) is strongly 2-cooperative. Let x(t) be a solution with
a compact omega-limit set Ω and suppose that x˙(τ) ∈ P 2
−
for some τ ≥ 0. If Ω does not include an
equilibrium then it is a closed orbit.
Note that the explicit analysis of the setM2n can be immediately used to provide sufficient conditions for
strong 2-cooperativity. Note also that we have an explicit expression for a set of vectors that span P 2
−
(in
terms of eigenvectors of an oscillatory matrix) and thus an explicit expression for the linear projection P .
VII. CONCLUSION
Positive dynamical systems are typicality defined as systems whose flow maps Rn+ to R
n
+. In fact, the
flow maps the 1-solid cone P 1
−
= Rn+ ∪ R
n
−
to itself. The important asymptotic properties of positive
systems follow from the fact that they admit an invariant 1-solid cone. Roughly speaking, this implies
that a trajectory can be projected to a one-dimensional subspace and that this projection is generically
one-to-one. Hence almost every trajectory that remains in a compact set converges to an equilibrium.
The reason that Rn+ (and R
n
−
) are also invariant sets of positive systems is only because the only way
to cross from Rn+ to R
n
−
(or vice versa) is through the origin.
Using tools from the theory of TP matrices and totally positive differential systems, we introduced a
generalization called a k-positive LTV. This is a system in the form x˙(t) = A(t)x(t) whose dynamics
maps the k-solid cone P k
−
to itself. We showed how this property can be analyzed using the minors of
order k of the transition matrix of the LTV. In the case where the matrix in the LTV is a continuous
function of time we derived a necessary and sufficient condition for k-positivity in terms of the k’th
additive compound of the matrix A(t). This condition is straightforward to verify and, in particular, does
not require to calculate the corresponding transition matrix. We also provided an explicit description of
every set P k
−
as the union of certain convex cones.
The results for LTVs were applied to define and analyze k-cooperative nonlinear time-varying dynamical
systems, that is, systems with a k-positive variational system. Our results provide new tools for the analysis
of nonlinear dynamical systems.
The theory of positive and cooperative systems has been applied to many types of dynamical systems
including those described by ODEs, PDEs, systems with time-delay, difference equations, and more. An
interesting direction for further research is to extend the notion and applications of k-positivity and k-
cooperativity to additional types of dynamical systems. Another possible research direction is the extension
of k-positivity to control systems, and to dynamical systems that evolve on manifolds [17].
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APPENDIX
Proof of Thm. 2. Suppose that A is nonsingular and SRk. For y ∈ R, let F (y) denote the n× n matrix
whose i, j entry is exp(−(i− j)2y). For example, for n = 3,
F (y) =
 1 exp(−y) exp(−4y)exp(−y) 1 exp(−y)
exp(−4y) exp(−y) 1
 .
It is well-known that F (y) is TP for all y > 0 [9, Ch. II], and clearly limy→∞ F (y) = I . Fix y > 0
and let F := F (y), and B := FA. Let α, β denote two sets of k integers 1 ≤ i1 < · · · < ik ≤ n
and 1 ≤ j1 < · · · < jk ≤ n, respectively. The Cauchy-Binet formula yields
B(α|β) =
∑
γ
F (α|γ)A(γ|β),
where the sum is over all γ = {p1, . . . , pk}, with 1 ≤ p1 < · · · < pk ≤ n. Using the facts that F is TP,
the minors of order k of A are either all nonnegative or all nonpositive and they are not all zero (as A
is nonsingular), we conclude that B is SSRk. Now pick x ∈ R
n such that s−(x) ≤ k − 1. If x = 0 then
clearly s−(Bx) ≤ k − 1. If x 6= 0 then Thm. 1 implies that s−(Bx) ≤ s+(Bx) ≤ k − 1. We conclude
that s−(Bx) ≤ k − 1. Taking y →∞ and using the fact that P k
−
is closed yields (11).
To prove the converse implication, suppose that condition (a) holds, that is, for any x ∈ Rn with s−(x) ≤
k− 1, we have s−(Ax) ≤ k− 1. Pick x ∈ Rn \ {0} with s−(x) ≤ k− 1. Since A is nonsingular, Ax 6= 0.
For any y > 0 the matrix F (y) is TP, so
s+(F (y)Ax) ≤ s−(Ax),
and applying condition (a) yields
s+(F (y)Ax) ≤ k − 1.
Thm. 1 implies that F (y)A is SSRk. Taking y →∞ and using continuity of the determinant, we conclude
that A is SRk. This completes the proof of Thm. 2. 
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