In this study, an implementation of several data mining techniques is presented, including decision trees, Support Vector Machines (SVM), Bayesian Networks and K-Nearest Neighbor and their comparison using different evaluation metrics such as True Positive Rate (TpRate), False Positive Rate (FpRate) and Recall, with the dataset "STUDENT ALCOHOL CONSUMPTION", that provides information of alcohol consumption in teenagers in Portugal. High alcohol consumption rate in teenagers in society, high schoolers and college students, has become a social problem with alarming data showing they start consuming alcohol between 10 and 14 years and this obviously has a huge impact in their behavior, especially with situations such as binge drinking. At the end of the study, the results found show that Support Vector Machines (SVM) have a better accuracy rate than other techniques used and corroborate that the proposed method it is quite efficient and highly precise for detection of students consuming alcohol, improving the results obtained in previous similar studies.
INTRODUCTION
Alcohol consumption in teenagers has become a serious health problem in current society, based on data provided by several studies in different countries, in Portugal (Bi et al., 2013) , the average age of starting consuming alcohol is around 14 years (73,5%) and 42,6% of them ingest alcohol usually, meanwhile in United States (Zuba et al., 2012) , 90% of alcohol consumption under 21 years involves binge drinking and 44% of college students participate in some sort of high risk consuming activities. In Chile (García et al., 2009) , high school alcohol consumption is 26,2% in metropolitan area, with a weekly alcohol intake with ages from 15 to 25 years, which clearly demonstrates that this situation is the same all around the world.
In this study, an implementation of several data mining techniques is presented, including decision trees, Support Vector Machines (SVM), Bayesian Networks and K-Nearest Neighbor comparing themusing different evaluation metrics such as True Positive Rate (TpRate), False Positive Rate (FpRate) and Recall, with the dataset "STUDENT ALCOHOL CONSUMPTION" (Cortez and Silva, 2008) , having information of alcohol consumption in teenagers in Portugal and also in Mendoza-Palechor et al. (2016) .
Alcohol consumption in teenagers is quite a reality, nevertheless data mining has not been applied to similar consumption studies, due to lack of information in some countries, or priorities in other aspects of public health. Some of the previous studies found are:
In Bi et al. (2013) , a study using two machine learning methods is presented, to analyze collected data from polls made in college students. Their methodology could identify effectively the daily dynamic alcohol consumption and the risk factors associated to it. For this, they proposed a Support Vector Machine (SVM) as classifier to establish a function for stress, state of mind and consumption expectancy, differentiating nightly intake days from regular days. After that, a mix of clustering analysis and feature classification was made to identify consumption patterns based on daily behavior of average intake and can detect risk factors associated to each pattern. Zuba et al. (2012) demonstrates the use of feature selection with 1-norm support vector machines (SVM) to help classify college students between high risk and low risk alcohol drinkers and the risk factors associated to the first class. This approach could be used to help to detect early signs of addiction and dependence to alcohol in students. Cortez and Silva (2008) makes an exposition of several data mining techniques, including neural networks, decision trees and Naïve Bayes, their implementation in a study case with a dataset of alcohol consumption in teenagers and their possible relationship with personality. In their results, we can highlight that the neural network model is more accurate and these techniques has been widely used to analyze drug dependence and similar. Pang et al. (2015) applies a multimodal analysis to identify alcohol consumption in minors as users of the Instagram social network, based on facial recognition using a tool called Face++ and exploring the tags assigned to each image with the objective of finding consumption patterns in terms of time, frequency and location. In the same way, they measured the penetration of alcohol brands to establish their influence in the consumption behavior of their followers. Their results were satisfactory and compliant with the polls made in the same audience, which can lead to use this approach to other domains of public health.
A study to establish the risks associated to alcohol consumption in teenager students in Chile was developed based on the information provided by the VII National Study of Drugs in School Population, applying the CART technique (Classification and Regression Trees) looking to identify sub-populations with differential risk in dangerous alcohol consumption (Villalón and Cuellar, 2013) .
In Crutzen et al. (2015) a group of Dutch researchers studied the relationship between parental reports, teenager perception and parenting practices to identify drinkers with alcoholic episodes. They designed a binary classifier using alternating decision trees to establish the effectiveness of the results of exploring nonlinear relationships of data. Montaño et al. (2014) presents an analysis of psychosocial variables about nicotine consumption in teenagers, applying several classification techniques such as RNA Multi-layer perceptron, radial basis functions and probabilistic networks, decision trees, logistic regression model and discriminant analysis. Thus, they discriminated successfully 78.20% of the data, which indicates that this approach can be used to predict and prevent similar addictive behavior.
Based in these results, we can safely say the model proposed would be an excellent tool to identify patterns and predict behaviors in alcohol drinks consumption for teenagers and college students and other health care areas as well.
LITERATURE REVIEW
Decision trees: Decision trees is one of the data mining algorithms most widely used for classification and regression. Each interior node maps to an input variable and is divided in children nodes with the values taken by it. Each leaf or terminal node represents a value of the output variable, for example, the specific class of a category variable for a classification problem and a certain real value of a continuous variable for regression problems.
During the learning process of a classification tree, samples in each interior node are divided in subsets based in an attribute and this process is repeated in each subset recursively, this is called "recursive partitioning". Recursion ends when a subset in a node has the same target value, when the division does not improve the prediction and when the division it is not possible due limitations set by the user.
In each step, during the growth of the decision tree, one of the input variables is selected to divide samples. With the basis of the selected variable, the division point is determined using a test of attribute values. Impurity and entropy are the tests most used for classification trees (Kim, 2016) .
Support vector machines:
Support vector machines are decision algorithms that solve regression and classification problems in an efficient way due to their automatic learning. These are based in stochastic learning theory developed by Vapnik and Vapnik (1998) , where they propose a mathematic model for regression and classification problems (Vapnik, 1995) . Other authors mention that SVM is a margin classificator trained by a group of data formulated as feature vectors. SVM tries to find an optimal level that divides two different classes of feature vectors with a maximum margin (distance between the optimum hyperplane and the nearest vector). To classify an inseparable dataset, a nonlinear SVM is a feature vector projection in a high dimensional space using a kernel function, as a radial basis kernel function (Bakhtiarizadeh et al., 2014) .
Support Vector Machines (SVM) construction is based in the idea of transforming or projecting a dataset in any n dimension space to a higher dimension space applying a kernel function-Kernel Trick. From this new space, data will be used as a linear problem, solving the problem without considering the data dimensionality (Gutiérrez and Velandia, 2011) .
The success with support vector machines relies in three fundamental advantages: first, their solid mathematical foundation. Second, the concept of structural risk minimization (Kecman, 2001; Cristianini and Shawe-Taylor, 2000) , which translates in minimizing the probability of a wrong classification on new examples. This case usually appears when there is a lack of training data. The third advantage is based in the powerful tools and algorithms available to find a solution in a fast and efficient way (Moscovitz and Rengifo, 2010) .
Naive bayes:
The representation of probabilistic information using building networks, dates from the first quarter of the XX century (Pearl, 2001) and Bayesian Networks are presented as an alternative to classic expert systems oriented to decision support and prediction under uncertainty in probabilistic terms (Cowell et al., 1999) . These networks are considered key statistical tools to represent associated uncertainties based in conditional independent relationships established between them.
A Bayesian network by Edwards (1998) and Edwards and Fasolo (2001) , it is a structure composed by four levels. The higher level is formed by a set of variables represented as nodes and arrows that are related on influence terms. In the next level are levels or states, also known as space states Shenoy, 2001, 2004 ) that can map each of the variables of the model. In the third level, you can find a set of conditional probability functions, one for each node, that represent the occurrence probability of each state of the variable conditioned to the possible values of the variables that are determined by the variable value. Finally, in the lowest level, you would find a set of algorithms that allow the network to recalculate the probabilities assigned to each of the previous levels when some evidence exists in the model.
It is important to highlight that a Bayesian network is based in two elements, a qualitative and a quantitative dimension (Martínez et al., 2003) . The qualitative dimension is composed by graph theory and probability theory (Ríos, 1995) .
Graph theory creates graphics models that represent the elements of the problem in a holistic sense, provided by Euler to solve the problem of the Königsberg bridges (Ríos, 1995) . A Bayesian network is a graph and it is defined as G = (V, E), where V is a finite set of vertex, nodes and variables and E is a subset of the set V x V of ordered pairs of vertex called links or edges (Harary, 1969; Ronald, 1988) . Besides, a Bayesian network is a particular type of graph called an acyclic directed graph (Spirtes et al., 2000) .
There are three fundamental elements of the quantitative dimension of a Bayesian network: the concept of probability, the Bayes theorem and the conditional probability functions. The probability can be understood as subjective, as the level of belief over a fact (Dixon and Pastor, 1970) , this concept of probability is called Bayesian and comes from the principle of insufficient reason of uncertainty principle (Cowell et al., 1999) .
The Bayes theorem is deducted from the axiom that relates the probability of events intersection and conditional probability, which favors that can be worked efficiently with graphic models of probability propagation in terms of conditional dependency and independency (Cowell et al., 1999) . What makes a Bayesian network, is their ability to update the probabilities inside an acyclic directed graph based on conditional independency principles when evidence is incorporated to the model. A Bayesian network needs a set of conditional probability functions, one for each variable or network node and they are used to apply the Bayes rule. Specifically, each network variable is defined by a conditional probability table where the values that variable can have are represented in conjunction with the values of the set of variables is dependent. In this sense, following Cowell et al. (1999) .
K-nearest neighbors. The K-nearest neighbors is an algorithm used for data classification and regression. The algorithm stores all known cases and classifies them or assigns a property to new cases based on similar features (Sánchez et al., 2016) . This method must be one of the first options for a classification study, when there is little or none previous knowledge about the data distribution. The K-nearest neighbors method was developed given the need of making discriminant analysis when reliable parametric estimation of the probability density are unknown or difficult to establish (Fix and Hodges Jr, 1951) .
This method assumes the data is found in a features space. Data can be scalar or multi-dimension vectors. All training data is composed of a set of vectors and tags associated to each of them. The method is retrograded and supervised (its training phase is made in different time to the testing phase) and its main argument is the distance between instances (Rodríguez et al., 2013) .
The KNN method compares the new instance to classify with the k-nearest known neighbors and depending to the similarities in the attributes of the new case, it will be in the class closest to the values of its own attributes and compliant with the concept of consistency heuristic.
The main difficulty of this method is to establish the value of k, since if it is too large, there is a risk of making a classification based on most the data and not to the similar ones and if the value is too low, there can be a lack of precision in the classification due to not having enough selected data as comparison instances (Mucherino et al., 2009) .
To mitigate this problem, several approaches to the method were proposed: to set the value of k, for example, 1-nn, where the first k-nearest neighbor found is used as comparison instance and k can be found taking a comparison radius, or using Voronoi diagrams (Rodríguez et al., 2013) .
One of the most relevant advantages of the k-NN method is that it can change radically its classification results, without changing its structure, only modifying the metric used to find the distance. The metric must be selected according to the problem that needs to be solved. The huge advantage of being able to change metrics is that can achieve entirely different results and the general algorithm of the method does not change, only the procedure to measure distances.
Clustering:
Clustering is one of the most popular unsupervised learning methods, consists in building a set of physical or abstract objects in classes with similar objects (Han and Kamber, 2001) . A good clustering will produce groups of high quality with high similarities intra-class and low similarities between classes. It can be used as an independent tool to better understand the data distribution or to serve as a preprocessing step for other tasks (Hastie et al., 2001) .
Clustering can also be used as a stand-alone process and supervised algorithm technique based in prototypes (Jain et al., 1999) and several applications with non-vector data has been built. The implementation of clustering algorithms for unsupervised analysis of the data has become a useful tool to explore and to solve different problems in data mining. The clustering methods (Xu and Wunsch, 2005; Zhang and Zhou, 2009 ) has been used to provide solution to problems of many different contexts and disciplines.
MATERIALS AND METHODS
Dataset preparation: For this study, the dataset "STUDENT ALCOHOL CONSUMPTION" was used, located in the Machine Learning Repository UCI (Cortez and Silva, 2008) , with multi-variable data, which means that have continuous and categorized, counting with 32 attributes and 1044 records. First, the preparation of the dataset was made, eliminating non-relevant variables and others with correlation higher than 0.7, due its effect in the processes of segmentation, classification and prediction.
Finally, 24 of the 32 attributes of dataset were chosen and an extra attribute was added, called "consal", that indicates if a person consumes alcohol. To do this, the equation n° 1 proposed in Pagnotta and Amran (2016) was used, calculated with the original attributes found on the dataset:
In Table 1 , the final list of the attributes used is shown.
Experimentation:
The present study is based on the "STUDENT ALCOHOL CONSUMPTION" dataset, available from the Machine Learning Repository UCI. The purpose of this research is to compare several data mining techniques, which are commonly used in segmentation, classification and prediction tasks. The methodology used is described as follows. After downloading and preparation of the dataset to be used in training and evaluating the proposed method, an analysis of the data mining tools available was made, considering factors such as the methods found in the Weka tool and their license of use. For the preparation of data, it was necessary to analyze the correlation rate between the variables, especially for those that generate noise and those with high correlation rate, so they would not be included in the processes of training and classification of the data. Also, a balancing process was needed, since the values of alcohol consumption in the dataset are unbalanced and this affects the model, specifically the learning process, having only a single class or situation. Next, you can find a screenshot of the initial state of the data, as shown in Fig. 1 and the data after the balancing process was performed, in Fig. 2 .
After selection of the tool was made and the dataset was prepared, the selection of the clustering method to be used was developed, considering that users must be grouped in two categories: drinkers and non-drinkers. For this process, the Simple K-means method was used and the results obtained are shown in Table 2 . In Table 2 you can see the number of users in each cluster, where cluster 0 are the people that are consuming alcohol and cluster 1, the people that does not consume alcohol.
After clustering of the data, the selection of the classification methods to be compared was made and those were: Decision Trees, Support Vector Machines, Naïve Bayes and Lazy IBK, with the metrics to evaluated: True Positive Rate (TP Rate), False Positive Rate (FP Rate), precision and recall, calculated with the equations in the Table 3 .
The data distribution for the training and testing process was performed using cross validation, the tool selects a percentage of the data for training and another to testing with the proposed methods. After that, every data mining method chosen is tested and subject to comparison with the metrics previously selected.
Finally, after the best method was identified, a file test was implemented to check the results obtained with the best classifier selected. The document for testing created is shown in Fig. 3 . The methodology for the study is found in Fig. 4 . 
RESULTS AND DISCUSSION
In the present study, the starting point was data preparation, process that must remove variables generating noise and irrelevant for the training and classification process of the model. After data preparation was complete, the clustering technique selection was needed to make the right segmentation of the data and this has a great impact in the classifiers subject to analysis. Next, you can find the results obtained with the processes mentioned in the methodology.
In Fig. 5 , the results obtained by the decision trees algorithm J48 with the following percentages for each metric: 96.60% (TpRate), 4.70% (FpRate), 95.60% (Precision), 95.60 (Recall).
In Fig. 6 , the results obtained by the support vector machines algorithm SMO with the following percentages for each metric: 98% (TpRate), 1.90% (FpRate), 98% (Precision), 98% (Recall).
In Fig. 7 , the results obtained by the Naïve Bayes algorithm with the following percentages for each metric: 86.20% (TpRate), 13.20% (FpRate), 86.60% (Precision), 86.20% (Recall). In Fig. 8 , the results obtained by the Lazy IBK algorithm with the following percentages for each metric: 92.50% (TpRate), 7.80% (FpRate), 92.50% (Precision), 92.50% (Recall).
All the results obtained by classifiers are resumed in Table 4 .
In Fig. 9 , the comparison of all techniques subject to study are presented and with these results, the support vector machines methods obtain the best percentages in all the evaluated metrics, which clearly indicates that it can be used for classification processes in alcohol consumption evaluation per the data studied. The proposed method has the structure shown in Fig.  10 .
CONCLUSION
The present study had the objective of proposing a method to allow classification processes to identify alcohol consumption in students, using as a source the STUDENT ALCOHOL CONSUMPTION dataset, for this it was necessary to prepare the data, using the simple k-means method for segmentation and then applying data mining techniques such as: decision trees, support vector machines, bayesian networks and knearest neighbors. Using these techniques, the method with the best results was support vector machines with a TpRate of 98%, FpRate of 1.90%, Precision of 98% and Recall of 98%. The previous results indicate that the proposed method obtained a high percentage in all metrics evaluated and its considered an efficient and accurate method for the consumption of alcohol in students, improving the results obtained by other studies (Pagnotta and Amran, 2016) , where the authors obtained only 92% using their approach.
