Recommended form of bibliographic references: Zaitsev N.A., Sofronov I.L. Generation of transparent boundary conditions for modeling wave propagation in anisotropic media // Keldysh Institute Preprints. 2018. No. 82. 36 p. doi:10.20948/prepr-2018 
Introduction
Numerical modeling of wave propagation in rock with anisotropic properties is the challenging problem. One of main difficulties of the physical phenomena consists of necessity to resolve accurately much more complicated wave fronts picture comparing to the case of isotropic media.
The original problem of the wave propagation is usually considered in unbounded media. However, numerical methods can only use bounded computational domains. Evidently, so-called "open boundaries" of computational domains must be genuine transparent for outgoing waves: otherwise, the spurious reflections strongly change the solution. That is why the generation of reliable low-reflecting boundary conditions on the open boundaries in anisotropic media is a crucial task for numerical modeling. A typical setup is shown in Figure 1 . The original problem is formulated in the whole space or in some unbounded domain whereas we want to know the solution in a bounded domain Ω 0 -observation domain or domain of interest. It is desirable to have the computational domain Ω as small as possible (of course, o    ). The original problem formulation may have some boundaries, internal or external, for which there are natural correct conditions based on properties of physical phenomena. In order to make the computational domain bounded we have to add some artificial boundary Γ which originally is free of boundary conditionsit belongs to interior of the problem formulation domain where only the governing equations should be satisfied. The open boundary here is the circle Γ, the computational domain Ω is the interior of Γ. We have to state at Γ the corresponding boundary conditions which at least provide correctness of the corresponding Initial-Boundary Value Problem (IBVP). Among all possible boundary conditions providing the uniqueness there exists a set of boundary conditions that give solutions which are more or less close to the solution of the original problem. But we want to construct the exact boundary conditions. The boundary conditions are said to be exact, if solutions of the problem computed in the restricted domain Ω with these conditions are identical to restrictions to Ω of the corresponding solutions of the original problem in the whole space with the same governing data (initial and/or boundary values).
Applying to acoustic problems such coincidence of the solutions means that these boundary conditions permit outgoing waves, or disturbances, to leave Ω without any "reflection" from artificial boundary Γ. That is why we call such boundary condition operator a Transparent Boundary Conditions (TBC) operator. We can also call these conditions equivalent boundary conditions because satisfying TBC on  is equivalent to solving the problem in the whole space outside Ω.
Evidently, generation of TBC is a separate task (even for a given geometry and media inside Γ) which is formulated by considering auxiliary external initialboundary-valued problems outside Γ.
Let the medium outside Γ and in some vicinity of Γ inside it is a linear anisotropic elastic medium with constant coefficients. Let the right hand side of the governing equations is equal to zero outside Γ. And let disturbances outside Γ are absent at the initial time moment. Then we can compute the TBC on Γ.
Remark. In the domain of interest the governing equations and geometry can be much more complex than outside it.
It is known that the popular PML approach can fail in elastodynamics with anisotropy (though it is good enough for many isotropic cases). The PML method does not work here when both "outgoing" and "incoming" wave fronts present on the open border of the computational domain; such case is out of the framework of the base idea of the method, see de-tails in [1] - [2] . However, the original wave problem formulated on the unbounded domain is the well-posed one, i.e. there are no physical restrictions to have desired TBC.
We have developed TBCs for such problems and numerical methods for their implementations and for calculation of coefficients of the TBC operator. The approach was announced in [3] , some results of their application were given in [4] . Also in [4] was announced a detailed description of the correspondent numerical method to compute operators of the TBCs. Here we present the announced numerical method and some numerical tests that demonstrate the accuracy and stability of the problems with our TBCs. § 1. Governing equations 
Hooke's law is After excluding components of the stress tensor  using (6) and (4) equations (3) in the absence of external forces read:
where 
Remark. Matrices in (7) do not depend on time, so components of velocities satisfy exactly the same equation. So we will consider components of velocities as unknown functions rather than components of displacements because it is more convenient for practical problems. § 2. Generation of TBC Let us consider the homogeneous governing equations (7) 
TBC operator is obtained after the following steps: Stage 1: Consider set of auxiliary external initial boundary-value problems (IBVPs) outside the circle S with the boundary  (set wrt "m "): Thus, we obtain the Poincare-Steklov operator in space of Fourier coefficients: This procedure is made numerically. First, we represent matrix ˆ( ) s P by sum of three matrices in order to separate asymptotic at :
Then we calculate rational approximations to each entry in ˆ( ) s K such that all poles have negative real parts, i.e.
As it is known the rational representation admits analytical inversion of 
Stage 6: Formulate TBC operator in physical space. We introduce Q , the operator of Fourier decomposition for
Finally we obtain the following relationship between functions and derivatives on  :
This equation is our desired TBC.
Let us mention some numerical aspects.
Stages 1-6: we take discrete basis on the uniform azimuth grid
for the radial and azimuth components: 
Here the left vector is column of two sets with N  values; the right vector is column of 
Ps we find set of approximating parameters   1 This is dimension in terms of blocks: actually each entry of the matrices is a 4x4 block; so the exact dimension of the matrices is (4 2) 
. Solution of elliptic problems obtained after Laplace transform
In order to approximate differential operators Three-point central finite differences in radial direction are used to approximate governing equations on the grid (15), the parametric differentiation is made wrt ih
The correspondent system of linear equations is then solved by the "matrix progonka" method in radial direction. Evidently, the matrices in   direction are dense because of the pseudo-spectral differentiation. Therefore, the computational costs of this direct method are estimated by the value A common tool of the rational approximation is the Chebyshev-Padé algorithm. It can produce approximations of very high accuracy. However, it has significant drawback: the linear system arising in this algorithm is extremely ill-conditioned. Unfortunately, this is a fundamental issue caused by the unboundness of the inverse Laplace transformation in the considered class of functions. The consequence of the latter is the fact that even small perturbations of the functions being approximated can lead to the appearance of poles with Re 0   . Sometimes such poles may be avoided by changing the value of L , but it cannot be guaranteed. The coefficients 
c)
If the residual has decreased by a factor of at least 0, 9 , add this new pole to the old ones. d) Go to step a.
Inversion
The formula for inversion is 
