Abstract-Recent trends aim to incorporate advanced data analytics capabilities within DBMSs. Linear regression queries are fundamental to exploratory analytics and predictive modeling. However, computing their exact answers leaves a lot to be desired in terms of efficiency and scalability. We contribute a novel predictive analytics model and associated regression query processing algorithms, which are efficient, scalable and accurate. We focus on predicting the answers to two key query types that reveal dependencies between the values of different attributes: (i) mean-value queries and (ii) multivariate linear regression queries, both within specific data subspaces defined based on the values of other attributes. Our algorithms achieve many orders of magnitude improvement in query processing efficiency and nearperfect approximations of the underlying relationships among data attributes.
I. INTRODUCTION
Predictive Modeling and Analytics (PMA) concerns data exploration, model fitting, and prediction model learning. Predictive models like linear regression are typically desired for exploring data subspaces of a d-dim. data space of interest in R d . In in-DBMS analytics, such data subspaces are indentified using selection operators over the values of attributes of interest. Selection operators include radius (a.k.a. distance near neighbor (dNN)) queries, which are of high importance in many applications: location-based search, searching for statistical correlations of spatially close objects (within a radius), spatial analytics focusing on the construction of semivariograms in a specific geographical region, earth analytics monitoring regions of interest from sensors' acoustic signals, multimedia analytics for learning images' similarity, and environmental monitoring for chemical compounds correlation analysis given a geographical area. The analytics process then is as follows: Data analysts interact with in-DBMS analytics tools by issuing selection queries (i.e., dNN queries) to define data subspaces D ⊂ R d . Then, the local dependencies among the features in those subspaces are extracted and regression models are evaluated for their goodness of fit over those D, i.e., by identifying the model that is most likely to have generated those data in D. For concreteness, we focus on defining data subspaces of interest D(x 0 , θ) using a dNN query, notated by Q, as the convex subset of d-dim. data points (vectors) x = [x 1 , . . . , x d ] ∈ R d lying within a hypersphere (ball) with center x 0 and a scalar radius θ, i.e., D(x 0 , θ) contains all x ∈ R d : x − x 0 2 ≤ θ; x 2 is the Euclidean norm.
We focus on two important queries for in-DBMS analytics: mean-value and linear regression queries. For example, consider Figure 1 (left): Seismologists issue analytics query Q1 over a 3-dim space (u, x 1 , x 2 ) ∈ R 3 , which returns the mean y value of feature u (seismic signal; P-wave speed) of those (x 1 , x 2 ) ∈ D(x 0 , θ) ⊂ R 2 projections (referring to surface longitude and latitude) within a disc of center x 0 and radius θ. Query Q1 is central to PMA because the average y can be used as a linear sufficient statistic for subspace D and it is the best linear predictor of u based on (x 1 , x 2 ) ∈ D(x 0 , θ) [4] .
A linear regression query Q2 calculates the coefficients of a linear regression function within defined data subspaces. For example (see Figure 1 (left)), consider geophysicists issuing queries Q2 over a 3-dim space (u, x 1 , x 2 ) ∈ R 3 , which returns the seismic P-wave velocity u-intercept (b 0 ) and the coefficients b 1 and b 2 for x 1 (longitude) and x 2 (latitude), where x = [x 1 , x 2 ] points belong to a subspace D(x 0 , θ) ∈ R 2 . By estimating the linear coefficients, e.g., vector b = [b 0 , b 1 , b 2 ], we can then interpret the relationships among features x and u and assess the statistical significance of each feature of x within D(x 0 , θ). The output of Q2 (i) refers to the dependency of u with x, which in our example is approximated by a 2-dim. plane u ≈ b 0 + b 1 x 1 + b 2 x 2 , and (ii) quantifies how well the local linear model fits the data. Query Q2 is important in PMA because (i) supports model fitting through e.g., Piece-wise Linear Regression (PLR) [12] , and (ii) provides confidence whether linear models fit well or not the underlying data. (Please refer to Appendix IV in 1 for the SQL syntax of Q1 and Q2 queries.) To evaluate queries Q1 and Q2 the system (i) must access the data to establish the data subspace D(x 0 , θ), and then (ii) take the average value of u in that subspace for Q1 (e.g., the average seismic signal speed in San-Andreas, CA, region) and invoke a multivariate linear regression algorithm [4] for Q2. Q1 and Q2 type queries are provided by all modern PMA like Matlab 2 and many DBMS systems, e.g., XLeratorDB [5] of Microsoft SQL Server [7] and Oracle UTL NLA [6] . 
A. Motivation and the Problem
We focus on in-DBMS complex analytics with PMA using models and algorithms for query types Q1 and Q2. Specifically, the aim is to meet the following desiderata, providing answers to the following analytics questions: (D1) Are there linear dependencies among attributes in unexplored data subspaces, and which are such subspaces? (D2) If there are data subspaces, where linear approximations fit well with high confidence, can the system provide these linear regression models efficiently and more scalably? (D3) If in some subspaces linear approximations do not fit well w.r.t. analysts needs, can the system provide fitting models through piece-wise local linear approximations? However, our solution must also meet scalability, efficiency, and accuracy desiderata (D4) as well.
Concerning desiderata D2 and D3, the derivation of several local linear approximations (as opposed to a single linear approximation over the whole broad data subspace), can provide more accurate and significant further insights. The key issue to note here is that a 'global' (single) linear approximation interpolating among all items of the whole data subspace D leaves, in general, much to be desired: The analysts, presented with a single 'global' linear approximation, might have an inaccurate view, due to missing 'local' statistical dependencies within unknown local data subspaces that comprise D. This will surely lead to prediction errors and approximation inaccuracies, when using e.g., Q1 and Q2. For instance, consider the (u, x) 2-dim. space in Figure 1 (right) and the actual data function u = g(x) (in red). A Q2 query over the data subspace D(x 0 , θ) will calculate the intercept b 0 and slope b 1 of the linear approximation u ≈ b 0 +b 1 x (the green line l) over those x ∈ D(x 0 , θ). Evidently, such a line shows a very coarse and unrepresentative dependency between u and x, since u and x do not linearly depend on each other within the entire D(x 0 , θ).
The point is that we should obtain a finer grained (and more accurate) dependency between u and x. The principle of local linearity [22] states that linear approximations of the underlying data function in certain data subspaces fit the global non-linearity better in the entire data subspace of interest. In Figure 1 (right), we observe four local linear approximations l 1 , . . . , l 4 in a data subspace. Therefore, it would be great if, as a result of Q2, the analysts were provided with a list of the local lines S = {l 1 , . . . , l 4 }, a.k.a. piece-wise linear regression. These 'local' lines better approximate the linearity of u.
Concerning desideratum D1, the analysts do not know before issuing a query how the data function behaves within an ad hoc defined D(x 0 , θ). When Q2 is issued, it is not known (i) whether g behaves with the same linearity throughout the entire D(x 0 , θ) or not, and (ii) within which subspaces, if any, g changes its trend and u and x exhibit linear dependencies. Thus, the central goals for D1 are to (i) learn the boundaries of these local subspaces within D(x 0 , θ) and (ii) within each local subspace, derive the linear dependency between u and x. This would arm analysts with much more accurate knowledge on how g(x) behaves within D(x 0 , θ). Hence, decisions on further data exploration w.r.t. complex model selection and/or validation can be taken by the analysts.
Our motivations rest on learning and predicting how attributes are correlated differently in certain data subspaces, within a greater data subspace defined by many issued queries. Alas, state of the art methods leave a lot to be desired in terms of efficiency and scalability. Our key insight and contribution in this direction lies in the development of learning models which can deliver the above functionality for Q1 and Q2 in a way that is highly accurate and insensitive to the sizes of the underlying data spaces, and thus by definition scalable. The essence of the novel idea we put forward rests on (i) exploiting previously executed queries and their answers obtained from the DBMS/PMA system to train a model and then (ii) use that model to (ii.a) predict the output of any (unseen, new) query and (ii.b) predict the list S of linear regression coefficients corresponding to different linear models, that best explain (fit) the underlying data function over data subspaces. In the prediction phase (that is, after training) no access to the underlying data system is required (ensuring D4).
In Figure 2 we show the system context within which our contributions unfold. A DBMS serves analytics queries from a large user community. Over time, all users will have issued a large number of queries (Q = {Q 1 , Q 2 , ...,Q n }), and the system would have produced responses (e.g., y 1 , y 2 , . . . , y n for Q1 queries). Our key idea is to inject a novel statistical learning model and novel query processing algorithms in between users and the DBMS that monitors queries and responses and learns to associate a query with its response. After training, say after the first m < n queries T = {Q 1 , . . . , Q m } then, for any new/unseen query Q t with m < t ≤ n, i.e., Q t ∈ V = Q \ T = {Q m+1 , . . . , Q n }, our model predicts (i) its responsê y t and (ii) the list S of local linear regression coefficients without accessing the underlying DBMS. The efficiency and scalability benefits of our approach are evident. Computing the answers to Q1 and Q2 can be very time-consuming, especially for large data subspaces. So if this model and algorithms can deliver highly-accurate answers, query processing times will be dramatically reduced Scalability is also ensured for two reasons. Firstly, in the data dimension, as Q1 and Q2 executions (after training) do not involve data accesses, even dramatic increases in DB size do not immpact query execution. Secondly, in the query-throughput dimension, avoiding DBMS internal resource utilization (that would be required if all Q1 and Q2 queries were executed over the DBMS data) saves resources that can be devoted to support larger numbers of queries at any given point in time.
Overall, in this work, with one model, given a query over D(x 0 , θ), we contribute how to: (i) predict the average value y of u = g(x) with x ∈ D(x 0 , θ), (ii) deliver a list S of the local linear coefficients of as many linear models as required to best explain the underlying data function g within D(x 0 , θ), and (iii) predict data valueû ≈ g(x) for each x ∈ D(x 0 , θ).
Challenges: Several challenges exist: (C1) predict the average value of y for unseen Q1; (C2) identify the number and boundaries of the data subspaces with local linearities and deliver the local linear approximations for each subspace identified, i.e., predict the list S for unseen Q2. Clearly, C2 copes further with the following problems: the boundaries of these data subspaces are (i) unknown and (ii) cannot be determined even if we could scan all of the data (which in any case would be inefficient and less scalable. It is worth-noting that this cannot be achieved solely by accessing the data, as we need information on which are the users' ad-hoc defined subspaces of interest. It is possible to provide this information a priori for all possible data subspaces of interest to analysts, i.e., consider all possible centre points x 0 and all possible θ values. However, this is clearly impractical-this knowledge is obtained after the analysts have issued queries over the data, thus, reflecting their sub-spaces of interest and exploration.
B. Related Work
Outwith DBMS environments, packages, like Matlab and R 3 support fitting regression functions. However, their algorithms for doing so are inefficient and hardly scalable, if at all. Moreover, they badly lack support for relational, declarative, Q1 and Q2 queries. So, if data are already in a RDBMS, they would need to be moved back and forth between external analytics environments and the RDBMS, resulting in considerable inconveniences and performance overheads, (if at all possible for big datasets). At any rate, modern DBMSs should provide analysts with rich support for PMA.
An increasing number of major database vendors include in their products data mining and machine learning analytic tools. Moreover, PostgreSQL, MySQL, MADLib (over PostgreSQL) [16] and commercial tools like Oracle Data Miner [9] , IBM Intelligent Miner [8] and Microsoft SQL Server Data Mining [5] provide SQL-like interfaces for analysts to specify regression tasks. Academic efforts include MauveDB [11] , which integrates regression models into a RDBMS, while, similarly, FunctionDB [10] allows analysts to directly pose regression queries against a RDBMS. Also, BISMARCK [17] integrates and supports in-RDBMS analytics, while [19] integrates and supports least squares regression models over training datasets defined by arbitrary join queries on database tables. All such works that also support Q1 and Q2 queries can serve as the DBMS within Figure 2 . However, in the big data era exact Q1, Q2 computations leave much to be desired in efficiency and scalability, as the system must first execute the selection, establishing the data subspaces per query, and then access all tuples in Q1, Q2.
Our approach is the first that accurately supports both: (i) predicting the result of analytics Q1 queries and (ii) predicting the (multiple) local linear coefficients of multivariate linear regression Q2 queries. And, it does so while achieving high prediction accuracy and goodness of fit after training without executing Q1 and Q2, thus, without accessing data. This ensures a highly efficient and scalable solution, which is independent of the data sizes, as Section VI will show.
C. Contribution
The contribution of this work lies in efficient and scalable models and algorithms to obtain highly accurate results for mean-value & linear regression queries. This rests on learning the principal local linear approximations of g. Our approach is query-driven: Queries are exploited to partition the queried data space into subspaces. In each subspace, we incrementally approximate the data function based on a novel local approximation methodology. After training, we can (i) deliver information about the behavior of g over different subspaces; (ii) predict the output of unseen queries; (iii) predict multiple linear coefficients of subspaces. The detailed technical contributions are:
• Novel training algorithms for approximating data over multi-dim. spaces; • Novel joint optimization algorithm for processing linear regression and mean-value analytics queries; • Convergence analyses of the algorithms; • Prediction algorithms for PMA queries;
• Comparative performance assessment.
II. FORMAL PROBLEM ANALYSIS
d denote a multivariate random input row vector, and u ∈ R a univariate random output variable, with (unknown) joint probability distribution P (u, x). We notate g : R d → R with x → u the unknown underlying data function from input x to output u = g(x). 
Consider now a scalar θ > 0, hereinafter referred to as radius, and a dataset B consisting of n pairs (x i , u i ).
Definition 3: Given x ∈ R d and θ, a data subspace D(x, θ) is the convex subspace of R d , which includes vectors x i :
Definition 4: Query Q1. Given a vector x ∈ R d and θ, the (average distance near neighbors) Q1 query over a dataset B returns the average of the outputs u i = g(x i ), whose corresponding input vectors
where n θ (x) is the cardinality of the set |{x i :
We represent a query as the
space Q is referred to as query vectorial space. We adopt the compact notation i ∈ [n] as for i = 1, . . . , n.
Definition 5:
The L 2 2 distance or similarity measure between queries q, q ∈ Q is q − q
Definition 6: The queries q, q , which define the subspaces D(x, θ) and D(x , θ ), respectively, overlap if for the boolean indicator A(q, q ) ∈ {TRUE, FALSE} holds true that:
for unseen query q. C2: identify the local linear approximations of the unknown data function u = g(x) over the data subspaces
A. Problem Formulation
Consider C1 and let us adopt the squared prediction error function (y −f (x, θ)) 2 for penalizing errors in prediction. This leads to a criterion for choosing a function f , which minimizes the Expected Prediction Error (EPE):
Before finding the family of this function that minimizes the EPE in (2), we rest on the law of iterated expectations for the dependent variable y from x and θ, i.e.,
where y breaks into two pieces, as follows:
where is mean-independent of x and θ, i.e., E[ |x, θ] = 0 and therefore is uncorrelated with any function of x and θ.
For proof of Theorem 1, please refer to [4] . According to Theorem 1, y can be decomposed into (i) a conditional expectation function E[y|x, θ], hereinafter referred to as regression function, which is explained by x and θ, and (ii) a left over (noisy component) which is orthogonal to (i.e., uncorrelated with) any function of x and θ. In our context, the regression function is a good candidate for minimizing the EPE in (2) envisaged as a local representative value for y over the subspace D(x, θ). Therefore, the conditional expectation function is the best predictor of y given D(x, θ):
2 ], i.e., it is the minimum mean squared error predictor of y given x, θ.
For proof of Theorem 2, please refer to [4] . We rely on Theorems 1 & 2 to build our methodology.
Outcome from C1: The solution to (2) is f (x, θ) = E[y|x, θ], i.e., the conditional expectation of y over D(x, θ). However, the number of pairs n θ (x) is finite, thus, such conditional expectation is approximated by averaging all u i 's conditioning at x i ∈ D(x, θ). We propose a novel model to approximate E[y|x, θ] and predict y given query q = [x, θ].
Outcome from C2: The result y of a query q refers to the best regression estimator over D(x, θ). Each query provides information to locally learn the dependency between u and x. In this context, similar queries w.r.t. L 2 provide insight for g over overlapped subspaces. The model from C1's outcome is exploited to estimate the linear regression coefficients (intercept and slope) between u and x by interpolating among multiple local approximations in D(x, θ).
Assume a continuous stream {(q 1 , y 1 ), . . . , (q t , y t )} of pairs (query, answer) through the interactions between the users and the system, with q t = [x t , θ t ] and answer y t .
Problem 1:
Approximate the conditional expectation function f (x, θ) and predict the outcomeŷ of an unseen query.
Problem 2:
Based on f (x, θ), approximate the data function g(x) by interpolating local linear regression functions over multiple data subspaces.
Remark 1: Due to space limitations, the authors have moved the proofs of the theorems of this paper to appendix:
https://www.dropbox.com/s/tliblnj9har3znu/af.pdf?dl=0.
B. Preliminaries
Stochastic Gradient Descent (SGD) [14] is an optimization method for minimizing an objective function E(α), where α is a parameter and α * minimizes E. SGD leads to fast convergence to α * by adjusting the estimated α so far in the direction (negative gradient −∇E) that improves the minimization of E. SGD gradually changes α upon reception of a new training sample. SGD computes the gradient of E using only a single training pair at step t. The update of α t at step t is given by:
The learning rate {η t } ∈ (0, 1) is a step-size schedule, which defines a slowly decreasing sequence of scalars that satisfy:
Usually, we adopt a hyperbolic schedule: η t = 1 t+1 [14] . Adaptive Vector Quantization (AVQ) refers to a clustering algorithm [15] .
A prototype w k represents a subspace of R d and behaves as a quantization vector. An AVQ algorithm learns as w k changes in response to random vector x ∈ R d . Competition selects which w i the training x modifies. The j-th prototype 'wins' if w j is the closest (under L p ) of the K prototypes to x. During partition, points x are projected onto their winning prototypes and prototypes adaptively move around the space to form optimal partitions (subspaces of R d ) that minimize the Expected Quantization Error (EQE):
, with winner prototype w j such that
III. SOLUTION FUNDAMENTALS
We first proceed with a solution for Q1 queries (Problem 1) to approximate function f . Then, we utilize such solution to address Q2 queries (Problem 2) to approximate the data function g. Concerning Problem 1 and Theorem 2, we approximate f (x, θ) = E[y|x, θ] that minimizes (2) . However, y in (1) involves the average of the images g(
for an arbitrary θ and L p norm. Moreover, the non-linearity of g over certain subspaces is further propagated to f by definition of y in (1). Thus, we must identify those data subspaces where g behaves almost linearly, which should be reflected in the f approximation. This will provide key insight on approximating both f and g through a finite set of local linear functions, known as Local Linear Mappings (LLMs).
In Problem 1, we approximate f (x, θ) with a set of LLMs, each of which is constrained to a local region of the query space Q, defined by similar queries w.r.t. L 2 . Similar queries are those queries with similar centers x and similar radii θ. Our general idea for those LLMs is the quantization of the query space Q into a finite number of query subspaces Q k such that the function f can be linearly approximated by an LLM f k , k = 1 . . . , K. Those query subspaces may be rather large in areas of Q where f indeed behaves approximately linear and must be smaller where this is not the case. The total number K of such query subspaces depends on the desired approximation (goodness of fit) and prediction accuracy and may be limited by the available issued queries since over-fitting might occur. Fundamentally, we incrementally quantize the query space Q over a series of issued queries through quantization vectors (prototypes) in Q and associate each Q k with a LLM f k in the output space, where f behaves approximately linear.
In Problem 2, principally each query subspace Q k associates with a data subspace D k , i.e., for a query
This implies that the input vector x (of query q) is constrained to be drawn only from the k-th data subspace D k . Based on that association, we utilize the LLM f k to estimate the local intercept and slope of the data function g over the k-th data subspace D k .
A. Local Linear Mapping for Queries
Our solutions to Problems 1 and 2 are based on LLMs.
, approximates the dependency between y and q over Q k defined by similar queries under L 2 . The multivariate first-order Taylor expansion of the scalar-
where ∇f (q 0 ) is the gradient of f at q 0 , i.e., the
Specifically, the coefficients of LLM f k are:
• The local intercept, with components: (i) local expectation of y, i.e.,
Hereinafter, w k is referred to as the prototype of the query subspace Q k .
• The local slope
Based on these constructs, f k can be rewritten as:
Each f k estimates its parameter α k = (y k , b k , w k ) in light of minimizing the EPE:
subject to
B. Linear Predictive Modeling
We propose a joint optimization problem of incrementally identifying within-subspaces linearities and then estimating therein the LLM coefficients. Firstly, we should identify the subspaces Q k , i.e., determine their prototypes w k , their number K, and their coefficients y k and b k , in which f can be well approximated by LLMs. We identify the prototypes w k (associated with Figure 3 (left) shows 1,000 issued queries
2 . Each query is represented by a disc with center x t and radius θ t . Figure 3 (right) shows the five query prototypes
projected onto the 2D input space. Note, centers x k of the prototypes w k correspond to Voronoi sites under L 2 onto the data space. In parallel, within each Q k , we incrementally earn the coefficients (y k , b k ) of each f k . These coefficients are learned only from similar query-answer pairs whose queries belong to Q k . We propose a hybrid model by (Task 1) partitioning Q into K (unknown) subspaces Q k (unsupervised leaning of w k ) and, (Task 2) supervised learning of the coefficients y k and b k . Each query subspace Q k associates f k of the output space with w k of the input space, as shown in Figure 4 (see Example 2) . Both joint optimization Tasks 1 and 2 incrementally minimize two objective functions: the EQE J and EPE H upon receiving a new query-answer pair (q, y):
Objective function (7) corresponds to partitioning the query space into K partitions, each with a prototype. Objective function (8) corresponds to an EPE conditioned on the j-th prototype w j , which is the closest to q.
The quantization of Q operates as a mechanism to project an unseen query q to the closest query subspace Q k w.r.t. L 2 distance from prototype w k , wherein we learn the dependency between y with x and θ. Hence, concerning Problem 1, the predictionŷ of an unseen query q is provided by (neighboring) LLMs f k , as will be elaborated later. Concerning Problem
Prediction through association Query prototype
Association of a query prototype w j with the LLM f j in the 3D data space (u,
2, we first derive the linear dependency (intercept and slope) between u and x over subspace D given an LLM. Then, we approximate g by interpolating LLMs. Based on Theorems 1 & 2 we have that u = g(x) = E[u|x] + . In that context, we can approximate g(x) over D k directly from its LLM f k .
Theorem 3:
The data function g(x) in D k is approximated by the linear regression function:
Proof: For proof, see Appendix I.
Example 2: Figure 4 depicts the association from the query space to the 3D data space. A query prototype w j , a disc on the input space (x 1 , x 2 ), is now associated with LLM f j (x, θ) and its corresponding regression plane u j = f j (x, θ j ) on data space (u, x 1 , x 2 ), which approximates the actual data function u = g(x 1 , x 2 ) = x 1 (x 2 + 1). Note, in each local plane, we learn the local intercept y j and slope b j where x j is the representative of data subspace D j (see Theorems 7, 8, 9) .
It is worth noting that the data function g based on Theorem 3 is approximated only by executed queries. In the following, we propose a query processing algorithm through which all LLM parameters α k minimize both (7) and (8) . Then, we propose an algorithm to predict the output y of an unseen query based on LLMs. Finally, we propose an algorithm that utilizes LLMs to approximate the function g over a data subspace.
IV. QUERY-BASED MODEL TRAINING
Let us focus on EQE J in (7) and liaise with Example 1 (Figure 3 ). We seek the best possible approximation (in L 2 ) of a random query q out of the set {w k } K k=1 of (finite) K query prototypes. We consider the closest neighbor projection of q to a prototype w j , which represents the j-th subspace Q j ⊂ {q ∈ Q : q − w j 2 = min k q − w k 2 }. Based on AVQ, we incrementally minimize J with the presence of a random query q and update the winning prototype w j . However, the number of query subspaces (and, thus, prototypes) K > 0 is completely unknown and not necessarily constant. The key problem is to decide on an appropriate K value. In the literature a variety of AVQ methods exists however not suitable for incremental implementation, because K must be supplied in advance.
We propose a conditionally growing AVQ algorithm under L 2 in which the prototypes are (i) sequentially updated with the incoming queries and (ii) their number is adaptively growing, i.e., K increases if a criterion holds true. Given that K is not available a-priori, our quantization algorithm minimizes J with respect to a threshold value ρ. This threshold determines the current number of prototypes K. Initially, the query space has a unique (random) prototype, i.e., K = 1. Upon the presence of a query q, our algorithm (i) finds the winning w j and (ii) updates w j only if the condition q−w j 2 ≤ ρ holds true. Otherwise, q is currently considered as a new prototype, thus, increasing K by one. Through this conditional quantization, our algorithm leaves the random queries to self-determine the resolution of quantization. Evidently, a high ρ value would result in coarse query space quantization (low resolution) while low ρ values yield a fine-grained quantization. Parameter ρ is associated with the stability-plasticity dilemma a.k.a. vigilance in Adaptive Resonance Theory [13] . In our case, the vigilance ρ represents a threshold of similarity between queries and prototypes, thus, guiding our algorithm in determining whether a new prototype should be formed.
To give a physical meaning to ρ, we express it through a set of percentages a i ∈ (0, 1) and a θ ∈ θ of the value ranges of each dimension x i of x ∈ R d and θ, respectively. Then, ρ = [a 1 , . . . , a d ] 2 + a θ and if we let a i = a θ = a, ∀i, then ρ = a(d 1/2 + 1). A high a value over high dimensional data results in a low number of prototypes and vice versa. Figure 3 & 4) . H is conditioned on the winning queryprototype index j = arg min k q − w k 2 . We incrementally learn the LLM coefficients y j and b j of f j , which associate with the winning prototype w j ∈ Q j for a random q. We incrementally minimize both J and H given a series of issued (q t , y t ) to estimate the unknown parameters set α = ∪ α * if updated as: If q − w j 2 ≤ ρ then
Let us focus on EPE H in (8) and liaise with Examples 1 & 2 (
If q − w j 2 > ρ then Δw j = 0, Δb j = 0, Δy j = 0 For any prototype w k , which is not winner (k = j):
where the learning rate η ∈ (0, 1) is defined in Section II-B.
The training Algorithm 1 processes a (random) pair of query-answer one at a time from a training set T ; see Figure  2 . In the initialization phase, there is only one prototype w 1 , i.e., K = 1, which corresponds to the first query, while the associated LLM coefficients b 1 and y 1 are initialized to 0 and 0, respectively. For the t-th random pair (q t , y t ) and onwards with t ≥ 2, the algorithm: (i) updates the closest prototype to q t (out of the so far K prototypes) if their L 2 distance is less than ρ, otherwise (ii) a new prototype is added (increasing K by one) and new LLM coefficients are initialized. The algorithm stops updating the prototypes and LLM coefficients at the first step t where max(Γ if w j − q 2 ≤ ρ then Update y j , b j ,w j using Theorem 4.
Through the incremental training of parameters set
, each LLM f k has estimated its triplets of parameters. At prediction phase, no change is done in the parameter set α. The approximation error bound for f k around the prototype w k depends on the dimension d and curvature (second derivative) of f k in Q k as provided in Theorem 5. The approximation depends on the resolution of quantization K; the more prototypes K (see Theorem 6), the better the approximation of f by LLMs.
Theorem 5: For a random query q with closest prototype w k , the conditional expected approximation error bound for
Theorem 6: For a random query q, the expected approx-
, where C k is defined in Theorem 5. Proof: For proof, see Appendix I.
V. QUERY PROCESSING ALGORITHMS
Our query processing entails the use of the previously trained LLMs from training (query-response) pairs in T to predict answers to unseen Q1 and Q2 from set V; see Figure  2 . We adopt the principle of nearest neighbors regression for prediction; the notion of neighborhood here is materialized by the overlapping of an unseen query with the prototypes in the quantized space Q (see Example 3, Figure 4 ). By Definition 6, q = [x, θ] and q = [x , θ ] overlap if A(q, q ) = TRUE. To quantify a degree of overlapping between those hyper-spheres, we require that the two balls are partially intersected. Let us define the ratio between the L 2 distance of the centers of data subspaces D(x, θ) and D(x , θ ) over the distance of their radii, i.e., . This ratio takes values in [0, 1] in the case of overlapping, with a value of unity when both spheres just meet each other. In the concentric case, the degree of overlapping should also take into consideration the remaining area from this perfect inclusion. We define the degree of overlapping for two queries as the normalized ratio δ(q, q ) ∈ [0, 1]:
The subspaces D(x, θ) and D(x k , θ k ) defined by query q and prototype w k = [x k , θ k ], respectively, correspond to the highest overlap when δ(q, w k ) = 1. We define the overlapping prototypes set W(q) of subspaces Q k corresponding to data subspaces D k given a query q = [x, θ]:
The average value (Q1) and linear regression query (Q2) are based on the neighborhood W(q) for unseen query q.
Example 3: Figure 4 shows the average value and regression query prediction: An unseen q = [x, θ] is projected onto input space x = (x 1 , x 2 ) to derive the neighborhood W(q) = {w i , w k , w l }. Then, we access the LLMs f i , f k , f l to predictŷ for Q1 (Algorithm 2) and retrieve the regression planes coefficients S of f i , f k , f l for Q2 (Algorithm 3).
A. Query Q1: Average Value Prediction
Our algorithm predicts the average value y given an unseen query q = [x, θ] over a data subspace D(x, θ). The function f between q and y over Q is approximated by K local hyperplanes over each Q k ; see Figure 5 (right). Given a query q, we derive the overlapping prototypes set W(q). For those prototypes w k ∈ W(q), we access the local coefficients (y k , b k , w k ) of LLM f k . Then, we pass q = [x, θ] as input to each f k to predict the average valueŷ through a weighted average based on the normalized degrees of overlappingδ(q, w k ), which isδ(q, (q,wκ) . The predictionŷ derives from the weighted W(q)-nearest neighbors regression:
In the case where W(q) ≡ ∅, we extrapolate the similarity of the query q with the closest prototype to associate the answer with the estimationŷ derived only from the f j (q, θ) with w j being closest to q. Through this projection, i.e., j = arg min k∈ [K] q − w k 2 , we get the local slope and intercept of the local mapping of q onto y.
The prediction of the query answer depends entirely on the query similarity and W neighborhood. The average value prediction algorithm is shown in Algorithm 2. Figure 5 (right) shows how accurately the K = 7 LLMs (as green covering surfaces/planes over f ) approximate the linear parts of f (x, θ) over 2D query space Q defined by (x, θ).
Calculate overlapping set W(q) using (10);
Calculateδ(q, w k ), w k ∈ W(q) using (9); Predictŷ using (11) and (12); end end Algorithm 2: Q1 Query Processing.
B. Query Q2: Linear Regression Query
The algorithm returns a list of local linear regressions of the underlying function g over data subspace D(x, θ), given an unseen query q = [x, θ] (see Example 3). An unseen D might either (Case 1) partially overlap with several identified convex data subspaces D k (corresponding to query subspaces Q k ) or (Case 2) be contained or contain a D k , or (Case 3) be outside of any D k . In Cases 1 and 2, the algorithm returns the derived local linear regressions of g interpolating over the overlapping data subspaces, using the corresponding LLMs, as proved in Theorem 3. In Case 3, the best possible linear approximation is returned through extrapolation of the data subspace D k whose prototype w k is closest to the query q. For Cases 1 and 2 we exploit the W(q) of q = [x, θ]. For Case 3, we select the closest w j to q since, in this case, W(q) ≡ ∅.
The approximation of g(x) over D(x, θ) involves both the radius θ and the center x using their similarity with θ k and the point x k , respectively from W(q). For the Cases 1 and 2, the set of the local linear approximations of g(x) is provided directly from those LLMs f k , whose w k ∈ W(q). That is, for x ∈ D k (x k , θ k ), we obtain: We also illustrate the K linear models derived by Piece-wise Linear Regression (PLR). Note: Unlike our model, PLR, needs access to the data and is thus very expensive; specifically, it involves a forward/backward iterative approach to produce the multiple linear models [21] . Our model, instead, incrementally derives the LLMs, based on the optimization problems in (7) and (8).
Note that the predicted LLMs are highly accurate.
Input: unseen query q = [x, θ]
Result: set of local linear (intercepts, slopes) S begin S ← {}; Calculate overlapping set W(q) using (10); Convergence & Complexity: Given a Q1 and a Q2, we require O(dK) to calculate the W set and deliver the LLMs, respectively, i.e., independent on the data size. We require O(dK) space to store the prototypes and LLM coefficients; Appendix II reports on convergence theorems 7, 8, and 9.
VI. PERFORMANCE EVALUATION
Performance Metrics: Being a PMA model, we should assess the predictability and goodness-of-fit of our model. Predictability refers to the capability of a model to predict an output given an unseen input, i.e., not provided during the model's training phase. Measures of prediction focus on the differences between values predicted and values actually observed. Goodness-of-fit describes how well a model fits a set of observations, which were provided in the model's training phase. Measures of goodness of fit summarize the discrepancy between actual/observed values during training and the values approximated under the model in question. We compare our model against its ground truth counterparts: the multivariate linear regression model (over data subspaces), hereafter referred to as REG and the Piecewise Linear Model (PLR), both of which have full access to the data. We demonstrate how effectively LLM approximates the ground truth models. Specifically, we compare against (i) REG using RDBMS PostgreSQL and the Matlab and (ii) PLR using the ARESLab (Matlab) toolbox 4 for building PLR models based on the multivariate adaptive regression splines method in [21] . We show that our model is scalable and efficient and as (or even more than) accurate than REG, w.r.t. predictability and goodness-of-fit, and close to the accuracy obtained by PLR. However, our model is dramatically more scalable and efficient as, unlike REG and PLR, it does not need access to data, yielding up to 6 orders of magnitude faster query execution.
Predictability: Mean Value Accuracy (A1) refers to the prediction of the average valueŷ given unseen Q1 queries. Based on EPE (2), A1 is the Root Mean-Square Error (RMSE) e = (
, where y andŷ is the actual and the predicted average value of u from Algorithm 2 given M unseen Q1 queries. Data Value Accuracy (A2) refers to the prediction of the data outputû given an unseen input x. Here, LLM is exploited to predict u by approximating g(x) as in (13) by aggregation of neighboring LLMs f k (x, θ k ). Let u andû be the actual and the predicted value of g(x) given M unseen points x. Based on (11) and (13) we predictû as:
f k (x, θ k ) provides the intercept y k and slope b X,k over the input space by setting
Goodness-of-fit: Given an unseen Q2 with D(x, θ), we evaluate how well our method approximates the data function g comparing with REG and PLR, over the same D. For goodness of fit we adopt Fraction of Variance Unexplained (FVU) s and Coefficient of Determination (CoD) R 2 . FVU indicates the fraction of variance of the dependent variable u, which cannot be explained, i.e., which is not correctly predicted by the explanatory attributes x. Given a subspace D(x, θ), consider the data (x i , u i ) : x i ∈ D, and approximationsû i for each x i . The Sum of Squared Residuals (SSR) and the Total Sum of Squares (TSS) over D(x, θ) are:
2 , respectively, whereū is the average valueū =
. The FVU and CoD are defined as: s = SSR T SS and R 2 = 1 − s, respectively. FVU indicates how closely the approximation of g over D matches the actual g. If FVU is greater than 1, the explanatory variables x do not convey any information about u in the sense that the predictionsû do not covary with the actual u. In this case, 
A. Experimental Setup
Our goal is to evaluate both accuracy (predictability and goodness-of-fit) and efficiency/scalability. For accuracy, using A1, A2, FVU, and CoD metrics, we intentionally sought multivariate real data functions g to exhibit extreme nonlinearity in many data subspaces. For this reason, to assess A1 for Q1 queries, A2 for data output predictions, and FVU/CoD for Q2 queries, we opted use the real dataset [18] with 6-dim. feature vectors and added extra vectors with Gaussian noise, thus, in total such dataset R1 contains 15 · 10 6 vectors. With R1 we wished to delve into accuracy issues and this dataset was chosen because its data exhibits non-linear relationships among features. All d-dim. real-valued vectors are scaled in [0,1] (d ∈ {2, 3, 5}) with significant non-linear dependencies among the features, evidenced by a high FVU = 4.68. This indicates that a linear approximation of the entire data space is definitely to no avail, presenting a challenging test dataset for our approach. On the other hand, to evaluate scalability/efficiency along with accuracy, we now use a big synthetic dataset deriving from a benchmark function to ensure also significant non-linearity. The R2 synthetic dataset (u, x) contains 10 10 d-dim. real data generated by the Rosenbrock function [20] u = g(x) . This is the popular benchmark function for testing non-linear, gradient-based optimization algorithms. It has a global minimum inside a long, narrow, parabolic shaped flat valley, where convergence to the global minimum, however, is extremely non-trivial [20] . We obtain the Rosenbrock u = g(
, attribute domain |x i | ≤ 10 and global minimum is 0 at x i = 1, ∀d. Obviously, there is no linear dependency among features in the data space evidenced by a FVU = 12.45. In addition, we generate 10 10 vectors adding noise ∼ N (0, 1) to each feature. R1 and R2 are stored in a PostgreSQL server with 2x Intel Xeon E5645, RAM 96 GB, HD: Seagate Constellation 1TB, 32MB cache. We use both R1 and R2 to assess (i) the Q1 prediction accuracy of y (A1 metric), corresponding to the average of the 6-th features in R1 and to the average u of the Rosenbrock in R2; (ii) the linear approximation(s) of g in R1 and R2 with d ∈ {2, 3, 5} over Q2 (metrics: FVU, CoD); (iii) data value prediction accuracy (metric A2); (iv) the scalability and efficiency of our method compared against PostgreSQL with a B-tree index on input x (d ∈ {2, 5} over Q1, d = 2 over Q2) and Matlab (d = 5) over Q2 using the regress function on the server. IV) ; a value a = 1 corresponds to just one prototype, i.e., K = 1 (coarse quantization), while a < 1 (fine grained quantization) corresponds to a variable number of prototypes K > 1 depending on the underlying (unknown) data distribution. The default value for a = 0.25, convergence threshold γ = 0.01 (Algorithm 1), and learning rate schedule: η t = (1 + t) −1 [14] . To fairly compare against PLR, we set its maximum numbers of the automatically discovered linear models (in the forward building phase) to K and the generalized crossvalidation penalty per PLR knot to 3 as suggested in [21] . Figure 6 examines the termination criterion (of training Algorithm 1) Γ = max(Γ J , Γ H ) vs. number of training pairs in T for d ∈ {2, 5} over R1 and R2; a = 0.25. Training terminates at the first instance when Γ ≤ γ, which is obtained for |T | ≈ 5300 training pairs. The total average training time, which includes (i) Q1 execution time and (ii) model updates time is (0.41, 2.38) hours for R1 and R2, respectively. This should not be perceived as overhead of our approach, as 99.62% of the training time is devoted to executing the queries over the RDBMS/statistical system, which we cannot avoid that anyway even in the typical case as shown in Figure  2 . Any traditional approach would thus also pay 99.62% of this cost. This only affects how early our approach switches to using the trained model vs executing the queries against the system. Our experiments show that excellent quality results can be produced using a reasonable number of past queries for training. Obviously, this can be tuned by setting different convergence threshold γ values. We set γ = 0.01, where Γ is (stochastically) trapped around 0.0046, with deviation 0.0023 in R1; in R2, Γ is strictly less than γ for |T | > 5300. 
B. Model Training

C. Query Evaluation
Q1 Evaluation: Figure 7 shows the RMSE of y (A1 metric) against the resolution a over R1 and R2 for Q1 queries from V. For different a values, our model identifies subspaces where f (x, θ) behaves almost linearly, thus, LLMs approximate such regions with high accuracy. Figure 10 (right) shows the number of prototypes required, e.g., K = 450 for a = 0.25: Only 450 prototypes are required to accurately predict y for d = 5. As a → 1, then we quantize f into fewer linear approximations, thus, yielding higher RMSE. Figure 8 shows the robustness of the our model w.r.t. predictability with various testing file sizes |V| for both R1 and R2. Once LLM has converged, it provides a low and constant prediction error for different data dimensions. To assess efficiency and scalability for Q1, Figure  12 (left) shows in log scale the average Q1 execution time over R2 for LLM (a = 0.25) corresponding to K = 92 and K = 450 prototypes for d ∈ 2, 5. Our method requires just 0.18 ms per query over massive data spaces, offering up to five orders of magnitude speedup (0.18ms vs up to 10 5 ms/query). Q2 Evaluation: As shown in Figure 9 (left), FVU < 1 for our model while for REG, FVU > 1. As a → 1, our model approaches the FVU of REG since, we force it to generate fewer LLMs; one LLM when a = 1. As expected, PLR achieves the lowest FVU, capturing the non-linearity with multiple linear basis functions. For a < 1, we achieve low FVU and capture the non-linearity of g by autonomously deriving multiple LLMs, which is very close to PLR for a < 0.1. This cannot be achieved by REG, since it cannot be expressed by a 'global' line within D(x, θ). PLR shows superior FVU performance, but while being dramatically inefficient compared to our model, as shown in Figure 12 (right).
In Figure 9 (right) g in R1 does not behave linearly in all the random data subspaces, since FVU for REG is relatively close to/over 1 for d = 2 and d = 5. This information is unknown a priori to analysts, hence results using REG would be fraught with approximation errors. It is worth noting that, the average number of LLMs that are returned to the analysts for all queries in V is |S| = 4.62 per query with variance 3.88. This denotes the non-linearity behavior of g and the fine grained and accurate explanation of g within a D(x, θ). Here, PLR achieves the lowest FVU, as expected, but note that this is also achieved by LLMs with a < 0.1. close to 1 depicts that a linear approximation is a good fit for the unknown g. A value of 0, and especially, a negative value of R 2 indicates a bad fit signaling inaccuracy. With K > 60 prototypes, our model achieves high and positive R 2 , thus, better explains random D(x, θ) compared with the provided explanation of REG over exactly the same data subspaces. REG has low R 2 values (including negative ones), thus is inappropriate for predictions. As a → 1, our model increases its R 2 , thus, providing more accurate, linear models. Again PLR achieves the highest CoD (at the cost of high insufficiency; see Figure 12 (right)). Regardless, note that our model can catch PLR's CoD value by increasing K. , and PLR against dataset size. Our model is highly scalable (note the flat curves) and highly efficient, achieving 0.56 ms/query (even for massive datasets)-up to six orders of magnitude better than REG and PLR. The full picture is then that our model provides ultimate scalability (being independent of the size of the dataset) and many orders of magnitude higher efficiency, while it ensures great goodness of fit (CoD,FVU), similar to that of PLR.
PLR with data sampling techniques could also be considered as an effective efficiency-accuracy trade-off. Figure  12 , however, shows the efficiency limitations of such an approach. PLR (even over a very small random sample of size 10 6 = 0.01% of the 10 10 dataset) is shown to be > 3 orders of magnitude less efficient than our model. Also, recall that PLR here is implemented over Matlab (with all data in memory), hiding the performance costs of a full in-DBMS implementation for (i) the selection operator (computing the data subspace); (ii) the sampling of the data space; and (iii) the PLR algorithm (whose performance is shown in the figure). All of this is in stark contrast to the O(1) cost of our model. Finally, note that, to our knowledge, PLR is not currently implemented within DBMSs, regardless of its cost.
Data Value Prediction:
We compare LLM vs REG and PLR for providing accurate predictions w.r.t. A2. We use LLM for u predictions over unseen D(x, θ) using (13) and (11) . Figure 11 shows the RMSE v for LLM, REG, and PLR over R1 and R2 vs. testing set size |V|. LLM can successfully predict u by being robust in terms of |V| and assume comparable or, even, lower prediction error than REG. This denotes that our model, by fusing different LLMs, which better capture the characteristics of the data function, provides better uprediction than a 'global' REG over subspace D. PLR achieves the lowest RMSE by accessing the data and captures the nonlinearity through its linear models. However, this is achieved with relatively high complexity, higher than REG. Note, the prediction times for LLM, REG, and PLR in this experiment are the same presented in Figure 12 : LLM executes Algorithm 2 by replacing θ = θ k in (12) , ∀w k ∈ W(q), REG creates the linear approximation over D, and PLR adaptively finds the best linear models for data fitting in each prediction. our method requires to reach the termination threshold γ = 0.01. We also examine the impact of θ on RMSE and CoD. Hence, three issues (|T |, RMSE, and CoD) are influenced by θ. We experiment with μ θ ∈ {0.01, . . . , 0.99} over R1 (similar results are obtained in R2). Consider queries with high θ drawn from Gaussian N (μ θ , σ 2 θ ) with high μ θ . Then, θ nealry covers the entire input data range and answer y is close to the average value of u for all queries, i.e., n θ contains all x input points. In this case, all prototypes w k correspond to constant lines f k (x, θ) ≈ y k = y, where y = E[u] unconditioned to x and θ. Hence, the training and convergence of all LLMs is easy since there is no any specificity to be extracted from each f k . Our method converges with a low number of training pairs |T | as shown in Figure 13 (right). On the other hand, a small θ refers to learning 'meticulously' all the specificities for all LLMs. In this case, our method requires a relatively high number of training pairs |T | to converge; see Figure 13 (right). In terms of accuracy, the higher the θ is, the lower the RMSE e becomes. With high θ, all LLMs refer to constant functions with the extreme case where f k ≈ E[u], ∀k as discussed above, thus, e = 1 M (y i −ŷ i ) 2 → 0 with y i ≈ E[u] due to the fact that n θ contains all input data and, thus,ŷ i ≈ E[u] (see Figure 13 (left) with |T | = 5359 training pairs required for convergence w.r.t. γ = 0.01). However, this comes at the expense of a low CoD R 2 since the data function g is approximated 'solely' by a constant g(x) ≈ E[u] (see Figure 13 (right) ). When θ is small, we attempt to estimate f over (x, θ) and, thus, approximate function g(x). This, however, requires many training pairs |T |; see Figure 13 (right). Overall, there is a trade-off in the number of training pairs |T | with approximation & accuracy capability. To obtain quality approximation, CoD should be strictly greater than zero. This is achieved by setting μ θ < (0.4, 0.5) for d ∈ (5, 2). Then, we can compensate RMSE and training time (number of training pairs |T |) as shown in Figure 13 . In addition, there is a trade-off between training effort and predictability. As shown in Figure 13 and explained above, low μ θ results to high RMSE and training effort (|T | size). By combining those trade-offs, for a reasonable training effort, to achieve low RMSE and high goodness of fit (a high positive CoD), we set μ θ = 0.1, which corresponds to ∼ 20% of the data range for σ 2 θ = 0.01. Finally, Figure 14 shows the impact (trajectory) of μ θ on the training set size |T |, prediction accuracy w.r.t RMSE e, and goodness of fit w.r.t CoD R 2 for d ∈ (2, 5) for R1; we obtain similar results for R2. 
VII. CONCLUSIONS
We focused on average-value and linear-regression queries, which are central to in-DBMS analytics. We have begun a novel investigation route, whereby results from previously executed queries are exploited to train novel models which predict future query results. Our approach yields highly accurate answers and data function approximation via multiple local linear regression models while being efficient and scalable. We contribute the training models and query processing algorithms. The performance evaluation revealed very promising results: Our model is shown to be (i) highly accurate, (ii) extremely efficient in computing query results (with submillisecond latencies even for massive datasets, yielding up to 6 orders of magnitude improvements compared to computing exact answers, and (iii) scalable, as predictions during query processing do not require access to the DBMS engine, thus being insensitive to dataset sizes. Our future agenda includes non-linear approximations, prediction of high-order moments, and adaptations to data space updates.
