With the increasing availability of data, geoscience provides many methods to model the spatial extent of various phenomena. Acquiring representative, high quality data is the most important criterion to assess the value of any spatial analysis, however, there are many situations in which these criteria cannot be fulfilled. Archived data, collected in the past, for which analysis cannot be repeated or supplemented is a very common information source. Archaeological data collected at a regional extent during years of field work and superficial observations are an additional example. Such data rarely provide representative samples and are usually imbalanced; only very few examples contain useful data, while many examples remain without any archaeological traces. In spite of these limitations archaeological information presented in the form of maps can be a useful and helpful tool to analyse the spatial patterns of some phenomena and, from a more practical point of view, a tool to predict the location of undiscovered occurrences. The primary goal of this paper is to present a methodology for modelling spatial patterns based on imbalanced categorical data which do not fulfil the criteria of spatial representation and incorporates uncertainty in its decision process. This concept will be discussed using a collection of Stone Age sites and set of environmental variables from the postglacial lowlands in Western Poland. We will propose a machine-learning system which adopts CART through bootstrap simulation to incorporate uncertainty into the spatial model and utilise that uncertainty in the decision-making process. Finally, we will describe the relationships between the model and environmental variables and present our results in cartographic form using the principles of decision-tree cartography.
Introduction
Geoscience provides many methods to model the spatial extent of various phenomena and transform the complexity of the real world into uncertainty [1] . The increasing availability of geospatial data and the development of information technology opened up new possibilities for geospatial modelling, but only a simple system can typically be expressed in the closed form of mathematical expressions. Moreover, models require data which form a representative subset of theoretical population with wellseparated classes, but in many cases this requirement is impossible to fulfil. This low-level of representation by the data can be caused by limits in the available methodology or the cost of data acquisition. Archaeological data are good examples of datasets with many types of uncertainties and the uncertainty is not evenly distributed over the geographical extent. At a regional scale, the amount of collected data primarily depends on the morphology of the terrain, the type of research, legal requirements of heritage management, etc. Rarely does the spatial distribution of artefacts correspond to the real pattern of past human activity, but rather shows the pattern of identified artefacts. A lack of archaeological remains in a given area may result from a lack of the traces of past human activity yet also from the fact that at the current level of inspection remnants simply have not been found. Additionally, if archaeological remnants were found, they tend to be clustered not only as a result of past processes but also because some areas have been examined more thoroughly during inspection. This inconsistency leads to a problem where such datasets are heavily imbalanced and have low accuracies that cannot be easily improved by more thorough field studies. Archae-ological information presented in the form of maps can be a helpful tool for two reasons: the first being to analyse the spatial pattern of some phenomena, and the second, more practically, to predict the location of undiscovered occurrences. The spatial modelling approach to archaeological data rises from processual and New Archaeology. It has been present in archaeological science for more than 60 years [2] [3] [4] [5] though it exists alongside mainstream archaeological research. This is largely a result of these tools being proposed for the management of cultural heritage rather than for the explanation of relationships between spatially collected phenomena and patterns of archaeological remnants (see: [6, 7] for detailed discussion). To date, at the interface of the spatial sciences and archaeology many methods that have been proposed to model the spatial patterns of past human behaviour have used the location of archaeological sites and natural or socioeconomic variables [8] . We can distinguish two analytical approaches: 1) predictive (or inductive) modelling used to quantitatively estimate the probability of encountering archaeological remains outside zones where they have already been discovered [9] [10] [11] [12] [13] [14] [15] ; and 2) the explanatory (or deductive) approach where archaeological data and GIS techniques are used to test theoretical models based on expert knowledge rather than those that are learned from data [5, [16] [17] [18] [19] . In the last 10 years much effort has been expended to eliminate the dichotomy between the above two approaches, and increase the use of models trained from the data to explain relationships between natural and other variables (if they exist) and archaeological processes [6, [20] [21] [22] [23] . However, most of those papers do not address the problem that collected archaeological data do not represent real past human activity, but rather represent the current state of data records and are biased towards already investigated areas. Moreover, many models are regression-based and require large amounts of data while being sensitive to outliers [6] . Thus, their application is limited to well-recognized areas where data availability and their level of representation is not questionable. Unfortunately, these areas do not occur often in practice. High uncertainty, low precision and an imbalance in most archaeological datasets make yielding a simple "yes" or "no" answer difficult -only an answer in the form of "more or less plausible" is possible. This is the possible reason why non-linear algorithms based on machine learning technology have been rarely applied to archaeological problems [6, [24] [25] [26] [27] [28] [29] [30] . The primary goal of this paper is to present a methodology for modelling spatial patterns of past human activity based on imbalanced categorical data that do not fulfil the criteria of adequate spatial representation and use uncertainty in the decision process. This concept will be discussed using a collection of Stone Age sites and environmental variables from the post-glacial lowlands in Western Poland but the method can be applied anywhere decisive answers are required. Despite the presented difficulties a decision must be reached even given a high level of uncertainty. The problem of imbalanced data is well known in the machine learning community [31] [32] [33] ; however, not in the context of spatial data. In this study, we conducted simulations using the classification and regression tree (CART) algorithm [34] [35] [36] . Although the CART algorithm has been criticized for its poor performance and instability [37] , it is used here because it does not rely on any a priori statistical assumptions and also provides insight into the internal structure of the classifier to clarify its decision-making process. It also eliminates the need to select and justify variables which may have potentially influenced human behaviour in the past. The internal structure of the classifier is then used to describe relationships between the explanatory and response variables and to present results in a cartographic form using the principles of decision-tree cartography [38] . Paths leading to the terminal nodes characterize the sub-population defined by the response value in the given node [39] . Such a map is able to reveal hidden patterns and can be used to interpret relevant information by people without a significant statistical background. Our proposed method consists of three parts, which will be discussed in the rest of this paper:
1. Simulation: In this stage decision values are calculated and uncertainties are assessed for each cell in the model. 2. Decision: In this stage decision values and uncertainties are used to classify each cell into appropriate preference classes. Results are then tested using a bootstrap simulation. 3. Explanation: In this stage the internal structure of the decision tree is used to find connections between spatial parameters and human behaviour during the Stone Age described by the model.
Study area and time frames
To study this issue in detail, we selected a lowland area in the Lubuskie Lakeland. The study area covers ∼2300 km 2 in western Poland ( Figure 1A ) and is a typical postglacial lowland with elevations varying primarily between 50 to 150 m a.s.l except in the north-western morainic hills, where elevations locally reach more than 220 m a.s.l. The relief of the entire area is a result of the last glaciation and small modifications by post-glacial denudational processes [40] and is dominated by morainic plateaus and local hills cut by outwash valleys and channels [41] . The area is built from Pleistocene sub-glacial tills and proglacial sands, except for the valley bottoms, which are dominated by Holocene organic deposits. The model is restricted to the late Palaeolithic and Mesolithic periods. In Middle European lowlands, it is impossible to collect socio-economic variables such as ancient road systems or settlement networks; thus, we limit this analysis to the period where the behaviour of human groups was controlled mainly by natural factors. Only ∼40% of the area is occupied by arable lands available for superficial exploration, while more than 50% is covered by forest and meadows ( Figure 1B ) and is thus excluded from extensive investigations. For this reason, the overall knowledge of the Stone Age in this area is poor [42, 43] . Recently, a number of late Glacial and Early Holocene sites were discovered during rescue campaigns, including remnants of the Hamburgian culture, a human group in this area soon after the recession of the ice sheet. Additionally, new data about Late Glacial human activity are also provided by recent investigations near the Lubrza region in the middle region of the investigated area [44] . Because the terrain is attractive for camping, hunting and fishing, we assumed that the level of human penetration was significantly above the pattern revealed by available archaeological data and expect that the proposed approach will reveal hidden information that is not accessible from direct observations.
3 Data sources and preprocessing
Archaeological database
A database of site locations was created using a subset of archival data collected during the Polish National Record of Archaeological Sites program (PNRAS) [45] [46] [47] [48] . The entire database is stored in printed form only but covers the entire area of Poland and currently contains more than 450,000 inventoried archaeological sites [49] . PNRAS is a comprehensive record of archaeological remnants based on superficial inspections and excavations. Superficial inspections were performed primarily on freshly ploughed arable lands but ignored forests and grasslands; this naturally divided the areas where any type of extensive inspection was done and areas that were not tested in any form. The dataset used in this paper contains all Stone Age artefacts recorded at that moment in the study area.
The locations of sites in the database were determined based on their coordinates in the database (if available) and verified according to locations on a topographical map. If the coordinates and location on the map did not match the location of the site, it was then determined using cartographic information. Finally, the database was converted to digital form in which coordinates stored the site locations, while the database attributes stored all other types of information. The database contains 260 points, of which 226 were located on arable areas.
Raster data organization
The spatial dataset used in this paper is organized as a grid of cells (i.e., raster) and contains co-registered layers. Each cell in the grid is a separate case and creates a dataset described as a pair [X,c(X)], where c(X) is the response layer and contains the location of the archaeological sites using discrete coding information about the lack or presence of archaeological remnants; X is a group of nine layers of explanatory variables and describes the hydrological, geomorphological and geological properties of the given cell. Organization of the data in this way allows us to apply classification procedures that utilize learning from data concepts. Cells that contain positive and negative values were used to create learning samples, while cells without information on the presence or absence of archaeological remnants were used as explanatory variables. Site location in the PNRAS database is marked by black dots 2-4 mm on 1:25000, moreover, various parts of the area were examined in different degrees: from basic superficial reconnaissance-which recorded only singular artefacts through detailed superficial inspection -to extensive excavation. As a result, some areas in the database contains many artefacts, while other records are limited to only a few elements. Without detailed field work it is impossible to address whether the small amount of recorded sites reflect the low intensity of past human processes or whether they are just the result of insufficient examination. It should be noted that human activity during the Stone Age was not limited to "point" activity, even if it is documented by point records.
Because the intent of our work is not to create detailed maps of the presence/absence of archaeological sites but rather to provide tools to investigate regional patterns of past human activity we decided to reduce the resolution of the analysis to avoid the over-representation of extensively examined areas containing numerous registered sites [28, 58] . All layers used in the analysis were grouped into a grid of lower resolution with a cell size of 450×450 m, producing a uniform grid of 101×107 cells. This size was chosen as an optimal compromise between data precision and over-representation of areas with an abundance of the Stone Age remnants. The raster layer containing the location of the training set (i.e., response variable) was created using the archaeological dataset and manually created a land cover map based on 30-m resolution Landsat satellite images. The number of land cover classes was reduced to only 5: forest, arable areas, developed areas, water and other. This dataset was used to divide the area into regions that were examined during superficial studies of PNRAS (e.g., arable areas) and those that were not examined (e.g., forest areas, developed areas and other) All 211 cells in the analysis grid where at least one Stone Age remnant was found have been determined to be a member of the positive class, whereas 3829 cells have been deemed members of the negative class, which involved superficially inspected arable areas where no archaeological remnants were recorded. The third group of 6620 cells was not investigated; thus, we used them only for prediction. Throughout the area, 147 cells were dominated by large bodies of water and were thus excluded from further analysis. The entire GIS database including the response and explanatory variables was prepared using GRASS GIS software (GRASS Development Team, 2015). The pattern of response variables also containing additional information about more detailed chronologies is presented in Figure 2 .
Preparing explanatory variables
Because analysis is performed on a low-resolution grid, most variables were calculated prior to the 30 m resolution DTED Level2 grid and then summarized in the analysis grid. Such a low resolution allowed us to use terrain parameters which described overall area features (like the percentage of flats) instead of very local terrain parameters (like in-point slope inclination). In the analysis, we used the nine variables which are listed in Table 1 and presented in Figure 3 : seven continuous variables and two categorical variables (i.e., FORMS and GEOL). These variables describe the terrain features that characterize the diversity of lowland areas.
To calculate variables the original integer-based DTED L2 method was adaptively smoothed and converted into floating point data. The adaptive smoothing procedure retains terrain contrast in areas of high relief while smoothing low relief areas. Another source used was the Hydrological Database of Poland, which contains rivers and lakes mapped at a scale of 1:50000; small lakes were not included in the database but were digitized manually from a map at a scale of 1:25000. This dataset was used to calculate the DISTWATER variable.
Methods
Binary classification is the simplest process of classifying members of a given set into two groups: one that meets some criteria and another that does not. The ideal situation occurs when samples belong clearly to one group or the other; however, this rarely happens in practice. Moreover, the unequal distribution between positive and negative examples means that the results tend to be biased towards the majority class. We will illustrate this problem with preliminary study based LOGIT -binary logistic regression model [57, 58] . Although popular in archaeological sciences [11, 15, 59 ] LOGIT requires representative data and is very sensitive to outliers [20] . Figure 4A presents the spatial distribution of probability that a given cell contains traces of human activity during the Stone Age. Less than 100 cells have a probability above 0.5 and most of the area has a probability significantly smaller than 0.1. Taking the proportion between the amount of positive and negative classes (211/3829=0.055) into account, such results are fully justified. By comparing the density distribution of probabilities in groups originally labeled as positive and negative ( Figure 4B ) we see that 0.055 is the value where the density of positives takes precedence over the density of negatives at the expense of large amount of false positives (FP). The quality of this model is very low and as such it cannot form the basis of far-reaching conclusions. This is because dependencies between natural variables are more complex than linear algorithms are able to model [21] so we expect that our non-linear approach will allow us to obtain more relevant results. Decision trees are popular, non-linear data mining algorithms that use training data to build a structure of hierarchical rules [27, [34] [35] [36] these rules are simply thresholds used to split data into two groups at every node of the tree ( Figure 5 ). Hierarchical splitting allows the use of many continuous and categorical variables and also eliminates the influence of outliers and a lack of normality on the final model. The final nodes in the tree are called leaves, and they classify each cell during the prediction process. Each leaf is described by a path of consecutive splits leading to a particular discrete or continuous value. As a result, this classification process usually produces mixed classes (Figure 5A) . Prediction is performed on the entire dataset by applying hierarchical rules recursively to the explanatory variables which creates a prediction model from the entire dataset -including regions where the response variable is unknown. Each unknown cell is classified based on a decision value which is usually proportional between classes -the prediction results must be obtained artificially by applying a cut-off (alpha) value at terminal nodes. Consequently, the unequal distribution between positive and negative cells means that the results tend to be biased towards the majority class ( Figure 5B ). Such an approach produces degenerated models that do not account for a large portion of minority classes [33] . Similar to the LOGIT model, preliminary analysis in this study created a tree with the most frequent node containing 2563 (of 3829) negatives and 111 (of 211) positives. Although the purity of the node was very high (95%), the positive class is strongly misclassified because more than half of the areas containing archaeological remnants were classified incorrectly. This example illustrates the main problem with unbalanced data, which occurs with all types of classifiers. In Figure 6 , we present the results from the application of six popular algorithms [60] to predict the spatial locations of areas containing archaeological rem- [52] classification with theirs tributaries. The analysis grid contains mean value for the cell. This variable allow to distinguish regional hills and valleys regardless of its absolute elevation. RANGE the difference between lowest and highest elevation in the cell of analysis grid taken from DETD. Gives information on the possible openness of area, terrain roughness and can be interpreted in many ways for example as a cost of movement or existence of hideouts and exposures. SLOPENESS the amount (from 0 to 1) of sloped areas (above 4 degrees) in the given cell. This variable gives information about flatness of the area in the given cell: The higher value the higher domination of inclined areas. TEXTURE the summarized length of incisions in the given cell of analysis grid. Incisions were calculated for DETD grid as valley forms, thinned, summarized for analysis grid and recalculated to km/km 2 units. Informs about the level of fragmentation of given area. This parameter has impact on the cost of movement as well as the existence of possible hideouts. EXPOSITION the amount of areas below median in the cell. Informs about the exposure of the cell, cells with large amount of lowlands are less exposured (and possibly are less visible) then exposured areas. WETNESS topographic index (TCI) or wetness index [53] . Calculated for analysis grid. DISTWATER calculated as a minimal hydrological distance along the watercourse [54] from given cell to the nearest open lake or river.
For small lakes (below 1ha) distance was calculated only for nearby cells. If in the distance of 1km from given cell no small lake occurs the distance is calculated to the nearest bigger water body. This variable represents the cost of access to the water and the risk of seasonal floods. FORMS categorical variable. Terrain form classified according to scheme proposed by [55] calculated at the level of analytical grid. Categories terrain into most common surface forms. GEOL lithology of the surface: three classes: glacial tills, fluvioglacial sands, organic deposits of river valleys. Map was digitized and re-sampled with majority filter from the Geological Map of Poland 1:500.000 [56] Figure 5: Application of standard classifier on balanced and unbalanced data (for clarity reduced to two variables only). A) Balanced data. Every split increases the overall purity of nodes. The splitting lasts until the node gains desired purity or the number of elements in the node drop below five. After a tree is produced 15% of TRUE classes remain misclassified. B) Unbalanced data. With the same splitting criteria the purity of initial node is very high due to domination of FALSE class. Two possible splits increase purity of left nodes very little. After a tree is produced 50% of TRUE classes remains misclassified. nants; neural networks, random forest and Naïve Bayes were found to heavily underestimate the extent of positive areas, while the LOGIT (with 0.055 alpha threshold), MARS/earth (non-linear regression model) and weighted support vector machine, which are designed to work with unbalanced datasets, were found to overestimate the extent of positive areas (see also: Table 5 ). This is because the classifier assumes that the misclassification cost is equal for both classes and, without additional evidence, attempts to minimize a trade-off cost between false positives (type-I error) and false negatives (type-II error). Any change in the optimal threshold increases the trade-off between errors and decreases the balanced accuracy of the model; thus, every choice is arbitrary and difficult to justify. Thus far we have shown that the major impediment to the development of a good model is the imbalance of input data. Many solutions for imbalanced datasets have been previously proposed [31] both at an algorithmic and data level. These methods are connected with different forms of iterative re-sampling of training data along with oversampling of minority or under-sampling of majority classes [31] and follow the boosting concept [61, 62] , which assumes that at every iteration of a simulation, a weak classifier is trained to be marginally correlated with the "true" pattern. However, an assembly of "weak" classifiers is much better correlated and overall such an assembly can be treated as strong, individual classifier. This idea extends previous work by adding uncertainty into the decision-making process [63] . To train a classifier, we applied a one-sided bootstrap under-sampling of the majority class to simulate the data balance [32, 64] . At every draw, the negative subset (i.e., majority class) was sampled to create a new subset of data equal to the positive class and was joined to the positive subset, which remained unchanged. We assumed that in positive examples there was a subset -of unknown size -that differed significantly from nearly all negative examples. If at every draw objects (i.e., cells) in the subset gain high decision values, then we expect that the mean will be high and the standard deviation low. Positive examples that share properties with negative examples will be classified as positive or negative depending on the composition of the negative sub-sample, and its mean decision value will be significantly smaller while its standard deviation will be significantly higher. The same process will occur with negative examples. After simulation, each cell will be have two properties: the average decision value (ADV) and its standard deviation (SD). Standard deviation is a common dispersion estimator which allows uncertainty to be considered in the decision process [65] . Thresholds can be assigned individually to each cell. Those where AVD ± SD is above or below the 0.5 threshold at each iteration step were unambiguously classified as positive or negative respectively. With those cells the misclassification risk was much smaller than with the others; thus, they are referred to as "strong positives" and "strong negatives" throughout the remainder of the paper. The cells where ADV (but not AVD ± SD) falls above or below 0.5 will be deemed simply "positive" or "negative" as the misclassification risk is higher than for the "strong" classes. The classification results are presented in cartographic form.
Simulation
For our calculations we used the popular implementation of CART-rpart Recursive PARTitioning [66] , implemented as an extension of the R language (R Core Team, 2015). We use a bootstrap simulation [32, 68] to under-sample the negative subclass and model the pattern of site locations. The overall procedure is presented in Figure 6 . During the simulation, a classifier was trained and applied to the entire dataset during each iteration. Each tree was grown until it reached internal complexity at a level of 0.01. At each iteration, we obtained a layer of predicted decision values. Every cell contains proportion between the positive and negative classes in the subset which contains equal number of positive and egative examples. We applied 200 iterations for the given set. The mean variance of the predicted decision values stabilized after approximately 120 iterations; thus, 200 iterations seemed sufficient to avoid problems with decision tree instability [37] . We then obtained 200 maps, each containing a pattern of decision values. Figure 8 shows that the maps have different values in particular cells; however, their general distribution remains similar. Additionally, Figure 9 shows a density plot of the cut-off (i.e., decision) values, summarized across all iterations in sets of positive and negative examples. Both subpopulations contain dense "cores" with small and high decision values where the risk of error is small and "tails" where the situation is uncertain.
In the next section, we will compare how (if any) dynamic alpha-cut thresholds will extract the "core" and improve the classifier compared to a fixed (0.5) classifier. To evaluate classifiers, we randomly divided all data where the dependent variable was known into two equal subsets (Table 2): a training set, which contained 106 positive elements and 1914 negative elements; and a testing set with 105 and 1915, respectively. The quality of the models produced was assessed using confusion matrices and their derivatives; accuracy, balanced accuracy, sensitivity and specificity were calculated (Table 5 ; [69] ). Confusion matrices were calculated by comparing the classes in the testing set with the classes predicted in the simulation of that subset. Such a strategy is not recommended if data are heavily imbalanced; thus, we used this strategy only to evaluate the method. The final model was calculated using a classifier trained on all labelled data without splitting the data into learning and testing subsets. Because the bootstrap simulation produced different trees at each step and thus multiple models, a second step was required where the averaged results of the previous step were used as a source for the prediction and explanation procedure.
Results and discussion

Decision process Fixed threshold:
To make a classification, we calculated maps containing average decision values (ADVs) and their standard deviation (SDs) ( Figure 10A , Figure 10B ). Detection of the cells that belonged to areas with high human activity (positive class) and those that did not (negative class) required the application of a cut-off for the decision values. The optimal cut-off value threshold was established using a Receiver Operating Characteristics (ROC) curve ( Figure 11 ). Figure 12A presents the result of prediction against the cutoff threshold fixed at 0.5. With this threshold, the classifier correctly recalled 89 true positive cells but produced 601 false positives. Conversely, it correctly detected 1314 true negatives and only 16 false negatives (Table 5 , column 6). The precision of this classifier is low due to the large amount of false positives. The low value of the F-score test suggests that the model has too low a performance to be applied to detect areas with high human activity during the Stone Age; however, it's very high negative prediction value makes this model very successful during preliminary elimination of areas of low interest. Additionally, the spatial extent of positively classified cells is typically described by at least two opposite hydro-geomorphic characteristics: valley bottoms and moraine hills (north-west part of the study area), which make the models difficult to interpret in the context of past human preferences.
Dynamic threshold:
With a dynamic threshold, we expect that cells will be classified as positive if ADV and ADV±SD are above 0.5. Such a strong positive class contains cells where the decision Table 5 , column 7); however, it recalls only 57% of all positive examples in a class that covers ∼10% of the studied area, thus indicating that more than half of the archaeological remnants from the Stone Age are concentrated in very limited areas. Strong positive class reveals a distinct spatial pattern that overlaps with valley bottoms only. The remainder of the positive class primarily occupies the upper parts of the valleys and is located in separate uniform areas of the morainic hills at the north-east. High specificity ( Table 3 , column 8) and accuracy over the balanced accuracy show that misclassification relates more to the false positives than the false negatives; thus, the threshold can be applied to detect archaeologically interesting areas at the expense of areas with a low-to-average density of remnants. We check whether the reverse criteria (i.e., where ADV±SD is below 0.5) can improve the selection of areas with low human activity (i.e., a strong negative class). This threshold allows us to select those cells where the decision value did not exceed 0.5 in 95% of their iterations; in practice, this decision value did not exceed 0.3. In this group, 891 cells were classified correctly as negative examples, and nine false negatives were produced (900 total; Table 5 , column 8). This indicates a small improvement compared to the fixed threshold (1314 true in cost of only 16 false negatives). The strong negative classes include primarily flat morainic plateaus while the rest of the negative classes are located on narrow transitional zones between valleys and plateaus. The spatial extents of all classes are presented in Figure 12B . We must consider if such enhancement is necessary -in most common machine-learning approaches the cut-off threshold is optimized in the context of misclassification error. As an alternative, to detect areas with a high probability of the presence of archaeological remnants we can simply apply a higher cut-off value; this can also be done to select areas with the lowest probabilities. Figure 9 shows that the results became reliably predictable only in a part of datasets. The decision value modified by its standard deviation indicates the optimal threshold that recalls the maximum number of stable identified cells (67% for the fixed threshold model) while also reducing the number of false positives by 75%.
To what extent can the selected classes be identified with areas of high, moderate or low occupancy?
In the old and middle Stone Age, the presence of remnants of human activity cannot be identified strictly from settlement processes but rather require the level of temporal occupation. We thus consider four identified classes: positive, strong positive, negative and strong negative. These classes can be equated with different behaviours of ancient societies: areas of high, moderate or low occupancy. Preferred areas should contain significantly more archaeological sites than expected if the entire area were occupied evenly; it is expected that avoided areas should contain significantly fewer sites, and areas of moderate interest (irrelevant) should not be significantly different from the expected value [21, 29] . The question remains to what extent the difference between the real and predicted amounts of sites can be still considered significant. Because the data are unbalanced, we cannot use any non-parametric test such as the Chi-square; thus, we run a complete spatial randomness (CSR) bootstrap simulation [21, 29, 63, 66] . The null hypothesis for this test is that the distribution of sites in the given area is the result of a random process.
The tests followed these steps: the algorithm randomly chooses from a given portion of the prediction map (Figure 12B) where example data are known (4040 cells; Figure 3) , and the number of cells are equal to the positive examples (211). After 200 iterations, which yield 0.95 confidence, we calculate the minimum and maximum amount of cells which fall into each of four classes; these two values constitute the CSR range for each class. Results are presented in Table 4 , columns 5 and 6. For the strong positive areas, we have 126 cells containing archaeological sites and a CSR range of 20 to 35. The real amount of cells is significantly above the maximum value (35) of the CSR range; thus, we reject the null hypothesis and accept the alternative: that the amount of sites significantly exceeds the random value. Consequently, for the negative and strong negative areas, only 14 and 15 cells with archaeological sites and CSR ranges of 34-63 and 75-115 are found, respectively. These results also lead to a rejection of the null hypothesis; thus, we accept the alternative and conclude that the amounts of negative cells in both subclasses are significantly below expectation. For the positive class, we have 56 cells with remnants and a CSR range of 29-63. In this situation, we accept the null hypothesis that the amount of cells may be the result of a random process. The results of these tests of spatial randomness correspond to the performance of the classifiers. A positive dynamic threshold (i.e., ADV±SD is above 0.5) indicates a strong positive class and also separates areas of high occupancy from those of moderate occupancy. These results also highlight the shortcomings of a machine learning approach in environmental modelling where different classes are not clearly separated: a classifier can be adapted to recall the number of maximum positive examples with a large amount of false positives or recall a pure class with a significant amount of false negatives.
Spatial relationships between terrain parameters and patterns of past human activity
As a side benefit, the algorithm of the decision tree allows us to describe the role of each variable in the final model. To explain how natural variables affect human activity, we need to understand the relationships between the predicted model and its explanatory variables [38, 39] . The splitting process at each node considers only a few (usually five) variables and finally chooses the one that provides the best reduction of node impurity at each split. All considered variables could be used to estimate variable importance; this includes the number of occurrences of a given variable among other variables in the entire simulation and scaled to [0,100].Additionally, recursive partitioning can reveal subtle differences between classes that would be rejected as non-significant in a standard statistics model. Each leaf of the final tree represents a set of cells grouped by a response variable, and these groups of cells are described by the path from the root to the leaf. Different leaves may contain similar proportions between classes but may also be described by completely different characteristics. This indicates that high or low human activity may be the result of different natural conditions. Using the spatial locations of cells, we can map all groups into a new layer to present an overall pattern in cartographic form. Unfortunately, this classifier was trained by simulating every iteration (similar to Random Forest algorithm) and thus produces a series of "weak" trees: its internal structure is significantly different between iterations. To describe the role of particular variables, we need a "strong" tree, which includes a generalized structure of all "weak" trees. To obtain such a tree, we implement a decision tree algorithm where four classes (presented in Figure 12B ) were used as a response variable. The stop condition for the final tree was set to a complexity of 0.01, which produced an eight-leaf tree (Fig 12C) . Smaller values of complexity produced too many leaves without significant information gain, whereas a higher value (e.g., 0.02) pro- duced only six leaves; thus, a value of 0.01 provided a good trade-off between over-fitted and too-general tree structures. The relative error was reduced from 1 at the root of the tree to 0.38 after eight splits. Detailed analysis of variable importance (Table ? ?), tree structure ( Figure 11C ) and the spatial distribution of the leaves ( Figure 12D ) explains the behaviour of the classifier due to natural variables. The most important variable was found to be REL-BASE, which explains more than 37% of the model variability. The second group of variables, which explains approximately 10% of the data each, describes the distance to water (DISTWATER) and the terrain variability (SLOPE, RANGE and TEXURE). The importance of other variables was found to be near 5% and were therefore not included in the final tree. Most cells classified as "strong positive" were concentrated in the far right branch (leaf 8); this leaf had 78% purity. The remaining cells belonged to the "positive" class; the locations in this class can be described as low-lying, near-water, unvaried terrain (i.e., flat valley bottoms). Conversely, nearly all cells classified as "strong negative" fell into one leaf (1) with high purity (94%) and can be described by only two parameters: RELIEF above the valleys and a flat surface, which corresponds to flat morainic plateaus. The remaining leaves (numbers 2 through 7) showed lower purity and described different regions of the transitional zones between the morainic tops and valleys bottoms. For example, leaves 2 and 3 correspond to inclined areas and low-texture inclined areas (e.g., valley slopes); the only difference between these two zones is distance to water: the near-water leaf 3 is a mixture of "positive" and "negative" classes that is located further away from water, while leaf 2 is a mixture of "strong negative" and "negative". These results show that even from a machine learning perspective, the distinction of additional "negative" classes is not important due to a lack of improvement in classifier performance. However, this distinction may reveal additional information that is useful from the perspective of environmental modelling. Leaf 4 contains separate information, which is different from the other leaves, showing higher RELIEF and higher TEXTURE values. It covers morainic hills in the north-eastern part of the investigated area. The class purity was high (75%) with a mixture of the "strong positive" class. This indicates that, in addition to valleys, morainic hills should be considered to have been in the field of interest of past human groups. The summarized model is presented on Figure 13 . Variable importance and tree structure refine the previous observations of [42] that indicated that human activity in the early and middle Stone Age concentrated in the low areas of valleys bottoms near rivers and streams. Small and steep valleys joining major wide-river valleys are suited for hunting reindeer [42, 70] . Based on previous studies performed for 25 archaeological (both Palaeolithic and Mesolithic) sites in western Great Poland and Lubusz Land, it can be assumed that sites were located in valley zones near water (approx. 50-300 m). Camps were located only on sandy morphological forms, primarily on gravelly river/lake terraces and marginally inclined slopes of valleys with a degree of exposure of 2-4m. This work refines those observations by indicating the importance of individual zones.
Terrains in the vicinity of water were much more important than those on valleys slopes. Strategic localization near the valleys between lakes was the reason for multiple settlement of Late Glacial societies. Considering the settlement of Mesolithic hunter-gatherers, localization in the vicinity of narrowing lakes or connections between them, namely in traditional spawning zones, could provide the seasonal or regional dominance of fishing over hunting [70] . Thus, human activity is evident in the area of the morainic hills with diverse relief. Archaeological sites could also be strategically located in the vicinity of narrow valleys between two trough-like lakes [42] , fiords [72] or shallows (Grønnow, 1985) . Thus, choosing the correct location was an effective hunting strategy [42] . In narrow valleys, hunters could easily stalk reindeer by spotting the moving animals from the hill and hunting them at the end of the valley [69] . In the early Holocene and Late Glacial periods, flat morainic surfaces were sparsely forested; thus, the small amount of people in those areas seemed to be variable and linked to the overall availability of food in those areas.
Conclusions and possible applications
In this paper, we have presented a methodology of mapping the spatial distribution of different objects when the available data do not meet the stringent conditions of representation and are highly imprecise and uncertain. The study was completed using Early and Middle Stone Age data of the post-glacial lowland areas in Northern Europe. Such areas are typically difficult to study due to their low contrast with respect to natural conditions [21] . Our proposed concept reveals the new possibility of applying models learned from the data, which can extend studies of areas which do not recognise the spatial distribution of mapped phenomena. Models trained locally can be generalized to classes of different levels of positivity (e.g., preferred/irrelevant/avoided) and applied regionally or even combined to the over-regional or even country scale. We have presented a new solution that uses uncertainty to model the pattern of spatial classes, which optimises the error in relation to the intended purpose of classification. In this study, we determined two optimal thresholds: The first separates areas with a minimum level of interest of past human societies (i.e., strong negative and negative classes or "avoided") from those with some level of interest, and the second selects the areas of highest interest. A test of spatial randomness fully confirmed the validity of these proposed thresholds. We also show that error is not distributed randomly, but rather for certain areas strong positive and strong negative is significantly smaller than for the rest of the area.
To detect connections between past human activities and their natural environment, we analysed the internal structure of decision trees using the principles of decision tree cartography. We created a spatial model of similar patterns of human activity and connected them with coherent group natural factors. Units with certain characteristics allowed us to detect areas of different behaviours (e.g., fishing or hunting). It should be stressed that the areas determined by the dynamic thresholds (i.e., strong negative and strong positive) were included in single separate nodes, each with the highest purity and lowest uncertainty. These results suggest that in the group of environmental elements, human behaviour was controlled by two factors: distance to water and terrain variability, which are both connected with access to food sources used in those periods.
Of course, these environmental factors constitute only a framework for the study of human beings. The broad application of geospatial modelling in archaeological sciences is limited by the availability of continuous sets of variables deemed important to distinguish the behavior of ancient human groups. Most of those factors are connected with social relations between human groups [8] and can be interpreted with difficulty, but cannot be used as the raw data required by spatial models [6] . Lack of such information, in addition to data quality, is sometimes a main source of uncertainty in such spatial models. However, geoscience is able to reveal many hidden patterns in the archaeological record and to provide environmental frameworks as one of many sources which need to be utilized for archaeological reasoning. Although this study was presented using the occurrence of recorded archaeological sites modelled with natural variables, its methodology could be widely applied to all spatial phenomena where the cost of type II error (the loss of important information) significantly predominates over the cost of type I error (redundant information) but decisive answers are required. Among the broadly understood geographical analyses some examples are: the protection of endangered rare species; the detection of natural hazards, and crime prevention. The model demonstrated in our research is able to utilise any available variables, and simulation is not limited to the CART model -it may be undertaken with any type of classifier.
