For testing whether a distribution function is heavy tailed, we study the Kolmogorov test, Berk-Jones test, score test and their integrated versions. A comparison is conducted via Bahadur efficiency and simulations.
Introduction
We say that a distribution has a heavy tail with tail index if
for all x > 0 (1.1) holds for some α > 0 (notation: 1 − F ∈ RV α ). Heavy tailed distributions have been applied in many different areas such as population size (Zipf (1949) ), random graph (Reittu and Norros (2004) ), internet traffic (Resnick (1997a) ), hydrology (Katz et al. (2002) ), finance (Danielsson and de Vries (1997) ).
Most of the theoretical work on heavy tailed distributions concentrates on estimating the tail index α. One of the best known estimators is the Hill estimator
log X n,n−k+j − log X n,n−k −1 (1.2) (Hill (1975) ), which employs a fraction of upper order statistics X n,n−k , X n,n−k+1 , . . . , X n,n . Several data-driven methods for choosing the sample fraction k/n are proposed in the literature; see Drees and Kaufmann (1998) , Danielsson et al. (2001) and Guillou and Hall (2001) .
As far as we know, goodness-of-fit testing has not received as much attention as tail index estimation. An interesting aspect of testing goodness-of-fit of the heavy tail distribution is that the null hypothesis provides a description of the heavy tail distribution which is incomplete in the following two aspects:
(i) The tail index is unknown under the null hypothesis, and hence should be estimated. It is well-known that estimation of unknown parameters has an non-neglible effect on the distribution of the test statistics, see Durbin (1973a,b) .
(ii) The tail index only describes the tail behaviour of the heavy tail distribution, and thus only gives a partial description of the underlying distribution.
By fitting a generalized Pareto distribution to exceedances over a high threshold, Davison and Smith (1990) employed Kolmogorov and Anderson-Darling statistics to test the fit, and compared these statistics to 5% critical values for testing an exponential distribution with unknown mean. However, using these critical values in this context "is suspect since the exponential distribution is only a submodel of the generalized Pareto distribution, so the true critical points are smaller", see Davison and Smith (1990, p. 414) .
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In Choulakian and Stephens (2001) critical values for Cramer-von Mises and Anderson-Darling statistics for testing a generalized Pareto distribution with unknown shape parameter are given.
If X has a generalized Pareto distribution with unknown shape parameter, then ln X has an exponential distribution with unknown mean, and thus tests of exponentiality may be used to test the generalized Pareto distribution, see Marohn (2002) .
Recently, Drees et al. (2004) employed the Cramer-von Mises statistic to test the null hypothesis that a distribution is in the domain of attraction with extreme value index larger than −1/2. This may be thought as a generalization of Choulakian and Stephens (2001) , since a deterministic threshold is replaced by a random threshold in Drees et al. (2004) ).
As far as the present authors know, no work has been done on comparing the performance of goodness-of-fit tests for heavy tailed distributions under the alternative hypothesis. In this paper we compare three tests, the Kolmogorov test, the Berk-Jones test and the "estimated score" test.
The Kolmogorov test, Kolmogorov (1933) ; Smirnov (1948) ; Durbin (1973a) , has a long tradition in statistics, and thus is an obvious choice as long as there are no other tests which clearly perform better.
The Berk-Jones test, Jones (1978, 1979) , may be viewed as a nonparametric likelihood test, and was derived for the situation where the null hypothesis completely specifies the distribution of the observations. In this particular situation, the Berk-Jones test was shown to be more efficient, in the sense of Bahadur efficiency, than any weighted Kolmogorov test at any alternative. In Li (2003) it is argued that the Berk-Jones test should also perform better than the Kolmogorov test in situations where the null hypothesis does not completely specify the distribution of the observations. In contrast to the Berk-Jones test, the "estimated score" test in Hjort and Koning (2002) was specifically proposed for the situation where parameters are unknown.
We organize this paper as follows. In section 2 we present Kolmogorov test, Berk-Jones test, score test and their integrated versions. Large deviations results for tail empirical processes are obtained as a byproduct of studying Bahadur efficiency. A simulation study and real applications are given in section 3. All proofs are put in section 4.
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Methodologies
The KS, BJ and SC supremum tests
In order to motivate our methods, we shall first restrict ourselves to the quintessential example of a heavy tailed distribution, the Pareto distribution. The Pareto distribution is defined by
where α > 0 is a shape parameter, and β > 0 is a scale parameter. For convenience, let G(x; α) denote G(x; α, 1) = 1 − x −α . Let X n,1 ≤ X n,2 ≤ · · · ≤ X n,n denote an ordered sample of size n drawn from the Pareto distribution with unknown shape and scale parameters α and β. Choose 1 ≤ k ≤ n. Let R k,j denote X n,n−k+j /X n,n−k for j ≤ k, and note that R k,1 ≤ R k,2 ≤ · · · ≤ R k,k . One may show that the random variables R k,1 , R k,2 , . . . , R k,k are jointly equal in distribution to an ordered sample of size k drawn from the Pareto distribution with shape parameter α and scale parameter 1.
Let
Observe that for r > 1
The Kolmogorov test is based on the statistic sup r>1 |KS(r;α)|, where
is the Hill estimator. The Berk-Jones test is based on the statistic sup r>1 kBJ(r;α), where
and the function K is defined by
The estimated score test is based on the statistic sup r>1 |SC(r;α)|, where
and Λ(r; α) = − ln (1 − G(r; α)) = α ln r is the cumulative hazard function belonging to G(r; α) defined by (2.1). Suppose that X 1 , · · · , X n are i.i.d. observations with distribution function F . We intend to test whether F has a heavy tailed distribution, see (1.1). Let U (x) denote the inverse function of 1/(1 − F (x)). Then (1.1) implies U ∈ RV 1/α . In order to study the limiting behaviors of KS(r; α), BJ(r; α) and SC(r; α), we further assume that there exists a function A(t) → 0, as t → ∞, such that
for all x > 0, where ρ ≤ 0; see de Haan and Stadtmüller (1996) for details. Our first result is as follows. 
i.e., the expectation of the limiting of BJ(x;α) depends on location x. This is different from Berk & Jones test for testing distribution functions. But it may still be interesting to find the limiting distribution of a n sup x>1 BJ(x;α) − b n for some normalizing constants a n > 0 and b n . When F (x) = exp{−x −α }, we have 
Bahadur efficiency
It is known that when the null hypothesis is simple, that is, completely specifies the distribution of the observations, the Berk-Jones test is more efficient, in Bahadurs sense, than any weighted KolmogorovSmirnov test at any alternative, see Jones (1978, 1979) .
Extending this result to the situation where the null hypothesis is composite, that is, does not completely specify the distribution of the observations, requires hard work, which is typically avoided. Instead, it is argued that "one may expect similar optimal properties for our test for the composite hypothesis", see for instance Li (2003, p. 178) .
In this subsection, we adopt a similar approach. That is, we study the Bahadur efficiency of the "simple null hypothesis tests" based on statistics 
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First we state the definition of exact slope of a test statistic. Let (S, A) be the sample space of infinitely many independent and identically distributed observations s = (X 1 , X 2 , · · · ) on an abstract random variable X. Let {P θ : θ ∈ Ω} be a collection of probability distributions of X, where Ω is a parameter space, and let Ω 0 be a proper subset of Ω. Consider the hypothesis H 0 : θ ∈ Ω 0 . Let {T n (X 1 , · · · , X n )} be a sequence of test statistics. Assume that there exists an
for all θ ∈ Ω 0 and all t ∈ R. Then the level obtained by T n is defined to be
then we say the sequence {T n } has exact slope c(θ) when θ obtains.
The following proposition describes a useful method of finding the exact slope of a given sequence {T n } for which (2.4) holds; see Bahadur (1971) for a detailed proof.
Proposition 1. Suppose that
and that
for each t in an open interval A, where f is a continuous function on A, and
Now we are ready to give our results on Bahadur efficiency.
where α 0 > 0 is given. Then we have the following result.
for each F ∈ Ω 1 and that, for a ∈ (0, 1),
where f (a) = inf{f 1 (a, t) : 0 ≤ t ≤ 1} and
Remark 2. Using the same arguments as in Berk and Jones (1979) , we conclude by Theorem 2 that sup x>1 |kBJ(r; α 0 )| is more Bahadur efficient than
Remark 3. It would be interesting to show that (2.6) holds for a larger
= 0. In this case, the left hand side of (2.6) becomes
The KSI, BJI and SCI quadratic tests
The KS, BJ and SC tests introduced in paragraph 2.1 are supremum tests, which are based on statistics obtained by taking the supremum over some underlying goodness-of-fit process. Quadratic tests are popular alternatives to supremum tests, and are based on statistics obtained by integrating the squared goodnessof-fit process with respect to some appropriate measure. In this subsection we consider "quadratic" variants of the KS, BJ and SC tests. The Cramer-von Mises test statistic KSI is defined by
As in Einmahl and McKeague (2003) , see also Wellner and Koltchinskii (2003) , define the integrated BJ test statistic BJI by
Finally, define the integrated score test SCI by
The following theorem gives the limiting distributions of these three test statistics. 3 Simulation study and real applications
Simulation study
First we simulate 100,000 random samples from Frechet distribution F (x) = exp{−x −1 } with sample size n = 1000, and then compute the test statistics KS = sup r>1 | √ kKS(r;α)|, BJ = sup r>1 kBJ(r;α), SC = sup r>1 | √ kSC(r;α)|, KSI, BJI and SCI for k = 20, 30, · · · , 200. Based on these computed test statistics, we obtain the 0.95 level critical values; see Table 1 .
Using Table 1 , we compute the powers of these six test statistics by simulating 10,000 random samples from distributions
, with sample size n = 1000, α = 1, k = 20, 30, · · · , 200 and δ √ k = 0.1, 0.5, · · · , 6; see Tables 2-7 . Since the limiting distribution of BJ does not exist, we compare the other five tests by simulating critical values from their corresponding limiting distributions. More specifically, we first simulated 100,000 random samples of Wiener Processes on [0, 1] with 1000 equally spaced grid points, and then compute the limitings of the test statistics. The critical values with level 0.95 are 1.338, 0.456, 1.076, 0.220 and 1.313 for SC, SCI, KS, KSI and BJI, respectively. Using these numbers, we compute the powers of those five tests as above, which are reported in Tables 8-12. We summarize our observations from Tables 2-12 as 
Real applications.
The first data set we analyzed consists of 2156 Danish fire loss over one million Danish krone from the years 1980 to 1990 inclusive (see Figure 1 ). The loss figure is a total loss for the event concerned and includes damage to buildings, furnishings and personal property as well as loss of profits. This Danish fire loss data set was analyzed by McNeil (1997) and Resnick (1997b) , where the right tail index was confirmed to be between 1 and 2. Here we apply the five tests SC, SCI, KS, KSI and BJI to test whether this data set has a heavy tailed distribution. The critical values obtained from the limiting distributions were employed to compute the test statistics for k = 20, 21, · · · , 2000 by step 1; see Figure 2 . The Hill estimators are plotted against k in Figure 2 as well. For a large range of k, all tests do not reject the heavy tailed hypothesis. However, there is a bit strange pattern around k = 150. Ideally, when the heavy tailed hypothesis is true, tests should not reject the null hypothesis for small values of k, and reject it for large values of k since the critical values are obtained by ignoring the bias. Moreover there should be one region where decision varies due to the fact that the bias and variance are comparable in this range of k. We suspect that this strange pattern in Figure 2 may be due to weak dependence inside the danish fire loss data. Next, we use the first 2150 data points and divide into 215 blocks with 10 points in each block. Then we apply those five tests to the maxima in these blocks, see Figure 3 . This figure clear shows the ideal pattern. So, it would be very interesting to investigate how the bias, i.e., lim √ kA(n/k) = 0, affects the tests and to propose tests for heavy tailed time series.
The second data set we analyzed is the internet traffic data. The Ethernet series used here are part of a data set collected at Bellcore in August of 1989. They correspond to one "normal" hour's worth of traffic, collected every 10 milliseconds, thus resulting in a length of 360,000. This data set measures the number of bytes per unit time; see Figure 4 . This data set was first analyzed in Leland et al. (1994) . We apply those five tests to this data set, which clearly reject the heavy tailed hypothesis; see Figure 5 . Next we divide this data set into 600 blocks with 600 points in each block, and apply those five tests the maxima in each blocks; see Figure 6 . Figure 6 still rejects the heavy tailed hypothesis. This may be due to the long-range dependence of the internet traffic data. How to test heavy tail distributions for long-range dependent data is quite interesting both theoretically and practically since there exist debates on fitting a heavy tailed distribution or log-normal distribution to internet traffic data. 
Similarly, we have √ kSC(x;α)
Before we prove theorem 2, we give the following Lemma on large deviations for tail processes, which may be of independent interest. Note that Cheng (1992) gave large deviations results for Hill's estimator. Lemma 1. Under the condition of Theorem 2, we have, for 0 < a < 1,
and
Proof. Here we only show the first limit. The other two can be shown in a similar way as proving the first limit and Example 5.3 of Bahadur (1971) . Let U 1 , · · · , U n be i.i.d. random variables with uniform distribution on [0, 1] and U n,1 ≤ · · · ≤ U n,n denote the order statistics of U 1 , · · · , U n . Put G n,k+1 (u) = P (U n,k+1 ≤ u). By Potters' inequality (see Geluk and de Haan (1987) ), for any > 0, there exists u 0 > 0 such that, for all 0 < u ≤ u 0 and 0 < s ≤ 1,
It follows from (4.4) that, for any x > 1 and ∈ (0, 1),
By Theorem 3.1 of Bahadur (1971) ,
Let → 0 and take infinimum over x > 1, we get
For any positive integer m, define ∆(m) = inf{
Choose m large enough such that 0 < (
< 1 for all 0 < < 1 and j = 1, · · · , m. By Theorem 2.1 of Bahadur (1971) , we have
i.e.,
Letting → 0, we obtain that
By Hoeffding's inequality (Hoeffding (1963) ) we have
(4.8) By (4.7) and (4.8),
Hence, it follows from (4.6) and (4.9) that
Proof of Theorem 2. (2.6) follows from the fact that
for F ∈ Ω 1 , and (2.7) follows from Lemma 1.
Proof of Theorem 3. Obviously, (2.8) and (2.10) follow from (4.2) and (4.3), respectively. To prove (2.9), we follow the lines of Einmahl and McKeague (2003) . For ∈ (0, 1), write
By (4.1), (4.2) and Taylor expansions, we can show that
for any ∈ (0, 1). Thus, we only need to show that, as n → ∞,
Let U 1 , · · · , U n be i.i.d. random variables with uniform distribution on [0, 1], and U n,1 ≤ · · · ≤ U n,n denote the order statistics. It follows from Einmahl (1997) that there exists a sequence of Wiener processes W n such that for any δ > 0
as n → ∞, where k = k(n) → ∞ and k/n → 0 as n → ∞. Using (4.12) and similar arguments in Drees et al. (2004) , we can show that, for any δ > 0,
as n → ∞. Note that
It is easy to check that for any δ 1 > 0 and δ 2 > 0
as n → ∞. By (4.15), we have
Using (4.13), (4.14) and (4.15), we have
Similarly, we can show that
for i = 2, 3, 4, 6, 7. Hence
Thus, the theorem follows. 
