Given a countable set X (usually taken to be N or Z), an infinite permutation π of X is a linear ordering ≺π of X, introduced in [5] . This paper investigates the combinatorial complexity of the infinite permutation on N associated with the well-known and well-studied Thue-Morse word. A formula for the complexity is established by studying patterns in subpermutations and the action of the Thue-Morse morphism on the subpermutations.
Introduction
Permutation complexity of aperiodic words is a relatively new notion of word complexity which was first introduced and studied by Makarov [7] based on ideas of S.V. Avgustinovich (see the acknowledgements in [5] ), and is based on the idea of an infinite permutation associated to an aperiodic word. For an infinite aperiodic word ω, no two shifts of ω are identical. Thus, given a linear order on the symbols used to compose ω, no two shifts of ω are equal lexicographically. The infinite permutation associated with ω is the linear order on N induced by the lexicographic order of the shifts of ω. The permutation complexity of the word ω will be the number of distinct subpermutations of a given length of the infinite permutation associated with ω.
Infinite permutations associated with infinite aperiodic words over a binary alphabet act fairly wellbehaved, but many of the arguments used for binary words break down when used with words over more than two symbols. Given a subpermutation of length n of an infinite permutation associated with a binary word, a portion of length n − 1 of the word can be recovered from the subpermutation. This is not always the case for subpermutations associated with words over 3 or more symbols. For example, consider the permutation (1 2 3). If this permutation is associated with a binary word over {0, 1}, with 0 < 1, it could only correspond to the word 00. On the other hand, if this permutation is associated with a word over 3 symbols, suppose {0, 1, 2} with 0 < 1 < 2, then the permutation could be associated with any of 00, 01, 11, or 12.
For binary words the subpermutations depend on the order on the symbols used to compose ω, but the permutation complexity does not depend on the order. For words over 3 or more symbols, not only do the subpermutations depend on the order on the alphabet but so does the permutation complexity. For example, consider the Fibonacci word t = 0100101001001010010100100101 . . ., defined by iterating the morphism 0 → 01, 1 → 0 on the letter 0, and suppose the 1s are replaced by alternating a's and b's to create the word: t = 0a00b0a00b00a0b00a0b00a00b0a . . ..
If the symbols int are ordered 0 < a < b there will be 5 distinct subpermutations of length 3, and if the symbols are ordered a < 0 < b there will be only 4 distinct subpermutations of length 3. The verification of this fact is left to the reader.
In view of the notion of an infinite permutation associated to an aperiodic word, it is natural to compute the permutation complexity of well-known classes of words. In [9] , Makarov computes the permutation complexity of Sturmian words. The goal of this paper is to determine the permutation complexity of the Thue-Morse word.
The Thue-Morse word, T = T 0 T 1 T 2 · · · , is: T = 01101001100101101001011001101001 · · · , which can be generated by the morphism: µ T : 0 → 01, 1 → 10, by iterating on the letter 0. Axel Thue introduced this word in his studies of repetitions in words, and proved that the word T is overlap-free ( [12] ). A word ω is said to be overlap-free if it does not contain a factor of the form vuvuv for words u and v, with v non-empty.
The Thue-Morse word was again discovered independently by Marston Morse in 1921 [11] through his study of differential geometry, and used in the foundations of symbolic dynamics. For a more in depth look at further properties, independent discoveries, and applications of the Thue-Morse word see [2] .
The factor complexity of the Thue-Morse word was computed independently by two groups in 1989, Brlek [4] and de Luca and Varricchio [6] . Our proof of the permutation complexity of the Thue-Morse word does not use the factor complexity function.
The permutation complexity of the Thue-Morse word can be found as follows. For any n ≥ 2, we can write n as n = 2 a +b, with 0 < b ≤ 2 a . Using this notation, it will shown that the formula for the permutation complexity of T, initially conjectured by M. Makarov, is τ T (n) = 2(2 a+1 + b − 2).
We give a a non-trivial proof of this formula here. We start with some basic notation and definitions.
Some properties of infinite permutations are given in Section 2. The infinite permutation associated with the Thue-Morse word, π T , is introduced in Section 3. Patterns found in the subpermutations of π T are studied in Section 4, while Section 5 investigates when a specific pattern occurs. The formula for the permutation complexity is established in Section 6. Low order subpermutations are listed in Appendix A to be used as a base case for induction arguments.
Words
A word is a finite, (right) infinite, or bi-infinite sequence of symbols taken from a finite non-empty set, A,
called an alphabet. The standard operation on words is concatenation, and is represented by juxtaposition of letters and words. A finite word over A is a word of the form u = a 1 a 2 . . . a n with n ≥ 0 (if n = 0 we say u is the empty word, denoted ǫ) and each a i ∈ A; the length of the word u is the number of symbols in the sequence and is denoted by |u| = n. For a ∈ A, let |u| a denote the number of occurrences of the letter a in the word u. The set of all finite words over the alphabet A is denoted by A * , and is a free monoid with concatenation of words as the operation.
A (right) infinite word over A is a word of the form ω = ω 0 ω 1 ω 2 . . . with each ω i ∈ A, and the set of all infinite words over A is denoted A For words u ∈ A * and v ∈ A * ∪ A N where ω = uv, we call u a prefix of ω and v a suffix of ω. A word ω is said to be periodic of period p if for each i ∈ N, ω i = ω i+p , and ω is said to be eventually periodic of period p if there exists an N ∈ N so that for each i > N , ω i = ω i+p ; or equivalently, ω has a periodic suffix.
A word ω is said to be aperiodic if it is not periodic or eventually periodic.
Let A and B be two finite alphabets. A map ϕ : A * → B
The action of a morphism ϕ on A can naturally be extended from A * to A N . For any ω = ω 0 ω 1 ω 2 . . . ∈ A N , we define ϕ(ω) = ϕ(ω 0 )ϕ(ω 1 )ϕ(w 2 ) . . . as in the case for words in A *
. We say that a word ω is a fixed point of the morphism ϕ if ϕ(ω) = ω. If ϕ is a morphism on A and if ϕ(a) = au for some a ∈ A and non-empty
, ϕ is said to be prolongable on a. If ϕ is a morphism on A that is prolongable on some a ∈ A, then ϕ n (a) is a proper prefix of ϕ n+1 (a) for each n ∈ N. The limit of the sequence {ϕ n (a)} n∈N will be the unique infinite word
where ω is a fixed point of ϕ, and we say that ω is generated by ϕ.
Permutations on words
The idea of an infinite permutation that will be here used was introduced in [5] . This paper will be dealing with permutation complexity of infinite words so the set used in the following definition will be N rather than an arbitrary countable set. To define an infinite permutation π, start with a linear order ≺ π on N, together with the usual order < on N. To be more specific, an infinite permutation is the ordered triple π = N, ≺ π , < , where ≺ π and < are linear orders on N. The notation to be used here will be π(i) < π(j)
Given an infinite aperiodic word ω = ω 0 ω 1 ω 2 . . . on an alphabet A, fix a linear order on A. We will use the binary alphabet A = {0, 1} and use the natural ordering 0 < 1. Once a linear order is set on the alphabet, we can then define an order on the natural numbers based on the lexicographic order of shifts of ω. Considering two shifts of ω with a = b, ω[a] = ω a ω a+1 ω a+2 . . . and ω[b] = ω b ω b+1 ω b+2 . . ., we know that
since ω is aperiodic. Thus there exists some minimal number c ≥ 0 so that ω a+c = ω b+c and for each 0 ≤ i < c we have ω a+i = ω b+i . We call π ω the infinite permutation associated with ω and say that 
, we say the length of p is n + 1.
Denote the set of all subpermutations of π ω by P erm πω , and for each positive integer n let
denote the set of distinct finite subpermutations of π ω of length n. The permutation complexity function of ω is defined as the total number of distinct subpermutations of π ω of a length n, denoted τ ω (n) = |P erm πω (n)|. Then for a subpermutation, consider the factor t[3, 5] = 010. We see that π t [3, 5] = (231) because in lexicographic order if we have π t (5) < π t (3) < π t (4).
Some General Permutation Results
Initially work has been done with infinite binary words (see [7, 5, 9, 8, 10, 3] ). Suppose ω = ω 0 ω 1 ω 2 . . . is an aperiodic infinite word over the alphabet A = {0, 1}. First let's look at some remarks about permutations generated by binary words where we use the natural order on A.
Claim 2.1 ( [7] ) For an infinite aperiodic word ω over A = {0, 1} with the natural ordering we have:
) Given two infinite binary words u = u 0 u 1 . . . and
We do have a trivial upper bound for τ ω (n) being the number of permutations of length n, which is n!.
Lemma 2.2 directly implies a lower bound for the permutation complexity for a binary aperiodic word ω, namely the factor complexity of ω. Thus, initial bounds on the permutation complexity can be seen to be:
a word over A, the complement of u is defined to be the word composed of the complement of the letters in u, that isū =ū 1ū2ū3 · · · . Let ω be an infinite aperiodic binary word, we say the set of factors of ω is closed under complementation if for each u ∈ F (ω) thenū ∈ F (ω). The following lemma shows an interesting property of the subpermutations of the infinite permutation π ω .
Lemma 2.3
Let ω = ω 0 ω 1 ω 2 · · · be an infinite aperiodic binary word with factors closed under complementation. If p is a subpermutation of π ω of length n, then the subpermutation q defined by q i = n − p i + 1 for each i, is also a subpermutation of π ω of length n.
Proof Let p be a subpermutation of π ω . There is an a ∈ N so that
and there is some finite word u i,j so that
Let v be the prefix of ω[a] so that for each i, j ∈ {0, 1, . . . , n − 1}, v contains both u i,j 0 and u i,j 1. Since the set of factors of ω is closed under complementation,v is a factor of ω. There is a b so thatv is a prefix
For any i ∈ {0, 1, . . . , n − 1} there are p i − 1 many j so that p j < p i and there are n − p i many j so that p j > p i . Therefore there are n − p i many j so that q j < q i , so q i = n − p i + 1.
Definition Two permutations p and q of {1, 2, . . . , n} have the same form if for each i = 0, 1, . . . , n − 1, p i < p i+1 if and only if q i < q i+1 . For a binary word u of length n − 1, say that p has form u if
for each i = 0, 1, . . . , n − 2.
The Thue-Morse Permutation
In this section the action of the Thue-Morse morphism on the subpermutations of π T will be investigated.
This action will induce a well-defined map on the subpermutations of π T and lead to an initial upper-bound on the permutation complexity of T .
The Thue-Morse word is:
and the Thue-Morse morphism is:
It can readily be verified that if a is a natural number then
since for any letter x ∈ {0, 1}, |µ T (x)| = 2.
A nice property of the factors of T is that any factor of length 5 or greater contains either 00 or 11.
Another interesting property is that for any i ∈ N, T [2i, 2i + 1] will be either 01 or 10. Thus any occurrence of 00 or 11 must be a factor of the form T [2i + 1, 2i + 2] for some i ∈ N. Therefore any factors T [2i, 2i + n]
and T [2j + 1, 2j + 1 + n] where n ≥ 4 cannot be equal based on the location of the factors 00 or 11.
Let π T be the infinite permutation associated to the Thue-Morse word T . For notational purposes, the set of all subpermutations of π T of length n will be denoted as P erm(n).
Let a and n be natural numbers and suppose we want to determine if T [a] < T [a+ n]. There will be some (possibly empty) factor u of T , and suffixes x and y of T so that T [a] = uλx and T [a+n] = uλy, for λ ∈ {0, 1}.
If |u| ≥ n + 1 we would have T a+i = T a+n+i for each i = 0, 1, . . . , n, and thus
and T [a, a + 2n] would violate the fact that T is overlap-free. Thus |u| ≤ n, and if |u| = n we have
determined within the factor T [a, a + 2n] of length 2n + 1. Thus the trivial bounds for the permutation complexity of the Thue-Morse word T are
Since the factor complexity of the Thue-Morse word is known (see [4, 6] ) we can find all factors of a given length. Thus for any natural number n, all factors of T of length 2n − 1 can be identified and thus the set of all subpermutations of π T of length n, P erm(n), can be identified as well. The subpermutations of {1, 2, . . . , n} have been identified for relatively low n (up to n = 65) and in these cases no more than two subpermutations of any length were identified to have the same form. In other words, for any factor u of T of length n ≤ 64 there are at most two subpermutations of length n + 1 having form u.
This section will deal with some properties of π T . Something to note about the Thue-Morse morphism is that it is an order preserving morphism, as shown by the following lemma. 
, then there exists a finite factor u of T , and suffixes x and y of T so that
Thus we can see
and therefore
If u ends with a 0, then µ T (T [a]) would have 00 at the end of u0, so u ends with 10 and 0x starts with 01.
If u ends with a 1, then µ T (T [b]) would have 11 at the end of u1, so u ends with 01 and 1x starts with 10.
In either case we have there is some factor v so that
Thus a prefix of T [a] is v0 and a prefix of , and hence u < v,
Proof The first letters in T [a] will be either 01 or 1, thus µ T (T [a]) will start with either 0110 or 10, 
Let u be a factor of T of length n. There is an a ∈ N so that u = T [a, a + n − 1]. Also recall that |u| 1 is the number of occurrences of the letter 1 in u, and that
, and let p ′ be the subpermutation
where T i = 0 and T j = 1, we have p i < p j and p 
and for any i ∈ {0, 1, . . . , n − 1}:
Proof To take care of the p ′ 2i terms, let i ∈ {0, 1, . . . , n}. There will be p i − 1 many j so that p i > p j , so there are
There are |u| 1 many j so that T a+j = 1, so there are |u| 1 many j so that p
and |u| 0 many j so that T a+j = 0, so p 
There are |u| 0 many j so that T a+j = 0, so there are |u| 0 many j so that p 2i+1 < p 2j+1 . Thus the only other j where p 
is not in u = T [a, a + n − 1]), and there can only be |u| 1 − (p i − 2 − |u| 0 ) − 1 = (n + 1) − p i many j so that T a+j = 1 and p i < p j . Thus there can only be Proof Supposing that p = q, there are i, j ∈ {0, 1, . . . , n} so that p i < p j and q i > q j and thus
Then since the Thue-Morse morphism is order preserving we have
Now to show by contrapositive, suppose that p = q, so p i = q i for each i ∈ {0, 1, . . . , n}. Since p = q, p and q have the same form, because p i < p i+1 if and only if
and thus T [2a, 2a + 2n
. Then by Proposition 3.3 it should be clear that for each
Thus there is a well-defined function on the subpermutations of π T . Let p = π T [a, a + n], and define
] using the formula in Proposition 3.3. Thus we have the map
which is injective by Lemma 3.4. Not all subpermutations of π T will be the image under φ of another subpermutation.
Let n ≥ 5 and a be natural numbers. Then n and a can be either even or odd, and for the subpermutation
, there exist natural numbers b and m so that one of 4 cases hold: Since the length of these factors is at least 5, we know that T [2c, 2c + n − 1] = T [2d + 1, 2d + n], and thus
because they do not have the same form. Thus we can break up the set P erm(n) into two classes of subpermutations, namely the subpermutations that start at an even position or an odd position. So say that P erm ev (n) is the set of subpermutations p of length n so that
for some b, and that P erm odd (n) is the set of subpermutations p of length n so that
where we have
Thus for n ≥ 3, P erm ev (2n + 1) is the set of all subpermutations of length 2n + 1 starting at an even
is also a surjective map, and is thus a bijection. The next definition about the restriction of subpermutations will be helpful to count the size of the sets P erm odd (2n), P erm ev (2n), and P erm odd (2n + 1).
For each i, there are p i − 1 terms in p that are less than p i and there are n − p i terms that are greater than p i . Thus consider i ∈ {0, 1, . . . , n − 1} and the values of L(p) i and R(p) i . If p 0 < p i+1 there will be
In a similar sense, if
It should also be clear that if there are two subpermutations
, we can then define three additional maps by looking at the left, right, and middle
These maps are
and are defined by
It can be readily verified that these three maps are surjective. To see an example of this, consider the map φ L , and let π T [2b, 2b + 2n − 1] be a subpermutation in P erm ev (2n). Then for the subpermutation
A similar argument will show that φ R and φ M are also surjective.
Lemma 3.6 For n ≥ 2:
Proof Let n ≥ 2. We have:
since φ is a bijection, and the 3 maps φ L , φ R , and φ M are all surjective. Thus we have the following inequalities:
The three maps φ L , φ R , and φ M are not injective maps. To see this, consider the subpermutations
Both of these subpermutations have form
. Then applying the maps we see: 
, and these maps are not injective in general. Hence the values in Lemma 3.6 are only an upper bound. The next goal is to determine when these maps are not injective.
Type k and Complementary Pairs
An interesting pattern occurs in some subpermutations of π T . The subpermutations that follow this pattern are said to be subpermutations of type k which is described in the next definition. Proposition 3.3 will be used inductively to show the maps φ, φ L , φ R , and φ M preserve subpermutations of type k. An induction argument with this fact will be used to show that two subpermutations have the same form if and only if they are a complimentary pair of type k, defined below. A corollary of this will determine when the maps φ L , φ R , and φ M are bijective.
where α i = β i + ε for each i = 1, 2, . . . , k and an ε ∈ {−1, 1}.
Some examples of subpermutations of type 1, 2, and 3 (respectively) are:
of type k so that p and q can be decomposed as:
then p and q are said to be a complementary pair of type k. If p and q are a complementary pair of type
The subpermutations
are a complementary pair of type 1. The following subpermutation of type 1
does not have a complementary pair, since [1 4 3 2] is not a subpermutation of π T .
The following proposition considers subpermutations of type k, and complementary pairs of type k.
is of type k, with k ≥ 1, and that p and q are a complementary pair of type k. (c) φ L (p) and φ L (q) are a complementary pair of type 2k − 2.
(d) φ R (p) and φ R (q) are a complementary pair of type 2k − 2.
(e) φ M (p) and φ M (q) are a complementary pair of type 2k − 3.
Proof Since p and q are a complementary pair of type k they can be decomposed as
and for ε ∈ {−1, 1},
For the values of k and l, 2k + l = n + 1 and
(a) The first thing to show is that φ(p) is of type 2k − 1.
, and p i < p n if and only if p n−(k−1)+i < p n since p i and p n−(k−1)+i are consecutive values. By Proposition 3.3:
where α
and φ L (p) is of type 2k − 2.
and φ R (p) is of type 2k − 2.
and there is a decomposition
and φ R (p) is of type 2k − 3.
is of type 2k − 1. Since p and q are a complementary pair of type k, p i = p n−k+1+i + ε = q i + ε = q n−k+1+i for each i ∈ {0, 1, . . . , k − 1}, and p k+i = q k+i for each i ∈ {0, 1, . . . , l − 1}.
Thus for i ∈ {0, 1, . . . , k − 1}:
By Proposition 3.3, since p k+i = q k+i for each i ∈ {0, 1, . . . , l − 1},
Thus there are decompositions of φ(p) = p ′ and φ(q) = q ′ so that
are a complementary pair of type 2k − 1.
In either case, L(p
where
and φ L (q) are a complementary pair of type 2k − 2. Now suppose that k = 1 and so 2k − 1 = 1. Then p
(respectively), and
, and so we have R(p
In either case, R(p
(e) From (c), φ R (p) = R(p ′ ) and φ R (q) = R(q ′ ) are a complementary pair of type 2k − 2. Suppose k ≥ 2 and so 2k − 4 ≥ 0, and let i ∈ {0, . . . , 2k − 4}, then R(p
are consecutive values, as are R(q ′ ) i and R(q ′ ) 2n−2k+3+i , and R(p
, and
, and so we have
In either case, L(R(p
and φ M (q) are a complementary pair of type 2k − 3. Now suppose that k = 1 and so 2k − 1 = 1. Then φ R (p) = φ R (q), and thus Proof First, suppose that p and q are a complementary pair of type k, for some k ≥ 1. So there are decompositions:
so that for ε ∈ {−1, 1}, α i = β i + ε for each i ∈ {1, 2, . . . , k}.
For each i ∈ {0, 1, . . . , k − 2}, p i and p n−k+1+i are consecutive values, as are q i and q n−k+1+i , so p i < p i+1 and p n−k+1+i < p n−k+1+i+1 ⇐⇒ q i < q i+1 and q n−k+1+i < q n−k+1+i+1 .
Since p k−1 = q k−1 + ε, p k+l + ε = q k+l , p k = q k , and p k+l−1 = q k+l−1 :
For each i ∈ {0, 1, . . . , l − 2}, p k+i = q k+i , so
Therefore p i < p i+1 if and only if q i < q i+1 for each i ∈ {0, 1, . . . , n − 1}, so p and q have the same form.
To show that distinct subpermutations with the same form are a complementary pair of type k, for some k ≥ 1, an induction argument will be used. The subpermutations of lengths 2 through 9 are listed in Appendix A, along with the form of the subpermutations. It can be seen that distinct subpermutations with the same form are a complementary pair of type k, for some k ≥ 1.
Assume that n ≥ 9 and that the theorem is true for all subpermutations of length at most n. Let p 
If, without loss of generality, p ′ ∈ P erm ev (n + 1) and q ′ ∈ P erm odd (n + 1), then p ′ = π T [2a, 2a + n] and . Therefore, either p ′ , q ′ ∈ P erm ev (n + 1) or p ′ , q ′ ∈ P erm odd (n + 1)
Thus one of the 4 following cases must hold:
1. p ′ , q ′ ∈ P erm ev (n + 1) and n + 1 is odd 2. p ′ , q ′ ∈ P erm ev (n + 1) and n + 1 is even 3. p ′ , q ′ ∈ P erm odd (n + 1)and n + 1 is even 4. p ′ , q ′ ∈ P erm odd (n + 1)and n + 1 is odd Case 1 Suppose p ′ , q ′ ∈ P erm ev (n + 1) and n + 1 = 2m + 1, so there are numbers a and b so that
, and 
Since p ′ and q ′ have the same form,
and Case 3 Suppose p ′ , q ′ ∈ P erm odd (n + 1) and n + 1 = 2m, so there are numbers a and b so that
Since p implies T a = T b , so
and 
Since p 
and T 2a+2m = T 2b+2m implies T a+m = T b+m , so Proof Assume that p is a subpermutation of π T so that p and q are a complementary pair of type s, and p and r are a complementary pair of type t. Moreover, s = t, and thus q = r. Then there are decompositions:
so that for ε s ∈ {−1, 1}, α i = β i + ε s for each i = 1, 2, . . . , s, and
so that for ε t ∈ {−1, 1}, α If β 1 = β ′ 1 then p n−s+1 = p n−t+1 , but since s = t this cannot happen. Thus β 1 = β ′ 1 and ε s = ε t , so ε s = −ε t . Hence
Therefore q 0 = r 0 ± 1, and q and r are not a complementary pair, contradicting the assumption. Proof It should be clear for all three cases that if p and q are a complementary pair of type 1 then
by Proposition 4.1. For the three cases, let
and
and p and q have the same form. By Theorem 4.2, p and q are a complementary pair of type k ≥ 1.
. Therefore p and q are a complementary pair of type 1.
and p and q have the same form. By Theorem 4.2, p and q are a complementary pair of type k ≥ 1. If k > 1, then φ R (p) and φ R (q) are a complementary pair of type 2k − 2 > 1, so φ R (p) = φ R (q). Therefore p and q are a complementary pair of type 1.
and T 2a+2n = T 2b+2n implies T a+n = T b+n , so
Therefore, Proof This will be proved using an induction argument on r. By looking at the subpermutations in Appendix A it can be readily verified that the lemma is true for r = 2 and c = 0, 1, 2, 3, so for n = 4, 5, 6, 7. Suppose that r > 2 and that the statement of the lemma is true when n < 2 r . It will be shown that it is true for all
As it was stated in the proof of Theorem 4.2, if p ′ ∈ P erm ev (n + 1) and q ′ ∈ P erm odd (n + 1), then p ′ and q ′ cannot have the same form. We must also consider when n + 1 is both even and odd. So there will be four subcases to consider, when p ′ , q ′ ∈ P erm ev (n + 1) or when p ′ , q ′ ∈ P erm odd (n + 1) and when n + 1 is even or odd.
Case a.1: Suppose p ′ , q ′ ∈ P erm ev (n + 1) and n + 1 is odd, so c is even. There is a d so that c = 2d, with 0 ≤ d < 2 r−2 + 1, and there are numbers a and b so that implies T a = T b , so
and T 2a+2 r +2d = T 2b+2 r +2d implies T a+2 r−1 +d = T b+2 r−1 +d , so
Therefore,
and p and q have the same form. If p = q then φ(p) = φ(q), by Corollary 3.5, and 
Since p implies T a+2 r−1 +d = T b+2 r−1 +d , so
and p and q have the same form. If p = q then φ(p) = φ(q), by Corollary 3.5, and Case a.4: Suppose p ′ , q ′ ∈ P erm odd (n + 1) and n + 1 is even, so c is odd. There is a d so that c = 2d + 1, 
and p and q have the same form. If p = q then φ(p) = φ(q), by Corollary 3.5, and . There will again be the four subcases from part (a) when 2 r−1 + 1 ≤ c < 2 r − 2, when p ′ , q ′ ∈ P erm ev (n + 1) or when p ′ , q ′ ∈ P erm odd (n + 1) and when n + 1 is even or odd. There will also be 2 additional special cases to consider, which are when c = 2 r − 2 and c = 2 r − 1.
Case b.1: Suppose p ′ , q ′ ∈ P erm ev (n + 1) and n + 1 is odd, so c is even. There is a d so that c = 2d,
, and there are numbers a and b so that p ′ = π T [2a, 2a + 2 r + 2d] and q ′ = π T [2b, 2b + 2 r + 2d], and
As in case a.1,
, so p and q have the same form. By the induction hypothesis p = q, so by Corollary 3.5,
Case b.2: Suppose p ′ , q ′ ∈ P erm odd (n + 1) and n + 1 is odd, so c is even. There is a d so that c = 2d, 
As in case a.2, T [a, a + 2
, so p and q have the same form. By the induction hypothesis p = q, so by Corollary 3.5, φ(p) = φ(q) and therefore
Case b.3: Suppose p ′ , q ′ ∈ P erm ev (n + 1) and n + 1 is even, so c is odd. There is a d so that c = 2d + 1,
, and there are numbers a and b so that p ′ = π T [2a, 2a + 2 r + 2d + 1] and
As in case a.3,
Case b.4: Suppose p ′ , q ′ ∈ P erm odd (n + 1) and n + 1 is even, so c is odd. There is a d so that c = 2d + 1,
, and there are numbers a and b so that p ′ = π T [2a + 1, 2a + 2 r + 2d + 2] and q ′ = π T [2b + 1, 2b + 2 r + 2d + 2], and
Case b.5: Suppose c = 2 r − 2. Thus n = 2 r + 2 r − 2 = 2 r+1 − 2, and the subpermutations p ′ and q ′ will have odd length. There will be two subcases, these being when p ′ , q ′ ∈ P erm ev (n + 1) and when p ′ , q ′ ∈ P erm odd (n + 1).
Case b.5.i: Suppose p ′ , q ′ ∈ P erm ev (n+1). There are numbers a and b so that
and q ′ = π T [2b, 2b + 2 r+1 − 2], and
As in cases a.1 and
Case b.5.ii: Suppose p ′ , q ′ ∈ P erm odd (n + 1). There are numbers a and b so that
As in cases a. will have even length. There will be two subcases, these being when p ′ , q ′ ∈ P erm ev (n + 1) and when
There are numbers a and b so that
and q ′ = π T [2b, 2b + 2 r+1 − 1], and 
Case b.6.ii: Suppose p ′ , q ′ ∈ P erm odd (n+1). There are numbers a and b so that
and q ′ = π T [2b + 1, 2b + 2 r+1 ], and 
Therefore the lemma is true when n = 2 r + c with 0 ≤ c < 2 r , and therefore for all n.
Thus, only subpermutations of length 2 r + 1 can be a complementary pair of type 1, and we have the following corollary. Proof It should be clear in each case that if p = q then A similar argument will show if φ R (p) = φ R (q) then p = q, and if
We now consider the number of factors u of T of length 2 r that have two subpermutations which form a complementary pair of type 1. are a complementary pair of type 2, so φ L (p) = φ L (q) and they both have form 
Now we know when there are complementary pairs of type 1, and how many pairs of type 1 there are in each case.
Permutation Complexity of T
We are now ready to give a recursive definition for the permutation complexity of T . To show this we consider when the maps φ, φ L , φ R , and φ M are bijective. After the recursive definition is given, it will be shown that the recursive definition yields a formula for the permutation complexity.
Proposition 6.1 Let n ∈ N. When 2n + 1 = 2 r − 1, for some r ≥ 3:
When 2n = 2 r , for some r ≥ 3:
For all other n ≥ 3:
Proof For any n,
This proof will be done in three cases. The first is when 2n + 1 = 2 r − 1 for some r ≥ 3, the second is when 2n = 2 r for some r ≥ 3, and the third for all other n.
Case 2n + 1 = 2 r − 1: It can be readily verified by looking at the subpermutations in Appendix A that the proposition is true for r = 3. Suppose r ≥ 3 and the lemma is true for r. We show that the lemma is true for r + 1. So 2n + 1 = 2 r+1 − 1, and P erm(2n + 1) = P erm ev (2n + 1) + P erm odd (2n + 1).
Since the map φ : P erm(n + 1) → P erm ev (2n + 1)
is a bijection, the size of P erm(n + 1) is the same as the size of P erm ev (2n + 1). Therefore |P erm ev (2n + 1)| = |P erm(n + 1)| = τ T (n + 1).
Then the map
is a surjective map, so complementary pairs of type 1 in P erm(n + 2). So 2 r+1 subpermutations in P erm(n + 2) will be mapped to 2 r subpermutations in P erm odd (2n + 1) under φ M . The other P erm(n + 2) − 2 r+1 subpermutations in P erm(n + 2) are pairwise distinct and not complementary pairs, and thus will be pairwise distinct under φ M . Hence |P erm odd (2n + 1)| = |P erm(n + 2)| − 2 r+1 + 2 r = τ T (n + 2) − 2 r . Therefore τ T (n) = τ T (n + 1) + τ T (n + 2) − 2 r .
Case 2n + 1 = 2 r : It can be readily verified by looking at the subpermutations in Appendix A that the proposition is true for r = 3. Suppose r ≥ 3 and the lemma is true for r, and we show that the lemma is true for r + 1. So 2n + 1 = 2
r+1
, and P erm(2n) = P erm ev (2n) + P erm odd (2n).
The map φ L : P erm(n + 1) → P erm ev (2n)
is a surjective map, so Case n ≥ 3: It can be readily verified by looking at the subpermutations in Appendix A that the proposition is true for n = 3. Suppose n ≥ 3 and the lemma is true for n, and we show that the lemma is true for n + 1. Since 2(n + 1) + 1, 2(n + 1) / ∈ {2 r − 1, 2 r |r ≥ 2} for any r, we have n + 2, n + 3 / ∈ {2 r + 1|r ≥ 2}.
So for 2(n + 1) and 2(n + 1) + 1 we know that the maps φ : P erm(n + 2) → P erm ev (2(n + 1) + 1)
φ L : P erm(n + 2) → P erm ev (2(n + 1)) φ R : P erm(n + 2) → P erm odd (2(n + 1)) φ M : P erm(n + 3) → P erm odd (2(n + 1) + 1)
are all bijections. Therefore:
|P erm ev (2(n + 1) + 1)| = |P erm(n + 2)| = τ T (n + 2)
|P erm ev (2(n + 1))| = |P erm(n + 2)| = τ T (n + 2)
|P erm odd (2(n + 1))| = |P erm(n + 2)| = τ T (n + 2)
|P erm odd (2(n + 1) + 1)| = |P erm(n + 3)| = τ T (n + 3).
So:
τ T (2(n + 1)) = |P erm ev (2(n + 1))| + |P erm odd (2(n + 1))| = 2(τ T (n + 2)) τ T (2(n + 1) + 1) = |P erm ev (2(n + 1) + 1)| + |P erm odd (2(n + 1) + 1)| = τ T (n + 2) + τ T (n + 3). Proof The proof will be done by induction on n. The above formula can be readily verified by looking at the subpermutations listed in Appendix A for n ≤ 9. Suppose the theorem is true for all values less than or equal to 2n. Therefore, for all n ≥ 6, where n = 2 a + b with 0 < b ≤ 2 a , τ T (n) = 2(2 a+1 + b − 2)
Conclusion
There seem to be some natural ways to continue this research. For the binary doubling map δ, defined as δ(0) = 00 and δ(1) = 11, it has been shown that T and δ(T ) have the same factor complexity ( 
