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FUNCTIONAL EQUATIONS IN POLYNOMIALS
ZHAN JIANG AND MICHAEL E. ZIEVE
Abstract. We determine all F,G ∈ C[X] of degree at least 2 for which
the semigroup generated by F and G under composition is not the free
semigroup on the letters F and G. We also solve the same problem for
F,G ∈ X2C[[X]], and prove partial analogues over arbitrary fields.
1. Introduction
Around 1920, Fatou, Julia and Ritt proved several remarkable results
about functional equations. These include, among other things, classifica-
tions of all pairs of complex polynomials F,G ∈ C[X] of degree at least
2 which either commute or have a common power under the operation of
functional composition. In other words, they solved each of the equations
(1.1) F ◦G = G ◦ F
and
(1.2) F 〈r〉 = G〈s〉 (for fixed r, s > 0)
in polynomials F,G ∈ C[X] of degree at least 2, where F 〈r〉 denotes the
r-th iterate of F . These results have played a fundamental role in many
subsequent investigations, for instance [2, 3, 5, 6, 7, 8, 9, 14, 18, 20, 26].
Both (1.1) and (1.2) express an equality between two compositions of
copies of F and G, and it is natural to study further equalities of this form.
In this paper we classify all F,G ∈ C[X] of degree at least 2 for which there
is a nontrivial equality between two compositions of copies of F and G. This
answers a question posed by Tien-Cuong Dinh in 2009.
Our first conclusion is that if the semigroup generated by F and G under
composition is not the free semigroup on the letters F and G, then there is
an integer r > 0 for which F 〈r〉 ◦G and F 〈r〉 commute. Thus, if there is any
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functional relationship between F and G then there is a relationship of the
very simple type F 〈r〉 ◦ G ◦ F 〈r〉 = F 〈2r〉 ◦ G. We deduce this unexpected
conclusion more generally for certain classes of rational functions over an
arbitrary field:
Theorem 1.3. Let K be an algebraically closed field, let m,n > 1 be integers
not divisible by char(K), and let A,B,C,D ∈ K[X] be nonzero polynomials
such that deg(A) − deg(B) = m and deg(C) − deg(D) = n. If we put
F := A/B and G := C/D then the following are equivalent:
(1.3.1) the semigroup generated by F and G under composition is not the
free semigroup on the letters F and G
(1.3.2) there is a root of unity γ ∈ K∗ for which the semigroup generated by
F and G is isomorphic to the semigroup generated by Xm and γXn,
via an isomorphism which maps F and G to Xm and γXn
(1.3.3) there exists r > 0 for which F 〈r〉 ◦G and F 〈r〉 commute
(1.3.4) there exist i ≥ 0 and j > 0 such that, for every r ≥ i and every
s ≥ 1, the functions F 〈r〉 ◦G〈s〉 and F 〈j〉 commute.
Since Ritt has classified the commuting complex rational functions [23],
we know a good deal about the shape of F 〈r〉 ◦G and F 〈r〉 in (1.3.3) when
K = C. However, due to the non-explicit nature of Ritt’s result, it is
not clear whether this information makes it possible to classify all F and G
satisfying (1.3.3) when K = C. Ritt’s result does take an explicit form when
F and G are polynomials. By combining the polynomial case of Ritt’s result
with several additional ingredients, we obtain the following classification of
the polynomials F and G satisfying (1.3.3). Here if L(X) ∈ K[X] has degree
1 then we write L〈−1〉 for the inverse of L under composition.
Theorem 1.4. Let K be an algebraically closed field, and let F,G ∈ K[X]
have degrees m,n where m,n > 1 and char(K) - mn. Then the following
are equivalent:
(a) the semigroup generated by F and G under composition is not the
free semigroup on the letters F and G
(b) there is a root of unity γ ∈ K∗ for which the semigroup generated by
F and G is isomorphic to the semigroup generated by Xm and γXn,
via an isomorphism which maps F and G to Xm and γXn
(c) there is a degree-one polynomial L(X) ∈ K[X] for which L〈−1〉◦F ◦L
and L〈−1〉 ◦G ◦ L are one of the following:
(1.4.1) Xm and αXn, where α ∈ K∗ is a root of unity
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(1.4.2) αTm(X) and βTn(X), where α, β ∈ {1,−1}
(1.4.3) αH〈i〉(X) and βH〈j〉(X), where i, j > 0, H(X) = XrC(Xs) for
some C(X) ∈ K[X] and some s > 0 ≤ r, and α, β ∈ K∗ satisfy
αs = βs = 1.
In case (1.4.2), Tm(X) denotes the “normalized Chebyshev polynomial”,
which is the unique polynomial in K[X] for which
Tm
(
X +
1
X
)
= Xm +
1
Xm
.
We give more information about Tm(X) in Remark 4.7.
Remark 1.5. The semigroups in (b) can be quite complicated. For instance,
if γ ∈ K∗ is a primitive fifth root of unity then the semigroup generated by
F := X2 and G := γX3 has the following nine relations, none of which is
generated by the others:
G ◦ F 〈2〉 ◦G = F ◦G〈2〉 ◦ F
F ◦G ◦ F ◦G = G〈2〉 ◦ F 〈2〉
F ◦G〈4〉 = G〈4〉 ◦ F
F 〈2〉 ◦G〈3〉 = G〈2〉 ◦ F ◦G ◦ F
F 〈3〉 ◦G〈2〉 = G ◦ F ◦G ◦ F 〈2〉
F 〈4〉 ◦G = G ◦ F 〈4〉
F ◦G ◦ F 〈3〉 ◦G = G ◦ F 〈3〉 ◦G ◦ F
F ◦G〈3〉 ◦ F ◦G = G ◦ F ◦G〈3〉 ◦ F
F 〈2〉 ◦G〈2〉 ◦ F ◦G = G〈3〉 ◦ F 〈3〉.
Our proof of Theorem 1.4 relies on the known classifications of commuting
polynomials and of polynomials with a common iterate. In case K = C, the
latter classification was first proved by Ritt [21], using a method which in-
spired the proof in the present paper. This latter classification, together with
a result proved independently by Fatou [12], Julia [15] and Ritt [23], yields
a classification of commuting polynomials in C[X]. Dorfer and Woracek [11]
generalized these results to arbitrary fields of characteristic not dividing the
degrees of the polynomials. We note that the proofs by Fatou, Julia and
Ritt of the classification of commuting polynomials in C[X] do not extend
easily to positive characteristic, and in fact the proof for arbitrary fields in
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[11] yields a new proof in this classical case. In addition to using two results
from [11], we also use methods adapted from that paper.
We also solve the analogous problem for formal power series in X2K[[X]]
when char(K) = 0, and give a partial solution when char(K) > 0:
Theorem 1.6. Let K be an algebraically closed field, and let F,G ∈ K[[X]]
have lowest-degree terms of degrees m,n > 1, where char(K) - mn. The
following are equivalent:
(1.6.1) the semigroup generated by F and G under composition is not the
free semigroup on the letters F and G
(1.6.2) there is some L ∈ K[[X]] having lowest-degree term of degree 1 for
which L〈−1〉 ◦ F ◦ L = Xm and L〈−1〉 ◦G ◦ L = αXn, where α ∈ K∗
is a root of unity.
The arguments in this paper are elementary, given the known results that
we use, but we emphasize that the arguments are very subtle and need to be
done in just the right way in order to work. In particular, these arguments
are quite difficult to come up with.
After we sent a preliminary version of this paper to two colleagues, our
results have been used in two recent papers. Bell, Bruin, Huang, Peng
and Tucker use our results to prove a particularly strong form of the Tits
alternative for polynomials [10]. Also Hindes has extended our proof of
Lemma 3.2 to yield an analogous result for finite sets of polynomials [13,
Thm. 4.2]. The combination of this initial response and the many important
applications of the earlier results of Fatou, Julia and Ritt makes us optimistic
that our results will find many further applications.
2. Bo¨ttcher functions
In this section we show that certain elements of K[[X]] are conjugate
(under composition) to Xm. This will play a crucial role in the proofs of
our main results.
Lemma 2.1. Let K be a field, and let F (X) ∈ K[[X]] have lowest-degree
term αmX
m, where αm ∈ K∗, char(K) - m, and m > 1. Then the following
are equivalent:
(2.1.1) there exists L ∈ K[[X]] with lowest-degree term of degree 1 such that
L〈−1〉 ◦ F ◦ L = Xm
(2.1.2) αm is an (m− 1)-th power in K.
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Moreover, if L0 is a series as in (2.1.1) then all series L as in (2.1.1) have
the form L0 ◦ γX where γ ∈ K satisfies γm−1 = 1.
Proof. Write F (X) =
∑∞
i=m αiX
i with αi ∈ K. Consider an arbitrary
L(X) =
∑∞
i=1 βjX
j with β1 6= 0, where the βj are elements of K which we
will determine. The equation
(2.2) L〈−1〉 ◦ F ◦ L = Xm
is equivalent to
(2.3) F ◦ L = L ◦Xm.
Both sides of (2.3) have lowest-degree term of degree m. Equating coef-
ficients of Xm gives αmβ
m
1 = β1, so that β
m−1
1 = 1/αm, whence (2.1.1)
implies (2.1.2). For any β1 ∈ K satisfying βm−11 = 1/αm, we successively
compare the coefficients of Xm+r in both sides of (2.3) for r = 1, 2, 3, . . . .
The coefficient of Xm+r in F ◦ L is the sum of αmmβm−11 βr+1 and some
function of F and the βj ’s with j ≤ r, while the coefficient of Xm+r in
L ◦ Xm is a function of F and the βj ’s with j ≤ r. Thus, for any choice
of βj ’s with 2 ≤ j ≤ r, there is a unique choice of βr+1 for which the two
sides of (2.3) have the same coefficient of Xm+r. Inductively, it follows that
there is a unique L ∈ XK[[X]] satisfying (2.3) for which L′(0) is a fixed
(m−1)-th root of 1/αm. Fix one such L0(X) and put β1 := L′0(0), and note
that by composing (2.3) on the right with γX where γm−1 = 1 we obtain
F ◦ L0(γX) = L0(γmXm) = L0(γX) ◦ Xm, so that L0(γX) is the unique
solution of (2.3) having lowest-degree term β1γX. Therefore these solutions
L0(γX) comprise all solutions of (2.2). 
Remark 2.4. In case K = C, the series L〈−1〉(X) satisfying (2.1.1) are
called Bo¨ttcher functions, since Bo¨ttcher proved their existence in 1904 [4,
p. 176]. In this case L(X) can be taken to be the unique analytic function
defined in an open neighborhood of 0 such that the sequence of functions
(F 〈i〉(X))1/mi converges uniformly (pointwise) to L〈−1〉(X), where for each
function we choose the mi-th root of F 〈i〉(X) which has derivative at 0
equal to some fixed (m− 1)-th root of αm. These Bo¨ttcher functions play a
prominent role in complex dynamics, in connection with the dynamics near
a superattracting fixed point; for instance, see [19, Chap. 9].
Remark 2.5. The hypotheses in Lemma 2.1 cannot be removed. For in-
stance, if char(K) = p > 0 then the equation L〈−1〉 ◦ (Xp +Xp+1) ◦L = Xp
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has no solutions in L ∈ XK∗ + X2K[[X]], since equating terms of degree
p+ 1 in (Xp +Xp+1) ◦ L = L ◦Xp gives L′(0)p+1 = 0.
3. Semigroups of formal power series
In this section we prove Theorems 1.3 and 1.6. By Lemma 2.1, it suffices
to prove Theorem 1.6 in case F (X) = Xm. We first show that in this case
F (X) and G(X) generate a free semigroup if G(X) is not a monomial.
Lemma 3.1. Let K be a field, let m,n > 1 be integers not divisible by
char(K), and let G ∈ K[[X]] have lowest-degree term of degree n. If G
has at least two terms then the semigroup generated by Xm and G under
composition is the free semigroup on the letters Xm and G.
Proof. For any nonzero H ∈ K[[X]], let gap(H) be the (positive) difference
between the degrees of the two terms in H of least degree, defining gap(H)
to be ∞ if H has only one term. If the lowest-degree term of H has degree
r ≥ 2, and we denote F := Xm, then plainly
• gap(H ◦ F ) = m · gap(H)
• gap(F ◦H) = gap(H)
• gap(G ◦ H) ≥ min(gap(H), r · gap(G)), with equality holding if
gap(H) 6= r · gap(G).
Thus if B is a composition of copies of F and G then gap(B ◦G) = gap(G).
But if A is a composition of copies of F and G then gap(A ◦F ) equals ∞ if
there are no G’s in A, and otherwise equals mi · gap(G) where i > 0 is the
number of F ’s in A ◦ F which occur to the right of every G. (To see this,
note that the lowest-degree term of G ◦ F 〈i〉 has degree nmi.)
If F and G do not generate the free semigroup on the letters F and G
then there is a relation A◦F = B ◦G where both A and B are compositions
of copies of F and G (note that we may assume that the rightmost letters
on the two sides in the relation are distinct, since U ◦ H = V ◦ H implies
U = V for any nonconstant H ∈ XK[[X]]). Thus
gap(G) = gap(B ◦G) = gap(A ◦ F ) ≥ m · gap(G),
which is impossible. 
Next we show that the semigroup generated by Xm and αXn is free if α
is not a root of unity.
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Lemma 3.2. Let K be a field, let m,n > 1 be integers, and let α ∈ K∗ have
infinite order. Then the semigroup generated by F := Xm and G := αXn
under composition is the free semigroup on F and G.
Proof. Suppose otherwise. If U, V ∈ K[X] are compositions of copies of F
and G, and H ∈ {F,G}, then we must have U = V if either H ◦U = H ◦ V
or U ◦H = V ◦H. Thus there exist A,B ∈ K[X] which are compositions
of copies of F and G, and such that A ◦ F = B ◦G and the leftmost factor
(namely F or G) in A ◦ F is distinct from the leftmost factor in B ◦ G.
When speaking of a monomial with leading coefficient αs, we refer to s as
the degree of α in the monomial. We can write {A◦F, B◦G} = {F ◦U, G◦V }
where U, V are compositions of copies of F and G. Then the degree of α
in F ◦ U is divisible by m, but the degree of α in G ◦ V is congruent to
(1 + n + n2 + · · · + nr−1) (mod m), where r ≥ 1 is the number of initial
copies of G in G ◦ V (counting from the left). Hence gcd(m,n) = 1, so by
equating degrees in the identity A ◦F = B ◦G we see that A ◦F and B ◦G
involve the same number (say u) of F ’s as one another, and also the same
number (say v) of G’s. The degree of α in A ◦ F is at most the degree of α
in F 〈u−1〉 ◦G〈v〉 ◦ F , which is
v−1∑
i=0
mu−1ni =mu−1nv−1 +
v−2∑
i=0
mu−1ni
= mu−1nv−1 +mu−1
nv−1 − 1
n− 1
< mu−1nv−1 +mu−1nv−1
≤ munv−1,
while the degree of α in B ◦ G is at least munv−1, so these degrees cannot
be the same. 
If α is an `-th root of unity then the semigroup generated by Xm and
αXn is not free, since every composition of copies of these polynomials is a
monomial with leading coefficient a power of α, but for suitable degrees d
there are more than ` ways to compose copies of Xm and αXn in order to
obtain a degree-d polynomial. We now describe some specific relations in
this case.
Lemma 3.3. Let K be a field, and define F,G ∈ K[X] by F := Xm and
G := αXn where m,n > 1 and α ∈ K∗ has finite order. Then there exist
i ≥ 0 and j > 0 such that, for every r ≥ i and every s ≥ 1, the polynomials
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F 〈r〉 ◦G〈s〉 and F 〈j〉 commute under composition. In particular, there exists
r > 0 for which F 〈r〉 ◦G and F 〈r〉 commute.
Proof. Let ` be the multiplicative order of α, and let i ≥ 0 and j > 0 be
integers for which ` | mi(mj−1). For any integers r ≥ i and s ≥ 1, the poly-
nomials F 〈r〉 ◦G〈s〉 ◦F 〈j〉 and F 〈j+r〉 ◦G〈s〉 are monomials of the same degree
with leading coefficients αm
r(1+n+n2+...+ns−1) and αm
j+r(1+n+n2+...+ns−1), re-
spectively. Since
mj+r −mr = mr(mj − 1) ≡ 0 (mod `),
these leading coefficients are identical, so that F 〈r〉◦G〈s〉◦F 〈j〉 = F 〈j+r〉◦G〈s〉,
whence F 〈r〉 ◦ G〈s〉 and F 〈j〉 commute. Finally, if we let r be any positive
multiple of j such that r ≥ i, then F 〈r〉 ◦G commutes with F 〈j〉 and hence
with F 〈r〉. 
We now prove Theorem 1.6.
Proof of Theorem 1.6. Lemma 3.3 shows that (1.6.2) implies (1.6.1). Con-
versely, if (1.6.1) holds then by Lemma 2.1 there exists L ∈ K[[X]] having
lowest-degree term of degree 1 for which L〈−1〉 ◦ F ◦ L = Xm. Writing
A := Xm and B := L〈−1〉 ◦ G ◦ L, it follows that A and B do not generate
the free semigroup on the letters A and B. Since the lowest-degree term of
B has degree n, Lemmas 3.1 and 3.2 imply that B = αXn where α is a root
of unity, so that (1.6.2) holds. 
We conclude this section by proving Theorem 1.3.
Proof of Theorem 1.3. The implications (1.3.4) =⇒ (1.3.3) =⇒ (1.3.1) are
immediate, and (1.3.2) implies (1.3.4) by Lemma 3.3. Thus we need only
show that (1.3.1) implies (1.3.2). Assume that (1.3.1) holds. Put U :=
1/F (1/X) and V := 1/G(1/X), so that 0 is a root of both U and V ,
with respective multiplicities m and n. By viewing K(X) as a subfield of
K((X)) in the usual manner, it follows that U and V are elements of K[[X]]
whose lowest-degree terms have degrees m and n. Since (1.3.1) holds, the
semigroup generated by U and V is not the free semigroup on the letters
U and V . By Theorem 1.6, there exists L(X) ∈ K[[X]] with lowest-degree
term of degree 1 for which R := L〈−1〉 ◦ U ◦ L and S := L〈−1〉 ◦ V ◦ L
satisfy R = Xm and S = αXn with α ∈ K∗ having finite order. Now let ψ
be the automorphism of the semigroup K(X) \K (under the operation of
composition) defined by ψ(W ) = 1/W (1/X), and let φ be the automorphism
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of the semigroup XK[[X]] (again under composition) defined by φ(W ) =
L〈−1〉 ◦ W ◦ L. Writing 〈F,G〉 for the semigroup generated by F and G,
the restriction of ψ to 〈F,G〉 has image contained in X2K[[X]], so that the
composition φ ◦ ψ induces an isomorphism from 〈F,G〉 to the semigroup
generated by φ(ψ(F )) = Xm and φ(ψ(G)) = αXn. 
Remark 3.4. The conclusion of Theorem 1.3 holds for any F,G ∈ K(X)
for which there is a degree-one M ∈ K(X) for which F̂ := M 〈−1〉 ◦ F ◦M
and Ĝ := M 〈−1〉 ◦ G ◦M satisfy the hypotheses of Theorem 1.3. In other
words, this conclusion holds for any nonconstant F,G ∈ K(X) which have a
common fixed point β ∈ P1(K) whose ramification indices m,n in the covers
F,G : P1 → P1 satisfy m,n > 1 and char(K) - mn.
Remark 3.5. It would be interesting to prove versions of Theorems 1.3
and 1.6 in case char(K) | mn. Although the conclusion of Lemma 2.1 is
not true in this setting, Ruggiero [24] has provided a potential replacement
for Lemma 2.1, by giving a somewhat manageable set of representatives for
X2K[[X]] up to conjugation by elements of XK∗ +X2K[[X]]. A thorough
study of Ruggiero’s representatives would be valuable for both this and other
questions.
4. Semigroups of polynomials
In this section we prove Theorem 1.4. We will need several preliminary
results.
Definition 4.1. We say that a polynomial of degree m > 0 has gap form if
it has no term of degree m− 1.
Lemma 4.2. Let K be a field and let F,G ∈ K[X] have degrees m,n > 0
where char(K) - m. Suppose that either n > 1 or F has gap form. Then
F ◦G has gap form if and only if G has gap form.
Proof. Write F =
∑m
i=0 αiX
m−i and G =
∑n
j=0 βjX
n−j where αi, βj ∈
K. Then the coefficient of Xmn−1 in F ◦ G is α0mβn−10 β1, which equals 0
precisely when β1 = 0. 
Definition 4.3. For any field K and any F (X) ∈ K[X] which has at least
two terms, we define L(F ) to be the greatest common divisor of the set of
all differences between degrees of pairs of terms of f(X). Thus, L(F ) is the
largest integer s for which we can write F (X) = XrA(Xs) with r ≥ 0 and
A ∈ K[X]. If F (X) is a monomial then we define L(F ) := 0.
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Lemma 4.4. For any field K, any nonconstant F (X) ∈ K[X], and any
α ∈ K∗, the following are equivalent:
• there exists β ∈ K for which βF (X) = F (αX)
• αL(F ) = 1.
Proof. Compare coefficients. 
Lemma 4.5. Let K be a field, and let F (X) ∈ K[X] have degree m > 1
where char(K) - m. Then L(F 〈i〉) = L(F ) for every i > 0.
Proof. Let G(X) ∈ K[X] have degree n > 0. We will show that
(1) gcd(L(F ),L(G)) | L(F ◦G) if L(F ) + L(G) > 0
(2) If F has gap form then L(F ◦G) | L(G).
First we show that the conclusion of Lemma 4.5 follows from (1) and (2).
If F has gap form and L(F ) > 0 then (1) implies that L(F ) | L(F 〈i〉), and
(2) implies that L(F 〈j+1〉) | L(F 〈j〉) for every j > 0, so that L(F 〈i〉) | L(F )
and thus L(F ) = L(F 〈i〉). If L(F ) = 0 then F is a monomial, so also
F 〈i〉 is a monomial and thus L(F 〈i〉) = 0. Finally, if F does not have gap
form then Lemma 4.2 implies that F 〈i〉 does not have gap form, so that
L(F 〈i〉) = 1 = L(F ).
It remains to prove (1) and (2). We begin with (1). Let d := gcd(L(F ),L(G)),
so that F (X) = XrA(Xd) and G(X) = XsB(Xd) for some A,B ∈ K[X]
and some r, s ≥ 0. Then plainly F ◦G equals XrsC(Xd) for some C ∈ K[X],
so that d | L(F ◦G).
Now we prove (2). It suffices to prove that, if an integer s > 0 does
not divide L(G), then also s - L(F ◦ G). So let s be a positive integer for
which s - L(G). Writing G(X) = ∑nj=0 βjXn−j with βj ∈ K, it follows
that βj 6= 0 for some j with s - j. Letting t be the least such integer j,
we will show that F ◦ G has a term of degree mn − t, which yields the
desired conclusion since then L(F ◦ G) | t and thus s - L(F ◦ G). Let α be
the leading coefficient of F (X). Since F (X) has gap form, we know that
deg(F (X) − αXm) ≤ m − 2, so that (F (X) − αXm) ◦ G(X) has degree at
most (m − 2)n. Since t ≤ n < 2n, it follows that the coefficient of Xmn−t
in F ◦G equals the coefficient of Xmn−t in αXm ◦G. The latter coefficient
is the sum of αmβm−10 βt and the coefficient of X
mn−t in αXm ◦H, where
H(X) :=
∑t−1
j=0 βjX
n−j . Since all terms of H(X) have degree congruent to
n (mod s), all terms of H(X)m must have degree congruent to mn (mod s),
and thus H(X)m has no term of degree mn−t. It follows that the coefficient
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of Xmn−t in F ◦G equals αmβm−10 βt, and hence is nonzero. Thus L(F ◦G) | t,
so that s - L(F ◦ G). Hence every positive integer which divides L(F ◦ G)
must also divide L(G), so we conclude that L(F ◦G) | L(G). 
Remark 4.6. The hypothesis deg(F ) > 1 cannot be removed, since for
F := 1 −X we have L(F ) = 1 and L(F 〈2〉) = 0. The hypothesis char(K) -
deg(F ) cannot be removed, since for F := Xp + X with p := char(K) > 0
we have F 〈p〉 = Xpp +X, so that L(F 〈p〉) = pp − 1 > p− 1 = L(F ). In item
(2) in the proof, the hypothesis that F has gap form cannot be removed, in
light of the example F (X) := (X + 1)m and G(X) := Xn − 1.
We will also use two results of Dorfer and Woracek [11], which generalize
classical results of Fatou, Julia and Ritt. We state these after explaining the
polynomials Tm(X) which occur in these results.
Remark 4.7. For any field K and any positive integer m, we define the
“normalized Chebyshev polynomial” Tm(X) to be the unique polynomial in
K[X] which satisfies Tm(X + X
−1) = Xm + X−m. One way to construct
Tm(X) is via the identity Tm(X) = D(X, 1), where D(X,Y ) ∈ K[X,Y ]
satisfies D(X +Y,XY ) = Xm +Y m. Alternately, if Cm(X) ∈ Z[X] denotes
the classical degree-m Chebyshev polynomial which satisfies Cm(cos θ) =
cosmθ, then for char(K) = 0 we have Tm(X) = 2X ◦ Cm(X) ◦ X/2. The
main advantage of Tm(X) to Cm(X) occurs in characteristic 2, since the
reduction mod 2 of Cm(X) is either 1 or X, whereas Tm(X) is a monic
degree-m polynomial in K[X] for every field K. For further details and
results about Tm(X), see for instance [1, 17].
Proposition 4.8. ([11, Thm. 5.1]) Let K be an algebraically closed field, let
m,n > 1 be integers not divisible by char(K), and let F,G ∈ K[X] satisfy
deg(F ) = m, deg(G) = n, and F ◦ G = G ◦ F . Then there is a degree-one
L ∈ K[X] for which the conjugates L〈−1〉 ◦ F ◦ L and L〈−1〉 ◦G ◦ L are one
of the following:
(4.8.1) αXm and βXn, where α, β ∈ K∗
(4.8.2) αTm and βTn, where α, β ∈ {1,−1}
(4.8.3) αH〈i〉 and βH〈j〉, where i, j > 0 and α, β ∈ K∗ and H ∈ K[X]
satisfy αL(H) = βL(H) = 1.
Proposition 4.9. ([11, Thm. 4.3]) Let K be an algebraically closed field,
let m,n > 1 be integers not divisible by char(K), and let F,H ∈ K[X]
have degrees m and n, where H has gap form. If F 〈r〉 = βH〈j〉 for some
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r, j > 0 and some β ∈ K∗ such that βL(F ) = βL(H) = 1, then there exists
a polynomial A(X) ∈ K[X] having gap form for which L(F ) | L(A) and
F = γA〈s〉 and H = δA〈t〉 for some s, t > 0 and some γ, δ ∈ K∗ such that
γL(F ) = δL(F ) = 1.
Remark 4.10. In light of Lemma 4.5, the hypothesis βL(F ) = βL(H) = 1
in Proposition 4.9 can be weakened to either βL(F ) = 1 or βL(H) = 1. For,
since F 〈r〉 = βH〈j〉, we have
L(F ) = L(F 〈r〉) = L(βH〈j〉) = L(H〈j〉) = L(H).
When applying the previous two results, we will need to know the poly-
nomials which have an iterate being either a monomial or a Chebyshev
polynomial. We describe these now.
Lemma 4.11. Let K be a field and let F ∈ K[X] satisfy deg(F ) > 1 and
char(K) - deg(F ). If F 〈i〉(X) is a monomial for some i > 0 then F is a
monomial.
Proof. We have (F 〈i〉)−1(0) = {0}, so since F 〈i〉 = F ◦ F 〈i−1〉 we see that
F−1(0) consists of a single element α, which must be a root of the derivative
F ′(X) which in turn is a factor of (F 〈i〉)′(X). Since (F 〈i〉)′(X) is a monomial,
it follows that α = 0, whence F is a monomial. 
Our proof of the analogous assertion for Chebyshev polynomials uses the
following simple but unexpected result.
Lemma 4.12. If K is a field and A,B, F,G ∈ K[X] are nonconstant poly-
nomials such that A ◦B = F ◦G, deg(A) = deg(F ), and char(K) - deg(A),
then there is a degree-one L ∈ K[X] for which F = A◦L〈−1〉 and G = L◦B.
Lemma 4.12 was first proved for K = C by Ritt [22], via Riemann surface
techniques, and was later proved by Levi [16, §2] by comparing coefficients.
Although Levi stated the result only for fields of characteristic 0, his proof
works in arbitrary characteristic, as noted in [25, Prop. 2.2].
Note that the definition of Chebyshev polynomials implies that Ti ◦ Tj =
Tij and Tm(−X) = (−1)mTm(X) (so that Tm has gap form). Also, if m > 1
and char(K) - m then the two highest-degree terms of Tm are Xm and
−mXm−2, so that L(Tm) = 2.
Lemma 4.13. Let K be a field, and let F (X) ∈ K[X]. If F 〈i〉(X) = αTn(X)
for some α ∈ K∗ and some i, n > 1 with char(K) - n, then α ∈ {1,−1} and
F (X) = βTm(X) for some β ∈ {1,−1} and some m > 1.
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Proof. For m := deg(F ) and any j with 1 ≤ j ≤ i we have
αTn/mj ◦ Tmj = αTn = F 〈i〉 = F 〈i−j〉 ◦ F 〈j〉,
so by Lemma 4.12 there is a degree-one Lj ∈ K[X] for which F 〈j〉 = Lj ◦Tmj
and αTn/mj = F
〈i−j〉 ◦ Lj . Thus F 〈j〉 has gap form, so Lemma 4.2 implies
that F has gap form and thus F 〈i−j〉 has gap form. Since also Tn/mj has gap
form, and αTn/mj = F
〈i−j〉 ◦ Lj , Lemma 4.2 implies that Lj has gap form,
whence Lj(0) = 0. Substituting F = L1 ◦ Tm into F 〈2〉 = L2 ◦ Tm2 yields
L1 ◦ Tm ◦ L1 ◦ Tm = L2 ◦ Tm ◦ Tm,
so that
L1 ◦ Tm ◦ L1 = L2 ◦ Tm.
Here L1(X) = βX, and Lemma 4.4 implies that β
L(Tm) = 1. Since L(Tm) =
2, we conclude that β ∈ {1,−1}, where F = βTm. Finally, comparing
leading coefficients in αTn(X) = F
〈i〉(X) yields α ∈ {1,−1}. 
We now use the above results to prove Theorem 1.4.
Proof of Theorem 1.4. By Theorem 1.3 with B = D = 1, we know that (a)
is equivalent to (b). We first show that (c) implies (a). If F and G are
as in (1.4.1) then (b) and hence (a) holds. Next consider F := αTm and
G := βTn with α, β ∈ {1,−1}. If m is even then F 〈2〉 ◦ G = F ◦ G ◦ F ;
likewise if n is even then G〈2〉 ◦ F = G ◦ F ◦ G, and finally if both m and
n are odd then F ◦ G = G ◦ F . Next, if F and G are as in (1.4.3) then
F 〈j〉 = γG〈i〉 for some γ ∈ K∗ with γs = 1. Let a, b be positive integers for
which ria(1 + rij + r2ij + · · ·+ r(b−1)ij) is divisible by s. Then
F 〈a+jb〉 = F 〈a〉 ◦ γ1+rij+r2ij+···+r(b−1)ijG〈ib〉
= γr
ia(1+rij+r2ij+···+r(b−1)ij)F 〈a〉 ◦G〈ib〉
= F 〈a〉 ◦G〈ib〉.
It remains to prove that (a) implies (c). Thus we assume now that the
semigroup generated by F and G under composition is not the free semi-
group on the letters F and G. By Theorem 1.3 with B = D = 1, we know
that F 〈r〉 ◦ G commutes with F 〈r〉 for some r > 0. By Proposition 4.8,
there is a degree-one L ∈ K[X] for which the conjugates L〈−1〉 ◦F 〈r〉 ◦G ◦L
and L〈−1〉 ◦ F 〈r〉 ◦ L are one of (4.8.1), (4.8.2) or (4.8.3). Replace F and
G by L〈−1〉 ◦ F ◦ L and L〈−1〉 ◦ G ◦ L, so that F 〈r〉 ◦ G and F 〈r〉 are one of
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(4.8.1), (4.8.2) or (4.8.3); this replacement does not affect whether or not
the conclusion of (c) in Theorem 1.4 is true.
First assume that F 〈r〉 ◦ G = αXm and F 〈r〉 = βXn where α, β ∈ K∗.
Then Lemma 4.11 implies that F is a monomial, so that also G is a mono-
mial. By replacing F and G by their conjugates by γX for a suitable γ ∈ K∗,
we may assume that F is monic. Finally, Lemma 3.2 implies that the leading
coefficient of G is a root of unity, so F and G are as in (1.4.1).
Next assume that F 〈r〉 ◦G = αTm and F 〈r〉 = βTn where α, β ∈ {1,−1}.
By Lemma 4.13 we have F = δTj for some δ ∈ {1,−1}. We compute
αTn ◦ Tm/n = F 〈r〉 ◦G = βTn ◦G,
so by Lemma 4.12 there is a degree-one L ∈ K[X] for which G = L ◦ Tm/n
and αTn = βTn ◦ L. Since Tn has gap form, this last identity implies that
L has gap form by Lemma 4.2. Thus from Lemma 4.4 and the fact that
L(Tn) = 2 we conclude that L(X) = ±X, so that G = ±Tm/n. Therefore F
and G are as in (1.4.2).
Finally, assume that F 〈r〉 ◦ G = αH〈i〉 and F 〈r〉 = βH〈j〉 where i, j > 0
and α, β ∈ K∗ satisfy αL(H) = βL(H) = 1 with H ∈ K[X]. If L(H) 6= 1 then
H has gap form; if L(H) = 1 then α = β = 1, and we may conjugate F,G,H
by a translation in order to put H into gap form, where such conjugation
preserves the two relations F 〈r〉 ◦ G = H〈i〉 and F 〈r〉 = H〈j〉. Thus in
any case we may assume that H is in gap form, so by Proposition 4.9 and
Remark 4.10, the equation F 〈r〉 = βH〈j〉 implies that L(F ) = L(H) and
that there is a polynomial A(X) ∈ K[X] which has gap form and satisfies
L(F ) | L(A) and F = γA〈s〉 and H = δA〈t〉 for some s, t > 0 and some
γ, δ ∈ K∗ such that γL(F ) = δL(F ) = 1. Substituting into the equation
F 〈r〉 ◦ G = αH〈i〉 yields A〈rs〉 ◦ G = A〈it〉 where L(F ) = 1. Write this as
A〈rs〉 ◦ G = A〈rs〉 ◦ A〈it−rs〉, and use Lemma 4.12 to conclude that G =
η+ ζA〈it−rs〉 for some η ∈ K and ζ ∈ K∗, so that A〈rs〉 ◦ (ζX + η) = A〈rs〉.
Since A has gap form, also A〈rs〉 has gap form, so we must have η = 0.
Lemma 4.4 implies that ζL(A〈rs〉) = 1, so ζL(A) = 1 by Lemma 4.5. Therefore
G = ζA〈it−rs〉 and F = γA〈s〉 where ζL(A) = γL(A) = 1. If L(A) > 0 then
F and G are as in (1.4.3). Finally, if L(A) = 0 then we may replace F and
G by their conjugates by θX for a suitable θ ∈ K∗, in order to assume that
F = Xm and G = λXn with λ ∈ K∗. Lemma 3.2 implies that λ is a root of
unity, so that F and G are as in (1.4.1). 
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