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Generalized adjoints and applications to composition
operators
Geraldo Botelho∗ and Leodan A. Torres†
Abstract
We generalize the classical notion of adjoint of a linear operator and the Aron-
Schottenloher notion of adjoint of a homogeneous polynomial. The general notion
is shown to enjoy several properties enjoyed by the classical ones, nevertheless dif-
ferences between the two theories are detected. The proofs of both positive and
negative results are not simple adaptations of the linear cases, actually nonlinear
arguments are often required. Applications of the generalized adjoints to Lind-
stro¨m-Schlu¨chtermann type theorems for composition operators are provided.
Introduction and background
The adjoint (dual, conjugate or transpose) u∗ : F ∗ −→ E∗ of a bounded linear operator
u : E −→ F between Banach spaces is a central notion in Linear Functional Analysis.
Extending this notion to the nonlinear setting, Aron and Schottenloher [1] defined the
adjoint P ∗ of a continuous homogeneous polynomial P , which instantly became a basic
tool in Nonlinear Functional Analysis and in Infinite Dimensional Holomorphy. Recent
applications of the adjoint of a homogeneous polynomial can be found, e.g., in [9, 14, 21].
Our purpose in this paper is to show that these adjoints are particular cases of a much
more general notion, which we call generalized adjoints (cf. Definition 1.1). In Section 1
we develop the first properties of these generalized adjoints, establishing, on the one hand,
that many features of the classical theories are actually particular cases of the general
theory. On the other hand, a crucial difference between the two theories is detected (cf.
Proposition 1.14 and Example 1.15), making clear that there is room for further research
in the general theory.
Due to the strong nonlinear flavor of the general theory, it is expected that canonical
linear arguments do not work in the general setting. Of course this is true, nonlinear
arguments are required throughout the paper; but, as important as that, the general
setting also discloses phenomena that could not be discovered in the classical theory (cf.
Proposition 1.16), reinforcing the pertinence of future research in the subject.
In Section 2 we show how the generalized adjoints can be useful by proving nonlinear
versions of some linear results due to Lindstro¨m and Schlu¨chtermann [15] on composition
operators, which, in particular, recover the original results as particular cases.
∗Supported by CNPq Grant 305958/2014-3 and Fapemig Grant PPM-00450-17.
†Supported by a CNPq scholarship.
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By E and F we denote real or complex Banach spaces, E∗ denotes the topological dual
of E, BE stands for the closed unit ball of E and JE : E −→ E
∗∗ is the canonical embed-
ding. The symbols L(E;F ) and P(mE;F ) denote the Banach spaces of continuous linear
operators and continuousm-homogeneous polynomials from E to F , m ∈ N, endowed with
the usual sup norm. When F is the scalar field K = C or R we simply write P(mE). The
Aron-Schottenloher adjoint of a continuous m-homogeneous polynomial P ∈ P(mE;F ) is
the following linear operator:
P ∗ : F ∗ −→ P(mE) , P ∗(y∗) = y∗ ◦ P.
By Pˇ we denote the (unique) continuous symmetric m-linear operator from Em to F that
generates the polynomial P ∈ P(mE;F ). The following well known formula shall be used
several times: for x ∈ E and m ∈ N,
‖x‖m = sup
q∈BP(mE)
|q(x)|. (1)
For the general theory of (spaces of) homogeneous polynomials between Banach spaces we
refer to [11, 17].
1 Generalized adjoints
We start by defining the generalized adjoints.
Definition 1.1. Letm,n, k be given natural numbers. Given a continuousm-homogeneous
polynomial P ∈ P(mE;F ), define
∆nkP : P(
kF ) −→ P(mnkE) , ∆nkP (q)(x) = q(P (x))
n.
This concept recovers the classical adjoint of a linear operator and the Aron-Schottenloher
adjoint of a homogeneous polynomial as follows:
• For u ∈ L(E;F ), u∗ = ∆11u.
• For P ∈ P(mE;F ), P ∗ = ∆11P .
Proposition 1.2. (a) ∆nkP is a well defined continuous n-homogeneous polynomial, that
is, ∆nkP ∈ P(
nP(kF ),P(mnkE)), and ‖∆nkP‖ = ‖P‖
kn.
(b) ∆nk is a continuous kn-homogeneous polynomial, that is,
∆nk ∈ P
(
knP(mE;F );P(nP(kF );P(mknE))
)
,
and ‖∆nk‖ = 1.
This result generalizes the following facts: u∗ ∈ L(E;F ), P ∗ ∈ L(F ∗;P(mE)), ‖u∗‖ =
‖u‖, ‖P ∗‖ = ‖P‖, and the correspondences u 7→ u∗ and P 7→ P ∗ are norm 1 linear
operators.
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Proof. (a) We just prove the norm equality. Calling on (1) for the first time,
‖∆nkP‖ = sup
‖q‖≤1
‖∆nkP (q)‖ = sup
‖q‖≤1
sup
‖x‖≤1
|∆nkP (q)(x)| = sup
‖q‖≤1
sup
‖x‖≤1
|q(P (x))|n
= sup
‖x‖≤1
sup
‖q‖≤1
|q(P (x))|n = sup
‖x‖≤1
‖P (x)‖kn = ‖P‖kn.
(b) Use (a) and note that the map A : P(mE;F )kn −→ P(nP(kF );P(mknE)) given by
A(P1, . . . , Pk, . . . , Pnk)(q)(x) = qˇ(P1(x), . . . , Pk(x)) · · · qˇ(P(n−1)k+1(x), . . . , Pkn(x)),
is a continuous kn-linear operator that generates ∆nk .
To describe the behavior of ∆nk with respect to the algebraic operations, we use the
following lemma.
Lemma 1.3. Given a polynomial R ∈ P(mE;F ), there is a polynomial WR ∈ P(
m(E ×
E);F ) such that:
(a) R(x+ y) = R(x) +R(y) +WR(x, y) for all x, y ∈ E.
(b) WR = 0 if and only if m = 1.
Proof. Assume, wlog, that R 6= 0. For m = 1 simply take WR = 0. For m > 1, from [11,
Lemma 1.9] we have
R(x+ y) =
m∑
j=0
(
m
j
)
Rˇ(x(j), y(m−j)) = R(x) +R(y) +
m−1∑
j=1
(
m
j
)
Rˇ(x(j), y(m−j)),
where Rˇ(x(j), y(m−j)) = Rˇ(x, (j). . ., x, y, (m−j). . . , y). The first statement follows from the fact
that the map
WR : E ×E −→ F , WR(x, y) =
m−1∑
j=1
(
m
j
)
Rˇ(x(j), y(m−j)),
is a continuous m-homogeneous polynomial. Indeed, WR is generated by the continuous
m-linear operator A : (E ×E)m −→ F given by
A ((x1, y1), (x2, y2), . . . , (xm, ym)) =
m−1∑
j=1
(
m
j
)
Rˇ(x1, x2, . . . , xj , yj+1, yj+2, . . . , ym).
It is clear that WR = 0 if m = 1. Now suppose that WR = 0. In this case we have
R(x + y) = R(x) + R(y) for all x, y ∈ E. Let x0 ∈ E be such that R(x0) 6= 0. Since R is
an m-homogeneous polynomial, 2mR(x0) = R(2x0) = 2R(x0), from which it follows that
m = 1.
The next result, which follows from Lemma 1.3 and Proposition 1.2, generalizes the
formulas (u + λv)∗ = u∗ + λv∗, (P + λQ)∗ = P ∗ + λQ∗ and shows that the classical
correspondences u 7→ u∗ and P 7→ P ∗ are the only ones that are linear.
3
Proposition 1.4. (a) There is a kn-homogeneous polynomial W∆n
k
from P(mE;F ) ×
P(mE;F ) to P(nP(kF );P(mknE)) such that
∆nk(P +Q) = ∆
n
kP +∆
n
kQ +W∆nk (P,Q)
for all P,Q ∈ P(mE;F ).
(b) ∆nk(P +Q) = ∆
n
kP +∆
n
kQ for all P,Q ∈ P(
mE;F ) if and only if k = n = 1.
(c) ∆nk(λP ) = λ
kn∆nkP for all λ ∈ K and P ∈ P(
mE;F ).
The correspondences u 7→ u∗ and P 7→ P ∗ are injective. To investigate the injectivity
of the general correspondence P 7→ ∆knP , since it is a homogeneous polynomial, we have
first to recall when a homogeneous polynomial can be injective. The following is well
known:
Lemma 1.5. If there exists an injective polynomial in P(mE;F ), then either m = 1 or
m is odd and K = R.
Bearing the lemma above in mind, the next result shows that the correspondence
P 7→ ∆knP is injective whenever it can be injective.
Proposition 1.6. If either k = n = 1 or kn is odd and K = R, then the correspondence
P ∈ P(mE;F ) 7→ ∆knP ∈ P(
nP(kF );P(mknE)) is injective.
Proof. The case k = n = 1 is well known (alternatively, it follows from Proposition 1.2).
Let kn be odd, K = R and P1 6= P2. Take x0 ∈ E such that P1(x0) 6= P2(x0) and, by
Hahn-Banach, let y∗ ∈ F ∗ be such that y∗(P1(x0)) 6= y
∗(P2(x0)). Therefore (y
∗)k ∈ P(kF )
and
(∆nkP1)((y
∗)k)(x0) = y
∗(P1(x0))
kn 6= y∗(P2(x0))
kn = (∆nkP2)((y
∗)k)(x0).
Now we show that the formulas (u ◦ v)∗ = v∗ ◦ u∗ and (u ◦P )∗ = P ∗ ◦ u∗ are particular
instances of a much more general formula.
Proposition 1.7. Let m,n, k, r, s ∈ N. If P ∈ P(mE;F ) and Q ∈ P(rF ;G), then
∆nsk (Q ◦ P ) = ∆
s
rnkP ◦∆
n
kQ.
Proof. For q ∈ P(kG) and x ∈ E,
(∆srnkP ◦∆
n
kQ)(q)(x) = (∆
s
rnkP )(∆
n
kQ(q))(x) = [∆
n
kQ(q)(P (x))]
s
= q(Q(P (x)))ns = q((Q ◦ P )(x))ns = ∆nsk (Q ◦ P )(q)(x).
If a linear operator u is surjective (respectively, an isomorphism), then its adjoint u∗ is
injective (respectively, an isomorphism). Now we give more general versions of these facts.
The reader should keep in mind the restrictions given in Lemma 1.5 for a homogeneous
polynomial to be injective.
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Proposition 1.8. (a) Let P ∈ P(mE;F ) be a surjective polynomial. If either n = 1 or n
is odd and K = R, then ∆nkP is injective for every k ∈ N.
(b) If j : G։ E is a metric surjection, then ∆1kj is a metric injection for every k ∈ N.
(c) If u ∈ L(E;F ) is an (isometric) isomorphism, then ∆1ku is an (isometric) isomorphism
and (∆1ku)
−1 = ∆1k(u
−1) for every k ∈ N.
Proof. (a) The case n = 1 is easy and we omit it. In the case n odd and K = R, ∆nkP is a
continuous n-homogeneous polynomial between real Banach spaces. Let q1, q2 ∈ P(
kF ) be
such that ∆nkP (q1) = ∆
n
kP (q2). Then q1(P (x))
n = q2(P (x))
n, hence q1(P (x)) = q2(P (x))
for every x ∈ E. Since P is surjective we have q1 = q2.
(b) Denoting by
◦
BE the open unit ball of E, since j(
◦
BG) =
◦
BE [18, B.3.6],
‖∆1kj(q)‖ = ‖q ◦ j‖ = sup
‖x‖<1
|q(j(x))| = sup
‖y‖<1
|q(y)| = ‖q‖
for every q ∈ P(kE).
(c) Let k ∈ N. By (a) we know that ∆1ku is injective. Given R ∈ P(
kE), S := R ◦ u−1 ∈
P(kF ) and
∆1ku(S)(x) = S(u(x)) = (R ◦ u
−1)(u(x)) = R(x)
for every x ∈ E, proving that ∆1ku is bijective. Since ∆
1
ku is a continuous linear operator
between Banach spaces, it follows from the open mapping theorem that ∆1ku is an isomor-
phism. Now suppose that u is an isometric isomorphism. Then ‖x‖ ≤ 1 ⇔ ‖u(x)‖ ≤ 1,
from which it follows that
‖∆1ku(q)‖ = sup
‖x‖≤1
|q(u(x))| = sup
‖u(x)‖≤1
|q(u(x))| = ‖q‖
for every q ∈ P(kF ). Considering the chains of operators
E
u
−→ F
u−1
−→ E
u
−→ F and
P(kF )
∆1
k
u
−→ P(kE)
∆1
k
(u−1)
−→ P(kF )
∆1
k
u
−→ P(kE) ,
from
∆1k(u
−1 ◦ u) = ∆1kidE = idP(kE) and ∆
1
k(u ◦ u
−1) = ∆1kidF = idP(kF )
it follows that
∆1ku ◦∆
1
k(u
−1) = idP(kE) and ∆
1
k(u
−1) ◦∆1ku = idP(kF ).
Let u ∈ L(E;F ) and let JE : E −→ E
∗∗ be the canonical embedding. Our next purpose
is to show that the well known commutative diagram
E
JE

u
// F
JF



E∗∗
u∗∗
// F ∗∗
holds true at a very high level of generality. First we need the following generalization of
the canonical embedding JE.
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Lemma 1.9. For m,n ∈ N, the map
J
m,n
E : E −→ P(
mP(nE)) , Jm,nE (x)(q) = q(x)
m,
is a continuous mn-homogeneous polynomial and ‖Jm,nE (x)‖ = ‖x‖
mn for every x ∈ E.
It is clear that J1,1E = JE.
Proof. For x1, . . . , xmn ∈ E, the map B : P(
nE)m −→ K,
B(x1, . . . , xmn)(q1, . . . , qm) = qˇ1(x1, . . . , xn) · · · qˇm(x(m−1)n+1, . . . , xmn),
is a continuous m-linear operator, so the map A : Emn −→ P(mP(nE)) given by
A(x1, . . . , xmn)(q) = qˇ(x1, . . . , xn)qˇ(xn+1, . . . , x2n) · · · qˇ(x(m−1)n+1, . . . , xmn),
is a continuous mn-linear operator, and Jm,nE (x)(q) = A(x
mn)(q) for all x ∈ E and q ∈
P(nE). For x ∈ E, from (1) we get
‖Jm,nE (x)‖ = sup
‖q‖≤1
|Jm,nE (x)(q)| = sup
‖q‖≤1
|q(x)m| = ‖x‖mn.
The classical linear commutative diagram is a very particular case of the next one.
Proposition 1.10. For any m,n, k, r, s ∈ N and P ∈ P(mE;F ), the following diagram is
commutative:
E
J
r,mnk
E

P
// F
J
nrs,k
F

P
(
rP(mnkE)
) ∆sr (∆nkP )
// P(nrsP(kF ))
Proof. For x ∈ E and q ∈ P(kF ),(
∆sr (∆
n
kP ) ◦ J
r,mnk
E
)
(x)(q) = ∆sr (∆
n
kP )
(
J
r,mnk
E (x)
)
(q) =
[
J
r,mnk
E (x) (∆
n
kP (q))
]s
= [∆nkP (q)(x)]
rs = q(p(x))nrs = Jnrs,kE (P (x))(q)
=
(
J
nrs,k
F ◦ P
)
(x)(q).
Adjoints of linear operators are always weak*-weak*-continuous. To generalize this
fact we must say what we mean by the weak* topology on P(kE).
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Definition 1.11. By the weak* topology on P(kE) we mean the topology on P(kE) in-
duced by the weak* topology of
(
⊗̂
k,s
pi E
)∗
via the topological isomorphism
LEk : P(
kE) −→
(
⊗̂
k,s
pi E
)∗
; LEk (q) = qL,
where ⊗̂
k,s
pi E is the (completed) k-fold projective symmetric tensor product of E and qL
is the linearization of the polynomial q (see [12, 19]). As usual, for x ∈ E we write
⊗kx = x⊗
(k)
· · · ⊗x.
Proposition 1.12. For all n, k ∈ N and P ∈ P(mE;F ), the polynomial ∆nkP : P(
kF ) −→
P(mnkE) is weak*-weak*-continuous.
Proof. Let (qλ)λ be a net in P(
kF ) such that qλ
w∗
−→ q ∈ P(kF ). By Definition 1.11,
(qλ)L
w∗
−→ qL in
(
⊗̂
k,s
pi F
)∗
, that is,
(qλ)L(z) −→ qL(z), for every z ∈ ⊗̂
k,s
pi F.
It follows that, if w =
r∑
j=1
λj ⊗
mnk xj ∈ ⊗
mnk,s
pi E, then
[qλ(P (xj))]
n = [(qλ)L(⊗
kP (xj))]
n −→ [qL(⊗
kP (xj))]
n = [q(P (xj))]
n,
for j = 1, . . . , r, hence
∆nkP (qλ)(xj) −→ ∆
n
kP (q)(xj), para j = 1, . . . , r. (2)
So,
[∆nkP (qλ)]L (w) = [∆
n
kP (qλ)]L
(
r∑
j=1
λj ⊗
mnk xj
)
=
r∑
j=1
λj [∆
n
kP (qλ)]L (⊗
mnkxj)
=
r∑
j=1
λj∆
n
kP (qλ)(xj)
(2)
−→
r∑
j=1
λj∆
n
kP (q)(xj) =
r∑
j=1
λj [∆
n
kP (q)]L (⊗
mnkxj)
= [∆nkP (q)]L
(
r∑
j=1
λj ⊗
mnk xj
)
= [∆nkP (q)]L (w).
Since the net (qλ)L is bounded and
‖ [∆nkP (qλ)]L ‖ = ‖ [∆
n
kP (qλ)]
∨ ‖ ≤
(mnk)mnk
(mnk)!
‖∆nkP (qλ)‖ ≤
(mnk)mnk
(mnk)!
‖∆nkP‖ · ‖qλ‖
n
for every λ, we have that the net ([∆nkP (qλ)]L)λ is bounded as well. Combining this bound-
edness with the convergence [∆nkP (qλ)]L (w) −→ [∆
n
kP (q)]L (w) for every w ∈ ⊗
mnk,s
pi E, a
standard approximation argument gives [∆nkP (qλ)]L
w∗
−→ [∆nkP (q)]L in
(
⊗̂
mnk,s
pi E
)∗
, that
is, ∆nkP (qλ)
w∗
−→ ∆nkP (q) in P(
mnkE).
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It is well known that the converse of the result above holds in the linear case, that is,
every weak*-weak* continuous linear operator from F ∗ to E∗ is the adjoint of some oper-
ator from E to F . This is also true for the Aron-Schottenloher adjoint of a homogeneous
polynomial: if T is a weak*-weak*-continuous linear operator from F ∗ to P(mE), then
there exists a polynomial P ∈ P(mE;F ) such that ∆11P = P
∗ = T (see the proof of [6,
Corollary 2.3]). Our next purpose is to show that this converse is no longer true in the
generalized case.
Lemma 1.13. If P ∈ P(mE;F ), then LEmk ◦ ∆
1
kP ◦ (L
F
k )
−1 =
[
(δkF ◦ P )L
]∗
, that is, the
following diagram is commutative:
P(kF )
LFk

∆1kP
// P(mkE)
LEmk
(
⊗̂
k,s
pi F
)∗ [(δkF ◦ P )L]∗
//
(
⊗̂
mk,s
pi E
)∗
Proof. Note that, since δkF ◦ P ∈ P(
mkE; ⊗̂
k,s
pi F ), we have (δ
k
F ◦ P )L ∈ L(⊗̂
mk,s
pi E; ⊗̂
k,s
pi F ).
So, for every ϕ ∈ (⊗̂
k,s
pi F )
∗,[
LEmk ◦∆
1
kP ◦ (L
F
k )
−1
]
(ϕ) = LEmk(∆
1
kP ((L
F
k )
−1(ϕ))) = LEmk(∆
1
kP (ϕ ◦ δ
k
F ))
= LEmk(ϕ ◦ δ
k
F ◦ P ) = (ϕ ◦ δ
k
F ◦ P )L
= ϕ ◦ (δkF ◦ P )L =
[
(δkF ◦ P )L
]∗
(ϕ).
Now we are in the position to show that, even in the case n = 1, the converse of
Proposition 1.12 does not hold. This establishes that, not only regarding proofs, but also
regarding results, the generalized and the classical theories are not identical.
Proposition 1.14. Let k > 1 and suppose that there exists a surjective polynomial R ∈
P(mkE; ℓ1). Then there exists a weak*-weak*-continuous operator T ∈ L(P(
kℓ1);P(
mkE))
such that T 6= ∆1kP for every P ∈ P(
mE; ℓ1).
Proof. As ⊗̂
k,s
pi ℓ1 is topologically isomorphic to ⊗̂
k
piℓ1 [2, Lemma 5.2] and the latter space is
topologically isomorphic to ℓ1, we can consider a topological isomorphism I : ℓ1 −→ ⊗̂
k,s
pi ℓ1.
Since R ∈ P(mkE; ℓ1) is a surjective polynomial, Q := I ◦R is surjective as well. Define
T := (LEmk)
−1 ◦ (QL)
∗ ◦ LFk ∈ L(P(
kF );P(mkE)),
and note that T is weak*-weak*-continuous. Suppose that there exists a polynomial
P ∈ P(mE; ℓ1) such that T = ∆
1
kP . In this case, Lema 1.13 gives (QL)
∗ =
[
(δkF ◦ P )L
]∗
,
hence Q = δkF ◦ P , that is, Q(x) = ⊗
kP (x) for every x ∈ E. Therefore,
⊗̂
k,s
pi ℓ1 = Q(E) ⊆ ⊗
k,s
pi ℓ1 ⊆ ⊗̂
k,s
pi ℓ1,
from which we would conclude that the incomplete space ⊗k,spi ℓ1 is complete. This contra-
diction completes the proof.
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The next example completes the failure of the converse of Proposition 1.12.
Example 1.15. Let m, k ∈ N be such that mk is odd and k > 1. The map
R : ℓmk −→ ℓ1 , R((λj)j∈N) = (λ
mk
j )j∈N,
is a surjective continuous mk-homogeneous polynomial in both the real and complex cases.
By Proposition 1.14 there exists a weak*-weak*-continuous operator T ∈ L(P(kℓ1);P(
mkℓmk))
such that T 6= ∆1kP for every P ∈ P(
mℓmk; ℓ1).
Now that we know, as expected, that linear results may fail in the general theory, we
proceed in the opposite direction, namely, our next aim is to show that results that are
unsuspected in the linear case hold in the generalized theory.
Given x∗ ∈ E∗ and y ∈ F , by (x∗)m ⊗ b we mean the m-homogeneous polynomial
defined by
((x∗)m ⊗ b) (x) = x∗(x)mb for every x ∈ E.
Linear combinations of polynomials of this kind are called m-homogeneous polynomials of
finite type (see [11]). According to [11, page 42], a polynomial P ∈ P(mE;F ) is of finite
type if and only if P is a linear combination of polynomials of the type
x ∈ E 7→ x∗1(x) · · ·x
∗
m(x)b,
where x∗1, . . . , x
∗
m ∈ E
∗ and b ∈ F .
A homogeneous polynomial, like any other nonlinear map between linear spaces, has
finite rank if the subspace generated by its range in the target space is finite dimensional
(see [16]). It is well known that a polynomial P ∈ P(mE;F ) has finite rank if and only
if P is a linear combination of polynomials of the type x ∈ E 7→ q(x)b, where q ∈ P(mE)
and b ∈ F . Of course, polynomials of finite type have finite rank.
According to what happens with the adjoint of a linear operator and with the Aron-
Schottenloher adjoint of a homogeneous polynomial (see [6, Lemma 2.1]), it is expected
that if the polynomial P is of finite type (has finite rank, respectively), then ∆nkP is of
finite type (has finite rank, respectively) as well. For linear operators, being of finite type
is the same of being of finite rank, and this is the reason why the following more general
property has been disclosed only in our generalized setting.
Proposition 1.16. If the polynomial P ∈ P(mE;F ) has finite rank, then ∆nkP is of finite
type for all k, n ∈ N.
Proof. Let l ∈ N, P1, . . . , Pl ∈ P(
mE) and b1, . . . , bl ∈ F be such that P (x) =
l∑
j=1
Pj(x)bj
for every x ∈ E. For q ∈ P(kF ) and x ∈ E, from the Leibniz Formula [17, Theorem 1.8]
and the Multinomial Formula [3, page 33], we have
[∆nkP ](q)(x) = q(P (x))
n =
[
q
(
l∑
j=1
Pj(x)bj
)]n
=
qˇ( l∑
j=1
Pj(x)bj
)(k)n
9
= ∑
k1+···+kl=k
k!
l∏
i=1
ki!
P1(x)
k1 · · ·Pl(x)
kl qˇ
(
b
(k1)
1 , . . . , b
(kl)
l
)
n
=
∑
∑
k1+···+kl=k
αk1,...,kl
=n
 n!∏
k1+···+kl=k
αk1,...,kl!
 ∏
k1+···+kl=k
Ck1,...,kl,
where Ck1,...,kl =
 k!
l∏
i=1
ki!
(
l∏
i=1
Pi(x)
ki
)
qˇ
(
b
(k1)
1 , . . . , b
(kl)
l
)αk1,...,kl . Then
∏
k1+···+kl=k
Ck1,...,kl =
∏
k1+···+kl=k
 k!l∏
i=1
ki!
(
l∏
i=1
Pi(x)
ki
)
qˇ
(
b
(k1)
1 , . . . , b
(kl)
l
)
αk1,...,kl
=
∏
k1+···+kl=k

 k!l∏
i=1
ki!

αk1,...,kl (
l∏
i=1
Pi(x)
kiαk1,...,kl
)
qˇ
(
b
(k1)
1 , . . . , b
(kl)
l
)αk1,...,kl

= (k!)nK(αk1,...,kl :k1+···+kl=k)P(αk1,...,kl :k1+···+kl=k)(x)Q(αk1,...,kl :k1+···+kl=k)(q),
where
K(αk1,...,kl :k1+···+kl=k) =
∏
k1+···+kl=k
 1( l∏
i=1
ki!
)αk1,...,kl
 ,
P(αk1,...,kl :k1+···+kl=k)(x) =
∏
k1+···+kl=k
(
l∏
i=1
Pi(x)
kiαk1,...,kl
)
,
Q(αk1,...,kl :k1+···+kl=k)(q) =
∏
k1+···+kl=k
[
qˇ
(
b
(k1)
1 , . . . , b
(kl)
l
)αk1,...,kl]
.
Therefore,
[∆nkP ](q)(x) =∑
∑
k1+···+kl=k
αk1,...,kl
=n
Θ(αk1,...,kl :k1+···+kl=k)P(αk1,...,kl :k1+···+kl=k)(x)Q(αk1,...,kl :k1+···+kl=k)(q) =
 ∑
∑
k1+···+kl=k
αk1,...,kl
=n
Θ(αk1,...,kl :k1+···+kl=k)P(αk1,...,kl :k1+···+kl=k)Q(αk1,...,kl :k1+···+kl=k)
 (q)(x),
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where
Θ(αk1,...,kl :k1+···+kl=k) =
 n!(k!)n∏
k1+···+kl=k
αk1,...,kl!
K(αk1,...,kl :k1+···+kl=k).
Note that P(αk1,...,kl :k1+···+kl=k) ∈ P(
mnkE) and the polynomial Q(αk1,...,kl :k1+···+kl=k) ∈
P(nP(kF )) is of finite type because
Q(αk1,...,kl :k1+···+kl=k) =
∏
k1+···+kl=k
[
Ψ(
b
(k1)
1 ,...,b
(kl)
l
)
]αk1,...,kl
,
where
Ψ(
b
(k1)
1 ,...,b
(kl)
l
) : P(kF ) −→ K, Ψ(
b
(k1)
1 ,...,b
(kl)
l
)(q) = qˇ
(
b
(k1)
1 , . . . , b
(kl)
l
)
is a continuous linear functional. It follows that ∆nkP is of finite type.
We finish this section with a partial converse of the proposition above. The proof is
illustrative of the interplay between linear and nonlinear arguments.
Proposition 1.17. The following are equivalent for a polynomial P ∈ P(mE;F ):
(a) P has finite rank.
(b) ∆1kP is a finite rank operator for every k ∈ N.
(c) ∆1kP is a finite rank operator for some k ∈ N.
Proof. (a) =⇒ (b) follows from Proposition 1.16 and (b) =⇒ (c) is obvious. To prove
(c) =⇒ (a), assume that ∆1kP ∈ L(P(
kF );P(mkE)) has finite rank. Since the class of
finite rank operators is an operator ideal, calling on Lemma 1.13 once again we conclude
that the linear operator
[
(δkF ◦ P )L
]∗
∈ L
((
⊗̂
k,s
pi F
)∗
;
(
⊗̂
mk,s
pi E
)∗)
has finite rank. But
the ideal of finite rank operators is completely symmetric [18, Proposition 4.4.7], so (δkF ◦
P )L ∈ L
(
⊗̂
mk,s
pi E; ⊗̂
k,s
pi F
)
has finite rank. Now, combining [4, Proposition 3.2.b] and
[16, Proposition 3.1.b] we get that the polynomial δkF ◦ P has finite rank, from which we
conclude that the range of δkF ◦ P does not contain infinitely many linearly independent
vectors.
Suppose that P has not finite rank, that is, there are (xj)
∞
j=1 ⊆ E such that the set
{P (x1), P (x2), P (x3), . . .} is linearly independent in F . By [20, Proposition 1.1] it follows
that the set {P (xi1)⊗ P (xi2)⊗ · · · ⊗ P (xik) : i1, i2, . . . ik ∈ N} is linearly independent in
⊗kF , so its subset
{
⊗kP (x1),⊗
kP (x2),⊗
kP (x3), . . .
}
is linearly independent in the range
of δkF ◦ P . This contradiction shows that P has finite rank.
Many other results related to the ones proved in this section can be obtained. We
refrain from going further because we believe that thus far the reader is convinced that
the ∆nkP ’s are genuine generalizations of u
∗ and P ∗ and that the general theory deserves
to be investigated.
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2 Applications to composition operators
In this section we show how our generalized adjoints can be used to take several results on
composition operators due to Lindstro¨m and Schlu¨chtermann [15] beyond their original
scope.
Operator ideals will be taken in the sense of Pietsch [10, 18], ideals of homogeneous
polynomials (polynomial ideals) in the sense of Garc´ıa and Floret [13], two-sided polyno-
mial ideals in the sense of [8] and polynomial hyper-ideals in the sense of [7]. For the sake
of the reader, we recall these concepts next.
Definition 2.1. Let Q be a subclass of the class of homogeneous polynomials between
Banach spaces such that, for every m and any Banach spaces E and F , the component
Q(mE;F ) := P(mE;F ) ∩Q
is a linear subspace of P(mE;F ) containing the polynomials of finite type. The class Q is
said to be:
(a) A polynomial ideal if t ◦ P ◦ u ∈ Q(mE;H) whenever t ∈ L(G;H), P ∈ Q(mF ;G) and
u ∈ L(E;F ).
(b) A polynomial hyper-ideal if t◦P ◦Q ∈ Q(mnE;H) whenever t ∈ L(G;H), P ∈ Q(mF ;G)
and Q ∈ P(nE;F ).
(c) A polynomial two-sided ideal if R ◦ P ◦ Q ∈ Q(mnkE;H) whenever R ∈ P(kG;H),
P ∈ P(mF ;G) and Q ∈ P(nE;F ).
Suppose that there is a function ‖ · ‖Q : Q −→ R whose restriction to each component
Q(mE;F ) is a complete norm and such that ‖λ ∈ K 7→ λm‖Q = 1 for every m. (Q, ‖ · ‖Q)
is said to be:
(a’) A Banach polynomial ideal if, in (a), ‖t ◦ P ◦ u‖Q ≤ ‖t‖ · ‖P‖Q · ‖u‖.
(b’) A Banach polynomial hyper-ideal ideal if, in (b), ‖t ◦ P ◦Q‖Q ≤ ‖t‖ · ‖P‖Q · ‖Q‖
m.
(c’) A Banach polynomial two-sided ideal if, in (c), ‖R ◦ P ◦Q‖Q ≤ ‖R‖ · ‖P‖
k
Q · ‖Q‖
mk.
Just to illustrate that the three concepts above are worth to be considered, we mention
that: (i) the class of nuclear polynomials is a polynomial ideal that fails to be a hyper-ideal;
(ii) the class of weakly compact polynomials is a hyper-ideal that fails to be a two-sided
ideal; (iii) the class of compact polynomials is a two-sided ideal.
The proof of the following lemma is easy and we omit it.
Lemma 2.2. Let E, F,E1, F1 be Banach spaces and m, r, s ∈ N. If R ∈ P(
rE;F ), B ∈
P(sE1;F1) are non-zero polynomials and (Q, ‖ · ‖Q) is a two-sided polynomial Banach
ideal, then the map
SRB : Q(
mF1;E) −→ Q(
mrsE1;F ) , SRB(P ) = R ◦ P ◦B,
is a well defined continuous r-homogeneous polynomial.
The dual of an operator ideal I is the operator ideal defined by
Idual(E;F ) = {u ∈ L(E;F ) : u∗ ∈ I(F ∗;E∗)},
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and the polynomial dual of an operator ideal I is the polynomial ideal defined by (see [5])
IP−dual(mE;F ) = {P ∈ P(mE;F ) : P ∗ ∈ I(F ∗;P(mE)}.
Similarly, given a polynomial ideal Q and k, n ∈ N, we define
∆nkQ(
mE;F ) = {P ∈ P(mE;F ) : ∆nkP ∈ Q(
nP(kF );P(mnkE))}.
To recover the original concepts, note that the linear component Q1 of a polynomial ideal
Q is an operator ideal and
∆11Q(E;F ) = ∆
1
1Q(
1E;F ) = Qdual1 (E;F ), ∆
1
1Q(
mE;F ) = QP−dual1 (
mE;F ).
Remark 2.3. The algebraic structure of the class of polynomials ∆knQ shall be investigated
in a forthcoming paper. For the moment we just mention that, from Proposition 1.16 and
Proposition 1.17, we have the following: (i) for every polynomial ideal Q, ∆nkQ contains
the polynomials of finite rank for all k and n; (ii) if PF stands for the ideal of finite rank
polynomials, then PF = ∆
1
kPF for every k.
The next result is a polynomial version of [15, Proposition 2.1].
Theorem 2.4. Let E, F,E1, F1 be Banach spaces, m, r, s ∈ N, R ∈ P(
rE;F ) and B ∈
P(sE1;F1) be non-zero polynomials. If R is a polynomial hyper-ideal and (Q, ‖ · ‖Q) is a
two-sided polynomial Banach ideal such that the polynomial
SRB : Q(
mF1;E) −→ Q(
mrsE1;F ) , SRB(P ) = R ◦ P ◦B,
belongs to R, then:
(a) R ∈ R(rE;F ).
(b) B ∈ ∆mr1 R(
sE1;F1).
Proof. (a) Choose ϕ ∈ F ∗1 and z ∈ E1 such that ϕ(B(z)) = 1 and define
uϕ : E −→ Q(
mF1;E) , uϕ(x) = ϕ
m ⊗ x (meaning that uϕ(x)(y) = ϕ(y)
mx),
tz : Q(
mrsE1;F ) −→ F , tz(P ) = P (z).
Using the properties of the ideal norm ‖ · ‖Q we get ‖uϕ(x)‖Q = ‖ϕ
m ⊗ x‖Q = ‖ϕ‖
m‖x‖
and
‖tz(P )‖ = ‖P (z)‖ ≤ ‖P‖ · ‖z‖
mrs ≤ ‖P‖Q · ‖z‖
mrs,
from which we conclude that uϕ ∈ L(E;Q(
mF1;E)) and tz ∈ L(Q(
mrsE1;F );F ). For
every x ∈ E,
(tz ◦ SRB ◦ uϕ)(x) = R([ϕ(B(z)]
mx)) = R(x),
proving that R = tz ◦ SRB ◦ uϕ ∈ R(
rE;F ) by the ideal property of R.
(b) Choose z ∈ E and ψ ∈ F ∗ such that ψ(R(z)) = 1 and define
wz : F
∗
1 −→ Q(
mF1;E) , wz(ϕ) = ϕ
m ⊗ z,
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vψ : Q(
mrsE1;F ) −→ P(
mrsE1), vψ(P ) = ψ ◦ P.
Similarly to the proof of (a) we have that wz is a continuous m-homogeneous polynomial
and vϕ is a continuous linear operator. For every ϕ ∈ F
∗
1 ,
(vψ ◦ SRB ◦ wz)(ϕ) = ψ(R(z))∆
mr
1 B(ϕ) = ∆
mr
1 B(ϕ),
and therefore ∆mr1 B ∈ R(
mrF ∗1 ;P(
mrsE1)).
Our next purpose is to give another polynomial version of [15, Proposition 2.1], with
a weaker assumption on the polynomial ideal Q. A short preparation is needed.
Given q ∈ P(mE) and y ∈ F , by q⊗y we denote the rank 1m-homogeneous polynomial
given by
(q ⊗ y)(x) = q(x)y for every x ∈ E.
We say that Banach polynomial ideal (Q, ‖ · ‖Q) contains the finite rank polynomials
strongly if for each m ∈ N there exists a constant Km such that for any Banach spaces E
and F , q ∈ P(mE) and y ∈ F , we have P ⊗ y ∈ Q(mE;F ) and ‖q ⊗ y‖Q ≤ Km‖q‖ · ‖y‖.
Banach polynomial hyper-ideals contain the finite rank polynomials strongly [8].
Similarly to the definition of ∆nkQ, given an operator ideal A and k ∈ N, define
∆1kA(
mE;F ) = {P ∈ P(mE;F ) : ∆1kP ∈ A(P(
kF );P(mkE))}.
As well as Theorem 2.4, the linear case of the next result recovers [15, Proposition 2.1].
Theorem 2.5. Let E,E1, F, F1 be Banach spaces, R ∈ L(E;F ) and B ∈ L(E1;F1) be
non-zero operators. If A is an operator ideal and (Q, ‖ · ‖Q) is a Banach polynomial ideal
such that the bounded linear operator
SRB : Q(
mF1;E) −→ Q(
mE1;F ) , SRB(P ) = R ◦ P ◦B,
belongs to A, then:
(a) R ∈ A(E;F ).
(b) B ∈ ∆1mA(E1;F1) if (Q, ‖ · ‖Q) contains the finite rank polynomials strongly.
Proof. The proof of (a) is similar to the proof of Theorem 2.4(a). To prove (b), take
z ∈ E and ϕ ∈ F ∗ such that ϕ(R(z)) = 1. Since (Q, ‖ · ‖Q) is a Banach polynomial ideal
containing the finite rank polynomials strongly, the maps
wz : P(
mF1) −→ Q(
mF1;E) , wz(q) = q ⊗ z, and
vϕ : Q(
mE1;F ) −→ P(
mE1) , vϕ(P ) = ϕ ◦ P,
are well defined linear operators. Their continuity follow from the inequalities
‖wz(q)‖ = ‖q ⊗ z‖Q ≤ Km‖q‖ · ‖z‖ , ‖vϕ(P )‖ = ‖ϕ ◦ P‖ ≤ ‖ϕ‖ · ‖P‖ ≤ ‖ϕ‖ · ‖P‖Q.
It is immediate that vϕ ◦ SRB ◦ wz = ∆
1
mB, hence ∆
1
mB ∈ A(P(
mF1);P(
mE1)).
To give one last application of our generalized adjoints, we extend the classes of oper-
ators introduced in [15, Proposition 2.2].
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Definition 2.6. Let A be an operator ideal and (Q, ‖ · ‖Q) be a Banach polynomial ideal
containing the finite rank polynomials strongly. For m ∈ N, we say that an operator
R ∈ L(E;F ) belongs to Acompm,left if for any Banach spaces E1 and F1 and any operator
B ∈ ∆1mA(E1;F1), the operator
SR : Q(
mF1;E) −→ Q(
mE1;F ) , SR(P ) = R ◦ P ◦B,
belongs to A.
According to the terminology of [15], we have Acomp1,left = A
comp
left , so the next result
recovers [15, Proposition 2.2] as a particular case.
The definition of injective Banach polynomial ideal is the obvious one, namely: a
polynomial ideal Q is injective if P ∈ Q(mE;F ) whenever P ∈ P(mE;F ), I : F −→ G is
a metric injection and I ◦ P ∈ Q(mE;G). And a normed polynomial ideal (Q, ‖ · ‖Q) is
injective, if, in addition, ‖P‖Q = ‖I ◦ P‖Q.
Proposition 2.7. Let A be a closed operator ideal and (Q, ‖ · ‖Q) be a Banach polynomial
ideal containing the finite rank polynomials strongly. Then:
(a) For every m ∈ N, Acompm,left is a closed operator ideal contained in A.
(b) If A and (Q, ‖ · ‖Q) are injective ideals, then A
comp
m,left is injective as well for every
m ∈ N.
Proof. We skip the proof that Acompm,left(E;F ) is a linear subspace of L(E;F ). Let us prove
that Acompm,left(E;F ) contains the operators of finite type. Let ϕ ∈ E
∗, b ∈ F , E1, F1 be
Banach space and B ∈ ∆1mA(E1;F1). The assumptions on (Q, ‖ · ‖Q) guarantee that the
maps
δϕ : Q(
mF1;E) −→ P(
mF1) , δϕ(P ) = ϕ ◦ P,
Mb : P(
mE1) −→ Q(
mE1;F ), Mb(q) = q ⊗ b,
are well defined continuous linear operators. For all P ∈ Q(mF1;E) and x ∈ E1,
Sϕ⊗b(P )(x) = [(ϕ⊗ b) ◦ P ◦B](x) = [(ϕ ◦ P ◦B)⊗ b](x) = (ϕ ◦ P ◦B)(x)b
= (Mb ◦∆
1
mB ◦ δϕ)(P )(x),
proving that Sϕ⊗b = (Mb ◦∆
1
mB ◦ δϕ) belongs to A, that is, ϕ⊗ b belongs to A
comp
m,left.
To prove the ideal property, G, H be Banach spaces, A ∈ L(G;E), R ∈ Acompm,left(E;F )
and C ∈ L(F ;H). Also, let E1, F1 be Banach spaces and B ∈ ∆
1
mA(E1;F1). As we have
done before, the maps
δA : Q(
mF1;G) −→ Q(
mF1;E) , δA(P ) = A ◦ P,
δC : Q(
mE1;F ) −→ Q(
mE1;H) , δC(Q) = C ◦Q,
are well defined continuous linear operators and
SC◦R◦A(P ) = C ◦R ◦ A ◦ P ◦B = (δC ◦ SR ◦ δA)(P )
for every P ∈ Q(mF1;G), which proves that SC◦R◦A belongs to A.
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Now we check that Acompm,left(E;F ) is a closed subspace of L(E;F ). To do so, let R ∈
L(E;F ) and (Rn)n be a sequence in A
comp
m,left(E;F ) such that Rn −→ R in the usual sup
norm. Then each SRn belongs to A and, for every n,
‖SRn−SR‖ = sup
‖P‖Q≤1
‖(Rn−R)◦P ◦B‖Q ≤ sup
‖P‖Q≤1
‖Rn−R‖·‖P‖Q·‖B‖
m = ‖Rn−R‖·‖B‖
m,
so SRn −→ SR ∈ A(Q(
mF1;E);Q(
mE1;F )) because the ideal A is closed. Therefore,
R ∈ Acompm,left(E;F ).
In order to prove that Acompm,left is contained in A, let R ∈ A
comp
m,left(E;F ) be given. Choose
E1 = F1 = K, B = idK and consider the continuous linear operators
δ : E −→ Q(mF1;E) , δ(x) = id
m
K ⊗ x,
γ : Q(mE1;F ) −→ F , γ(P ) = P (1).
Then R = γ ◦ SR ◦ δ, and, since SR belongs to A, it follows that R ∈ A(E;F ).
Finally, assume that the operator ideal A and the Banach polynomial ideal (Q, ‖ · ‖Q)
are injective. Let R ∈ L(E;F ) and let I : F −→ G be a metric injection such that I ◦R ∈
Acompm,left(E;G). By definition, for all Banach spaces E1, F1 and any B ∈ ∆
1
mA(E1;F1), we
have SI◦R ∈ A (Q(
mF1;E);Q(
mE1;G)). By the injectivity of (Q, ‖ · ‖Q) we know that the
operator
δI : Q(
mE1;F ) −→ Q(
mE1;G) , δI(P ) = I ◦ P,
is metric injection, hence the injectivity of A and SI◦R = δI ◦ SR yield that SR belongs to
A, and therefore R ∈ Acompm,left(E;F ).
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