Abstract-Assistive humanoid robots operating in everyday life environments have to autonomously navigate and perform several tasks. In this paper we propose a neural network based humanoid robot navigation and arm trajectory generation. The robotic system, which is equipped with a visual sensor, laser range finders, navigates in the environment. The neural controllers generate the robot arm motion in dynamic environments where obstacles of different shapes and positions are present. We have implemented the proposed algorithms in the hardware of a mobile humanoid robot. The robot can navigate in the environment reach the table and pick the target object. The motion generated yield good results in both simulation and experimental environments. 
I. INTRODUCTION
In an aging society, humanoid robots will soon operate to perform several tasks in human environments. Therefore, the robots have to navigate in dynamic and unpredicted environments. For example to pick up a tea can on the table, the robot has to navigate to reach the table, the robot hands need to move from its initial position toward the spray can with optimum speed and distance while avoiding any obstacle on its path. Once it gets to the spray can, human hand can easily grasp and pick it up.
Robot navigation in non-stationary environments is a challenging problem. In our method the robot utilizes onboard sensors, such as camera, Laser Range Finders (LRF) to avoid obstacles and reach the target location. Neural controllers are evolved for robot navigation.
This scenario inspired researchers to adapt the similar approach in generating robot hand motion for a specific given task. All specification in motion generation such as position determination, obstacle avoidance, speed and shortest distance, need to be properly considered in order  Manuscript received December 16, 2013; revised February 15, 2014. for a robot hand to have a human like motion. The robot hardware and software also have to be designed according to the given task. To address this problem, numbers of motion generation techniques have been introduced. Vahrenkamp et al. [1] has proposed an adaptive planning approach based on Rapid-Exploring Random Trees (RRT) algorithm to generate ARMAR-III arm motion. The number of active degrees of freedom of the robot arm while performing a task is optimized. The performance of this method is low and the number of unsuccessful planning cycles is high. An improved version of RRT has been proposed by [2] . Rapidexploring Dense Tree adjusts the collision detection parameters automatically until it finds the exact solution. The performance of this method is better than the RRT and the number of unsuccessful planning cycles is reduced. Capi et al. [3] applied genetic algorithm (GA) for humanoid robot motion generation during walking and going upstairs. In other works, Yu et al. [4] proposed a segmented positioning method that has been implemented in the developed service robot manipulator motion. The robot utilized its vision system in achieving high accuracy arm motion. Kim et al. [5] proposed a minimum time motion generation for industrial robots. The maximum kinematic constraints are determined by utilizing the robot manipulators dynamic model.
An improved version of MOGA has been introduced by [6] . A non-dominated differential evolution (NSDE) is proposed to generate the two and three degree of freedom (dof) planar manipulator motion. Three different indexes namely, singularity avoidance, obstacles avoidance and joint limit avoidance are optimized.
Most of the previous works are focused on motion generation of the robot hand on simulated environments with specific initial and goal positions. In our work, we evolved the neural controllers for the humanoid robot arm motion generation optimizing three different objective functions: minimum execution time, minimum distance and minimum acceleration. The three criteria considered in this work cover a wide range of robot motion required during task performance. In addition, the robot motion generation in the presence of obstacles is also considered. We evolved a set of neural controllers for obstacles with different sizes and positions in environment. The neural controllers are implemented in the real hardware of a mobile humanoid robot platform.
II. MOBILE HUMANOID ROBOT
In our experiment, the developed mobile humanoid robot consists of four main components; head, arms, body and mobile platform as in Fig. 1 . A pair of 1.4 mega pixel web cameras is used as the visual system. Each arm has five dof and a simple gripper for grasping. Two laser range finders (LRF) are utilized for safe robot navigation and object detection on the table. The total length of the arm is 560 mm measured from the shoulder to the gripper and the upper body weight is 13.4 kg. The basic movements that can be achieved by this robot are extension, flexion and hyperextension of the head, flexion, hyper-flexion, extension, hyper-extension, abduction, hyper-abduction, adduction and hyperadduction of the arms, flexion and extension of the lower arms, flexion, extension and hyper-extension of the gripper [7] .
The mobile platform consists of a PC, LRF1 and two Yamaha AC motors to drive the right and left wheels. The laser range sensor scans the environment in front of the mobile robot, in the horizontal plane [8] . The detail explanation of the mechatronic design of the developed system is discussed in [9] .
III. PROBLEM FORMULATION
Two main components in performing industrial task such as transporting object, picking, placing, pushing and moving an object are high mobility navigation and optimized arm motion. In navigating in the environment, the mobile robot is required to have the ability to move in a shortest distance from one location to another while avoiding the obstacles. For the humanoid robot arm motion, the hand trajectory and speed must be carefully selected in order to complete the task successfully. Therefore, in each stage of task performance, the main problem is how the robot has to navigate from one location to reach the table and how to determine the object position for picking and holding task.
A. Robot Navigation
In this paper, the mobile humanoid robot has to move from the starting point toward the table inside the lab room with the assistance of webcam and laser range finder for navigation and obstacle avoidance as in Fig. 2 . The lab environment is divided into three where environment 1 is from point 1 to point 2 environment 2, from point 2 to point 3 and environment 3 from point 3 to the goal position. For each environment, one optimized neural controller is generated minimizing the distance travelled between each point. 
B. Arm Motion Generation
When the robot reaches the table the object is recognized by the camera image and LRF2 is utilized to determine the position of the spray can in x and y directions. The position of LRF2 is 32 cm from the reference position of the robot, as shown in Fig. 3 (z direction). Once the position of the spray can is determined, the robot hand is required to move to the spray can position while avoiding the table (obstacle) and grasp the spray can (goal position 1), then the spray can is picked up to a holding position (goal position 2). The position of the spray can on the table is randomly chosen in the simulation, but experimentally it is determined using LRF2 (Fig. 3 ), as follows:
where d min is the shortest distance determined using LRF2. The robot will choose left or right hand to perform the task based on the position of the can on the table. There are infinite numbers of trajectories and motion velocities for the robot to complete the task. In order to find the optimal trajectories, we have developed a robot arm simulator, as in Fig. 3 .
IV. EVOLUTION OF NEURAL CONTROLLERS

A. Neural Networks
A single hidden layer feedforward neural network (FFNN) is used both for the robot platform navigation and arm motion generation, as in Fig. 4 (a) and Fig. 4(b) , respectively. FFNN is chosen for its simplicity and robustness compared to backpropagation neural networks [10] . Two sets of FFNN are generated, one for the right and one for the left arm. Each FFNN receives three inputs: the difference between the robot hand and goal positions coordinates in x, y and z axis. The inverse kinematics, based on potentiometer readings, is utilized to determine the current position of the robot hand. Three output units for each FFNN directly control 3 DC motors used to move the shoulder, upper arm and lower arm. The hidden and output units utilized sigmoid activation function as follows:
The value of the output units range from 0 to 1, where 0 to 0.5 is for one motor moving direction and 0.5 to 1 for the opposite direction. The weight connections of the neural controller are optimized using genetic algorithm. In simulated environment, the goal position is randomly generated while in real situations it is determined based on the laser range sensor. The initial positions for both hands are kept constants throughout the experiment and assigned as the reference or home positions.
For robot navigation, the FFNN received 16 inputs from LR sensor, 10 hidden layers and a single output for steering. The input angles acquired from the laser range sensor are divided into six segments and utilized in the FFNN. The FFNN diagram for the mobile platform is shown in Fig. 4 (a) .
B. Single Objective Genetic Algorithm(SOGA)
Genetic algorithms are adaptive heuristics and global searching technique inspired by mimicking some of the process observed in natural evolution [11] . Holland (1975) has introduced a population based GA with crossover, inversion and mutation to solve optimization problems. His attempt to put computational evolution on a firm theoretical became the basis of almost all subsequent theoretical work on GA [13] . In our work, we used an extended multi-population genetic algorithm, where the subpopulations apply different evolutionary strategies [14] - [16] . In addition, the subpopulations compete and cooperate among each other. The summary of SOGA parameters is shown in Table I .
C. Multi-Objective Genetic Algorithm (MOGA)
Evolutionary algorithms have proven to be well suited for optimization problem with multiple objectives and they are well suited to our application. It becomes the method of choice for solving optimization problem that are too complex to solve using deterministic techniques such as Jacobian method [17] . The main advantage of MOGA is they are able to gain a number of solutions in a single run.
In our work, a non-dominated sorting genetic algorithm (NSGA) was employed to evolve the neural controller [18] has proven NSGA perform better than other MOAs where multiple Pareto optimal solutions can be successfully determined using NSGA. Details explanations on MOEAs are discussed by [13] .
V. OBJECTIVE FUNCTIONS
The three criteria considered in this work are minimum execution time (MT), minimum distance (MD) and minimum acceleration (MA) which cover a wide range of robot motion and navigation for every day task. [19] , [20] A. Minimum Distance (Robot Navigation)
In the first environment, the robot is required to move from the elevator (point 1) to the middle of the hallway (point 2) in a shortest distance while avoiding obstacles along the way as in Fig. 2 . The fitness function utilised in this environment is as follow:
where x 1 and y 1 is the position of the robot at point 1, x 2 and y 2 is the position of the robot at point 2, sensor side is the differences between the left and the right reading of LR1 and n step is the number of step. This fitness function will minimised the distance between the two points and make sure the robot stay in the middle of the hallway.
In environment 2, the robot has to manoeuvre from the starting point of the hallway (point 2) to the entrance of the goal position (point 3) as in Fig. 2 . The shortest distance between two points in the horizontal x direction is optimized and the sensor data is used for obstacles avoidance and guiding the robot to be in the centre line of the hallway. The fitness function for environment 2 is as follows.
where x 2 and y 2 is the position of the robot at point 2, x 3 and y 3 is the position of the robot at point 3 (the goal position entrance).
In environment 3, the robot will enter the room by utilizing the fitness function shown below:
where x 3 and y 3 is the position of the robot at point 3, x 4 and y 4 is the position of the robot at point 4 (the goal position). This function is optimizing the distance between point 3 and 4 while avoiding the door and table inside the room. The door size is 900 mm and it is slightly narrow for the robot to enter with 550 mm width.
B. Minimum Execution Time (MT)
The first criterion is the minimum execution time for the robot hand to move from its initial to the goal position. This objective function is very significant in everyday life environments where the robot hand has to move freely from one point to the other, or move small rigid objects. In our system, the sampling time to process the sensors data and send the motor command is 0.03 second. Therefore, the objective function is to minimize the number of steps for the robot to reach the goal position.
C. Minimum Distance (MD)
For a specific task, such as drawing a straight line, arranging books and pushing an object, the trajectory connecting the initial and goal positions must be the shortest one. This is the reason minimum distance is selected to be one of the objective functions. The minimum distance objective function is as follows:
where rt i is the summation of robot hand moving distance in each time step and sd is the shortest distance of the robot hand from its initial position to the goal.
D. Minimum Acceleration (MA)
If the object is not rigid, such as a cup of coffee, it will be better to move with minimum acceleration. The robot hand will have a gradually increasing velocity from the starting position and gradually decreasing velocity toward the goal position. In this case, the total acceleration of the robot hand is minimized to have a constant velocity. Two penalty functions are also implemented in order for the robot to have a gradually deceleration before reaching the goal position and the number of velocity change for a smooth motion throughout the trajectories. Therefore, the minimum acceleration objective function is as follows: (8) where Σa hand is the summation of robot hand acceleration in each time step, v hand_end is the robot hand velocity when it approaches the goal position, w is the weight function and nvc is number of velocity changes. The number of velocity changes is very important in order to minimize the rapid changes of the robot hand velocity in each time step. The weight function (w) is used to adjust the priority between Σa hand ,v hand_end and ncv. In the first motion generation, the value of w is set to be 1, and once the value of each term is known, w can be determined. In our implementation the value of w used is 60.
E. Motion Generation in Environment with Obstacle
Another important issue is motion generation in dynamic environments where the robot has to avoid obstacles while reaching the target position. To address this problem, we divided the area in the lateral plan in 6 parts, and for each part we pre-evolved a neural controller for each objective function (Fig. 5) . Based on the humanoid robot data, the maximum height of the obstacle detection region is considered 12 cm (3x4cm) and the maximum width 8 cm (2x4 cm). At this stage of our work, we presume that the obstacle dimensions and position are determined using the camera and laser sensors. Based on the obstacle size and position, the robot determines the partitions that the obstacle covers. The specific neural controller is selected to generate the arm motion that avoids the obstacle while reaching the target position. For example, in case 1 (Fig. 5) the neural network will control the robot hand to move over the partition 1, therefore avoid hitting the obstacle. In the case 2 obstacle, the partition 6 neural controller would be selected. The trajectory generated by the neural controller passes over all the partition. In the case of minimum distance, the shorter trajectory would be to move near to the obstacle. Although the hand trajectory is not the best, this is one way to deal with some errors in determining the obstacle size and position.
VI. RESULTS
The comparison results between simulation and the real robot in three different environments are shown in Fig. 6 . The generated neural controllers show good performance by maintaining the shortest distance between each point. The video capture of the real robot experiment is shown in Fig. 7 . Out of 20 robot navigation trials, 90% the robot reach the goal position successfully. The Pareto front of a single run of MOGA of 80 th generation optimizing all three criteria for the right hand ( Fig. 8 (a) and Fig. 8 (b) ), picking and holding motions shows a clear trade-off among objective functions. The
Pareto front has 11 and 17 neural controllers for the right hand picking and holding motions, respectively. The MOGA did not converge in the same number of the Pareto front solutions. The motion to reach the target object is different from the motion to the holding position because the robot has to avoid the table.
Based on the generated Pareto front, we have selected a set of the best optimized robot arm motions. One neural controller is for picking the spray can, NC1R (Fig. 8 (a) ) and another one for holding it up, NC2R (Fig. 8 (b) ) using the right hand.
Random goal positions 1 and 2 are chosen to test the performance of the evolved neural controllers. The robot has to move the hand from its initial position to grasp the spray can placed on the table (goal position 1). Then move the spray can to goal position 2. In this experiment, we choose the robot right arm to execute the task of reaching and picking the spray can. The location of the spray can is randomly chosen in the simulation but on the real robot, LRF2 is utilized.
Once the robot determines the location of the spray can, the robot hand moves in a constant velocity toward the goal position 1. The velocity is reduced when it gets near to the goal position 1. Once the robot hand reaches the goal position 1, the current position of the robot hand is determined and it is set to be the initial position of the next motion to goal position 2. In order to compare the performance of NC1R, the neural controller that minimizes the time (MT) to goal position is selected (Fig. 8 (a) ). The motion trajectories are shown in Fig. 9 . The result shows that the hand reached the goal location in 3.8s, which is 0.2s longer than the minimum time (MT) trajectory. On the other hand, for such a small deterioration in the moving time, the acceleration and distance are reduced by 40% and 50% respectively.
The performance of optimized motion generated is further tested on the mobile humanoid robot. The mobile humanoid robot is required to navigate from the lift to the table located inside the lab room as in Fig. 7 . Once the robot enters the room, it's utilized the webcam and laser range finder to navigate toward the table and stop in the desired distance relative to the object.
The spray can is placed on the same position used in the simulation and the right hand is chosen for this task (Fig. 10) . The robot performance is similar with the simulated one, where the speed is reduced before the robot reaches the goal position 1 and 2. In difference from simulation, in the real hardware it is hard for the robot to follow a straight line. The reason is that, kinematically the robot arms have some difficulties if the spray can is placed in the middle of the workspace. The experiment is repeated 20 times to verify the performance of the proposed method. Results show that out of 20 times, the robot hand reached the goal position in 95% of the trials. The reason that the robot did not reach the goal in 5% of the trials is related with some error in the sensory data. In order to further verify the performance of evolved neural controllers, dynamic environments where the trajectory is partly blocked by obstacles of different sizes and positions is also considered. In these experiments the right arm motion is generated. Based on the obstacle size and position, which can be determined by camera and laser sensor, the specific pre-evolved neural controller is selected. In this experiment, the length, height and width of the obstacle are 20 cm, 10 cm, and 4 cm, respectively. The obstacle is within the partition 1. The motion generated by the minimum distance neural controller is shown in Fig. 11 . Both simulation and experimental results show good performance. The robot avoids the obstacle and reaches the goal successfully. The successful rate of the robot hand reaching the goal position is 90%. Fig. 12 (c) show the comparison between simulated motions and the real robot hand trajectory for x, y and z axis respectively. These results show that the simulation and real robot angle trajectories are very similar. Fig. 12 (a) and Fig. 12 (c) show some differences between simulation and the real robot implementation in the x and z directions. Some irregularities are also shown when the robot arm nearly reaching the goal position. This is due to some difference in the sampling rate between the simulator and real robot experiments.
VII. CONCLUSION
In this paper we presented a mobile humanoid assistive robot for operating in human environments. The robot utilized the sensor data to navigate to the target position. The performance of the mobile humanoid robot is tested in simulated and in the real hardware of the humanoid robot. Optimal robot arm motion generation is considered in dynamic environments where obstacles are present. The robot motion is generated based on three different objective functions which are simultaneously optimized. Therefore, the humanoid robot can perform a wide range of tasks in real life environments, by selecting the appropriate motion.
As a future work, we will focus on obstacle and object size and position detection. In addition to the camera and LRF scanning the environment in the horizontal plane, we plan to utilize another LRF scanning the environment in the vertical plane. 
