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Convective and absolute instabilities in non-Boussinesq
mixed convection
Abstract The problem of non-Boussinesq mixed convection in a vertical channel formed by two differentially
heated infinite plates is investigated and the complete convective/absolute instability boundary is computed
for a wide range of physical parameters. A physical insight into the mechanisms causing instabilities is given.
In particular, it is shown that the appearance of absolute instability is always dictated by a flow reversal within
a channel, however existence of the flow reversal does not exclude the possibility of convective instability. It
is also shown that fluid’s nonlinear transport property variations have a dramatic effect on the structure and
complexity of spatio-temporal instabilities of the co-existing buoyancy and shear modes as the temperature
difference across the channel increases. The validity of the stability results obtained using the procedure
described in [22] is assessed using the method of steepest descent.
Keywords Spatio-temporal instability   non-Boussinesq convection   mixed convection
PACS 47.20Bp   47.55.P   47.15.Fe
1 Introduction
Like the Rayleigh-Be´nard problem, the classical problem of convection between differentially heated vertical
plates has been attracting the attention of researchers for decades. Pioneered in [1,11,20] this problem has
been addressed by many authors since: see [2,18] for the examples of stability studies, [16,30] for numerical
and [12] for experimental treatments just to name a few. If the Boussinesq approximation of the governing
equations is used, the problem admits a simple cubic polynomial solution for the velocity and a linear so-
lution for the temperature which makes further stability studies relatively straightforward. However in many
practical applications such as chemical vapour deposition reactors and thermal insulation systems the large
temperature gradients across the flow regions lead to essentially nonlinear fluid property variations invalidat-
ing the Boussinesq assumptions [23,24,33]. The extension of this classical problem to such thermal regimes
will be formulated in Sect. 2. It was first suggested in [8,9] via the use of the Low-Mach-number approxi-
mation to the compressible Navier-Stokes equations [19] which replaced the standard Boussinesq treatment.
As a result a new physical parameter characterising the temperature difference between the walls has been
introduced along with the conventional Reynolds, Grashof (or Rayleigh) and Prandtl numbers characterising
the strength of the forced through-flow, the role of the buoyancy and the ratio of the thermal and viscous fluid
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properties, respectively. A subsequent comprehensive temporal linear stability analysis of such flows under-
taken in [23,24] revealed a wealth of new non-Boussinesq effects which appear as the temperature gradient
between the walls increases. This in turn made the non-Boussinesq extension of a classical mixed convection
problem a challenging testing ground which led to further development of general weakly nonlinear stability
theories [27,29]. The major goal of the current work is to discover the intricate influence of non-Boussinesq
effects on the physical mechanisms driving linear spatio-temporal instabilities of this practically important
flow. In addition, this work contributes to the case study of numerous difficulties which are found in the
analysis of convective and absolute instabilities in problems with a dispersion relation given numerically. It
also demonstrates the performance of the numerical procedure suggested by the author in [22] for automatic
computations of the transition to absolute instability in multi-parameter problems. To enable a reader to focus
on the physics of the obtained results the detailed description of this comprehensive procedure will not be
repeated here. However, throughout the manuscript, we will emphasise various features of this computational
technique and the underlying analysis without which obtaining the current results would not be possible.
The conventionally used definitions of absolute and convective instabilities relate to the dynamics of ini-
tially localised disturbances at a fixed spatial location (in a stationary frame). If the growing disturbances
spread and eventually occupy the complete flow domain, the instability is absolute. On the other hand, if
growing disturbances propagate away leaving an undisturbed field behind, the instability is convective. It is
intuitively clear that convective instability is more likely to arise in systems with through-flow which can
carry disturbances away. A well known example of such a system is a plane Poiseuille flow [10]. On the other
hand, systems with spatial symmetry such as natural convection in a vertical fluid layer under the Boussinesq
assumptions are more likely to exhibit absolute instability [29]. Therefore there are two main reasons moti-
vating the investigation of spatio-temporal instabilities in mixed convection of a non-Boussinesq fluid. Firstly,
mixed convection flows inherently are combinations of forced Poiseuille-type and natural convection flows.
Secondly, as has been shown theoretically in [23,24,29], numerically in [33] and experimentally in [34,35]
the non-Boussinesq fluid property variations break the spatial symmetry even in natural convection so that a
preferred (downward) flow direction is identified even in a fully enclosed cavity with no through-flow. There-
fore the mixed convection flows are expected to reveal features of both types of spatio-temporal instabilities
with an intricate dependence of the transition on the governing physical parameters. This will be thoroughly
discussed from a physical point of view in Sect. 5.
Practical applications of non-Boussinesq flows (e.g. in thermal insulation systems) and advances in ex-
perimental techniques prompted a number of recent experimental studies [15,32] in which the major flow
features (such as downward drift of convection cells) predicted theoretically in [24] were observed. Yet these
experiments also demonstrated a strong dependence of the observed convection patterns and their evolution
on the initial and boundary conditions. This is typical of the systems experiencing spatio-temporal instabili-
ties. Such an ambiguity of the experimental results indicates that it is unlikely that the complete understanding
of non-Boussinesq convection phenomena is possible without further theoretical insight.
Mathematically the linear spatio-temporal character of instabilities is determined by the properties of a
complex dispersion relation corresponding to a flow. The essential part of such an investigation is the asymp-
totic analysis of the Fourier integrals arising in a formal solution of a linearized problem. Such asymptotic
analysis typically involves applications of the Briggs’ [6] or steepest descent methods which, if used con-
sistently, lead to identical results [17]. Although well understood by now, both of these techniques require a
thorough implementation in order to guarantee the validity of conclusions made about the type of instability
in each individual flow situation [4]. A comprehensive review of studies relevant to the current investigation
has been recently given in [22] and will not be repeated here. However in Sect. 3 and 4 we will provide all
essential details of a theoretical approach taken to obtain the current results. Detailed examples of the appli-
cation of theory in the context of mixed convection will be given in Sect. 5. These examples reveal a very
complicated topographical picture representing the problem’s dispersion relation which involves multiple
asymptotically significant branches and saddle and branch points which make the analysis very elaborate and
computationally expensive [22]. For this reason it may be tempting to reduce the original problem to a well
studied simpler mathematical model such as the complex Ginzburg-Landau equation by means of a weakly
nonlinear analysis. Solution properties of such a model are well known or can be easily derived analytically.
This facilitates determination of the instability character in the original problem substantially. Such an ap-
proach was successfully used in [29] in an example of non-Boussinesq natural convection in a closed cavity.
However it was shown there that the accuracy of this approach is determined by how well the quadratic dis-
persion relation corresponding to the derived Ginzburg-Landau model approximates the nonlinear dispersion
relation of the original problem. The accuracy was shown to be very good for slightly supercritical regimes
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when the wavenumber range corresponding to the positive disturbance amplification rate is relatively narrow.
However this is not the case in the present study and thus a full dispersion relation will be considered here.
The current problem has four independent physical governing parameters. One of them, the reference
Prandtl number, is kept fixed in the present computations while the Grashof and Reynolds numbers and the
non-dimensional temperature difference between the walls, defined in Sect. 2, determine the parametric in-
stability boundary. In this problem a steady basic flow is the result of the competition between the buoyancy
forces associated with nonlinear (non-Boussinesq) density variations and the imposed pressure gradient. The
basic flow has been found to become linearly temporally unstable with respect to two-dimensional shear dis-
turbances associated either with the inflection point of the basic velocity profile (at small Reynolds numbers)
or with boundary layers (at larger Reynolds numbers) [23]. The pressure gradient defines the preferred drift
direction of the shear-driven disturbances. The non-dimensional temperature difference between the walls
serves as a quantitative measure of non-Boussinesq effects. As it increases, the flow loses its symmetry and
a new buoyancy-driven instability mode occurs near the cold wall. This adds an extra degree of difficulty
in determining the convective-absolute instability transition as both instability modes have to be considered
simultaneously. The quantitative transition results are reported and discussed from a physical point of view in
Sect. 5.
2 Problem definition and governing equations
We consider a mixed convection flow in a tall vertical channel of width H with isothermal vertical walls
maintained at different temperatures T  h and T
 
c respectively (asterisks denote dimensional quantities). A uni-
form downward gravitational field g is parallel to the walls. In the case of large temperature differences
∆T  T  h  T
 
c
 0 the flow is described by the low-Mach-number equations [9,19]:
ρ
 ∂ ui
∂ t  u j
∂ ui
∂ x j 
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∂ Π
∂ xi 
Gr
2ε 
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∂ τi j
∂ x j 	
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∂ t  u j
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∂ ρ
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∂ ρu j
∂ x j
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where δi j is the Kronecker delta. In writing (1), Stokes’ hypothesis is used to relate the coefficients of bulk and
dynamic viscosities. It has been shown in [23] that the flow in this geometry remains two-dimensional after it
bifurcates owing to shear or buoyancy disturbances. Consequently, here we take ui 

u
	
v  and xi 

x
	
y  as
velocity components and coordinates in the horizontal and vertical directions respectively and n i 

0
	
 1  as
the unit vector in the direction of gravity. The equations are made dimensionless by using the channel width
H, the reference temperature Tr 

T
 
h

T
 
c  2, the viscous speed ur  µr 

ρrH  , the characteristic time
tr  H  ur, the thermodynamic pressure Pr (constant under the Low-Mach number conditions) [23], and the
characteristic value of the dynamic pressure Πr  ρru2r . All properties of the fluid (air) are nondimensionalised
using their respective values at the reference temperature and thermodynamic pressure.
The above system is complimented by the non-dimensional ideal gas equation of state relating the fluid
density ρ and the temperature T and constitutive equations for property variations for the specific heat at
constant pressure and the Sutherland laws for the dynamic viscosity µ and the thermal conductivity k for air
at normal atmospheric pressure
ρT  1
	
cp
 1
	
µ  T 3  2

1

Sµ
T

Sµ 	
k  T 3  2

1

Sk
T

Sk 	
(4)
where, according to [31], Sµ  S
 
µ  Tr  0  368 and Sk  S
 
k  Tr
 0  648 for Tr  300 K. We also take the refer-
ence Prandtl number Pr  µrcpr  kr  0  71. Other parameters are the non-dimensional temperature difference
between the walls ε  βr∆T  2 and the Grashof number Gr  ρ2r βrg∆T H3  µ2r , where β  

∂ ρ  ∂ T  ρ  P 
1  T is the coefficient of volume expansion. Another dimensionless parameter entering the system implic-
itly through the inlet–outlet boundary conditions is the Reynolds number Re  ρrUrH  µr, where Ur 
 H2∆Π 

12µrL  is the characteristic longitudinal speed associated with the driving constant pressure gra-
dient ∆Π  L between the inlet and outlet of the channel. Here ∆Π  Π  top  Π
 
bottom and L is the length of the
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channel. Note that Ur and Re are positive (negative) when the pressure decreases (increases) in the upward di-
rection. Because there is no symmetry between upward and downward flows [23] it is essential to distinguish
between the positive and negative Reynolds numbers in this problem. The range of  2000   Re   2000 will
be considered here for three thermal regimes of ε  0  005 (Boussinesq limit), ε  0  3 (weakly non-Boussinesq
regime) and ε  0  6 (strongly non-Boussinesq regime) which correspond to the dimensional temperature dif-
ference between the walls of 3, 180 and 360K, respectively. Finally, the no-slip/no-penetration and thermal
boundary conditions for the problem are
u  v  0 and T  1  ε at x  0
	
1  (5)
3 Linearized equations
As discussed in [23] the steady parallel basic flow u0  0, v0  v0

x  , T0  T0

x  , dΠ0  dy  const. can exist
in a channel sufficiently far away from the ends. This flow has been shown to become unstable with respect
to unsteady two-dimensional disturbances

u 
	
v 
	
T 
	
Π   which satisfy the homogeneous boundary conditions
u

 v

 T

 0 at x  0 and x  1. Linearisation of equations (1)–(4) about the basic flow leads to
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
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where ρ0, µ0 and k0 are obtained by replacing T with T0

x  in (4) and
ρ   dρ0dT0
T   
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T 20 	
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Introduce the direct and inverse Fourier and Laplace transforms in y and t, respectively, so that
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ˆ
˜f
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σ
	
x  eσ t dσ
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Then the forced system corresponding to (6)–(9) becomes
ρ0

σ

iαv0  ˆu˜

D ˆ˜Π  23D 	 µ0 
 2D
ˆu˜  iα ˆv˜ 

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µ0 
 α ˆu˜  iD ˆv˜   i
dµ0
dT0
ˆ
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 ˆ
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(13)
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2ε
ˆ
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µ0 
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
dµ0
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2
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1
Pr
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
k0 ˆ˜T   α2k0 ˆ˜T   ˆ˜FT
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where D  ddx and the right-hand sides are the Fourier-Laplace transforms of the forcing terms. In this work we
focus on determining asymptotic spatio-temporal dynamics caused by initially localised disturbances. Thus it
is convenient to consider impulse excitation of the form
Fu  au

x  δ

y  δ

t 
	
Fv  av

x  δ

y  δ

t 
	
FT  aT

x  δ

y  δ

t 
	
Fc  ac

x  δ

y  δ

t 
	
(17)
where δ denotes the Dirac delta function and au   v  T   c

x  are some shape functions chosen for numerical con-
venience. Then
ˆ
˜F 

ˆ
˜Fu
	
ˆ
˜Fv
	
ˆ
˜FT
	
ˆ
˜Fc 
T


au

x 
	
av

x 
	
aT
	
ac

x  T  (18)
Owing to the complexity of this problem, a full analytical solution of (13)–(16) is not possible and we
proceed to numerical discretisation. This is done using the Chebyshev pseudo-spectral collocation method as
described in [23]. After discretisation the problem reduces to a linear algebraic system written in a matrix
form as
Lα   σ ˆw˜ 

Aα  σB  ˆw˜  F
	
(19)
where ˆw˜ is a discretised version of a vector of unknowns

ˆu˜
	
ˆv˜
	
ˆ
˜T
	
ˆ
˜Π 
T
, see, for example, [26] and F is the
discretised version of ˆ˜F. If F  0 then (19) reduces to an algebraic generalised eigenvalue problem
Lα   σ ˆw˜  0 (20)
which results in fully numerical dispersion relation σ j  σ j

α  where the wavenumber α is initially real and
subscript j distinguishes branches of the dispersion relation (complex eigenvalue σ j  σ Rj

iσ Ij is the complex
temporal amplification rate). We define the corresponding adjoint problem and adjoint eigenfunctions by
L†α   σ w
†
j 

A
  T
α
 σ
 
j B
  T
 w†j
 0
	

w†j
	
B ˆw˜i   δi j (21)
where the angle brackets denote a standard inner product for discrete complex 4N-component vectors a and
b:

a
	
b

 ∑4Nk  1 a
 
kbk and stars denote complex conjugates.
We look for the projection ˆw˜ of solution of (19) onto a space spanned by M eigenfunctions of eigenvalue
problem (20)
ˆw˜

α
	
σ
	
x  
M
∑
j  1
A j

α
	
σ  ˆw˜ j

α
	
σ
	
x   (22)
Projection coefficients A j are determined from the inner product of (19) with w†j using the orthogonality of
adjoint and direct eigenfunctions:
A j

α
	
σ  

w†j

α
	
x 
	
F

x 
σ j  σ
 (23)
The projection of a solution in a physical space is obtained by applying the inverse Laplace and Fourier
transforms to (22), see [7] for details. Subsequently, the application of the residue theorem to the inverse
transform integrals leads to
w˜

α
	
x
	
t  
M
∑
j  1

w†j

α
	
x 
	
F

x   ˆw˜ j

α
	
x  eσ jt (24)
and then the projected solution in a physical space is given by the inverse Fourier transform
w

x
	
y
	
t  
1
2pi
M
∑
j  1

∞
 ∞

w†j

α
	
x 
	
F

x   ˆw˜ j

α
	
x  eσ j  α  t  iαy dα
	
(25)
where the integration is performed along the real α line.
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The nontrivial asymptotic behaviour of this projection as t   ∞ is determined by the growing (σ Rj  0)
modes when the basic flow is linearly unstable. Consequently, if one is interested primarily in the asymptotic
behaviour of the system, M can be taken equal to the total number of eigenvalues σ j

α  whose real parts are
positive for some range of real wavenumber α . The asymptotic behaviour of (25) observed in a stationary
frame is of primary interest here because if growing linearised disturbances caused by an impulse excitation
are observed in this system then the instability is absolute, otherwise it is convective. The impulse response
can be analysed using the method of steepest descent [7,13] i.e. by deforming the original real α integration
contour into the steepest descent path through the temporal saddle point αs of a numerical dispersion relation
(NDR) defined by
d
dα σ j  α 




α  αs
 0 (26)
in the complex α plane. The asymptotic value of (25) then is (e.g. [3], Chapter 7.2)
w

x
	
y
	
t 
1

2pit
Re

  M
∑
j  1

w†j

αs j
	
x 
	
F

x  


 d2σ j  dα2


α  αs j
ˆw˜ j

αs j
	
x  eσ j  αs j  t  	


 (27)
Here we assume that w†j are regular and all saddle points are simple i.e. (27) is non-singular. Consequently,
the character of instability is determined by the sign of σ Rj

αs j  . Thus the task of determining the parametric
boundary between convective and absolute instability regimes is mainly reduced to a search of the saddle
points satisfying (26) so that σ Rj

αs j   0. More subtle issues of validity of deformation of the integration
contour and its “pinching” [6] are discussed in Sect. 4.
4 The method of steepest descent and the pinching criterion
Finding the saddle point of NDR and determining the value of the temporal amplification rate at that point is
not sufficient to make a final conclusion about the character of instability unless it is proved that the found
saddle point is relevant. The proof consists of two steps. Firstly, it has to be shown that the original Fourier
integration contour along the real α line can be continuously deformed into the steepest descent path through
the saddle point. In order to do this no singularities, branch points or other saddle points should exist between
the saddle point under consideration and the real α line. Secondly, for absolute instability the steepest descent
contour must be pinched by two spatial branches α

σ  of NDR originating at the upper and lower halves
of the complex α plane. As shown, for example, in [4,13,17], if such pinching condition is not satisfied the
resulting flow remains convectively unstable even if σ Rj

αs j  0.
Checking the pinching condition is very involved computationally as it normally requires a global diagram
to be computed and analysed for every point on the convective/absolute instability boundary (CAIB). For this
reason computations of complete CAIB in multi-parameter space remain an extremely challenging task. The
computational procedure suggested and described in detail in [22] was designed specifically to enable a high
degree of automatization of computations and to replace the construction of the global topography with a
number of computationally less demanding yet reliable steps. This efficient procedure was used to produce
all numerical results in the current work. However for illustration purposes we do present and discuss several
global diagrams even though they do not form an essential part of the numerical algorithm. The major purpose
of these diagrams is to illuminate the complexity of the situation and to illustrate the analysis underlying the
current computations.
We start with the topologically simplest case depicted in Fig. 1 which corresponds to a point on CAIB in
the Boussinesq limit of ε   0. The contour lines of the obtained σ -field represent spatial branches α

σ R  of
NDR. It follows from this figure that two disjoint contour lines correspond to each level of σ R. Therefore the
saddle points are simple and the asymptotic estimation (27) of integral (25) is valid provided the deformation
of the integration contour into the steepest descent path is possible. The steepest paths coincide with the
stationary phase lines σ I

α   σ I

αs  through the saddle point and are shown by the dashed and dash-dotted
lines. The numerical values on solid contour lines allow an easy identification of the steepest descent (dashed)
and ascent (dash-dotted) paths. The solid contour lines through the saddle point seen in the right part of the
figure separate valleys located to the left and to the right of the saddle point and hills located above and below
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Fig. 1 Level curves of σ R (solid) and the steepest descent (dashed) and ascent (dash-dotted) paths through the saddle point for
 
Re  Gr ε 
 
2000  407705  0  005  . The horizontal solid line shows the original Fourier integration contour.
it. There are no singularities between the real α line and the detected saddle point. Therefore the continuous
deformation of the original contour (horizontal solid line) into the steepest descent path through the detected
saddle point is possible. It is evident from Fig. 1 that the steepest descent path issued from this saddle point is
pinched by two spatial branches α

σ R  which retract to the different α half-planes as σ R is increased i.e. the
pinching condition is satisfied for this saddle point. Note also that here σ R

αs 
 0. Therefore the depicted
regime corresponds to the transition to absolute instability.
There exists another saddle point in the left part of Fig. 1, but it is located in the valley of the first one. It
has negative real temporal amplification rate and thus does not contribute to the asymptotic behaviour. For this
reason even though the left part of the steepest descent path issued from the right saddle point leads towards
the second saddle point, its asymptotic contribution to the integral is negligible. Besides, it is seen from the
figure that the left saddle point is not of pinch type because it is formed by the α

σ R  contours which remain
(at least partially) in the same lower half of the α plane when the value of σ R increases (a similar conclusion
regarding this situation was made in [22], cf. Fig. 3, however using a computational procedure which does not
require a detailed analysis of the global topography given here as an illustration). Therefore this saddle point
could not lead to absolute instability even if it had σ R  0.
The non-Boussinesq effects associated with the large temperature variations in the flow region lead to
strong non-linearity of the problem’s dispersion relation so that the complex plane topography becomes very
complicated and checking the pinching condition becomes even more challenging. The issues associated
with the existence of multiple relevant saddle points and with multiple instability modes will be discussed in
Sect. 5.2 and 5.3.
5 Results for mixed convection flow
In this section the computational procedure of [22] is used to compute the complete CAIB for mixed convec-
tion flows under various thermal conditions for a wide range of the Reynolds numbers. The total number of
Chebyshev collocation points used in a spectral approximation of equations (6)–(9) is N  53 which guaran-
tees accuracy of the results within 2% for the complete range of parameters considered.
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Fig. 2 Basic flow velocity (a) and temperature (b) profiles for linear (solid line, Gr   115645) and absolute (dashed line,
Gr   407705) instability boundaries in Boussinesq mixed convection at   Re  ε    2000  0  005  .
5.1 Boussinesq limit ε   0
Results for classical mixed convection flow in a vertical channel in the Boussinesq limit are obtained for
the non-dimensional difference between the walls of ε  0  005 and for the range of the Reynolds numbers
between  2000 and 2000. At such small temperature difference the transport fluid properties are essentially
constant, the governing equations (1)–(3) effectively reduce to classical Boussinesq equations and the tem-
perature profile across the channel remains linear as seen in Fig. 2(b). The velocity profile (see Fig. 2(a))
is symmetric with respect to the sign of the Reynolds number and so are the stability characteristics [23].
Therefore Fig. 3 shows only results for Re  0. Results for the negative values of the Reynolds number are
symmetric with respect to line Re  0 in Fig. 3(a) and (c)–(f) and with respect to point

Re
	
cg 


0
	
0  in
Fig. 3(b).
For the fixed value of the Reynolds number and relatively small Grashof numbers the values of the tem-
poral amplification rate σ R

α  are negative for all wavenumbers α and the flow is linearly stable, see region
S in Fig. 3(a). As the Grashof number increases, so do the values of σ R

α  . Eventually the amplification
rate becomes zero at the critical wavenumber αc which is a point of maximum of the σ R

α  curve. These
regimes (i.e. σ R

αc;Re
	
ε
	
Grc   σ Rc  0) correspond to the linear temporal instability transition. They are
shown by the solid line in Fig. 3(a). If the disturbance group speed is non-zero in this regime, the disturbances
are carried away and this instability is convective, see region CI in Fig. 3(a). Further increase of the Grashof
number leads to the development of absolute instability which is characterised by a maximum amplification
rate σ R

αm   σ Rm  0 observed at wavenumber αm, see region AI above the dashed CAIB line in Fig. 3(a)
along which the amplification rate evaluated at a saddle point αs is zero.
The linear and absolute instability boundaries intersect at

Re
	
Gr  

0
	
8037  confirming the well known
experimental and computational result (e.g. [16,30]) that the linear instability in natural convection flow
between two vertical differentially heated plates in the Boussinesq limit is always absolute because the dis-
turbance rolls are stationary and occupy the complete flow region. For any finite Reynolds number the distur-
bance cells drift in the direction opposite to the imposed longitudinal pressure gradient with the finite group
speed cg shown in Fig. 3(b). This is consistent with the experimental observations of [12]. For this reason if the
amplification (and thus spreading) rate of a localised disturbance envelope is small then it is carried away by a
primary flow and the instability is convective. At the higher values of the Grashof number the buoyancy force
becomes more important and flow reversal occurs, see dashed line in Fig. 2(a). Since the primary velocity
profile now has intervals of upward and downward flow, the disturbances can be carried in both directions and
absolute instability is triggered. The value of the Grashof number at which the flow reversal occurs increases
rapidly with the Reynolds number and so does the value of Gr along CAIB. Indeed, it has been shown in [23]
that the necessary condition for the flow reversal to occur in the Boussinesq limit is that Gr  Re  72. This
condition is clearly satisfied along CAIB in Fig. 3(a) for which Gr  Re  200.
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Fig. 3 (a) Linear (solid line) and absolute (dashed line) instability boundaries; (b) disturbance group speeds along the linear
(solid line) and absolute (dashed line) instability boundaries; (c-d) wavenumber of the linear least stable disturbance mode (solid
line) and location of the corresponding saddle point (dashed lines); (e) maximum linear amplification rate along the absolute
instability boundary; (f) disturbance oscillation frequencies observed in the frame moving with the group speed for the linear and
absolute instability boundaries (solid and dash-dotted lines, respectively) and at a stationary location (solid line) for Boussinesq
mixed convection at ε  0  005.
Note from Figs 3(c, d) that the location of the saddle point (see quantities denoted by subscript s) coincides
with the linearly critical real wavenumber αc for a natural convection flow at Re  0. This emphasises once
again the absolute nature of linear instability in such a flow. The location of a saddle point moves quickly
away from the real α line as the Reynolds number increases and the gap between the linear and absolute
instability boundaries grows rapidly as the strength of the applied longitudinal pressure gradient increases.
It is instructive to compare the behaviour of the quantities αm and αc introduced above and shown by the
dash-dotted and solid lines, respectively, in Fig. 3(c). The curve αc monotonically decreases with Re. This has
an intuitively anticipated interpretation: the increasing longitudinal forcing accelerates unidirectional flow
so that stronger shear forces arise stretching any instability structures carried by the basic flow. Elongated
instability cells correspond to a progressively smaller wavenumber as confirmed by Fig. 3(c). In contrast to
linear instability, absolute instability for the increasing pressure gradient (Reynolds number) requires an even
larger increase of the buoyancy forces (Grashof number) so that a sufficiently strong reverse flow can be
maintained. Such a flow has regions of upward and downward velocities of comparable magnitude which has
a “compressing” effect on the instability structures formed near the velocity inflection point. This increases
the wavenumber as is clearly seen in Fig. 3(c).
The amplification rates and frequencies shown in Fig. 3(e, f) are important temporal characteristics of
the developing disturbances. As discussed in [22] and references therein, the quantities evaluated at αc and
αm characterise the disturbance evolution observed in a frame moving with the disturbance group speed
cg in regimes corresponding to the transition to linear convective and absolute instabilities, respectively. In
particular, σ Rm  0 and σ Rc  0 are the observed maximum temporal amplification rates along CAIB and the
linear instability boundary, respectively. The values found at the saddle points αs correspond to characteristics
observed in a stationary frame so that by definition σ Rs   0 for the linear instability boundary and σ Rs  0 for
CAIB. Thus only σ Rm is shown in Fig. 3(e). It increases very rapidly with Re along CAIB since for absolute
instability to occur the disturbance envelope expansion rate (which is directly related to σ Rm , see [29]) has to
be sufficiently large to overcome fast disturbance advection caused by the basic flow.
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Fig. 4 Basic flow velocity (a) and temperature (b) profiles for linear (solid lines) and absolute (dashed lines) instability bound-
aries in weakly non-Boussinesq mixed convection at
 
Re  ε  
  
2000  0  3  . The transitional Grashof numbers are Gr   203484
and Gr   514578 for Re   2000 and Gr   75783 and Gr   341011 for Re  2000.
Fig. 3(f) shows Doppler-shifted temporal disturbance frequencies defined as
ωs  σ
I
s
	
ωc
 σ Ic

αccgc
 αc

cgc  cc 
	
ωm
 σ Ic

αmcgm
 αm

cgm  cm 
	
where cc and cm are wave speeds corresponding to αc and αm, respectively. Their magnitudes are also increas-
ing functions of the Reynolds number. Note that both ωc and ωm are positive meaning that for the considered
flow the disturbance group speed is always greater than its wavespeed.
5.2 Weakly non-Boussinesq regime of ε  0  3
As discussed in [23] and [35], the nonlinear fluid property variations associated with the finite temperature
difference between the channel walls break the symmetry of the flow. For this reason upward and downward
flows have to be considered separately and thus all results are computed for both positive and negative values
of the Reynolds number. Fig. 4 shows that the transitional basic flow velocity profiles for the opposite values
of the Reynolds number are very different (the upper and lower curves in Fig. 4(a) correspond to Re  2000
and Re   2000, respectively). Nevertheless the conclusion made in Sect. 5.1 that the flow reversal is a
necessary condition for an absolute instability stands true.
A somewhat counter-intuitive and thus more interesting observation is that the existence of a strong flow
reversal does not guarantee absolute instability in non-Boussinesq convection. Indeed computations show that
in a natural convection regime at ε  0  3 when no external pressure gradient is applied (Re  0) the distur-
bance group speed is negative and there is a finite gap between the linear and absolute instability boundaries.
Therefore it is a remarkable fact that in contrast to the classical Boussinesq results non-Boussinesq natural
convection in a vertical layer is subject to convective instability. In fact the linear and absolute instability
boundaries intersect at the point

Re
	
Gr  

1  19
	
9217  rather than at Re  0. For this set of parameters
the disturbance group speed is zero and thus disturbances introduced at any stationary spatial location grow
without being carried away. The physical reason for such flow behaviour is that the mass flux
 1
0 ρvdx  0
in this regime. Note that
 1
0 ρvdx  0 for Re  0 and so is the corresponding disturbance group speed. Since
for all values of the Reynolds number except Re  1  19 the disturbance group speed at the linear instability
boundary is nonzero (see the solid line in Fig. 5b), a finite convective instability region (CI) exists in Fig. 5(a).
The fact that even in the absence of external pressure gradient the non-Boussinesq natural convection is con-
vectively unstable is in agreement with the conclusion regarding the convective nature of linear instability in
an enclosure made by the author based on the Ginzburg-Landau analysis previously reported in [29].
As seen from Fig. 5(a) the flows occurring at negative Reynolds numbers are noticeably more stable than
those at positive. The physical reason for this becomes evident from Fig. 4. Due to nonlinear transport property
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Fig. 5 Same as Fig. 3 but for weakly non-Boussinesq mixed convection at ε  0  3.
Fig. 6 Level curves of σ R (solid) and the steepest descent (dashed) and ascent (dash-dotted) paths through the saddle points for
 
Re  Gr ε 
 
239  49898  0  3  . The horizontal solid line shows the original Fourier integration contour.
12 Sergey A. Suslov
variations large gradient regions where instability is generated [23] shift closer to the cold wall and away from
the hot one. As a consequence, for Re  0 the bulk of fluid flows further away from the walls than for Re  0
and thus it experiences less wall damping and is less stable.
The apparent simplicity of CAIB in Fig. 5(a) is deceptive. Indeed the curves showing the location of a
saddle point in the complex α plane presented in Fig. 5(c, d) are discontinuous at Re  239. This is caused by
the presence of more than one saddle point contributing to (27). The saddle point with the largest σ Rs deter-
mines the asymptotic behaviour and, in particular, the transition to absolute instability. The role of different
saddle points changes in different regions of the parameter space and this leads to a discontinuity in Fig. 5(c,
d).
As an illuminating example consider Fig. 6 computed for a weakly non-Boussinesq regime. It is consid-
erably more complicated than the similar Fig. 1 in the Boussinesq limit. Two saddle points are clearly seen
in the lower half of the figure. The one on the right is topographically similar to the saddle point determining
asymptotic behaviour of the flow in the Boussinesq regime. It belongs to a hill of the σ R

α  surface and can
be found by continuation starting from the maximum σ Rm at real α  αm and following the hill of the σ

α 
surface. However the left saddle point cannot be detected using such a continuation from the real α line.
A similar situation was found, for example, in boundary layer [14] and thin film [5] flows. This difficulty
prompted the previous authors to resort to expensive computations of global topography or to resolving the
highly nonlinear in wavenumber dispersion relation for its spatial roots. In contrast, the computational proce-
dure of [22] enables an iterative search of all asymptotically significant saddle points without relying heavily
on constructing the global σ

α  topography or computing the spatial roots of NDR. Therefore it was used to
obtain the present results.
In Fig. 6, the saddle points in question correspond to σ R  0 and they are both genuine pinch points.
Therefore the corresponding set of the governing parameters defines a point on CAIB. For Re   239 the left
saddle point is in the valley of the right one and does not define the transition. For Re  239 the situation
is opposite and the left saddle point dominates which explains the discontinuities in Fig. 5(c, d). There
exists one more saddle point in the left upper corner of the figure, but it remains in the valley of the leading
saddle points with the corresponding value of σ R

αs   0 so that its influence is asymptotically negligible.
Another feature of the σ -topography in this regime is that there exists a branch point in the left upper corner.
It is detected numerically as a point where the eigenvalue problem (20) resulting from the discretisation of
linearised equations has an eigenvalue σ of multiplicity two. A horizontal branch cut has been chosen in order
to enable the asymptotic analysis using the steepest descent method. The branch cut is found just below the
real α line. Graphically, it is represented by the dense contour lines since

 ∂ σ R  ∂ α



∞ across the cut. Since
the branch point and the branch cut are located in the valley of the leading saddle points they do not influence
the resulting asymptotics. For this reason their detailed analysis is not required. The steepest descent paths
issued from both leading saddle points are pinched by the σ R contours originating in the different halves of
the α plane. The steepest descent paths from the left and right saddle points have branches which belong to
the common valley in the middle of the lower part of Fig. 6. Consequently, they can be connected into the
asymptotically equivalent integration contour. There are no singularities between the real α line and the two
leading saddle points except the branch cut. Since the branch cut belongs completely to the valley of the saddle
points the original integration contour (real α line) can be deformed into a contour asymptotically equivalent
to the steepest descent path from the left saddle point. This deformed contour passes through α  0 (which is
also in the valley of the saddle points), goes along the upper bank of the branch cut around the branch point
and then connects to the steepest descent contour through the left saddle point to continue as discussed above.
Consequently, we conclude that both saddle points are relevant but their relative role depends on the actual
values of the governing physical parameters.
The amplification rate data presented in Fig. 5(e) confirms the observation discussed above: the flows aris-
ing in weakly non-Boussinesq regimes at positive Reynolds numbers are considerably less stable than those
at negative Reynolds numbers. Fig. 5(f) indicates that switching between the two asymptotically dominating
saddle points is responsible for only a relatively small jump in frequency ωs observed at a stationary location
at Re  239. Therefore it is expected that experimentally it would be easier to detect the switching of the roles
of the dominant saddle points by observing the change in the wavenumber of the disturbance envelope (see
Fig. 5(c)) than that in the temporal frequency of the tail it leaves behind. The physical reason why the saddle
point with smaller αRs dominates the asymptotic behaviour at larger values of the Reynolds number appears to
be similar to that discussed in Sect. 5.1: the increasing longitudinal pressure gradient (Re) enhances the shear
of the flow which is the major mechanism generating instability in this regime. In turn the stronger shear
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Fig. 7 Basic flow velocity (a) and temperature (b) profiles for   Re  ε     260  0  6  and Gr  26734 (dash-triple-dotted line,
linear instability transition for the shear mode), Gr  37841 (solid line, linear instability transition for the buoyancy mode),
Gr  40904 (dash-dotted line, absolute instability transition for the buoyancy mode) and Gr  45634 (dashed line, absolute
instability transition for the shear mode).
Fig. 8 Branches σ j
 
α  of NDR for real α and
 
Re  Gr ε  
 
260  40904  0  6  . Solid and starred lines correspond to the buoyancy
and shear instability modes, respectively.
forces elongate the disturbance structures they generate. This is consistent with the discussion concerned with
weakly non-Boussinesq effects on mixed convection given in [21].
5.3 Strongly non-Boussinesq regime of ε  0  6
When the temperature difference between the walls is increased further so that the fluid property variations
become essentially nonlinear the complexity of the problem’s NDR leads to a dramatically different situation:
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Fig. 9 Temporal branches σ
 
α  near the branch point of NDR for
 
Re  Gr  ε  
 
260  40904  0  6  . Initially the plain solid line
and the line marked by the “+” symbols correspond to the buoyancy and shear instability modes, respectively.
a second instability mode appears in the flow. This mode is referred to as the buoyancy mode [23,27] in
contrast to the shear one discussed in Sect. 5.1 and 5.2. It is caused by strongly nonlinear temperature and
density variations near the cold wall, see Fig. 7(b). This mode is characterised by a much longer wavelength.
It primarily disturbs the thermal field [28] and propagates with negative group speed, at least for relatively
small values of the Reynolds number. For this reason, as discussed in [22], the corresponding saddle points
are expected to exist in the upper half of the complex wavenumber plane.
Shear and buoyancy modes are clearly distinguished in the top plot in Fig. 8, see plain solid (buoyancy
mode) and starred (shear mode) lines. We will continue using this terminology even though, as will be seen
from the following discussion, the distinction which historically was based on the physical characteristics of
the temporal instability modes is blurred in the context of the current investigation (see also [17]) when the
branches of NDR are considered over the complex wavenumber plane. Indeed the sequence of plots in Fig. 9
illustrates that for Re  260 the shear and buoyancy branches “collide” at the complex value of wavenumber
α 

1  06
	
0  0185  , i.e. a temporal branch point exists at this wavenumber. As seen from this figure the value
of σ R is negative at the branch point. Consequently, it is located on the lower grounds with respect to the
saddle point at which σ R  0 (which determines a point on CAIB) with the result that the contribution of this
branch point to the asymptotics of (25) is negligible. This conclusion is similar to that made in the preceding
discussion of weakly non-Boussinesq regimes. Nevertheless here a more cautious analysis is required. Indeed,
since two distinct instability modes are identified for real α (corresponding to solid and starred lines in Fig. 8),
each with σ Rm  0, it is necessary to retain M  2 terms in the sum in (25) to account for the asymptotic
behaviour in full. We will refer to the integral corresponding to the solid line in Fig. 8 as the buoyancy integral,
and to the one corresponding to the starred line as the shear integral. Each of the contributing integrals then
could be considered as taken along the Riemann sheet containing an individual σ

α  branch (buoyancy or
shear). However these Riemann sheets join at a branch point in the complex α plane. Therefore it is possible
to connect these two sheets together by choosing an appropriate branch cut emanating from this point in such
a way that one of the resulting sheets contains all asymptotically important saddle points. Such a branch cut
can be chosen as shown in Fig. 10. Note that it crosses the real α line. This has a straightforward topological
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Fig. 10 Level curves of σ R (solid lines) and the steepest descent (dashed) and ascent (dash-dotted) paths through the saddle
point for
 
Re  Gr ε  
 
260  40904  0  6  . The solid vertical line shows the branch cut. The horizontal solid line shows the original
Fourier integration contour.
interpretation. The α I  0 line along which the buoyancy integral is computed starts from α  0, continues
to the right up to the chosen branch cut, “dives” through it and then continues towards infinity below the
Riemann sheet seen to the right from the branch cut in Fig. 10. Similarly, the α I  0 line along which the
shear integral is computed starts at infinity, extends leftwards up to the branch cut, dives under the Riemann
sheet seen to the left from the branch cut in Fig. 10 and continues there up to α  0. Note that the “hidden”
parts of the α I  0 contours including the points on either bank of the branch cut for both modes correspond to
σ R

α   0 and therefore they are asymptotically insignificant. Since σ R  0 at the branch point the segment
of the branch cut between the branch point and the α I  0 line also corresponds to σ RB   S

α   0. Therefore the
original two integrals in (25) can be replaced with a single asymptotically equivalent integral which is taken
as follows. Firstly, follow the α I  0 line from α  0 up to the left bank of the branch cut and account for
contributions of the buoyancy mode which attains its maximum amplification rate σ RmB  0 over this interval.
Next, proceed along the left bank of the branch cut up to the branch point and come back to the α I  0 line
along the right bank. Since the branch cut is chosen in such a way that σ RB   S  0 along it, the asymptotic
contribution of this integral segment is zero. Finally, continue to infinity taking into account contributions
from the shear mode which attains its maximum amplification rate σ RmS  0 over this interval. Once such a
combined single integral is introduced the subsequent steepest descent analysis can proceed in a standard
way. Another relatively straightforward rule, which one can introduce to justify application of the method of
steepest descent in the presence of branch points, is based on the discussion given in [17]: the steepest descent
paths issued from the saddle point must not self-intersect. This condition is obviously satisfied in Fig. 10.
Note that at the larger values of the Reynolds number the distinction between shear and buoyancy modes is
blurred even for real wavenumbers: as seen from the upper plot in Fig. 11 now instead of two distinct σ R

α  -
branches which have one positive maximum each as in the top plot in Fig. 8 there exists a single asymptotically
dominant branch with two positive maxima. Since in linear analysis it is still possible to distinguish between
asymptotic contributions associated with each of the maxima we will continue to refer to buoyancy and shear
modes meaning the influences of the left and right maxima in the top Fig. 11, respectively. The cusp-like
minimum of the σ R

αR  curve separating these two maxima indicates the presence of a branch point similar
to the one shown in Fig. 9. It is now located in the lower half of the α plane while the saddle point associated
with the buoyancy mode (marked by a circle in Fig. 12) is still in the upper half-plane. As in the weakly
non-Boussinesq regime discussed in Sect. 5.2, the shear mode forms two saddle points in the lower half of the
α plane. The role these two saddle points play in determining the absolute instability switches at Re  379:
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Fig. 11 Branches σ j
 
α  of NDR for real α and
 
Re  Gr ε  
 
379  64486  0  6  .
the lower right saddle point is dominant for Re  379 and the lower left saddle point determines transition to
absolute instability for the shear mode for Re  379.
Since the saddle point related to the buoyancy mode and the branch point are now located in the different
halves of the α plane the branch cut does not have to cross the original integration contour α I  0. It is
convenient to choose a horizontal branch cut as shown by the thick horizontal line just below the α I  0 line
in the left top corner of Fig. 12. Note that such a branch cut puts all three leading saddle points on the same
Riemann sheet, but inevitably crosses a hill of the upper saddle point associated with the buoyancy mode.
This does not cause any problems though as the original integration contour can be continuously deformed
in such a way that the asymptotically equivalent integration contour starts at α  0, crosses the left valley of
the upper saddle point, then follows the steepest descent paths through the saddle point (dashed line including
the circle), crosses the α I  0 line and eventually hits the upper bank of the branch cut at higher ground with
respect to the branch point. Subsequently, it continues along the branch cut towards and around the branch
point. At the branch point σ R  0, therefore its contribution is also asymptotically negligible. The deformed
integration contour follows the lower bank of the branch cut which is in the valley of the left saddle point
associated with the shear mode, joins the second steepest descent path and passes through the left saddle
point into its common valley with the right saddle point. Finally, it joins the steepest descent path through
the right saddle point, follows it and eventually joins the α I  0 line in the right valley of the right saddle
point. Since the pinching condition can be satisfied for all three leading saddle points in Fig. 12 all of them
can potentially lead to absolute instability. Note that there could exist other saddle points not included in the
described asymptotically equivalent integration contour: in the left top corner of Fig. 12 and just below the
branch cut. However these saddle points are located deeply in the valleys of the leading ones and thus are
negligible. The ways in which such saddle points can be discarded without considering the global picture are
discussed in [22].
At Re  594 the upward component of the basic flow at CAIB becomes so strong that the disturbances
associated with the buoyancy mode are pushed upwards despite their tendency to propagate downwards. Their
group speed becomes positive and the corresponding saddle point moves into the lower half of the α plane.
In spite of this, the procedure of deforming the integration contour and choosing the appropriate branch cuts
remains similar to one of the two cases already considered in this section. For this reason we omit the detailed
discussion of the saddle point topography for higher Reynolds numbers.
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Fig. 12 Level curves of σ R (solid) and the steepest descent (dashed) and ascent (dash-dotted) paths through the saddle points
for
 
Re  Gr ε  
 
379  64486  0  6  (shear mode). The horizontal solid line shows the original Fourier integration contour.
The complete CAIB for the strongly non-Boussinesq regime at ε  0  6 is presented in Figs 13 and 14.
These stability diagrams are much more complicated than the ones discussed in Sect. 5.1 and Sect. 5.2 because
of the presence of two co-existing instability modes. The linear instability boundaries for buoyancy and shear
modes shown by solid and dash-triple-dotted lines, respectively, were computed and discussed earlier in [23].
In particular, the dynamics near the codimension-2 points where the flow becomes unstable simultaneously
due to the shear and buoyancy disturbances (at the intersections of the solid and dash-triple-dotted lines in
Fig. 13a) was explored in [21] (see also [25] for a discussion of the codimension-2 unfoldings in naturalal
non-Boussinesq convection). Here we focus on the convective/absolute transition for the individual modes.
The group speed for the shear mode becomes zero at the single point

Re
	
Gr  

22  2
	
15791  along
the linear instability boundary (dash-triple-dotted line in Fig. 13a, c). Therefore this is the only point where
the shear mode becomes absolutely unstable as soon as it appears. Similar to the weakly non-Boussinesq
regime, because of the symmetry breaking effects of the fluid property variations, the disturbances have a
preferable downward propagation direction [23] for small values of the Reynolds number. If the applied
longitudinal pressure gradient corresponding to finite positive values of the Reynolds number is sufficiently
strong, the disturbances are prevented from drifting downwards, their group speed becomes zero and absolute
instability sets in. In order to prevent a downward drift of buoyancy disturbances, which arise closer to the cold
wall, a stronger externally applied pressure gradient is required. Therefore the linear and absolute instability
boundaries for the buoyancy mode intersect at

Re
	
Gr  

594
	
74391  . This point is shown by the vertical
dash and the vertical dotted line in Figs 14(a) and (c), respectively. For all other values of the Reynolds number
a finite range of Grashof numbers exists where the flow is convectively unstable. The vertical line segments
in Figs 13(b) and (d) denote a set of parameters

Re
	
Gr  

379
	
64486  where the leading role of the two
saddle points corresponding to the shear instability mode switches: for smaller Reynolds numbers the right
saddle point (see Fig. 12) is dominant while for the larger values of Re the left saddle point lies on higher
ground and determines the asymptotic behaviour. The physical reasons for such a switch are similar to that
arising in weakly non-Boussinesq regimes and discussed in Sect. 5.2.
Various instability regions in the governing parameter space are shown in Figs 13(a) and 14(a). They
are closely related to the sign of the disturbance group speed which is plotted in Figs 13(c) and 14(c). The
individually labelled regions are discussed in detail below.
S: linearly stable basic flow. All small disturbances decay and parallel shear flow persists.
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Fig. 13 Same as Fig. 3 but for strongly non-Boussinesq mixed convection at ε  0  6. The dash-triple-dotted and solid lines
show quantities along the linear instability boundaries, and the dash-dotted and dashed lines show quantities along the absolute
instability boundaries for the shear and buoyancy modes, respectively. Subscripts S and B denote quantities corresponding to the
shear and buoyancy modes, respectively.
CI1: a region of large negative Reynolds numbers where only the shear mode leads to linear convective insta-
bility while the buoyancy mode is linearly stable. Forced by the imposed longitudinal pressure gradient
the shear disturbances propagate downwards with negative group speed.
CI2: at the larger Grashof numbers the flow becomes linearly unstable with respect to both shear and buoyancy
disturbances. They both propagate downwards although with substantially different group speeds (see
solid and dash-triple-dotted lines in the left part of Fig. 13c) and lead to convective instability as their
spatial extension rate is not sufficiently large for disturbances to grow upstream.
CI3: here the imposed pressure gradient is weak, so that the associated Reynolds numbers are relatively small.
The flow is dominated by natural rather than forced convection. As a result the instability is driven only by
the buoyancy force and arises near the cold wall [28]. Hence the disturbances propagate downwards with
relatively large group speed while their temporal amplification rate σ R remains small as the region is close
to the linear transition shown by the solid line. The combination of these conditions leads to convective
instability.
CI4: this relatively large region is similar to CI1 except the shear disturbance are forced to propagate upwards
by the imposed pressure gradient.
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Fig. 14 Close up of figures 13(a) and (c).
CI5: this interesting region is also shown in the close-up. Fig. 14(a) is introduced to show it. Here both shear
and buoyancy modes are linearly and convectively unstable, but physically distinct disturbances propa-
gate in opposite directions (see Fig. 14c): buoyancy — downwards, shear — upwards. The examination
of the basic flow velocity profile shown by the solid line in Fig. 7(a) explains this. The buoyancy distur-
bances arising in the region of the large temperature gradient near the cold wall (see Fig. 7b) are carried
by a primary flow downwards while the shear disturbances arising at the region of the large velocity gra-
dient closer to the centreline of a channel are carried upwards. The degree of the flow reversal and the
disturbance amplification rates are not sufficiently large to enable the extension of the disturbance wave
envelopes in the directions opposite to their propagation. Thus the instability remains convective for both
envelopes. This means that the initially localised disturbances will be detected upstream and downstream
but will eventually decay at any fixed spatial location. Also the spatial form of the shear-driven distur-
bances propagating upwards will be different from that of the buoyancy-driven disturbances propagating
downwards which can be detected experimentally.
CI6: this region is so narrow that it can hardly be seen even in the close-up Fig. 14(a). It is located above
the solid line of linear and below the dash-dotted line of absolute instability for the buoyancy mode
and to the right of a vertical dash denoting the Reynolds number at which the buoyancy disturbance
group speed becomes zero. Even for the largest value of the Reynolds number explored (Re  2000) the
distance between these two lines is only ∆Gr  Grc  0  5%. This is so because the buoyancy disturbance
group speed remains small, see Fig. 14(c). Thus transition to absolute instability occurs near the linear
transition. In region CI6, both shear and buoyancy disturbances, being convectively unstable, propagate
upwards. However the group speed of the shear disturbance is much faster (of the order of the Reynolds
number) and thus the shear component of initial disturbances will be detected upstream long before its
buoyancy counterpart.
CAI1: above the dashed line and to the left of the vertical dotted line at Re  255, convectively unstable buoyancy
disturbances propagate downwards. The temporal amplification rate of the shear disturbance is relatively
large so that the disturbance extension rate becomes sufficient to overcome the drift of the disturbance
envelope with a positive group speed. The shear mode instability is absolute here.
CAI2: this region is similar to CAI1 except the shear mode remains convectively unstable because the Grashof
number is not sufficiently large to force the strong flow reversal required for the absolute instability of a
shear mode to set in, see the dash-dotted line in Fig. 7(a). Instead the buoyancy mode becomes absolutely
unstable as its group speed remains small. The centres of disturbance envelopes of both types propagate
upwards.
AI: above the dashed line and to the right of the vertical dotted line in Figs 13(a) and 14(a) both instability
modes are absolutely unstable as the Grashof number is sufficiently large to support a strong basic flow
reversal, see the dashed line in Fig. 7(a).
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Note that the region of absolute instability for the buoyancy mode for Re   255 is not found. This is a
straightforward consequence of the fact that buoyancy-driven disturbances are always generated near the cold
wall independently of the magnitude or the sign of the applied pressure gradient and tend to propagate down-
wards. The only physical mechanism which can make them extend upwards is an imposed pressure gradient.
But for small or negative values of Re the pressure gradient is either insufficiently strong to push the buoyancy
disturbances upward, or even does the opposite assisting their faster downward propagation. See from the left
part of Fig. 13(c) that the group speed of the buoyancy-driven disturbances shown by the solid line is nega-
tive and its absolute value is much larger than that of the shear disturbances shown by the dash-triple-dotted
line. Increasing the Grashof number results in a stronger flow reversal which in turn leads to the transition to
absolute instability for the shear mode but does not have the same effect on buoyancy-driven disturbances for
Re   0. In this case the downward flow near the cold wall, where the buoyancy disturbances are generated, is
enforced with increasing value of the Grashof number and it pushes the disturbances downwards even faster.
Therefore they cannot extend upwards and absolute instability is not possible.
As seen from Fig. 13(e) buoyancy-driven disturbances are generally characterised by much smaller am-
plification rates than shear-driven ones. Therefore detecting them experimentally or through direct numerical
simulations can be a challenging task as they will necessarily be obscured by the presence of the fast growing
shear-driven perturbations. However the shear disturbances have much faster group speeds and larger oscilla-
tion frequencies, see Figs 13(a), (c) and 14(c). Therefore it should be possible to detect buoyancy disturbances
experimentally in regimes CI2   3   5 and CAI2.
6 Conclusions
The computational procedure suggested in [22] has been used to determine the convective/absolute instability
boundary in a multi-parameter space for non-Boussinesq mixed convection in a vertical differentially heated
channel. It is shown that the complexity of the problem increases progressively as the non-Boussinesq effects
such as fluid property variations with temperature start playing an important role. In particular, the multiple
saddle points of the problem’s dispersion relation which define the asymptotic behaviour of the flow as well
as the branch points appear in non-Boussinesq multi-mode instability regimes. Moreover multiple (shear and
buoyancy driven) modes of instability are found to co-exist and to undergo convective-to-absolute instability
transition in the examined parameter range. A comprehensive theoretical discussion is given to justify the
numerical results obtained for such complex regimes.
A complete convective/absolute instability boundary for the Boussinesq, weakly and strongly non-Boussi-
nesq regimes is constructed for a wide range of the Reynolds and Grashof numbers. It is demonstrated that
transition to absolute instability always requires a strong flow reversal and occurs at the sufficiently large
values of the Grashof number. Yet a strong flow reversal does not guarantee absolute instability. In particular,
it is found that in non-Boussinesq natural convection the instability is of convective type. This is in contrast
to classical Boussinesq natural convection in the considered geometry where the absolute instability is al-
ways observed. In mixed convection the value of the transitional Grashof number increases rapidly with the
Reynolds number. In strongly non-Boussinesq regimes, it remains higher for the shear-driven disturbances
than for the buoyancy ones. Transition to absolute instability for the buoyancy-driven disturbances is only
found for predominantly upward flows and a physical explanation of this fact is given.
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