I/O-efficient algorithms take the advantage of large capacities of external memories to verify huge state spaces even on a single machine with low-capacity RAM. On the other hand, parallel algorithms are used to accelerate the computation and their usage may significantly increase the amount of available RAM memory if clusters of computers are involved. Since both the large amount of memory and high speed computation are desired in verification of largescale industrial systems, extending I/O-efficient model checking to work over a network of computers can bring substantial benefits. In this paper we propose an explicit state cluster-based I/O efficient LTL model checking algorithm that is capable to verify systems with approximately 10 10 states within hours.
I. INTRODUCTION
An importance of automated formal verification grows as modern hardware and software systems are becoming more complex and demands on their reliability increases. Several kinds of verification techniques, model checking in particular, have already been successfully employed to help to handle this difficult task. However, techniques for automated formal verification are computationally demanding and memory-intensive in general and their applicability to extremely large and complex systems routinely seen in practice these days is limited. To efficiently handle large industrial systems scalable methods with moderate run-time and memory requirements are required.
As a matter of fact, verification and analysis methods that focus on efficient employment of increased amount of available computational power are subject of extensive research. These are, for example, techniques to fight memory limits with efficient utilization of external I/O devices [12] , [7] , [6] , [3] , techniques that introduce cluster-based algorithms to employ aggregate power of network-interconnected computers [1] , [4] , or techniques to speed-up the verification on multi-core processors or graphics processing units.
In this paper we focus on explicit state LTL model checking. Recent achievements in parallel LTL model checking have allowed to verify quite large systems within times that are comparable to sequential verification of much smaller systems. On the other hand, I/O efficient approach to LTL model checking is ready to handle even larger state spaces. However, the time needed to complete the verification is typically hours. Speeding up I/O efficient LTL model checking by using parallel architectures is therefore a natural way, how to make I/O efficient approach more acceptable from the practical point of view. The research on parallel I/O efficient verification started just recently. In [10] , the authors designed an algorithm for parallel breadth-first search on general graphs stored explicitly on a disk. However, in model checking, duplicate detection is performed differently due to implicit definition of the graph. Nevertheless, the ideas behind parallelization have been successfully used in [9] , where the authors present an algorithm for a parallel I/O-efficient implementation of the search over a system state space represented as undirected graph. Experiments provided in [9] are on relatively small state spaces and also the implementation has poor performance considering the size of state spaces. Another approach is [8] . The main advantages gained from streaming the state space is easy load balancing and good scalability achieved by better memory locality. On the other hand, the approach suffers from potential existence of thin parts (substantially slower computers) and the fact that in the end all nodes store the entire state space.
We propose a new approach for explicit state LTL model checking that combines I/O efficient techniques with parallel distributed-memory paradigm (like clusters of workstations). Compared to existing algorithms, our algorithm is able to work on directed graphs representing state spaces and uses a classical hash-based partitioning mechanism (the owner of each system state is determined using a hash function).
II. REACHABILITY ANALYSIS
Reachability analysis searches for system states other than allowed ones in order to disprove system correctness. From the algorithmic point of view, the reachability analysis is based on a simple graph traversal procedure, such as breadthfirst search. Since a graph representing a state space is given implicitly -by an initial state and a successor functionthe algorithm stores all visited states in so called Closed set. Another data structure used in graph traversal is the Open set -the set of visited, but not yet traversed system states. The algorithm repeatedly removes states from the Open set and traverses them, i.e. let them evolve into possible succeeding states. When a state is generated, it is checked against visited states whether it is new or not. If it has been visited before, i.e. it is found either in Open or Closed set, it is discarded for all t ∈ GetSuccessors(s) do 7:
owner ← Hash (t) mod CP U COUNT 8:
if owner = NET W ORK ID then 9:
if t ∈ Candidates then 10:
Candidates ← Candidates ∪ {t} 11:
if CandidatesTooLarge() then 12:
Merge() 13:
else sendState(t, owner ) 14:
if Open = then 15:
Merge() 16:
Open ← Open 17:
Open ← immediately. New states are inserted into the Open set. The traversal algorithm is initiated by inserting initial states into the Open set, and terminates as soon as there are no states in the Open set waiting for traversal. A simplified pseudo-code of the algorithm for parallel reachability analysis with external memory is given in Algorithm 1. It utilizes the fact that the correctness of reachability analysis is not influenced by the order in which states are visited, hence the states may be processed in parallel. Moreover, checking whether a given state has already been visited may be postponed and performed in a big batch.
Candidates is the set of generated states whose check against the Closed set is postponed until the next MERGE operation happens. The work-flow now is as follows. A visited, but not yet traversed state is extracted form the Open set and the succeeding states are generated using GETSUCCESSORS function. When a system state is generated, it is first checked for the ownership. If the state is owned by other computation node than the local one, i.e. the node that generated the state, the state is sent over the network to its owner using SENDSTATE function. Otherwise, the state is checked against the set of Candidates, and inserted into this set if not yet there. Configurations that are received from other computation nodes are processed as if they were generated locally, i.e., they are inserted into the Candidates set upon their reception. Once the Candidates set gets too large to fit into the internal memory, the MERGE operation is performed. Note that in our approach, the Candidates set is stored internally [1] , [3] . However, there is an alternative approach to the delayed duplicate detection where also the Candidates set is stored externally [9] .
The MERGE operation should be also performed each time the Open set becomes empty (line 15 of Algorithm 1) to identify new states in Candidates and copy them to the Open set. Since MERGE operations are quite expensive when the Closed set becomes large, we also apply a heuristic called merge omission, which estimates, whether it would be faster to perform MERGE or continue a traversal without check
if s ∈ Candidates then 4:
Candidates ← Candidates \ {s} 5: for all s ∈ Candidates do 6:
Open .push (s) 7:
Closed ← Closed ∪ {s} 8: Candidates ← ∅ 9: Synchronize() for duplicates -in such a case all states from Candidates are simply moved to the Open set, including duplicates. The heuristic is for simplicity reasons not involved in the pseudocode and details can be found in [3] . Within the MERGE operation, whose pseudo-code is given in Algorithm 2, all the states found in the Closed set are removed from Candidates set at first. Note that this operation requires traversing the Closed set stored in the external memory.
III. MODEL CHECKING LTL PROPERTIES
Reachability analysis covers only very limited class of system properties. For more sophisticated analysis, properties have to be written down in a richer logical framework, such as Linear Temporal Logic (LTL).
We have built our parallel I/O efficient approach upon an existing parallel LTL model checking algorithm called OWCTY (One Way Catch Them Young) [5] . The reason was that the algorithm that in our earlier work we have proposed and I/O efficient algorithm that builds on the same principle [2] . The main idea behind the OWCTY algorithm stems from the fact that a directed graph can be topologically sorted if and only if it is acyclic. The core of the cycle detection algorithm is thus an application of the standard linear topological sort algorithm to the input graph. Failure in topologically sorting the graph means that the graph contains a cycle. Accepting cycles are detected with multiple iterations, each topologically sorting a subset of vertices. Every iteration consists of reachability and elimination procedures. The reachability procedure removes vertices unreachable from accepting vertices (as these cannot belong to an accepting cycle) and computes indegrees of all remaining vertices. The succeeding elimination procedure recursively removes vertices whose predecessor count drops to zero (following the topological sort procedure). An accepting cycle is detected if there is a set of states that cannot be further reduced by more iterations. If all vertices are successively removed, no accepting cycle is present in the graph.
The I/O efficient implementation consists of I/O efficient parallel implementations of both reachability and elimination procedures. The reachability procedure is very similar to the one described in Section II, while the elimination procedure can be obtained from the reachability algorithm by enqueuing only states with zero indegrees. Both procedures are restricted only to vertices that have not been removed yet. Merge omission heuristic is not allowed because of the need to record indegrees of vertices precisely.
IV. EXPERIMENTAL RESULTS
To demonstrate that our approach results in significant improvements we have performed a set of experiments that are described in this Section. Our experimental setting includes different workstation configurations: For this experimental study we use models from the BEEM database [11] - Table I . The size of Candidates set is limited to 1 GB per process in order to demonstrate usability even for systems with a small amount of RAM.
First, we show that aggregate external memory of workstations in a small cluster may render a meaningful computing platform with hundreds or thousands of Gigabytes of memory. Table II shows run times of state space generation algorithm on 12, 15 and 18 machines in config. 2. It is apparent that the algorithm benefits from parallel processing and on 18 processors it runs significantly faster than on smaller number of workstations. On 18 workstations it is possible to enumerate 2 · 10 10 states (model Peterson (6)) within approximately one day. Using this number of workstations, such a large state space would not fit in the main memory even if each workstation utilized all 16 GB RAM available.
To provide a better idea of algorithm scalability over a lower number of workstations we also provide scalability measurements on smaller number of machines and smaller state spaces - Figure 1 . From the achieved results it is Elevator (7, 5, 1) apparent that the algorithm scales sub-linearly. The sublinearity has two main reasons:
• merge omission heuristic (with less memory less states can be revisited and so less merge operation are saved), • some BFS levels are too large to fit in RAM, which also increases a total number of merge operations. The fact that the amount of available RAM memory influences a count of I/O operations, blurs how efficient is a workload distribution itself. Therefore, we provide also scalability results for a very artificial scenario where the sum of memory allocated for a candidate set is kept constant and revisiting heuristic is not applied. For simplicity, we provide results for input Elevator(7,5,1) only - Figure 2 . We have observed very good scalability with very small overhead, since I/O operations dominate over a communication time.
Another level of parallelization is a usage of multiple disks in each machine. In our experiment, we compare the performance of 8 workstations with 1 disk to 4 workstations with 2 disks. We have chosen models with three smallest state spaces from a test set, because of a smaller number of workstations in config. 2. For every input, Figure 3 shows run times on both platforms. In case of the state space for Lann(5,0,1,0) that was generated on 8 workstations, there were no I/O operations performed at all, since the state space fit in the aggregate internal memory. For the other two models, slightly higher I/O times were achieved. Although the measured overall disk transfer rate on one workstation has been almost double the rate of a single disk, more merge operations were performed on 4 workstations due to the smaller aggregate RAM. Hence, the merge omission heuristic was not applied as often as on 8 workstations. Some additional merge operations in 4-workstation setting have been caused by exhausting the main memory. Moreover, lower number of processors involved in the state space generation lead to almost doubling the time spent on other than disk operations. Nevertheless, the setting with two disks has still significantly better performance/price ratio, since a price of one hard disk is much lower than a price of a single workstation.
Since I/O-efficient model checking mostly brings low-cost Solid black boxes stand for a time spent on disk operations solutions to enormously large problems, there is only a little experience with running it on multi-processor systems. Figure 4 demonstrates that our distributed state space generator works well even on a multi-core system without any systemspecific modifications. We compared distributed and multicore run of the same tasks resulting in similar scaling on both architectures. We used different system configuration for multi-core (config. 3) and distributed (config. 2) setting -this is where the difference in speed on 1 node (i.e. without communication) comes from. We have also observed that while there is not much difference in time spent on operations other than I/O between system config. 2 and 3 on a single node, on more nodes multi-core computations profit from faster communication.
To test how LTL model checking works in a distributed I/O efficient setting, we measured run times on two relatively small and one huge input (see Table I for sizes). For the experiments we used 18 workstations config. 2: Percentage numbers express a portion of time spent in a given sub procedure. We deduce that initial state space generation is a major time consumer, due to a low number of elimination steps and cheaper operations over the approximation set substantially reduced with elimination. Successful verification of MCS(6) demonstrates the power of distributed I/O efficient model checking. Nevertheless, there is still space for optimization. We hope that together with disk parallelization and storage of the candidate set to disk we could reach fractions of currently measured times. Since most of verification time is spent in the initial state space generation, it is not very surprising, that OWCTY scales similarly well as reachability analysis -see Figure 5 .
V. CONCLUSIONS
This paper presents a novel approach for explicit-state LTL model checking of very large systems. We employed a combination of a distributed-memory approach with I/O efficient usage of external memory. First, we designed parallel state space generator and analyzed its performance in various settings. Then we built LTL model checker upon it. Our algorithm scales well over both a cluster of workstation and a multi-core machine. We are able to generate state spaces and verify systems with more than 10 10 states on a small compute cluster. A unique feature of the algorithm is, that due to merge omission heuristic, it is able to take the advantage of aggregate internal memory in distributed environment and thus obtains sub-linear speed up in some cases.
