This paper describes the recursive LU factorization of sparse matrices. The recursive formulation of common linear algebra codes has been proven very successful in dense matrix computations. We present a n extension of this idea to sparse matrices. Our experiments show that the recursive approach can be very competitive with leading tools for sparse matrix factorization in terms of time, required storage space, and error estimation.
Introduction
One of the most commonly used linear algebra computational kernels is the LU factorization of a matrix. In software packages 1, 2 this operation, performed on a dense matrix, achieves very good performance on modern architectures through the use of block operations with BLAS 3 routines. Recently these factorization codes have been formulated and implemented using recursion, achieving further improvement of performance 4 . For sparse matrices this approach cannot be applied directly because the sparsity pattern of a matrix has to be taken into account in order to reduce both storage requirements and oating point operation count which are the determining factors of the performance of sparse code.
2 Dense Recursive LU factorization Figure 1 shows the recursive LU factorization of a dense matrix A 4 . The actual oating point operations are performed by calls to Level 3 BLAS 5 routines: xTRSM and xGEMM. They achieve their highest MFLOP s rates on modern computer architectures with deep memory hierarchy. Software implementations 2, 4 of this algorithm include additional code that performs partial pivoting which is omitted here for the sake of clarity. When this algorithm uses an e cient implementation of the BLAS, it achieves superior performance. Our experiments show that it can be improved even further when the matrix is stored recursively. Such a storage scheme is illustrated in Figure 2 .
Sparse Matrix Factorization Kernels
Matrices originating from the Finite Element Method 6 , or most other discretizations of Partial Di erential Equations, have most of their entries equal to zero. During factorization of such matrices it pays o to take advantage of the sparsity pattern in order to signi cantly reduce the number of oating point operations and running time. One of the leading software packages for sparse LU factorization is SuperLU 7 . Its factorization algorithm includes several phases which are common for other sparse linear algebra packages: matrix ordering that reduces ll-in, symbolic factorization, search for so called supernodes, numerical factorization. The rst phase is aimed at reducing the number of new matrix entries which occur in the factorization process. The next stage nds these new entries and allocates storage space for them. Supernodes are found which are sets of columns that have a similar sparsity structure. They are used in the next stage: the numerical factorization. Supernodes enable the use of BLAS routines to improve the performance of the last phase. In case of SuperLU, the structure of supernodes allows only calls to Level 2 BLAS routines which h a ve a performance limited by the CPU-memory bandwidth. To alleviate this problem, SuperLU reorganizes calls to BLAS routines to gain extra reuse of data already present in cache this technique is referred to as the use of Level 2.5 BLAS 7 .
Sparse Recursive F actorization Algorithm
In order to implement e cient factorization code we t o o k i n to account all the issues mentioned above and developed a storage scheme with the following characteristics:
the data structure that describes the sparsity pattern is recursive, the storage scheme for numerical values has two levels: lower level consists of dense square submatrices blocks which enable use of Level 3 BLAS, upper level are the integer indices describing sparsity pattern of blocks. Figure 3 illustrates the sparse blocked recursive storage scheme that we use. There are two important rami cations of this scheme. First, the number of integer indices that describe the sparsity pattern is decreased because each o f these indices refers to a block o f v alues rather than individual values. Second, blocking introduces additional nonzero elements which w ould not be present otherwise. The former implies more compact data structures, and during factorization translates into shorter execution time because there is less sparsity pattern data to traverse and more oating operations are performed within ecient BLAS codes.
The additional zero values that arise from blocking lead to an increase in storage requirements, which not only increases memory demands, but also execution time since oating operations are performed on zero values. This leads to the conclusion that the sparse recursive storage scheme will perform best when dense blocks exist in the L and U factors of a matrix. Such a structure may be achieved using band reducing orderings such a s R e v erse Cuthill-McKee 8 or Sloan 9 . These orderings incur more ll-in than others such as Minimum Degree 10, 11 or Nested Dissection 12, 13 but this e ect is alleviated by aforementioned compactness of the data storage and utilization of Level 3 BLAS.
The algorithm from Fig. 1 remains almost unchanged in the sparse case the only di erence are the calls to BLAS which are replaced by the calls to their sparse recursive counterparts and the data structure is no longer the same. Fig. 4 and Fig. 5 show the recursive BLAS. They traverse the sparsity pattern and upon reaching single block level they call dense BLAS which perform actual oating point operations.
Performance Results
We h a ve performed experiments on an SGI Octane. Table 1 summarizes its characteristics. Table 2 shows timing results and error estimates for SuperLU Version 2.0 for sequential machines and for the recursive approach, operating on selected matrices from the Harwell-Boeing collection 14 , and Tim Davis' 15 matrix collection, which w ere used in 7 to evaluate the performance of SuperLU. Performance of the sparse recursive factorization code heavily depends on the initial ordering of the matrix. Thus, we h a ve selected the best time we could obtain using all the available ordering schemes that come with SuperLU. For the recursive approach almost all of the matrices were ordered using Reverse Cuthill-McKee ordering 8 expect for goodwin and mcfe which w ere used with their natural ordering. For the recursive approach it is possible to select di erent block sizes, which yield slightly di erent times. Generally, w e found block size 40 to be optimal; however, for some matrices a better time may be obtained with a di erent block size. The computed relative and backward errors are similar for both approaches despite the fact that two di erent approaches to pivoting are used. SuperLU uses threshold pivoting while in the recursive approach there is no pivoting. Table 3 shows storage requirements and operation counts for the test matrices. It can be seen that SuperLU uses slightly less memory and performs much fewer oating point operations. This can be attributed to the minimum degree algorithm and its variations used in SuperLU which minimizes the ll-in and thus the space required to store factored matrix. The large di erence between operation counts comes from the fact that the recursive approach stores many more oating point v alues most of which are zero. This is not evident from the memory requirements because the storage scheme is very compact. However, it becomes noticeable in the oating point operation count which is proportional to the third power of the number of oating point v alues. Nevertheless, the performance in terms of time to solution of the recursive code is still very competitive with SuperLU due to the use of Level 
