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Abstract
Predator-prey coevolution is commonly thought to
result in reciprocal arms races that produce increasingly
extreme and complex traits. However, such directional
change is not inevitable. Here, we provide evidence for a
previously undemonstrated dynamic that we call strat-
egy chases, wherein populations explore strategies with
similar levels of complexity, but differing behaviorally.
Indeed, in populations of evolving digital organisms, as
prey evolved more effective predator-avoidance strate-
gies, they explored a wider range of behavioral strategies
in addition to exhibiting increased levels of behavioral
complexity. Furthermore, coevolved prey became more
adept in foraging, evidently through coopting compo-
nents of explored sense-and-flee avoidance strategies
into sense-and-retrieve foraging strategies. Specifically,
we demonstrate that coevolution induced non-escalating
exploration of behavioral space, corresponding with
significant evolutionary advancements, including in-
creasingly intelligent behavioral strategies.
Introduction
Dawkins and Krebs (1) famously proposed that Red Queen
Dynamics (2) in antagonistic systems should produce re-
ciprocal evolutionary arms races (3). This hypothesis pre-
dicts that the interacting species coevolve traits in a tit-for-tat
exchange of increasingly extreme adaptations and counter-
adaptations. I.e. swords get sharper, so shields get thicker,
so swords get sharper still. While versions of this arms
race model often dominate popular explanations and sci-
entific expectations (4), there is support for alternative and
non-escalating coevolutionary mechanisms, including trait
cycling (5) and defense-preference alternation (6,7). How-
ever, the potential importance of non-escalating coevolution-
ary exploration of behavioral strategies remains largely un-
considered and untested.
In order to understand how expectations for behavioral
phenotypes may differ from other traits, consider the com-
mon expectations under arms race models. Arms races are
typically couched in terms of effects on the complexity (8,9)
of an individual aspect of morphology or behavior (1,4,10-
14). E.g., stronger claws vs. thicker shells or speed of chase
vs. speed of flight. In such a model, directional selection is
predicted to drive increased complexity in both players over
evolutionary time. To test for this, traits can be evaluated
in terms of how much information they incorporate about
the environment (e.g., shell thickness reflecting predator ca-
pabilities for crushing; after 15). Such a directional model
requires that potential evolutionary responses fall along few
axes, and the antagonistic nature of predator-prey interac-
tions typically ensures that only one direction of travel along
an axis is viable. For example, all else equal, just forming
thinner shells is not a viable evolutionary response to in-
creased predator crushing strength. However, phenotypes of
equivalent behavioral complexity, as measured by the use
of information from the environment to inform actions, can
carry different fitness effects: a grey moth with an expressed
behavioral preference for perching on grey trees is likely
safer, but no more behaviorally complex, than a grey moth
expressing a preference for perching on black trees. Addi-
tionally, behavior is not defined by single, isolated actions,
but a series of interrelated actions. Given the numbers and
combinations of potential actions, the dimensionality of op-
tions for even simple behavioral strategies can be vast. For
example, while the complexity of prey responses to coursing
predators could increase over evolutionary time, viable al-
ternative flight behaviors could also consist of zig-zagging,
hiding, or sudden stops and redirections, as well as varia-
tions of each. If each strategy incorporates the same number
of informed actions, they are of equal behavioral complex-
ity.
Since equally complex strategies are unlikely to be uni-
formly effective against a given predator, we should expect
evolution to produce exploratory chases through behavioral
options space as often as producing arms races for increas-
ing complexity. While a number of studies (2-7,11-14,16-
19) have discussed escalating arms races and non-escalating
alternatives in antagonistic interactions, we are not aware of
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any that have examined the relative importance of evolution-
ary behavioral strategy exploration in defining the outcomes
of predator-prey coevolution. A major constraint on testing
for these processes is the inherent difficulty of the simulta-
neous, detailed, and prolonged experimental study of behav-
ior in predators and prey (20), particularly over evolutionary
time. However, computational systems permit this sort of
inquiry. Specifically, the experimental evolution software
Avida (21) carries all of the benefits of evolutionary simula-
tions (e.g., rapid generation times and full control over ex-
perimental environments), without incorporating explicit fit-
ness functions to artificially select individuals for reproduc-
tion. Importantly, Avida does not merely simulate evolution
(22), nor does it carry the assumptions inherent to selection
regimes and other mathematical models (21): a digital or-
ganism in Avida has a genome subject to random mutations
that are inherited by its offspring, as well as a fitness de-
termined by realized competitive abilities to survive, collect
needed resources, and produce offspring. Uniquely among
computational systems, this combination allows for unre-
stricted, unsupervised, and non-deterministic evolution via
natural selection, and direct testing of biological hypotheses
(21). Here we use the Avida system to show that coevo-
lution among predators and prey produces both escalating
arms races and non-escalating chases through behavioral op-
tions.
Avida populations exhibit a rich range of evolutionary dy-
namics and have been used to understand many factors be-
hind the evolution of complexity (15,23), including its emer-
gence as a consequence of antagonistic host-parasite inter-
actions (24). The genomes of the digital organisms consist
of low-level computational instructions, including those for
environmental sensing, controlling the order and conditions
of instruction execution, and for reproduction (at the cost of
consumed resources). During reproduction, mutations can
occur, producing genetic differences between parent and off-
spring genotypes. We modified Avida to include a predation
instruction (25) that, if mutated into a genome, makes the
carrier capable of predating other organisms. If an organ-
ism executes that instruction and makes a kill, the attack-
ing organism is classified as a predator. All organisms were
required to consume enough resources to meet a threshold
for reproduction. Accordingly, prey needed to locate and
consume food in the environment, while predators needed
to locate, successfully attack, and consume multiple prey.
Importantly, predators are simply organisms that evolved to
eat other organisms, sharing a common genetic instruction
set with prey and interacting in the same ways with their
environment. As in nature, it is only evolved changes in
genetic sequences and behaviors that differentiate predators
from their prey (see Fig. S1 and Movie S1).
We initialized all evolutionary trials with prey that ran-
domly moved about the environment, indiscriminately at-
tempting to consume resources and reproduce. Among po-
tential adaptive targets, evolution could refine these simple
behaviors via adaptations for sensing and responding to ob-
jects (i.e. food, organisms, barriers) and more controlled
navigation or avoidance strategies. We performed evolu-
tionary trials conducted with (Pred+) and without (Pred-)
the possibility of predator coevolution, and monitored both
frequency of sensor use (Fig. 1) and behavioral intelligence
and complexity, defined as the proportion of genetic actions
(decisions) that relied on sensory information.
Results and Discussion
After two million evolutionary time steps (≈19,500 prey
generations), termed updates, sensor use was higher for
prey populations evolved with predators (mean=0.027, 95%
CI: 0.019,0.033) vs. those evolved in the absence of
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Figure 1: Coevolution promotes increased prey behav-
ioral intelligence and complexity. (A) Coevolution with
predators significantly increases both the rate of sensory in-
take and the rate of information use (realized behavioral in-
telligence), while abiotic environmental complexity (obsta-
cles) has little effect. Data shown are from the final evo-
lutionary time-point. (B) While predator behavioral intelli-
gence increases linearly over the course of evolution, coe-
volving prey evolve to use sensory information later and at
a lower rate. Lines are LOESS fits. Mean prey generation
times were 102.21 updates (± 0.11 se), with predator-to-
prey generation time ratios of 2.49:1 (± 0.06 se). Shaded
regions and error bars are bootstrapped 95% confidence in-
tervals.
predators (mean=0.015, 95% CI: 0.012,0.018; Kruskal-
Wallis p=0.033). Likewise, behavioral intelligence and
complexity, was also higher in prey populations evolved
with predators (Pred+: mean=0.094, 95% CI: 0.070,0.120;
Pred-: mean=0.050, 95% CI: 0.038,0.061; Kruskal-Wallis
p=0.005). In contrast, behavioral intelligence and complex-
ity did not change in response to more complex abiotic en-
vironments: distributing barriers (Fig. S2) throughout the
environment had no detectable effect on evolved levels of
behavioral complexity (Fig. S3).
As predicted, prey coevolving with predators explored
a greater area of behavioral space, as described by exe-
cuted rates of moves and turns (the only two possible phys-
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Figure 2: Coevolving populations explore more behav-
ioral strategies while improving performance. Shown are
mean number of turns and moves taken in each population
of (A) Pred- prey, (B) Pred+ prey, and (C) predators (note
change in scale) over evolutionary time. Points denote final
behaviors in each of 30 trials. Even when returning to the
low-movement and low-turn behavioral strategies nearer to
that of the nave ancestor (at the origin), Pred+ prey popula-
tions explore parts of behavioral space never investigated by
Pred- prey. For all but three Pred+ prey populations, that ex-
ploration leads to a major transition, allowing them to into an
area defined by high movement rates. (D) Mean attack rates
when prey from different time-points are reintroduced with
predators from the middle of the same evolutionary timeline
are highest when predators face the most naive prey and low-
est when facing the most fully evolved prey. (E) Likewise,
attack rates increase when predators from each time-point
face prey from the middle of their evolutionary timeline (E).
X-axes in (D) and (E) indicate the time-point (update) from
which the indicated populations were drawn; shaded regions
are bootstrapped 95% confidence intervals.
ical behavioral actions for prey): Pred+ prey populations
made frequent forays into new areas of move-turn behav-
ioral space, while Pred- prey remained in a much smaller
sub-area (Fig. 2, see also Fig. S4). As a consequence of
this behavioral exploration, 27 of the 30 prey populations
coevolving with predators discovered, moved to, and then
remained in, an area of behavioral space clearly separated
from that used by nave populations (i.e. Pred- populations
and evolutionarily young Pred+ populations). As a mea-
sure of their true and realized extent of exploration, cumu-
lative lengths of the paths connecting observation points in
this move-turn behavioral space were substantially longer
for prey coevolving with predators than in counterpart pop-
ulations (Pred+: median path length=11,222 steps, range:
6026-26,323; Pred-: median=6,399, range: 3,387-9,079),
and even longer for predators themselves (median=74,243,
range: 49,270-92,223) (Fig. S5).
In addition to exploring more of behavioral space and
taking in and using more information in making decisions,
prey coevolving with predators exhibited increasingly effec-
tive predator avoidance strategies (Fig. 2 and Movie S1):
attack rates decreased for predators that were reintroduced
into time-shift trials [26,27] with the prey from earlier vs.
later in their evolutionary history. Likewise, hunting perfor-
mance of predators clearly improved over time, as measured
by presenting predator populations along each evolutionary
timeline with the prey from the middle of that timeline. Ad-
ditionally, attack rates on evolving prey declined at a con-
stant rate (mean=0.937, 95% CI: 0.818,1.057, at the first
sample, declining to mean=0.636, 95% CI: 0.571,0.702, at
the final sample), even while use of sensory information ex-
hibited minimal change (e.g., the second quarter of the evo-
lutionary timelines, Fig. 1), indicating that prey continued
to explore new and more effective anti-predator behavioral
strategies even in the absence of increased behavioral intelli-
gence and complexity. Similarly, there was no indication of
a movement arms race: while Pred+ prey settled in an area
of behavioral space defined by relatively high rates of move-
ment, final movement rates for coevolving species were be-
low explored maxima (Fig. 2, Fig. S4). Furthermore, in
behavioral assays, removal of predators resulted in similar
declines in prey movement (a proxy for length of flight re-
sponses) over most of evolutionary time (mean=15.453%,
95% CI: -45.030,15.180, movement decline with predators
removed at update 50,000 vs. mean=21.120%, 95% CI: -
41.322, -2.367, decline if removed at the final update; Fig.
S6).
We hypothesized that the evolution of behaviorally intelli-
gent traits improving predator avoidance would also result in
increased use of sensory data by prey for foraging. Indeed,
prey coevolved with predators demonstrated a substantial re-
liance on information about their environment in making
foraging decisions, and increasingly so over evolutionary
time (Fig. 3): in additional behavioral assays, the blind-
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Figure 3: Coevolution promotes intelligent use of sensory
data in foraging decisions. Shown are mean per-population
changes in fitness (reflecting foraging success and gestation
time) for prey before and after being blinded to resources.
Prey evolved without predators (top, purple) exhibit limited
declines in foraging success, indicating a lack of reliance on
sensor information. In contrast, prey coevolved with preda-
tors (red) experience significant and increasing declines in
success over evolutionary time. Shaded regions are boot-
strapped 95% confidence intervals. Lines are LOESS fits.
ing of prey to food resources resulted in a mean fitness (the
quotient of lifetime food intake by replication time) decline
of 0.968% (95% CI: -0.380,2.277) for populations tested at
update 50,000, and a decline of 9.812% (95% CI: -15.926,-
4.058) for fully evolved populations. In contrast, the blind-
ing of prey evolved in the absence of predators decreased
their fitness only slightly, and with little change in the mag-
nitude of that effect over time (initial mean=-1.478%, 95%
CI: -3.212,0.200, decline vs. 0.608, 95% CI: -1.000,2.248,
decline at the final update). Hence greater evolved use of in-
formation about the environment contributed significantly to
prey fitness, beyond its importance for predator avoidance.
Finally, the three coevolutionary effects on prey (in-
creased information intake, use of information in decision
making, and broader behavioral strategy exploration) also
increased prey competitiveness. Specifically, we competed
all Pred+ prey populations against all Pred- populations in
new, predator-free environments. At the end of competi-
tion, the descendants of prey coevolved with predators repre-
sented the majority in most populations (Fig. 4; Pred+: 23.5
median in-majority counts, 95% CI: 21.487-25.953; Pred-:
median 7, 95% CI: 3.827-10.440; Kruskal-Wallis p<0.001).
The competitive performance of prey coevolved with preda-
tors was further pronounced in additional trials with a 75%
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Figure 4: Coevolution enhances prey competitiveness and
behavioral flexibility. (A) Results of competition between
prey evolved with and without predators; shown are num-
bers of competitions in which Pred- prey (purple) and Pred+
prey (red) dominated at the end of competition (30 competi-
tions per population). (B) Results of competition in a more
extreme environment in which resource regrowth rates were
25% of that used in the evolutionary trials. In both envi-
ronments, prey coevolved with predators dominated most
competitions, with their competitiveness enhanced in the
novel reduced growth environment. Points indicate medi-
ans. Error bars are bootstrapped 95% confidence intervals.
Shaded areas show the full distribution of per-population
per-treatment wins.
reduction in resource regrowth rates. Thus, prey evolved
with predators proved to be more adept and competitive in
foraging than prey evolved without predators, including in
the very environments one would otherwise expect the lat-
ter, not the former, to be more closely adapted. This appears
to be a consequence of a reciprocal evolutionary relation-
ship in which, as prey become better at sensing and reacting
to predators, they more readily evolve to become better at
sensing and reacting to resources, which further increases
evolutionary discovery of adaptations for responsiveness to
predators (Fig. S7).
Coevolution with predators produced more behaviorally
complex and behaviorally intelligent prey. However, prey
performance continued to improve even when complexity
indicators did not. Instead, we observed an ongoing ex-
ploration of equally complex behaviors. Unlike pure arms
races, such exploration of behavioral options need not be di-
rectional, nor is it as directly and tightly constrained as are
physical traits (e.g., as in 17,28). While the extent of reci-
procity in this process remains unexamined (2,4,29,30), we
have demonstrated that such chases do produce significant
evolutionary advancements, including early forms of behav-
ioral intelligence producing more fit and competitive popu-
lations. We expect additional examination of the interplay
between ecological interactions (31-33) and the exploration
of behavioral strategy spaces will further highlight its im-
portance in the evolutionary discovery of key innovations.
Methods
Environment
We initialized each evolutionary trial with nine simple, iden-
tical prey organisms that randomly moved about the environ-
ment, blindly attempting to collect resources and reproduce.
Each of the 30 evolutionary trials (of each treatment) was
conducted for 2 million updates (≈19,500 prey generations).
Updates are the unit of time in Avida and one update is de-
fined as the time required for each organism, on average, to
execute 30 instructions.
All experiments were conducted in bounded grid-worlds
of 251 by 251 cells. Each cell could contain up to one unit
of food. When a prey fed from a cell, the prey consumed
that full unit and the resource would then regenerate at a
rate of 0.01 units per update. Thus any one cell could be
fed from no more than once per 100 updates. Organisms
were required to consume ten units of resources from the
environment before they could reproduce.
In the treatments that included barriers (which block
movement), we created 25 pairs of barriers (Fig. S2). Within
each pair, one barrier extended north to south, and the other
barrier extended east to west, intersecting at their north and
west ends, respectively. Intersection points were separated
by 50 cells on each axis, leaving 30 cells between the end
of a barrier in one pair and the intersection point of the next
pair. Pairs were placed in five columns and five rows, with
the northern-most row along the northern boundary of the
grid (so that, for this row, the north-south barrier extended
downward from the northern boundary, while the east-west
barrier lay along the boundary) and the western-most col-
umn along the western boundary.
Reproduction
Provided that the organism had consumed sufficient re-
sources and was old enough (minimum = 100 updates), re-
production occurred when an organism executed a single re-
production instruction, i.e. organisms used a composite in-
struction and were not required to copy individual instruc-
tions as in traditional configurations of Avida. For each
new offspring genome, there was a 25% chance of a single
substitution mutation occurring, and 5% chances for single
insertion and deletion mutations occurring, independently.
Genome lengths were unrestricted. New genetic mutations
were suppressed in all reintroduction and competition exper-
iments. Whereas most instructions took 1/30th of an update
to execute (= 1 cycle), reproduction required a full update to
complete.
New organisms were born into the cell faced by their par-
ent. To limit population-size artifacts, populations evolving
in the absence of predators were limited to 700 organisms.
When a new birth would have caused the population level to
exceed this cap, a random organism (other than the parent)
was removed from the existing population. Organisms older
than 500 updates were also removed.
Predation
Predators attack prey via the execution of a single instruc-
tion. If there is a prey in front of the predator and a kill
is made, predators consume the prey with a conversion ef-
ficiency of 10%. E.g., a predator would gain one unit of
resource from consuming a prey that had eaten ten units of
environmental resources. Reproduction for both predators
and prey is limited by resource consumption: the faster an
organism gathers food, the sooner it will be able to repro-
duce. For predators, mutations allowing for more effective
location, pursuit, and capture of prey will therefor provide
evolutionary advantages. Likewise, mutations in prey that
improve foraging efficiency or predator avoidance provide
selective advantages. In previous work in Avida, each cell
in the world could hold only one organism. Here, however,
there is no limit on the number of organisms per cell. Con-
sequently, populations are limited from the bottom-up by
resources, by setting explicit population caps, or, for prey,
by top-down predation pressure. Because the experimen-
tal systems were effectively closed, and in order to allow for
consistency in prey densities across trials and treatments, we
prevented predator attacks from succeeding if the prey pop-
ulation fell below a minimum threshold of 700. In practice,
this means repeated attacks could be required to make a kill.
For each failed attack, the targeted prey was injured via a
10% reduction of their consumed, stored resource.
Forager Types
All organisms were born in a neutral juvenile state. Organ-
isms could then alter their classification to become a preda-
tor or prey by executing a specific classifier instruction with
the appropriate predator or prey value identifier in the mod-
ifying register. Organisms had to be classified as prey to
consume environmental resources. Organisms were always
classified as predators as soon as they had successfully ex-
ecuted any attack on a prey. Alternatively, organisms could
adopt the forager classification of their parent if the parent
had executed a teach instruction and the (offspring) organ-
ism executed a learn instruction. While prey could become
predatory, predators were prevented from being reclassified
as prey during their lifetime. In practice, success in the
former was rare once predator and prey behaviors diverged
significantly (which occurred very early in the evolutionary
timelines, see Fig. 2 and Fig. S1) and each became more
efficient in its own niche.
Sensors
Organisms could evolve the use and control of environmen-
tal sensors capable of providing information about objects.
Each organisms area of vision was limited to its front oc-
tant out to a distance of 10 cells. Objects in the environment
included other organisms, food and, in specified treatments,
barriers blocking movement. Walls were also placed around
the outer perimeter of the grid world, making the boundary
detectable by organisms.
The capacities of the sensors were designed to allow or-
ganisms the ability to evolve extensive capacities for sight.
Dependent on their evolved behavior, organisms could set
and use integer values in four of their internal registers to
query sensors for information, specifying: 1) the type of ob-
ject they were looking for, including predators vs. prey, 2)
the maximum distance to look to, 3) whether they were look-
ing for the closest object of that type, or a count of all objects
of that type in their visual field, 4) any specific instance of
the type of object sought (e.g., a particular known organism).
Eight integer outputs were returned by every use of a sensor:
1) the type of object searched for, 2) the distance to the ob-
ject, or distance used if nothing was visible, 3) whether the
closest object or a count of objects was sought, 4) the spe-
cific instance of an object that was sought, if specified in
the input controls, 5) the count of objects of the correct type
seen, 6) the values of the objects seen, 7) the identity of the
object seen, 8) in a search for organisms, the type of organ-
ism seen (predator vs. prey). In essence, the sensors could
become perfect eyes. However, they are useless (and po-
tentially detrimental) unless organisms evolve mechanisms
for controlling what information is processed from visual in-
puts. A complete list of sensor default behaviors is available
in the Avida documentation.
Hardware
In Avida, the virtual hardware defines critical aspects of an
organisms construction, e.g., memory registers, potential in-
structions, and genome execution rules. We used the EX
hardware [34], modified to include the eight registers needed
for organisms to control their sensors and to allow up to four
parallel execution threads. Threads were created if an or-
ganism executed a fork instruction. Any instruction occur-
ring in the genome between the fork and an end-thread in-
struction were effectively copied to a second genome exe-
cution stream. Each thread also maintained its own comple-
ment of registers and a single stack (there was also one stack
common to all threads). Each cycle, the current instruction
for each thread was executed, in the order that the threads
were created. Additional instructions were also available for
threads to pause their own execution until certain values ap-
peared in the registers of other threads. Beyond new instruc-
tions for predation and thread control, the instruction set
also included instructions for detecting an organisms head-
ing (i.e. a compass), rotating multiple times, and rotating
until a specific organism (detected via sensors and remem-
bered) came back into view.
Complexity and Intelligence
We measured potential complexity as the mean proportion
of per-capita, total lifetime instructions executed that were
sensing instruction executions, i.e. the level of information
intake [8,9]. We measured realized behavioral complexity
and behavioral intelligence as the mean proportion of in-
structions that used data originating from the sensors as reg-
ulatory or modifying inputs, i.e. the extent to which infor-
mation was used and incorporated into decisions and actions
[35].
Behavioral Exploration
We measured behavioral exploration in an x-y plane of per-
capita moves and turns, recorded every 1000 updates for
every population. The travel distance between recorded
points was calculated (using the Pythagorean theorem) as
the square root of the sum of the squared difference in per-
capita turns and the squared difference in per-capita moves.
Total explored distance, or path length, for each population
was the sum of these distances over the two million updates
of evolution (sum of 2,000 distances per population).
Time-shifts
We saved complete records of the genomes and birth loca-
tions of all living organisms every 50,000 updates during
each evolutionary trial. To limit any potential artifacts re-
lated to location within the grid-world or age and develop-
mental state, for all reintroductions, organisms were placed
at their original birth location and with all internal states
(e.g., memory) reset, as it is in new births, but retaining
information about the organisms parents (e.g., whether the
parent had executed a teach instruction).
To evaluate changes in prey abilities to avoid predators,
each predator population from one million updates was rein-
troduced, in turn, along with the prey from each time point
of the same trial. Likewise, to evaluate changes in predator
abilities to catch prey, we reintroduced each saved preda-
tor population with the prey population from the middle of
their evolutionary timeline. We then measured attack rates
as the proportion of all lifetime instructions that were suc-
cessful attacks for the parents of the predators alive at 1000
updates post-reintroduction (data from parents are used to
allow evaluation over complete lifetimes).
Foraging Decisions
We reintroduced each saved prey population, evolved with
and without predators, into predator-free environments and
measured mean fitness at 1000 updates. Fitness in Avida is
calculated as lifetime food intake divided by gestation time
(in updates). We then altered the sensors so that they would
always return signals indicating the equivalent of no food
seen in response to an organisms attempts to look for food,
and again evaluated fitness in new reintroduction trials of
the same source prey populations. Because the only variable
changed across these two assays was the ability to acquire
and respond to visual information about resources, we used
the per-population changes in fitness as our measure of the
importance of that knowledge in informing foraging deci-
sions.
Foraging Competitions
To compete prey coevolved with predators against prey
evolved without predators, each of the final prey populations
from the evolutionary trials was paired once with each of the
30 final prey populations from the opposing treatment and
reintroduced into a new environment. For each population,
we then counted the number of competitions in which its de-
scendants constituted the majority of the final total compos-
ite population after 200 generations of competition in envi-
ronments with 100% and 25% of the resource regrowth rates
used in the evolutionary trials.
Software
We used Avida version 2.12 for all experiments. Data were
post-processed using Python 2.7.1. Statistical analyses and
plotting were conducted in R version 2.15.2 using the gg-
plot2 and boot libraries.
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Supplementary Figures
Fig. S1. Predators and prey diverge genotypically as well
as behaviorally. Shown is a plot from a sample population
of evolving predators and prey. X-axis indicates evolution-
ary time (in updates). Y-axis indicates the mutational dis-
tance for every genotype in the population to the common
ancestor. Color indicates number of organisms at that depth
and time. Top lineage corresponds with prey. Bottom cluster
corresponds with predators. Over the course of 2 million up-
dates of evolution, mutations created significant divergence
in predators and prey genetics, as well as behavioral speci-
ation (e.g., as in Fig. 2 and Movie S1). Mutations tend to
accumulate slower in established predator lineages because
foraging inefficiencies across trophic levels slow reproduc-
tive output and generation times.
Fig. S2. Predators and prey coevolved in bounded, cell-
based grid-worlds. Shown is a sample evolved population
of predators (red) and prey (blue) in their 251 X 251 grid-cell
environment. Black lines indicate barriers, included in some
treatments (as specified in the main text), that block move-
ment (shown here, full sized = 20 cells long on each axis,
and one cell wide). Grey to white background illustrates
prey forage levels by cell (grey = edible, white = consumed
and regrowing). Maximum sight distance was 10 cells.
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Fig. S3. Behavioral intelligence and complexity did
not scale with complexity of the abiotic environment.
The complexity of the abiotic environment was adjusted by
adding obstacles 5, 10, 15, and 20 cells long to the environ-
ment (see Fig. S2). Sensory intake was measured as the ratio
of lifetime sensor information intake to total actions taken.
Behavioral intelligence was measured as the mean propor-
tion of lifetime decisions that used sensory data about the
environment. Error bars illustrate bootstrapped 95
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Fig. S4. Prey populations coevolving with predators ex-
plore a larger area of behavioral space. While traveling
greater distances (Fig. 2), prey coevolving with predators
explore larger and more varied areas of behavioral strategy
space, with most settling in a an area of relatively low turns
rates, but high movement rates. Populations coevolving with
predators are shown in red. Prey populations evolving in the
absence of predators are shown in purple. Points indicate
final per-capita move-turn rates for each of the prey pop-
ulations under each treatment. Dark outlines indicate cu-
mulative convex hulls for all populations of each treatment.
Lighter outlines indicate convex hulls for the areas explored
by each individual population. Note that three populations
coevolving with predators did not escape the low-movement
behavioral space, never exploring beyond, or successfully
crossing, an apparent behavioral valley bordering the area
in which all nave populations started and in which all pop-
ulations evolved without predators remained (see also Fig.
2).
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Fig. S5. Predators and their prey travel farther in their
explorations of behavioral space than prey populations
evolving alone. For each population, the explored distance
was measured as the cumulative distance traveled over the
plane defined by per-capita executions of moves and turns.
Points indicate total explored distance over the full two mil-
lion updates of evolution. Boxes extend from first to third
quartiles. Whiskers extend from the first/third quartiles out
to the highest/lowest values within one and half times the
distance between the first and third quartiles. Travel dis-
tance for prey populations evolving alone and those coevolv-
ing with predators are show at left. Predator exploration of
behavioral space, at a different scale, is shown on the right.
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Fig. S6. Prey evolve to respond to predation pressure by
increasing movement, but do not increase that response
over evolutionary time. Shown (in red) are the mean per-
population changes in number of steps taken by prey in en-
vironments with predators removed relative to their level of
movement in environments with predators included. When
predators are removed, prey consistently respond by reduc-
ing motility. However, the level of decreased movement
does not change over evolutionary time. Therefore, im-
proved anti-predator success (Fig. 2) could not have been
reliant on a chase-flee movement arms race. At the same
time, predators (blue) reduce levels of movement when in-
troduced into test environments with prey removed, with
the magnitude of the change stabilizing over evolutionary
time. Populations were drawn from the source populations
at time-point intervals of 50,000, and tested with and with-
out the competing species removed. Data shown are from
update 1000 in the test environment. Shaded regions are
bootstrapped 95% confidence intervals. Lines are LOESS
fits.
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Fig. S7. Prey adaptive use of sensors for finding food im-
proves evolved predator-avoidance skills. Prey evolved in
environments without resources are less able to avoid preda-
tors, as indicated by attack rates, than those evolved in the
presence of resources. After two million updates of evolu-
tion, mean predator attack rates on prey evolved in the pres-
ence of resource was 0.144 (x10-3), 95% CI: 0.126,0.062,
compared to a mean of 0.175 (x10-3), 95% CI: 0.148,0.202,
on prey evolved in the absence of resources. Given that prey
evolved in the absence of predators are less successful in for-
aging than prey evolved in the presence of predators (Fig.
4), there appears to be a reciprocal evolutionary relation-
ship in which, as prey become better at sensing and react-
ing to predators, they also evolve to better sense and react
to resources, which further enhances evolving responsive-
ness to predators. Here, organisms were required to con-
sume 10 units of resource (and prevented from consuming
more). Exclusively for these treatments, for every unit col-
lected, the metabolic rate of organisms was increased by an
additive factor of one. In the resource environment, as in
the main experimental treatments, prey consumed resource
by feeding from cells. For the resource free environment
used here, resources were consumed simply by moving, but
no resources were removed from the environment. Thus
a prey in the resource environment would increase fitness
by avoiding predators while also finding and consuming re-
sources. Contrastingly, a prey in the resource-free environ-
ment could improve its fitness simply by moving and avoid-
ing predators. Because resources were unlimited in these
two environments, prey populations were capped at 800 in-
dividuals, and the full population at 1000. Thus, in order to
allow removal of spatially distributed prey food resources,
this test required substantial changes to the evolutionary en-
vironment and this particular result should be viewed with
some caution. Vertical bars indicate bootstrapped 95% con-
fidence intervals around the means (points) for the 30 trials.
Supplementary Videos
Movie S1. Predators and prey evolve complex and intel-
ligent processes for taking in, processing, and respond-
ing to information about their environment. Shown are
clones of an evolved predator (red) and prey (blue) pulled
from a larger population. For this example, the predators
are prevented from killing and eating the prey. While preda-
tors have evolved to look for, identify, orient toward, tar-
get, chase, and attack individual prey, prey have evolved to
consume the food resources they need (grey background;
white = consumed) while also avoiding predators. Neither
predators nor prey can see behind them and so prey escape
from predators, as in nature, is aided by frequent changes in
movement directions. Sight distance is limited to 10 cells
(steps), so the predators can and do lose sight of prey.
