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Dans le cadre des procØdures de backtesting de la Value-at-Risk (VaR), nous proposons une Øtude de
la qualitØ de la correction de l’e￿et d’estimation du test de Kupiec ( Journal of Derivatives, 1995) fondØe
sur les travaux de Escansiano et Olmo (2008). Cette Øtude conduit ￿ apporter une correction de l’e￿et
d’estimation de la VaR elle-mŒme dans le cadre d’un modŁle paramØtrique. En intØgrant les contraintes
des praticiens, notamment la faible taille des Øchantillons, l’Øtude montre que les corrections de l’e￿et
de l’estimation tant au niveau de la VaR qu’au niveau de la variance asymptotique du test de Kupiec
sont ine￿caces : le gain est minime voire inexistant tandis que le temps de calcul est sensiblement allongØ.
Mot clefs : mesure de risque, Value-at-Risk (VaR), biais d’estimation, Estimation ParamØtrique,
E￿et de ParamŁtre.
Abstract
Focusing on the value-at-risk (VaR) backtesting framework, we present a survey on the accuracy of
the correction from estimation e￿ect of the test of Kupiec (Journal of Derivatives, 1995) based on Escan-
ciano and Olmo’s papers (2008). This survey leads to build, in a parametric approach, a correction from
the estimation e￿ect for the VaR itself. Regarding to down-to-earth considerations, namely the small
sizes of samples, the survey shows that the corrections of the estimation e￿ect concerning the VaR and
the asymptotical variance of Kupiec’s test are ine￿cient : the upgrading is minimal, even null, while
computing time increases.
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Introduction : l’importance de la VaR
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￿ Les mathØmaticiens ￿nanciers ne sont pas dans le projet Manhattan en train de fabriquer la bombe
d’Hiroshima￿ dØclarait Nicolas Bouleau 1 dans le Figaro (29/10/2008) pour rØpondre aux attaques contre
la mathØmatisation extrŒme de la sphŁre ￿nanciŁre.
La mathØmatisation du monde est un phØnomŁne constatØ depuis plusieurs siŁcles [12] : par exemple,
mesurer le temps c’est se libØrer des contraintes naturelles : jour/nuit, saison, localisation gØographique
(mesure de la longitude),... La mathØmatisation est utilisØe comme un outil de domestication du monde
L’Øconomie n’a pas ØchappØ ￿ cette formalisation. Si les rØ￿exions sur la monnaie d’Aristote ou de St-
Thomas d’Aquin [19] in￿uencent toujours les thØories Øconomiques, on appelle ￿ rØvolution margina-
liste ￿ l’introduction du formalisme mathØmatique dans l’Øconomie : la rØvolution marginaliste, portØe
par Walrass, fait reposer la valeur d’un bien sur la dØrivØe de l’utilitØ qu’il procure. Cette mathØmatisa-
tion se poursuit encore aujourd’hui ([6]).
Connexe ￿ la science Øconomique, la ￿nance est devenue un lieu d’application des mathØmatiques ￿ tel
point qu’un site d’information amØricain titre ￿ propos de la crise ￿nanciŁre ￿ La formule qui a tuØ Wall
Street ￿ 2. Ne peut-on pas s’a￿ranchir du risque ￿nancier comme l’on s’est a￿ranchi du temps par une
mathØmatisation?
Le risque ￿nancier regroupe en rØalitØ un ensemble de risques qui di￿Ørent par leur nature : le risque
opØrationnel correspond aux alØas humains ou physiques (mauvaise saisie informatique, incendie,...); le
risque de marchØ renvoie ￿ la notion mŒme de dØprØciation soudaine de la valeur d’un actif; le risque
de liquiditØ traduit la di￿cultØ ￿ vendre ou ￿ acheter tel actif (et donc ￿ l’estimer)... Si aucun de ces
risques ne peut Œtre ØcartØ, les institutions ￿nanciŁres (banques, assureurs, fonds spØculatifs,...) sont
particuliŁrement sensibles au risque de marchØ.
En 1993, la sociØtØ JP Morgan propose une mØthode d’Øvaluation du risque appelØe RiskMetrics. Cette
Øvaluation repose sur une grandeur appelØe Value-at-Risk (VaR). Pour un seuil de con￿ance , on dØ￿nit
la VaR d’un actif comme l’-quantile de la fonction de pertes et pro￿ts (PnL) dans h pØriodes de l’actif
conditionnelle ￿ l’information disponible aujourd’hui.
V aR(t + h;t;) = F
 1
PnLt+hjFt() (1)
Par exemple, une VaR au seuil de con￿ance 1% ￿ horizon 1 ( h = 1) de 10 000$ signi￿e qu’une fois sur
100 (1%) l’institution perd au moins 10 000$. La simplicitØ de sa signi￿cation a fait le succŁs de cette
mØthode. Son utilisation est devenue obligatoire en 2004 avec les accords dit de B￿le II. Ces accords
internationaux sont des normes de gestion imposØes aux institutions ￿nanciŁres.
La VaR n’est pas exemptE de dØfaut 3 mais elle a l’avantage d’Œtre synthØtique et de ne pas a￿cher la
stratØgie des banques : un seul scalaire rend compte de l’ensemble des positions occupØes sans qu’il puisse
Œtre possible de savoir quelles sont ces positions.
Figure 1 ￿ Exemple de publications - Rapport annuel du CrØdit Suisse 2008
Si la mesure est imposØe, le comitØ de B￿le II laisse aux institutions ￿nanciŁres la libertØ quant ￿ la
modØlisation du risque. L’aspect technique de la dØtermination de l’ -quantile de la fonction de perte et
1. professeur de mathØmatiques ￿nanciŁres ￿ l’ENPC
2. ￿ Recipe for Disaster : The Formula That Killed Wall Street ￿, 23-02-09, Wired Magazine, http://www.wired.com/
techbiz/it/magazine/17-03/wp_quant?currentPage=all (consultØ en Juin 2009) expose l’utilisation abusive de la formule
de Li (copule gaussienne) alors que la faiblesse de la modØlisation est Øvidente dans la mesure oø l’ensemble des interdØ-
pendances ne sont prØsentes que par un unique paramŁtre scalaire.
3. en particulier, elle n’incite pas ￿ la diversi￿caton : la V aR de deux porte-feuilles fusionnØs n’est pas nØcessairement
plus petite que la somme des VaR de ces deux portefeuilles.
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pro￿t est du ressort des banques. Comme cette Øtape est fondamentale, le lØgislateur a accompagnØ la
libertØ d’une obligation d’Øvaluation de la qualitØ du modŁle utilisØ (voir par exemple, ￿g.1 p7 et ￿g.2
p8).
L’Øvaluation est faite a posteriori en comparant les rØsultats prØdits et les rØsultats rØalisØs. On regroupe
l’ensemble de cette dØmarche sous le terme de procØdure de backtesting. C’est sur ce point que les
mathØmatiques interviennent pour une troisiŁme fois (aprŁs la modØlisation, et le choix de la mesure). La
thØorie statistique fournit des outils, appelØs tests statistiques, qui permettent de dØcider selon un critŁre
prØcis si la procØdure d’estimation de la VaR est correcte ou non. Cependant, le calcul de la VaR ainsi que
les tests sont issus de procØdures dont les propriØtØs statistiques ne sont vraies que lorsque l’estimation
portent sur un Øchantillon de taille in￿nie. Le biais introduit correspond ￿ l’e￿et d’estimation. De plus, les
tests statistiques reposent sur des propriØtØs dites asymptotiques : elles ne sont vraies qu’￿ ￿ l’in￿ni ￿ie
lorsque la taille de l’Øchantillon utilisØe pour le test est in￿nie.
Figure 2 ￿ Exemple de publications - Rapport annuel du CrØdit Suisse 2008
Ce mØmoire a pour but d’Øtudier et de quanti￿er le risque dß ￿ l’e￿et de paramŁtre. La problØmatique
retenue est donc de savoir si la non-prise en compte de ce biais (on parlera alors de risque) fausse les
rØsultats des procØdures de backtesting.
Utilisons une analogie pour expliquer ce qui se joue. On choisit de reprØsenter le risque rØel par une
forme polygonale ￿ en Øtoile ￿. C’est le risque Øconomique. Un mesure de risque est une maniŁre de
quanti￿er la taille du risque : par exemple, le diamŁtre 4 renseigne sur la ￿ taille ￿ du risque : voir ￿g.3
(p9). Si la forme est compacte, c’est une information pertinente.
L’Øtape de modØlisation (￿g.4 p9) consiste ￿ choisir une forme approchØe du risque pour mener les calculs.
A gauche, on a choisi un modŁle de type circulaire tandis qu’on a optØ pour une ellipse d’axe principal
oblique sur la droite. Il est intØressant de voir que la proximitØ modŁle/rØel ne sera abordØe que via la
mesure de risque choisie. C’est ce qu’illustre la ￿gure 5 (p9). Si on reporte ces distances parallŁlement
(Fig. 6 p10), on observe une ￿ erreur ￿. C’est cette grandeur qui est utilisØe pour procØder au backtesting :
l’idØe consiste ￿ regarder si cette erreur est statistiquement importante.
C’est ￿ l’Øtape de modØlisation qu’intervient l’e￿et de paramŁtre. Tout comme il impossible de tracer
un cercle parfait, le modŁle n’est que purement thØorique. Ainsi, on estime le cercle par un polygone
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Figure 3 ￿ Illustration de la notion de mesure de risque
Figure 4 ￿ Illustration de la notion de modØlisation
Figure 5 ￿ Illustration des notions de modØlisation et de mesure de risque
rØgulier (￿g.7 p10). Le cercle est la limite des polygones rØguliers lorsque l’on augmente le nombre de c￿tØs.
Cet e￿et d’approximation joue sur les mesures de risques comme l’illustre la ￿gure 8 (p10). L’illustration
prØsente montre un biais de paramŁtre qui accro￿t la mesure de risque mais on pourrait trŁs bien imaginer
un e￿et inverse (approximation du cercle par polygones inscrit). L’important est que seule l’erreur dans
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Figure 6 ￿ Illustration des di￿Ørences entres les mesures
Figure 7 ￿ Illustration de l’e￿et de paramŁtre
son ensemble est observable. Mais la procØdure de backtesting est calibrØe pour la di￿Ørence entre la
Figure 8 ￿ Illustration de l’e￿et de paramŁtre sur les mesures de risques
mesure du risque intrinsŁque et la mesure du risque issue du modŁle. On peut voir la procØdure de
backtesting comme un entonnoir qui dØtermine la qualitØ du modŁle : plus on est bas, plus le modŁle est
correct.
Comme, cette di￿Ørence est parasitØe par l’e￿et de paramŁtre il se peut, comme l’illustre la ￿gure 9 p11,
que cet e￿et fausse les rØsultats de backtesting : un modŁle correct sera considØrØ comme faussØ ou un
modŁle incorrect sera considØrØ comme juste.
Le mØmoire se compose de deux grandes parties. La premiŁre se concentre sur les procØdures de
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Figure 9 ￿ Illustration de l’e￿et de paramŁtre sur le backtesting
dØcoupØ en deux sections portant respectivement sur l’Øtape de modØlisation et sur l’Øtape de test. La
seconde grande partie est le coeur de l’Øtude : une analyse des corrections pour le calcul de la VaR et
pour le calcul de la variance asymptotique du test de Kupiec.
Le lecteur trouvera en annexe les passages techniques ainsi que les codes sources.
Notations :
Les notations introduites au fur et ￿ mesure restent autant que possible homogŁnes sur l’ensemble du
mØmoire. Cette page a pour but de faciliter la lecture.
 PnL : fonction de pertes et pro￿ts (Pro￿ts & Loss)
 VaR : Value-at-Risk
  : seuil de con￿ance en la VaR
 GARCH(1,1) N : modØlisation par un processus GARCH(1,1) ￿ alØas gaussiens
 ! : premier paramŁtre dans un modŁle GARCH(1,1)  N
  : deuxiŁme paramŁtre dans un modŁle GARCH(1,1)  N
  : troisiŁme paramŁtre dans un modŁle GARCH(1,1)  N
  : volatilitØ du processus dans un modŁle GARCH
  : alØa (ou innovation)
 " : rendement logarithmique d’un actif ￿nancier
 ~  : grandeur calculØe ￿ partir d’estimation
 ^  : grandeur estimØe
 F 
X : fonction de rØpartition (e￿ectif cumulØ croissant) de la variable alØatoire X
  : fonction de rØpartition de la loi gaussienne
  1 : fonction quantile de la loi gaussienne
 Ft : information disponible ￿ la date t
 N(;2) : loi normale d’escmpØrance  et de variance 2
 G(p) : loi gØomØtrique de paramŁtre p
 B(p) : loi binomiale de paramŁtre p
 P() : probabilitØ
 P(j) : probabilitØ conditionnelle
 E() : espØrance
 E(j) : espØrance conditionnelle
 V() : variance
 V(j) : variance conditionnelle
 ? : relation d’indØpendance entre variables alØatoires
 ./ : relie un processus markovien stationnaire ￿ sa matrice de transition
   : convergence en loi

   : convergence en loi sous hypothŁse

iid  : suite de variables indØpendantes et identiquement distribuØes
 L : loi de probabilitØ quelconque


























































































































































0Correction du biais d’estimation
Les procØdures de backtesting sont en aval de la procØdure de gestion du risque. Elles succŁdent ￿ la
modØlisation et au choix de la mesure du risque. Il convient donc d’analyser ces Øtapes  modØlisation et
mesure de risque  pour pouvoir identi￿er prØcisØment l’in￿uence du biais de paramŁtre.
Une premiŁre partie s’attache ￿ Øtudier la modØlisation des cours boursiers. Il s’agit de formaliser
mathØmatiquement les donnØes ￿nanciŁres. L’objectif est de trouver une famille d’objets mathØmatiques,
appelØs processus 5, qui rendent compte correctement du rØel.
On attend que ces processus vØri￿ent deux propriØtØs. D’abord, ils doivent pourvoir Œtre correctement
calibrØs sur des donnØes ￿nanciŁres rØelles. Ensuite, ces processus doivent possØder des propriØtØs mathØ-
matiques Øtablies et utiles au calcul de la VaR. Cette condition se traduit par le fait que l’on doit pouvoir
conna￿tre facilement la loi de probabilitØ conditionnelle des pertes.
Une seconde partie dØtaille plusieurs tests couramment utilisØs dans le milieu ￿nancier dans les pro-
cØdures de backtesting. Le but est de comprendre ￿ la fois l’objectif de chaque test et les moyens mis
en oeuvre. On montrera que les tests ne reposent pas directement sur des propriØtØs de la VaR mais se
fondent sur des consØquences des propriØtØs de la VaR.
5. MathØmatiquement, un processus est une suite de variables alØatoires indexØes par une grandeur reprØsentant le temps.















































































Ce chapitre se concentre sur la construction de modŁle d’Øvolution des cours boursiers. Les cours
boursiers Øvoluent en continu : pendant les heures d’ouverture des marchØs ￿nanciers, la dynamique de
l’o￿re et de la demande entra￿ne une Øvolution constante des cours.
Une modØlisation naturelle est alors de chercher ￿ rendre compte de cette continuitØ : mathØmati-
quement, on parle de processus en temps continu. Cette approche, illustrØe par le fameux modŁle de
Black-Scholes ([10]), n’est pas adaptØe ￿ notre Øtude car on cherche ￿ modØliser un processus journalier :
la VaR rØglementaire se calcule jour par jour. Par consØquent, le but de la modØlisation conduit ￿ consi-
dØrer une approche en temps discret.
La premiŁre section expose la maniŁre dont on mŁne une modØlisation ￿ partir d’un exemple concret
fondØ sur un indice boursier. Ensuite, on prØsente la maniŁre dont on passe de la modØlisation de la
dynamique ￿nanciŁre ￿ la mesure du risque.
1.1 ModØlisation ￿nanciŁre
Dans cette section, on considŁre que l’ensemble des positions de la banque correspond au cours d’un
seul actif ￿nancier. Une premiŁre partie donne un exemple de sØrie ￿nanciŁre avec l’indice S&P500 1. Cet
exemple permet d’introduire, en deuxiŁme partie, la modØlisation de type ￿ GARCH ￿ 2.
1.1.1 DonnØes empiriques
La ￿gure 1 (p18) reprØsente les sØries brutes de l’indice S&P500 sur les 10 derniŁres annØes. La crise
￿nanciŁre de 2008 est clairement visible en ￿n de sØrie.
MathØmatiquement, on dØ￿nit la notion de stationnaritØ ainsi :
DØ￿nition 1.1 (Processus stationnaire). Le processus (Xt) est dit strictement stationnaire si les vecteurs
(X1;:::Xk) et (X1+h;:::;Xk+h) ont mŒme loi jointe pour tout entier k et tout entier relatif h.
ConcrŁtement, la sØrie du S&P500 n’est pas stationnaire : il y a notamment des pØriodes de fortes
hausses. Ce caractŁre non-stable est une di￿cultØ mathØmatique car si une sØrie ne semble pas bornØe,
on ne peut exclure qu’elle puisse diverger.
Pour construire une sØrie stationnaire ￿ partir d’une sØrie non-stationnaire, il existe plusieurs trans-
formations standards ￿ essayer. On peut par exemple considØrer la sØrie des accroissements (di￿Ørence
entre deux termes consØcutifs), calculer la sØrie des rendements,... Les ￿gures suivantes (￿g.2 p18, ￿g.3
p19 et ￿g.4 p19) prØsentent le rØsultats de plusieurs de ces transformations. A ce stade, les trois sØries
transformØes semblent viables.
1.1.2 GARCH
Une fois que le choix de la sØrie de travail est arrŒtØ, il faut choisir un modŁle. On retient le plus
courant : le modŁle GARCH(1,1).
1. Le S&P500 est un indice boursier fondØ sur les 500 plus grandes sociØtØs cotØes sur les bourses amØricaines; il est
disponible gratuitement sur la section ￿nance de Yahoo http://fr.finance.yahoo.com/.
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Figure 1 ￿ Graphique de l’indice S&P500 entre mai 1999 et mai 2009
Figure 2 ￿ Graphique des accroissements journaliers de l’indice S&P500 entre mai 1999 et mai 2009
L’intØrŒt d’un modŁle GARCH est de transcrire une propriØtØ observØe sur les marchØs. La variabilitØ des
cours, appelØe volatilitØ, n’est pas constante : des phases de grande variabilitØ alternent avec des phases







































0CHAPITRE 1. MOD￿LISATION Correction du biais d’estimation
Figure 3 ￿ Graphique des taux de croissance journaliers de l’indice S&P500 entre mai 1999 et mai 2009
Figure 4 ￿ Graphique des log-rendements journaliers de l’indice S&P500 entre mai 1999 et mai 2009
￿lØments thØoriques
Pour transcrire ce fait, il faut que la volatilitØ prØsente une certaine persistance. MathØmatiquement,
cela signi￿e que la volatilitØ est un phØnomŁne ￿ mØmoire. Les processus GARCH font explicitement
dØpendre la volatilitØ prØsente des volatilitØs passØes.
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DØ￿nition 1.2 (Processus GARCH). Le processus (Xt)t2J0;TK suit un processus GARCH de paramŁtres
p et q, notØ GARCH(p,q), si
￿ les deux premiers moments de Xt existent pour tout t 2K0;TJ
￿ 8t 2 J0;TK;E(XtjXt 1) = 0
￿ il existe des constantes !, i, i 2 Nq et j, j 2 Np telles que
2










Cette dØ￿nition trŁs gØnØrale laisse notamment le choix de p et de q. En pratique, il faut garder ￿
l’esprit qu’en rŁgle gØnØrale, un modŁle sera d’autant plus prØcis que le nombre de paramŁtres, p + q,
est grand mais qu’il sera d’autant plus di￿cile d’estimer un modŁle que le nombre de paramŁtres est
important. Il y a donc un compromis 3 entre une qualitØ thØorique (grand nombre de paramŁtres) et la
qualitØ atteignable en pratique (faible nombre de paramŁtres).






t = ! + X2
t 1 + 2
t 1
!  0 ;   0 ;   0
(1.2)
Le dernier problŁme concerne la stationnaritØ : tout modŁle GARCH(1,1) n’est pas stationnaire.
NØanmoins, il existe une condition su￿sante assez simple assurant la stationnaritØ :
Proposition 1.1 (StationnaritØ - [25]). Soit (Xt)t un processus GARCH(1,1). Une condition su￿sante
pour assurer la stationnaritØ au second ordre est :
! > 0 et  +  < 1 (1.3)

L’ensemble de ces considØrations amŁne donc une modØlisation par un GARCH(1,1) dont les princi-










iid  N(0;1) ; ! > 0 ;   0 ;   0 ;  +  < 1
(1.4)
Principe d’estimation
L’estimation d’un modŁle consiste ￿ dØterminer les valeurs de ces paramŁtres ￿ partir des donnØes
empiriques. La di￿cultØ dans l’estimation rØside dans le fait que le praticien ne peut observer qu’une
rØalisation de l’expØrience oø apparaissent des variables inobservables. Par exemple, dans notre cas, le
￿nancier observe Xt mais ne peut pas observer t ni t.
Il existe plusieurs mØthodes d’estimation. La principale dans le cas de modŁles paramØtriques est le prin-
cipe de maximisation de vraisemblance. ConcrŁtement, il s’agit de dØterminer les valeurs des paramŁtres
qui maximisent la probabilitØ de rØalisation de l’Øchantillon. Pour cela, on suppose que les rØsidus ( t)
suivent une loi normale; comme cela n’est pas rigoureusement le cas, certains emploient le terme de

















sous contrainte : ! > 0 ;   0 ;   0 ;  +  < 1 ; 0  0 ; X0 2 R
(1.5)
3. On parle parfois de critŁre de parcimonie.
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Choix de la sØrie
On a cherchØ ￿ estimer un modŁle GARCH(1,1) sur les sØries construites ￿ partir du S&P500 dans le but
de les stationnariser :
 La sØrie des accroissement est la simple di￿Ørence entre deux dates consØcutives : Yt := Xt   Xt 1
 La sØrie des taux de croissance revient ￿ rapport la sØries des accroissements ￿ la valeur courante
de maniŁre ￿ s’a￿ranchir des unitØs : Yt :=
Xt   Xt 1
Xt 1
 La sØries des log-rendements (parfois appelØs rendements gØomØtriques) est la sØrie des logarithmes
du rapport des valeurs entre deux dates consØcutives : Yt := ln
Xt
Xt 1
Les rØsultats complets sont prØsents en annexes (￿g.11 p88, ￿g.12 p89 et ￿g.13 p90). Pour le choix d’un
modŁle, on analyse la valeur des paramŁtres estimØs et l’allure de la distribution des ~ t correspondante
par rapport ￿ une distribution normale centrØe rØduite.
Les trois modŁles GARCH estimØs sont fortement stationnaires mais avec une trŁs faible marge (  +  . 1).
SØries !    + 
Accroissement 1.2242 0.0607 0.9332 0.9939 < 1
Taux de croissance 1.0973E 6 0.0760 0.9176 0.9936 < 1
Log-rendement 1.1008E 6 0.0754 0.9181 0.9935 < 1
Figure 5 ￿ Estimation des paramŁtres ￿ partir du S&P500
Le trŁs fort poids du coe￿cient ! pour la sØrie des accroissements laisse dubitatif. Le terme ! est un fac-
teur d’Øchelle et d’habitude les sØries ￿nanciŁres sont estimØes avec un facteur d’Øchelle trŁs petit devant
l’unitØ.
Les modŁles sur les taux de croissance et les log-rendements sont trŁs similaires, tant sur les paramŁtres
que sur les distributions des t. Le choix se porte sur la modØlisation des log-rendements car l’introduction
d’un logarithme permet de combiner facilement ces grandeurs (c.f. A.8.1, p 92).
Estimation
Il est simple de comprendre que si la taille de la fenŒtre d’estimation (T) augmente, la qualitØ
de l’estimation s’accro￿t en gØnØral. Pour Øtudier la nature de la convergence des paramŁtres estimØs
(!;;) = f(T) ￿ partir des rØalisations (Xt)t2J1;TK, des simulations sous Matlab ont ØtØ menØes. Les
dØtails de l’expØrience sont mis-en-annexe 5 (c.f. A.1, p 76) tandis que seuls les rØsultats sont prØsentØs
ici.
Le principe consiste ￿ gØnØrer des trajectoires selon un modŁle GARCH(1,1) connu et ￿ pratiquer la mØ-
thode d’estimation. Le grand nombre de trajectoires permet d’obtenir ￿ la fois la convergence moyenne
et d’estimer l’intervalle de con￿ance de cette convergence (principe de Monte Carlo).
T ! (10 4)   Simulations
100 3.26 0.113 0.437 10 000
200 2.94 0.100 0.519 10 000
300 2.33 0.094 0.614 10 000
400 1.98 0.091 0.661 10 000
500 1.76 0.088 0.693 10 000
600 1.68 0.087 0.704 10 000
700 1.62 0.086 0.714 10 000
800 1.54 0.086 0.724 10 000
1000 1.43 0.085 0.736 10 000
5000 1.02 0.082 0.793 10 000
1 1.00 0.080 0.80
Figure 6 ￿ Tableau de convergence des paramŁtres estimØs en moyenne
5. De maniŁre gØnØrale, c’est un modŁle GARCH(1,1) de paramŁtres ( ! = 0:001,  = 0:08,  = 0:8) qui est utilisØ dans
ce mØmoire.
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Figure 7 ￿ Graphique de convergence du rapport moyen paramŁtres estimØs-paramŁtres thØoriques
Ce rØsultat (￿g.6 p21 et ￿g.7 p22) permet de constater que la convergence en moyenne est assez rapide
pour des donnØes rØelles : 300 ou 400 dates, soit de 15 ￿ 20 mois de cotations environ su￿sent 6. Le retard
de convergence du rapport !
!0 est ￿ nuancer par le fait que ! est en valeur bien plus petit que  ou 
donc l’imprØcision joue moins.
Si un rØsultat en moyenne permet de valider la dØmarche gØnØrale, une Øtude de la rØpartition des
estimations, reprØsentØes sous forme de bo￿te-￿-moustache 7, permet de vØri￿er que l’approche ￿ en
moyenne ￿ est ￿able (￿g.8 p23, ￿g.9 p23 et ￿g.10 p24 ).
Il y a e￿ectivement convergence de la moyenne et de la mØdiane. On observe aussi une rØduction signi￿ca-
tive de la variance (taille du rectangle). Pour !, la convergence de la mØdiane est progressive et par excŁs
et s’accompagne d’une rØduction de l’Øcart-type (qui transcrit l’Øtalement de la distribution). Par contre,
les points extrŒmes (5% de la population) ne se rapprochent pas de la valeur limite moyenne. Pour , la
convergence en moyenne est par excŁs mais on observe que la mØdiane est quasiment stable ￿ la valeur
limite. Le plus manifeste est le rØtrØcissement complet de la distribution (variance et points extrŒmes).
Pour , la convergence en moyenne est par dØfaut. Cette convergence s’accompagne d’une convergence
de la mØdiane et d’une rØduction modØrØe de la variance. De mŒme, la taille (95% de la population)
semble se rØduire bien moins rapidement que pour les deux autres paramŁtres (uniquement ￿ partir de
300 dates).
1.1.3 Conclusion
La modØlisation des cours ou positions des institutions ￿nanciŁres se fondent sur des processus ma-
thØmatiquement formalisØs.
6. On s’accorde sur le fait qu’une annØe d’exercice/cotation correspond ￿ 250 dates.
7. La reprØsentation sous forme de bo￿te-￿-moustache, ￿ boxplot ￿ en anglais, permet de visualiser la distribution. Le
rectangle reprØsente les quartiles centraux (50% de la population); il est coupØ par la mØdiane. Les traits en pointillØ qui
s’en Øcartent reprØsentent la taille de la distribution (95% de la population). Les points ￿ aberrants ￿(5% extrŒmes de la







































0CHAPITRE 1. MOD￿LISATION Correction du biais d’estimation
Figure 8 ￿ Boxplot de la rØpartition des erreurs entre ! et !0 selon la taille de la fenŒtre d’estimation
Figure 9 ￿ Boxplot de la rØpartition des erreurs entre  et 0 selon la taille de la fenŒtre d’estimation
L’estimation repose sur le principe de maximisation de la vraisemblance. La vraisemblance fait intervenir
directement la fonction de densitØ de probabilitØ en chaque point. La facilitØ de mise en oeuvre de la
maximisation dØpend donc de la facilitØ ￿ exprimer en tout point cette fonction de densitØ.
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Figure 10 ￿ Boxplot de la rØpartition des erreurs entre  et 0 selon la taille de la fenŒtre d’estimation
Dans le cas d’un modŁle GARCH(1,1), quelques centaines de points su￿sent en gØnØral ￿ une estimation
viable.
1.2 VaR : thØorie et estimation
La VaR est une mesure de risque : elle a pour objet de quanti￿er le risque encouru par une institution
￿nanciŁre. Elle repose sur l’idØe de coupler le montant des pertes (quanti￿cation brute) et la frØquence
des pertes (prise en compte du risque). AprŁs avoir dØ￿ni avec prØcision la VaR, on verra quelques
dØveloppements de cette mesure, avant d’analyser sa mise en oeuvre.
1.2.1 DØ￿nition
DØ￿nition 1.3 (VaR). On appelle VaR de niveau  et d’horizon h, le quantile d’ordre 1    de la
distribution conditionnelle des pertes (  PnLt) :
V aRt+hjt() = inf
n
x 2 R = P

  PnLt+h;t  xjFt

 1   
o
(1.6)
lorsque ce quantile est positif. Par convention, V aRt+hjt() = 0 sinon.

La rØglementation impose aux banques le calcul journalier de la VaR ￿ une horizon de 10 jours
pour un seuil de 1% ([13], [5]). A￿n de garder une certaine mØmoire, le capital rØglementaire ( Kt) est le
maximum entre la VaR calculØe et la moyenne mobile des VaR passØes a￿ectØe d’un coe￿cient de sØcuritØ
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Le coe￿cient St est une fonction du nombre de dØpassements (N) par les pertes de la VaR calculØs durant





3 si N  4
3 + 0:2(N   4) si 5  N  9
4 sinon
(1.8)
La rØglementation se fonde clairement sur la VaR comme indicateur principal tout en prenant en
compte une dimension ￿ qualitØ du modŁle ￿ via le coe￿cient St.
1.2.2 DØveloppement - approximation
Cette formulation est trŁs gØnØrale. Il est possible de reformuler la VaR lorsque la distribution condi-
tionnelle des pertes admet ses deux premiers moments.
Si la distribution conditionnelle admet une espØrance et une variance, on peut alors Øcrire, en introduisant
PnLh la variables des pertes et pro￿ts ￿ horizon h :
PnLt+h;t = E(PnLt+h;tjFt) + t+h;tPnLh (1.9)
On rØinjecte cette expression dans la formulation de la VaR 8 :
V aRt+hjt() =  E(PnLt+h;tjFt)   t+h;tF 
h (1   ) (1.10)

























MŒme si cette formule n’est vraie que dans le cas gaussien, l’approximation suivante est couramment
utilisØe du fait de sa simplicitØ :
V aRt;h() 
p
h  V aRt+1;t() (1.13)
VaR dans le cas d’un modŁle GARCH(1,1)
Appliquons ces ØlØments dans le cas pratique retenu. On suppose donc que les log-rendements de la
fonction de pertes et pro￿ts suivent un processus GARCH(1,1)  N :
8
> > > > <
> > > > :










On peut alors dØmontrer que la VaR conditionnelle ￿ 1 jour au seuil  est donnØe par l’expression suivante :
Proposition 1.2 (VaR journaliŁre dans le cas d’un GARCH(1,1) N).
P






=  , V aR() = Pt 1(1   et
 1()) (1.15)
 DØmonstration p92
Cette expression est explicite. On montre par ailleurs qu’elle vØri￿e les deux propriØtØs de la VaR : les
violations (dØpassement) doivent Œtre indØpendantes et arriver en moyenne dans  % des cas (dØmons-
tration p93).
8. La notation F  signi￿e fonction rØciproque de la fonction de rØpartition de la variable alØatoire rØelle continue ￿
gauche.
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1.2.3 Estimation
Cette partie consiste ￿ prØsenter l’agencement des di￿Ørents ØlØments que sont les choix de la mesure
et du modŁle, l’estimation du modŁle et le calcul de la mesure de risque.
L’objectif de la procØdure est d’obtenir une mØthode complŁte de calcul de la VaR.
Choix de la mesure :
La mesure du risque est imposØe par la rØglementation : on utilisera la VaR(1%). Pour l’horizon, mŒme
si la rØglementation stipule ￿ 10 jours ￿, on prØfØrera se ￿xer ￿ 1 jour quitte ￿ appliquer l’approximation
prØsentØe ci-dessus (1.2.2). D’un point de vue thØorique, il est d’ailleurs nettement plus facile d’obtenir
des rØsultats conditionnels ￿ la date prØcØdente qu’￿ une horizon supØrieure ￿ 1 jour.
Choix du modŁle :
On considŁre que la fonction de pertes et pro￿ts d’une banque est issue des variations d’un unique cours
Pt (ou plus vraisemblablement un indice). On choisit de modØliser les log-rendements par un processus
GARCH(1,1) : 8
> > > > <
> > > > :










Estimation du modŁle :
Sur une pØriode donnØe J1;nK, on estime les paramŁtres !0, 0 et 0 par maximisation de la vrai-
semblance. On note ces paramŁtres estimØs : ^ !n, ^ n et ^ n. Ces paramŁtres permettent de construire une
sØrie (~ t)t ￿ partir des observations ("t)t.
Estimation de la VaR :
Une fois que l’on a estimØ le modŁle, on peut construire, ￿ partir des observations ( "t) pour toute date
t > n, une estimation de la volatilitØ ~ t par la formule suivante :
~ t =
q
^ !n + ^ n"2
t 1 + ^ n~ 2
t 1 (1.17)
On estime alors simplement la VaR ainsi :
[ V aRtjt 1() = Pt 1(1   e~ t
 1()) (1.18)
1.2.4 Conclusion
La Value-at-Rik (VaR) est une maniŁre simple de mesurer le risque. Elle s’articule facilement avec
un modŁle GARCH(1,1) ￿ alØas gaussiens, puisqu’on obtient une formule explicite qui se programme
aisØment.
1.3 Conclusion sur le ModØlisation
L’objectif ￿nal de l’Øtape de modØlisation est d’obtenir une mØthode de prØdiction de la VaR. Pour
cela, les outils mathØmatiques utilisØs sont des outils robustes ayant fait leurs preuves.
Le choix d’un modŁle de type GARCH a l’avantage de rendre compte e￿cacement des Øvolutions des
marchØs ￿nanciers et d’Œtre facilement calibrØ sur des donnØes existantes. La prØdiction de la VaR se
dØduit facilement de la VaR thØorique par une simple substitution dans l’Øcriture.
Si l’on possŁde dorØnavant une mØthode de prØdiction de la VaR, dans l’optique du praticien il est









































P. Jorion donne du backtesting la dØ￿nition suivante ([3]) :
￿ Le backtesting est un ensemble de procedures statistiques dont le but est de vØri￿er que les pertes rØelles
observØes ex-post sont en adØquation avec pertes prØvues. Cela implique de comparer systØmatiquement
l’historique des prØvisions de la Value-at-Risk aux rendements observØs du portefeuille. ￿
L’Øtude a posteriori de la qualitØ de la VaR n’est pas Øvidente dans la mesure oø les propriØtØs de la
VaR sont probabilistes. Les mathØmaticiens contournent cet obstacle en utilisant des tests statistiques.
Un test statistique est une procØdure cohØrente qui fournit une rŁgle de dØcision : il rØpond ￿ la question
￿ la prØdiction de la VaR est-elle correcte? ￿
Les di￿Ørents tests peuvent ￿ premiŁre vue para￿tre complexes. En rØalitØ, ils reposent sur des idØes
intuitives. La complexitØ vient de l’arsenal statistique qu’il est nØcessaire d’utiliser pour atteindre les
objectifs. Un test statistique n’est qu’un outil.
Une lecture ￿ plusieurs niveaux est possible selon que l’on recherche plus ou moins de prØcisions sur la
mise-en-oeuvre statistique. Le lecteur est donc invitØ ￿ moduler son attention ￿ ce chapitre selon ses goßts.
La premiŁre section prØsente les di￿Ørents principes communs aux tests utilisØs pour le backtesting de
la VaR. Ensuite, 5 sections s’attachent ￿ dØtailler les idØes et la mise-en-oeuvre pour 5 principaux tests.
Il s’en suit une section qui dresse un rapide tour d’horizon des autres tests proposØs dans la littØrature.
2.1 Principes des tests
2.1.1 Test statistique
Un test statistique correspond ￿ une procØdure de dØcision. Il est constituØ d’une hypothŁse , d’une
statistique et d’un seuil de con￿ance (dit risque de premiŁre espŁce).
L’hypothŁse (dite hypothŁse nulle) est la propriØtØ que l’on s’attend ￿ trouver. Une statistique est une
formule qui ￿ partir des observations fournit un nombre 1. Le seuil de con￿ance est un indicateur de la
marge d’erreur que l’on peut commettre.
La clef de voßte est que la loi de probabilitØ de la statistique est connue 2 si l’hypothŁse nulle est vraie.
Le seuil de con￿ance est la probabilitØ de refuser ￿ tort l’hypothŁse nulle 3.
2.1.2 Backtesting de la VaR
Fonction indicatrice
Si l’on considŁre la dØ￿nition de la VaR, on se rend compte qu’elle se fonde sur un ØvØnement du type
￿ les pertes dØpassent tel seuil ￿. Les procØdures de backtesting utilisent toutes cette idØe en introduisant
ce que l’on appelle la fonction indicatrice de dØpassement de la VaR. Cette fonction vaut tout simplement
1 si les pertes dØpassent la VaR et 0 sinon.
1. Rigoureusement, une statistique est une variable alØatoire mesurable qui s’Øcrit comme fonction des variables alØatoires
observables.
2. En gØnØrale, il s’agit d’une connaissance asymptotique, c’est-￿-dire lorsque le nombre d’observations tend vers l’in￿ni.
3. On parle de risque de premiŁre espŁce; le risque de second espŁce est d’accepter ￿ tort l’hypothŁse non-nulle. En
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DØ￿nition 2.1 (Fonction indicatrice).
It() := 1PnLt< V aRtjt 1() (2.1)

La dØ￿nition de la VaR se traduit directement comme une propriØtØ de la fonction indicatrice. Elle
doit valoir en moyenne le seuil de con￿ance en la VaR ( ) et tout dØpassement doit Œtre indØpendant des
prØcØdents. Cette derniŁre caractØristique provient du fait que la VaR est calculØe en connaissant toute
l’information disponible ￿ la date actuelle.
Proposition 2.1 (PropriØtØ de la fonction indicatrice).
E(It()   jFt 1) = 0 (2.2)

C’est cette propriØtØ qui constitue l’hypothŁse nulle fondamentale ￿ tous les tests que l’on note (H0).
HypothŁses nulles
Malheureusement, cette propriØtØ est trŁs dØlicate ￿ tester. En e￿et, la notion ￿nanciŁre ￿ toute l’infor-
mation disponible ￿ traduit le fait que la prØvision doit prendre en compte les Øvolutions du marchØs, les
notes de conjonctures,... Mais ces ØlØments constitutifs de l’information disponible sont trŁs di￿cilement
modØlisables.
Par consØquent, les mathØmaticiens-￿nanciers ont proposØ des tests portants sur des consØquences
de l’hypothŁse nulle fondamentale. Les deux consØquences majeures testØes sont d’une part, la moyenne
de It() vaut  et d’autre part, les violations sont indØpendantes. La premiŁre consØquence constitue
l’hypothŁse de couverture conditionnelle tandis que la seconde l’hypothŁse d’indØpendance.
Certains auteurs introduisent d’autres hypothŁses se fondant sur d’autres consØquences. Les dØmons-
trations d’implications entre l’hypothŁse nulle fondamentale et ces hypothŁses sont prØsentes en annexes.
Principe des tests utilisØs pour le backtesting
Lorsqu’un auteur propose une procØdure de backtesting de la VaR, sa dØmarche est en gØnØrale la
suivante :
1. Choisir une approche soit de couverture inconditionnelle, soit d’indØpendance soit les deux simulta-
nØment 4
2. Construire une consØquence de l’hypothŁse nulle fondamentale compatible avec cette approche :
cette consØquence dØtermine l’hypothŁse nulle retenue ainsi que son ￿ contraire ￿ que l’on appelle
hypothŁse alternative
3. Proposer une statistique
4. DØterminer la loi de la statistique sous l’hypothŁse nulle
Le lecteur peut en premiŁre lecture passer directement ￿ la conclusion de ce chapitre (p37) s’il souhaite
Øviter les aspects techniques. Au demeurant, il trouvera dans les sections suivantes les dØtails de di￿Ørents
tests.
Pour chaque test, on prØsente de maniŁre rigoureuse l’hypothŁse nulle testØe, l’hypothŁse alternative
testØe, la statistique utilisØe, ainsi que la dØmarche algorithmique qui permet de transformer des formules
thØoriques en mØthodes de calcul.
2.2 Test de Kupiec
2.2.1 RepŁres
Auteur : P Kupiec en 1995 ([2])
Sources : [13], [21], [3]
HypothŁse acceptØe : couverture inconditionnelle
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2.2.2 DØmarche thØorique
L’hypothŁse initiale est :
(H0;B) : ￿ (It())t
iid  B() ￿ (2.3)
Kupiec ne retient qu’une consØquence :
(H
(1)
0;uc) : ￿ (It)iid ; E(It) =  ; V(It) = (1   ) ￿ (2.4)



















0;uc   N(0;1) (2.6)
Ainsi la zone de rejet ￿ 1% est fjzj > 2:57g tandis que cella ￿ 5% fjzj > 1:96g.
2.2.3 DØmarche algorithmique
1. dØclarer z rØel, z   0
2. dØclarer indice entier
3. pour indice allant de 1 ￿ T, faire
4. z   z + I(indice)
5. ￿n pour
6. z   z=T




2.3 Test de Markov
2.3.1 RepŁres
Auteur : P Christo￿ersen en 1998 ([15])
Sources : [17], [13],[26]
HypothŁses acceptØes : couverture inconditionnelle, indØpendance, couverture conditionnelle
2.3.2 DØmarche thØorique
L’idØe de Christo￿ersen est de tester comme alternative un processus markovien d’ordre 1. En e￿et,
H0 implique que 5
(It)t ./

1    
1    

(2.7)
Pour l’aspect ￿ couverture inconditionnelle ￿ , Christo￿ersen propose comme hypothŁse nulle :
(H
(2)
0;uc) : ￿ (It) ./

1    






1;uc) : ￿ (It) ./

1   1 1











1  (1   1)T cardfIt=1g
cardfIt=1g  (1   )T cardfIt=1g

(2.10)
5. On introduit la notation suivante : ￿ (Xt)t ./ M ￿signi￿e que le processus (Xt)t est une cha￿ne de Markov stationnaire
dont la matrice de transition est M.
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Sous H
(2)






0;uc   2
1 (2.11)
Ainsi la zone de rejet ￿ 1% est fLR
(2)
uc > 6:63g tandis que cella ￿ 5% fLR
(2)
uc > 3:87g.
Pour l’aspect ￿ indØpendance ￿, Christo￿ersen propose comme hypothŁse nulle 6 :
(H
(2)












1;uc) : ￿ (It) ./

1   1 1

































0;uc   2
1 (2.15)
Ainsi la zone de rejet ￿ 1% est fLR
(2)
ind > 6:63g tandis que celle ￿ 5% fLR
(2)
ind > 3:87g.
Pour l’aspect ￿ couverture conditionnelle ￿, Christo￿ersen propose comme hypothŁse nulle :
(H
(2)












1;uc) : ￿ (It) ./

1    
1    

￿ (2.17)












cardfIt=1g  (1   )T cardfIt=1g

(2.18)















0;cc   2
2 (2.20)
Ainsi la zone de rejet ￿ 1% est fLR
(2)




1. dØclarer n0;n1;n01;n11 entiers
2. n0   0
3. n1   0
4. n01   0
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5. n11   0
6. si I(1) = 1, alors
7. n1   n1 + 1
8. sinon,
9. n0   n0 + 1
10. ￿n si
11. dØclarer indice rØel
12. pour indice allant de 2 ￿ T, faire
13. si I(indice) = 1, alors
14. n1   n1 + 1
15. si I(indice   1) = 0, alors
16. n01   n01 + 1
17. sinon,




22. dØclarer p0;p1;p01;p11 entiers
23. p0   n0
T
24. p1   n1
T
25. p01   n01
T 1
26. p11   n11
T 1
27. dØclarer L1;L2;L3 rØels
28. L1   n1(1   )n0





30. L3   (1   p01)n0 n01p
n01
01 (1   p11)n1 n11p
n11
11
31. dØclarer LRuc;LRind;LRcc rØels
32. LRuc   j2ln(L2
L1)j
33. LRind   j2ln(L3
L2)j
34. LRcc   j2ln(L1
L3)j
2.4 Test de Portmanteau
2.4.1 RepŁres
Auteur : J Berkowitz en 2005 pour une formalisation dØdiØe au backtesting de la VaR ([8])
Sources : [26], [8], [17]
HypothŁse acceptØe : indØpendance
2.4.2 DØmarche thØorique
Il s’agit d’un test de Ljung-Box. L’idØe consiste ￿ remarquer que 7
H0 : ￿ E(It()   jFt) = 0 ￿  H
(3)
0 : ￿ (It()   ) est un bruit blanc fort ￿ (2.21)
L’indØpendance est alors abordØe par la nullitØ des coe￿cients d’autocorrØlation que l’on note j
8.
Christo￿ersen propose comme hypothŁse nulle :
(H
(3)
0;ind) : ￿ 8m > 0;8j 2 J1;mK;j = 0 ￿ (2.22)
7. On dit que (Xt)t2J1;TK est bruit blanc fort lorsque Xt iid, 8t 2 J1;TK;E(Xt) = 0 et 8(t;t0) 2 J1;TK2;V(Xt) =
V(Xt0) < 1.
8. Par dØ￿nition, j est le coe￿cient de corrØlation entre la sØrie (It)t et la sØrie (It+j)t.
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La statistique utilisØe est
LB
(3)









> > > > > > > > > > <
> > > > > > > > > > :
LB
(3)
































0;ind   m
2 (2.25)
Ainsi, pour m = 5 et m = 10, les seuils de rejet ￿ 1% et 5% sont respectivement de 15.09 et 11.07 d’une
part et de 23.21 et 18.31 d’autres parts.
2.4.3 DØmarche algorithmique
1. dØclarer moyenne, variance rØels
2. moyenne   0
3. variance   0
4. dØclarer X1, X2,  vecteurs de rØels
5. pour indice allant de 1 ￿ T, faire
6. moyenne   moyenne + I(indice)
7. ￿n pour
8. moyenne  
moyenne
T
9. pour indice allant de 1 ￿ T, faire
10. variance   variance + (I(indice)   moyenne)2
11. ￿n pour
12. variance   variance
T 1
13. pour j allant de 1 ￿ m, faire
14. (j)   0
15. X1   I(1:::(T   j))   moyenne
16. X2   I((1 + j):::T)   moyenne






19. dØclarer LB rØel
20. LB   0
21. pour indice allant de 1 ￿ m, faire





24. LB   (T + 2)TLB
2.5 Test des durØes
2.5.1 RepŁres
Auteur : P Christo￿ersen et D Pelletier en 2004 ([17])
Sources : [26], [8], [17]
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2.5.2 DØmarche thØorique
L’idØe de Christo￿ersen est de considØrer les durØes entre deux violations successives de la VaR.
L’hypothŁse nulle centrale devient donc H0;D qui s’exprime en notant Di la variable alØatoire de la iŁme
durØe entre deux violations successives :
(H0;D) : ￿ Di
iid  G() ￿ (2.26)
Bien que cette loi soit discrŁte, on va comparer les distributions empiriques ￿ des distributions de loi de
Weibull. Une loi de Weibull est une loi continue dØpendant de deux paramŁtres ( a et b) dont la fonction
de densitØ est :
fW(D;a;b) = abbDb 1e (aD)
b
a > 0 ; b > 0 (2.27)
On retrouve la loi gØomØtrique G() dans le cas oø
a =  et b = 1 (2.28)
Pour l’aspect ￿ couverture inconditionnelle ￿ , Christo￿ersen propose comme hypothŁse nulle :
(H
(4)




1;uc) : ￿ fD(D) = pe paD ￿ (2.30)
Oø p est dØterminØ par maximisation de la vraisemblance. On note `nominale et `expo les vraisemblances



















0;uc   2
1 (2.32)
Ainsi le seuil de rejet ￿ 1% est fLR
(4)
uc > 6:63g tandis que celui ￿ 5% fLR
(4)
uc > 3:87g.
Pour l’aspect ￿ indØpendance ￿, Christo￿ersen propose comme hypothŁse nulle :
(H
(4)






1;ind) : ￿ fD(D) = abbDb 1e (aD)
b
￿ (2.34)
Oø p, a et b sont dØterminØs par maximisation de la vraisemblance. On note `expo et `Weibull les vrai-




















0;ind   2
1 (2.36)
Ainsi le seuil de rejet ￿ 1% est fLR
(4)
uc > 6:63g tandis que celui ￿ 5% fLR
(4)
uc > 3:87g.
Pour l’aspect ￿ couverture conditionnelle ￿, Christo￿ersen propose comme hypothŁse nulle :
(H
(4)
0;cc) : ￿ fD(D) = e D ￿ ( (H
(4)
0;uc)) (2.37)















































Oø a et b sont dØterminØs par maximisation de la vraisemblance. On note `nominal et `Weibull les vrai-




















0;cc   2
2 (2.40)
Ainsi seuil de rejet ￿ 1% est fLR
(4)




1. dØclarer distrib liste d’entiers vide
2. dØclarer indice_inf, indice_sup entiers
3. indice_inf   1
4. indice_sup   T
5. tant que I(indiceinf) = 0, faire
6. indice_inf   indice_inf + 1
7. ￿n tant que
8. tant que I(indice_sup) = 0, faire
9. indice_sup   indice_sup   1
10. ￿n tant que
11. dØclarer duree entier
12. duree   1
13. pour indice allant de indice_inf ￿ indice_sup, faire
14. si I(indice) = 0, alors
15. duree   duree + 1
16. sinon
17. distrib(indice)   duree
18. indice   indice + 1
19. duree   1
20. ￿n si
21. ￿n pour
22. dØclarer param_wb, param_exp
23. param_wb   optimisation(weibull;distrib)
24. param_expo   optimisation(exponentielle;distrib)
25. dØclarer ll_wb, ll_expo, ll_nominal rØels
26. ll_wb   logvraisemblance(weibull;param_wb;distrib)
27. ll_expo   logvraisemblance(exponentielle;param_expo;distrib)
28. ll_nominal   logvraisemblance(weibull;[ 1
;1];distrib)
29. LR_uc   2(ll_expo   ll_nominal)
30. LR_ind   2(ll_expo   ll_weibull)
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2.6 Autres tests
2.6.1 Test des quantiles dynamiques
Auteurs : Engle et Mangannelli en 2004 ([20])
Sources : [8], [28], [16]
HypothŁses acceptØes : couverture conditionnelle
L’idØe d’Engle et Manganelli est de se concentrer sur la modØlisation de l’information disponible
(terme ￿ Ft 1 ￿). Alors que la plupart des auteurs rØduisent l’information ￿ l’indicatrice ￿ la date immØ-
diatement prØcØdente, Engle et Manganelli proposent de mener une rØgression de l’indicatrice ￿ la date t
sur l’ensemble des indicatrices passØes et sur une fonction d’un jeu de variables dites explicatives.















L’hypothŁse nulle est la nullitØ de tous les coe￿cients :
(H0) : ￿  = 1 = ::: = K = 1 = ::: = k = 0 ￿ (2.42)
Les auteurs utilisent ainsi une statistique de Wald :
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H0   2
2K+1
(2.43)
Le point fort de cette approche est de pouvoir modØliser plus ￿nement l’indØpendance de toute infor-
mation. Le revers est que ce modŁle possŁde plus de paramŁtres ￿ estimer. Par consØquent, ￿ taille
d’Øchantillon donnØe, la prØcision sera moindre qu’un modŁle plus ØlØmentaire.
2.6.2 Test sur plusieurs niveaux conjoints
Auteurs : Crnkovic et Drachman en 1997 ([18]))
Sources : [13]
HypothŁses acceptØes : couverture inconditionnelle, indØpendance, couverture conditionnelle
Il existe plusieurs types de tests qui cherchent ￿ ne pas dØpendre du seuil de con￿ance  de la VaR.
Pour cela, Crnokovic et Drachman proposent de considØrer la sØrie des quantiles des rØalisations e￿ectives
des pertes et pro￿ts :
zt := F 1(PnLtjFt) (2.44)
La qualitØ du modŁle sous-jacent ￿ l’expression analytique de la VaR est prØsente dans la modØlisation
de F 1(:jFt).
L’approche couverture inconditionnelle correspond ￿ une distribution des zt uniforme sur [0;1] tandis que
l’approche indØpendance se traduit par l’indØpendance de cette distribution.
En pratique, on va utiliser une statistique de Pearson. On se donne (ui;li)i une subdivision de l’intervalle





cardfzi 2 [li;ui[g   cardfzig(ui   li)
2
cardfzig(ui   li)
H0;cc   2
K 1 (2.45)
2.6.3 Test sur les moments
Auteurs : Bontemps et Maddahi en 2005 ([11])
Sources : [14]
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HypothŁses acceptØes : couverture inconditionnelle, indØpendance, couverture conditionnelle
L’idØe initiale est d’utiliser les durØes entre deux violations successives de la VaR. Au lieu de tester
directement ces grandeurs, on chercher ￿ vØri￿er des relations polynomiales sur les moments d’ordres
successifs de la distribution empirique 9.
On dØ￿nit la suite (di)i2Nn comme la suite des durØes entres deux violations successives de la VaR.
On dØ￿nit les moments de la distribution gØomØtrique de paramŁtre  par :
8
> > > > > > <












Mj 1(d;) j 2 N
On note M(d;) le vecteur des p premiers polyn￿mes Mj(d;).









Sous (H0;cc) : ogE(It()jFt 1) = fg, on a :
Jcc(p)
H0;cc   2
p









Sous (H0;uc) : ogE(It()) = fg, on a :
Juc
H0;uc   2









Sous (H0;ind) : ogt 6= t0 ) It()?It0()fg, on a :
Jind
H0;ind   2
2.7 Remarques sur l’implementation informatique
Les sections prØcØdentes sont des prØsentations thØoriques des outils utilisØs. Les dØtails ￿ algorith-
miques ￿ peuvent sembler super￿us dans la mesure oø ils ne semblent traduire que les formules mathØ-
matiques prØsentØes prØcØdemment. Pourtant, ils traduisent une formulation qui est en pratique ￿able.
Le problŁme est que si l’on considŁre des plages de donnØes rØalistes (une annØe de cotation correspond
￿ environ 250 dates), le nombre de dØpassement de la VaR est faible (le seuil de con￿ance est de 1%
en gØnØral). Les observations sont donc trŁs peu nombreuses. L’imprØcision engendrØe joue di￿Øremment
selon les formulations utilisØes.
Par exemple, pour calculer la vraisemblance par rapport ￿ un processus de Markov d’ordre 1, les deux





1  (1   1)T cardfIt=1g






9. Le principe d’une approche par moments gØnØralisØs est que chaque distribution vØri￿e un systŁme particulier de
relations polynomiales entre ces moments. Par exemple, les moments mi de la loi normale vØri￿ent : m1 = , m2 = 2,
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, LR(2)
uc = 2ln
(1   0)T cardfIt=0g  0cardfIt =0g






Mais il n’est pas Øvident qu’elles soient Øquivalentes en pratique. Par exemple, si X = 0;5  10% et
Y = 0;5  1% alors XY = 0;71  5% tandis que Y X = 0:71  3%.
On signalera aussi pour le test des durØes le fait de devoir contourner les valeurs aux bords de l’Øchantillon.
Les algorithmes prØsentØs ont ØtØ implØmentes et testØs. Pour plus de dØtails, le lecteur peut consulter
les codes sources prØsents en annexes (c.f. p97).
2.8 Conclusion tests
Les di￿Ørents tests abordent la vØri￿cation de la VaR selon trois axes : la couverture inconditionnelle,
l’indØpendance et la couverture conditionnelle. Chacun met en place selon un principe propre.
Il est important de noter qu’un test de ￿ couverture conditionnelle ￿n’est pas nØcessairement meilleur que
deux tests l’un portant sur la couverture inconditionnelle et l’autre sur l’indØpendance. PremiŁrement, en
cas de rejet de la validitØ de la VaR dans le premier cas on ne sait pas quelle composante n’est pas vØri￿Øe.
DeuxiŁmement, de maniŁre empirique, les tests de couverture conditionnelle sont moins performants que
les autres ([13]).
Le tableau suivant prØsente de maniŁre synthØtique les caractØristiques des tests utilisØs dans ce projet
de recherche.
Couverture IndØpendance Couverture Principe
Inconditionnelle Conditionnelle
Kupiec X Ecart ￿ la moyenne
Markov X X X Processus de Markov d’ordre 1
DurØes X X X DurØes entre deux violations
Portmanteau X NullitØ des coe￿cients d’auto-corrØlation
Figure 1 ￿ Tableau RØcapitulatif Tests-HypothŁses


























































































































































0Correction du biais d’estimation
Une des Øtapes de la procØdure de mesure du risque est l’estimation du modŁle. Cette estimation
introduit une marge d’erreur qui n’est jamais prise en compte dans les autres Øtapes. Le but de cette
partie est d’Øtudier les e￿ets de cette erreur : une faible erreur sur l’estimation a-t-elle un impact fort sur
les conclusions de la procØdure de contr￿le?
L’estimation du modŁle joue principalement sur le calcul de la VaR et sur les tests. Au niveau de
la VaR, il n’est pas Øvident que substituer la volatilitØ par la volatilitØ estimØe est satisfaisant : c’est
simple mais est-ce probant? Au niveau des tests, le critŁre de dØcision se fonde sur la probabilitØ que
la statistique considØrØe suive une loi de probabilitØ prØcise. Mais cette rŁgle n’est vraie que lorsque la
taille de l’Øchantillon tend vers l’in￿ni : les tailles considØrØes en pratique sont-elles, au sens de ces tests,
proches de l’in￿ni?
Un premier chapitre prØsente des rØsultats empiriques qui mettent en exergue le fait qu’en pratique
l’e￿et d’estimation n’est pas sans consØquence. Les deux chapitres suivants traitent de l’e￿et de l’estima-
tion au niveau de la VaR et au niveau des tests : la correction de la VaR est bien plus dØlicate que la
correction d’un test.
L’objectif ￿nal est d’avoir un Øtat des lieux de l’e￿et d’estimation, de di￿Ørents mØthodes de correction
ainsi que des compromis que l’on doit mener en pratique.















































































La notion de risque recouvre une grande variØtØ de phØnomŁnes si on songe aux sources de risque. La
thØorie ￿nanciŁre a donc cherchØ ￿ quali￿er les risques en fonction de leurs sources. Le risque de modŁle
renvoie ￿ la notion d’une trop grande distance entre le modŁle choisi et la rØalitØ. Ce risque est ￿ complØter
par l’e￿et d’estimation -que certains auteurs appellent risque de paramŁtres- : mŒme si le modŁle choisi
est correct, l’e￿et d’estimation peut fausser les prØvisions.
Une premiŁre section prØsente des rØsultats empiriques qui montrent que l’e￿et d’estimation joue de
maniŁre notable sur les rØsultats des procØdures de backtesting. Les sections suivantes analysent ces
rØsultats selon plusieurs axes a￿n d’en dØduire le maximum d’ØlØments.
3.1 RØsultats
Les rØsultats de cette section sont issus de l’expØrience n ￿ 2 (p81).
Le principe est de gØnØrer 50 000 trajectoires d’un processus GARCH(1,1) :
8
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"t = tt
2





"0 = 0 = 0
(3.1)
Pour chaque trajectoire, on considŁre que les log-rendements de la fonction de pertes et pro￿ts de
la banque suivent cette trajectoire. Une partie de l’Øchantillon est utilisØe pour estimer les valeurs des
paramŁtres (fenŒtre d’estimation) tandis que la partie restante est utilisØe pour mener les procŁdures de
backtesting (fenŒtre de backtesting). Pour chaque test, on calcule deux statistiques : une ￿ partir des
paramŁtres estimØs ( ^ ) et une ￿ partir de paramŁtres de la gØnØration ( 0 = (0:0001;0:08;0:8)). Ces deux
statistiques sont comparØes au seuil de la loi asymptotique sous l’hypothŁse nulle : le seuil de con￿ance
nominal est ￿xØ ￿ 1%.
3.2 PrØsentation des rØsultats sur les niveaux
Les tableaux suivants ￿ ￿g.1 p44, ￿g.2 p44 et ￿g.3 p45 ￿ prØsentent les niveaux empiriques de rejets 1
pour une fenŒtre d’estimation respectivement de 250, 500 et 1000 dates.
Chaque tableau se compose de deux parties : sur le gauche sont prØsents les rØsultats pour une fe-
nŒtre de backtesting de 250 dates tandis que sur la droite sont prØsents les rØsultats pour une fenŒtre de
backtesting de 500 dates.
Pour chaque test (Kupiec, Markov, DurØe, Portmanteau d’horizon 5, Portmanteau d’horizon 10), les
trois lignes associØes correspondent au niveau de rejet constatØ avec le modŁle estimØ (ligne ^ ), au niveau
de rejet constatØ avec le modŁle thØorique (ligne 0) et au niveau nominal ￿xØ ￿ 1%.
Les colonnes correspondent aux types d’hypothŁses testØes : ￿ UC ￿pour la couverture incondition-
nelle, ￿ IND ￿pour l’indØpendance et ￿ CC ￿pour la couverture conditionnelle.
1. Un niveau empirique de rejet est la proportion de statistiques dØpassant la valeur seuil ￿xØ par le choix du niveau;
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Estimation d’un GARCH(1,1) N de paramŁtres (10 4;0:08;0:8) sur 250 dates
Seuil nominal des tests ￿xØ ￿ 1 %
Backtesting sur 250 dates Backtesting sur 500 dates
HypothŁses UC IND CC UC IND CC
Kupiec ^  6.01% 8.71%
0 1.45% 1.28%
Markov ^  3.14% 1.26% 2.44% 6.64% 1.58% 4.87%
0 0.44% 1.08% 1.16% 1.15% 0.96% 1.71%
DurØe ^  10.22% 6.84% 23.54% 8.51% 4.22% 16.78%
0 3.33% 4.12% 8.28% 1.40% 2.19% 3.84%
PM-5 ^  6.91% 9.85%
0 5.21% 7.74%
PM-10 ^  10.90% 12.27%
0 4.19% 4.05%
Figure 1 ￿ Tableau des niveaux empiriques de rejets - Estimation sur 250 dates
Idem Fig. 1 p44 sauf estimation sur 500 dates
HypothŁses UC IND CC UC IND CC
Kupiec ^  3.26% 4.47%
0 1.40% 1.37%
Markov ^  1.47% 1.11% 1.56% 3.36% 1.18% 2.81%
0 0.45% 1.01% 1.06% 1.16% 0.95% 1.69%
DurØe ^  6.46% 7.50% 19.49% 4.39% 4.49% 12.33%
0 3.31% 3.81% 8.56% 1.46% 2.12% 3.69%
PM-5 ^  5.68% 9.01%
0 5.26% 7.98%
PM-10 ^  9.87% 11.15%
0 4.20% 4.14%
Figure 2 ￿ Tableau des niveaux empiriques de rejets - Estimation sur 500 dates
3.3 Analyse gØnØrale des niveaux
Si on compare les lignes ^  et 0, on constate que l’e￿et de paramŁtre est en gØnØral sensible (rapport
de l’ordre de l’unitØ) mais que sauf exception il joue toujours dans le sens de l’excŁs : l’e￿et de paramŁtre
pousse ￿ une prudence exagØrØe. Le test de Kupiec semble Œtre le plus sensible ￿ l’e￿et de paramŁtres.
La qualitØ des tests est trŁs variable (comparaison de la ligne ^  et du nominal) : le test de Markov est
proche du nominal tandis que les tests fondØs sur des grandeurs intermØdiaires (durØes et Portmanteau)
en sont ØloignØs.
3.4 Analyse par taille de la fenŒtre d’estimation des niveaux
Il s’agit d’analyser tableau par tableau l’Øvolution des niveaux de rejets lorsque la taille de la fenŒtre
de backtesting passe de 250 dates ￿ 500 dates. On se concentre sur les lignes ^ .
Lorsque la fenŒtre d’estimation est de 250 dates (￿g.1 p44) ou de 500 dates (￿g.2 p44) l’augmentation de
la taille de la fenŒtre de backtesting dØgrade en gØnØral les niveaux exceptØ pour le test des durØes.
Lorsque l’estimation est e￿ectuØe sur 1000 dates, les niveaux obtenus avec un backtesting sur 250 et sur
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Idem Fig. 1 p44 sauf estimation sur 1000 dates
HypothŁses UC IND CC UC IND CC
Kupiec ^  2.23% 2.65%
0 1.39% 1.39%
1.00% 1.00%
Markov ^  0.78% 1.00% 1.18% 1.98% 0.97% 2.10%
0 0.39% 0.95% 1.06% 1.23% 0.92% 1.74%
1.00% 1.00% 1.00% 1.00% 1.00% 1.00%
DurØe ^  4.60% 7.54% 18.37% 2.59% 4.89% 10.64%
0 3.21 % 3.87% 7.99% 2.48% 2.08% 3.71%
1.00% 1.00% 1.00% 1.00% 1.00% 1.00%
PM-5 ^  5.71% 8.46%
0 5.32% 7.95%
1.00% 1.00%
PM-10 ^  9.54% 10.57%
0 4.26% 4.15%
1.00% 1.00%
Figure 3 ￿ Tableau des niveaux empiriques de rejets - Estimation sur 1000 dates
3.5 Analyse par hypothŁse des niveaux
De maniŁre gØnØrale, l’augmentation de la taille de la fenŒtre d’estimation diminue l’e￿et de para-
mŁtre : le niveau empirique (lignes ^ ) se rapproche du niveau nominal (1.00%).
L’hypothŁse de couverture inconditionnelle (￿ UC ￿) voit ses niveaux empiriques baisser d’environ
50% lorsque l’on passe d’une estimation sur 250 dates ￿ une estimation sur 500 dates et d’une estimation
sur 500 dates ￿ une estimation sur 1000 dates.
Les hypothŁses d’indØpendance (￿ IND ￿) et de couverture conditionnelle (￿ CC ￿) ont un comporte-
ment moins monotone. Les variations sont de l’ordre de 10 ￿ 20 % mais mŒme si la tendance gØnØrale est
￿ l’amØlioration, certains tests voient leurs niveaux lØgŁrement augmenter.
3.6 Conclusion
Les principaux rØsultats de cette Øtude sont :
 L’e￿et de paramŁtre est sensible pour des tailles d’Øchantillons utilisØs en pratique.
 Les tests, hypothŁses et statistiques, n’ont pas tous le mŒme comportement vis-￿-vis de cet e￿et.
 L’e￿et de paramŁtre diminue en gØnØral avec l’augmentation de la taille des Øchantillons.














































































Correction de la VaR
4.1 Comment estimer la VaR?
La VaR se dØ￿nit comme le quantile des pertes conditionnelles ￿ l’information disponible :
P

Pt   Pt 1 <  V aRtjt 1()jFt 1

= 
Pour l’estimer, il est nØcessaire de choisir un degrØ de formalisation.
Une approche avec un minimum de formalisation est dite du type non-paramŁtrique : on ne suppose
aucune forme sur les lois suivies par les variables alØatoires. A l’opposØ, on peut spØci￿er avec prØci-
sion les lois suivies ainsi que leurs paramŁtres; on parle alors d’approche paramØtrique. La mØthode
non-paramŁtrique la plus usitØe est la simulation dite historique qui consiste ￿ approcher la VaR par le
-quantile de la distribution empirique des pertes passØes.
Si l’approche paramØtrique permet d’obtenir des rØsultats intØressants, elle expose le ￿anc ￿ l’estima-
tion des paramŁtres.
Chaque mØthode donnera une estimation di￿Ørente de la VaR. Il y a un compromis entre la contrainte
des hypothŁses et la qualitØ de la VaR prØdite.
4.2 MØthode semi-paramØtrique
Dans cette mØthode, on rel￿che les hypothŁses du modŁle utilisØ pour l’Øvolution des log-rendements.
On ne spØci￿e plus la loi suivie par les innovations :
8
> > > > <
> > > > :
"t = tt
2





"0 = 0 = 0
(4.1)
On commence par estimer son modŁle sur n dates : on obtient les valeurs ^ n = (^ !n; ^ n; ^ n). Ces valeurs
permettent de construire une suite (~ t)t ￿ partir des observations "t.





Cette distribution empirique permet de dØterminer le quantile d’ordre  des innovations ()t : ^  1()
(en toute rigueur, on devrait noter \  1()). On obtient alors une formule approchØe de la VaR :
[ V aR
(2)
tjt 1() = Pt 1(1   e~ t^ 
 1()) (4.3)
4.3 MØthode paramØtrique : cas gØnØral
Un mØthode sera dite paramØtrique lorsqu’elle fait intervenir une modØlisation jouant sur des pa-
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gØnØral : la composante ￿ paramŁtre ￿ n’est prØsente que de maniŁre formelle sous le symbole .
Cela permet d’obtenir une expression de la V aR corrigØe de l’e￿et d’estimation dans le cas gØnØral.
4.3.1 ModŁle
On considŁre un modŁle gØnØral oø les rendements ( "t) sont fonction des rendements passØs (syn-







￿ t 1 et  ￿xØ, g dØ￿nit une relation croissante bijective de t vers "t
(4.4)
On introduit les notations suivantes qui dØcoulent naturellement de la formalisation choisie :
(
 la fonction de repartition de la loi L
a("t 1;0;:) la fonction rØciproque de g sur la troisiŁme composante
(4.5)
4.3.2 VaR thØorique
On considŁre la VaR d’horizon 1 jour de niveau de con￿ance . Dans notre cas gØnØral, on peut
dØmontrer :
Proposition 4.1 (VaR thØorique dans le cas d’un modŁle paramŁtrique) .
P

"t < V aR

=  , V aR = g("t 1;0; 1()) (4.6)
 DØmonstration p93
4.3.3 VaR estimØe
Si l’on se place du point de vue d’un praticien, les alØas sont inobservables. On peut estimer le modŁle
sur des donnØes pour reconstruire la sØrie des alØas, que l’on note (~ t)t. L’e￿et d’estimation joue au sens
oø ces alØas construits ne sont pas les alØas rØels : la di￿Ørence introduite va engendrer une altØration
de la distribution anticipØe des pertes. Il faut donc prendre en compte dans le calcul de la VaR cette
altØration. On peut donc considØrer une nouvelle grandeur, notØe ] V aR, qu’on appellera VaR corrigØe du
biais d’estimation.
Cette VaR vØri￿e la propriØtØ suivante :
P

~ t < a("t 1; ^ n; ] V aR)

=  (4.7)
Le problŁme est donc de dØterminer le  quantile de la variable alØatoire ~ t. Le principe de la mØthode
utilisØe est que la convergence de ^ thetan vers  permet de voir ~ t comme la somme de t - l’alØa rØel- et
un terme d’approximation qui tend vers 0. Formellement, cela s’Øcrit :
t = a("t 1;0;"t)
~ t = a("t 1; ^ n;"t)















La VaR apparait alors comme le quantile de la somme de deux variables alØatoires dont l’une tend en
probabilitØ vers 0. Cette formulation permet d’appliquer le lemme de Rau-Bredow ([4]) qui prolonge le
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Proposition 4.2 (Lemme de Rau-Bredow [4]). Soient X et Y deux variables alØatoires rØelles indØpen-
dantes.
8
> > > > > > > > > <
> > > > > > > > > :











(h;) = E(Y jX + hY = Q(h;))
et
@2Q
@h2 (;) =  












 c.f. A.11 p96
La premiŁre partie de ce lemme est un dØveloppement limitØ d’un quantile. La partie intØressante est
l’expression de ces termes qui ont l’avantage de se simpli￿er en h = 0.
Ce lemme permet d’obtenir l’expression de la V aR corrigØe du biais d’estimation :
Proposition 4.3 (V aR corrigØe du biais d’estimation).
] V aR = g








































4.4 ModŁle paramŁtrique : cas d’un GARCH(1,1) N(0;1)
La partie prØcØdente aboutit ￿ une formulation gØnØrale de la VaR corrigØe de l’e￿et d’estimation.
Cette partie complŁte l’approche thØorique par l’application au cas d’un GARCH(1,1)  N(0;1).
4.4.1 Expression gØnØrale
Pour l’instant, on va rØduire la portØe gØnØrale du modŁle en considØrant un modŁle de type GARCH :
l’alØa n’intervient que de maniŁre multiplicative (il y a en quelque sorte sØparabilitØ d’une variable).




iid  L avec L d’espØrance nulle
(4.12)
Ces hypothŁses permet d’exprimer les di￿Ørents termes intervenant dans l’expression de la VaR corrigØe
de l’e￿et d’estimation :
Proposition 4.4 (VaR corrigØe de l’e￿et d’estimation dans le cas d’un modŁle de type GARCH) .






















































0Correction du biais d’estimation CHAPITRE 4. CORRECTION DE LA VAR
4.4.2 Estimateur de la VaR corrigØe
La formule prØcØdente n’est pas applicable en pratique pour deux raisons. PremiŁrement, elle fait
intervenir des grandeurs en 0 qui est inconnu. DeuxiŁmement, la matrice 
 qui traduit la variabilitØ de
la mØthode d’estimation de 0 par ^ n est aussi inconnue.
Pour le premier problŁme, la solution la plus simple ￿ mettre en place pour un praticien consiste ￿
considØrer les valeurs en ^ n c’est-￿-dire avec la meilleure approximation des paramŁtres dont il dispose.
Il s’agit e￿ectivement d’estimer l’erreur que l’on fait en estimant : Øvidemment, si on estime mal le terme
correctif, il se peut que corriger le biais d’estimation soit moins performant que de nØgliger ce biais. Ce
point sera abordØ dans la partie suivante.
Concernant le second problŁme, il se rØsout en deux Øtapes. Tout d’abord la forme asymptotique de 

est dØterminØe par la mØthode d’estimation. Dans le cas usuel, ie par maximisation de la vraisemblance,
cette forme asymptotique peut Œtre estimØe. Ici aussi, on estime la correction du biais d’estimation.
Le choix d’une estimation par maximisation de la vraisemblance et d’une loi pour les rØsidus -ici une
gaussienne centrØe rØduite- permet d’obtenir une estimation de la VaR corrigØe du biais d’estimation, que
l’on note [ ] V aR :
Proposition 4.5 (Estimateur de la VaR corrigØe du biais d’estimation) .












(^ n)  (2    1()2)

(4.14)
Avec comme estimateur de 
 la statistique suivante :
8
> > > > > > <
> > > > > > :
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4.5 Comparaison des di￿Ørentes VaR
Cette partie a pour objectif de comparer les di￿Ørentes maniŁres de corriger le biais d’estimation.
Pour cela, on a calculØ les di￿Ørentes VaR sur un modŁle parfaitement connu.
4.5.1 ModŁle sous-jacent
Le modŁle qui nous a servi ￿ gØnØrer les trajectoires est le modŁle qui sert de ￿l directeur ￿ cette
Øtude. Ainsi, les log-rendements suivent le processus GARCH(1,1) suivant :
8
> > > > > > <
> > > > > > :









0 = 0 = 0
(4.16)
4.5.2 ProcØdure
Une trajectoire correspond ￿ la rØalisation des variables alØatoires pour t 2 J1;TK. Cette plage est
dØcoupØe en deux : sur J1;nK on mŁne une estimation des paramŁtres du modŁles GARCH tandis que la
VaR est prØdite sur la plage Jn + 1;TK (plage de backtesting).
On calcule les 4 VaR suivantes :
 V aR : Il s’agit de la VaR thØorique :
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 [ V aR
(1)
: Il s’agit d’une estimation de la VaR oø on remplace t par sa valeur estimØ ~ t.
[ V aR
(1)
() = Pt 1(1   e~ t
 1()) (4.18)
 [ V aR
(2)
: Il s’agit de la VaR dØterminØe par l’approche semi-paramØtrique c’est-￿-dire oø aucune
hypothŁse n’est faite sur la loi des rØsidus empiriques.
[ V aR
(2)
= Pt 1(1   e~ t^ 
 1()) (4.19)
 [ ] V aR : Il s’agit de la VaR oø l’on estime la correction ￿ apporter du fait de l’estimation par un
dØveloppement du quantiles.
[ ] V aR
(1)







On a e￿ectuØ 10 000 simulations. Pour chaque simulations, on a calculØ les di￿Ørente VaR. On a
ensuite fait la moyenne temporelle des Øcarts relatifs ￿ la VaR thØoriques. Le tableau suivant (￿g.1 p51)
prØsente les grandeurs suivantes :











 [ V aR
(1)


















 [ V aR
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] [ V aR
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fenŒtre fenŒtre de Ecarts moyens
d’estimation backtesting
n T   n (1) (2) (3)
250 250 0.066 789 390 0.187 351 315 0.066 785 930
250 500 0.065 068 220 0.251 964 952 0.065 067 759
500 250 0.051 389 779 0.107 725 268 0.051 538 528
500 500 0.048 667 383 0.115 717 731 0.048 667 896
Figure 1 ￿ Ecarts relatifs des VaR - 10000 dates
PremiŁrement, la mØthode semi-paramØtrique est peu e￿cace. L’Øcart par rapport ￿ la VaR thØorique
est de l’ordre de 10%. NØanmoins, on peut supposer que par sa construction elle est plus robuste en cas
de mauvaise spØci￿cation du modŁle.
DeuxiŁmement, l’Øcart entre les Øcarts relatifs de la VaR usuelle et de la VaR corrigØe de l’e￿et d’estimation
est trŁs faible : sur un Øcart ￿ la VaR thØorique de l’ordre de 5%, seule la 6Łme dØcimale varie. Le sens
de variation est celui d’une amØlioration car la VaR corrigØe a tendance ￿ Œtre plus proche de la VaR
thØorique mais l’e￿et est insensible.
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4.6 Conclusion sur la correction de la VaR
La correction de l’e￿et d’estimation de la VaR correspond ￿ la comprØhension des fondements thØo-
riques de la mesure de risque. Cela o￿re une application originale des travaux sur la granularitØ des
portefeuilles dont est issu le principal rØsultat (Lemme de Rau-Bredow [4]). NØanmoins, d’un point de
vue pratique les rØsultats ne sont guŁre intØressants : la correction est tellement minime qu’il est di￿cile
de savoir si les Øcarts ne sont pas dus aux alØas des expØriences.
Le seul avantage est qu’on peut malgrØ tout estimer que cette mØthode fournit une meilleure estimation
de la VaR. Comme elle a tendance ￿ Œtre plus petite que la VaR usuelle, les provisions obligatoires qui en
dØcoulent sont plus faibles. L’Øcart peut sembler nØgligeable mais multipliØ par le bilan d’une institution










































Cette partie (￿lØments thØoriques) se fonde sur l’article Estimation Risk E￿ects on Backtesting For
Parametric Value-at-Risk Models ([21]) de Juan-Carlos Escanciano et Jose Olmo, paru en 2007 au Center
for Applied Economics and Policiy Research de l’UniversitØ de l’Indiana (￿tats-Unis d’AmØrique).
Cet article se concentre sur une statistique apparentØe ￿ celle de Kupiec. Les auteurs analysent le
comportement de cette statistique ￿ distance ￿nie et mŁnent une analyse de l’e￿et d’estimation. On peut
distinguer trois rØsultats dans la partie thØorique de l’article : la dØcomposition risque de paramŁtre-risque
de modŁle, la correction de la variance pour un test de l’hypothŁse de couverture inconditionnelle et un
rØsultat sur un test de l’hypothŁse d’indØpendance.
5.1.1 DØcomposition de la statistique
Prise en compte des paramŁtres
Dans cette partie, on ne considŁre que la VaR ￿ 1 jour. Une fois un modŁle paramØtrique arrŒtØ, son
calcul dØpend de la valeur des paramŁtres; ainsi on note :
 V aRt;(0) : la VaR de niveau  calculØe pour la date t avec les valeurs idØales des paramŁtres ( 0).
 V aRt;(n) : la VaR de niveau  calculØe pour la date t avec les valeurs estimØes des paramŁtres
sur la fenŒtre J1;nK (n).
On dØ￿nit alors les indicatrices de dØpassement associØes :
(
It;(0) := 1PnLt< V aRt;(0)
It;(n) := 1PnLt< V aRt;(n)
(5.1)
Statistique







(It;(n)   ) (5.2)
On remarquera que dans cette approche il n’y a pas de distinction entre une fenŒtre d’estimation des
paramŁtres et une fenŒtre de backtesting.
On complŁte les notations en introduisant la fonction de rØpartition des pertes conditionnelles :
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DØcomposition
Sous certaines hypothŁses, vØri￿Øes pour les modŁles usuels, les auteurs Øtablissent la formule suivante :
8
> > > > > > > > > > > > > > > > > > <








It;(0)   Ft 1(V aRt;(0))

+ EP + RM + oP(1)
EP =
p




















Cette dØcomposition fait clairement appara￿tre la grandeur cible (premier terme), l’e￿et de paramŁtre
(terme EP) qui tend vers 0 lorsque n tend vers l’in￿ni puisque 0 est la limite de ^ n et le risque de modŁle
qui traduit un mauvaise spØci￿cation.
Les auteurs remarquent que le risque de modŁle est plus important qu’il n’y para￿t parce que il s’agit
d’une somme de variable alØatoire et non de leurs espØrances.
5.1.2 Couverture inconditionnelle
L’hypothŁse de couverture inconditionnelle s’Øcrit :
H0;uc : ￿ E(It;(0)) =  ￿ (5.5)
J.-C. Escanciano et J. Olmo dØmontrent la convergence suivante :
8
> > > > > > <








It;(^ n)   

H0;uc   N(0;&2
c)
&2
c = (1   )
| {z }
variance usuelle




Les termes A, V et  nØcessitent d’Œtre explicitØs. Pour cela, on doit exprimer le fait que les estima-
tions (n)n suivent asymptotiquement une expansion de Bahadur (c’est une des hypothŁse de travail des
auteurs) :
p






`(PnLt;Ft 1;0) + oP(1) (5.7)
On peut alors exprimer A, V et  ainsi :
8
> > > > > > > > > <


























































0CHAPITRE 5. VARIANCE ASYMPTOTIQUE Correction du biais d’estimation
5.1.3 IndØpendance
Le derniŁre rØsultat thØorique majeur de l’article porte sur un test de l’indØpendance. Les auteurs
proposent dans une approche de type Portmanteau de tester la nullitØ des coe￿cients d’auto-corrØlation.






(It;(^ n)   )(It j;(^ n)   ) (5.9)
On remarquera que par rapport au test de Portemanteau prØsentØ prØcØdemment, ces coe￿cients prØ-
supposent que l’espØrance de It;(^ n) est .








n’est pas soumis ￿ un e￿et de paramŁtre.








It;(^ n)It j;(^ n)   2 (5.11)
pour que ce rØsultat ne soit plus valable
5.2 Correction de la variance
Cette section renvoie ￿ l’expØrience n ￿ 3 (p84).
5.2.1 Mise-en-oeuvre de la correction de la variance
DØmarche thØorique
Le principal point est d’avoir des estimateurs des grandeurs A, V et  nØcessaires au calcul de la
variance corrigØe.
Dans le cas d’un modŁle GARCH estimØ par maximisation de la vraisemblance, on peut Øtablir la formule
suivante : 8
> > > > <
> > > > :
p
n(n   0)

















Puisque V = (   1)J 1, on peut donc construire un estimateur de V en combinant des estimateurs
de  et de J.
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Les calculs aboutissent ￿ :
8
> > > > > > > > > > > > > > > > > > > > > > > > > > > > <

























































































0 = 0 ~ 2
t = ^ !n + ^ n"2
t 1 + ^ n~ 2
t 1
(5.13)
On a alors un estimateur de la variance corrigØe de la statistique de Kupiec :
b &2
c = (1   ) + 2 ^ An^ n + ^ A0
n ^ Vn ^ An (5.14)
DØmarche algorithmique
1. Choix de !,  et 
2. Choix de n et de T (n < T)
3. GØnØration de 2
t et "t pour t 2 J1;TJ
4. Estimation des paramŁtres ^ !n, ^ n et ^ n pour sur la plage J1;nK
5. DØclarer vecteur ~ 2
6. ~ 2(1)   0
7. DØclarer vecter V aR
8. V aR(1)   0
9. pour i allant de 2 ￿ T, faire
10. ~ 2(i)   ^ !n + ^ n"(i   1)2 + ^ n~ 2(i   1)




13. Calcul de l’indicatrice I(t) pour t 2 Jn + 1;TK
14. DØclarer  rØel
15. kappa   0
16. pour i allant de 2 ￿ n, faire




19.    =(n   1)
20. DØclarer der_omega, der_alpha et der_beta vecteurs rØels initialisØs ￿ 0
21. pour i allant de 2 ￿ n, faire
22. der_omega(i) = 1 + ^ n  der_omega(i   1)
23. der_alpha(i) = "(i   1)2 + ^ n  der_alpha(i   1)
24. der_beta(i) = ~ 2(i   1) + ^ n  der_beta(i   1)
25. ￿n pour
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27. der_alpha(1)   moyenne(der_alpha)
28. der_beta(1)   moyenne(der_beta)
29. pour i allant de 2 ￿ n, faire
30. der_omega(i) = 1 + ^ n  der_omega(i   1)
31. der_alpha(i) = "(i   1)2 + ^ n  der_alpha(i   1)
32. der_beta(i) = ~ 2(i   1) + ^ n  der_beta(i   1)
33. ￿n pour
34. DØclarer l matrice rØelle 3 lignes sur n colonnes initialisØe ￿ 0
35. pour i allant de 2 ￿ n, faire
36. l(:;i)   (1=~ 2(i))  [der_omega(i)der_alpha(i)der_beta(i)]
0
37. ￿n pour
38. DØclarer J matrice rØelle 3  3 initialisØe ￿ 0
39. pour i allant de 2 ￿ n, faire
40. J   J + l(:;i)  l(:;i)0
41. ￿n pour
42. DØclarer J_inv
43. J_inv   inverse(J)  (n   1)
44. DØclarer  vecteur rØel de taille 3 initialisØ ￿ 0
45. pour i allant de 2 ￿ n, faire
46.     + (I(i)   )  J_inv  l(:;i)
47. ￿n pour
48.    =(n   1)
49. DØclarer A vecteur rØel de taille 3 initialisØ ￿ 0
50. DØclarer facteur_commun
51. facteur_commun    1()  exp(  1()2)=(2
p
2)
52. pour i allant de 2 ￿ n, faire
53. A   A + facteur_commun  l(:;i)
54. ￿n pour
55. A   A=(n   1)
56. DØclarer variance_corrigee rØel
57. variance_corrigee   (1   ) + 2A0 + A0(   1)V A
5.2.2 RØsultats sur la variance en fonction des paramŁtres
Les ØlØments thØoriques montrent que &2
c ne dØpend que des valeurs des paramŁtres du modŁles.
Malheureusement, il n’existe pas d’expression calculable des termes de la correction. Au demeurant, on
peut utiliser les estimateurs avec les valeurs correctes des paramŁtres (sans estimation) sur une trŁs grande
plage.
Les ØlØments fournissent pour quelques valeurs de paramŁtres une estimation de la variance corrigØe du
test de Kupiec que l’on note e &2
c. Chaque estimation a ØtØ menØe sur une plage de 1 000 000 dates
5.2.3 RØsultats sur la variance en fonction de la taille de l’Øchantillon
Le tableau suivant (￿g.2 p58) prØsente les diverses variances en fonction de la taille de la fenŒtre d’es-
timation et de la taille de la fenŒtre de backtesting (premiŁre et deuxiŁme colonne). La troisiŁme colonne
indique la variance nominale ((1   )), ie celle qui est spontanØment utilisØe. La quatriŁme colonne
renseigne la variance thØorique estimØe ( e &2
c) calculØe selon la mØthode de la sous- section prØcØdente. Sur
la cinquiŁme colonne, on peut lire la variance constatØe de la distribution des statistiques de Kupiec sur
l’ensemble des simulations (V(z(i))). La sixiŁme colonne prØsente la variance corrigØe moyenne ( b &2
c)
Le rØsultat est trŁs net : en dessous de 750 dates pour la fenŒtre d’estimation, la variance estimØe thØo-
rique est largement ØloignØe de la variance constatØe. Les rØsultats sur les niveaux ne sont pas prØsentØs
dans la mesure oø ils sont trŁs similaires entre eux et trŁs mauvais malgrØ la correction.
Au demeurant, l’estimation de la variance corrigØe ( b &2
c) est tout-￿-fait correcte comme le montre le faible
Øcart entre la colonne b &2
c et la colonne e &2
c.






































0Correction du biais d’estimation CHAPITRE 5. VARIANCE ASYMPTOTIQUE
!    +  e &2
c
0.0001 0.08 0. 0.08 0.009 908 734
0.0001 0.08 0.8 0.88 0.009 908 644
0.0001 0.1 0.8 0.90 0.009 908 242
0.0001 0.05 0.9 0.95 0.009 908 612
0.0000011 0.0754 0.9181 0.9935 0.009 908 971
0.0001 0.1 0.9 1.00 0.009 910 026
Figure 1 ￿ Variances du test de Kupiec en fonction de la taille de l’Øchantillon
Correction du test de Kupiec pour GARCH(1,1)  N de paramŁtres (10 4;0:08;0:8)
10 000 simulations
fenŒtre fenŒtre de Variance Variance thØorique Variance constatØe Variance corrigØe
d’estimation backtesting nominale estimØe estimØe
n T-n (1   ) e &2
c V(z(i)) b &2
c
250 250 0.009 900 0.009 908 0.027 669 0.009 947
250 500 0.009 900 0.009 908 0.048 269 0.009 949
500 250 0.009 900 0.009 908 0.031 315 0.009 945
500 500 0.009 900 0.009 908 0.021 343 0.009 946
750 250 0.009 900 0.009 908 0.011 883 0.009 951
Figure 2 ￿ Variances du test de Kupiec en fonction de la taille de l’Øchantillon
5.3 Elimination du caractŁre ￿ ￿ distance ￿nie ￿
Les rØsultats prØcØdents aboutissent ￿ un double constat : pour chaque trajectoire, l’estimation de la
variance corrigØe est convenable mais au global la variance constatØe est ØloignØe de la variance corrigØe
asymptotique. Cette ambivalence s’explique par le fait que la variance corrigØe asymptotique ne repose
pas sur la construction des statistiques de Kupiec et est donc insensible ￿ la faible taille de la fenŒtre de
backtesting.
L’e￿et d’estimation concerne uniquement le fait que la fenŒtre d’estimation est rØduite mais le caractŁre
asymptotique de la convergence des statistiques de Kupiec persiste. A￿n de vØri￿er que c’est la faible
taille de la fenŒtre de backtesting qui dilue nettement la correction apportØe on a menØ l’expØrience en
autorisant une trŁs grande plage de backtesting. Cela ne rend pas compte d’une situation pratique mais
vise ￿ identi￿er l’origine de la piŁtre qualitØ de la procØdure.
5.4 Conclusion : risque de paramŁtre
La correction du test de Kupiec proposØe par Escanciano et Olmo ([21]) n’est pas pertinente pour un
modŁle de type GARCH(1,1) avec des tailles d’Øchantillon envisageables en pratique.
PremiŁrement, on notera que l’illustration donnØe dans l’article proposØ n’est pas un modŁle GARCH(1,1).
Ensuite, la correction apportØe ne concerne que l’e￿et d’estimation, ie la faible taille de la fenŒtre d’es-
timation, mais ne corrige en rien le fait que la fenŒtre de backtesting est elle-mŒme trŁs rØduite. Cela









































Cette partie a traitØ deux consØquences problØmatiques disjointes de l’e￿et d’estimation : d’une part
la prØdiction de la VaR et d’autre par la variance asymptotique du test de Kupiec.
Concernant la prØdiction de la VaR, l’analyse mise en oeuvre est progressive de maniŁre ￿ ce que
chaque consØquence du choix d’un modŁle GARCH(1,1) ￿ alØas gaussiens soit clairement identi￿Øe. D’un
point de vue thØorique, la correction de la VaR est un dØveloppement limitØ dont les facteurs ont l’avan-
tage d’avoir une expression simple dans le cas de la VaR. NØanmoins, la mise en oeuvre sur machine
n’a pas ØtØ concluante. On aurait espØrØ que la proportion de dØpassement se rapproche sensiblement du
seuil de con￿ance. Aucun bØnØ￿ce au niveau du backtesting n’est ￿ attendre : seul la volontØ d’un calcul
￿ au plus juste ￿ peut justi￿er l’implementation de cette formule.
La correction de la variance asymptotique du test de Kupiec est une application des ØlØments dØvelop-
pØs par Escanciano et Olmo ([21]) avec un modŁle sous-jacent di￿Ørent. Les rØsultats sont trŁs di￿Ørents
de ces auteurs puisqu’aucune amØlioration n’est perceptible. NØanmoins, il appara￿t que le caractŁre ￿
distance ￿nie est peut-Œtre diluØe dans l’approche de ces auteurs. Dans leurs article, ils proposent d’utiliser
la mŒme plage de donnØes pour l’estimation et pour le backtesting. Ce choix ne correspond ￿ aucun cas
pratique des procØdures de backtesting dans les institutions ￿nanciŁres. Dans ce mØmoire de recherche, on
a prØfØrØ dØcoupler la pØriode d’estimation de la pØriode de backtesting, cela augmente peut-Œtre l’e￿et



























































































































































0Correction du biais d’estimation
La problØmatique de ce mØmoire de recherche Øtait de dØterminer l’in￿uence de l’e￿et d’estimation.
Cet objectif a permis d’analyser les di￿Ørentes procØdures de backtesting et de dØgager quelques points
importants.
PremiŁrement, mŒme si cela ne rØpond pas directement ￿ la problØmatique, ce mØmoire dØtaille avec
prØcision les tests usuels de backtesting. Si chacun cherche ￿ tester la validitØ de la VaR, il est intØres-
sant de constater que les hypothŁses nulles et/ou alternatives sont en rØalitØs des cas spØci￿ques et trŁs
disparates mŒme pour des tests portant sur le mŒme objet (indØpendance,...).
DeuxiŁmement, la VaR estimØe a une tendance conservatrice dans la mesure oø elle est plus prudente
que la VaR rØelle. Ce dØcalage persiste au niveau des procØdures de backtesting. De maniŁre gØnØrale, les
procØdures ont tendance ￿ Œtre bien trop strictes. L’e￿et d’estimation joue donc grandement.
TroisiŁmement, l’in￿uence de l’e￿et d’estimation Øtant Øtablie, on a proposØ deux pistes de correc-
tion. Ces deux pistes sont indØpendantes et concernent d’une part une meilleure estimation de la VaR et
d’autre part une meilleure qualitØ au niveau du backtesting. Chaque piste possŁde une cadre thØorique
propre mais repose au fond sur une dØcomposition additive : la valeur calculØe n’est que la somme de la
￿ vraie ￿ valeur et d’un terme parasite dont on conna￿t le comportement (il tend vers 0 lorsque la taille de
l’Øchantillon d’estimation tend vers l’in￿ni). Il faut noter que la connaissance de ce comportement est du ￿
des rØsultats sur la convergence de mØthodes d’estimation par maximisation de la vraisemblance. MalgrØ
des qualitØs thØoriques, ces corrections ont en pratique ØtØ ine￿caces : pour des situations similaires ￿
celles observØes en pratique dans les banques, le gain est minime, voire nul.
Pour prolonger cette Øtude, on pourrait essayer de neutraliser l’e￿et ￿ ￿ distance ￿ni ￿ en augmentant
arti￿ciellement la fenŒtre de backtesting. Certes on s’Øcarterait d’un cas similaire aux cas pratiques mais
cela permettrait de dØterminer l’origine de la piŁtre performance de ces amØliorations.
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A.1 ExpØrience 1 : Convergence de la mØthode d’estimation
Objectif : estimer la vitesse de convergence d’estimation des paramŁtres d’un modŁle d’actif
A.1.1 DØmarche
On souhaite ici analyse la vitesse de convergence d’estimateurs. MŒme si cela ne rend pas compte
immØdiatement de la qualitØ des modŁles, cela permet d’avoir une idØe de la prØcision empirique pour
des jeux de donnØes utilisØes dans le milieu ￿nancier.
A.1.2 Formalisation
On considŁre un modŁle thØorique parfait suivant : les log-rendements des positions sur les marchØs
￿nanciers d’une banque suivent un processus GARCH(1,1).





La modØlisation s’Øcrit alors :
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t = ! + 2
t + "2
t
! 2 R+  2 R+  2 R+  +  < 1
(A.2)
A.1.3 Mise en oeuvre
1. Choix (arbitraire) de !, , , 0 et "0.
2. Pour i allant de i0 ￿ imax, faire :
(a) Pour j allant de 1 ￿ nb_simulation (Boucle de Monte Carlo), faire :
i. GØnØration de la sØrie "t pour t 2 [1;i]
ii. Estimation des paramŁtres
iii. Ajout de la contribution de cette trajectoire
(b) sauvegarder les valeurs
3. A￿chage de l’Øvolution de ~ !, ~  et ~  en fonction de i. En moyenne et sous forme de boxplot.
A.1.4 Analyse
 L’analyse en moyenne montre clairement une convergence assez rapide. La vitesse de convergence
est plus faible pour le paramŁtre !.
 L’a￿chage sous forme de Box plot 1 permet de remarquer des comportements di￿Ørents.
 Le paramŁtre ! converge de maniŁre correcte car elle concerne la mØdiane, les quartiles centraux
et l’Øtendue.
 Le paramŁtre  converge trŁs bien : la rØduction des quartiles centraux et de l’Øtendue de la
distribution est trŁs claire. Il y e￿ectivement un e￿et de paramŁtre.
 Le paramŁtre  a un comportement dØlicat. Si la mØdiane (et la moyenne) tend ￿ se rapprocher de
la valeur thØorique, en de￿￿ de 200 dates pour l’estimation, la variance (estimØe par les quartiles
centraux) ne se rØduit pas beaucoup. Pour l’Øtendue, il faut attendre 300 dates pour l’estimation
pour voir une rØduction. L’e￿et de paramŁtre est donc assez fort et ￿ peu prŁs persistant pour des
fenŒtres d’estimation modestes (moins de 300 dates).
1. les extrØmitØs du rectangles reprØsentent les frontiŁres des quartiles infØrieur et supØrieur; la ligne en pointillØ l’Øtendue
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A.1.5 Tableaux et graphiques
n ! (10 4)   Simulations
100 3.26 0.113 0.437 10 000
200 2.94 0.100 0.519 10 000
300 2.33 0.094 0.614 10 000
400 1.98 0.091 0.661 10 000
500 1.76 0.088 0.693 10 000
600 1.68 0.087 0.704 10 000
700 1.62 0.086 0.714 10 000
800 1.54 0.086 0.724 10 000
1 1.00 0.080 0.80
Figure 1 ￿ Rapport paramŁtres moyens estimØs sur paramŁtres thØoriques en fonction de la taille de la
fenŒtre d’estimation
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Figure 2 ￿ Boxplot de l’erreur d’estimation de ! en fonction de la taille de la fenŒtre d’estimation (de
50 ￿ 1000 dates)
Figure 3 ￿ Boxplot de l’erreur d’estimation de  en fonction de la taille de la fenŒtre d’estimation (de
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Figure 4 ￿ Boxplot de l’erreur d’estimation de  en fonction de la taille de la fenŒtre d’estimation (de
50 ￿ 1000 dates)
Figure 5 ￿ Boxplot de l’erreur d’estimation de ! en fonction de la taille de la fenŒtre d’estimation (de
1000 ￿ 5000 dates)
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Figure 6 ￿ Boxplot de l’erreur d’estimation de  en fonction de la taille de la fenŒtre d’estimation (de
1000 ￿ 5000 dates)
Figure 7 ￿ Boxplot de l’erreur d’estimation de  en fonction de la taille de la fenŒtre d’estimation (de
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A.2 ExpØrience 2 : Tests usuels
Objectif : estimer l’e￿et de paramŁtre dans les procØdures de backtesting de la VaR
A.2.1 DØmarche
La VaR, comme toute mesure de risque fondØe sur un modŁle paramØtrique, donne une information
qui regroupe trois termes : le risque propre, le risque de modŁle (importance de l’Øcart entre la rØalitØ et
le modŁle) et le risque de paramŁtre (spØci￿cation approximative du modŁle).
Asymptotiquement, le risque de paramŁtre est nul et donc le risque mesurØ devient uniquement le risque
propre et le risque de modŁle. La prØcision de la mesure ne dØpend plus que de la justesse du modŁle.
Pour essayer d’estimer le risque de paramŁtre, on construit une expØrience oø le risque de modŁle est nul,
ie on se donne la dØ￿nition du processus de perte. Il est alors possible d’estimer le risque de paramŁtre
en faisant la di￿Ørence entre le risque estimØ (risque propre, risque de modŁle, risque de paramŁtre) et le
risque de propre.
Ce premier calcul permet de quanti￿er l’in￿uence de la composante "paramŁtres" dans la prØcision de la
mesure de risque.
Dans un second temps, on cherche ￿ estimer cet e￿et "en aval" ie dans les procØdures de backtesting.
Pour cela, on compare les rØsultats des tests usuels (couverture inconditionnelle, indØpendance d’horizon
1 et durØe) sur les indicatrices de dØpassement.
A.2.2 Formalisation
La VaR considØrØe sera toujours la value-at-risk au seuil de 1%.
On considŁre (Pt)t  0 le cours de l’actif principal ’une banque ￿ la date t. On note ("t)t = (ln Pt
Pt 1)t
le log-rendement du cours. On suppose que ce processus suit un processus GARCH(1;1)   N :
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"t = tt
2
t = ! + 2
t 1 + "t 1




On suppose que 0 et "0 sont donnØes. La sØrie est considØrØ pour t 2 [1;T]
On introduit les notations suivantes :
 ~ ; ~ ; ~ ! les estimateurs des paramŁtres du modŁle utilisØe par la banque.
 ~ t l’estimateur de la volatilitØ
 V aRa
tjt 1 la VaR empirique (ou estimØe) publiØe par la banque pour la date t sachant connaissant
toutes les pertes jusqu’￿ la date t-1.
 V aRth
tjt 1 la VaR thØorique (ou rØelle) pour la date connaissant tous les processus jusqu’￿ la date
t-1.
 Ith
t = 1Xt>V aRth
tjt 1 l’indicatrice de violation de la VaR thØorique.
 Ia
t = 1Xt>V aRa
tjt 1 l’indicatrice de violation de la VaR empirique.
 n la taille de la fenŒtre ￿ partir de laquelle sont estimØs les paramŁtres du modŁle ( n < T).
A.2.3 MØthode de calcul de la VaR par la banque
La banque dispose des pertes journaliŁres sur n dates successives. Pour publier V aRa
tjt 1, elle procŁde
ainsi :
1. Estimation de ,  et ! par maximisation de la vraisemblance.
2. Calcul de ~ n+1 par
~ n+1 = ^ ! + ^ ~ 2
n + ^ "n
3. Publication de V aRa
n+1jn = V aR = Pn(1   e~ n+1
 1()) puisque :




  1) <  V aR) =  (A.5)





































































V aR = Pn(1   e~ n+1
 1()) (A.10)
A.2.4 Mise en oeuvre
1. Choix (arbitraire) de !, , , 0 et "0.
2. Choix de T
3. Choix de n (fenŒtre d’estimation : n < T)
4. Pour i allant de i0 ￿ nb_simulation (boucle de Monte Carlo), faire :
(a) GØnØration de la sØrie "t pour t 2 [1;T]
(b) Estimation des paramŁtres sur les n premiŁres valeurs : ^ !, ^  et ^ .
(c) Calcul des VaR (￿ 1 jour) thØorique et approchØe pour les dates entre n+1 et T.
(d) Calcul des indicatrices de violations
(e) ProcØdure de backtesting simple :
￿ Moyenne de l’indicatrice des violations approchØe : Ia
t
￿ Moyenne de l’indicatrice des violations thØoriques : Ith
t
￿ Tableau croisØ des proportions : Ia
t  Ith
t
￿ Moyenne de l’Øcart relatif entre les VaR : (1=T)
R
(V aRa   V aRth)=V aRth
(f) Test de Kupiec (proportion de violations)
￿ calcul de la statistique de Kupiec pour l’indicatrice de violations approchØe
￿ calcul de la statistique de Kupiec pour l’indicatrice de violations thØorique
(g) Autres tests
￿ calcul de la p-value pour l’indicatrice de violation approchØe : tests de Markov, tests sur les
durØes, tests de portemanteau.
￿ calcul de la p-value pour l’indicatrice de violation thØorique : tests de Markov, tests sur les
durØes, tests de portemanteau.
￿ sauvegarde du choix de rejet ou non de l’hypothŁse nulle en fonction de la p-value (seuil de
rejet ￿xØ ￿ 1%).
A.2.5 Backtesting simple
On prØcise les formules suivantes :
8
> > > > > > > > > > > <


























t = 0  Ith
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fenŒtre 250 1000 1
Ia
t 0.0169 0.0151 0.010
Ith
t 0.0146 0.0144 0.010
Simulations 10000 5000
Figure 8 ￿ Moyenne empirique
fenŒtre 250 1000
Ith
t = 0 Ith
t = 1 Ith
t = 0 Ith
t = 1
Ia
t = 0 98.4% 0.1% 98.5% 0.1%
Ia
t = 1 0.2% 1.3% 0.1% 1.3%
Figure 9 ￿ Tableau croisØ des violations
fenŒtre 250 1000 1
Ecart -1.47% -0.49% 0
Figure 10 ￿ Moyenne des Øcarts relatifs entre VaR
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A.3 ExpØrience 3 : Correction de la variance asymptotique du
test de Kupiec
Objectif : Apporter la correction au test de Kupiec prØsentØe dans Escanciano, Olmo
(2008)
A.3.1 Position du problŁme
On considŁre une banque ne possØdant qu’un seul actif dont le cours ￿ la date t est Pt. On note "t le
log-rendement de cet actif ("t := ln Pt
Pt 1).
On suppose que les log-rendements suivent un processus GARCH(1,1) :
8
> > > > <
> > > > :
"t = tt
2
t = !0 + 0"2
t 1 + 02
t 1




A.3.2 Estimation des paramŁtres
On dispose d’une plage de constations des valeurs du cours de l’actif : fPt=t 2 [1;n]g. Avec ces donnØes,
on cherche ￿ estimer les coe￿cients du modŁle GARCH(1,1) par maximisation de la log-vraisemblance.


























































On note les valeurs des paramŁtres rØalisant cette maximisation sur un ensemble compact notØ  (par




































Estimation de  :
Le vecteur n permet de calculer pour tout t l’Øcart-type instantanØ du log-rendement : ^ t. Comme on



























































0ANNEXE A. ￿L￿MENTS TECHNIQUES Correction du biais d’estimation
Estimation de J :






























































Expansion de Bahadur :
La mØthode ci-dessous cherche ￿ maximiser la log-vraisemblance. Pour obtenir l’expansion de Bahadur,

































@@0  2 [0;n] (A.25)
Or en n la log-vraisemblance est maximale, donc la di￿Ørentielle est nulle. Par consØquent, on peut
Øcrire :












n ￿ gauche et ￿ droite :
p


















































De plus, comme n converge vers 0,  tend vers 0. On peut donc Øcrire :
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(0) + oP(1) (A.30)
p








(0) + oP(1) (A.31)






































0Correction du biais d’estimation ANNEXE A. ￿L￿MENTS TECHNIQUES
A.3.4 Correction de la variance dans le test de Kupiec
Escanciano et Olmo donnent comme variance de la moyenne empirique des violations :
^ 2
c = (1   ) + 2A + AV A0 (A.32)
Avec les notations suivantes :
  : le seuil de con￿ance de la VaR ( = 1% ou 5%)
 V : matrice de variance-covariance de  (V = (   1)J 1)
  = E((It   )l(Yt;Ft 1;0))
 A = E(@(V aR()tjt 1)  fFt 1(V aR()tjt 1))
 It : indicatrice de violation (It = 1fYt< V aR()tjt 1g)
 l(Yt;Ft 1;0) : terme sous le signe somme dans l’Øcriture de l’expansion de Bahadur ( l(Yt;Ft 1;0 =
J 1 @`t
@ (0)).
 fFt 1 : fonction de densitØ des pertes conditionnelles ￿ l’information disponible en t-1.











Estimation de A :
Calcul de la VaR :





































) =  1() (A.39)
V aRtjt 1() = Pt 1(1   e~ t
 1()) (A.40)
A :
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A.4 S&P 500 - GARCH sur les accroissements
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A.5 S&P 500 - GARCH sur les taux d’accroissement
Figure 12 ￿ SynthŁse d’un calibrage d’un modŁle GARCH sur les taux d’accroissements du SP500
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A.6 S&P 500 - GARCH sur les log-rendements
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A.7 DØmonstration des relations entre les hypothŁses des tests
Figure 14 ￿ Organisation des di￿Ørentes hypothŁses de backtesting
A.7.1 H0 ) H0;uc
On rappelle : (
(H0) : ￿ E(It()   jFt 1) = 0 mbox 
(H0;uc) : ￿ E(It()   ) = 0 ￿
(A.49)
Supposons (H0). On peut Øcrire :
(H0) , E(It()jFt 1) =  (A.50)











) E(It()) =  ) H0;uc (A.52)
L’implication rØciproque n’est pas vraie. Il su￿t de considØrer :
(
~ I1  B()
~ It  B(~ I1) t > 1
(A.53)
On a alors :
E(~ It) =  et E(~ ItjFt 1) = ~ It 1 t > 1 (A.54)
A.7.2 H0 ) H0;ind
On rappelle : (
(H0) : ￿ E(It()   jFt 1) = 0 ￿
(H0;ind) : ￿ 8(t;t0);t 6= t0 ) Cov(It();It0()) = 0 ￿
(A.55)
Supposons (H0). On peut Øcrire :
(H0) , P(It() = 1jFt 1) =  (A.56)
)
(
P(It() = 1jIt 1() = 0) = 




P(It() = 0jIt 1() = 0) = 1   
P(It() = 0jIt 1() = 1) = 1   
(A.58)
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) 8t;(;0) 2 f0;1g2; fIt() = g?fIt 1() = 0g (A.59)
On prolonge la propriØtØ par rØcurrence,
) 8t;t0;t 6= t0;8(;0) 2 f0;1g2; fIt() = g?fIt0() = 0g (A.60)
) 8(t;t0);t 6= t0 ) Cov(It();It0()) = 0 , (H0;ind) (A.61)
En considØrant le processus suivant It
iid  B(0);0 6= , on montre que la rØciproque est fausse.
A.7.3 H0 ) H0;B
On rappelle : (
(H0) : ￿ E(It()   jFt 1) = 0 ￿
(H0;B) : ￿ (It())t
iid  B() ￿
(A.62)
Supposons (H0). Le processus (It)t est ￿ valeur dans f0;1g. Or son espØrance est , donc 8t;It  B().
L’indØpendance a ØtØ dØmontrØe dans la partie ci-dessus. Par consØquent, on a bien :
H0 ) H0;B (A.63)
A.7.4 H0 ) H0;D
On rappelle :
(
(H0) : ￿ E(It()   jFt 1) = 0 ￿
(H0;D) : ￿ les durØes entre deux violations successives suivent une loi gØomØtrique de paramŁtre  ￿
(A.64)
H0;D dØcoulent de H0;B. Si (It)t
iid  B(), on peut Øcrire en notant D la variable indicatrice de durØe
entre deux violations successives,
8
> > > > > > > > > > > <
> > > > > > > > > > > :
P(D = 0) = P(It+1 = 1jIt = 1) = 
P(D = 1) = P(It+2 = 1 f It+1 = 0jIt = 1) = P(It+2 = 1)  P(It+1 = 0)
| {z }
It+2?It+1
=    = 2
:::
P(D = d) = P(It+d = 1 f It+d 1 = 0 f ::: f It+1 = 0jIt = 1)
= P(It+d = 1)  P(It+d 1 = 0)  :::  P(It1 = 0
| {z }
It+d?It+d 1?:::?It+1
=   :::   = d
(A.65)
Ce rØsultat est valable pour tout t > 0. Donc
H0 ) H0;D (A.66)
A.8 Annexes techniques du chapitre
A.8.1 ComplØment : intØrŒt des log-rendements
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Utilisons le fait que "t  N(0;1) pour exprimer la VaR :
P











































) =  1() (A.73)
, Pt 1   V aR() = Pt 1et
 1() (A.74)
A.8.3 DØmonstration : ViabilitØ de la VaR par un modŁle GARCH
Calculons la probabilitØ de dØpassement :
P





















































Les "t sont indØpendants donc les violations successives sont indØpendantes malgrØ la dØpendance tem-
porelle du modŁle choisi. La proportion de dØpassements est clairement Øgale ￿ .
Cette formule exprime donc une V aR viable.
A.9 DØmonstration pour le chapitre Correction de la VaR




"t < V aR

=  , P






t < a("t 1;0;V aR)

=  (A.81)
, V aR = g("t 1;0; 1()) (A.82)
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A.9.2 DØmonstration : le thØorŁme 4.3 p49







(0;) = E(Y jX = Q(0;))
@2Q
@h2 (0;) =  
@V(Y jX = s)
@s





























= 1    (A.84)
La premiŁre Øtape est de calculer Q(0;) :
Q(0;) = a("t 1;0;V aR) =  1() (A.85)
































Par consØquent, la dØrivØe premiŁre du quantile est nulle :
@Q
@h
(0;) = 0 (A.88)
Pour le calcul de la dØrivØe seconde, il est nØcessaire de dØterminer au prØalable l’expression de la variance
conditionnelle :

























Cette variance est calculØe ￿ la date t donc ici aussi la dØrivØe partielle de a se comporte comme une
constante, et Vn   N(0;1) :







Le second terme du dØveloppement limitØ du quantile s’Øcrit :
8
> > > <
> > > :
@2Q

























































Par consØquent, la VaR approchØe corrigØe de l’e￿et d’estimation est :





, ] V aR = g
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A.9.3 DØmonstration : le thØorŁme 4.4 p49
DØmonstration. On identi￿e alors les fonctions ￿ a ￿et ￿ g ￿ :
(
g("t 1;;x) = ~ g("t 1;)x = t()x
a("t 1;;x) = x
~ g("t 1;) = x
t()
(A.96)




































































































A.10 Estimation par maximisation de la vraisemblance
Principe et formalisation
Le statisticien dispose d’un ensemble de rØalisations d’une seule variable alØatoire. Il suppose que ces
rØalisations sont indØpendantes. Notons (Xi)i2J1;mK ces rØalisations. Le statisticien cherche ￿ dØterminer
la vraisemblance de l’Øchantillon vis-￿-vis d’une hypothŁse de travail : ￿ la variable alØatoire X suit une





La maximisation de la vraisemblance est alors la recherche de la loi fX (ou de ses paramŁtres) qui rend
` maximale.
On appelle maximisation de la quasi-vraisemblance (parfois pseudo-vraisemblance) lorsque dans le cas
d’un modŁle ￿ innovations, on prØ-suppose que les innovations sont gaussiennes (a￿n de simpli￿er les
calculs).
Convergence
Si on suppose que l’estimateur ^ n est obtenu par maximisation de la quasi-vraisemblance, on peut
obtenir les Øquations suivantes :
8
> > > > <
> > > > :
p
n(n   0)
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RØsultats empiriques
A￿n d’obternir une estimation de la variance de l’estimateur dans le cas d’un GARCH(1,1)  N de
paramŁtres (0;0001;0;08;0:8), on calcule ces grandeurs sur une plage de 3 000 000 dates.
8
> > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > <
> > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > > :




4:107 2:727  10 3 3:245  10 3
2:727  10 3 3:390  10 6 2:306  10 6








2:511  10 6 7:480  10 4  3:745  10 3
7:480  10 4 7:574  10 1  1:583




























Proposition A.1 (Lemme de GouriØroux-Laurent-Scaillet [23]) . Soient X et Y deux variables alØatoires
rØelles indØpendantes.
8
> > > <
> > > :







(h;) = E(Y jX + hY = Q(h;))
(A.105)
c.f. Annexe 
Proposition A.2 (Lemme de Rau-Bredow refØrence [4]) . Soit X et Y deux variables alØatoires. Pour
un niveau de con￿ance  donnØ, on note la Value-at-Risk (VaR) et l’Expected-Shortfall (ES) ainsi :
(
V aR = V aR1 (X + hY )
ES = ES1 (X + hY ) =
R 




> > > > > > > > <
> > > > > > > > :
@V aR
@h
= E(Y jX + hY = V aR)
@2V aR
@h2 =  
@V(Y jX + hY = s)
@s























































B.1 Code - ToolBox de Kevin Sheppard
L’ensemble de ces ￿chiers sont le travail exclusif de M Kevin Sheppard, Professeur au dØpartement


















% Helper function part of UCSD_GARCH toolbox. Used if you do not use the MEX file.
% You should use the MEX file.
%
%
% Author: Kevin Sheppard
% kevin.sheppard@economics.ox.ac.uk
% Revision: 2 Date: 12/31/2001
h=zeros(size(data)); h(1:m)=covEst; for t = (m + 1):T
h(t) = parameters’ * [1 ; data(t-(1:p)).^2; h(t-(1:q)) ];
end
B.1.2 Fichier garchpq.m
function [parameters, likelihood, ht, stderrors, robustSE, scores,
grad] = garchpq(data , p , q , startingvals, options)
% PURPOSE:
% GARCH(P,Q) parameter estimation with normal innovations using analytic derivatives
%
% USAGE:
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%
% INPUTS:
% data: A single column of zero mean random data, normal or not for quasi likelihood
%
% P: Non-negative, scalar integer representing a model order of the ARCH
% process
%
% Q: Positive, scalar integer representing a model order of the GARCH
% process: Q is the number of lags of the lagged conditional variances included
% Can be empty([]) for ARCH process
%
% startingvals: A (1+p+q) vector of starting vals. If you do not provide, a naieve guess of 1/(2*max(p,q)+1) is
% used for the arch and garch parameters, and omega is set to make the real unconditional variance equal
% to the garch expectation of the expectation.
%
% options: default options are below. You can provide an options vector. See HELP OPTIMSET
%
% OUTPUTS:
% parameters : a [1+p+q X 1] column of parameters with omega, alpha1, alpha2, ..., alpha(p)
% beta1, beta2, ... beta(q)
%
% likelihood = the loglikelihood evaluated at he parameters
%
% ht = the estimated time varying VARIANCES
%
% stderrors = the inverse analytical hessian, not for quasi maximum liklihood
%
% robustSE = robust standard errors of form A^-1*B*A^-1*T^-1
% where A is the analytic hessian
% and B is the covariance of the scores
%
% scores = the list of T scores for use in M testing
%




% GARCH(P,Q) the following(wrong) constratins are used(they are right for the (1,1) case or any Arch case
% (1) Omega > 0
% (2) Alpha(i) >= 0 for i = 1,2,...P
% (3) Beta(i) >= 0 for i = 1,2,...Q
% (4) sum(Alpha(i) + Beta(j)) < 1 for i = 1,2,...P and j = 1,2,...Q
%
% The time-conditional variance, H(t), of a GARCH(P,Q) process is modeled
% as follows:
%
% H(t) = Omega + Alpha(1)*r_{t-1}^2 + Alpha(2)*r_{t-2}^2 +...+ Alpha(P)*r_{t-p}^2+...




% options = optimset(’fmincon’);
% options = optimset(options , ’TolFun’ , 1e-003);
% options = optimset(options , ’Display’ , ’iter’);
% options = optimset(options , ’Diagnostics’ , ’on’);
% options = optimset(options , ’LargeScale’ , ’off’);
% options = optimset(options , ’MaxFunEvals’ , ’400*numberOfVariables’);
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%
%
% uses GARCH_LIKELIHOOD and GARCHCORE. You should MEX, mex ’path\garchcore.c’, the MEX source
% The included MEX is for R12, 12.1 and 11 Windows and was compiled with Intel Compiler 5.01.
% It gives a 10-15 times speed increase
%
% Author: Kevin Sheppard
% kevin.sheppard@economics.ox.ac.uk
% Revision: 2 Date: 12/31/2001
if size(data,2) > 1
error(’Data series must be a column vector.’)
elseif isempty(data)
error(’Data Series is Empty.’)
end
if (length(q) > 1) | any(q < 0)
error(’Q must ba a single positive scalar or an empty vector for ARCH.’)
end
if (length(p) > 1) | any(p < 0)
























if (nargin <= 4) | isempty(options)
options = optimset(’fmincon’);
options = optimset(options , ’TolFun’ , 1e-003);
%options = optimset(options , ’Display’ , ’iter’);
options = optimset(options , ’Display’ , ’off’);
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%options = optimset(options , ’Diagnostics’ , ’on’);
options = optimset(options , ’Diagnostics’ , ’off’);
options = optimset(options , ’LargeScale’ , ’off’);
options = optimset(options , ’MaxFunEvals’ , 400*(1+p+q));
options = optimset(options , ’GradObj’ , ’on’);
%options = optimset(options , ’Algorithm’ , ’active-set’);
end sumB = sumB - [zeros(1+p+q,1); 1]*2*optimget(options, ’TolCon’,
1e-6);
stdEstimate = std(data,1); data = [stdEstimate(ones(m,1)) ;
data];
% Estimate the parameters.
[parameters, LLF, EXITFLAG, OUTPUT, LAMBDA, GRAD] =
fmincon(’garchlikelihood’, [omega ; alpha ; beta] ,sumA , sumB ,[]





parameters(find(parameters < 0)) = 0;
parameters(find(parameters(1) <= 0)) = realmin; if nargout>1





function [LLF, grad, hessian, h, scores, robustse] =
garchlikelihood(parameters , data , p , q, m, stdEstimate)
% PURPOSE:
% Likelihood and analytic derivatives for garchpq
%
% USAGE:




% parameters: A vector of GARCH process aprams of the form [constant, arch, garch]
% data: A set of zero mean residuals
% p: The lag order length for ARCH
% q: The lag order length for GARCH
% m: The max of p and q




% LLF: Minus 1 times the log likelihood
% grad: The analytic gradient at the parameters
% hessian: The analytical hessian at the parameters
% h: The time series of conditional variances implied by the parameters and the data
% scores: A matrix, T x #params of the individual scores
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%
% COMMENTS:
% This is a helper function for garchpq
%
%
% Author: Kevin Sheppard
% kevin.sheppard@economics.ox.ac.uk
% Revision: 2 Date: 12/31/2001





end T = size(data,1);
h=garchcore(data,parameters,stdEstimate^2,p,q,m,T);
t = (m + 1):T; h=h(t); LLF = 0.5 * (sum(log(h)) +
sum((data(t).^2)./h) + (T - m)*log(2*pi));
if nargout >= 2
% keyboard












































































% Helper function part of UCSD_GARCH toolbox. Used if you do not use the MEX file.
% You should use the MEX file.
%
%
% Author: Kevin Sheppard
% kevin.sheppard@economics.ox.ac.uk











B.2 Code - ExpØrience n ￿ 1
B.2.1 Arborescence







%================== ExpØrience n￿1 ======================================
%=========================================================================
%nØcessite les fichiers suivant garchpq.m, garchcore.m, garchgrad.m,
%gardelikelihood.m disponibles gratuitement ￿
%http://www.kevinsheppard.com/wiki/UCSD_GARCH
%But de l’expØrience :
%Evaluer la vitesse de convergence des paramŁtres d’un modŁle en fonction
%de la taille de l’Øchantillon
% Date : 14-05-2009
%=========================================================================
clear all close all format long
%DØclaration =============================================================
% Nombre de simulations (Monte Carlo)
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%Choix des paramŁtres du modŁle de la fonction de ln(PnL)
omega = 0.0001; alpha = 0.08; beta = 0.8; rendement_0 =
omega*(1-alpha-beta); sigma2_0 = rendement_0 ;
% DØfinition des suites des estimations des paramŁtres
alpha_chap = zeros(10,nb_simu) ; beta_chap = zeros(10,nb_simu) ;
omega_chap = zeros(10,nb_simu) ;
%Partie Principale ========================================================
fenetre = [50 100 150 200 250 300 350 400 450 500];
for n=50:50:1000 %enchainement des fenŒtres
ligne = n/50;




%Calcul de la trajectoire
rendement = [1:n+1];
sigma2 = [1:n+1] ;
rendement(1) = rendement_0 ;
sigma2(1) = sigma2_0 ;
for j=2:(n+1)
sigma2(j) = omega + alpha*rendement(j-1)^2 + beta * sigma2(j-1) ;
rendement(j) = sqrt(sigma2(j))* normrnd(0,1) ;
end
%Estimation du modŁle
echantillon = rendement(2:n+1) ;
[parameters, likelihood, ht, stderrors, robustSE, scores, grad] = garchpq(echantillon’,1,1) ;
omega_chap(ligne,i) = parameters(1) ; %sauvegarde de la valeur
alpha_chap(ligne,i) = parameters(2) ; %sauvegarde de la valeur




omega_err = zeros(10,nb_simu) ; alpha_err = zeros(10,nb_simu) ;
beta_err = zeros(10,nb_simu) ;
for ligne = 1:10
for colonne =1:nb_simu
omega_err(ligne,colonne) = omega_chap(ligne,colonne) - omega ;
alpha_err(ligne,colonne) = alpha_chap(ligne,colonne) - alpha ;
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%Affichage
figure(1) boxplot(omega_err’) hold on plot(zeros(1,13),’g--’)
legend(’\omega - \omega_{o}’) xlabel(’Taille de la fenŒtre d
estimation (x50)’); ylabel(’RØpartition des Øcarts’);
figure(2) boxplot(alpha_err’) hold on plot(zeros(1,13),’g--’)
legend(’\alpha - \alpha{o}’) xlabel(’Taille de la fenŒtre d
estimation (x50)’); ylabel(’RØpartition des Øcarts’);
figure(3) boxplot(beta_err’) hold on plot(zeros(1,13),’g--’)
legend(’\beta - \beta_{o}’) xlabel(’Taille de la fenŒtre d
estimation (x50)’); ylabel(’RØpartition des Øcarts’);
B.3 Code - ExpØrience n ￿ 2
B.3.1 Arborescence
Dans un mŒme rØpertoire,
















%But de l’expØrience :
%Evaluer les p-values des diffØrents tests de backtesting pour la VaR
%approchØe et pour la VaR thØorique par une mØthode de Monte Carlo
%
%nØcesseite les fichiers suivants :
% + exp2_fonction.m => fonction de calcul des p-values
% + test_christofersen.m => fonction de test de Markov
% + test_portemanteau. => fonction de test de portemanteau
% + weibull.m => fonction de test sur les durØe
%On utilise de plus : garchcore.m, garchgrad.m, garchlikelihood.m,
%garchpq.m disponibles gratuitement ￿
%http://www.kevinsheppard.com/wiki/UCSD_GARCH
% Date : 11-05-2009
%=========================================================================
clear all close all format long
%ParamŁtres de l’expØrience ===============================================
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%DØclaration des variables
% _a pour la valeur estimØe
% _th pour la valeur thØorique
%Grandeurs gØnØrales
moy_a = 0 ; moy_th = 0 ; indicatrices = [[0 0];[0 0]] ;
%Pour le test de Kupiec
kupiec_a = 0 * [1:nb_simu] ; kupiec_th = 0 * [1:nb_simu] ; kup_a=0;
kup_th=0;
%Pour le test de Markov
% Nombre de rejet et nombre de test, en fonction de l’hypothŁse
m_uc_a = 0 ; m_ind_a = 0 ; m_cc_a = 0 ; m_uc_th = 0 ; m_ind_th = 0 ;
m_cc_th = 0 ;
m_uc_a_t = 0 ; m_ind_a_t = 0 ; m_cc_a_t = 0 ; m_uc_th_t = 0 ;
m_ind_th_t = 0 ; m_cc_th_t = 0 ;
%Pour le test des durØes (w pour weibull)
% Nombre de rejet et nombre de test, en fonction de l’hypothŁse
w_uc_a = 0 ; w_ind_a = 0 ; w_cc_a = 0 ; w_uc_th = 0 ; w_ind_th = 0;
w_cc_th = 0 ;
w_uc_a_t = 0 ; w_ind_a_t = 0 ; w_cc_a_t = 0 ; w_uc_th_t = 0 ;
w_ind_th_t = 0 ; w_cc_th_t = 0 ;
%Pour le test de portmanteau (lb pour ljung-bexin)
% Nombre de rejet et nombre de test, en fonction de l’hypothŁse
% test sur les 5 ou 10 premiers coefficients
lb5_ind_a = 0; lb10_ind_a = 0; lb5_ind_th = 0; lb10_ind_th = 0 ;





[ m_a, m_th, indicatrices_croisees, z_th, z_a, LR_m_uc_a,
LR_m_ind_a, LR_m_cc_a, LR_m_uc_th, LR_m_ind_th, LR_m_cc_th,
LR_w_uc_a, LR_w_ind_a, LR_w_cc_a, LR_w_uc_th, LR_w_ind_th,
LR_w_cc_th, LR_p5_uc_a, LR_p5_uc_th, LR_p10_uc_a, LR_p10_uc_th] =
exp2_fonction() ;
% Moyenne temporelle de dØpassement
moy_a = moy_a + m_a /nb_simu ;
moy_th = moy_th + m_th / nb_simu ;
% Tableau croisØes des indicatrice
indicatrices(1,1) = indicatrices(1,1) + indicatrices_croisees(1,1)/nb_simu ;
indicatrices(1,2) = indicatrices(1,2) + indicatrices_croisees(1,2)/nb_simu ;
indicatrices(2,1) = indicatrices(2,1) + indicatrices_croisees(2,1)/nb_simu ;
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indicatrices(2,2) = indicatrices(2,2) + indicatrices_croisees(2,2)/nb_simu ;
% Sauvegarde des statistiques deKupiec
kupiec_a(i) = z_a ;
kupiec_th(i) = z_th ;
% Calcul du rØsultat de la rŁgle de dØcision pour Kupiec
if( abs(z_a) > 2.5758 * sqrt(0.01*(1-0.01)))
kup_a = kup_a+1 ;
end
if( abs(z_th) > 2.5758* sqrt(0.01*(1-0.01)))
kup_th = kup_th+1 ;
end
% Calcul du rØsultat de la rŁgle de dØcision pour Markov
if(isnan(LR_m_uc_a)<1)
m_uc_a_t = m_uc_a_t +1 ;
if( LR_m_uc_a > 6.63)




m_ind_a_t = m_ind_a_t +1 ;
if( LR_m_ind_a > 6.63)




m_cc_a_t = m_cc_a_t +1 ;
if( LR_m_cc_a > 9.21)




m_uc_th_t = m_uc_th_t + 1 ;
if( LR_m_uc_th > 6.63)




m_ind_th_t = m_ind_th_t + 1;
if( LR_m_ind_th > 6.63)




m_cc_th_t = m_cc_th_t + 1 ;
if( LR_m_cc_th > 9.21)
m_cc_th = m_cc_th +1;
end
end
% Calcul du rØsultat de la rŁgle de dØcision pour les durØes
if(isnan(LR_w_uc_a)<1)
w_uc_a_t = w_uc_a_t + 1;
if( LR_w_uc_a > 6.63)
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end
if(isnan(LR_w_ind_a)<1)
w_ind_a_t = w_ind_a_t + 1;
if( LR_w_ind_a > 6.63)




w_cc_a_t = w_cc_a_t + 1;
if( LR_w_cc_a > 6.63)




w_uc_th_t = w_uc_th_t + 1;
if( LR_w_uc_th > 6.63)




w_ind_th_t = w_ind_th_t + 1;
if( LR_w_ind_th > 9.21)




w_cc_th_t = w_cc_th_t + 1 ;
if( LR_w_cc_th > 9.21)
w_cc_th = w_cc_th +1 ;
end
end
% Calcul du rØsultat de la rŁgle de dØcision pour Portmanteau
if( isnan(LR_p5_uc_a)<1)
lb5_ind_a_t = lb5_ind_a_t + 1 ;
if(LR_p5_uc_a > 15.09)




lb10_ind_a_t = lb10_ind_a_t + 1 ;
if(LR_p10_uc_a > 23.21)




lb5_ind_th_t = lb5_ind_th_t + 1 ;
if(LR_p5_uc_th > 15.09)




lb10_ind_th_t = lb10_ind_th_t + 1 ;
if(LR_p5_uc_th > 23.21)
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%Affichage pour le test de Kupiec =========================================
figure(1) subplot(1,2,1) hist(kupiec_a) subplot(1,2,2)
hist(kupiec_th)
%Affichage rØsultats du backtesting =======================================
%Test de Kupiec
kup_a kup_th [a,b]=normfit(kupiec_a) [a,b]=normfit(kupiec_th)
%Test de Markov
m_uc_a m_uc_a_t m_ind_a m_ind_a_t m_cc_a m_cc_a_t m_uc_th m_uc_th_t
m_ind_th m_ind_th_t m_cc_th m_cc_th_t
%Test des durØes
w_uc_a w_uc_a_t w_ind_a w_ind_a_t w_cc_a w_cc_a_t w_uc_t w_uc_th_t
w_ind_th w_ind_th_t w_cc_th w_cc_th_t
%Test de Portmanteau




%========================= ExpØrience n￿2 =================================
%==========================================================================
% fichier : exp_2.m
%
%Fonction :
%cette fonction prend aucun argument. Elle consiste ￿ gØnØrer une
%trajectoire selon un modŁle GARCH(1,1) dont les paramŁtres sont dØfinis
%dans le code (omega = 10-4, alpha = 0.08 et beta=0.8). Les diffØrents
%retours sont indicØs par "_a" lorsque la grandeur porte sur la VaR
%approchØe et par "_th" lorsque la grandeur porte sur la VaR thØorique.
%Chaque p-value comporte une lettre de rØfØrence pour le test
%(par ex "_k"=> Kupiec) et un groupement pour l’hypothŁse nulle (par ex
% "_ind" => indØpendance).
%
%
%nØcesseite les fichiers suivants :
% + test_christofersen.m => fonction de test de Markov
% + test_portemanteau. => fonction de test de portemanteau
% + VaR.m => fonction de calcul de la VaR (pour un modŁle GARCH(1,1))
% + weibull.m => fonction de test sur les durØe
%On utilise de plus : garchcore.m, garchgrad.m, garchlikelihood.m,
%garchpq.m disponibles gratuitement ￿
%http://www.kevinsheppard.com/wiki/UCSD_GARCH
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function [ m_a, m_th, indicatrices_croisees, z_th, z_a, LR_m_uc_a,
LR_m_ind_a, LR_m_cc_a, LR_m_uc_th, LR_m_ind_th, LR_m_cc_th,
LR_w_uc_a, LR_w_ind_a, LR_w_cc_a, LR_w_uc_th, LR_w_ind_th,
LR_w_cc_th, LR_p5_uc_a, LR_p5_uc_th, LR_p10_uc_a, LR_p10_uc_th] =
exp2_fonction() ;
format long
%ParamŁtres de l’expØrience :
T = 750 ; % Taille maximale de l’Øchantillon
fenetre = 500 ; % Taille de la fenŒtre d’estimation des paramŁtres
seuil = 0.01 ; % seuil de confiance en la VaR
%============ GØnØration du modŁle thØorique ============================
%==========================================================================
%Choix des paramŁtres du modŁle
omega = 0.0001; alpha = 0.08; beta = 0.8; log_rendement_0 = 0;
sigma2_0 = 0 ;
%GØnØration du modŁle
log_rendement = [1:T]; % Vecteur des rendements log
log_rendement(1) = log_rendement_0 ;
cours = [1:T]; % Vecteur du cours de l’actif
cours(1) = 1 ;
var_th=[1;T] ; % Vecteur de la VaR thØorique
var_th(1) = 0 ;
PnL = [1:T]; % Vecteur des PnL
PnL(1) =0 ;
sigma2 = [1:T] ; sigma2(1) = sigma2_0 ;
for i=2:T
alea = randn(1) ;
sigma2(i) = omega + alpha * log_rendement(i-1)^2 + beta * sigma2(i-1) ;
log_rendement(i) = sqrt(sigma2(i)) * alea ;
end
for i=2:T
cours(i) = cours(i-1) * exp(log_rendement(i)) ;
end
for i=2:T
PnL(i) = cours(i) - cours(i-1) ;
end
for i=2:T
var_th(i) = cours(i-1) * (1- exp(sqrt(sigma2(i))*norminv(seuil))) ;
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end
%=================== Estimation et PrØdiction =============================
%==========================================================================
% DØfinition des suites des estimations des paramŁtres
echantillon = log_rendement(1:fenetre) ; [parameters, likelihood,
ht, stderrors, robustSE, scores, grad] = garchpq(echantillon’,1,1) ;
omega_chap = parameters(1) ; alpha_chap =parameters(2) ; beta_chap =
parameters(3) ;
% PrØdiction :
var_a = [1:T] ; var_a(1) = 0 ; sigma2_chap = [1:T]; sigma2_chap(1) =
0 ;
for i=2:(T+1)
sigma2_chap(i) = omega_chap + alpha_chap * log_rendement(i-1)^2 + beta_chap * sigma2_chap(i-1) ;
var_a(i) = cours(i-1) * (1 - exp(sqrt(sigma2_chap(i))*norminv(seuil))) ;
end
%====================== Backtesting simple ================================
%==========================================================================
% Indicatrices de violations
I_a = 0*[fenetre+1:T] ; I_th = 0*[fenetre+1:T] ;
for i=(fenetre+1):1:T
if( PnL(i) < - var_a(i))
I_a(i) = 1 ;
else
I_a(i) = 0 ;
end
if( PnL(i) < - var_th(i))
I_th(i) = 1 ;
else
I_th(i) = 0 ;
end
end
% Tableau croisØ des indicatrices de violations
indicatrices_croisees = zeros(2,2) ; for i =fenetre+1:1:T
if( I_a(i)>0 )
indicatrices_croisees(2,1) = indicatrices_croisees(2,1) + (1-I_th(i))/(T-fenetre-1) ;
indicatrices_croisees(2,2) = indicatrices_croisees(2,2) + I_th(i)/(T-fenetre-1) ;
else
indicatrices_croisees(1,1) = indicatrices_croisees(1,1) + (1-I_th(i))/(T-fenetre-1) ;




m_a=0; m_th=0; for i=(fenetre+1):1:T
m_a = m_a + I_a(i) ;
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end
m_a=m_a/(T-fenetre-1) ; m_th=m_th/(T-fenetre-1) ;
%=================== Backtesting : Tests Statistiques =====================
%==========================================================================
%Test de Kupiec ===========================================================
%Test pour la VaR approchØe
z_a = sqrt(T-fenetre-1) * (m_a - seuil) ; %/ sqrt( seuil*(1-seuil) ) ;
%Test pour la VaR thØorique
z_th = sqrt(T-fenetre-1) * (m_th - seuil); % / sqrt( seuil*(1-seuil) ) ;
%Test : processus markovien d’ordre 1 =====================================
[LR_m_uc_a, LR_m_ind_a, LR_m_cc_a ] =
test_christoffersen(seuil,I_a((fenetre+1):T)) ; [LR_m_uc_th,
LR_m_ind_th, LR_m_cc_th ] =
test_christoffersen(seuil,I_th((fenetre+1):T)) ;
%Test : durØe Weibull ====================================================
[LR_w_uc_a, LR_w_ind_a, LR_w_cc_a ] =
weibull(seuil,I_a((fenetre+1):T)); [LR_w_uc_th, LR_w_ind_th,
LR_w_cc_th ] = weibull(seuil,I_th((fenetre+1):T));
%Test : portmanteau ====================================================
[LR_p5_uc_a] = test_portmanteau(I_a((fenetre+1):T), seuil, 5) ;
[LR_p5_uc_th] = test_portmanteau(I_th((fenetre+1):T), seuil, 5) ;
[LR_p10_uc_a] = test_portmanteau(I_a((fenetre+1):T), seuil, 10) ;




%========================= ExpØrience n￿2 =================================
%==========================================================================
% fichier : test_portmanteau.m
%
%Fonction :
%cette fonction prend en argument le seuil thØorique de la VaR (alpha), la
%suite des indicatrices (I), la taille de la fenŒtre d’estimation (fenetre)
%et la taille totale de l’Øchantillon (T) et le degrØ de nullite (m).
%Cette fonction renvoie les p-value selon un test de portemanteau sur les m
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%premiers coefficients d’autocorrØlation du processus I.
%
% Source : Backtesting Value-at-Risk : A Duration based Approcah,
% Christoffersen, Pelletier, 2004
%
% Date : 11-05-2009
%==========================================================================
function [ LB ] = test_portmanteau(I, alpha, m )
[ligne,T] = size(I) ;
gamma = 1:m ;
moyenne = 0 ;
for t=1:T
moyenne = moyenne + I(t) ;
end
moyenne = moyenne / T ;
if(moyenne >0)
variance = 0 ;
for t=1:T
variance = variance + (I(t)-moyenne)^2 ;
end
variance = variance / (T-1) ;
for j=1:m
gamma(j) = 0 ;
X1 = I(1:T-j) - moyenne ;
X2 = I(1+j:T) - moyenne ;
gamma(j) = (X1 * X2’)/((T-j)*variance) ;
end
LB = 0 ;
for j=1:m
LB = LB + gamma(j)^2/(T-j) ;
end
LB = (T+2)*T*LB ;
else




%========================= ExpØrience n￿2 =================================
%==========================================================================
% fichier : test_christoffersen
%
%Fonction :
%cette fonction prend en argument le seuil thØorique de la VaR (alpha), la
%suite des indicatrices (I), la taille de la fenŒtre d’estimation (fenetre)
%et la taille totale de l’Øchantillon (T).
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%hypothŁse nulle oø le processus suit un procecessus de Markov d’ordre 1
%avec les cas possible : couverture inconditionnelle ("uc"), indØpendance
%("ind") et couverture conditionnelle ("cc").
%
%
% Source : Backtesting Value-at-Risk : A Duration based Approcah,
% Christoffersen, Pelletier, 2004
%
% Date : 18-05-2009
%==========================================================================
function [LR_uc, LR_ind, LR_cc ] = test_christoffersen(alpha, I )
[ligne,T] = size(I) ;
% f et T sont pairs !
%
% |===========|=|(==)(==)(==)(==)(==)(==)|=|
% 1 f | | | T
% f+1 | T-1
% |
% couple pour test
%DØclaration des nombres de 0, de 1, de...
n0 = 0 ;
n1 = 0 ;
nb_markov=zeros(2,2) ;
p0 = 0 ;
p1 = 0 ;
markov=zeros(2,2) ;
if( I(1) > 0 )
n1 = 1 ;
else
n0 = 1 ;
end
for t=2:T
if( I(t) == 1 )
n1 = n1 + 1 ;
if( I(t-1) == 1 )
nb_markov(2,2) = nb_markov(2,2) + 1 ;
else
nb_markov(1,2) = nb_markov(1,2) + 1 ;
end
else
n0 = n0 + 1 ;
if( I(t-1) == 1 )
nb_markov(2,1) = nb_markov(2,1) + 1 ;
else




markov = nb_markov / (T-1) ;
p0 = n0 / T ;
p1 = n1 / T ;
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%Coucerture unconditionnelle
L1 = alpha^n1 * (1-alpha)^n0 ;
L2 = p1^n1 * p0^n0 ;
L3 = (1-markov(1,2))^(n0 - nb_markov(1,2)) * markov(1,2)^nb_markov(1,2) * (1 - markov(2,2))^(n1 - nb_markov(2,2)) * markov(2,2) ^ nb_markov(2,2) ;
LR_uc = abs(2 * log( L2/L1 )) ;
LR_ind = abs( 2 * log(L2/L3)) ;
LR_cc = abs(2 * log(L1/L3)) ;
B.3.6 Fichier weibull.m
%==========================================================================
%========================= ExpØrience n￿2 =================================
%==========================================================================
% fichier : weibull.m
%
%Fonction :
%cette fonction prend en argument le seuil thØorique de la VaR (alpha), la
%suite des indicatrices (I), la taille de la fenŒtre d’estimation (fenetre)
%et la taille totale de l’Øchantillon (T).
%Cette fonction renvoie les p-value pour l’ indØpendance ("ind") et la
%couverture conditionnelle ("cc"). Le test repose sur le fait que les




% Source : Backtesting Value-at-Risk : A Duration based Approcah,
% Christoffersen, Pelletier, 2004
%
% Date : 11-05-2009
%==========================================================================
function [ LR_uc, LR_ind, LR_cc ] = weidbull ( alpha, I)
%DØtermination de la distribution des durØes
%===========================================
[ligne,T] = size(I) ;
ok = 0 ;
for t=1:T
if( I(t)==1)





indice_inf = 1 ;
while( I(indice_inf) == 0 )
indice_inf = indice_inf + 1 ;
end
indice_sup = T ;
while(I(indice_sup)==0)
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end
duree = 1 ;
indice = 1 ;
en_cours = 1 ; %1 on est en train de compter
for t=(indice_inf+1):indice_sup
if( I(t) == 0)
duree = duree + 1;
else
distrib(indice) = duree ;
indice = indice + 1 ;
duree = 1 ;
end
end
L_distrib = wbllike(wblfit(distrib’),distrib’) ; %empi
L_expo = explike(expfit(distrib’),distrib’) ; %indØpendance
L_ideal = wbllike([1/alpha,1],distrib’) ; % parfait
%UC
LR_uc = 2 * abs( L_expo - L_ideal) ;
%IND
LR_ind = 2 * abs( L_distrib - L_expo) ;
%CC
LR_cc = 2 *abs( L_distrib - L_ideal) ; %==> totalement out
else
LR_uc = 0/0 ;
LR_ind = 0/0 ;
LR_cc = 0/0 ;
end
end
B.4 Code - ExpØrience n ￿ 3
B.4.1 Arborescence












%========================= ExpØrience n￿3 =================================
%==========================================================================
% fichier : exp3_fonction.m
%
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%
%
%nØcesseite les fichiers suivants :
% + test_christofersen.m => fonction de test de Markov
% + test_portemanteau. => fonction de test de portemanteau
% + VaR.m => fonction de calcul de la VaR (pour un modŁle GARCH(1,1))
% + weibull.m => fonction de test sur les durØe
%On utilise de plus : garchcore.m, garchgrad.m, garchlikelihood.m,
%garchpq.m disponibles gratuitement ￿
%http://www.kevinsheppard.com/wiki/UCSD_GARCH
% Date : 11-05-2009
%=========================================================================
function [z, vc] = exp3_fonction()
format long
%ParamŁtres de l’expØrience :
T = 5500 ; % Taille maximale de l’Øchantillon
seuil = 0.01 ; % seuil de confiance en la VaR
fenetre = 500;
%============ GØnØration du modŁle thØorique ============================
%==========================================================================





sigma2_0 = 0 ;
%GØnØration du modŁle
log_rendement = [1:T]; % Vecteur des rendements log
log_rendement(1) = log_rendement_0 ;
cours = [1:T]; % Vecteur du cours de l’actif
cours(1) = 1 ;
PnL = [1:T]; % Vecteur des PnL
PnL(1) =0 ;
sigma2 = [1:T] ;
sigma2(1) = sigma2_0 ;
for i=2:T
alea = randn(1); % trnd(30) ;
sigma2(i) = omega + alpha * log_rendement(i-1)^2 + beta * sigma2(i-1) ;
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end
for i=2:T
cours(i) = cours(i-1) * exp(log_rendement(i)) ;
end
for i=2:T
PnL(i) = cours(i) - cours(i-1) ;
end
%=================== Estimation et PrØdiction =============================
%==========================================================================
% DØfinition des suites des estimations des paramŁtres
echantillon = log_rendement(1:fenetre) ;
[parameters, likelihood, ht, stderrors, robustSE, scores, grad] = garchpq(echantillon’,1,1) ;
omega_chap = parameters(1) ;
alpha_chap =parameters(2) ;
beta_chap = parameters(3) ;
% PrØdiction :
var_a = [1:T] ;
var_a(1) = 0 ;
sigma2_chap = [1:T];
sigma2_chap(1) = 0 ;
for i=2:T
sigma2_chap(i) = omega_chap + alpha_chap * log_rendement(i-1)^2 + beta_chap * sigma2_chap(i-1) ;
var_a(i) = cours(i-1) * (1 - exp(sqrt(sigma2_chap(i))*norminv(seuil))) ;
end
% Indicatrices de violations
I_a = 0*[1:T] ;
for i=(fenetre+1):T
if( PnL(i) < - var_a(i))
I_a(i) = 1 ;
else






kappa = 0 ;
for i=2:fenetre
kappa = kappa + log_rendement(i)^4 / sigma2_chap(i)^2 ;
end
kappa = kappa / (fenetre-1) ;
%estimation de derivØe de sigma2 par rapport ￿ beta






































0Correction du biais d’estimation ANNEXE B. CODE MATLAB
der_omega = [1:fenetre] ;
der_alpha = [1:fenetre] ;





der_omega(i) = 1 + beta_chap * der_omega(i-1) ;
der_alpha(i) = log_rendement(i-1)^2 + beta_chap * der_alpha(i-1) ;






der_omega(i) = 1 + beta_chap * der_omega(i-1) ;
der_alpha(i) = log_rendement(i-1)^2 + beta_chap * der_alpha(i-1) ;
der_beta(i) = sigma2_chap(i-1) + beta_chap * der_beta(i-1) ;
end
% estimation derivØe de l ronde
ell = zeros(3,fenetre) ;
for i=2:fenetre
l = [der_omega(i) der_alpha(i) der_beta(i) ]’ ;
ell(:,i) = (1/sigma2_chap(i)) * l ;
end
% estimation de J
J = zeros(3,3) ;
for i=2:fenetre
J= J + (ell(:,i)*ell(:,i)’) ;
end
J_inv = inv(J)* (fenetre-1) ;
% estimation de rho
rho = zeros(3,1) ;
for i=2:fenetre
rho = rho + (I_a(i)-seuil) * J_inv * ell(:,i) ;
end
rho = rho / (fenetre-1) ;
% estimation de A
A = zeros(3,1) ;
facteur_commun = norminv(seuil,0,1) * exp(-norminv(seuil,0,1)^2) /(2*sqrt(2*pi)) ;
for i = 2:fenetre
A = A + facteur_commun * ell(:,i) ;
end







































0ANNEXE B. CODE MATLAB Correction du biais d’estimation
vnc = seuil*(1-seuil) ;
vc = seuil*(1-seuil) + 2 * A’ * rho + A’ * (kappa-1) * J_inv * A ;
% Calcul de la statistique z
m_a=0;
for i=(fenetre+1):T
m_a = m_a + I_a(i) ;
end
m_a=m_a/(T-fenetre) ;
z = sqrt(T-fenetre) * (m_a - seuil) ;
end
%
% %====================== Convergence thØorique =============================
% %==========================================================================
%
% %Estimation de kappa
%
% kappa_th = 0 ;
% for i=1:fenetre
% kappa_th = kappa_th + log_rendement(i)^4 / sigma2(i)^2 ;
% end
% kappa_th = kappa_th / fenetre ;
%
%
% %estimation de derivØe de sigma2 par rapport ￿ beta
%
% der_omega_th = [1:T] ;
% der_alpha_th = [1:fenetre] ;
% der_beta_th = [1:fenetre] ;
%
% der_beta_th(1) = 0;
% der_omega_th(1) = 0;
% der_alpha_th(1) = 0;
%
% for i=2:fenetre
% der_omega_th(i) = 1 + beta * der_omega_th(i-1) ;
% der_alpha_th(i) = log_rendement(i-1)^2 + beta * der_alpha_th(i-1) ;
% der_beta_th(i) = sigma2(i-1) + beta * der_beta_th(i-1) ;
% end
%






































0Correction du biais d’estimation ANNEXE B. CODE MATLAB
% der_beta_th(1) = der_beta_th(T/2);
% der_omega_th(1) = der_omega_th(T/2);
% der_alpha_th(1) =der_alpha_th(T/2);
% for i=2:fenetre
% der_omega_th(i) = 1 + beta * der_omega_th(i-1) ;
% der_alpha_th(i) = log_rendement(i-1)^2 + beta * der_alpha_th(i-1) ;
% der_beta_th(i) = sigma2(i-1) + beta * der_beta_th(i-1) ;
% end
%
% % estimation derivØe de l ronde
%
% ell_th = zeros(3,fenetre) ;
%
% for i=1:fenetre
% l_th = [der_omega_th(i) der_alpha_th(i) der_beta_th(i) ]’ ;




% % estimation de J
%
% J_th = zeros(3,3) ;
%
% for i=1:fenetre
% J_th= J_th + (ell_th(:,i)*ell_th(:,i)’) ;
% end
%
% J_th = J_th ;
% J_th_inv = inv(J_th) *(T-1) ;
%
%
% % estimation de rho
%
% rho_th = zeros(3,1) ;
% for i=1:fenetre
% rho_th = rho_th + (I_th(i)-seuil) * J_th_inv * ell_th(:,i) ;
% end
% rho_th = rho_th / (T-1) ;
%
% % estimation de A
%
% A_th = zeros(3,1) ;
% facteur_commun = norminv(seuil,0,1) * exp(-norminv(seuil,0,1)^2) /(2*sqrt(2*pi)) ;
% for i = 1:fenetre
% A_th = A_th + facteur_commun * ell_th(:,i) ;
% end
%
% A_th = A_th / fenetre ;
%
% a_rho = 2 * A_th’ * rho_th;
% a_v_a = A_th’ * (kappa_th-1) * J_th_inv * A_th;
%
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B.4.3 Fichier MCexp3.m
%=========================================================================





%But de l’expØrience :
%Evaluer les p-values des diffØrents tests de backtesting pour la VaR
%approchØe et pour la VaR thØorique par une mØthode de Monte Carlo
%
%nØcesseite les fichiers suivants :
% + exp2_fonction.m => fonction de calcul des p-values
% + test_christofersen.m => fonction de test de Markov
% + test_portemanteau. => fonction de test de portemanteau
% + VaR.m => fonction de calcul de la VaR (pour un modŁle GARCH(1,1))
% + weibull.m => fonction de test sur les durØe
%On utilise de plus : garchcore.m, garchgrad.m, garchlikelihood.m,
%garchpq.m disponibles gratuitement ￿
%http://www.kevinsheppard.com/wiki/UCSD_GARCH




nb_simu = 5000 ;
table = zeros(2,nb_simu) ;
nb_rejet_1pc_nc = 0 ;
nb_rejet_1pc_c = 0 ;
nb_rejet_5pc_nc = 0 ;
nb_rejet_5pc_c = 0 ;
nb_rejet_10pc_nc = 0 ;
nb_rejet_10pc_c = 0 ;
vnc = 0.01*(1-0.01) ;
vc_th = 0.009908643640275 ;
for i=1:nb_simu
i
[z, vc ] = exp3bis_fonction() ;
table(1,i) = z ;
table(2,i) = vc ;
if( abs(z) > 2.5758 * sqrt(vnc))
nb_rejet_1pc_nc = nb_rejet_1pc_nc + 1;
end
if( abs(z) > 2.5758 * sqrt(vc))
nb_rejet_1pc_c = nb_rejet_1pc_c + 1;
end
if( abs(z) > 1.96 * sqrt(vnc))
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nb_rejet_5pc_nc = nb_rejet_5pc_nc + 1;
end
if( abs(z) > 1.96 * sqrt(vc))
nb_rejet_5pc_c = nb_rejet_5pc_c + 1;
end
if( abs(z) > 1.6449 * sqrt(vnc))
nb_rejet_10pc_nc = nb_rejet_10pc_nc + 1;
end
if( abs(z) > 1.6449 * sqrt(vc))
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