We give, in a non-smooth setting, some conditions under which (some of) the minimizers of (x, u(x)) dx among the functions in W 1,1 (Ω) that lie between two Lipschitz functions are Lipschitz. We weaken the usual strict convexity assumption in showing that, if just the faces of the epigraph of a convex function f : R n → R are bounded and the boundary datum u 0 satisfies a generalization of the Bounded Slope Condition introduced by A. Cellina then the minima of Ω f (∇u(x)) dx on u 0 + W 1,1 0 (Ω), whenever they exist, are Lipschitz. A relaxation result follows.
Introduction
Few months ago we had the opportunity to read the paper [4] of Arrigo Cellina. One of the main novelties contained in that paper was a new kind of Bounded Slope Condition. The classical (BSC) of constant K, introduced by Hartman and Stampacchia prescribes, for a real valued function defined on an open bounded subset Ω of R n , at every point x 0 of the boundary ∂Ω of Ω, the existence of two affine functions of slope less than K that bound u 0 from above and from below on ∂Ω and that coincide with u 0 at x 0 . The (BSC) was used to study the problem of minimizing the functional I (u) = Ω f ∇u(x) dx, u = u 0 on ∂Ω in various functional spaces. Under the assumption that f is strictly convex Stampacchia proved in [15] that if u 0 satisfies the (BSC) then I has a minimizer among the Lipschitz functions that coincide with u 0 in ∂Ω. More recently (for instance in [5, 11] ), the (BSC) was used to prove that if I has a minimizer in u 0 + W 1,1 0 (Ω) then every such minimizer is Lipschitz; F.H. Clarke even proved in [7] the local Lipschitz regularity under a Bounded Slope Condition just from below or from above.
All of the proofs of these results use a sort of Comparison Principle which allows, under the assumption that f is strictly convex, to pass from an inequality like u 0 on ∂Ω to u on Ω, u being the minimizer of I in the class of interest and an affine function. The Comparison Principle between a minimizer and an affine function does not hold in general if the Lagrangian f is not strictly convex. For instance, as it is pointed out in [4] In trying to get rid of the strict convexity assumption on f , Cellina defines in [4] a new class of functions, depending on the polar or Legendre transform f * of the Lagrangian f and establishes a new Comparison Principle between these new functions and the minimizers of I , even in the case where f is not strictly convex; the analogous of the (BSC), using these new functions instead of affine functions is then introduced.
This condition, that we call here Cellina Bounded Slope Condition (CBSC) of constant K requires that, for every x 0 in ∂Ω, u 0 is bounded in ∂Ω from above and from below by a new class of functions, depending on f (not affine in general, but which turn out to be affine if f is strictly convex), both Lipschitz of constant less than K and coinciding with u 0 at x 0 ; both the (BSC) and the (CBSC) are recalled in Section 5 of the paper. The paper [4] ends with the following regularity result.
Theorem (Cellina) . Let 
Ω). Then u is Lipschitz and its Lipschitz constant is bounded by K.
We just mention that the assumption on the polar of f in the theorem simply means that the set of vectors p of R n such that an affine function p · x + b bounds f from below is open.
We prove here that the conclusion of this regularity result does still hold if the epigraph of f has no unbounded faces. Moreover there's no need to assume neither the continuity of the minimizer nor that the domain of f * is open; actually our condition on the faces of the epigraph of f implies that f is non-constant on straight lines so that the domain of f * has a nonempty interior, and this is enough to prove the claim, which applies for instance to functions like f (ξ) = 1 + |ξ | 2 . We just mention that the condition that the domain of f * has a non-empty interior has already been used in some papers concerning BV functions and arises for instance, in the form of the equivalent growth condition demi-coercivity defined in [1] , in studying the equilibrium of elastic structures with unilateral constraints on the stress. The result seems to be optimal since, for instance, the problem of minimizing 1 0 |x (t)| dt among the functions that assume a prescribed value at 0 and 1 has a non-Lipschitz minimizer. 1 Quite surprisingly for us, the assumption that the faces of the epigraph of f are bounded is actually a reformulation of the growth condition (CGA)-Conical Growth Assumption that we introduced in [13] in order to weaken the classical superlinearity condition in a Lipschitz regularity result; this is somewhat analogous to the demi-coercivity growth condition which is also equivalent to the fact that the function involved is not constant on straight lines.
The condition that the faces of the epigraph of a function are bounded appeared in [6] under the name of Bounded Intersection Property as a condition that is satisfied by the convex functions that verify some growth conditions (even weaker than superlinearity, like the Growth Assumption (GA) introduced in the same paper); there it was just used to establish a representation formula for the points of the epigraph of the convexified function in terms of the points of the epigraph of the original function.
The proof of our new regularity result is based on the Comparison Principle of [4] (that holds if f is just convex): if we assume the (CBSC), the minimizer u of I lies between two Lipschitz functions u 1 and u 2 of Lipschitz constant K that coinciding with u 0 on the boundary of Ω and such that u 1 u u 2 a.e. on Ω. We show, in a more general setting, that in this situation there is a further minimizer v of I that is Lipschitz, with a Lipschitz constant bounded by K. Now, the points (∇u(x), f (∇u(x))) and (∇v(x), f (∇v(x))) belong a.e. to the same face of the epigraph of f . Hence, if the faces of the epigraph are bounded, the gradient of u turns out to be bounded as well by a quantity depending on K and f ; thus u is Lipschitz too. Therefore, under the (CGA), the (BSC) is a particular case of (CBSC); we point out the two conditions are not equivalent.
Under the assumption that the faces of the epigraph of f are bounded, we give a condition on f under which the classical (BSC) of constant K for a boundary datum u 0 implies the (CBSC) for (u 0 , f ) of an explicit constant depending on f and K.
In our proof, the existence of a Lipschitz minimizer in the class W 1,p
on Ω is essentially obtained by means of a result of [16] , stating that if f is convex and g(x, u) : Ω × R → R is convex in u, twice differentiable in both variables and the derivatives satisfy a suitable inequality on Ω × R then every minimizer of
is Lipschitz. The first part of this paper deals with a generalization of the latter result, allowing g(x, u) not to be differentiable but, instead, just convex in u and with a partial subdifferential that is monotonic with respect to the order induced by an appropriate cone of R n × R. 1 In presenting the paper to us, Arrigo Cellina seemed not to be fully satisfied of his regularity result, due to the presence of the strict convexity assumption on f . What a best challenge for us to try to drop out this assumption in the occasion of the meeting for Cellina's 65th birthday. The book Differential Inclusions by J.P. Aubin and A. Cellina begins with an introduction called "Epigraph"; the letter "E" among two "putti" writing a derivative; the draw was also used for the poster of the meeting. It is a nice coincidence that the conclusion of the regularity result of Cellina does still hold if simply the Epigraph of f has no unbounded faces.
Finally, under the assumption that the bipolar of a function fulfills the (CGA) (i.e. the bipolar's faces of the epigraph are bounded), we apply the representation result of [14] to obtain some relationships between the problems of minimizing the functionals
in various functional spaces. In particular we deduce that if I * * has a minimizer in u 0 + W 1,1 0 (Ω) that is Lipschitz then the value of the minimum of I * * equals the infimum of I in the same class of functions; more precisely the minimum of I * * coincides with the infimum of I in the smaller class of Lipschitz functions with a suitable Lipschitz constant, so no Lavrentiev phenomenon occurs. These conclusions are usually obtained under some suitable conditions that bound the Lagrangian both from below and from above. The first result in this direction was obtained by Cellina in [6] for functionals defined on W 1,1 ([a, b] , R n ) with Lagrangian f (x, x ) depending on the state and the velocity, under the growth assumption (GA) mentioned above.
Notation, basic assumptions and preliminary results
In this paper Ω is an open, bounded subset of R n , endowed with the usual scalar product "·" and the euclidian norm | · |.
In Sections 3 and 4 of the paper we fix three Lipschitz functions u 0 , u 1 , u 2 defined on Ω that coincide on the boundary ∂Ω of Ω and we set
where, by Lip(u), we denote the Lipschitz constant of u.
Let p 1; we consider the closed subset W 1,p
We will often refer to the following Basic Assumption.
For every x such that u → g(x, u) is convex, we will denote by ∂ u g(x, u) the (partial) subdifferential of g(x, ·); in this context there exist a measurable p (x, u) 
The cone C K and the order relation "≺ K ". For every K 0 we consider the cone of R n × R defined by
In what follows we will be concerned with the following monotonicity conditions on the partial subdifferential ∂ u g(x, u) of g.
Monotonicity Condition.
(Strict Monotonicity Condition) There exists p(x, ·) ∈ ∂ u g(x, ·) for a.e. x such that
We state here some facts that clarify the Monotonicity Condition. 
The generalized gradient formula [8, Theorem 8.1] shows that (ξ, η) belongs to the convex hull co(S) of the set
w) .
Let I be a neighborhood of (z, w), ρ ∈ R, ε > 0 be such that
Thus S is contained in the convex set (x, u) . The case where g satisfies the assumption (ii) in the large sense can be treated more easily and in a similar way; (iii) follows immediately. 
Assume that the functional
Ω). Then u is Lipschitz and its Lipschitz constant is bounded by
This first part of the proof of Theorem 3.1 follows the lines of that of Theorem 3.1 in [16] , which is itself inspired by [2] . We write it here for the convenience of the reader since, apart some minor changes, Treu and Vornicescu give some conditions that ensure that ∇u belongs to a prescribed closed convex set whereas we just look for u to be Lipschitz, making our first part of the proof less technical than the one presented in [16] .
Proof. Let u * 0 be a Lipschitz continuous extension of u 0 to R n , with Lipschitz constant bounded by K. We then consider the following Lipschitz continuous extensions of u 1 , u 2 to R n defined by
Let also
or, equivalently, that
Assume, by contradiction, that one of the above inequalities does not hold on a set of strictly positive measure. Then at least one of the sets
is non-negligible; actually since 
Notice that u
As in the proof of [16, Theorem 3 .1] we remark that
or, equivalently,
and
The change of variables that maps x in x + h in the left-hand member of the last inequality yields
Here begins the original part of the proof for a non-smooth function g. Adding term by term the inequalities (1) and (2) we obtain the inequality
B A
where
The function f is convex and thus
Notice that ∇u(x) = ∇u(x + h) on a non-negligible subset of E
is non-negligible. Therefore, if f is strictly convex, the latter inequalities are strict on a nonnegligible subset of E + h . It follows that
and thus
Assume that (a) holds. Then
Moreover A > 0 and thus 0 B A > 0 yielding again a contradiction. Therefore, in both cases, it follows that E + h is negligible and thus, for all h in R n , the inequal-
Let e i be the ith vector of the canonical basis; it follows from the claim we have just proved that there exists a negligible set Z such that, for every x in Ω \ Z, the gradient ∇u(x) exists and, moreover, |u * (x + K for every m and i so that, passing to the limit, we obtain that
(Ω) and u 0 is Lipschitz: it follows that u is Lipschitz, and its Lipschitz constant is bounded by K. (x, u) :
Our new Monotonicity Condition drops out, in Theorem 3.1, two orders of derivatives.
As it is shown in the smooth setting of [16] , Theorem 3.1 can be generalized, with some slight technicality, to a result that gives sufficient conditions under which the gradient of the minimum u belongs to a prescribed compact convex subset K of R n . It is enough to replace, in the Monotonicity Condition, the cone C K with 
Assume that the functional
We just mention that, in this more general situation, an analogue of Proposition 2.1 does hold; for instance (a) is satisfied (with C K instead of C K ) if g(x, u) admits a locally Lipschitz partial derivative g u (x, u) with respect to the second variable and, for every (x, u) in Ω × R, there exists a neighborhood I of (x, u) such that
where N is the set in which g u is not differentiable.
Lipschitzianity of the minima that satisfy an a priori bound-The non-strictly convex case
The next result follows directly from Theorem 3.1 and is useful in a non-strictly convex setting. It also gives existence of a minimizer in W 
Then the problem of minimizing
I (u) = Ω f ∇u(x) + g x, u(x) dx in W 1,p u 1 ,u 2 (Ω)
Proof. For every
Then I k is coercive and has therefore a minimizer u k in the closed subset W 1,p
Moreover f k is strictly convex so that f k and g satisfy the assumption (b) of Theorem 3.1. It follows that u k is Lipschitz with a Lipschitz constant bounded by K: we may assume, up to a subsequence, that u k converges weakly in W 1,p u 1 ,u 2 (Ω) and uniformly to a function u, which is therefore Lipschitz with a Lipschitz constant bounded by K. The functional I being lower semicontinuous we have
Moreover, for every k,
Let u be any function in W 1,p u 1 ,u 2 (Ω); since u k is a minimizer of I k the latter inequalities yield
thus proving that u is a minimizer of I in W
In the particular case of g(x, u) = g(u) (not depending on x) Theorem 4.1 becomes particularly attractive. 
We first show that if the fact that the epigraph of f has no unbounded faces is equivalent to a sort of growth condition that we introduced in [13] under the name of Conical Growth Assumption (CGA). In [13] this condition appeared to be quite weaker than superlinearity but seemed there to be much more technical than the simple requirement that the faces of the epigraph are bounded.
Conical Growth Assumption (CGA).
A convex function f : R n → R satisfies the (CGA) if and only if, for every positive R 0 , there exist ε > 0, c ∈ R and R > 0 such that for every |ξ | R,
Remark 4.4. By definition of subdifferential the convex function f satisfies
for every ξ ; if f satisfies the (CGA) then, after a radius depending on |ξ 0 |, the function grows a little more than that. Proof. Assume that f satisfies the (CGA) and fix ξ 0 in R. Then, for suitable R > 0, ε > 0 and c ∈ R the inequality
holds for every |ξ | R and some p(ξ 0 ) ∈ ∂f (ξ 0 ). It follows that if |ξ | > max{R, −c/ε} then (ξ, f (ξ )) does not belong to the same face of the epigraph of f containing (ξ 0 , f (ξ 0 )) otherwise
so that, by ( * ), ε|ξ | + c = 0, a contradiction. Assume now that the faces of the epigraph of f are bounded. If f does not fulfill the (CGA) there exists R 0 > 0 and, for every k 1, ξ k and ξ k 0 in R n with
. Thus, for every t ∈ [0, 1], by convexity we have
Set ξ k = λ k ν k with λ k k and |ν k | = 1. The latter inequality can be rewritten as
so that, for r > 0, t = r/λ k and k sufficiently big we obtain
Up to a subsequence we may assume that lim k ν k = ν 0 , lim k ξ k 0 = ξ 0 . Moreover, the subdifferential of f being bounded on the balls of R n , we may assume that lim k p(ξ k 0 ) = p; necessarily p ∈ ∂f (ξ 0 ). Passing to the limit in the latter inequality we obtain
Moreover, the opposite inequality holds since p ∈ ∂f (ξ 0 ) and therefore
so that the points (ξ 0 , f (ξ 0 )) and (ξ 0 + rν 0 , f (ξ 0 + rν 0 )) belong to the same face of the epigraph of f . A contradiction, since r is arbitrary and the faces of the epigraph of f are bounded. It follows that the (CGA) holds. 2
We will need to introduce a further notation. We are now in the position to weaken the strict convexity assumption in the last part of Theorem 4.1. The proof of the theorem is based on the following lemma.
Theorem 4.8 (Existence and Lipschitz continuity of minimizers in
W 1,p u 1 ,
u 2 (Ω)). Assume that f, g fulfill the Basic Assumption and that g satisfies the Large Monotonicity Condition, i.e. there exists p(x, ·) ∈ ∂ u g(x, ·) for a.e. x such that v > u + K|y − x| ⇒ p(x, u) p(y, v).

Assume moreover that the faces of the epigraph of f are bounded. Then the problem of minimizing
Lemma 4.9. Let f , g satisfy the Basic Assumptions and u, v be two minimizers of
belong to the same face of the epigraph of f .
Proof. Let Σ be the subset of Ω where (∇u(x), f (∇u(x))) and (∇v(x), f (∇v(x))) do not belong to the same face of the epigraph of f . For any measurable function q : R n → R n such that q(ξ ) ∈ ∂f (ξ ) the set Σ can be expressed by the formula Therefore, if Σ is not negligible, by adding together the functionals I Ω\Σ and I Σ we obtain 
Lipschitz regularity under the Bounded Slope Condition of Cellina
In this part of the paper we let g = 0 and thus consider the functional
where f : R n → R is convex, bounded below by an affine function. Let u 0 be a Lipschitz function on Ω.
There are many recent results concerning the Lipschitz regularity of the minima of the functional I on u 0 +W 1,p (Ω) under the assumption that the boundary datum u 0 satisfies the Bounded Slope Condition (BSC) of Hartman-Stampacchia, that we recall here; we refer to [10] for some classical results involving the (BSC).
Bounded Slope Condition (BSC).
The function u 0 satisfies the (BSC) of constant K 0 if for every x 0 ∈ ∂Ω there exist k + (x 0 ) and k − (x 0 ) in R n such that, for every x ∈ ∂Ω,
In addition there is K 0 such that
We mention [5, 13] for some regularity results when the boundary datum satisfies the (BSC); Clarke even proved a local Lipschitz regularity in [7] for boundary data satisfying a partial BSC (just from below, or from above). The proofs of these results rely strongly on the assumption that the Lagrangian is strictly convex; they are in fact based on the Comparison Principle between a minimum and an affine function (a special class of minima) which may be false if the Lagrangian is not strictly convex.
More recently Cellina introduced a new class of minimizers of I and formulated a new Comparison Principle dropping out the requirement of strict convexity of f .
We recall briefly these results for the convenience of the reader. By f * we denote the polar of f . The effective domain of a function ϕ :
Definition 5.1. For θ ∈ Dom(f * ), x 0 ∈ R n and r ∈ R we define the functions
The function h
is convex and h
is concave; they both coincide with r at x 0 . We mention that if f is strictly convex then ∂f * (θ ) is single valued and thus in this case the maps just defined are affine.
It turns then out that, in what concerns the minimizers of I , under a suitable "growth" assumption on the convex function f (unnecessarily strictly convex) the functions h For instance it is proved in [5, Theorem 1] that if f is convex (even extended valued), lower semicontinuous and Dom(f * ) has a non-empty interior then, for θ in the interior of Dom(f * ), x 0 ∈ R n and r ∈ R the map h
) is a minimizer of I among the functions in
We recall here some characterizations of the latter condition on the effective domain of f * ; we refer to [1] for the simple proof of the following equivalence result. 
In what follows by u v on ∂Ω we mean that the positive part (u − v) + of u − v belongs to W 1,1 0 (Ω). We will use the result of Cellina, that we state here for the convenience of the reader in a slightly general version. (Cellina) . (See [5, Theorem 2] .) Let Ω be convex, f : R n → R ∪ {+∞} be convex, lower semicontinuous and non-constant on straight lines. Let u be a minimizer of
Comparison Principle
Assume that, for θ in the interior of Dom(f * ), x 0 ∈ R n \ Ω and r ∈ R, we have h Proof. By Theorem 4.6 the (CGA) holds: there exist ε > 0, R |ξ 0 | and c ∈ R such that, for every |ξ | R,
so that, for every ν ∈ R n with |ν| = 1, |ξ | ξ · ν and thus
Moreover, f being bounded from below by an affine function, f (ξ) − (p + εν) · ξ is bounded from below too on the ball of radius R centered in the origin. Therefore there exists r ∈ R such that f (ξ) (p + εν) · ξ + r for every ξ in R n , proving that p + εν ∈ Dom(f * ) for every unitary vector ν. The convexity of Dom(f * ) implies that the entire ball of radius ε and centered in p is contained in Dom(f * ). To prove the last part of the claim it is enough to remark that if ξ ∈ ∂f * (p) then p ∈ ∂f (ξ ) so that The following condition on the boundary datum analogous to the classical (BSC) was introduced in [5] ; we call it the Cellina Bounded Slope Condition.
(CBSC). We say that (u 0 , f ) satisfies the (CBSC) of constant K 0 if for every x 0 ∈ ∂Ω there exist θ + (x 0 ) and θ − (x 0 ) in the interior of Dom(f * ) such that, for every x ∈ ∂Ω,
We notice that when θ belongs to the interior of Dom(f * ), the subdifferential ∂f * (θ ) is bounded and therefore sup{|k|: k ∈ ∂f * (θ )} is finite. The (CBSC) requires thus a uniformity in this bound. We also mention that if the (CBSC) of constant K holds then u 0 is Lipschitz on ∂Ω and its Lipschitz constant is bounded by K.
Remark 5.6. The definition of (CBSC) does not actually require that f be convex. We will use it for non-necessarily convex function only in the last section of this paper.
We give here criteria under which the classical (BSC) implies the new (CBSC), that is always fulfilled if the faces of the epigraph are bounded.
Proposition 5.7.
(i) Let k, θ ∈ R n be such that θ ∈ ∂f (k). Then, for every x 0 ∈ R n , r ∈ R and x ∈ R n the following inequalities hold
(ii) Assume that the Lipschitz function u 0 satisfies the (BSC) of constant K and that the epigraph of f has no unbounded faces.
Proof. Claim (i) follows immediately from the fact that k ∈ ∂f * (θ ) so that
If the faces of the epigraph of f are bounded then Lemma 5.4 shows that, every θ is in ∂f (k) belongs to the interior of the domain of f * and that moreover, every element of ∂f * (θ ) is bounded by R f K ; the application of (i) yields the conclusion. More details on the subject will be given in a forthcoming paper. We are now able to state the following regularity results without any strictly convexity assumption on f ; the first one is an application of Theorem 4.1, the second one follows from Theorem 4.8 
and therefore there exists a Lipschitz minimizer of I that is Lipschitz with a Lipschitz constant is bounded by K. 
Proof. Cellina Comparison Principle yields
u 0 x 0 + inf k∈∂f * (θ − (x 0 )) k · x − x 0 u(x) u 0 x 0 + sup k∈∂f * (θ + (x 0 )) k · x − x 0 for a.e. x in Ω. Set u 1 (x) = sup u 0 x 0 + inf k∈∂f * (θ − (x 0 )) k · x − x 0 : x 0 ∈ ∂Ω and u 2 (x) = inf u 0 x 0 + sup k∈∂f * (θ + (x 0 )) k · x − x 0 : x 0 ∈ ∂Ω .I (u) = Ω f ∇u(x) dx in u 0 + W 1,1
(Ω). Then u is Lipschitz and its Lipschitz constant is bounded by
R f K = max |ξ |: ∃|η| K, ξ,
f (ξ ) and η, f (η) belong to the same face of epi(f ) .
Moreover, I has a minimizer whose Lipschitz constant is bounded by K.
Proof. Since the faces of the epigraph of f are bounded then f is non-constant on straight lines: Theorem 5.10 yields the existence of two Lipschitz functions u 1 and u 2 , with a Lipschitz constant bounded by K, such that u 1 = u 2 = u 0 on ∂Ω; therefore u is a minimizer of I in W Remark 5.15. We will prove in a forthcoming paper that the convexity assumption on the domain Ω can be weakened in the claims of Theorems 5.10 and 5.12.
Relaxation and Lipschitz regularity in the non-convex case
In this section we will consider the case of a Lagrangian f : R n → R, that we assume again to be bounded below by an affine function but not to be convex; u 0 is a Lipschitz function on Ω. and f f * * on R n so that inf I inf I * * ; it follows that the above inequalities are in fact equalities. 2
The proofs of the next corollaries follow then directly from the results of the previous sections. Moreover, the minimizers of I , if they exist, are Lipschitz.
The assumption that I * * has a minimizer is satisfied when f * * has superlinear growth; the popularity of this growth condition leads us to reformulate explicitly Corollary 6.4 in this situation as follows. Moreover, the minimizers of I , if they exist, are Lipschitz.
Remark 6.6. We underline the fact that, in Corollary 6.5, we do not need any condition that bounds the Lagrangian f from above, as instead is assumed in the classical relaxation results (see for example [3, Theorem 10.8.3] ).
