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松田謙次郎
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MATSUDA　Kepjiro
Abstract
VARBRUL　 is　a　logistic　regression　program　that　has　been　used-in　variationist　so-
ciolinguistics　since　the　197Qs.　Although　it　is　by　now　the　default　analysis　tool　in
the　field,　the　software　is　far　from　popular　in　Japanese　saciolinguistics,partly　due
to　the　poverty　of　introductory　texts　for　this　ophisticated　freeware.　This　paper　is
intended　to　be　a　general　introduction　tothe　software,　covering　the　statisti.cai　prob-
lems　it　is　intended　to　deal　with,　as　welt　as　the　practical　haw-to's　of　tie　program.
VARB　RULプログラム は欧米 の変異理論研究 では一般 的なフ リー ウェアだが、
日本 においてはVARBRUL登場後30年 たってなお、 その紹 介が十分 に成 さ
れてい るとは言 い難い状 況 にあ る。本稿 ではVARBRULの基本 か ら、実際 の
使用法 、そ して現バ ージ ョンのVARB　RULが持 つ諸 問題点 を指摘 す る もの で
ある。
1.　は じ め に
　 「VARBRULプロ グ ラム」 とは、　Cedergren　andSankoff(1974)、ま た そ の前 年 のCeder-
gren(1973)にお い て初 め て使 用 され た言 語 変 異 分 析 用 フ リー ウェ ア の 名 称 で あ る。 日本
で は あ ま り知 られ てい る とは言 い難 いが 、欧米 の 変 異理 論 研 究 論 文 で は頻 繁 に登 場 し、論
文 の議 論 もその 出力 結果 に基 づ いて な され る こ とが 多 い 。 しか しなが らそ う した状 況 に あ
る欧 米 に お い て も、長 い 間 この プ ロ グ ラム に関 す る本 格 的 な教 科 書 は存 在 せ ず、 ソ フ ト付
属 のマ ニ ュ アル や概 説書 、 また変 異 理 論 最 大 の学 会 で あ るNWAV(New　Ways　of　Analyzing
　 ネ本稿は、2004年9月5日に東京大学本郷キャンパスで開催された、第14回社会言語科学会大会ワーク
ショップ 「ことばのバ リエーションをつかまえる:分析ツールとしてのVARB　RULプログラムの活用怯 と隣接
分野への応用」で口頭発表したものに大幅に加筆 ・修正を加えたものである。ワークショップの企画者である
太田一郎、企画設階からコメン トを頂いた朝目祥之、片岡邦好、高野照司の諸氏、および当日コメントを頂い
た参加者諸氏に謝意を表したい。
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Variation)を始 め とす る学 会 で付 随 して 開催 され る ワ ー クシ ョップ な どで そ の使 用 法 を学
ん で い た の が 実 情 で あ った 。Paolillo(2002)の出版 に よ って 、変 異 理 論 界 は、 よ うや く最
近 統 計 的 背 景 や 歴 史 まで を も含 め た 、VARBRULプ ロ グ ラ ム の全 貌 を纏 め た教 科 書 を持
つ こ と に な った と言 っ て も過 言 で は な い 。
　 実 際 に現在 使 用 され て い る ソ フ トは 、VARB　RUL(MS-DOS)、　Goldvarb　2.1(IVIaci　ntosh)、
GoldVarb2001(Windows)およびGoldvarb　X(WindowsおよびMacintosh)とあ るが 、変
異 理論 関連 の論 文 で は 、一概 にVARB　RUL　analysisと言 う こ とが 多 い 。】現 在 、　VARBRUL
プ ロ グ ラム は以 下 の ウ ェ ブ サ イ トか らダ ウ ン ロー ドが 可 能 で あ る。
・　 ア メ リ カ ・ペ ン シ ル バ ニ ア 大 学 言 語 デ ー タ コ ン ソ ー シ ア ム(VARBRUL)ftp:〃ftp.
　 ldc.upenrt.edu/pub/ldc/wise_SW/varbruL　ta .Z
・　 カ ナ ダ ・ケ ベ ッ ク 大 学 モ ン ト リ オ ー ル 校 数 学 研 究 セ ン タ ー(Goldvarb　2.1)http:
　 //www.crm.umontreal.ca/'sankoff/GoldVarb_Eng.htm1
・　 イ ギ リス ・ヨー ク大 学 言 語 学 科(Goldvarb2001)http:〃….york.ac,uk/depts/
　 ling/webstuff/goldvarb/
。　 カ ナ ダ ・トロ ン ト大 学 タ リ ア モ ンテ 教 授 ウ ェ ブ サ イ ト(Goldvarb　X)http:〃individual.
　 utoronta.ca/tagliamonte/goldvarb.htm
　 もっとも古 いDOSバ ージ ョン以外 のプ ログ ラムは、細 かな違い はあ るが ほぼ同機能で
あ り、 もちろ んGUIイ ンター フェース を持 つ。 この論 文 ではGoldvarb　Xに 沿 って解説
を進 め るが、基 本 的な部分 では全 く変 わ らない と思 って良 い。
2.東 京語 「を」 ゼ ロマー ク化 デ ー タ
　 まず最初 に、表1-2に纏 め られ るようなデー タがあ ると しよう。このデータは、Matsuda
(1995)および松 田(2000)による東京方言 の対格格 助詞 「を」のゼ ロマー ク化 に関す る も
ので、東京方 言話者39名 の 自然談話 よ り得 られた7,529件のデー タであ る。。 デー タは、
「を」 がゼ ロマ ーク化 されたか否 か(つ ま り 「を」 として実現 されたか)を コー ドした従
属 変数 と、助詞 の付 く目的語名詞 の形式(語 彙名詞、節 、WH代 名詞 、代名詞)、お よび
その名詞 と動詞 が 隣接 してい るか どうか をチ ェック した隣接性 の2つ の独 立変数 か らな
'る。表1に コー ド表 を掲 げてお く。2
　例 えば以 下の ような発話 であれば、最初 の発話 は11SAと、2番 目の発話 は ⑪2FNとコー
ドされ る ことになる:
(1)で さ一、 あいつがつ い に携帯買 ったんだ って!
　 3以後、この論文で 「VARBRULプログラム」 と言 う場合、それは 「バ ージョンを問わずすべての ～偽RBRUL
プログラムで」 とい う意味 である。
　 2実際 には他の多 くの要因が コー ドされているが、 ここではすべて割愛す る。詳 しくはMatsuda(1995),松田
(2000)を参照 の こと。
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(2)それで 、あの先 生 はあの店 に出てい た携 帯 を急 い で買 われ ま した。
　 さて、今 回の全 デー タ7,529件を表 にま とめ る と、 表2の ようにな る。3
　 このデー タか ら、各独 立要 因が 「を」 のゼ ロマ ー ク化 に対 して持 つ貢献 度(重 み)を
割 り出 し、 どの要 因が どれ ほ ど影響 を与 えているのか を見極 め たい と しよう。実 は こ う
した状況 は、何 らかの形で言語変異 や言語 変化の分析 を している と しば しば遭遇す る も
ので ある。現 象や各 要因 を適当 に変 更 してみれば、 こう した場面 が以下 に一般的 なもの
かが わか るだ ろ う。
2.1　表 の 目視 に よるパーセ ンテー ジの分析
　 まず浮か ぶの は、各 セル に記入 されてい るパーセ ンテー ジを 目視 によ り比 較 して、各
要 因の相対 的な重 み を割 り出そ う とする考 え方であ る。 これ は もっと も原始 的 な方 法だ
'が
、要 因数 が2(す なわち従 属変数 一つ と独 立変数一 つ)～3位 であ れば十分 可能 であ
る。要 因が増 えて全体像 が把握 しに くい場合 は、要 因の レベ ルに よって別表 を作成 すれ
ば よい(こ れ を 「層別」 と言 う〉。表2で もス タイルによ り表 を大 き く2つ に分割 してい
る。 この表 か らは 、少な くとも次 の ような ことが容易 に読 み取れ るだろ う:
(3)パーセ ンテージか ら読み とれ る こと
・
・
・
隣接環境 の方 が、非隣接環境 よ りもゼ ロマー ク化 が起 きやす い。
名詞形式 差では、ゼ ロマーク化 されやすい順 にWH代 名詞 〉語彙名 詞 〉代
名詞 〉節 とい う序列 があ り、これ はス タイルや隣接性 のいか んに関 わ らず
同様 であ る。
ス タイル差 で は、ゼ ロマー ク化 は改 ま ったス タイル よ りも くだけたス タイ
ルで起 きやす く、 この関係 も隣接 性のい かん に関 わ らず成 立す る。
　 ただ し、 いずれ に して もこの方 法 ではあ くまでセル 間のパーセ ンテー ジの比 較で しか
ないので、要 因の持 つ統計 的有意性 はわか りようが ない。 また、変数が増加 した場合、す
ぐに手 に負 えな くなる。 このデー タの場合 、独立変数 同士 は独 立の 関係 にあるので、表
か らの読み取 りも比較 的簡単 だが、 いつ もこうだ とい うわけでは ない。特 に、性 別 ・年
齢 な ど話者 の社 会的属性が組 み込 まれた場合 、社会 的要 因同士 の関係 は独 立 でない こ と
が多 い。4最後 の問題点 として、層別化 した場合、後述す る 「シンプソンのパ ラ ドックス」
に直 面す る事 態 が考 え られる こと も指 摘 しておこ う。
2.2　グ ラ フ に よ る 分析
　 パ ー セ ン テ ー ジ の 目視 に よる比 較 を もう少 し工 夫 す る と、 グ ラ フ に よ っ て 視 覚 化 して
比 較 を行 う とい う発 想 に至 る。2～3要 因 を組 み 合 わ せ る な ど して グ ラ フ を作 成 す れ ば 、
デ ー タの お よそ の あ らま しは把 握 で きる場 合 が多 い 。そ もそ もグ ラ フ作 成 は、 どの よ うな
　 3のは格助詞 「を」がゼロとして実現されること(ゼロマーク化)を 示す。
　 4興味深いことに、言語変異においては、いわゆる言語内的要因同士はたいてい独立であること、言語内的
要因と外的要因(=社会的属性)も たいてい独立であること、そ して外的要因同士は交互作用が見られること
も多いことがわかっている。
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統計 分 析 を施 す こ とにな ろ うとも、 まず は デー タ分析 の第一歩 となるべ きであ り、 デー
タ中のパ ター ンを発 見 す る とい う探 索的見 地か らも、グ ラフによる分析 は決 して間違 い
で はない。
　 このデ ータの場合 も、 デー タ をグ ラフ化 す る と図1の ようにな り、 ここか ら もあ る程
度 の読み取 りは可 能であ る。 しか しなが ら、 問題 はパ ーセンテ ー ジの場合 と同様 で ある、
要 因が4,5,…と増 加 する に従 い、 グラ フに よる分析 は困難 な もの にな り、各要 因 の効 き
具合 を細 か く吟味す るの は不 可能 とまで は行 かな くとも、 きわめて骨 の折 れ る作 業 とな
ろ う。 また、 それ に して もあ る要 因の レベ ル 問の 区別 や要因その もの の有意性 は、グ ラ
フの み か らでは調べ よう もない。
図1:東京方 言 デー タ(表2)の グラフ化
2.3　統計的検定:カイ自乗検定
　パーセンテージのような記述統計的発想からさらに発展すると、次は検定を含んだ統
計的解析 ということになる。データは名義尺度データなので、カイ自乗検定がす ぐに浮
かぶ。目的変数であるゼロマーク化の有無の頻度と各要因を一つづつ掛け合わせた分割
表でカイ自乗値を計算 し、自由度を参照 しながらその有意性を検討するという手順を踏
む。有意であった場合、その要因はゼロマーク化の実現(つまりはゼロ)に何らかの形で
関連しているという結論 を導き出すことができる。例えばこのデータで3つ の独立変数
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それぞれ にカイ 自乗検定 を試み ると、5すべ てがp〈0.001レベ ルで有 意であ る(表3-5)。
　 こう したカ イ 自乗 法 を用 い た分 割表 分析 は、言語学 の論文 で も 目にす るこ とが多 い 。
しか しなが ら、実 は カイ 自乗 を用 いた分析 には問題 点が い くつか ある。 まず、通常 の カ
イ 自乗法 ではそ の分 割表全体 の分布 につい ては検定が可 能 だが 、各要 因の レベ ル間 につ
いては何 も言 うことが ない、 とい う点で ある。つ ま り、パ ーセ ンテー ジか ら大体 どこ ら
辺 に大 きな差 が あ りそ うか はわか るが、 はっき りと 「レベ ル1と レベル2の 区別 は有 意
だが、 レベル2と レベ ル3の 区別 は有意で はない」 とい った情報 は与 えて くれ ないので
ある。 これだ と、せ っか くその要 因が重 要 だと言 うことが わか りなが ら、 そ こか ら先 の
細 かな よ り分析 に進 め るこ とがで きない ことになって しまう。
　 実 は、カイ自乗 を発展 させ た形 と して残差分析 を行 ない、有 意差検定 を行 うことで クロ
ス表 に見 られる分布特徴 をよ り確 か な形で把握 する ことは可能 である(Everitt,1992)。残
差分析で は、各 セルの観測値 と予測値 の差 を予 測値 の平方根 で割 り標準化残差 を計 算 し、
さらにこれ を標準 偏差 で割 る ことで得 られる調整化 残差(adj　usted　standardized　resi uai,
ASR)を使 用す る。 この値 は、平均0、 標 準偏差1で 正 規分布 に近似 す るため、 その値
の絶対値 が1.96を超 えれば5%域 で有意 な相 関 を持 つ組み合 わせ(=セ ル〉 を見 つける
こ とが で きる(Haberman　1973)。ここか ら表全体 のカイ 自乗検 定 の有 意性 に、 どのセル
が貢献 したのか を点検 し、そのパ ター ンを見 る ことで表の特徴 を捉 えるわ けであ る。6
　 しか し、残念 なが ら残差 分析 に よって も解 決 しない、単 変量解析 特有の 問題 が存在 す
る。それ は交絡要 因(confounding　factoz)の問題 である。交絡 要 因 とは、ある現 象Xに 関
わる真の要 因Aが 、別の要因B(交 絡 要因)の 存 在に よ りその関 わ りが見 えに く くな り、
表面的 に要 因Bが 現象Xの 重 要な要因 とみな されて しまう ようなケースであ る。 た とえ
ば発癌要 因 とされる もの には、飲酒、喫煙 、肥満 、な どといった因子が知 られ ているが、
一定地域 の住民 に調査 を した場 合、 こ う した要因で構 成 され るクロス表すべ てのセ ルに
均 等 にデー タが分布 する とは考 え られない。そ こにはたいてい何 らかの偏 りが 出 るはず
だが、 こ う した場合 に癌 の有無 に対 して 、飲 酒のみあ るい は喫煙 のみで ま とめた表 を作
り、その効 果 を論 じる場合 を考 えてみれ ば、その危 険性 は明 らか であ ろ う。本 当の とこ
ろはいず れの要因が どれ ほど効 い ていたのか を正 当 に判断 する には、飲 酒、喫煙 、そ し
てその他 も含 めたすべ ての要因 を一度 に評価 し、他 の要 因 をコ ン トロール した上 であ る
要 因の効果 を計 算す る必 要があ るわけで ある。 自然発 話 に基 づ くデー タを扱 う変異 理論
で も事情 は同 じで あ り、性 別、年齢 、学歴 とい った社会的 要因 は言 うまで もな く、今 回
のデー タの ような文法 的 カテ ゴ リーにつ いて も分布 は一様 では ない。こ う した分 野で は
あ らか じめ実験計 画 を立 て、要因 をコ ン トロール した上で サ ンプル収集 を行 う実験 デー
タ とは異 なる種類 の 困難 がつ きま とうわ けである。
　 この交絡要因の極端 なケース として、「シンプソンのパ ラ ドックス(Simpson'sparadox)」
として知 られる現象 を紹介 してお きたい(Simpson,1951)。これは、一口 に言 うと層 別 ク
　 5スタイルと隣接性 については2×2表 になるため、 イェーツの連続性 のためゐ修正法 に従 って計 算 してあ
る。ただ し、 これに よる差 は各々の場合で1以 下であ り、結果にはほとん ど影響 を与 えていない。
　 6なお、Excelでこれ を計算す る場合、内田(2000)が参考 になる。
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表1:東 京 語 「を」 ゼ ロ マ ー ク化:コ ー ド表
要因 1　 レベル コ ー ド
名詞句形式差 語彙名詞 1
■
　　　　節 2
WH 3
■
　　　代名詞 8
表2:東京 語ゼ ロマー ク化 デー タ　 (上段:改 まったスタイル;下段:く だけ たス タイル)
改 まった ス タイル ・隣接 計 　 　 改 まったス タイル ・非 隣接 計
語彙 1節 lWHl代 名詞
■
　　　　語剰 節 WH　1代名詞
1
一 一 一 一
II ■
の 840　　 45 30 160 1,075　　 132　　　13 8 41 194
11
一
総数 1,759168 51 417 2,3951414S1 5 178 688
1　
%の 48% 27% 59% 38% 45%132%16 53% 23%
1唱28%
くだけ たス タイル ・隣接 計 iく だけたス タイル ・非 隣接 計
■
　語彙 節 WH 代名詞 語彙 節 WH 代名詞
■
の t,sos82 63 357 2,31042Q 32 20 95 568
総数 2,573 153 75 587 3,388?13 82 27 236 i,oss
%の
■
　70% 54%a84% 61%
1
　68% 59% 39% 74% 40% 54%
表3:名 詞句 形 式 差 に よる ゼ ロマ ー ク化 の分 布(X2(3)=168.551.,pく0.001)
語彙名詞　　節　　WH　代名詞 計
を 2,259 312 47 765 3,383
φ 3,200 172 121 X53 4,146
??
? 5,459　　 484　168　　1,418　　 7,529
表4:ス タ イ ル に よ る ゼ ロマ ー ク化 の 分布(X2(1)=407.068,p<0.001)
↑改 まったス タイル くだけたス タイル 1計
を 1,814 1,569 3,383
φ
1
　　 　　1,269 2,877 4,146
計 3,083 4,446 7,529
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表5:隣 接 性 に よ るゼ ロマ ー ク化 の分 布(x2(1)=120.509,　P<0.001)
　　　　　　　　　　1隣接 非隣接ll計
を　　2,398　　 985　　 3,383
　 　 ■　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　■
φ　　　3,385　　 761　　 4,146
言十　　5,783　　　1,746　　　7,529
ロス表 において、各層別 のク ロス表 で成立 する関係 と、層 を解 消 してすべ てを合計 した
クロス表で成立す る関係が異 なって しまう事態 の ことを言 う。Fienberg(1980,50fE)によ
る例 を見 てみ よ う(表6-7、原著 を一部改 変)。
表6:シ ンプソ ンのパ ラ ドックス(1):それぞれの層 の表
C
■
　 　 B' B
「
　　計
A' Asa
(95rlo)
9,000
{90°10)
9,950
A '1　　O
ミ(5%)
1,000
(ld%)
■
　 1,0so
計 1,000
(100%Q}
10,000
(100%)
11,000
C'
l
　　B' B
1
　　計
A' 5,000
-
(50%}
　5
{5%)
5,005
A s>oao
(54%)
　95
{95%}
5,095
計
一
　 10,000
(100%)
　100
(100%)
10,100
　 ここではA,A'という2レ ベルか らなる第1要 因、同様 にii'か らなる第2、C,C'を持
つ第3要 因がある として、第3要 因で層 別化 した2つ の表(表6)と 、 これ らを合併 した
表(表7)が あ る。層別化 されたそれぞれの表で は、いず れ も[BAのセル]〉[B'Aのセル
]とい う関係が成 立 してい るが、合併 した表で はこれが逆転 して、[BAのセル]<[8'Aの
セル1となって しまってい る。
　 シ ンプ ソンのパ ラ ドックスが教 えて くれ るのは、や は り複数 要因が 関わ る現象 におい
て、単変量分析 の繰 り返 しで対応 してい る と、見落 と して しまうパ ター シが ある とい う
こ とであ り、そ れを避 け るためには、複 数要 因が 関わ ってい るな らそ れ らの要 因を一度
に見 な さい とい うこ とで ある。そ こで、多重 ク ロス表 を一度 に検 討す る手続 きを統計 的
にや って くれる多 変量解析 が必 要 になるので ある。7
3.ロ ジステ ィック回帰 分析 とは
　 多 変 量 解 析 と一 口 に言 っ て も、 分 析 の 目的 や独 立 ・従 属 変 数 の 尺 度 な ど に よ っ て さ ま
ざ ま な手 法 が あ る。 今 回 の場 合 、 や りた い分 析 は独 立 変 数 が 名 義 尺 度 、連 続 尺 度 の 場 合
　 7実はカイ自乗には独自の問題もある。それは、サンプル数が大きくなりす ぎるとほとんどの場合に有意な
差が出てしまい、本質的でないカテゴリの変化が、分布のちがいを示す原因を作 ってしまうという問題である
(西平,1985,158)。
38 松田謙次郎
表7:シ ンプ ソンのパ ラ ドックス(2):要因Cに つ いて合併 され た表一　　　　　　　　　　　　　 一一
A'　　 5,950(54%)　　 9,005(89%)　　 14,95
　 　 　 　 　 　 　 　 　 　 　 　 　 　 　 　 　 　 　 画■
A　 　 5,050(46%)　　 1,095(11%)　　 6,145
　 　 　 　 　 　 　 　 　 　 　 　 　 　 　 　 　 　 　 　 1
計 　 11,000(100%)　10,100(100%)　21,100
の 回帰 分析 とい うことになる。実 際、多 くの言語変異 ・変化 現象の場合 は従属変 数(上
の例 で言え ばゼロマ ーク化が が起 きる1起きない)が 名義尺度であ るこ とが多 い。8従属変
数が名 義尺度 の場 合、単純最小 自乗法(Oridinary　Least　Squarex　Method,　OSL)や重み付
き最小 自乗 法(Weighted　Least　Square　M thod,　WLS)に基 づ く通常 の回帰分析 で は都合
が悪 い。そ れは、 こう した場合、 予測対象 が0か ら1の 問 に収 まる割合(生 起確率)で
表現 され る ことにな るわ けだが、 回帰モ デル は時 にこの範 囲 を逸脱 す る数字 を予 測 とし
ては じき出 して しまうか らで ある。
　 ロジステ ィック回帰分析(logistic　regression　analysis)は、こ う した独立 変数 ・目的変数
共 に名義変数 の場合 の回帰 分析 なので ある。 この手法 では、生起確 率その もの を予 測す
るのでは な く、生起石鉾Pの ・ジ ッ ト(ln(1-pP))が予測対象 となる・ ・ジ ッ トと1ま・現
象 の生起確率pの オ ッズ(1-pP)を自然対数変換 した ものであ る。 ロジ ッ ト化 された、多重
ク ロス表の それぞ れのセルの確率 の予測 をす る中で、各 々の要因の重み を算 出 して、最
終 的に予測 モデ ル を作 ろ うとす るわけであ り。そ して、そ れをや って くれ る ソフ トの一
つがVARBRULなのであ る。9
　 ロジス テ ィック回帰 は上述 の事 情 もあ って、当初 疫学分野 で大 きく発展 した統計 手法
で あ る。i.oアメ リカの心臓疾患 に関す る著名 な大規模調査 で ある フ.ラミンガム心臓 病調
査 プ ロジ ェク ト(Framingham　Heart　S udy)では、血 中 コレステ ロール値 、血圧・喫煙 習
慣 の有無 な どを始め とす る さまざまな要因か ら心臓疾患 に関わる要 因の 同定 を試み たが、
この中で心臓 疾患 の有無(110)を複 数の名 義(例:喫 煙習慣 の有 無)・連続変 数(例:血
中 コ レス テ ロール値 、血 圧 な ど)か ら予 測す る統計 手法 が必 要 にな り、 ロジス ティック
回帰 の開発 につ なが った。同時 に進行 した大 型計算 機の一般化 と共 にこの手法 は広 く経
　 8もちろんこれがすべての場合だ とい うわけで はない。た とえば母音 の変異 ・変化 を扱 お うとすれば、Fl,F2
などの フォルマ ン ト周波数が従属変数 になるが、 これな ら通常の重回帰分析 が可能であ る。 こうした研究 につ
いて は、 ラバ ブの一連 の母音推移 に関す る研 究が参考 になる(Labov　1994)。なお、ロジステ ィック回帰 では、
独立変数 については カテゴ リー変数 と共 に連続変数 を含 むことも可能であ るが、 こう したモデルでのパ ラメー
タ推定 をExcelで行 う方法が増山・山田(2004)にあ り、参考 になる。
　 9VARBRULが行 うのはロ ジステ ィック回帰お よびクロス表作成 だが、ロジステ ィック回帰 に近い内容 を持つ
解析法 として対数線形分析(lag-linear　analysis)が知 られている。 しか しなが ら両者は明確 に異 なる ものである。
対数線形分析は簡単 に言えば従属変数 と独 立変数 を持 った回帰ではな く、名義変数か らなるクロス表のセル度数
を予測するモデルだと思えば よい。「名義変数か らなるクロス表」なので、対数線形分析 では、たとえば連続変
数 をその ままモ デルに組 み込 むことはで きない。一方、ロジスティック回帰ではそれが可能で ある。VARBRUL
でそ れが で きないのは、単 にVARBRULプ ログラムの機能が限定 されているか らに過 ぎない。　VARBRULプ
ログラムを対数線形分析 ソフ トと誤解 してのでは と思 われる解説 も見 かけるので(た とえば前川(2001))、注
意が必要である。
　10ロジステ ィック回帰に深 い関連 を持つ対数線型モデル も、 アメリカの麻酔薬研 究(National　H thane　Study)
か らの発展であ る。
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済学、社 会学 な ど医学以外 の分野 にも応 用 される ようになった とい う経緯 が ある。 それ
が、70年代 にな りや っ と言語 学 にまで及 んで きたわけであ る。手 法 自体 は汎用統計 パ ッ
ケー ジと して知 られるSPSSやSASにも含 まれてお り、現在 で は もちろんパ ソ コン上で
手 軽 に分析 可能 であ る。変異 理論 的分析 用 にでこれ を手軽 に扱 えるパ ッケー ジに した の
が、VARBRULプログラムなのであ る。】1
3.1　VARBRUL分析 に よる方法
　 さて、それで は ロジス テ ィック回帰 ソフ トであるVARBRULでは、 このデ ー タに対 し
て どの ような分析 を して くれるだ ろうか。細 かい ことを追 う前 に前 に、 まず はゼ ロマ ー
ク化 デー タのVA　RB　RULプ ログラムの最新版 であ るGoldvarb　Xに よる分析 結果 を見 て
み よう(表8)。
表8:ゼ ロマ ー ク化 デ ー タのGoldvarb　Xに よる 分 析 結 果
要因 レベル 重み ρ値
名詞句形式差 .語彙名詞 0.532p<0.001
圏
　　　　節 0.33
圏
　　　 WH 0.687
1
　　　代名詞 0.415
ス タイル 改 ま っ た ス タ イル 　 0.359　P<0,001
くだ け た ス タ イル 　 0.599
　重 み(パ ラメー タ値)は 、0か ら1の 間の値 を取 り、05を 境 に0.5より大 きい とその
要因ル ベルが ゼロマ ーク化 を実現す る方向 に効 果があ るこ とを示 し、逆 に0.5以下 だ と
ゼロマー ク化 を起 こさない方 向に働 くもの と解釈 される。 この こ とを踏 まえる と、先 に
パ ーセ ンテー ジか ら読 み とった こ とがすべ て正 しか った ことが まず読 み とれ る。 またP
値 を見て行 くと、やは り先 のカイ 自乗検 定の結果 を裏付 けてい る こと もわかる。 な らば
パーセ ンテージや カイ 自乗 で十分 ではないか、 とい う批判 が 出るか もしれないが、上 の
結 果がそ れ らと決定 的 に違 うのは、 これが 「他要 因の効果 を考慮 した結果」 だ とい う点
なのであ る。す で に見 た通 り、パ ーセ ンテー ジあ デー タか らだけで は、各 要因 に独立 し
て どれ ほ どの効 果があ るのかは分 か りようもな く、要 因一 つ一つ のの カイ 自乗検 定 か ら
では、果 た して他 要因 を考慮 して もその要 因が有意 なのか も判別 で きないのであ る。 ロ
　k]日本語で書かれた ロジステ ィック回帰分析 自体 の解 説書 は、高橋(1995),丹後,山岡,高木(1996),浜島(2000>
な ど医療統計学関係が 目立 つ。言語学関連では、先 に挙 げたPaolillo(2002)以外 にRietveld　anvan　Hout(1993)
があ り、政治学の増 山・山田(2004)も扱い は短いがわか りやすい。英語で あれ ば、Fienberg(1980)やEveritt
(1992)が参考になる。後者 には初版 に邦訳が ある(エ ヴェ リッ ト,"1)。SPSSでロジステ ィック回帰 を走 らせ
る場合 の簡単 な解 説であれば、石村(2001)が手軽 であ る。
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ジス テ ィック回帰 の結果 は、 た とえばス タイル差 や名詞句 の形式差 の効 果 を勘定 に入 れ
て も、隣接 性 要因 は高度 に有 意 な効 果 をゼ ロマー ク化 に対 して持 つ こ とを示 してい るの
であ る。
　 さ らに名詞 句形式差 につ いては、例 えば代名詞 とWH代 名詞 は 「代名詞 」 と して同 じ
カテ ゴ リー にま とめ るのは適 当で ない こ とや、語彙名詞 と代名詞 を一つの カテゴ リーに
ま とめるの は、いず れ も統計 的見 地か らは適 当で ないこ とも、追加 分析か ら確認可 能で
あ る。 これ につい て も他 要因 を コ ン トロール した上 での ことであ り、 カイ 自乗 の残 差分
析 か ら分か る ことよ りもはるか に多 くの ことを教 えて くれている ことは言 うまで もない。
　 こ うして得 られた予測 モデル は どれ くらい正確 な予測 を して くれ るだ ろ うか。表8の
パ ラメー タを使 ってゼ ロマ ー ク化 の生起度数 を予測 した結果が表9で あ る。一見 して明
らか な とお り、 きわめて観 測値 に近 い予測値 をは じき出 している。
表9:観測値 とGoldvarbによる予測値(上 段:改 まったス タイル;下段:く だけたス タイル)
改 まったス タイル ・隣接 改 まったス タイル ・非 隣接
語彙　 節lWH 代名詞
■
語彙1節[WH 代名詞
の 840　 　 　 1 45 30 160 132 ]3 S 41
予測値
1
837.629!48.18032.88ISi.14S136.8fi5145217.32142.003
1　　 くだけ たス タイル ・隣接 くだけたス タイル ・非 隣接
1語 彙 節　 lWH　l代名詞 語剰 節 WHl代 名詞
の 1β08 82 63 357 X20 32 Zo 95
予測値 1820.60579,097b1.775353.440404.9393d.14719.367ユ06.47b
4.VARBRUL分 析 の流 れ
　 ここで、VARBRUL分析 の全 体 的な流れ を見 てみ よう。　VARBRUL分析 は、 トー ク ン
フ ァイル(コ ー ディング)の 作成 が最初 であ る。次 に要 因指 定 をする コンデ ィシ ョンファ
イル を作 成 し、後 々の分析 の元 となる中間的 データ ファイルであ るセ ルフ ァイルの作 成
が これ に続 く。 セルフ ァイルは、次 のステ ップである クロス表 とロジス ティック回帰へ の
入力 フ ァイル とな る。分析 が もっ とも順調 に進行 した場合、直線 的 にロ ジス テ ィック回
帰 に進 んで結 果が 出て ゴー ル とな るが 、ほ とんどの場合 こうはな らない。実 際の分析 で
は、出 て きた ロジス テ ィック解 析や クロス表 の結果 を睨み なが ら、再 びコ ンデ ィシ ョン
フ ァイルに戻 ってセル フ ァイル を作 り直 し、 もう一度 クロス表や ロジス テ ィック回帰 に
向かい、満足 な結果 が出 るまで この サイ クル を繰 り返す とい う、循環 的作業 を繰 り返 す
こ とになる。場 合に よっては、最 初の トーク ンフ ァイル も分割す る必 要が 出て くるな ど、
分析過程 で無 数の ファイルが生 じるため、あ とで どの フ ァイルに どの ような分析 を考 え
ていた かが た どれ る よう、入念 な ログ取 りが欠 かせ ない。次 セクシ ョンか ら、各 ス テ ッ
プを細 か く見 てみ よう。
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4.1　コー デ ィ ン グ:ト ー ク ン フ ァイ ル
　 あ らゆ る統 計 ソ フ トの最 初 の ス テ ップ は入 力 デ ー タ の作 成 で あ る が 、Go]dvarbもそ の
例 外 で は な い。Goldvarbの最 も基 本 的 な デ ー タ フ ァイ ル は トー ク ン フ ァイ ル と呼 ば れ る
フ ァイル で あ り、(4)のよ う な内 容 で あ る 。
(4)　トー ク ン フ ァイル の 例
　 ト∵ ク ンフ ァイル作成 にはGoldvarb付属 の機 能 を使 って も良いが 、 テ キス トフ ォー
マ ッ トのデー タであれ ば読み込 めるので、テキス トエデ ィタで作 成 して も良い し、Exce1
で作成 した もの をテキス トフォーマ ッ トに して読 み込 んで も良い。 トー ク ンフ ァイルの
フ ォーマ ッ トには、以下 の ようなル ールが ある。
(5)　トー ク ン フ ァイ ル の フ ォ ー マ ッ ト
i
・
●
・
s
s
文字 はすべ て半 角で入力。
一件 一行 に入力 。
各行 は開 き括弧 で始め る。
第2コ ラムは従 属変数 で、以 降独 立変数 を入力 す る。
各行 の コー ド連 鎖の後 ろに、スペース を空 けて テキス ト入 力が可 能。
セ ミコロンで コメ ン トが入力可 能
　 各 行 が 開 き括 弧 で 始 ま る規 則 につ い て は 、Excelで括 弧 の コ ラ ム を一 気 に記 入 す る な
り、 エ デ ィ タ の マ ク ロ機 能 を使 うな り して 能 率 化 す る 方 が よ い だ ろ う。
　 こ う して 入 力 した デ ー タ に 加 え て 、次 に デ ー タチ ェック の た め に 要 因 詳 細 指 定 作 業
(Factor　Specification)を行 う。 これ は、要 因12ご とに レベ ル とデ フ ォル トの 値 を入 力 し・
デ ー タが きち ん と この 通 りに 入 力 され て い る の か をチ ェック す る の で あ る。 こ れ が 終 了
す る と、 フ ァ イ ル末 尾 に 要 因 ご とに デ フ ォ ル ト値 と レベ ル が 記 入 され て トー ク ンフ ァイ
ルが 完 成 す る(図2)。
　 な お 、 す で にExcelで分 析 を進 め て い た フ ァイ ル を整 形 しテ キ ス トフ ァイ ル と して読
み込 む場 合 や 、す で に事 前 の分 析 か ら要 因 詳細 指 定 作 業 が 不 要 と判 断 で きる の で あ れ ば 、
メニ ュ ー のTokensからGenerate　Factor　Specificationへと進 み 、 自動 的 に現 在 の
フ ァイ ル か ら要 因詳 細 指 定 を割 り出 し、 そ の ま ま トー ク ン フ ァイ ル作 成 終 了へ と進 む こ
と も可 能 で あ る。
　匪2VARB　肌 関連の資料全体に言えることだが、一般に統計学では要因(factor)は独立変数と同義に使われ、
各要因の中に下位区分としてレベルが存在するという言い方をする。 これに対して、VARBRUL関連の著作で
は、要因をfactor　groupと呼び、 レベルをficctorと呼ぶのが通例で、注意が必要である。
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図2:ト ー ク ン フ ァイル
4.2　コ ンデ ィシ ョンファイル
　 トー クンフ ァイル に加 えて、VARBRULを動 かす には もう一つ の入力 フ ァイルが必 要
であ る。 そ れが コンディ シ ョンフ ァイルで あ り、 トー クンフ ァイルのデー タを、分析 に
使 いた い変数 だけ取 り出 した り、変数 の レベ ルを さまざまに結合 させ るな ど、必 要 に応
じて ま とめ直す ための指 示 をこ こで記録す る。 コ ンデ ィシ ョンフ ァイル もテキス トフ ァ
イルであ り、拡 張子 に.cndを持 つ。 ここで記録 されなかった要 因 につい ては、 これ以 降
の分析 は全 くな されない。 この記述方法 も ト._._クンファイルの それ と似 通 ってお り、セ
ミコロ ンの後 にコメン ト可能 であ り、 ファイルの最初 のコラムは"("で始 ま り、フ ァイル
の最後 は")"であ る必 要が ある。13分析 の初期段階 では、各要 因で コー ドした レベル によ
る分布 をまず確認 したいはず である。 こう した場合 、 コ ンデ ィシ ョンファイルでは各 要
因番号 をただ括弧 に入 れて各行 一要因 の割合で並べ るだ けで よい(「コー ド修正 な し(no
recode)」とい うケース であ る)。東京語 ゼロマー ク化 のデー タであれ ば、(6)のよ うにな
る。 この場 合、表1で 見 た要 因すべ て をその ま ま分析 に使 うこ とになる。
(6)　コー ド修 正 な しの コ ンデ ィ シ ョ ン フ ァ イル
　 13トー ク ンファイル とコンディションファイルの この形式は、もともとVARBRULプログラムの一部がHSP
言語 で書 かれていたこ とに依 る。
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　 しか し分 析 を進 め て い く と、 あ る レベ ル の ケ ー スが 極 端 に少 な く十 分 な分 析 が 見 込 め
な い 場 合 もあ れ ば 、 ど うい う わ けか あ る 変 数 につ いて1レ ベ ル の ケ ース しか デ ー タ中 に
見 つ か ら な か っ た ケ ー ス(VARBRUL関 連 資 料 で は シ ン グ ル トン フ ァ ク タ ー(singleton
factor)と呼 ぶ 〉、 また 異 な る変 数 間 に従 属 性 が 発 見 さ れ た 場 合 な どが 出 て くる。.こう し
た 場 合 、 そ の ま ま ロ ジ ス テ ィック回 帰 に 進 む わ け に は い か な い の で 、適 当 に変 数 の 再 編
成 をす る必 要 が 出 て くる。 こ れ が 「コ ー ド修 正 、 リ コー ド(recode)」と呼 ば れ る作 業 で
あ る。 現 在 入 手 可 能 なGoldvarb(Goldvarb　2.1　Goldvarb　2001,　Goldvarb　X)で は リ コ ー
ドはGUIイ ン ター フ ェー ス で で きる よ うに な って い るが(Tokensメニ ュ ー か らRecQde
Setup)、リ コー ド指 定 はAND,OR,　NOTの3関 数 と、　COL指定 お よびELSEWHERE,　NエL,`V
とい っ た指 定 語 に よ っ て可 能 で あ るか ら、 手 作 業 で も容 易 で あ る。 例 え ば 名 詞 句 形 式 差
で 、WH代 名 詞 とそ れ 以外 の代 名 詞 を、 「代 名 詞 」 とい う括 りで ま とめ た い とす る。 こ の
場 合 、 コ ンデ ィ シ ョン フ デイ ル は(7)のよ う にす れば よい:
(7)WH代名詞とそれ以外の代名詞の合併
　4行 目の指 定 は、 トー クンファイルの2コ ラム 目(す なわち名 詞句形式差 要 因)が`3'
(WH代名詞)で あ るか2コ ラム 目が`8'(代名詞)で あれ ば(OR)それ らのケー スをす
べ て ・8・とせ よ、 とい うこ とである。 ここで書 かれて いない場合 につ いて はその ままで
あ るか ら、実は 同 じことは以下の よ うに簡 潔に書いて も良い:
(8)WH代名詞とそれ以外の代名詞の合併(2)
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　 3つの関数 以外 は少 々説 明が必要 であ る。 まずCOLは、 トーク ンフ ァイル中 のあ るコ
ラム(つ ま りあ る変数)が あ る値 を撮 る場合 、 とい う意味で ある。COL(24)であ れば、
2コ ラム 目が ・4・であ る場合、 とい う意味 にな る。ELSEWHEREと言 うのは、「他 の場 合 は
す べ て」 とい う意味 で あ り、 た とえば2コ ラム目の変数 に4つ の レベ ルa,b,c,dがあ る
場 合 に、b以 下3つ を同 じコー ドbに まとめ ようとす る場合、一つ一つ指 定 した りORで
つな ぐとい うこ とを しないで、(9)に見 る よ うに簡単 に済 ませ られる とい う利点 が ある。
　 NILとい うのは、ある変数 がある値(レ ベ ル)で あった場合 、それ をデータファイルか
ら除外せ よ、 とい う意味 であ る。(3(NIL(⊂OL　3 c)))とす れば、第3コ ラムの変 数が
・c・であ った場合、以後 の分析 対象 か ら外 す とい うこ とになる。結局 この コマ ン ドで デー
タファイル を書 き換 え るこ とにな るが、 この機 能 を利 用 して、 トーク ンフ ァイル を新 し
く作 るこ とも可能 であ る(Cellsメニュ ーか らRecode　to　dew　Token　file)。これに
対 して`Vと い うのは、デー タ自体 は豪更 しないが、現在 お こなっている回帰分析か らは
無視 す る、 とい う意味 であ り、 この2つ は きちん と区別 をす る必要が ある。
4.3　セ ル フ ァ イ ル
　 ト　 ク ンフ ァイ ル と コ ンデ ィ シ ョン フ ァイ ル が 完成 す る と、 セ ル フ ァ イ ルが 作 成 で き
る。 セ ル フ ァイ ル を作 る に は、Cellsメニ ュ ーか らLoad　Cells　to　Memoryを選 択 し、
「現 在 オ ー プ ン して い る トー ク ン フ ァイ ル と コ ンデ ィシ ョ ンフ ァイル か らセ ル を作 っ て良
い か?」 とい う確 認 画 面 にOKを 出 し、 次 の 画 面 でApplication　Valueを選 択 す れ ば よい 。
Application　Valueとい うの は 、従 属 変 数 の2つ の値 の うち 、 どち らの値 の 割 合 を予 測 した
い か1と い う こ とだ と言 い 直 す こ とが で きる。 た とえ ば ゼ ロマ ー ク化 の場 合 、 ゼ ロマ ー
ク化 が 起 きた場 合 を`1'としてい るが 、 これ は各 セ ル で ゼ ロマ ー ク化 が起 きた割 合 に基づ
い て そ れ に関 わ る各 要 因 の 重 み を計 算 し よ う とす るの で あ り、 ゼ ロ マ ー ク化 が起 き ない
場 合(つ ま り 「を」 が 使 わ れ る場 合)を 基 本 に考 え る の で は な い 、 とい う こ とで あ る。14
　14こでApplication　valueと呼ばれているのは、　VARB　RULが登場 した当時の枠組みでは、変異規則(Variable
Rule)が適用 されて`】'のケースが実現された、と考えられていたからで、"AApplication　V lue"という呼び名
は当時の残津 ということがで きる。
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　 Application　Valueを打 ち込 む と、即 座 に2つ の フ ァ イル が 画 面 上 に現 れ る。 一 つ は 結
果 出力 フ ァイル で あ る 。 こ れ はセ ル フ ァイ ル作 成 以 降 、 ク ロス 表 作 成(crosstab)、変 数 選
択 付 き回帰 分 析(stepup　and　stepdown)、お よび変 数 選択 な し回帰 分 析(one-level　analysis)
とい った分 析 の 出 力 を記 録 す る テ キ ス トフ ォーマ ッ トの フ ァイ ル で あ り　 .gyresとい う拡 張
子 を持 つ 。 この段 階 で 、 コ ンデ ィ シ ョ ン フ ァイ ル の 内容 と各 独 立 変 数 ご との度 数 分 布 表
が 打 ち 出 され て い る(図3)。
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図3:結果 出力 ファイル(度 数分布 表 の一部)
　 変数 はGroup(factor　gr upとい う意味 であ る)と い う見 出 しで打 ち出 されて いるが・
1(2)とい う形式 にな ってい る。最初 の数字 は 「最初 の独立 変数」で あ るこ とを表 し、括
弧 内の数字 は 「従属変 数 を入れれ ば トー クンフ ァイルで2コ ラム 目に入力 されて いる変
数」 とい う意味 であ る。 クロス表 や回帰分 析で もこの最初 の数字 で変数指定 を行 うこ と
に なるので、 この表記法 には注意 すべ きであ る。 また、見 出 しでAppsとなって いる所
には ・1・の場合 の件 数 とパーセ ンテー ジが 、そ しでNon-appsの下 に`0'の件 数 とパ ーセ
ンテー ジが書 き込 まれてい る。
　 もう一つ の出力 フ ァイルがセル ファイルであ り、 ここに は従属変数 の レベ ル数 、その
コー ド、独 立変数 の数 とそれぞれの変数 の持 つ ラベル の数 とその コー ドがが まず書 き出
され、その後`1'と`0'の件数 とその セルの内容(各 要 因の組 み合 わせ)が すべ てのセル
について記 されて いる(図4)。 つ ま り、分析 に用 いるすべ ての要 因を掛 け合 わせ てで き
る表の セルすべ て につ いてその内容 を書 き出 した もの なのであ り、 よって セル フ ァイル
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と呼 ばれ るわけであ る。 これ もファイル形式 はテキス トフォーマ ッ トなので、 この形式
さえ遵 守すれ ば 自分 で作成 して も構 わ ない。IS
　セ ル ファイル作成 中 には、(10)の3種類 のエ ラーメ ッセー ジが出 る可能性があ る。エ
ラ ーメ ッセ ージが 出た場合 には、 これ をク リア しない とクロス表作成 、回帰 とい った次
のス テ ップには進 めない。
(10)セル ファイル作 成作業 中のエ ラー
1.コ ン デ ィ シ ョ ン フ ァ イ ル エ ラ ー
2.シ ン グ ル トン フ ァ ク タ ー(singleto皿faCtOr)
3.　ノ ッ ク ア ウ トフ ァ ク タ ー(㎞ockout　factor)
　 コ ンデ ィシ ョンファイルエ ラーは、文字 通 りコ ンデ ィシ ョンファイルの指定 に ミスが
あ った場合 であ る。 この場合 セル フ ァイル作 成 に行 く前 にエ ラーメ ッセー ジが出 る。 た
いて いは括弧 の付 け忘 れが原 因であ るこ とが多い ので、慎重 に左 右の括弧 の数 を数 えれ
ば防げ る ミスであ る。
　 「シングル トンフ ァクター」 につ いて はす でに触 れたが、 ある変数 に1レ ベ ルのケー
ス しかデ ータ中 に見 つ か らなか った場合 であ る。 この場 合、 その変数 は分析か ら除 く他
は ないので、 この変 数 の番号 を取 り除いた コンデ ィシ ョンフ ァイル を作成 し直 して、セ
ル を作 り直せ ば よい。
　 「ノ ックア ウ トファク ター」は、変数があ る レベルの値 を取 ると、従属変数が カテ ゴリ
カル に`0'か`Pを取 る場合 であ る。 これ はいわばバ リエ ーシ ョンが ないので、パ ラメー
タ値 の計算 の しよ うが な く、エ ラー になって しまう。 デー タ件数 が十分 多い場合 であれ
ば、 その値が従属 変数 の値 を大 き く左右 す る ことを示 す証拠 であ るか ら、 ログにその 旨
を書 いた上 で分析 か らは外 すのが 良い。 デー タ件数が少 数の場合 は、やは りデ ー タか ら
除外す るか、言語 学的 に併合 が可能 な他 レベ ル と合併 を考 え るのが一般 的であ る。 た と
え ばWH代 名詞 とそれ以外 の代名 詞で あれ ば、 「代名詞」 と して一応 は合併す る根 拠 が
考 え られ る。 ただ し、節 と代 名詞 で あれば、2者 の カテ ゴリ温 の合併 につい て言 語学 的
に説得力 のあ る議論 を展開す るのは難 しい。 ここ らについ ては、ケ ースバ イケースで考
え る他 はないので あ り、機械 的 に まとめ るの は絶対 に避 け るべ きである。 なお、 こ うし
て合併 を して コンデ ィシ ョンフ ァイル を変更 する場 合 には、 ファイル にセ ミコロ ンで コ
メ ン トアウ トして経 緯 を書 いてお くと、後 々便利 である。
4.4　クロス表 分析
　 セ ル ファイルが完成 す る と、 クロス表作成 と回帰の2つ の操 作が可能 である。最初 に
Goldvarbを走 らせ るのであれば、 まず はク ロス表分析 をす るのが常道 である。 クロス表
は、Cellsメニューか らCrosstabulationを選 択す れば よい。ク ロス表 を構 成 す る変
数番号2つ と画像(Picture)とテキス ト(Text)とい うフ オーマ ッ ト選択の ウ ィン ドウが出
15セル ファイルの最後 の行 は`-1'だけで終 わる約束 になってい る。
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図4:セル ファイルの内容
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た ら、適宜指 定す る。変 数番号 は、先 に.resファイルで与 え られた番号 で あ り、 変数番
号 は 列x行 の順 で半角 で入力す る。 テキス トフ才一マ ッ トの場合 その まま結果 出力 ファ
イ ルに書 き込 まれ、画像 フ ォ・一マ ッ トは、別 ウィン ドウで結果 が示 され、PNG形式 で保
存 が 可能で ある。名詞句 形式差 とス タイルの クロス表 を画像 フ ォーマ ッ トで クロス した
結果 は、図5の よ うにな る160
"t
a　lks2006data3。cel"
・2006/02　1815:38:55
・Token　file:all4tok
Conditions:talks20a6data.3.cnd
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図5:名 詞 句 形 式 差 とス タイ ル差 の ク ロス 表 出力(画 像(picture)フォ ーマ ッ ト)
　 VARB　RUL分析 にお いてクロス表 を作 成す る目的は、先 にコンデ ィシ ョンファイルの と
ころで触 れた変数 間の従属性や、デー タ分布の極 端 な偏 り、交互作用 の存在 な どをチ ェッ
クす るこ とにあ る。SPSSやSASのような統計パ ッケー ジで は、階層 モデル(hierarchical
model)で分析 を行 うか特定 交互作用 項 を含 んだモデル を指 定す るか して、交互作用 の有
意性 を検定 す る とい う手続 きを取 る。 しか し過去 か ら現在 に至 るVARBRULプロ グラム
フ ァミリーでは、いずれ も変数間の独立性 をいわばデ フォル トと して想 定 してい る。そ こ
で はなはだ原始的 な方 法だが、交互作用 のチェックはまず クロス表で行 い、その有 意性検
定 は コンシ ョンフ ァイルで交互要 因同士 を組 み合 わせ た新 要 因 を作成 して行 うとい うの
が、-VARB　RUL分析 での手続 きなのであ る。 こ うした事情 もあ り、 ここで出力で きるク
ロス表 は 独立変 数 同士 の クロス に限定 されてい る。各々の独 立変数 と従属変数 の クロス
は、す でにセル フ ァイル を作成 した時 に結果 出力 フ ァイル に従 属変数の レベ ル別(Apps
とNon-apps)度数分布 表 と して書 き出 されてい るので ある。
　 また、 これ も一般 の統計 パ ッケ ージ とは異 なる点 だが、作 成 で きるク ロス表 は単純 ク
16この場合 の変数指定 はlx2で あることに注意。
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ロス表 に限定 されて いる。多重 クロス表 を作 成す るには、 コ ンデ ィシ ョンフ ァイルの と
ころでデー タを層別 に別 ファイル に し(Recode　to　New　Token　File)、それ ぞれ別 々 に
クロス表分析 をす る とい う、手 間のかか る作業 を行 う ことに なる。 多重 ク ロス をす るの
であ れば、 デー タをExcelに移 して ピボ ッ ト ・テーブル分 析 を した方が 良いだ ろ う。
　 クロス表分析 の段階 で、変 数間の従 属性 や交 互作用 の存在 が 明 らか にな った場合 、再
び コ ンデ ィシ ョンフ ァイル に戻 り、 こう した問題 を解 決 で きる ように変数 を組み直 す必
要が 出て くる。その上 で再 びセル フ ァイル を作 成 し、 クロス表 を作 り直 して問題が ない
ことを確 認 した上で、ロジス ティック回帰 へ と進 むわけであ る。 ソフ トの仕様 か らは、ク
ロス表 を飛 び越 えて セル ファイル作 成か ら一気 に回帰へ と向か うこ とも可 能だが、上 述
した ような問題 を抱 えた まま回帰 を行 って も全 く意味が ないの で、 まず は可 能 な限 りク
ロス表 を作成 して、問題 がない ことを確 認す る こ とが肝要で あ る。
4.5　変数選択付 きロジステ ィック回帰分析
　 さて、こ こまでが無 事 に終 わ る とい よい よ回帰分析 に入 るこ とがで きる。VARBRUL
プ ログラムで は回帰分析 に、有意 な変数 を 自動 的に選択す る変 数選択機能付 きの分析 と、
コンデ ィシ ョンフ ァイルで指 定 され たすべ ての変数 をモデル に組 み込 む変数選 択機 能 な
しの、2種 類の 回帰分析 を用意 している。
　変 数選択機 能付 き分析 は、Cellsメニューか らBinomial,　Upand　Downを選択 して
行 う。 この段 階 で、メニ ュー下方 にあ るCentre　Factorsオプ シ ョンを選択 す る と、各
要因のパ ラ メー タ値 の平均が05に 設定 され る。 それ以外 の場 合で は、各 レベ ルのパ ラ
メー タ値 は、そ の レベ ルの生起数 に応 じて重 み付 け される。17メニ ューの選択 と同時 に計
算 が始 まり、結 果 は結果 出力 フ ァイルに書 き込 まれる。
　 変数選択 は、 まず定数項 のみか ら出発 して、一つ一つ モデル に変 数 を加 えて行 き、最
終 的 に有意 な変数が な くなるまで続 ける変数増加法(stepup)の段 階 、そ してすべ て を含
んだモ デルか ら一つ一つ有意で ない変数 を削 ってゆ く変数減少法(stepdown)の陵 階 まで
一気 に行 わ れ る。各 モデル の有意性 の判定 には対 数尤度 比が用 い られ る。具体 的 には 、
現在検 討 中の変 数 を含 んだモデルの対 数尤度 と、その変数 を含 まないモ デルの対 数尤 度
の差 の2倍 が 、2つ のモデルの 自由度の差 を 自由度 とす る ガイ 自乗分布 に漸近 的 に従 う
ことを利用 して判定 される。モデルの 自由度 は、次の ように して求 め られ る。
(1】)モデルの 自由度=(そ のモ デルに含 まれた全 レベル(factor)の数
　　　　　 　　　　　　 　　 一(そのモデル に含 まれ た全変 数(factor　group)の数)
　それぞれのモデルでこの値を計算し、その差を自由度として2モデルの対数尤度比(差〉
をカイ自乗値として検定し、増加法であれば有意な場合、有意度の高い変数を取り入れて
新 しいモデルとし、再び残った変数を一つ一つ検討する作業を、有意な変数がなくなる
まで繰 り返すわけである。減少法の場合はその逆で、有意でない変数からモデルから落
17VARBRULの以前 のバー ジ ョンでは、この方式でパ ラメー タ値が計算 されているので、過去 にVARBRUL
を使 って計算 された結果 と比較す る場合 などは、 この オプシ ョンを選択 するこ とが望 ま しい。
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としてい き、落 とす変数が な くなるまでこの過程 を繰 り返 す ことになる(Young&Bayley,
1996,279)0
　 出力 はモデル が含 む変数 の数 によって レベル(level)に点線 で区切 られ、 さ らにその中
で ラン(run)と呼 ばれ る各段 階 ご とに まとめ られた フォーマ ッ トで打 ち出 され る。最初 の
レベ ルは定 数項(input　probability)18すらも検討 中で あるか らレベ ル0で あ り、以後変数
の増 減 に伴 い レベルの数 も増 減す る。 ラ ンには通 し番号 が打 たれ、各 ラ ンには、モ デル
の持 つセ ル数 、定数 項 を含 んでそ のモデ ルが含 む全 変数 のパ ラメー タ値 、対 数尤度 、そ
して検 討 中のモ デル と検討 中の変数 を持 たないモデル との検 定結果 などが示 される。そ`
して各 レベルの最後 には、その レベルで選択 された変数 の番号 とレベルが打 ち出 される。
　 ゼロマ ークデー タで変数選択 を した場合 の、増加 ステ ップを見てみ よう(図6-7)。レ
ベ ル0で 定数 項 の計算 が終 わ り、 次 に レベル1の3つ の ラ ンで もっ とも対 数尤度値 が高
か ったス タイル(FS)が変数 と しで選択 され、以後名 詞句形式差、隣接 性の順 に選択 され
てて いる こ とが わか る。 今回 のデ.___タでは、結 局3要 因すべ てが増加法 ・減少 法のいず
れで も選択 される こ とにな った。
　 ロジステ ィック回帰 に限 らず変 数選択 につ いての注意 と して一般 的に よ く言 われ るの
は、 プログ ラムに よる選択結 果 を鵜呑 み にす るな、 とい うことである。変数選択機 能付
き回帰 の出力 は変 数 の数が 多い と膨 大 な もの とな るこ ともあるが 、選択の過程 を丹 念 に
追 うべ きであ る。新 た な変数 が加 わる と共 にす で に含 まれ てい る変 数のパ ラメー タ値 が
大 き く変動す る ような場合 で あれば、多重 共線 性(multicollinearity)や交互作用 の可能
性 を検 討すべ きであ る し、計算 が収束(converge)しない場 合があ れば、 デー タを もう一
度洗 い直すべ きだろ う。
4.6　変数選 択 な し(ワ ン レベル)ロ ジステ ィック回帰分析
　 変 数選択 な しの 回帰分析 をす る 目的 は、大 き く分 けて2通 りであ る。一つ は、何 らか
の都 合で あ る特定 モ デルの当て は ま り具合 を見 たい場合 であ り、 もう一 つ は同一変 数内
の レベル を合併 して レベ ルの有 意性 を検 討 したい場 合で ある。後者 の場合 、合併 前 モデ
ル と合併後 モデ ルの対 数尤度比(差)の2倍 を計算 して変数選択 の場合 と同様 の検定 を
す る こ とにな るが、 この合併後 のモ デルの対 数尤度 を見 るため に、 この機能 を用 いるわ
けであ る。 ロジス テ ィック回帰 の 目標 は、言 語学的 に納 得 しうる限 りにおい てで きるだ
け少 ない要 因で、 デー タへ の妥 当 なあて は ま りを示す モ デル にた ど り着 くこ とであ る。
よって、で きるだ け コンパ ク トなモ デル に到達で きる よ うに、変数全体 のみ ならず、 レ
ベル 問の有 意性 も問題 に なるのであ る。変 数選択機 能付 きの回帰 が、複数ス テ ップ にわ
た って様 々 なモ デ ルの当て はま り具 合 を試 したの に対 して、 この回帰 プログラムで は単
一 レベ ル(し か も単一 ラン)に 止 まるので、 「ワン レベ ル分析(One-level　ana ySiS)」とも
呼 ばれ る ことが あ る。
　 変数選択 な しの 回帰分析 をす るには、Cellsメニ ューか らBinomia1,0ne　L ve1を
　18εηρμ'ρの肱観fり1とい う名 も、VARBRUL構想当時 の理論 的枠組み に由来するVARBRUL関係 資料独特の
ものであ り、統計学 では一般 に定数項(constant)と呼 ばれる。変異理論関係の諭文 では、　grand　meanとい う言
い方 も見 かけ る。
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図6:ゼ ロマー ク化 デー1タにお ける変数 選択
　　　　　　　　　　　Level#B
Run　#　1,　1　cells:
Convergence　at　Iteration　2
1nput.　x.551
Log　likelihood=　-5179.977
　　　　　　　　　　　Level#
Run　#　2　　4　(lells
Convergence　at　Iteration
Input　●.534
Gr。up#　 8、　x.427、:⑳.553'㊦.6922、 　x.325
Log　likelihood　=　-5①95　358　　Significance　　 ㊦。①{9⑲
Run　#　3.　2　cells:
Convergence　at　工teration　4
1nput　x.531
Group　#　2　--　F:　x.382,　S:　●.618
Lo9　1ikelihood=　-4975.0①1　　Signifi～:ance　　　{9・{90〔9
Run　#　4,　2　cells:
Convergence　at　Iteration　4
1nput　O.511
Group#'3--A:x.574,　 N:x.426
Lo9　1ikelihoodニ　ー5119.657　　Significance　= ①・①㊦{9
Add　Group　#　2　with　factors　FS
嘲
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図7:ゼ ロマ ーク化 デ ータにおけ る変数選択(続 き)
　　　　　　　　　　　Level#2
Run　#　S.　S　cells:
Convergence　at　Iteration
Input　@.518
Group　#　1　--　8:　x.421,　1:　x.548,　3:　x.693,　2:　A.334
Group　#　2　--　F:　x.383,　S:　x.617
Log　likelihood　　-4898・722　　Significance　= ⑪・0①⑳
Run　#　　　　　　cells:
COnVergenCe　at　工teration
Input　x.487
Group　#　2　--　F:　x.379,　S:　x.621
Group　#　3　--　A:　x.581,　N:　m.419
Log　likelihood　=　　'・1`・:991　　Significance　= ⑲・1)1)1)
Add　Group　#　1　with　factors　8132
　　　　　　　　　　　Level#
Run　#　7.　16　cells:
Convergence　at　Iteration　5
1nput　x.483
Group　#　1　--　8:　@.423,　1:　@.539,　3:　@.693,　2:　@.341
Group　#　2　　　　F:　①.38㊦,　S:　{9.620
Group　#　3　一ｵ　A:　x.576,　N:　m.424
Log　likelihood　=　-4841　723　　Significance　= ㊦・0{9①
Add　Group　#　3　with　factors　AN
Best　stepping　up　run:　#7
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選択 す れば よい。 この場 合 も変数選択付 きの場合 と同様 、Centre　Factorsオプ シ ョン
が 選択 可能 であ り、結果 は結果 出力 フ ァイル に書 き込 まれ る。 変数選択 な し回帰 分析 の
出力 内容 は、各 要 因のパ ラメー タ値 、パ ーセ ンテージ、セル ご との実測値(総 件数+ゼ ロ
マー ク化 数〉・予測値 ・カイ 自乗値 、セル ごとの カイ 自乗値の合計 お よびそれ を層 セル数
で割 った平均 値 、そ して現モ デルの対数 尤度値 である。 これ ら結果 出力 ファイル に書 き
込 まれる内容 とは別 に、新 たにグラフィックスウ ィン ドウが開いて、セル ごとにゼ ロマ ー
ク化 の割合 の実測値 を κ軸 に、予 測値 をy軸 に とった散布 図が 出て くる(図8)。 各セ ル
はセルの規模 に応 じた四角形(■)で 表 示 され るが、理想 的モデルで は対角線.上にすべ
てのセルが並 ぶ ことに なるわけで、この グラフか ら目視 で現在 のモデ ルの当て は ま り具
合が確認 で きる仕組 み になっている。 図8の グ ラフでは、一直線 上 にほ とん どのセルが
並 んでお り、極 めて良い フィッ トを している こ とが分 かる。
　 モデル のデー タへの 当ては ま り具合(フ ィッ ト(fit)とい う)は 、到達 したモ デルの吟
味 には欠 かせ ない資料 になる。変異理論 で はVARBRi几2Sの登 場以来、セル平均 カイ 自
乗値 を重視 し、 これが1以 下 である場合 を良い フィッ トの 目安 として い る。図8の 出力
で も分 か る通 り、ゼ ロマ ー クデー タに対 して3変 数 を組 み込 んだモデ ルでは、 この値 が
0.4251とや は りか な り良い フ ィッ トを示 してお り、 ここか らも、変数選択 付 き回帰 で得
られ たモデルが 、実際 にデータに きちん と当て はまる予測 を成 し遂 げ ている ことが確認
で きる♂9
　で は、同一変数 間の レベル を合併 するこ との妥当性 を実際 に検定 してみ よう。(8)のコ
ンデ ィシ ョン ファイル を使 い、名 詞句 形式差 につ いてWH代 名 詞 と代名 詞 を 「代 名 詞」
と して一うのカテ ゴリーに まとめて良いか どうか を検討 してみ よ う。 これは、ゼロマー ク
化 との関わ りに関 しては2つ の カテゴ リー に有意差 はない とい う帰無仮 説 を検討 す る こ
とになる。 セル ファイル を新 たに作成 し、 ワ ン レベル分析行 う と、対数尤度 は一4862.074
であ った。合併 前モ デルが一4838,311であ るの で、尤度比 カイ 自乗値 は20
(12)　G2ニ ー2×(-4862.074-(-4838.3】1_})・=47.526
の よ う に計 算 で き る。2モ デル は レベ ル ー つ の 違 い なの で 自由 度 は1で あ るか ら、 上 の
結 果 はP<0.001と 高度 に有 意 な差 で あ る こ とが わ か る 。 よ っ てWH代 名 詞 とそ れ 以 外
の 代 名 詞 を 「代 名 詞 」 と して ま とめ る こ とは 、 少 な く と も統 計 的 に は誤 っ た判 断 だ と言
.える わ け で あ る。
　 先 に も述 べ た通 り、 こ う した結 果 に到 達 す る に は実 はか な りな分 析 と時 間 を要 し、 そ
の ほ とん どは コ ンデ ィシ ョ ンフ ァイル か ら ク ロス 表 ・回帰 分 析 の 間 の ス テ ップ に費 や され
るの が 実情 で あ る。 ま た そ の過 程 で は 、VARBRULプ ロ グ ラム 以 外 に もExcelやグ ラ フ
　 且9しかしこの統計量にも問題は多 く、セル平均カイ自乗値 というのも、かなり大まかな目安に過 ぎない。ロ
ジスティック回帰でモデルの適合度を見るには、SPSSでもオプションが提供されている従属変数の分類精度、
Hosmer.　andLemeshow検定を始め、　MacFadden's　RZなどさまざまな統計量が考案 されているので、　VARBRUL
の出力のみに頼 らず、こうした統計量を独自に計算するなどしてフィットを検討するべきだろう。それにして
もさまざまなOS向 けに開発がなされており、またロジスティック回帰による分析がデフォルトになった観の
ある変異理論において、未だにこうした統計量があまり顧みられていないと言うのは、非常に不思議な事態 と
いう他はなく、一刻 も早 く改善されるべきだろう。
　 zaGzは、尤度比カイ自乗値検定統計量 を表す。
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図8:変数選択なし回帰分析結果:散布図
作成 ソフ トな どを使 う必 要 も出て くる。デー タ分析 に王 道 はな く、統 計的知識 のみ な ら
ず言 語学的知識 を総動員 して、言語 学 的に意味のあ る最適 モデルの構 築 に当た らねば な
らない。VARBRULはその過程 をサポー トして くれ る、非常 に有用 なッールなの であ る。
5.VARB　RULプ ロ グラムの問題点
　 終 わ りに、現在 リリース されてい るVARB　RULプログラムで、改良が望 まれる点 につ
い て述べ てみ よ う。 まず 第1の 点 は、交互作用 の取 り扱し・である。VARBRULプログラ
ムで は交互作用 は、 コ ンデ ィシ ョンファイルの操 作 で関与 す る要因 を組 み合 わせ て新 た
な要因 を作 成 し、そ れをモ デルに組 み入 れる ことで交互作用 に対応す るのが基本で ある。
この場 合交互作 用 の有 意性 は、変数 選択 のステ ップで検定 して判 明す るわけであ る。 こ
れ以外 に も1交 互作用 を持つ要 因のいず れかでデー タを分割 し、別 々の分 析 をす るこ と
で交互 作用 を回避 す る方法 もあるが(Paolillo　2xO2)、いず れに して も交互作用 を簡単 に
指定 し、その効果 の大 きさや有意性 の検 定 まで簡単 に して くれる統計各種 パ ッケージ と
比較す る と、扱 いの簡便性 に欠け る点 は否 め ない。
　第2点 は、統計 オプシ ョンの貧 困であ る。VARB　RULには使い勝手 を重視 した所が あ
り、確 か にイ ンター フェース を含 めて使 い勝 手は良いが、 その分統 計 ソフ トと して は出
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力 可 能な統計値 に今一歩 と思 われ る点が少 な くない。 た とえば、 セル フ ァイル作 成 の段
階で結果 出力 フ ァイルに書 き込 まれ る従 属変 数 と各独 立変 数の表 にカイ 自乗値 を始 め と
す る統 計値 を出す オプシ ョンが あって も良 いだろ う し、パ ラ'メー タ値 の信頼 区 間やAIC
の ような情報量基準 の組み入 れ もを出力す る ことが考 え られて も良いので はないだ ろ う
か。 フィッ ト統計値 につ いては、注19で も触 れた通 りであ る。最新 のGoldvarb　Xと ほ
ぼ同内容のVARBRUL2Sがリリース された1979年当時 と現在 で は、 コンピュー タの計
算 能力 は桁 違 な もの にな っているのだが、出力 内容 があ ま り変 わ らないこ とに、筆 者 は
強 い違和感 を感 じている。
　 第3点 は、連続変数 の扱 いで ある。変異 理論で は必然 的 に年齢 とい う変数 を扱 うこ と
が多 いが、VARBRUL2S,　Goldvarb　2.1,　Goldvarb2001,　GoldvarbXといった一般 に広 く流
布 したバ ージ ョンで は、連続変数 をその まま組 み入 れ ることが で きない。2Lこの場 合、適
当 に年齢 をい くつかの カテ ゴ リー に区切 る しか ないの である。年齢 を連 続変数 と してモ
デル に組 み入れ たければ、SPSSやSASなどのパ ッケー ジ を用 い る他 はない。 コ ンデ ィ
シ ョンフ ァイル に も関 わる問題 とな るだろ うが、影響 力が大 きいソ フ トなだ けに、 カテ
ゴリー変数 のみ とい うVARBRULの制約 は早急 に除かれ るべ きだろ う。
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