Introduction and Summary
Given a probability measure µ N on the set of unordered partitions of an integer N, the limit shape, provided it exists, defines the structure of a properly scaled partition chosen randomly according to this measure, when N → ∞. The study of the asymptotic structure of random partitions is stimulated by applications to combinatorics, statistical mechanics, stochastic processes, etc. Our paper focuses on limit shapes for a class of measures associated with reversible coagulation-fragmentation processes and certain combinatorial structures. In the course of our asymptotic analysis based on the probabilistic method of Khintchine, we reveal some interesting phenomenon that, as we expect, will be also seen in models related to other multiplicative measures on the set of partitions.
We describe now the context of the present paper. In Section 2 we deal with an arbitrary probability measure on the set of partitions. We study here the linkage between the following three important concepts in statistical mechanics and combinatorics: threshold, gelation, and limit shape. As a byproduct of this study, we establish the non-existence of limit shapes for some known models. Section 3 gives a definition of the multiplicative measure considered and formulates the associated models. Section 4 contains the statements of main results, accompanied by some clarifying remarks. Namely, Theorems 4.1 and 4.3 determine the asymptotics of stratified counts of components of sizes that are greater or equal to the threshold value(=N 1 p+1 ), while Theorem 4.6 accomplishes the same for components of small sizes (=o N 1 p+1 ). In particular, in Theorem 4.3 we obtain limit shapes of Young diagrams under the measures considered. As a corollary of the above three theorems, we reveal that when the component size passes beyond the above threshold value, the asymptotic independence of the numbers of the components(=groups) transforms into their conditional independence, specified in Theorem 4.1. Section 5 provides proofs, that are based on a far reaching generalization of Khitchine's probabilistic method. In the last Section 6 we discuss the limit shapes for our models versus the ones obtained by Vershik for the models of generalized ideal gas. The latter correspond to a class of multiplicative measures induced by Euleur type generating functions.
The interplay between Limit shape, Threshold and Gelation
We shall work with the set Ω N = {η} of all unordered partitions η = (n 1 , . . . , n N ) : N j=1 jn j = N, of an integer N . Here n j = n j (η) is the number of summands(=components) equal to j in a partition η ∈ Ω N . Each η ∈ Ω N can be depicted by its Young diagram (see e.g. [1] ). The boundary of a Young diagram (shortly, Young diagram) of η ∈ Ω N is a non-increasing step function ν = ν(•; η) which is given by (2.1) ν(u) = ν(u; η) = Let L = {l(·)} be the space of nonnegative non-increasing functions l on [0, ∞) with ∞ 0 l(u)du = 1. Clearly, ν ∈ L, for all η ∈ Ω N . We supply L with the topology of uniform convergence on compact sets in [0, ∞). For a given r N denote by ρ r N the mapping η →ν of Ω N onto L and by µ N a probability measure on Ω N . Given µ N , the mapping ρ r N induces the measure ρ r N µ N on L, (ρ r N µ N )(l) := µ N (ρ −1 r N l), l ∈ L. In this section, we refer to µ N as an arbitrary probability measure on Ω N . The definition of a limit shape given below follows the one by Vershik in [36] . In other words, the continuous function l(·) ∈ L is the limit shape of the measure µ N under a scaling r N if for any 0 < a < c < ∞ and ǫ > 0, Note, that if a measure µ N has a limit shape l ∈ L under a scaling r N , then for any q > 0 the function ql(uq), u ≥ 0 is a limit shape of the same measure µ N under the scaling qr N .
We will say that a measure has not a limit shape if there is no scaling r N = o(N ), that provides (2.3) for some l ∈ L.
A sketch of the history of limit shapes. The evolution of shapes of random ensembles of particles, as the number of particles goes to infinity, was studied for a long time in a variety of applied fields: statistical mechanics(Wulf construction for the formation of crystals, see [31] , [30] ), stochastic processes on lattices ( e.g. the Richardson model (see [8] )), biology (growth of colonies) etc etc. A special study was concentrated on limit shapes for random structures on the set of partitions, in view of applications to statistical mechanics, combinatorics, representation theory and additive number systems. In 1977 two independent teams of researchers, Vershik & Kerov and Shepp & Logan, derived the limit shape of a Young diagram w.r.t. the Plancherel measure. Following this seminal result, Pittel [28] found the limit shape of Young tableaux w.r.t. a uniform measure. Since the number of Young tableaux corresponding to a given partition (= Young diagram) is known to be equal to the degree of the irreducible representation associated with the partition, the above uniform measure, as well as the Plancherel measure, is related to the hook formula. Parallel to this line of research, Vershik ([36] ) developed a general theory of limit shapes for a class of measures he called multiplicative. These measures encompass a wide scope of models from statistical mechanics and combinatorics, but do not include the measures associated with the hook formula. The results on limit shapes of multiplicative measures obtained by Vershik and his colleagues during the last decade concern only measures induced by Euler type generating functions.( We will refer to some details of this research in the course of the present paper.) In contrast, the multiplicative measures µ N considered in our paper are associated with exponential generating functions. Note that it was recently discovered ( [27] ) that the limit shape of the uniform measure on the set of partitions (which is a multiplicative measure) was firstly obtained via a heuristic argument, by Temperley([33] ). Being thus said, it should be stressed that the results on limit shapes of multiplicative measures were stimulated by the remarkable papers of Erdös, Turan, Szalay as well as by other researchers, on statistics related to integer partitions. (for more details see [28] , [36] ). In the course of research on limit shapes, the links of the subject to various fields of mathematics was demonstrated. In particular, recently the application of probabilistic methods to the study of logical limit laws was implemented in [16] and [32] . This link is based on fundamental theorems of Compton that were extended and deepen by Burris and Bell([7] , [6] ). The place of limit shapes in this latter field is not yet understood.
It turns out that the existence a limit shape is closely related to two other phenomena known in statistical mechanics, which are gelation and threshold. We recall Definition 2.2 Let q N (η) be the size of the largest component in a partition η = (n 1 , . . . , n N ) ∈ Ω N , i.e. q N (η) = max{i : n i > 0}.
(i) A measure µ N is called gelling(=exhibits gelation) if for some 0 < α < 1,
Clearly, a threshold, if it exists, is defined up to a constant factor.
Remark 2.3
In the definition of gelation(= formation of a giant component) adopted in [21] , it is required that the limit in (2.4) equals to 1. In [21] some sufficient conditions for the absence of gelation (in the above sense) were given for multiplicative measures related to generalized allocation scheme for combinatorial models. In the language of combinatorics(see Section 3.2), the allocation scheme deals with the case when the number of components, say n, of a partition of N is s.t.
We write (L), (G), (T ) to abbreviate the statements:" There exists a limit shape/ there exists gelation/ there exists threshold", respectively and write (•) to denote the negations of the above statements.
Moreover, if µ N has a limit shape under a scaling r N , then µ N has a thresholdq N ≥ O(r N ), N → ∞.
Proof:
By the definition of gelation,
for some sequence ǫ N → 0, N → ∞. This proves the existence of a threshold.
For the proof of the second implication in (2.7), we will need the following argument. For given
equidistant nodes, and assume that l ∈ L is a limit shape of µ N . Then
Next, combining (2.3) and (2.10) we obtain for all 1 ≤ i ≤ d
Now we write
we have that for a sufficiently large d and a sufficiently small u 1 > 0, (2.14)
for any ǫ > 0. Now it is left to couple u 1 with the above ǫ i , 1 ≤ i ≤ d, by setting, say, ǫ i = i −3 and 0 < u 1 < ǫ(
Since r N = o(N ), this immediately impliesḠ and, therefore, T . We also derive from (2.15),
which completes the proof.
We apply the above result to prove in Corollary 3.1, in the next section the non-existence of limit shapes for certain multiplicative measures.
3 Multiplicative measures associated with reversible coagulationfragmentation processes and random combinatorial structures.
Reversible coagulation-fragmentation processes
In this paper, we follow the formulation of a coagulation-fragmentation process(= CFP) given in [9] (for the background see the classic monographs [19] and [42] ). Given an integer N , a CFP is as a continuous-time Markov chain on the set Ω N = {η} of all partitions of N . Here N codes the total population of indistinguishable particles partitioned into n j groups of size j, j = 1, . . . , N .
(In statistical mechanics n j = n j (η) are called occupation numbers of the partition η). The possible infinitesimal(in time) transitions are coagulation of two groups(=clusters) into one and fragmentation of one group into two groups. The rates (=intensities) of the above transitions are assumed to depend only on the sizes of interacting groups. Namely, the rate of coagulation of two groups of sizes i and j, s.t. i + j ≤ N , into one group of size i + j is denoted by ψ(i, j), while the fragmentation rate of a group with size i + j into two groups of sizes i and j is denoted by φ(i, j). The functions ψ and φ are assumed to satisfy ψ(i, j) = ψ(j, i) ≥ 0 and φ(i, j) = φ(j, i) ≥ 0. By a simple combinatorial calculation, the total intensities of coagulation Ψ(i, j; η) and fragmentation Φ(i, j; η)
at a configuration η = (n 1 , . . . , n N ) ∈ Ω N , are given by
Here we study only CFP's with positive intensities. It was shown in [9] that in this case a CFP is reversible iff the ratio of the intensities is of the following form:
where a = {a j } is a positive function on the set of integers, called a parameter function of a CFP. It is also known (see [19] , [9] ) that, given a parameter function a, the invariant measure µ N of a CFP is (3.19) µ N (η) = (c N ) −1 a n 1 1 a n 2 2 . . . a
where c N = c N (a 1 , . . . , a N ) is the partition function of the measure µ N :
Note that the above measure µ N is also the equilibrium of a CFP when interactions of more than two groups are allowed ( [19] , [10] ).
Setting s k (r) := a r k r! , k ≥ 1, r ≥ 0 one can see that the measure µ N in (3.19) , (3.20) belongs to the class of measures on Ω N which were called by Vershik [36] , multiplicative.
Pitman in his lecture notes ( [26] )(see p. [25] [26] , studies a family of probability measures, called Gibbs partitions, on the sets P k
[N ] of partitions of the set [N ] into k, 1 ≤ k ≤ N blocks (=clusters). Gibbs partitions are multiplicative measures on P k
[N ] that bijectively induce a measure on the generic set Ω N of integer partitions of N. In ( [26] ) it is explained that in this setting the integer m j := a j j! is interpreted as the number of internal states of a cluster of size j.
Random combinatorial structures
Multiplicative measures are also known for a long time in enumerative combinatorics. In this context, the multiplicative measures can be viewed as the ones generated by the conditional relation, defining the distributions of the component spectrum for random combinatorial structures (RCS) formed of indecomposable components (for more details see [3] , [5] , [14] , [2] ). In particular, the measure µ N given by (3.19) determines the distribution of component spectrum for combinatorial structures called assemblies, a k k! being the number of components of size k. Examples of assemblies with the parameter function a considered in the present paper can be found in [10] . Also, by labelling vertices of graphs called in [16] , Example 2, lollipops, one gets assemblies with 0 < r < 1. The component spectrum for random assemblies is induced by the conditional relation with the sequence of P o(a k ), k ≥ 1 independent random variables. Correspondingly, the sequence {c N } of partition functions of measures {µ N } is given by the exponential generating function g(
In this respect, the measures µ N considered in this paper substantially differ from the models of quantum gas in statistical mechanics, the latter being associated with the generating functions of Euleur type ( [36] ). The multiplicative measures related to Euleur type generating function depict two other classes of RCS's called multisets and selections. These two classes of RCS's are induced by the conditional relation with independent negative binomial and binomial random variables respectively. The comprehensive study of limit shapes for these models was performed in [36] , [37] , [38] , [40] .
Let Z j , j ≥ 1 be a sequence of independent random variables with EZ j ∼ j p−1 , j → ∞, that generates a measure µ N (=component spectrum) on Ω N , via the conditional relation. From the point of view of asymptotic behavior of µ N , it was suggested in [4] to distinguish the following three classes of models: expansive, logarithmic and convergent, depending on whether p > 0, p = 0 and p < 0 respectively. Proposition 2.4 leads to the following Corollary 3.1 Among assemblies, multisets and selections, the logarithmic and the convergent ones have not limit shapes.
Proof. It is known from [3] , [14] and [4] that among the three types of models, only expansive are not gelling. Combining this with (2.7) proves the assertion.
Therefore, multiplicative measures may have limit shapes in the expansive case only.
Statement of main results
Our paper is devoted exclusively to the expansive case, i.e. when the parameter function a of the measure µ N as in (3.19) , has a polynomial rate of growth:
Throughout the rest of the paper we assume that all random variables considered are induced by the above measure µ N .
We first introduce some more notations. Consider two sets of random variables ν j and K j , j = 0, . . . , q ≥ 1 that determine for a given η ∈ Ω N stratifications of the total number of components
and of the total mass N = N k=1 kn k (η) respectively. Namely, for given integers q ≥ 1 and 1 = M 0 < M 1 < . . . < M q < N < M q+1 = N + 1 and a given η ∈ Ω N , we set
and denote 
Firstly,(see the forthcoming Theorems 4.1 and 4.3 and Corollary 4.5) we will study the asymptotics of stratified occupation numbers in the vicinity of the threshold point N 1 p+1 . For this purpose we consider the stratification induced by setting M j = u j N 1 p+1 , where 0 < u 1 < . . . < u q do not depend on N . Clearly, in order to establish limit theorems, it is required to define proper scalings of the two random vectors in (4.24). We denote by
. . ,K ⋆ q ) the two sets of random variables obtained by scalings of the components of vectors in (4.24), in such a way that
while the limiting variances of the components of the scaled vectors
expressions of the scaled quantities via the parameters of the model are given in (5.100) below. Also, we will use the following abbreviation for the conditional probabilities
when the particular values • 1,j , • 2,j are not important. Finally, we set
The theorem below will be a source of our subsequent results on limit shapes.
Theorem 4.1 Under N → ∞ and a given q ≥ 1,
converges weakly to the (2q + 1)− dimensional gaussian random vector with zero mean and the covariance matrix {ϑ ⋆ mk (q)} given explicitly by (5.112) in Section 5; (iii) Moreover, moments of the random vector ( − → ν ⋆ , − → K ⋆ ) converge to the corresponding moments of the gaussian random vector in (ii). In particular,
(iv) Let the stratifications be induced by equidistant points u j , j = 1, . . . , q and let k = m + s, s > 0, 0 ≤ m, k ≤ 2q. Then the absolute value of the covariance, |ϑ ⋆ mk (q)|, monotonically decreases in s. In particular, if q → ∞, s → ∞, while m is fixed, then
30)
where h is as in (4.27).
Remark 4.2 The first part of (4.30) expresses the exponential decay of correlations between the scaled numbers of components of different sizes, as the "distance" s between the sizes goes to infinity.
Phenomena of such kind are widely known in equilibrium statistical mechanics(see e.g. [15] , [17] and references therein).
By the definition, a limit shape of a measure is related to the asymptotics of the random vector − → ν ,
given by (4.23). Based on the relation (4.26), we denote by − → ν = (ν 0 , . . . ,ν q ) the scaling of the vector − → ν , corresponding to the above scaling of the vector − → ν * . If l ∈ L is a limit shape of a measure µ N under a scaling r N , we call
the random fluctuation of µ N from its limit shape at a point u. We prove in Section 5 ( see (5.118)), that under our scaling,
Based on this fact, the limit shape of µ N is derived from the central limit theorem for the vector − → ν , established in the next theorem. Denote Under N → ∞ and a given q ≥ 1, (i) The random vector (ν 1 , . . . ,ν q ) weakly converges to the q− dimensional gaussian random vector with zero mean and the covariance matrix {e mk } q 1 given by
where s = max(k, m).
(ii) The measure µ N has the limit shape
Remark 4.4 (1) It was found in [14] that the measure µ N considered has the threshold N 1 p+1 . By (ii) of the above theorem, the threshold turns out to be equal to the scaling r N for the limit shape of the µ N . In view of this, we believe that the following stronger form of the second part of (2.7) in Proposition 2.4 is valid: For a wide class of multiplicative measures the existence of thresholdq N implies the existence of a limit shape under a scaling r N = O(q N ).
(2) In [11] an analog of our cental limit theorem for fluctuations was established, for the uniform measure on the set of unordered partitions with distinct summands. This measure is multiplicative and is known to be associated with the generating function k≥1 (1 + x k ) −1 . The structure of the covariance matrix in [11] looks similar to the one in (4.34). In particular, the exponential decay of covariances is also seen there.
The corollary below extends the central limit theorem for the total number of groups(=components) established in [10] , to the functional one.
Corollary 4.5 (Functional central limit theorem for the number of components) Let in the above stratification scheme, q = 1, u 1 = u and denoteν(u) =ν 1 . Then, for all u > 0, the scaled random variableν(u) weakly converges to N (0, e 11 ), where e 11 is as in (4.34).
We now turn to the asymptotic behavior of the numbers of components of sizes o(q N ) (=small sizes),
. For this problem we make use of stratification points (ii) The random vector
weakly converges to the (2q + 1) -dimensional gaussian vector with zero mean and the covariance matrix having a diagonal block structure defined explicitly in the course of proof of the theorem (see (5.139),(5.141)).
Remark 4.7 It was proven in [14] that in the model considered, the numbers of components of fixed sizes(= the random variables n k 1 , . . . , n k l , 0 ≤ k 1 < . . . < k l < ∞, l > 1) are asymptotically independent. Combining this result with our Theorems 4.1 and 4.6 says that when the component size passes beyond the threshold value N 1 p+1 , the asymptotic independence of component numbers transforms into their conditional independence. In this respect, the threshold value can be also viewed as the critical value for the independence of component numbers in the model considered.
Proofs

Khintchine-type representation formula
As in [10] , [13] , [14] and [16] , our tool for the asymptotic problems considered will be the probabilistic method by A.Khintchine, that was introduced in 1950's in his book [20] . The idea of the method is to construct the representation of the quantity of interest via the probability function of a sum of independent integer valued random variables depending on a free parameter, and then implement a local limit theorem. In the course of time, this method, sometimes without mentioning Khintchine's name, was applied to investigation of a large scope of asymptotic problems arising in statistical mechanics and in enumeration combinatorics (see e.g. [22] , [10] , [13] , [14] , [12] , [16] , [25] , [24] and references therein).
The basic difference of our approach from the scheme that was implemented by Vershik and his coauthors in [36] , [40] and [37] is that Vershik et al work with the measure on the set Ω = N ≥1 Ω N of all integer partitions(= large partition ensemble). However, as it was noted in [40] , both approaches are based on common ideas rooted in statistical mechanics and the saddle point method.
The first three subsections of the present section contain preparatory asymptotic analysis towards the proof of our main results.
Clearly, the distributions of the random vectors − → ν and − → K are completely determined by the measure
where, in accordance with (4.24),(4.26), we denoted
Next, it follows from (3.19),(3.20) that
Our next goal will be to derive the Khintchine type representation for the probability R(
Given M 0 , . . . , M q+1 as in (4.22), we construct an array of integer valued r.v.'s β
where δ 0 , . . . , δ q > 0 are free parameters and
Here we assume that for a given 0 ≤ j ≤ q, the r.v. β
We notice that distributions of the type (5.41), often called power laws, are widely used in the asymptotic analysis related to combinatorial structures, [22] , [3] , [24] .The distributions firstly appeared in the papers of Goncharov (1944)(for references see [22] ) and in the monograph [20] by Khintchine(1950) .
where β 
The choice of free parameters
Firstly, we set in (5.44) δ 0 = δ 1 = . . . = δ q := δ and in a way analogous to (4.22) define the stratifications (E 0 , . . . , E q ) and (V 0 , . . . , V q ) of the two quantities E := N k=1 ka k e −δk and V := N k=1 k 2 a k e −δk respectively:
. . , S ⋆ q is as in (5.42) and B −1 is the inverse of the transformation B. We take now the vectors
where x j , j = 0, . . . , 2q are arbitrary reals. We also set N 0 = N − N 1 . It will be convenient to adopt the following notation: 
We start by investigating the asymptotic behavior of R( − → L ⋆ , − → N ⋆ ) given by (5.44), when N → ∞ and δ is fixed. We employ the following representation of c N adopted from [13] . Consider independent 
.
Proof:
We have from (5.44) and (5.53)
Next, we apply Stirling's asymptotic formula to estimate (L ⋆⋆ j log 1 +
Substituting in (5.57) the preceding asymptotic expansions yields (5.55) .
The local limit theorems for Y
(j) , j = 0, . . . , q.
To establish our main result it is required to examine the asymptotic behavior of W . We will follow the principle of Khintchine's method that δ should be chosen so that to make the probabilities in the RHS of (5.56) large. Namely, (see also [13] , [14] ) we choose δ = δ N as the solution of the equation:
We see from (5.47) that (5.59) implies E ⋆ 0 = E 0 = N − E 1 . So, we obtain from (5.52) and (5.49) that
which enables us to rewrite (5.51) in a unified way:
It is easy to see that if a k , k ≥ 1 are positive, the equation (5.59) has a unique solution for any N ≥ 1.
Our next step will be the proof of local limit theorems for the r.v.'s Y (j) , j = 0, . . . , q, under assumption that the sequence a = {a k } k≥1 obeys (4.21). 
where κ j , j = 0, . . . , q are real constants given explicitly by (5.84) below.
Proof:
We denote by ϕ (j) the characteristic functions of the r.v. Y (j) , j = 0, . . . q, to obtain
We will focus now on the asymptotics, as N → ∞, of the integrals I (j) , j = 0, . . . , q. For any 0 < |t 0,j | < π the integral I (j) can be written in the form: [13] , [14] , we will show that for an appropriate choice of t 0,j = t 0 (N, j) > 0, the main contribution to I (j) , as N → ∞, comes from I (j) 1 , i.e. from a specially constructed neighborhood of zero. Observe that
where ϕ
1 is the characteristic function of the r.v.
1 defined by (5.41),(5.42). We will now look for the asymptotics of ϕ (j) (t), as t → 0 and N → ∞. For this purpose we need the asymptotic expressions, as N → ∞, for Eβ j , Eβ 2 j and Eβ 3 j . We have
It follows from the definitions of S ⋆ j , E ⋆ j , V ⋆ j and H ⋆ j that in the case considered the problem reduces to estimation of sums of the form (5.67)
as N → ∞, when δ is given by (5.59) and M j , j = 0, . . . , q + 1 as in the statement of the Lemma.
The asymptotic solution of (5.59) was obtained in [14] :
where h is as in (4.27) . In the sequel we set u 0 = 0, to get M j δ → hu j , N → ∞, j = 0, . . . , q. In view of (4.21), it is convenient to write a k = Ck p−1 G(k), where the function G is s.t. lim
Then, applying the integral test(=Euleur summation formula), we get from (5.68)
where we set u q+1 = ∞. Note that by our notation (4.33),
We also obtain from (5.69) and (5.66),
and observe that
The first of these inequalities follows immediately from the Cauchy-Schwarz inequality, while the second can be derived by substituting f j (p − 1) from the first one and then applying again the Cauchy-Schwarz inequality.
To arrive at the required asymptotic formula for ϕ (j) , we first write for a fixed N ,
and then couple t with N by setting 
Hence, the following weaker (=the third moment is not absolute) form of Lyapunov's sufficient condition for the convergence to the normal law holds for the sums Y (j) , j = 0, . . . , q:
VarY (j)
This explains the existence of t 0,j that provides (5.77) and (5.78). The phenomenon described above is typical in applications of Khintchine's method (see [12] , [14] , [16] ).
To continue the asymptotic expansion (5.76), we obtain from (5.69), (5.66) and (5.72)
The asymptotic relations below are the consequence of (5.82), (5.50) and (5.51): 
Next we turn to the estimation, as N → ∞, of the integrals I (j) 2 , j = 0, . . . , q. We start with
where we set t 1,j = t 0,j 2π > 0, j = 0, . . . , q. Denote
It is easy to see from the definition of the r.v.'s β j that g (j) (1/2) < 1, j = 0, . . . , q. Since the r.v.'s β j , j = 0, . . . , q have lattice distributions with span 1, this implies ( see [8] , p.131, [29] , p.286) that
We then conclude that for sufficiently large N and any 0 < t ≤ 1/2,
By the same argument,
This and (5.48) enable us to write
and letũ j ∈ (u j , u j+1 ), j = 0, . . . , q. Then we have
Denote ǫ j =ũ j − u j > 0, j = 0, . . . , q. To estimate the last sum in (5.92), we employ the following inequality from [12] :
We apply (5.93) with l = u j N 1 p+1 and m = ǫ j N 1 p+1 + 1 to get from (5.74) and (5.68), 
5.4
Completion of the proofs of Theorems 4.1, 4.3 and 4.6
To complete the asymptotic analysis of the probability R(
, it is left to find the asymptotics of P(Z N = N ). It was found in [13] that
Substituting in (5.55) the asymptotic expressions (5.62),(5.82),(5.97) and (5.98) we finally obtain
Next we define the scalings of ν * j , K * j :
, by (5.59). We get from (5.99)
. Each term of the sum in the second exponent depends on the two variables x • j and x • q+j+1 only.
Hence, under a fixed vector − → y • , the exponents in the RHS of (5.102) factorize into a product of q + 1 terms, each one depending on only one of the x • j , j = 0, . . . , q. This proves the claim (i) of Theorem 4.1.
For the proof the claim (ii) of Theorem 4.1, we firstly need to deduce from (5.102) the central limit theorem for the vector (
. We see from the definition (5.84) of κ j , j = 0, . . . , q that the expression in the product of the exponents in (5.102) is a quadratic form of the coordinates of the
For a given q ≥ 1, we denote by Θ ⋆ (q) the (2q + 1) × (2q + 1) matrix of the quadratic form. Let now c j < d j , j = 0, . . . , 2q and
We also define the sets of discrete points
Lemma 5.6 ( The central limit theorem for the vector (
As N → ∞, and q ≥ 1 is fixed,
where the matrix Θ ⋆ (q) is defined as above, and
Proof: We follow the known technique for passing from a local limit theorem to an integral one, that is exposed in detail in [29] , p.60 (see also [8] , p.80 and [10] ). Summing (5.102) over (
we obtain
From the preceding asymptotic formulae we derive the crucial fact that in (5.107), (5.108) sup
Based on this property of uniform convergence, we treat the RHS of (5.107) as a Riemann sum with the asymptotically equidistant spacings |G
. . , 2q, as N → ∞. Next, we have to show that the main term in the RHS of (5.107) is indeed the gaussian distribution.
Now the claim for q = 1 follows from the identity f 0 (p + 1) + f 1 (p + 1) = CΓ(p + 2), p > 0 and some algebra.
Hence, the random vector (ν ⋆ 0 ,ν ⋆ 1 ,K ⋆ 1 ) weakly converges to the gaussian random vector with zero mean and the covariance matrix (Θ ⋆ (1)) −1 . This implies (see [8] , p.89, Theorem 2.6) that for q = 1 the sequence of the distribution functions of the random vector (
is tight under each u 1 > 0. Consequently, by the definition of tightness and the form of the stratifications considered, we deduce the tightness of the distribution functions of the random vector (
Finally, Prohorov's theorem implies that the limiting distribution of the above vector is the one of a probability measure. This proves (5.109) for q ≥ 1.
Now we derive the explicit form of the covariance matrix in Theorem 4.1. For a given q ≥ 1, let
m,k=0 be the covariance matrix of the limiting gaussian distribution in (5.105). Then
(5.112)
Proof: To understand the technique behind the inversion of the matrix Θ ⋆ (q), it is convenient to verify (5.112) first for q = 2. This is easy to do with the help of the identity q j=0 f j (p + 1) = CΓ(p + 2), which holds for any q ≥ 1. Taking into account the structure of the matrix Θ ⋆ (q), the verification for q > 2 can be done in the same way. it is needed only to replace probabilities with moments in the argument given in [29] ,p.61(see also [18] ,p. 67).
We see from (5.112) that for the proof of the claim (iv) of Theorem 4.1 one has to examine the behavior in k → ∞ of the integrals f k (p), f k−q (p + 1) in the case when u j , j = 0, . . . , q are equidistant points and q → ∞. Now Theorem 4.1 is completely proved.
We proceed now to the proof of Theorem 4.3. First, we define the scalings of ν j , K j corresponding to the scalings (5.100):ν
and denote
It follows from the definition of ν j and K j , j = 0, . . . , q that For the proof of (ii) of the theorem, we first recall that in the notation (2.1), ν j = ν(r N u j ), j = 1, . . . , q, with r N = N 1 p+1 . Thus, letting q = 1 and u 1 = u, we rewrite (5.113) as
to obtain with the help of (5.69), (5.70) and our notation (2.2), 
where W is defined by (5.56). It is important to note that here, in contrast to the previous setting, 
In the case considered (5.74) takes the form,
Thus, we obtain that for any r ≥ 0 and N → ∞,
It is easy to see that (5.126) quarantees the conditions (5.77) and (5.78).
Next, we have from (5.123), as N → ∞,
where the limits 0 < α j < 1, j = 0, . . . , q, by (4.35) and some algebra. It follows from (5.120) that
We obtain from (5.123), (4.35), (5.120) and (5.119)
while for j = q we have
The latter fact follows from (5.120) and it is in the core of the basic difference between the asymptotics of component numbers of small sizes and the one treated in Theorems 4.1. (In this connection see also our note after (5.54)). We also observe that |τ j | < ∞, j = 0, . . . , q.
Proceeding further along the same lines as in the proof of Lemma 5.4 leads to the desired analog of (5.62). Consequently, (5.99) takes the form
Now we define the scalingsν Finally, by the same argument as before, we derive the weak convergence as stated in (ii) of Theorem 4.6.
6
Comparison with limit shapes for generalized models of ideal gas.
The models in the title of this section are associated with multiplicative measures induced by the Euler type generating functions:
Vershik ([36] , [38] ) treats such measures as generalized one-dimensional Bose-Einstein models of ideal gas, while in combinatorics and number theory they are known for a long time (e.g. Bringham, 1950) as weighted partitions (for more details see [16] ). It is interesting to compare limit shapes, say C p−1 , for the above models that were found by Vershik ([36] ), with the ones, denoted l p−1 , in our Theorem 4.3. Firstly, note that the limit shapes for the both models are derived under the same scaling N 1 p+1 . In view of Proposition 2.5, the immediate explanation of this striking coincidence is that by the result of Vershik and Yakubovich ([38] , Section 5), the models (6.142) of ideal gas have the same threshold N 1 p+1 as the models considered in the paper. In a broader context, we point that the models are linked with each other via the exponentiation of the generating function (6.142) (see [5] ). Moreover, Bell-Burris Lemma 5.1 in [7] states that if in (6.142 By (2.1),(2.2) and (2.3), the value of a limit shape at u = 0 "approximates" the random variable ν(0) = the total number of components in a random partition, multiplied by the factor r N N . Vershik [36] , [35] linked the phenomenon (6.144) with the Bose -Einstein condensation of energy. According to this interpretation, the finiteness of the limit shape at u = 0 indicates the appearance of condensation of energy (around the value N r N ), and in view of this he distinguished p = 1(=uniform distribution on the set Ω N ) as the phase transition point for the models (6.142). We now explain the fact that C 0 (0) = ∞ in contrast to l 0 (0) < ∞. By the seminal result of Erdös and Lehner(1941) (for references see [38] ), the number of components in a random partition of N is asymptotically N (see [10] ).
