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Traffic volume is an important parameter in most transportation planning applications.
Low volume roads make up about 69% of road miles in the United States. Estimating traffic
on the low volume roads is a cost-effective alternative to taking traffic counts. This is
because traditional traffic counts are expensive and impractical for low priority roads. The
purpose of this paper is to present the development of two alternative means of cost-
effectively estimating traffic volumes for low volume roads in Wyoming and to make
recommendations for their implementation. The study methodology involves reviewing
existing studies, identifying data sources, and carrying out the model development. The
utility of the models developed were then verified by comparing actual traffic volumes to
those predicted by the model. The study resulted in two regression models that are inex-
pensive and easy to implement. The first regression model was a linear regression model
that utilized pavement type, access to highways, predominant land use types, and popu-
lation to estimate traffic volume. In verifying the model, an R2 value of 0.64 and a root mean
square error of 73.4% were obtained. The second model was a logistic regression model
that identified the level of traffic on roads using five thresholds or levels. The logistic
regression model was verified by estimating traffic volume thresholds and determining the
percentage of roads that were accurately classified as belonging to the given thresholds.
For the five thresholds, the percentage of roads classified correctly ranged from 79% to 88%.
In conclusion, the verification of the models indicated both model types to be useful for
accurate and cost-effective estimation of traffic volumes for low volume Wyoming roads.
The models developed were recommended for use in traffic volume estimations for low
volume roads in pavement management and environmental impact assessment studies.
© 2016 Periodical Offices of Chang'an University. Publishing services by Elsevier B.V. on
behalf of Owner. This is an open access article under the CC BY-NC-ND license (http://
creativecommons.org/licenses/by-nc-nd/4.0/).0; fax: þ1 307 766 6784.
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Traffic volume data are essential in many transportation and
decision making models. They are used to estimate vehicle
miles traveled (VMT) for crash rate and environmental impact
analyses. Estimated traffic volumes are also used in the eval-
uation of infrastructure management needs such as deter-
mining roadway geometry, and road construction and
maintenance scheduling (Selby and Kockelman, 2013).
Traditionally, traffic volumes are determined by carrying out
continuous traffic counts over a period of one or more years
using permanent automatic traffic recorders (ATRs) (Aunet,
2000; Bagheri et al., 2015). These counts are then averaged to
obtain annual average daily traffic (AADT) for the roadway.
However, it is impractical and expensive to install these
ATRs on all roads to determine their AADTs, and so the
federal highway administration (FHWA) has developed
guidelines to estimate AADT for roads by the use of short
term traffic counts (FHWA, 2013). This method involves
developing seasonal factors from ATRs for a functional class,
and applying the seasonal factors to adjust a one to three
day traffic count to AADT estimates.
The FHWA defines low volume roads as roads that are
outside built-up areas of cities, towns, and communities, and
with a traffic volume of less than 400 AADT (AASHTO, 2012;
FHWA, 2009). These roads include most local roads that make
up almost 70% of the total mileage of roads in the United
States (U.S. Census, 2009). Due to the limited resources
available for Departments of Transportation (DOTs), DOTs
focus on carrying out extensive traffic counts on higher
volume roads while traffic counts on low volume roads are
carried out on a need to know basis (Bowling and Aultman-
Hall, 2003). The high mileage and the low priority placed on
local roads make carrying out extensive counts on them
expensive and impractical. But traffic volume estimates on
low volume roads are still important for road infrastructure
management, safety, and environmental analysis
applications. It has also been realized that traffic fatality
rates on rural roads are higher than on other roads. For
instance, the National Highway Traffic Safety
Administration indicates that although 19% of the U.S.
population lived in rural areas, rural fatalities accounted for
54% of all traffic fatalities in 2012 (National Highway Traffic
Safety Administration, 2014).
These factors have resulted in an increased emphasis on
developing inexpensive and easy-to-use models and methods
for estimating traffic volumes for low volume roads. With
better estimates of traffic on low volume roads, better targeted
and more effective safety improvement efforts can be made.
In broader terms, better estimates of traffic volumes on low
volume roads will allow more effective planning and more
efficient operation of regional transportation systems (Fricker
and Saha, 1987). Typically, traffic volume estimates are made
for local road sectionswithout traffic counts by comparing the
road section to other similar road sections that have traffic
count data (Mohamad et al., 1998). The comparison of one
road to another can be inaccurate and difficult to perform.
Some roads can be similar in classification and road
construction, such as road width and surface type. However,there are other differences in roadways that need to be
considered. Land use of the surrounding area can influence
the traffic volumes on the road and is often overlooked in
the comparison of road sections. Other demographic factors
such as surrounding population and the per capita income
of the area are also not typically considered in the
comparison of road sections. Without all of the influences
on the road, traffic count estimates are not accurate or
reliable.
Previous studies sponsored by other states have developed
regression models for estimating road traffic volumes in a
quick, easy and cost-effective manner (Mohamad et al., 1998;
Ohio DOT, 2012; Pan, 2008; Selby and Kockelman, 2013; Wang
et al., 2013; Xia et al., 1999; Zhao and Chung, 2001). Themodels
attempted to identify the variables that impact traffic volumes
and used them to predict traffic volumes for various roads.
The state ofWyoming is facing an influx of energy industry
development in rural areas (Huntington et al., 2014). The oil
and gas industry has increased in recent years and a plan is
needed to handle the accompanying increase in traffic on
the local roads. The road network needs to accommodate
the higher traffic volumes and so a transportation
management plan is required to upgrade and maintain the
roads that need them. To create the transportation
management plan for the state, counts need to be conducted
on all the local roads. However, as previously discussed, it is
not practical and cost effective to do these traffic counts
manually.
The goal of this study is to develop inexpensive but effec-
tivemodels for estimating traffic volumes on low volume rural
roads in Wyoming using readily available data sources. This
involves reviewing existing studies to determine an appro-
priate methodology for developing the models, identifying
data sources for model development, developing and imple-
menting a data sampling plan, and developing the models.
Beyond themodel development, the utility of themodels were
verified by comparing actual traffic volumes to those pre-
dicted by the models. Finally, recommendations were made
for model implementation that will enable easy and effective
utilization of the research outcome.
The previous studies utilized socioeconomic and de-
mographic factors, land use, accessibility, and road charac-
teristics as predictors in their models. However most of these
models were developed for high volume roads and urban or
suburban locations. Some of the studies such as those by
Seaver et al. (2000) and Blume et al. (2005) were developed for
local roads or low volume roads but a critical review of those
studies determined those roads to have traffic volumes that
exceeded 400 vehicles. Most local roads in Wyoming have
very low traffic volumes of 400 or less and so a model had to
be developed considering these types of roads.
The general methodology used in the studies for devel-
oping the models involved identifying variables that could be
used to estimate the traffic volumes, carrying out a best se-
lection procedure to identify the optimum minimum pre-
dictors that contributed significantly to explain the variations
in traffic volumes, and finally verify the utility and accuracy of
the model. Problems of multi-collinearity and non-constant
error variance were identified and discussed in the literature.
These problems were seen in the study by Mohamad et al.
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Since multicollinearity increased the instability of coefficient
estimates, a remedy was applied in this case that involved
expressing the model in terms of centered independent
variables. Zhao and Chung (2001) solved the problem of
collinearity by removing highly correlated predictors after an
initial regression fit. The non-constant error variance
problem was also addressed by log-transforming the
response variable. In another study by Xia et al. (1999), the
multicollinearity problem was solved by applying a subset
selection method. The subset selection procedure addressed
multicollinearity by eliminating all the predictors that were
highly correlated in the model. The R2 obtained in the
studies reviewed ranged from values as low as 0.16 to 0.82
(Pan, 2008; Zhao and Chung, 2001).
Beyond the regressionmodels, travel demandmodels have
also been implemented on some local roads to determine
traffic volume on them. Travel demand models attempt to
replicate transportation systems by means of mathematical
equations based on theoretical statements. The four-step
process for implementing travel demand models has been
implemented in previous studies in New Brunswick, Canada
(Zhong and Hanson, 2009), Montana (Berger, 2012), Oklahoma
(Alliance Transportation Group, Inc., 2012), Florida (Wang
et al., 2013) to estimate traffic volumes. The estimates from
this method were generally determined to be more accurate
than those of the regression models. However, travel
demand models require specialized software and knowledge
to implement whereas regression models are simple and
easier to implement.
Additional studies have been carried out by other re-
searchers that developed traffic prediction models using
geographic information system (GIS) spatial interpolation
methods (Eom et al., 2006; Selby and Kockelman, 2013; WangFig. 1 e Counties used in model deveand Kockelman, 2009). The studies used variations of Kriging
interpolation and regression methods to predict traffic vol-
umes from nearby traffic counts.
The results of the spatial regression studies indicatedmore
accurate results compared to the aspatial regression methods
but the spatial models required higher sample counts per unit
area to realize the improved accuracy in predictions. The
limitation of low road count sampling for low volume roads
compared to higher volume roads made this method inap-
propriate for low volume road predictions.
Building on the methods utilized in previous studies to
develop traffic volume predicting models, this study develops
traffic volume prediction models for low volumes roads in
Wyoming. This study's model is unique and is developed only
from rural low volume roads that mostly have traffic volumes
less than 400 vehicles.2. Materials and methods
Methodologies used in this paper follow the processes
described by other researchers such as Mohamad et al. (1998),
Xia et al. (1999), and Zhao and Chung (2001) as a starting point.
The methodologies were developed for both a linear
regression model and a logistic regression model. The study
began with an identification of data sources needed to
develop the models. Traffic count data on sampled roads
across Wyoming were collected as the dependent variable.
The traffic count data comprised data collected in a previous
study in 2012 and additional counts taken in the summers of
2013 and 2014. The previous study was about the impact of
the energy industry on roads in four south eastern Wyoming
counties e Laramie, Converse, Goshen, and Platte counties.lopment and model verification.
Table 1 e Traffic counts in all counties in Wyoming.
County Frequency Percent (%)
Albany 13 2.7
Big Horn 13 2.7
Campbell 14 2.9
Carbon 12 2.5
Converse 38 8.0
Crook 13 2.7
Fremont 10 2.1
Goshen 70 14.7
Hot Springs 12 2.5
Johnson 16 3.4
Laramie 86 18.1
Lincoln 12 2.5
Natrona 17 3.6
Niobrara 9 1.9
Park 17 3.6
Platte 53 11.1
Sheridan 17 3.6
Sweetwater 12 2.5
Teton 8 1.7
Uinta 13 2.7
Washakie 11 2.3
Weston 10 2.1
Total 476 100.0
Table 2 e Land use descriptions.
Land use Description
Agricultural cropland (AC) Fields plowed and often irrigated
with various crops
Agricultural pasture (AP) Some hay meadows, but mostly
pasture
Agricultural
cropland/pasture (AC/AP)
A pretty even distribution of
plowed/irrigated fields and pasture,
e.g., pasture on one side of the road
while crop fields are on the other
Forest (F) Wooded areas; classified as national
forest land
Recreational (R) Used for recreational purposes
Industrial/commercial (I) Commercial operations more
extensive than just cattle or sheep
stockyards; oil rigging; power plant;
mining plants
Agricultural
pasture/industry (AP/I)
A mix of pasture and oil rigging/
power plants
Subdivision (S) Residential land use; fairly dense
population of houses
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the 19 other counties in Wyoming.
The process for collecting the additional traffic counts
involved partitioning each county into zones to ensure
adequate spatial coverage of the local road network in the
counties. The zones were created to ensure that all the iden-
tified factors such as predominant land use and road surface
type in each county were covered. The zones were also helped
by preventing disproportional sampling in zones.
Once the count data were collected, the data were sum-
marized and some analyses carried out to achieve a perspec-
tive of the data composition. In fulfilling the project's objective
of developing a cost effective traffic prediction model that
utilizes easily accessible data, demographic and socioeco-
nomic data inputs were obtained from the U.S. Census official
website for each road location. Land use and pavement type
information were also obtained from aerial satellite
photographs.
For each of the two models, data from 13 randomly
selected counties were used in their development and the
remaining counties were set aside to verify the prediction
ability of the models developed. The two datasets were here-
after referred to as the modeling and validation datasets
respectively, and the counties from which each dataset was
obtained are presented in Fig. 1.
The data for Sublette County were collected from a
resource person in the district engineer's office. The data
included average daily traffics (ADTs) and the name of the
associated road segments but the mile post or location where
the counts were collected was absent in the data. The location
of the count was important for determining the demographic
data to associate with the count for roads that traversed
multiple census blocks. Thus the data from Sublette County
was not used in the study. In addition to the traffic volume
data, pneumatic tube counters were used to collect informa-
tion about speed, number of axles and types of vehicles for the
remaining counties. This information was essential in deter-
mining the characteristics of the traffic that plied the road,
whether the traffic was industrial or freight in nature or
whether the traffic was purely residential with smaller pas-
senger vehicles. Table 1 presents the number of traffic counts
taken in each county.
2.1. Predictor variables
The predictor variables were used to predict ADT for a
particular road section. The initial identified predictors were
land use, road surface, population, number of households,
highway access, per cap income, and housing units. De-
scriptions of each predictor and the expected trend for the
predictor, based on findings from the literature review and
some logical observations, are presented in this section.
2.1.1. Land use
The prominent land use adjacent to select roads is helpful in
identifying the trip generators contributing to the traffic on that
road segment. Field assessments are undertaken to categorize
the land use into the initial categories in Table 2. Additionally,
aerial photographs were used to determine the land use of
certain locations. These aerial photographs were crosschecked with the information gathered from observations
during the traffic counting exercise. The distribution of land
use for the selected roads showed most roads were located in
agricultural lands, followed by agricultural croplands with
high concentration of residents (subdivisions) and then land
use types that included oil and gas wells (industrial).
Apart from agricultural cropland (AC) and agricultural
pasture (AP) land uses, it was observed that the number of
roads in each of the remaining categories were inadequate for
performing inferential analysis. So land usemixes such as AP/
I, AC/I and F/I were combined as industrial (I) land use. AP/AC
lands were categorized as either AP or AC depending on the
dominant type in the land use mix. Land uses AC/S and AP/S
Fig. 3 e Mean ADT for the four main land use categories.
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use. The remaining land uses, such as, AP/R, AP/S, and F, were
combined and re-categorized as other-land use. Finally, the
mean ADT from AP was not significantly different from roads
with other-land use and so other-land use was combined with
the AP land use for the model development. The final cate-
gories of land use were therefore AC, AP, S, and I.
Dummy variables were created for the land use variable.
Subdivision land use (S) was taken as the reference category,
and indicator variables (composed of 0 and 1 values) were
formed for the remaining three categories. Fig. 2 shows the
four land use categories' composition in the traffic count data
and Fig. 3 shows the mean ADT for each land use category.
2.1.2. Road surface
Road surface was categorized into unpaved and paved road
surfaces. Sixty two percent (62.2%) of the roads were unpaved
and thirty eight percent (37.8%) were paved. Due to the fact
that paved roads are more comfortable and safer to drive on,
they were expected to attract relatively more traffic compared
to unpaved roads. The paved roads were also built to connect
important facilities that are usually major traffic generators.
Thus the expected trend for road surface types was that paved
roads would reflect higher ADT compared to unpaved roads.
This trend is seen in Fig. 4 for the dataset.
2.1.3. Population
A review of previous studies to predict traffic volumes indi-
cated that population of residents in the vicinity of the road
had an impact on the road traffic volumes. The trend relating
traffic volumes to population was expected to be positive with
higher values resulting in higher traffic volumes in rural lo-
cations. In urban locations, ride-sharing, transit services and
higher auto occupancy rates resulted in a trend where
increased population did not necessarily reflect in higher
ADTs. Fig. 5 shows a scatterplot of traffic volume against
population for the data collected. It is seen that there is no
clear relationship that shows increasing or decreasing traffic
volumes with increasing population.
The scattered nature of the plot in Fig. 4 was explained by
the fact that the census blocks around the road were not
equally sized and so high populations associated with a road
may be covering a large area that encompass other roads
and so distribution of trips among the roads lead to lower
traffic volumes on each road. For this reason, populationFig. 2 e Proportion distribution of final land use types.density was computed and considered as a variable in the
model development process to capture the spread of
population in the data.
Population data obtained from the U.S. Census website
were aggregated at census block and census block group
levels. The census block is the smallest geographic area for
which the U.S. Census collects and tabulates decennial data.
The census block groups are the next level above census
blocks in the census aggregation hierarchy. Fig. 6 compares
the census blocks in Converse County to the census block
groups for the same county.
Both levelsofaggregationwereconsidered for theregression
model development. Population data at the census block level
ranged from 0 to 316 but for the census block group, population
ranged from 622 to 4342. Population at the block group level
were divided by 1000 to obtain values in the thousandth. The
population density variables were also at two levels, one of
them was for densities computed with census block data and
the other was computed from census block group data.
2.1.4. Households and dwelling units
Based on the literature review, the number of households and
dwelling/housing units were included as initial predictors.
Higher number of households and dwelling units were ex-
pected to be translated into predictions of higher traffic vol-
umes on nearby roads. Data for households were at the block
level and ranged from 0 to 129. Dwelling units were aggregated
at the block group level and ranged from 243 to 1786. House-
hold density and dwelling unit density were also included as
initial predictors in the regression analysis since household
and dwelling unit versus traffic volume plots did not show a
clear trend in the relationship between traffic volume and the
two variables. Densities of these variables will account for
their spatial distribution impacts.Fig. 4 e Comparing ADT for paved and unpaved roads.
Fig. 5 e Plot of census block population versus traffic
volume.
Fig. 7 e Average traffic volume by access to highway.
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This data was available at the census block group level.
Employment numbers and income information provides an
indication of the level of economic activities generated within
a census block group. Higher employment and income values
were expected to be translated into higher traffic volumes. Per
capita income values were divided by 10,000 to obtain values
in the ten-thousandth for the regression analysis. Employ-
ment numbers ranged from 236 to 2173 and income ranged
from 17,126 to 57,313. The plots of these variables against
traffic volumes did not indicate a clear relationship. There-
fore, employment density and income density were also
included for consideration as initial predictors.
2.1.6. Access to highway
Access to highway refers to whether a local road had direct
access to primary or secondary roads or not. Traffic count
locations that were less than two miles from a highway were
also considered as having direct access to highways. Roads
with direct access to highways were expected to have higher
traffic volumes because they are more likely to be used by aFig. 6 e Comparing census blocks to census block groups in Cproportion of the traffic on the highway to access nearby
areas. Fig. 7 confirms this logic by showing a higher mean
traffic volume for roads categorized as having direct “access”
compared to roads categorized as having “no access”.2.2. Data preparation
All the data for the potential predictors were collected and
entered into a Minitab software database. The database was
used in carrying out the analysis to develop the model.
Entering the data involved encoding the categorical variables
as dummy variables and recording the values for qualitative
variables for the analysis. The 14 potential predictors were
encoded as follows.
(1) Pavement type (PvtType): paved roads were classified as
1 and unpaved roads 0.
(2) Access (Access): roads with direct access to primary or
secondary roads were classified as 1, whereas roads
without direct access were classified as 0.
(3) Land Use: the land use categories were classified as
agricultural cropland (LUAC), industrial areas (LUI),
subdivisions (LUS), and agricultural pastureland (LUAP).onverse County. (a) Census block. (b) Census block group.
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indicator variables (composed of 0 and 1 values) were
formed for the remaining three.
(4) Population in the census block where ADT counts were
taken (Population).
(5) Population in the census block group (Pop1) where the
traffic countwas taken. The raw population valueswere
divided by 1000 to obtain population in the thousandth.
(6) Number of households (Total_HH) in the census block
group where ADT counts were taken.
(7) Number of employed civilians in the census block group
(Emp) where the road is located.
(8) Number of housing units in the block group (Housing1)
where ADT counts were taken.
(9) Per cap income of the block group (Income_1) in ten
thousands, where ADT counts were taken.
(10) Employment density (EmpDense1) at the road location
using the employment number and area (in square
miles) of the block group.
(11) Housing unit density (HseDense1) obtained from total
housing units in a census block group divided by the
area (in square miles) of the block group.
(12) Income density (IncDense1) obtained from dividing the
per capita income of a block group by the area of the
census block group.
(13) Population density (PopDense1) obtained from dividing
the census block group population by the area of the
census block group.
(14) Household density (HHDense) obtained from total
household in a census block group divided by the area
(in square miles) of the block group.
According to the literature, a road is classified as a low
volume roadwhen theADTon the road is less than 400 (FHWA,
2009). An examination of the data collected on rural local roads
inWyoming as shown in Fig. 8 indicates thatmost of the roads
selected fordeveloping themodelhadADTvalues less than200
anda fewof themrecordedADTgreater than 400. Thesehigher
volume roadswere few and represented outliers in the sample
that were expected given the large sample size.
2.3. The modeling process
During the linear regressionmodel development, a best subset
selection method was utilized. Checks for multiple linear
regression assumptions were carried out to ensure that none
of the assumptions of linear regression modeling wereFig. 8 e ADT distribution.violated. The assumptions that were checked included the
linearity and additivity of the relationship between dependent
and independent variables, statistical independence of errors,
homoscedasticity or constancy of variance of errors, and
normality of error distribution.
After the model was developed, it was validated by veri-
fying the utility of its predictions by comparing actual traffic
volumes to the model predictions. The model validation was
carried out using the data from nine out of the remaining ten
counties that were not used in the model development. Data
from one county (Sublette County) were not used in the study
because the ADT data collected from that county was
incomplete. Fig. 9 shows the methodology used in developing
the linear regression model.
The second model was the logistic regression model. This
model was developed to predict traffic volume thresholds
within which a road's traffic volume was likely to fall. The
decision to include a logistic model was to enable identifica-
tion of roads with similar traffic impacts for some trans-
portation planning purposes such as maintenance
scheduling. For instance, all roads with ADT less than 50 may
be considered to have similar traffic volumes and given
similar intervals in maintenance scheduling whereas roads
with ADTs above 50 may be scheduled for more frequent re-
pairs. Prediction accuracy using a logistic model was also ex-
pected to improve for ranges of data values compared to linear
regression models that could estimate the discrete traffic
volume values. The logistic model development was carried
out following the methodology shown in Fig. 10. After the
logistic regression model was developed, it was verified
using data from the 9 counties which were not included in
the model development.Fig. 9 e Methodology for developing the linear regression
model.
Fig. 11 e Residual plot for initial ADT prediction model.
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3.1. Linear regression model
The best subset selection method involved examining all
possible subset regressions for a best model. The Minitab
software was used in this model development. It had a feature
that enabled easy computation and examination of the best
models for each subset size.
To estimate ADT, the best subset had five predictors and an
adjusted R2 of 0.44. Checks for violations of linear regression
assumptions indicated unequal scatter in the residual plot
(Fig. 11) and some curvature in the error variance. This
violation was fixed by applying a logarithmic transformation
of the response variable (ADT) to ensure a constant error
variance and a linear scatter in the residual plot. This
transformation at the same time normalized the error
distribution (Gregoire, 2014). A check for the optimum
transformation for the model using BoxeCox
Transformation determined l ¼ 0. This meant the most
appropriate transformation for the model was the
logarithmic transformation of the dependent variable.
The model selection process was rerun using the loga-
rithmic transformation of ADT (lg(ADT)) as the response var-
iable. Table 3 shows the results of the process and indicates
that the transformation led to an improved adjusted R2 from
approximately 44%e64%. Table 3 was further examined to
determine the predictors that contributed most in
estimating lg(ADT).
Land use (represented by the three indicator variables)
contributed significantly to explaining the variation in lg(ADT)
and so was included in all the subset models. From Table 3, aFig. 10 e Methodology for developing the logistic
regression model.regression of pavement type and land use type resulted in an
adjusted R2 of 0.621. The adjusted R2 value increased
significantly as subset size increased until the subset size
reached four. Beyond a subset size of four, there was no
useful increase in adjusted R2. The four selected predictors
were pavement type, land use, access, and population at the
block group level.
3.1.1. Linear regression model validation
A regression fit using all four significant predictors resulted in
a model with an R2 of 64%. In checking for assumptions of
regression modeling, an examination of the residual plots, as
shown in Fig. 12(a) and (b), indicated constant error variance
and normality of error distribution. Thus the regression
modeling assumptions were seen to have been adequately
met.
3.1.2. Linear regression model description
Table 4 presents the model coefficients from the best subset
selection technique. All coefficient signs in Table 4 were as
expected. For example, the positive sign for pavement type
indicated that paved roads had more traffic than unpaved
roads. Similarly, the positive sign for access implied roads
with direct access to highways carried more traffic than
roads without direct access to highways. The negative signs
for land uses indicated lower traffic on pasture lands, crop
lands, and industrial land uses when compared to
subdivisions. Population at the block group level also had a
positive sign indicating increasing traffic volumes with
increasing population at the census block group level. The
model is presented in Eq (1).
lgðADTÞ ¼ 1:993þ 0:404PvtTypeþ 0:124Access 0:587LUAC
 0:834LUAP  0:299LUI þ 0:091Pop1
(1)
3.1.3. Linear regression model verification
Two methods were used to verify the model. First, a plot of
predicted lg(ADT) against observed lg(ADT) for the modeling
dataset was compared to a plot of predicted lg(ADT) against
lg(ADT) for the verification dataset. A comparison of the two
scatterplots will also serve as a test of the robustness of the
model. In order to verify the utility of the model, both plots
were expected to display similar trends and levels of accuracy.
Table 3 e Best subset regression for estimating lg (ADT).
Total var R2 (%) Adjusted R2 (%) Pavement type Population Household Employed Access Housing Income Pop1 EmpDense HHDense IncDense1 PopDense1
2 62.6 62.1 X
2 56.1 55.6 X
3 63.5 63.0 X X
3 63.2 62.7 X X
4 64.3 63.7 X X X
4 64.0 63.5 X X X
5 64.6 63.9 X X X X
5 64.6 63.9 X X X X
6 64.7 63.9 X X X X X
6 64.6 63.8 X X X X X
7 64.8 63.9 X X X X X X
7 64.7 63.8 X X X X X X
8 64.8 63.8 X X X X X X X
8 64.8 63.8 X X X X X X X
9 64.8 63.7 X X X X X X X X
9 64.8 63.7 X X X X X X X X
10 64.8 63.6 X X X X X X X X X
10 64.8 63.6 X X X X X X X X X
11 64.8 63.6 X X X X X X X X X X
11 64.8 63.5 X X X X X X X X X X
12 64.8 63.5 X X X X X X X X X X X
12 64.8 63.5 X X X X X X X X X X X
13 64.8 63.4 X X X X X X X X X X X X
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Fig. 12 e Checking for assumptions of regressionmodeling. (a) Constancy of error variance. (b) Normality of error distribution.
J. Traffic Transp. Eng. (Engl. Ed.) 2016; 3 (6): 493e506502The second verification method involved determining the
Pearson product moment correlation coefficient (Pearson's r)
between predicted ADT and actual ADT. Pearson's r was
determined for both datasets (modeling dataset versus veri-
fication dataset) and compared to confirm the linearity of
relationship between the actual and predicted ADT values.
The rootmean square error (RMSE) thatmeasures the errors of
the predictions was determined. This was computed for the
low volume roads (ADT < 400) to be 73.4%.
3.1.4. Verification method 1: plots of predicted vs actual ADT
Fig. 13 shows the plots of the predicted lg(ADT) versus actual
lg(ADT) for the modeling and verification datasets. Both plots
had linear relationships between actual lg(ADT) and predicted
lg(ADT) and thus showed the model to be effective for
estimating traffic volumes for low volume roads inWyoming.
3.1.5. Verification method 2: correlation between predicted
AADT and actual AADT
Pearson product moment correlation coefficient was used to
confirm the linear association between predicted lg(ADT)
and actual lg(ADT). For the modeling dataset, the Pearson's
correlation value was 0.687 compared to 0.61 for the verifi-
cation dataset. The high correlation for both datasets indi-
cated less variation around the line of best fit and shows the
model to be useful for predicting traffic volumes across
Wyoming.Table 4 e Model coefficients for best subset model.
Model Unstandardized coefficients Standardized
coefficients (bB Std. error
Constant 1.993 0.080
PvtType 0.404 0.045 0.323
Access 0.124 0.038 0.104
LUAC 0.587 0.066 0.380
LUAP 0.834 0.060 0.696
LUI 0.299 0.065 0.184
Pop1 0.091 0.034 0.091
Note: “B” represents the coefficient of the independent variable, “t” is the3.2. Logistic regression
The logistic regressionmodelwas developed in this section for
predicting the ADT thresholds within which a road's ADT is
likely to fall. As stated previously, the logistic regression
model was deemed necessary because roads with traffic vol-
umes within a certain range experience similar traffic im-
pacts. Predictions using the logistic regression model will
enable differentiation of some low volume roads from rela-
tively higher volume roads. The ADT thresholds used to
develop the models were selected by considering the impacts
experienced by roads from ranges of traffic volumes for low
volume roads. The thresholds are as follows.
 Threshold 1: roads with ADT are less than 50.
 Threshold 2: roads with ADT are less than 100.
 Threshold 3: roads with ADT are less than 150.
 Threshold 4: roads with ADT are less than 175.
 Threshold 5: roads with ADT are less than 200.
Five equations were developed for determining the odds
(OddsTi) of a road falling within each threshold.
3.2.1. Threshold 1: ADT < 50
A full binomial logistic regression model was run with all the
14 predictors. Nine of the predictors were found to be insig-
nificant and so were removed from the model. The model)
t Sig. 95% confidence interval for B
Lower bound Upper bound
24.823 0.000 1.835 2.151
8.906 0.000 0.315 0.493
3.259 0.001 0.049 0.199
8.911 0.000 0.717 0.458
13.817 0.000 0.952 0.715
4.584 0.000 0.427 0.170
2.716 0.007 0.025 0.158
t-statistic obtained by dividing the coefficient by its standard error.
Fig. 13 e Comparing prediction trends. (a) Modeling dataset. (b) Validation dataset.
J. Traffic Transp. Eng. (Engl. Ed.) 2016; 3 (6): 493e506 503equation developed for threshold 1 is presented in Eq. (2) and
the model had an R2 of 0.581.
OddsT1 ¼ expð2:163LUAC  1:691PvtType 0:807Access
þ 3:245LUAP  0:051Total HH 1:076Þ (2)
where OddsT1 is the calculated odds for threshold 1.
3.2.2. Model interpretation for threshold 1
Assuming all other predictors in the model were held con-
stant, the odds of the road's ADT being 50 or less for each
predictor is determined by calculating the exponential of the
coefficient value. Thus the odds of a paved road falling within
the threshold drops by 82% compared to the odds of an un-
paved road. The odds of a road connected to a highway drops
by 55% compared to a road with no access to a highway. For a
land use indicator, subdivisions are the reference baseline. So
a cropland has an increased odds of 8.696 times compared to
subdivisions, whereas for pasturelands, the odds is 25.671
times higher than subdivisions. Finally, a unit increase in
households results in a drop in odds by 5%.
3.2.3. Threshold 2: ADT < 100
In the analysis for threshold 2, 11 of the predictors were found
to be insignificant and were removed from the model. The
model's R2 was 0.702 and the equation is presented in Eq. (3).
OddsT2 ¼ expð2:701LUAC  2:681PvtTypeþ 4:523LUAP
þ 1:190LUI  0:710Þ (3)
where OddsT2 is the calculated odds for threshold 2.
3.2.4. Model interpretation for threshold 2
Assuming all other predictors in the model were held con-
stant, the odds of a paved road falling within the threshold
drops by 93% compared to the odds of an unpaved road. For a
land use indicator, subdivisions are the reference baseline. So
a cropland has an increased odds ratio of 14.887 compared to
subdivisions, for pasturelands the odds is 92.140 times higher
than subdivisions, and for industrial land uses, the odds is
3.286 times higher than subdivisions.3.2.5. Threshold 3: ADT < 150
Eight of the predictors were found to be insignificant using a
significance level of 0.05 (a ¼ 0.05) and so were removed from
themodel. The corresponding R2 for themodel is 0.592 and the
model is shown in Eq. (4).
OddsT3 ¼ expð7:021 3:267PvtType 0:003Emp
þ 0:094EmpDense1 0:147HseDense1
 0:53IncDense1Þ (4)
where OddsT3 is the calculated odds for threshold 3.
3.2.6. Model interpretation for threshold 3
Assuming all other predictors in the model are held constant,
the odds of a paved road falling within the threshold drops by
96% compared to the odds of an unpaved road. Unit increases
in employment, housing unit density, and income resulted in
drops in odds by 0.3%, 13.7%, and 46.5% respectively. A unit
increase in employment density results in an odds increment
by 10%.
3.2.7. Threshold 4: ADT < 175
Eight of the predictor variables were found to be insignificant
predictors using a ¼ 0.05 and were removed from the model.
The corresponding R2 for the model is 0.535 and the model is
shown in Eq. (5).
OddsT4 ¼ expð5:685 3:391PvtType 0:003Emp
þ 0:088EmpDense1 0:027PopDense1
 0:002IncDense1Þ (5)
where OddsT4 is the calculated odds for threshold 4.
3.2.8. Model interpretation for threshold 4
Assuming all other predictors in themodel were held constant,
the odds of a paved road falling within the threshold drops by
97% compared to the odds of an unpaved road. Unit increases
in employment, population density, and income density result
in drops in odds by 0.3%, 2.7%, and 0.2%. A unit increase in
employment density results in an odds increase by 9%.
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Eight of the predictors were found to be insignificant using
a ¼ 0.05 and so were removed from the model. The corre-
sponding R2 for the model is 0.563 and the model is shown in
Eq. (6).
OddsT5 ¼ expð5:592 3:421PvtType 0:003Emp
þ 0:062EmpDense1 0:038HseDense1
 0:002IncDense1Þ (6)
where OddsT5 is the calculated odds for threshold 5.
3.2.10. Model interpretation for threshold 5
Assuming all other predictors in the model were held con-
stant, the odds of a paved road falling within the threshold
drops by 97% compared to the odds of an unpaved road. Unit
increases in employment, housing density, and income den-
sity resulted in reductions in odds of 0.3%, 3.8%, and 0.2%,
respectively. A unit increase in employment density resulted
in an odds increment by 6.4%.
3.2.11. Model predictions
The output (OddsTi) fromeachof thefive equations (Eqs. (2)e(6))
was then used in Eq. (7) to determine the probability or chances
of the road's ADT falling within the threshold of interest.
ProbabilityðADT<ThresholdÞ ¼ OddsTi=ð1þOddsTiÞ (7)
where OddsTi is the calculated odds for threshold i.
Calculated probabilities from Eq. (7) range from 0 to 1.
Roads with calculated probabilities of 0.5 or more are
predicted to have ADTs less than the threshold. Thus for a
road with a calculated probability less than 0.5 for a given
threshold, the road is predicted to have an ADT outside the
threshold. However, a road is predicted to fall within the
threshold when the calculated probability is equal to or
greater than 0.5. The next section develops the five models
for determining the odds of belonging to each threshold.
3.2.12. Model verification
The verification for the logistic models was carried out by
comparing the threshold predictions to observe ADTs in the
modeling and verification datasets. The threshold predictions
were determined by using the results from Eqs. (2)e(6) as in-
puts in Eq. (7) to calculate the probability of a road falling in a
given threshold. Roads with calculated probabilities of 0.5 or
greater were regarded as falling within the threshold of
interest and those roads with lower probabilities were
regarded as falling outside the threshold.
Table 5 shows the performance of the five models in
predicting roads falling in each threshold. For instance the
model for threshold 1 correctly predicted the ADT
threshold for 303 roads in the modeling dataset. This
represented 81% of the 372 roads used in developing the
model. The model accurately predicted the threshold for
81% (84 out of 104) of the roads in the verification dataset
as well. The similarity in percentage accuracy for the two
datasets exhibits consistency in predictions across various
counties in Wyoming. The models for thresholds 2e5 had
percentage accuracies ranging from 78% to 89% for both
datasets.
J. Traffic Transp. Eng. (Engl. Ed.) 2016; 3 (6): 493e506 5054. Conclusions and recommendations
This study developed two efficient, cost effective and easy to
usemodels for predicting traffic volumes on low volume roads
in Wyoming. The first model is a linear regression model and
the second model is a logistic regression model. During the
model development process, the response variable was log
transformed to overcome issues of non-constancy of error
variance. The model utilizes pavement type, access to high-
way or expressway, predominant land use type, and popula-
tion at the census block group as inputs to predict the lg(ADT)
of a roadway with an R2 value of 0.64 which is comparable to
R2 values obtained in the literature. Verification of the model
was carried out by predicting traffic volumes (ADT) for roads
that were not included in the model development. The pre-
diction accuracy for the verification dataset was found to be
comparable to the prediction accuracy of the data used in
developing the model. The logistic regressionmodel was used
in predicting the probability of a road belonging to one of five
ADT thresholds. These five thresholdswere ADTs less than 50,
100, 150, 175, and 200, respectively. The model comprised six
equations for determining the probability of a road belonging
to each threshold. A verification of the logistic model was
carried out with data that was not used in building the model.
The percentage accuracies in predicting the ADT thresholds
were found to range from 78% to 89%.
Recommendations of the study are as follows.
(1) The linear regression model is recommended for use by
Wyoming Department of Transportation (WYDOT) and
local governments in applications where precise ADT
estimates are desired. However since the model could
account for only 64% of the variations in ADT, thismodel
is prone to some errors in estimation. One such appli-
cation is the estimation of ADT to calculate vehiclemiles
traveled (VMT). The VMT determined by this process can
be used for assessing compliance to the clean air act.
(2) On the other hand, the logistic regression model is
recommended for applications where the level of traffic
on the roadway is desired. An example of one such
application is when there is the need to identify roads
impacted by industrial activities for road maintenance
scheduling. This model was demonstrated to have a
high accuracy of at least 78%.
(3) Since the literature determined travel demand
modeling and spatial interpolation methods as yielding
more accurate results, future studies are recommended
to develop and implement one or both types of models
for comparison. This will enable the selection of the
“best” low volume traffic volume estimation methods
forWyoming whichwill be easy to implement andmost
cost-effective.
(4) The methodology used in this study is recommended
for implementation by other states to develop ADT
prediction models for their low volume rural roads.
Counties in other states with demographics similar to
Wyoming can verify the applicability of the models and
calibrate them to suit their needs.Acknowledgments
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