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Abstract
We present a new technique for computing permutation polynomials based on equivalence
relations. The equivalence relations are defined by expanded normalization operations and new
functions that map permutation polynomials (PPs) to other PPs. Our expanded normalization
applies to almost all PPs, including when the characteristic of the finite field divides the degree
of the polynomial. The equivalence relations make it possible to reduce the size of the space,
when doing an exhaustive search. As a result, we have been able to to compute almost all
permutation polynomials of degree d at most 10 over GF (q), where q is at most 97. We have
also been able to compute nPPs of degrees 11 and 12 in a few cases. The techniques apply to
arbitrary q and d. In addition, the equivalence relations allow the set all PPs for a given degree
and a given field GF (q) to be succinctly described by their representative nPPs. We give several
tables at the end of the paper listing the representative nPPs (i.e., the equivalence classes) for
several values of q and d. We also give several new lower bounds for M(n,D), the maximum
number of permutations on n symbols with pairwise Hamming distance D, mostly derived from
our results on PPs.
1 Introduction
Let GF (q) denote the finite field over q = pm elements, where p is prime and m ≥ 1. The
prime p is called the characteristic of the field. A polynomial P (x) over GF (q) is a permutation
polynomial (PP ) if it permutes the elements of GF (q). Let Nd(q) be the number of PPs of degree
d over GF (q). Lidl and Mullen [19, 20] posed the problem of computing Nd(q) and they found the
following boundary conditions for Nd(q):
N1(q) = q(q − 1)
Nd(q) = 0 if d|(q − 1) and d > 1
q−2∑
d=1
Nd(q) = q!
Dickson [10] characterized all PPs of degree up to 6. Hou [15] gave a survey of recent results
about PPs. Chu, Colbourn, and Dukes [8], using a table of all PPs of degree at most five given
by Lidl and Mullen [19], counted the number of different PPs of degree at most 5. Shallue and
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Wanless [24] described those of degree 6. Li, Chandler, and Xiang [18] described PPs of degree 6
and 7 over a field of characteristic 2.
An exceptional PP is a PP P (x) for GF (q), which, for infinitely many m, is also a PP for
GF (qm). Fan [11] obtained a classification of all permutation polynomials of degree 7 over GF (q)
for any odd prime power q > 7 up to linear transformations and proved that there are no non-
exceptional PPs of degree 7 for finite fields of order q when q > 49. Fan also [13] obtained a
classification of all permutation polynomials of degree 8 over GF (q) for any odd prime power q > 8
up to linear transformations and proved that there are no PPs of degree 8 for finite fields of order
q when q > 31. In addition, Fan [12] described all PPs of degree 8 over finite fields of characteristic
2 and proved that non-exceptional PP’s of degree 8 do not exist over GF(2r) if r > 6.
It is an interesting problem to enumerate all permutation polynomials of somewhat large degree.
Let P (x) = adx
d+ ad−1x
d−1+ · · ·+ a1x+ a0 be a degree d permutation polynomial over GF (q). A
brute force search for degree d permutation polynomials over GF (q) would require O(dqd+2) time
as there are d + 1 coefficients, with q choices for each one, and for each of these possibilities, one
needs to examine the list of q values formed by the d terms of the polynomial on each element
of GF (q) to see if the result is a permutation. One way to make the search more efficient is to
look for all normalized PPs (denoted by nPPs), which fixes certain coefficients. In normalization,
ad = 1, a0 = 0, and when the field characteristic p does not divide d, we have ad−1 = 0 [19]. It is
known that any PP can be transformed into an nPP by certain algebraic operations, which we will
describe shortly. In this paper, we use the names c-normalization to denote the case where p ∤ d,
m-normalization when p > 2 | d, and b-normalization when p = 2 | d. Properties of the latter two
types of normalization will be investigated in the next section. In all three cases of normalization,
searching for nPPs takes O(dqd−1) time as three coefficients are fixed.
We define transformations that map PPs to PPs, and derive new equivalence relations based
these functions, which yield a more succinct classification of PPs. Using these functions, we are able
to fix a fourth coefficient, making the search for nPPs take O(dqd−2) time. Our new equivalence
relations are defined for arbitrary q and d. We provide results for PPs of somewhat large q and
d. Specifically, we characterize and count PPs of degree at most 9 for finite fields for primes and
prime powers up to q = 97, PPs of degree 10 for primes and prime powers up to q = 73, and PPs
of degree 11 for primes and prime powers up to 32. This is a near complete accounting of PPs up
to the stated limits for q and d.
Let n be a positive integer and let σ and pi be permutations over n symbols. A permutation
array (PA) is a set of permutations on n symbols. σ and pi have Hamming distance at least D,
denoted by hd(σ, pi) ≥ D, if σ(x) 6= pi(x) in at least D different positions x. A PA A has Hamming
distance D, denoted by hd(A) ≥ D, if every pair of permutations in A has Hamming distance
at least D. The maximum number of permutations in a PA A on n symbols with hd(A) ≥ D is
denoted by M(n,D).
We are interested in an application of permutation polynomials to permutation arrays with large
Hamming distance. Much recent work has focused on computing large permutation arrays with a
given lower bound for their pairwise Hamming distance [1, 2, 3, 4, 5, 6, 8, 9, 14, 16, 17, 23, 25, 27, 22].
Chu et al. [8] showed that PPs can be used for lower bounds on M(n,D). Let P (x) and Q(x) be
two degree d PPs over GF (q). Basically, P (x) and Q(x) can agree in at most d points, because
for every set of d points there is one and only one polynomial of degree d that passes through
them. So, the corresponding permutations must disagree in at least q − d positions. That is, the
permutations have Hamming distance at least q − d. So, it follows that, if
∑d
k=1Nk(q) ≥ T , then
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M(q, q − d) ≥ T , for some positive integer T . In addition, Chu, et al. [8] showed that when q is a
prime power:
• M(q, q − d) ≥
∑d
k=1Nk(q).
• If q = 2k 6≡ 1 (mod 3), then M(q, q − 3) ≥ (q+2)q(q − 1) and M(q, q − 4) ≥ 13q(q− 1)(q
2 +
3q + 8).
• If q 6≡ 2 (mod 3), then M(q, q − 2) ≥ q2.
R. Sobhani, et al. [26] computed some values of Nd(q) and used these to give lower bounds for some
values of M(n,D). Bereg, et al. [5] give a table with several new lower bounds for M(n,D) for
n ≤ 550 and a table for M(n, n − 1) for prime powers n ≤ 600.
The paper is organized as follows. In Section 2, we discuss normalization of permutation
polynomials. In Sections 2.1 and 2.2, we extend the concept of normalization by defining m-
normalization and b-normalization, to include cases when the degree of the polynomial is a multiple
of the field characteristic p. These new forms of normalization apply when p | d, to which classic
c-normalization does not apply. In Section 2.1, we show that for all d such that p | d and p 6= 2, one
can limit a search for m-normalized PPs, where ad = 1, a0 = 0, and either ad−1 = 0 or ad−2 = 0.
So, again such a search takes O(dqd−1) time, as three coefficients are fixed. In Section 2.2, we show
that when p | d, p = 2 and d is in an interval 2i ≤ d ≤ 2i+1, for some i, then one can limit a
search for b-normalized PPs, where ad = 1, a0 = 0, and either ae−2 = 0 or ae−1 = 0, for a specified
position e. Again, a such search takes O(dqd−1) time.
In Section 3, we consider other transformations that map nPPs to nPPs, allowing an order
of magnitude optimization of the search, as mentioned earlier. We call these transformations
the F -map and the G-map. In Section 4, we use the F -map and the G-map to define more
inclusive equivalence relations on PPs with larger equivalence classes, which permit a more succinct
description of all PPs of degree d for a field GF (q). As the F -map allows us to fix another coefficient
in a search for nPPs, the time complexity is reduced to O(dqd−2). In Section 5, we describe
algorithms that implement the search for nPPs using equivalence relations.
Finally, in Section 6, we present our numeric results. We provide a table listing specific values
for N11(q). We present several tables that list the new categorizations of PPs (using equivalence
relations), as well as the number of PPs in each category, for q up to 97 and degrees up to 11. We
summarize all of these results in a table that lists the number of nPPs, equivalence classes, and
total number of PPs for q ≤ 97 and degree d, 6 ≤ d ≤ 10. We also include a table giving new lower
bounds for M(n,D).
Notation. In this paper, we use p to denote a prime and q = pm to denote a power of the prime
p for some m ≥ 1. We use d (2 ≤ d < q) to denote the degree of a PP P (x) = adx
d + ad−1x
d−1 +
· · · + a1x + a0 over the finite field GF (p
m) = GF (q) with field characteristic p. Throughout
the paper and in the tables at the end we use the following notation for the elements of GF (q).
GF (q) has q − 1 non-zero elements, all of which can be listed as t0, t1, . . . , tq−2, where t 6= 0
represents a generator of the multiplicative group of nonzero elements of GF (q). We use the
notation t0 = 1, t1 = 2, . . . , tq−2 = q− 1. Lidl and Niederreiter [21] give this as the second choice of
notations to describe the elements of a finite field, with the first choice for GF (pm) being by degree
m polynomials with coefficients from GF (p). PPs can easily be converted from one notation to
the other. As a primitive polynomial is needed to do the appropriate arithmetic, we give explicit
primitive polynomials for our results.
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2 Normalized permutation polynomials and equivalence relations
As described in the introduction, a c-normalized nPP is a PP where ad = 1, ad−1 = 0, and a0 = 0.
This form of normalization can be achieved when p ∤ d. We introduce two new definitions for
normalization for the case p | d, which we call m-normalization and b-normalization. Table 1
summarizes the three types of normalization.
normalization type degree restriction nPP properties
c-normalization p ∤ d monic, P (0) = 0, ad−1 = 0
m-normalization p | d and p > 2 monic, P (0) = 0, either ad−1 = 0 or ad−2 = 0
b-normalization p | d and p = 2 monic, P (0) = 0, if 2i ≤ d ≤ 2i+1 − 3 for some i
then either ar = 0 or ar−1 = 0, where r = 2
i − 1
Table 1: Types of normalization for PPs, P (x) = adx
d+ad−1x
d−1+ · · ·+a1x+a0, of degree d with
field characteristic p.
Here are some examples of normalized PPs:
• The degree-9 PP x9+2x7 +3x5 over GF (52) is c-normalized, as a9 = 1, a8 = 0 and a0 = 0.
• The degree-6 PP is x6+ x5+ x3+5x2 +5x over GF (32) is m-normalized, as a6 = 1, a4 = 0
and a0 = 0.
• The degree-10 PP x10 + x9 + x7 + 26x5 + 30x4 + 21x2 + 31x over GF (25) is b-normalized,
as a10 = 1, a6 = 0 and a0 = 0 (with i = 3 and r = 2
i − 1 = 7).
The normalization definitions of nPPs allow nearly all PPs of degree d to be converted to nPPs
of degree d by applying certain algebraic operations, called normalization operations, in some order.
The normalization operations [19, 24] on a PP P (x) are
• multiplication by a constant, i.e., aP (x), for some nonzero constant a in GF (q),
• addition to the variable, i.e., P (x+ b), for some constant b in GF (q).
• addition of a constant, i.e., P (x) + c, for some constant c in GF (q), and
We include an extended normalization operation, namely
• multiplication of the variable, i.e., P (sx), for some nonzero constant s.
Extended normalization will come into play in Section 4. It is customary in the literature to refer to
the normalization operations applied to a PP P (x) by aP (x+ b)+ c, where a, b, and c are elements
of the finite field, with a being nonzero. References to extended normalization applied to a PP
P (x), denoted by aP (sx + b) + c, where a, b, c, and s are elements of the finite field, with both a
and s are nonzero, appear, for example, in [11, 12, 13] and have been called linear transformations.
Notice that each operation has an inverse. That is, if e is the multiplicative inverse of a in GF (q),
then e(a(P (x)) = P (x). If h is the additive inverse of b in GF (q), then P ((x+ b) + h) = P (x), etc.
Let aP (x+ b)+ c denote the result of performing normalization operations in any order. Note that
the second operation, addition of a constant b to the variable x, when P (x) is a PP, has the effect
of permuting the order of its values. Note also that, if one adds c and then multiplies by a, the
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result is aP (x) + ac. Whereas, if we multiply by a and then add c, the result is aP (x) + c. Since
we consider adding all such constants, and a times c is a constant in GF (q), the set of such PPs is
the same regardless of the order of operations.
We define two equivalence relations, R and RE , on PPs of degree d, for some d > 1, as follows.
Definition 1. Let P (x) and Q(x) be PPs of degree d, for some d. If P (x) can be converted into
Q(x) by some sequence of normalization operations, then P (x) and Q(x) are related by R. If P (x)
can be converted into Q(x) by some sequence of normalization operations including the extended
normalization operation, then P (x) into Q(x) are related by RE.
It is easy to see that R and RE are equivalence relations. Observe that any PP P (x) can be
transformed to itself by the empty sequence of normalization operations. If P (x) can be transformed
into Q(x) by some sequence, then Q(x) can be transformed into P (x) by the inverse of each step in
the reversed sequence. Finally, if P (x) can be transformed into Q(x), and Q(x) can be transformed
into T (x), then P (x) can be transformed into T (x) by the composition of the two sequences.
An nPP is a representative of an equivalence class defined by R. We can make a more effi-
cient search algorithm by searching for nPPs and the equivalence class they represent, rather than
searching directly for PPs. In order to use equivalence classes to count PPs, we need to explore
specific properties of normalization.
2.1 m-normalization
If the degree d of a PP P (x) is a multiple of the field characteristic p, then there is no constant b
which when added to the variable x will make the coefficient ad−1 of P (x+b) equal to 0. This is due
to the fact that in this case, the expansion of (x+b)d, does not have a nonzero term involving xd−1.
So, when p | d, we cannot necessarily achieve c-normalization. However, if ad−1 6= 0, then there is
a constant b such that P (x + b) has ad−2 = 0. That is, we can achieve m-normalization. This is
similar to Fan’s idea in Observation 8 [11]. Recall from Table 1 that m-normalization applies when
p 6= 2 and d is a multiple of p. In this section, we show that m-normalization can be achieved for
any PP satisfying these conditions.
As stated in Section 2, P (x) is m-normalized when ad = 1, a0 = 0, and either ad−1 = 0 or
ad−2 = 0. We show that any PP of degree d over GF (p
m) where p | d and p 6= 2 can be m-
normalized. By the definition of characteristic of a finite field, for all k ∈ GF (q), k + k + . . . k︸ ︷︷ ︸
d times
= 0.
Furthermore, for all c ∈ GF (q), there exists a k ∈ GF (q) such that k + k + . . . k︸ ︷︷ ︸
d− 1 times
= c. To see this
let 1 + 1 + . . . 1︸ ︷︷ ︸
d− 1 times
= s. Note that s 6= 0, since 1 + 1 + . . . 1︸ ︷︷ ︸
d times
= 0. Since k + k + . . . k︸ ︷︷ ︸
d-1 times
= ks, one wants
k(s) = c or, equivalently, k = c/s where the arithmetic is in GF (q).
Theorem 2. Any PP P(x) where the degree d is a multiple of the field characteristic p, can be
transformed to an m-normalized PP Q(x) by the normalization operations.
Proof. Let P (x) = adx
d + ad−1x
d−1 + · · ·+ a1x+ a0, and for some a, b, c ∈ GF (q) with a 6= 0, let
Q(x) = aP (x+ b) + c
= aad(x+ b)
d + aad−1(x+ b)
d−1 + aad−2(x+ b)
d−2 + · · · + aa1(x+ b) + aa0 + c
= bdx
d + bd−1x
d−1 + bd−2x
d−2 + · · ·+ b1x+ b0,
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Observe that the degree d term of Q(x) has the coefficient bd = aad. If we choose a to be the
multiplicative inverse of ad, then the degree d coefficient of Q(x) will be 1.
If ad−1 = 0, then bd−1 = 0 and the desired property is true. So suppose that ad−1 6= 0, and
consider bd−2 in Q(x). Since d is a multiple of p, the expansion of ad(x + b)
d will derive nonzero
coefficients only for terms whose degrees are multiples of p. Since p > 2, this means that (d−2) ∤ p,
so ad(x+ b)
d will have a coefficient of 0 for the degree d− 2 term. Hence bd−2 is calculated solely
by the expansion of aad−1(x+ b)
d−1 + aad−2(x+ b)
d−2.
The expansion of aad−1(x + b)
d−1 will produce a term of degree d − 2 with coefficient aad−1b
′
where b′ =
∑d−1
1 b. The expansion of aad−2(x + b)
d−2 will produce a term of degree d − 2 with
coefficient bd−2 = aad−2. Therefore the coefficient of x
d−2 in Q(x) is bd−2 = aad−1b
′ + aad−2 =
a(ad−1b
′+ad−2). And by algebra, bd−2 is zero if ad−1b
′+ ad−2 = 0. Since ad−1 6= 0 and d− 1 is not
a multiple of p, we can choose b such that b′ is the additive inverse of ad−2/ad−1, making bd−2 = 0
in Q(x). So in Q(x), bd = 1, b0 = 0, and either bd−1 = 0 or bd−2 = 0.
If we choose c to be the additive inverse of the constant term of aP (x + b), then the constant
term becomes zero. So, we achieve m-normalization.
2.2 b-normalization
In Section 2.1, we considered PPs whose degree d is a multiple of the field characteristic p and
p > 2. We showed that under those conditions, m-normalization can be achieved. In this section,
we consider the remaining case, namely, p | d and p = 2, and show that, b-normalization can be
achieved except when d = 2i − 2, for some i ≥ 2.
We say that the integer interval [r, s] has a [t, u] gap, if for all d ∈ [r, s], the expansion of
(x + b)d, does not include any nonzero xe monomials, where e ∈ [t, u]. For example, the integer
interval [8, 13] has a [6, 7] gap as seen by:
(x+ b)8 = x8 + b8
(x+ b)9 = x9 + bx8 + b8x+ b9
(x+ b)10 = x10 + b2x8 + b8x2 + b10
(x+ b)11 = x11 + bx10 + b2x9 + b3x8 + b8x3 + b9x2 + b10x+ b11
(x+ b)12 = x12 + b4x8 + b8x4 + b12
(x+ b)13 = x13 + bx12 + b4x9 + b5x8 + b8x5 + b9x4 + b12x+ b13.
That is, in each of the exhibited expansions there are no x6 or x7 terms.
We use this observation in the proofs below regarding b-normalization. In Lemma 4, we show
that in the expansion of (x + b)d when d ∈ [2i, 2i+1 − 3], the coefficients of the terms x2
i−2 and
x2
i−1 term are always zero. That is, the interval [2i, 2i+1 − 3] has a [2i − 2, 2i − 1] gap. In Lemma
5 we show that any PP P (x) of characteristic 2 such that d is a multiple of 2, has a related PP
P (x + b) for which certain terms in its expansion always have a coefficient equal to zero. We use
Lucas’ Theorem (stated below for the reader’s convenience) in the proof of Lemma 4.
Theorem 3. [Lucas’ Theorem[7] ] Let p be prime, and let m = m0 + m1p + . . . ,+mdp
d and
n = n0 + n1p+ . . . ,+ndp
d, where 0 ≤ mi, ni < p for i = 0, 1, . . . , d. Then
(
m
n
)
≡
d∏
i=0
(
mi
ni
)
(mod p)
.
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Lemma 4. [Gap Lemma] For all i > 1, the expansion of (x + b)d, for d ∈ [2i, 2i+1 − 3], has a
[2i − 2, 2i − 1] gap.
Proof. Consider the expansion (x + b)d =
∑d
k=0
(
d
k
)
xd−kbk. Let k ∈ {d − (2i − 2), d − (2i − 1)}.
Clearly, bk is not zero, so our job is to show that the expression
(
d
k
)
is zero. Let k′ = d− k, that is
k′ ∈ {2i − 2, 2i − 1}. By a well-known identity, we have
(
d
k
)
=
(
d
d−k
)
=
(
d
k′
)
. Represent d and k′ by
their base-2 (i+1)-tuples δ = (δi, δi−1, . . . , δ2, δ1, δ0) and κ = (κi, κi−1, . . . , κ2, κ1, κ0), respectively,
where for all i, δi, κi ∈ {0, 1}. Observe that at least one δj (0 ≤ j ≤ i − 2) must be 0 because
2i ≤ d ≤ 2i+1 − 3. Observe also that κi = 1 for all i > 0. Hence there is a j such that δj = 0 and
κj = 1, so by Lucas’ Theorem,
(
d
k′
)
= 0 =
(
d
k
)
. It follows that (x+ b)d, for d ∈ [2i, 2i+1 − 3], has a
[2i − 2, 2i − 1] gap.
Lemma 5. Let i > 1. Let d ∈ [2i, 2i+1− 3] be even. For any PP P (x) over GF (2m), where m > 2,
there is a constant b in GF (2m) such that in the PP P (x + b), either the x2
i−1 term or the x2
i−2
term is zero.
Proof. By Lemma 4, the interval [2i, 2i+1 − 3] has a [2i − 2, 2i − 1] gap. Let P (x) = adx
d +
ad−1x
d−1 + ad−2x
d−2 + · · · + a1x+ a0, where d ∈ [2
i, 2i+1 − 3] is even. Adding b to the argument
gives: P (x+ b) = ad(x+ b)
d + ad−1(x+ b)
d−1 + ad−2(x+ b)
d−2 + · · · + a1(x+ b) + a0.
If a2i−1 is zero there is nothing to prove, so suppose a2i−1 is not zero. Since [2
i, 2i+1 − 3] has a
[2i−2, 2i−1] gap, each term (x+b)s, for s ∈ [2i, 2i+1−3] has no xe term for e ∈ [2i−2, 2i−1]. This
means that a2i−1(x+ b)
2i−1 and a2i−2(x+ b)
2i−2 are the only possible terms whose expansion has
a nonzero x2
i−2 term. By the binomial theorem, a2i−1(x+ b)
2i−1 = a2i−1x
2i−1+ a2i−1bx
2i−2+ . . . ,
and a2i−2(x + b)
2i−2 = a2i−2x
2i−2 . . . , where low order terms are not shown. Summing these
two expansions and isolating the x2
i−2 term, we solve for the value of b such that a2i−1bx
2i−2 +
a2i−2x
2i−2 = 0. We see that when b = −a2i−1/a2i−2, the coefficient of the x
2i−2 term of P (x + b)
is zero.
For example, let d = 23, and let P (x) = a8x
8 + a7x
7 + a6x
6 + · · · + a1x+ a0. Adding b to the
argument gives:
P (x+ b) = a8(x+ b)
8 + a7(x+ b)
7 + a6(x+ b)
6 + · · ·+ a1x+ a0
= a8(x
8 + b8) + a7(x
7 + bx6 + b2x5 + . . . ) + a6(x
6 + b2x4 + . . . ) + . . .
= a8x
8 + a8b
8 + (a7x
7 + a7bx
6 + . . . ) + (a6x
6 + a6b
2x4 + . . . ) + . . .
We want to solve for the value of b that makes the coefficient of the x6 term of P (x+ b) zero. So
a7bx
6 + a6x
6 = 0 is satisfied by b = −a7/a6.
Theorem 6. Any PP P(x) over GF (2m) for some m > 2, and 2 | d can be transformed to an
b-normalized PP Q(x) by the normalization operations, except when d = 2i − 2, for some i ≥ 2.
Proof. Let P (x) = adx
d + ad−1x
d−1 + · · ·+ a1x+ a0, and for some a, b, c ∈ GF (q) with a 6= 0, let
Q(x) = aP (x+ b) + c
= aad(x+ b)
d + aad−1(x+ b)
d−1 + aad−2(x+ b)
d−2 + · · · + aa1(x+ b) + aa0 + c
= bdx
d + bd−1x
d−1 + bd−2x
d−2 + · · ·+ b1x+ b0,
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Observe that the degree d term of Q(x) has the coefficient bd = aad. If we choose a to be the
multiplicative inverse of ad, then the degree d coefficient of Q(x) will be 1. If we choose c to be the
additive inverse of the constant term of aa0, then the constant term of Q(x) will be b0 = aa0+c = 0.
By Lemma 5, there is a b such that in Q(x), the coefficient of either the degree 2i−1 term or degree
2i − 2 term equal to 0, except when d = 2i − 2, for some i ≥ 2. Hence Q(x) is b-normalized.
2.3 Counting PPs using equivalence classes based on normalization
When the degree d of a PP is not a multiple of the field characteristic p, the PP can be c-normalized.
As shown below, for any such PP P (x), the there is a unique triple (a, b, c) such that aP (x+b)+c is
c-normalized. Moreover, each equivalence class contains exactly one nPP, and each PP belongs to
exactly one equivalence class. These properties allow us to count, for a given q and d, the number
of PPs in each equivalence class.
Observation 7. Let P (x) be PP where p ∤ d. Then there is a unique triple (a, b, c) such that
aP (x+ b) + c is c-normalized.
Proof. Let Q(x) = aP (x + b) + c. Since Q(x) is c-normalized, the coefficient of its degree-d term
is aad = 1. Hence a = a
−1
d . The degree-(d − 1) term of Q(x) is (aad−1 + db)x
d−1 = 0, so
b = −aad−1/d. (Note that d 6= 0). Finally, since the constant term of Q(x), namely Q(0), is 0, c is
uniquely determined by the constant term of aP (x+ b).
Let Q(x) be an nPP of degree d. The equivalence class under the relation R containing Q(x),
denoted by [Q], is the set
[Q] = {aQ(x+ b) + c | a, b, c ∈ GF (q) and a 6= 0}.
Lemma 8. Let Q(x) be an nPP of degree d < q where p ∤ d. Then all q2(q − 1) polynomials in [Q]
are different.
Proof. Let Q(x) = adx
d+ad−1x
d−1+· · ·+a1x+a0 and assume that polynomials P (x) = aQ(x+b)+c
and P ′(x) = a′Q(x+ b′)+ c′ in [Q] are equal. Since the degree-d terms of P (x) and P ′(x) are equal,
a = a′. Since the degree-(d − 1) terms are equal, a(ad−1 + addb) = a
′(ad−1 + addb
′). Then
ad−1 + addb = ad−1 + addb
′ and db = db′ and b = b′ (since d is not a multiple of p). Let e be the
lowest degree term of aQ(x + b). Then the lowest degree terms of P (x) and P ′(x) are e + c and
e+ c′, respectively. Thus, c = c′ and the claim follows.
Note that Lemma 8 implies that each equivalence class of R contains one and only one nPP.
Thus when d is not a multiple of p, each equivalence class contains exactly q2(q − 1) members
(including the representative nPP). Note that the equivalence classes by definition are disjoint. If
the number of nPPs is k, there are kq2(q − 1) PPs.
3 Mapping nPPs to nPPs
We now describe the F -map and the G-map, two new functions that map nPPs to nPPs. We will
use these functions in Section 4 to define new equivalence relations on nPPs whose equivalence
classes are unions of equivalence classes of R.
8
3.1 The F -map
The F -map is the function that multiplies the degree (d − k) term of P (x) by tk, for all k. The
F -map allows one additional coefficient to be fixed, resulting in an order of magnitude speedup in
the search for PPs.
Definition 9. Define the F -map by
F (P (x)) = t0adx
d + t1ad−1x
d−1 + · · ·+ tkad−kx
d−k + · · ·+ td−1a1x+ t
da0 =
d∑
k=0
tkad−kx
d−k.
First, we show that the set of PPs is closed under the F -map.
Lemma 10. If P (x) is a PP, then F (P (x)) is a PP.
Proof. We show that F (P (x)) is one-to-one. Observe that, for any nonzero ti,
F (P (ti)) = t0ad(t
i)d + t1ad−1(t
i)d−1 + · · ·+ td−1a1(t
i)1 + tda0
= td(ad(t
d)i−1 + ad−1(t
d−1)i−1 + · · · + a1(t
1)i−1 + a0)
= td(ad(t
i−1)d + ad−1(t
i−1)d−1 + · · · + a1(t
i−1)1 + a0)
= tdP (ti−1)
= tdP (ti/t).
It follows that F (P (x)) is a permutation polynomial, since it is obtained from P (x) by multiplying
by the constant td and replacing the argument x by t−1x.
Lemma 10 provides an alternative formulation for the F -map, namely, F (P (x)) = tdP (t−1x) =
tdP (x/t). Let F i(P (x)) denote the composition of the F -map with itself i times, for some i. Then
F i(P (x)) = tdiP (t−ix) = tdiP (x/ti). (1)
We will use this formulation in later proofs in this paper.
By definition, the F -map multiplies the coefficient ad by t
0 = 1, so when P (x) is an nPP,
F (P (x)) is also an nPP. This is formalized in Corollary 11 below, which follows easily from Lemma
10.
Corollary 11. If P (x) is an nPP over GF(q), then F (P (x)) is an nPP.
Observe that the q − 1 non-zero elements of GF (q) form a cyclic group, Gq−1, under multi-
plication [21]. Moreover, for each k, there exists an r, (0 < r ≤ q − 1), such that the iterates,
tk, t2k, . . . , (trk mod (q−1) = 1), form a cyclic subgroup, Htk , of Gq−1. By Lagrange’s theorem, the
number of elements in Htk , i.e., ord(Htk), is a divisor of q − 1.
Consider iterations of the F -map, namely, the sequence
P (x), F (P (x)), F 2(P (x)), . . . , F i(P (x)), . . . , (2)
where F i(P (x)) =
∑d
k=0 t
ikad−kx
d−k. For the degree (d−k) term, iterative use of the F -map yields
the sequence of coefficients
ad−k, t
kad−k, t
2kad−k, . . . , (t
rk mod (q−1)ad−k = ad−k)
where the terms are simply the elements of Htk multiplied by the common factor ad−k. This forms
a cycle of length r ≤ q − 1 where r is smallest integer such that trk mod (q−1)ad−k = ad−k.
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Definition 12. Let k be an integer such that 1 ≤ k ≤ d. Define the Fk −map by Fk(x) = xt
k.
The Fk function gives us a third way to look at the F -map, namely, for each k, the F -map computes
Fk(ad−k) = t
kad−k. In other words, F (P (x)) = adx
d + t1ad−1x
d−1 + · · · + td−1a1x + t
da0 =
adx
d+F1(ad−1)x
d−1+ · · ·+Fd−1(a1)x+Fd(a0). Note that iterations of the Fk-map on the element
1 yields the cyclic subgroup Htk . We call this sequence of iterations the Fk-cycle. Define the
length of the Fk-cycle to be ord(Htk). In this paper, we are interested in those values of k for which
the (d− k)th coefficient of an nPP P (x) is not 0.
Observe that for any PP P (x), there is an integer s ≥ 1, such that the sequence shown in
Equation (2) forms a cycle.
Definition 13. The sequence of iterates of the F -map on the PP P (x), namely
P (x), F (P (x)), F 2(P (x)), . . . , F s(P (x)) = P (x)
is called the F -cycle on P (x).
Consider the values of k for which the coefficient ad−k in P (x) is nonzero. For all such k,
(1 ≤ k ≤ d), let gk = gcd(k, q − 1), and let j = min
k
{gk}. The length of the F -cycle on P (x) is
s = (q−1)/j. That is, the length of the F -cycle on P (x) is the least common multiple of the orders
of the subgroups Htk for all k such that ad−k 6= 0.
For example, consider GF (52). The cyclic subgroups of G52−1 are Ht0 , Ht1 , Ht2 , Ht3 , Ht4 , Ht6 ,
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Ht8 , Ht12 , and their orders are 1, 24, 12, 8, 6, 4, 3 and 2, respectively. To see this, observe that
H1 = Ht0 = {t
i∗0} = {1} for all i H7 = Ht6 = {t
i∗6} for all i
H2 = Ht1 = {t
i∗1} for all i = {t0∗6, t1∗6, t2∗6, t3∗6, t4∗6}
= {t0∗1, t1∗1, t2∗1, t3∗1, . . . } = {t0, t6, t12, t18, t24 = t0}
= {t0, t1, t2, t3, . . . , t23, t24 = t0} = {1, 7, 13, 19}
= {1, 2, 3, 4, . . . , 24} = H19
= H6 = H8 = H12 = H14 = H18 = H20 = H24 H9 = Ht8 = {t
i∗8} for all i
H3 = Ht2 = {t
i∗2} for all i = {t0∗8, t1∗8, t2∗8, t3∗8}
= {t0∗2, t1∗2, t2∗2, t3∗2, . . . } = {t0, t8, t16, t24 = t0}
= {t0, t2, t4, t6, . . . , t22, t24 = t0} = {1, 9, 17}
= {1, 3, 5, 7, . . . , 23} = H17
= H11 = H15 = H23 H13 = Ht12 = {t
i∗12} for all i
H4 = Ht3 = {t
i∗3} for all i = {t0∗12, t1∗12, t2∗12}
= {t0∗3, t1∗3, t2∗3, t3∗3, . . . } = {t0, t12, t24 = t0}
= {t0, t3, t6, t9, . . . , t21, t24 = t0} = {1, 13}
= {1, 4, 7, 10, . . . , 22}
= H10 = H16 = H22
H5 = Ht4 = {t
i∗4} for all i
= {t0∗4, t1∗4, t2∗4, t3∗4, t4∗4, t5∗4, t6∗4}
= {t0, t4, t8, t12, t16, t20, t24 = t0}
= {1, 5, 9, 13, 17, 21}
= H21
where mod 24 arithmetic is used in the exponents.
To illustrate the computation of F -cycles, consider the nPP P (x) = x9+2x7+12x5+4x3+17x
over GF (25). For all k, (1 ≤ k ≤ d), the non-zero coefficients are a7, a5, a3 and a1, which correspond
to k = 2, 4, 6, and 8 and gk = gcd(k, 24) = 2, 4, 6, and 8, respectively. We next compute j =
min
k
{gk} = min{2, 4, 6, 8} = 2. So, the length of the F -cycle on P (x) is (q − 1)/j = 24/2 = 12.
That F 12(P (x)) = P (x) is easily verified. Note also that the length of each respective Fk-cycle is
the order of the subgroup Htk , which, referring to the list above, is ord(Ht2) = 12, ord(Ht4) =
6, ord(Ht6) = 4, and ord(Ht8) = 3, and their least common multiple is 12, which is the length of
the F -cycle on P (x).
In general, for larger degree nPPs over GF (q), there is a k such that gcd(k, q − 1) = 1, so the
length of the F -cycle is q − 1. This means that if there is a nPP adx
d + ad−1x
d−1 + · · ·+ a1x+ a0
such that ad−k 6= 0, then there is also one in which ad−k = 1. This allows us to fix an additional
coefficient ad−k to the values in {0, 1}, thus reducing the search time for nPPs to O(dq
d−2).
3.2 The G-map
The G-map is the function that raises each coefficient in P (x) to the power p. That is,
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Definition 14. Define the G-map by
G(P (x)) = apdx
d + apd−1x
d−1 + · · ·+ ap1x+ a
p
0 =
d∑
k=0
apd−kx
d−k.
We also consider the function G as a function on the elements of GF (q), which follows from the
case the polynomial is of degree 0.
We show that the set of PPs is closed under the G-map.
Lemma 15. If P (x) is a PP, then G(P (x)) is a PP.
Proof. Observe that for all c, d in GF (q), (c + d)p = cp + dp. This is the so-called “Freshman
Dream” idea, which follows from the binomial theorem and the fact that
(
p
i
)
≡ 0 (mod p) when p
is prime [21]. So,
(P (x))p = (adx
d + ad−1x
d−1 + · · ·+ a1x+ a0)
p
= apd(x
p)d + apd−1(x
p)d−1 + · · ·+ ap1x
p + ap0
= G(P (xp)).
Also observe that if (z0, z1, . . . , zq−1) is a permutation of GF (q), then so is (z
p
0 , z
p
1 , . . . , z
p
q−1).
Suppose not. That is, suppose that zpi = z
p
j . Then (z
p
i − z
p
j ) = 0, so, (zi − zj)
p = 0. Hence,
zi − zj = 0, and so, zi = zj , a contradiction.
By assumption, P (x) is a PP, so θ = (P (0), P (1), . . . , P (q − 1)) is a permutation. It fol-
lows that pi = (P (0)p, P (1)p, . . . , P (q − 1)p) is also a permutation. Since pi is the permutation
generated by the polynomial (P (x))p, it follows that (P (x))p is a PP. Hence, G(P (xp)) is a PP,
since, as shown above, (P (x))p = G(P (xp)). This means the permutation generated by G(P (xp)),
namely, (G(P (0p)), G(P (1p)), . . . , G(P ((q − 1)p))) is identical to the permutation pi. That is,
pi = (P (0)p, P (1)p, . . . , P (q − 1)p) = (G(P (0p)), G(P (1p)), . . . , G(P ((q − 1)p))).
Note also that σ = (0p, 1p, . . . , (q − 1)p) is a permutation. Applying P (x) to σ yields the
permutation ρ = (P (0p), P (1p), . . . , P ((q−1)p)). Since ρ is a permutation, it is simply a reordering
of the permutation θ = (P (0), P (1), . . . , P (q−1)). Hence the sequence τ = (G(P (0)), G(P (1)), . . . ,
G(P (q − 1))) is simply a reordering of the permutation pi = (G(P (0p)), G(P (1p)), . . . , G(P ((q −
1)p))). That is, τ is a permutation. Finally, observe that τ is the permutation generated by applying
the G-map to the PP P (x). So it follows that G(P (x)) = (ad)
pxd+(ad−1)
pxd−1+· · ·+(a1)
px+(a0)
p
is a PP over GF (q).
We now show that the set of nPPs is closed under the G-map.
Corollary 16. If P (x) is a nPP then G(P (x)) is also an nPP.
Proof. By Lemma 15, we only need to show that G(P (x)) is normalized when P (x) is normalized.
Note that the coefficient of xd in P (x) is ad = 1. Hence, by definition of the G-map, the coefficient of
xd in G(P (x)) is apd = 1
p = 1. Also, since the coefficient of x0 in P (x) is a0 = 0, then the coefficient
of x0 in G(P (x)) is ap0 = 0
p = 0. For c-normalization, since the coefficient of xd−1 in P (x) is
ad−1 = 0, then the coefficient of x
d−1 in G(P (x)) is apd−1 = 0
p = 0. For m-normalization, if the
coefficient of xd−2 in P (x) is ad−2 = 0, then the coefficient of x
d−2 in G(P (x)) is apd−2 = 0
p = 0. For
b-normalization, if for some specified j, ad−j = 0, then the corresponding coefficient a
p
d−j = 0
p = 0
as well.
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By definition, the G-map raises each coefficient in the PP P (x) to the power p. Consider
iterations of the G-map, namely, the sequence
P (x), G(P (x)), G2(P (x)), . . . , Gi(P (x)), . . . , (3)
where Gi(P (x)) =
∑d
k=0 a
pi
d−kx
d−k. Iterative use of the G-map on the (d − k)th coefficient yields
the sequence
ad−k = a
p0
d−k, a
p1
d−k, a
p2
d−k, . . . , a
pm (mod pm−1)
d−k = ad−k
where a
pm (mod pm−1)
d−k = ad−k, because p
m = 1 (mod pm − 1). This forms a cycle of length m. Let
rad−k (mod p
m− 1) be the smallest integer such that ap
(rad−k
)
d−k = ad−k. The sequence of coefficients
ad−k, a
p1
d−k, . . . , a
p
(rad−k
)
d−k = ad−k is called the G-cycle on the coefficient ad−k. Define the
length of the G-cycle on the coefficient ad−k to be this integer rk.
Observe that for any PP P (x), there is an integer r ≥ 1, such that the sequence of iterates of
the G-map shown in (3) forms a cycle.
Definition 17. The sequence of iterates of the G-map on the PP P (x), namely
P (x), G(P (x)), G2(P (x)), . . . , Gr(P (x)) = P (x),
is called the G-cycle on P (x).
Consider the values of k for which the coefficient ad−k in P (x) is nonzero. For all such k,
(1 ≤ k ≤ d), let rad−k = min1≤j≤m
{j | ipj (mod pm − 1) = i}, where ad−k = t
i for some i. The length
of the G-cycle on P (x) is r = max
k
{rad−k}. It should be noted that, for any element a in GF (q), the
length of the G-cycle containing a is a divisor of m. The length of the G-cycle on P (x) is simply
the least common multiple of the lengths of the G-cycles on all non-zero coefficients of P (x).
To illustrate G-cycles on coefficients, consider GF (24). The elements of GF (24) are parti-
tioned into 6 disjoint equivalence classes (i.e., G-cycles on coefficients) by the G-map, namely the
equivalence classes [0], [1], [2], [4], [6], and [8]. To see this, observe that
[0] = {02
i
} = {0} for all i [6] = [t5] = {(t5)2
i
} for all i
[1] = [t0] = {(t0)2
i
} = {1} for all i = {(t5)2
0
, (t5)2
1
, (t5)2
2
, . . . }
[2] = [t1] = {(t1)2
i
} for all i = {t5, t10, t5, . . . }
= {t2
0
, t2
1
, t2
2
, t2
3
, t2
4
, . . . } = {6, 11}
= {t1, t2, t4, t8, t1, . . . } [8] = [t7] = {(t7)2
i
} for all i
= {2, 3, 5, 9} = {(t7)2
0
, (t7)2
1
, (t7)2
2
, (t7)2
3
, (t7)2
4
, . . . }
[4] = [t3] = {(t3)2
i
} for all i = {t7, t14, t13, t11, t7, . . . }
= {(t3)2
0
, (t3)2
1
, (t3)2
2
, (t3)2
3
, (t3)2
4
, . . . } = {8, 12, 14, 15}
= {t3, t6, t12, t9, t3, . . . }
= {4, 7, 10, 13}
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where mod 15 arithmetic is used in the exponents. The size of each equivalence class is the length
of the corresponding G-cycle on the coefficient ad−k. In this case, there are cycles of lengths 1,2,
and 4.
To illustrate the computation of the G-cycle on P (x), consider the degree 7 nPP P (x) =
x7 + x5 + 8x4 + 6x2 + 4x over GF (24). For all k, (1 ≤ k ≤ d), the non-zero coefficients ad−k
are a5 = 1, a4 = 8, a2 = 6 and a1 = 4, which correspond to k = 2, 3, 5, and 6, respectively. For
example, the G-cycle for the nonzero coefficient a4 = 8 = t
7, is [8] = [t7] = {8, 12, 14, 15}, which
gives the 4 successive coefficients of x4 in the iterates of the G-map on P (x) shown below. We
compute the length of the G-cycle for each nonzero coefficient ad−k, namely, rad−k = min1≤j≤m
{j | ipj
(mod pm−1) = i} resulting in ra5 = r1 = 1, ra4 = r8 = 4, ra2 = r6 = 2, ra1 = r4 = 4. By Definition
17, the length of the G-cycle on P (x) is max
k
{rad−k} = 4, as verified below.
P (x) = x7 + x5 + 8x4 + 6x2 + 4x
G(P (x)) = 12x7 + 12x5 + 82x4 + 62x2 + 42x
= (t0)2x7 + (t0)2x5 + (t7)2x4 + (t5)2x2 + (t3)2x
= (t0)x7 + (t0)x5 + (t14)x4 + (t10)x2 + (t6)x
= x7 + x5 + 15x4 + 11x2 + 7x
G2(P (x)) = (t0)2x7 + (t0)2x5 + (t14)2x4 + (t10)2x2 + (t6)2x
= (t0)x7 + (t0)x5 + (t28)x4 + (t20)x2 + (t12)x
= (t0)x7 + (t0)x5 + (t13)x4 + (t5)x2 + (t12)x
= x7 + x5 + 14x4 + 6x2 + 13x
G3(P (x)) = (t0)2x7 + (t0)2x5 + (t13)2x4 + (t5)2x2 + (t12)2x
= (t0)x7 + (t0)x5 + (t26)x4 + (t10)x2 + (t24)x
= (t0)x7 + (t0)x5 + (t11)x4 + (t10)x2 + (t9)x
= x7 + x5 + 12x4 + 11x2 + 10x
G4(P (x)) = (t0)2x7 + (t0)2x5 + (t11)2x4 + (t10)2x2 + (t9)2x
= (t0)x7 + (t0)x5 + (t22)x4 + (t20)x2 + (t18)x
= (t0)x7 + (t0)x5 + (t7)x4 + (t5)x2 + (t3)x
= x7 + x5 + 8x4 + 6x2 + 4x
= P (x)
Note that the lengths of G-cycles on each of the nonzero coefficients ad − k, (1 ≤ k ≤ 7) are 1,
4, 2 and 4, respectively, and their least common multiple, namely 4, is the length of the G-cycle on
P (x).
3.3 Iterating the F -map and the G-map
We have introduced two functions, the F -map and G-map, that transform PPs into other PPs and
nPPs into other nPPs. These functions can be applied sequentially. For example, we can represent
the application of the F and G maps alternately two times on the PP P (x) by the sequence
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(G ◦ F ◦ G ◦ F )(P (x)), meaning one first applies the F -map, then the G-map, the F -map, and
finally the G-map again. The F -map and the G-map are used together to create larger equivalence
classes, allowing for a faster search for PPs.
It is interesting to note that two different sequences of compositions can represent the same
transformation. In the following we show that we can replace any sequence of compositions by
an equivalent sequence in which all of the G-maps are applied first, followed by some number of
F -maps. The number of F -maps is related to the field characteristic p. Our result is illustrated by
the following diagram, which indicates that (G ◦ F )(P (x)) is the same as (F p ◦ G)(P (x)), for all
PPs P (x).
P (x) G(P (x))
F (P (x)) (F p ◦G)(P (x))
G
F F p
G
In Lemma 18, we show that any sequence of F -maps and G-maps is equivalent to a sequence
F i, Gj , for some i (0 ≤ i ≤ r) and some j (0 ≤ j ≤ s), where r is the length of the F -cycle and s is
the length of the G-cycle.
Lemma 18. For any PP P (x), (G ◦ F )(P (x)) = (F p ◦G)(P (x)).
Proof. Let P (x) =
∑d
k=0 ad−kx
d−k. If ad−k = 0 then the coefficients of x
d−k in (G ◦ F )(P (x)) and
(F p ◦ G)(P (x)) are both 0. Suppose that ad−k 6= 0. Then ad−k = t
j, for some j, 0 ≤ j ≤ q − 2.
Then the xd−k-th term in F (P (x)), G(P (x)), (G ◦F )(P (x)), and (F p ◦G)(P (x)), respectively, are:
F (P (x)) = · · ·+ tj+kxd−k + . . .
G(P (x)) = · · ·+ tpjxd−k + . . .
(G ◦ F )(P (x)) = · · ·+ t(j+k)
p
xd−k + · · · = · · ·+ tp(j+k)xd−k + . . .
(F p ◦G)(P (x)) = · · ·+ tpj+pkxd−k + · · · = · · ·+ tp(j+k)xd−k + . . .
Hence, the coefficients of xd−k, 0 ≤ k ≤ d in (G ◦ F )(P (x)) and (F p ◦G)(P (x)) are equal and the
lemma follows.
For example, let P (x) be an nPP over GF (25). Consider (G◦F ◦G◦F )(P (x)). Since p = 2, by
Lemma 18 (G ◦F )(P (x)) = (F 2 ◦G)(P (x)). So, (G ◦F ◦G ◦F )(P (x)) = (G ◦F ◦F 2 ◦G)(P (x)) =
(G ◦ F 3 ◦G)(P (x)). Then by an iterative use of Lemma 18, we get (G ◦ F 3 ◦G)(P (x)) = (F 6 ◦G ◦
G)(P (x)) = (F 6 ◦G2)(P (x)).
4 Equivalence classes based on the F -map and the G-map
The equivalence relations R andRE which we described in Section 2 allow a more efficient search for
PPs by limiting the search to nPPs. More inclusive equivalence relations would optimize the search
even further, by allowing the search to be restricted to representatives of equivalence classes. In this
section, we introduce new equivalence relations, based on the F -map and the G-map and iterations
of the maps, that merge equivalence classes, therby compressing the search space considerably. We
begin with an equivalence relation induced by the F -map.
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Definition 19. Let P (x) and Q(x) be PPs . If P (x) can be converted into Q(x) by some sequence
consisting of normalization operations and F -map operations, then P (x) and Q(x) are related by
RF .
We have seen that the iterates of the F -map form a cycle. Moreover, if P (x) is an nPP, then
the F -cycle on P (x) is a cycle of nPPs. We will show shortly that RF is an equivalence relation
that is identical to the RE relation defined on nPPs (or PPs). We can choose any nPP in an RF
equivalence class to be the representative for the class, but for convenience we usually designate the
nPP with the smallest coefficient of a specific degree to be the representative. To illustrate, let P (x)
be an nPP in some equivalence class, let the specific degree be d−k for some k, and consider the the
coefficient of xd−k, namely ad−k. Let the multiplicative inverse of ad−k be t
ik for some i. Suppose the
length of the F -cycle on ad−k is q−1. Then, sequence ad−k, t
kad−k, t
2kad−k, . . . , t
rk mod (q−1)ad−k
includes every nonzero element in GF (q). Specifically, one element in the F -cycle is ad−kt
ik = 1.
In other words, in the nPP F i(P (x)), the coefficient of xd−k takes the value 1. So, in this case we
choose F i(P (x)) to be the representative of the equivalence class, making the search for nPPs more
efficient since the coefficient of xd−k can be fixed to 1. That is, if there is a nPP whose (d − k)th
coefficient is nonzero, there is also one whose (d− k)th coefficient is equal to 1. Notice that if the
length of the F -cycle on P (x) is less than q− 1, then there may be a nPP with a nonzero (d− k)th
coefficient, but not one with the (d− k)th coefficient equal to 1. In that case, if the cycle length is
(q − 1)/j, for some j > 1, then one needs to search for nPPs with a (d − k)th coefficient equal to
each of the values 1, 2, 3, . . . , j − 1. Note that if there is an nPP whose (d− k)th coefficient is zero,
it would be chosen as the representative for the equivalence class.
So again, in our search for all permutation polynomials over GF (q) for a given q, we can reduce
the search to the space of normalized PPs which are representatives of an F -map equivalence class.
In other words, when the degree of the polynomial is not a multiple of the field characteristic, we
restrict the search to polynomials adx
d + ad−1x
d−1 + · · · + a1x+ a0 where ad = 1, a0 = ad−1 = 0,
and ai ranges over all cycle representatives, where the i
th coefficient has the maximum length cycle.
When the degree is a multiple of the field characteristic, and the characteristic is not 2, we restrict
the search to polynomials adx
d + ad−1x
d−1 + · · · + a1x + a0 where ad = 1, a0 = 0, and one of the
following cases (1) ad−1 = 0, and (2) ad−1 6= 0 and ad−2 = 0. There is a similar statement when
the field characteristic is 2 and the degree of the polynomial is even.
Lemma 20. The equivalence relations RF and RE are the same.
Proof. Suppose that P (x) and Q(x) are RE-related. That is, suppose that Q(x) = aP (sx+b)+c for
a, b, c, s ∈ GF (q) such that a 6= 0 and s 6= 0. We show that P (x) and Q(x) areRF -related. Since s 6=
0, we have s = ti, for some i (0 ≤ i ≤ q − 2). Consider P ′(x) = F q−i−1(x) = td(q−i−1)P (x/tq−i−1),
the last equality due to Equation (1). Then P ′(x) = td(q−i−1)P (sx) since ti is the inverse of tq−i−1.
Take a′ = atdi and b′ = b/s. Note that a′ 6= 0. Clearly, P ′ and P ′′(x) = a′P ′(x + b′) + c are
RF -related. Then
P ′′(x) = a′(td(q−i−1)P (s(x+ b′)) + c
= atdi(td(q−i−1)P (sx+ sb′) + c
= aP (sx+ b) + c
= Q(x).
Therefore P (x) and Q(x) are RF -related.
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Suppose that P (x) and Q(x) are RF -related. We show that P (x) and Q(x) are RE-related. Let
P1(x) = P (x), P2(x), . . . , Pk(x) = Q(x) be a sequence of permutation polynomials such that, for
any i, Pi(x) and Pi+1(x) are RF -related. Suppose Pi+1(x) = F
j(Pi(x)), for some j (0 ≤ j ≤ q− 2).
Then, by Equation (1) in Section 3.1, Pi+1(x) = t
djPi(x/t
j) = aPi(sx+ b) + c for a = t
dj 6= 0, s =
t−j = tq−j−1 6= 0, and b = c = 0. That is, Pi(x) and Pi+1(x) are RE-related.
Recall that one of our goals is to make the search for nPPs more efficient. Lemmas 21 and
22 below, show how iterations of the F -map can be used to restrict the value of one additional
coefficient and hence decrease the size of the search space.
Lemma 21 shows that under certain conditions, a fourth coefficient can be restricted to the
values 0 and 1.
Lemma 21. Let s denote the position fixed for normalization, i.e. s = d − 1 for c-normalization,
s = d − 1 or s = d − 2 for m-normalization, and s = d − r − 1 or s = d − r, where r = 2i − 1
for some i, for b-normalization. If there is a k 6= s relatively prime to q − 1, then each equivalence
class of RF contains an nPP Q(x) = bdx
d + bd−1x
d−1 + · · · + bd−kx
d−k + · · · + b1x+ b0 satisfying
bd = 1, bs = b0 = 0 and bd−k ∈ {0, 1}, for some k ∈ 1, . . . , d− 1, k 6= s.
Proof. Let P (x) =
∑d
k=0 ad−kx
d−k be an arbitrary nPP from any equivalence class of RF . Then
ad = 1, as = 0, and a0 = 0. On one hand, if ad−k is 0, then Q(x) = P (x), and the lemma is proved.
On the other hand, suppose that ad−k = t
i, i ∈ {1, 2, . . . , q − 2}. Since k is relatively prime to
q − 1, there is a positive integer j such that i + jk = 0 (mod q − 1). Let Q be the polynomial
obtained by applying the F map j times to P . That is, let Q(x) =
∑d
k=0 ad−kt
jkxd−k Then the
coefficient of the xd−k term of Q is bd−k = ad−kt
kj = titkj = ti+kj = 1. Furthermore, bd = ad = 1,
b0 = a0 = 0, and bs = ast
(d−s)j = 0t(d−s)j = 0. Hence Q is an nPP with the desired coefficients.
It could be that there is no k in the range (2 ≤ k ≤ d− 2) that is relatively prime to q − 1 and
Lemma 21 cannot be applied. For example, when q = 31 and d = 8, then none of the integers in
{2, 3, 4, 5, 6} are relatively prime to q− 1. We now show that when this is the case, we can restrict
the range of the coefficient of either xd−1 or xd−2 to at most 3 values.
Lemma 22. Let s denote the position fixed for normalization, i.e. s = d − 1 for c-normalization,
s = d − 1 or s = d − 2 for m-normalization, and s = d − r − 1 or s = d − r, where r = 2i − 1
for some i, for b-normalization. Then each equivalence class of RF contains an nPP Q(x) =
bdx
d+bd−1x
d−1+ · · ·+b1x+b0 satisfying bd = 1, bs = b0 = 0 and if s = d−1, then bd−2 ∈ {0, 1, 2},
otherwise, if s ≥ d− 2, then bd−1 ∈ {0, 1}.
Proof. Let P (x) = adx
d + ad−1x
d−1 + · · · + a1x+ a0 =
∑d
k=0 ad−kx
d−k be an arbitrary nPP from
any equivalence class of RF . Then ad = 1, as = 0, and a0 = 0. We will obtain a new nPP Q(x)
from P (x) by using the F -map iteratively. The coefficients of Q(x) are changed from the given ai
to a new value bi, for all i. Since the F -map does not change the first coefficient, bd = ad = 1.
Since the F -map does not change a zero coefficient, bs = as = 0, and b0 = a0 = 0. It remains to
prove that if s = d− 1 then bd−2 ∈ {0, 1, 2}, otherwise, if s ≥ d− 2, then bd−1 ∈ {0, 1}.
Case 1: s = d− 1.
If ad−2 = 0, then the lemma is proved, as we can take Q(x) = P (x).
So, suppose ad−2 6= 0. If 2 is relatively prime to q − 1, then Lemma 21 fixes bd−2 to a value
in {0, 1}. So suppose 2 is not relatively prime to q − 1. Then q − 1 must be even, that is
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gcd(2, q − 1) = 2. Hence, the length of F -cycle on ad−2 is (q − 1)/2. Substituting k=2 into the
definition of the F -cycle on ad−2 yields the sequence
ad−2, t
2ad−2, t
4ad−2, . . . , (t
2r mod (q−1)ad−2 = ad−2)
where r = (q − 1)/2. So there are two possibilities for the values in F -cycle on ad−2:
• the F -cycle contains (q− 1)/2 odd values including 1, in which case bd−2 can be fixed at
1,
• the F -cycle contains (q − 1)/2 even values including 2, in which case bd−2 can be fixed
at 2.
Case 2: s ≥ d− 2.
If ad−1 = 0, then the lemma is proved, as we can take Q(x) = P (x).
So, suppose ad−1 6= 0. Since 1 and q − 1 are relatively prime, Lemma 21 fixes bd−1 to a value
in {0, 1}.
Hence Q(x) is an nPP with the desired coefficients.
If Lemma 21 does not apply, then the F -cycle is not of length q − 1. Since the length of the
F -cycle must divide q−1, it follows from Lemma 22 that, when the coefficient ad−2 is not zero, the
F -cycle is of length (q−1)/2. That is, as the coefficient ad−2 is multiplied by t
2 with each iteration
of the F -map, to return in the cycle to the same coefficient ad−2, the length of the cycle must be
r, where r is the smallest integer such that (t2)r = 1. It follows that r = (q − 1)/2, as this is the
smallest r such that 2r = 0 mod (q − 1).
By Lemmas 21 and 22 we have shown that every equivalence class of RF contains an nPP
in which four of its coefficients are either fixed or are limited to at most three choices. We have
implemented this in our search algorithm, iBlast (described in Section 5.1). iBlast searches for
equivalence class representatives in O(dqd−2) time rather than O(dqd−1) time, as was previously
described in Section 1.
In Section 3.3 we discussed iterations of the F -map and the G-map. We now introduce a new
equivalence relation, RF,G, based on such iterations.
Definition 23. Let P(x) and Q(x) be nPPs of degree d, for some d. If P(x) can be converted into
Q(x) by some sequence consisting of F -map and G-map operations, then P(x) and Q(x) are related
by RF,G.
We present a theorem that characterizes the nPPs in the equivalence classes of RF,G, and gives
the number of nPPs in each equivalence class.
Theorem 24. Let P (x) be a nPP. Then the equivalence class of RF,G containing P (x) is
[P (x)] = {F i(Gj(P )) | 0 ≤ i ≤ r − 1, 0 ≤ j ≤ s− 1},
where r and s are the lengths of the F - and G-cycles, respectively, and the number of nPPs in
[P (x)] is rs.
Proof. This follows from Lemma 18. Clearly, [P (x)] is a subset of the equivalence class of RF,G
containing P (x). Let Q(x) be a polynomial of [P (x)], that is, let Q(x) = (F i ◦ Gj)(P ), for some
i, j. Observe that F (Q(x)) = (F ◦ F i ◦ Gj)(P (x)) = (F i+1 ◦ Gj)(P (x)), so F (Q(x)) ∈ [P (x)]. It
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remains to show that G(Q(x)) ∈ [P (x)]. If i = 0 then G(Q(x)) = Gj+1(P (x)), so G(Q(x)) ∈ [P (x)].
Suppose i ≥ 1. Then G(Q(x)) = (G ◦F i ◦Gj)(P (x)). As the iterates of the F -map and the G-map
form cycles of lengths r and s, respectively, the size of the exponents of F and G are computed by
arithmetic (mod r) and (mod s), respectively. Applying Lemma 18 i times, we have
G(Q(x)) = (G ◦ F i ◦Gj)(P (x))
= (F p ◦G ◦ F i−1 ◦Gj)(P (x))
= (F p+1 ◦G ◦ F i−2 ◦Gj)(P (x))
= . . .
= (F pi ◦Gj+1)(P (x))
∈ [P (x)]
By algebra, the number of nPPs in [P (x)] is rs. The theorem follows.
For example, consider the nPP P (x) = x8 + 4x4 + 16x2 + 3x for GF (25), with the primitive
polynomial x5+x3+x2+x+1. As there are 31 non-zero elements in GF (31), and 31 is prime, the
length of the F -cycle on P (x) is 31. The iterates of G-map on the coefficient 16 give the G-cycle
{16, 31, 30, 27, 24}, which has length 5. So, [P (x)] denotes an equivalence class with 31 ∗ 5 = 155
nPPs.
Theorem 24 shows that combined iterations of the F -map and the G-map on an nPP P (x)
can condense smaller equivalence classes induced by the individual maps into fewer (and larger)
equivalence classes. So although the G-map by itself (unlike the F -map) does not allow an addi-
tional coefficient to be fixed, when used with the F -map, it does allow the search to include fewer
equivalence classes. This increases the efficiency of the search for PPs, although not by an order of
magnitude.
5 Algorithms for computing equivalence classes of nPPs
5.1 Algorithm iBlast
We have implemented an algorithm called iBlast (whose name is derived from our permuted first
name initials) that uses Lemmas 21 and 22, and Theorem 24 to make the enumeration of nPPs
more efficient. As previously remarked, iBlast searches for equivalence class representatives in
O(dqd−2) time rather than O(dqd−1) time (the latter being the time bound of previous algorithms),
so we are able to compute new results for various q and d. We exhibit many of these in Table 3
and give specific details in Tables 5 through 28.
iBlast computes the set S of all nPPs in GF (q) of degree d. Define a mask as an array with
values in {0, 1} associated with a polynomial’s coefficients. 0 designates that the corresponding
coefficient should be fixed at a particular value, and 1 designates the coefficient is both unfixed and
nonzero. The purpose of using masks is to maximize our usage of the F -map and G-map functions.
Since both the F -map and G-map take the symbol 0 to itself, masks allow us to consider only
nonzero elements when selecting an additional coefficient to fix.
For example, consider the search for nPPs of degree 5 over GF (25). Since p | d and p > 2,
the masks must correspond to m-normalization, that is, to PPs in the form a5x
5 + a4x
4 + a3x
3 +
a2x
2 + a1x+ a0 where a5 = 1, a0 = 0, and either a4 = 0 or a3 = 0. Since a5 is always fixed at 1,
19
Algorithm 1: iBlast
1 if p ∤ d then Create the set M of all possible masks corresponding to c-normalization
2 else if p = 2 then Create the set M of all possible masks corresponding to b-normalization
3 else Create the set M of all possible masks corresponding to m-normalization
4 S = ∅
5 foreach mask m ∈ M do
6 Use the F -map and G-map functions to select the optimal coefficient in m to
additionally fix
7 currentPolynomial = its default value where each fixed coefficient is assigned its
designated value, and each unfixed coefficient is assigned 1
8 do
9 if currentPolynomial is a PP and currentPolynomial /∈ S then
10 T = the set of all PPs that are RF,G-related to currentPolynomial
11 if p | d then
12 foreach PP P ∈ T and b ∈ GF (q) do
13 T = T ∪ P (x+ b)
14 end
15 end
16 S = S ∪ T
17 end
18 increment currentPolynomial
19 while currentPolynomial is not maximized
20 end
21 return S
and a0 is always fixed at 0, we can first consider all cases where a4 is fixed at 0. iBlast generates
23 = 8 masks in the form [a5, a4, a3, a2, a1, a0] to account for all combinations where a3, a2, and a1
are either fixed at 0 or are unfixed and nonzero. The eight masks are [0, 0, 0, 0, 0, 0], [0, 0, 0, 0, 1, 0],
[0, 0, 0, 1, 0, 0], [0, 0, 0, 1, 1, 0], [0, 0, 1, 0, 0, 0], [0, 0, 1, 0, 1, 0], [0, 0, 1, 1, 0, 0], [0, 0, 1, 1, 1, 0]. iBlast
also creates an additional 4 masks for the cases where a3 is fixed at 0, and a2 is unfixed and
nonzero, namely [0, 1, 0, 0, 0, 0], [0, 1, 0, 0, 1, 0], [0, 1, 0, 1, 0, 0], [0, 1, 0, 1, 1, 0].
iBlast then iterates through the masks to search for nPPs. Each mask has at least 3 coefficients
fixed due to normalization, and Lemmas 21 and 22 fix an additional coefficient, giving a total of 4
fixed coefficients.
For example, consider the G-cycles and F -cycles for the mask [0, 1, 0, 1, 0, 0] in Table 2. Observe
that for the F -cycles of a2 we can use the G-map to map every element in the F -cycle that contains
2 (i.e., the F -cycle {2, 5, 8, 11, 14, 17, 20, 23}) to some element in the F -cycle that contains 6 (i.e.,
the F -cycle {3, 6, 9, 12, 15, 18, 21, 24}). If we were to therefore consider fixing the coefficient a2, we
would only need to check polynomials where a2 had a value of 1 or 3. However, a4 is the better
choice as it can be fixed to the single value 1 because for a4, the F -cycle that contains 1 also
contains all non-zero elements of GF (25).
iBlast then begins the search by creating a polynomial variable, currentPolynomial, and
setting its coefficients to their assigned value if they are fixed, or 1 if they are unfixed. For
our example mask [0, 1, 0, 1, 0, 0], this would correspond to the polynomial x5 + x4 + x2. iBlast
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G-cycles F -cycles for a4 F -cycles for a2
{0} {9, 17} {0} {0}
{1} {10, 22} {1, 2, 3, . . . , 24} {1, 4, 7, 10, 13, 16, 19, 22}
{2, 6} {13} {2, 5, 8, 11, 14, 17, 20, 23}
{3, 11} {14, 18} {3, 6, 9, 12, 15, 18, 21, 24}
{4, 16} {15, 23}
{5, 21} {19}
{7} {20, 24}
{8, 12}
Table 2: G-cycles and F -cycles for the mask [0, 1, 0, 1, 0, 0] in GF (25) degree 5.
increments the polynomial as a d+1-tuple and adds 1 to the lowest degree, unfixed coefficient. If a
coefficient exceeds its maximum value, iBlast resets it to 1, since unfixed coefficients are nonzero,
and the next highest unfixed coefficient is incremented. Note that if the coefficient fixed by the
F -map and G-map does not reduce to a single value, we can include it in our increment function,
but it only increments through the minimum necessary values as determined by the F -cycles and
G-cycles.
Each time currentPolynomial is incremented, it is checked to determine if it is a PP. If
currentPolynomial is a new PP, i.e., it is not already in the set S, iBlast uses the F -map
and G-map functions to create the set T of all PPs that are RF,G-related to currentPolynomial.
If p | d and p > 2, m-normalization applies. In this case, for each PP in T , iBlast computes
P (x + b), for all b in GF (q), and puts the resulting PPs in the set T . Note that this must be
done for any search where p | d since both m-normalization and b-normalization make use of this
normalization operation. Finally iBlast adds all of the newly generated PPs to S by setting
S = S ∪ T and then continues to increment currentPolynomial until it reaches its maximum
configuration.
Reaching the maximum configuration signifies that the process can be repeated for the next
mask. iBlast terminates when all of the masks have been considered. At this point, the set S
contains all nPPs in GF (q) of degree d.
5.2 Algorithm 2
Given the set S of all nPPs in GF (q), the following algorithm will create a set of equivalence class
representatives.
While S is not empty, select an arbitrary P (x) in S. Compute the set T of all nPPs that are
RF,G-related to P (x). If p | d, additionally compute all possible combinations of P (x+ b) for each
nPP in T , adding each result to T . Designate P (x) as an equivalence class representative, and
S = S − T .
6 Results
As stated in Section 1, a brute force search for degree d permutation polynomials over GF (q) would
require O(dqd+2) time. Normalization operations defined in [19], for PPs in which p ∤ d, fixes three
21
of the coefficients and therefore requires O(dqd−1) time. We refer to this type of normalization as
c-normalization. In this paper, we have succeeded in improving the time bound by an order of
magnitude, that is, lowering it to O(dqd−2), by fixing an additional coefficient. This improvement
applies to a larger class of PPs, namely all c-normalized PPs, all PPs for which p ∤ d and p > 2
(i.e., , m-normalized PPs), and all PPs for which p ∤ d and p > 2, except when d = 2i − 2 for some
i ≥ 2 (i.e., , b-normalized PPs). We have done this by expanding the definition of normalization
to include m-normalization and b-normalization, and by introducing four new equivalence relations
on PPs and nPPs, namely, RE , RF , RG, and RF,G. We have been able to reduce the search space
for PPs by limiting the search to equivalence class representatives. In addition, equivalence classes
allow a more succinct categorization of PPs, since the equivalence classes can include quite a number
of PPs. Furthermore, our new techniques apply to arbitrary q and d.
We implemented our search for equivalence classes in the algorithm iBlast and computed many
new results which are shown in Table 5. For almost all q ≤ 100 and d ≤ 10, iBlast found all nPPs
and all equivalence classes. Table 5 lists the number of nPPs, the number of equivalence classes,
and total number of PPs for q ≤ 97 and degree d, where 6 ≤ d ≤ 10. Note that Table 5 has
columns for d ∈ {6, 7, 8, 9, 10}. For degrees d ≤ 5, all PPs have been described, for example in [8].
More recent work [11, 12, 13, 18, 24] gives all PPs of degree d ≤ 8; however, we list our results in
Table 5 for completeness. Table 5 does not have columns for d ≥ 11, because the computations
become too time consuming (at least for large q). However, we have been able to compute all
degree 11 PPs over GF (q), for powers of primes q (16 ≤ q ≤ 32). The results are listed in Table
3. The sum of Nd(q), for 1 ≤ d ≤ 11, for prime powers q, also gives improved lower bounds
for M(q, q − 11) shown in Table 6. For example, we show that M(16,5) ≥ 5, 112, 053, 760, which
improves on the lower bound given in [27]. We also computedN12(17) = 68, 126, 982, 656, N12(19) =
46, 631, 675, 376, N12(23) = 13, 755, 394, 444. This yields M(17, 5) ≥ 72, 377, 516, 320,M (19, 7) ≥,
and M(23, 11) ≥ 14, 341, 972, 920.
q N11(q) number of nPPs number of equivalence classes
16 4,751,093,760 1,237,264 20,663
17 4,001,494,000 865,375 54,225
19 2,431,915,488 374,256 20,874
23 0 0 0
25 6,509,295,000 433,953 9,266
27 2,826,989,100 149,150 2,060
29 1,014,518,484 43,083 1,639
31 385,053,480 13,356 507
32 190,940,160 6,015 51
Table 3: Number of PPs and nPPs for degree 11 polynomials over GF (q).
We also provide a website that explicitly lists nPPs and PPs of degree 1 ≤ d ≤ 10 and the
values of n ≤ 100 at https://personal.utdallas.edu/∼bdm170430/npps/. The nPPs are computed
using normalizations from Table 1. The equivalence classes are defined using the relations R, RF ,
and RF,G. The number of equivalence classes is given in parentheses. The total number of PPs is
computed from the number of nPPs. In looking at Tables 5, and Tables 7 through 28, one should
keep in mind that the specific nPPs listed in the tables are for the stated primitive polynomial and
22
for our naming convention for elements of GF (q). Our results for degrees 7 and 8 agree with those
listed in [12], [13], and [11], except for differences caused by naming conventions.
In some cases, there is a small number of equivalence classes representing a large number of
PPs. For example, N8(27) = 6, 899, 256, and there are 364 nPPs, but only 6 equivalence classes
as shown in Table 12. Compare our list of classes of degree 8 PPs over GF(27) with the list given
in [13], which has 26 nPPs. The difference is that we often combined three of his nPPs into one
class by the use of our RF,G relation. This gives a method to make rather concise representations
of large sets of PPs. Again, for example, N9(32) = 9, 872, 384, and there are 311 nPPs, but only 7
equivalence classes as shown in Table 15. Observe that, for the second through sixth nPPs in Table
15, there is a term, either x3, x6, or x7, with coefficient 1. Since the number of non-zero elements
is 31, which is prime, the length of the F -map has length 31. Since G(1) = 1, the G-map produces
no other nPPs in the equivalence classes. So, each equivalence class has 31 elements, as defined
by the F -map alone. For the last PP in Table 15, again the length of the F -cycle on that PP is
31, but now the length of the G-cycle is applied, for example, to the coefficient 16, has length 5,
namely (16,31,30,27,24). Thus, the equivalence class of nPPs produced by the F -map and G-map
combined is 31 times 5 or 155.
We note that it was stated in [26] that 32 hours were required to compute the RS code for
q = 32 and d = 5; for q = 32 and d = 7, the authors were able to compute only the size of the set
of PPs, not the set itself. Our algorithm iBlast allows for the computation of all nPPs, for q = 32
and d = 7, in a few seconds and, for q = 32 and d = 8, in about 10 minutes.
It should be noted that in many of our tables (Tables 7 through 28) we use variables to further
reduce the table’s size. For example, for q = 25 and d = 9 (see Table 10) there are 38 equivalence
classes, which is rather large. Instead, in Table 10, we use a variable a, with specified values, which
allows the table to have 21 classes rather than 38. For example, the first class shown is x9 + ax,
where a ∈ {1, 7}. This is the union of two equivalence classes, namely those with the representatives
x9 + x and x9 + 7x. The variable a is also used in other tables. In Table 11, α(x) represents three
sets of values for low order coefficients in the polynomial shown in the first column.
Our results on the number of PPs also give several new lower bounds for M(n,D). These are
given in Table 6. Several additional improved lower bounds can be obtained from those shown
in Table 6 using the well known inequality M(n,D − 1) ≥ M(n,D)/n [8] or the operation of
contraction [1].
Lidl and Mullen [19, 20] give a list of several interesting open questions about PPs. For example,
they ask about complete PPs, where a PP P (x) is called complete if P (x) + x is also a PP. There
are several complete PPs in our tables. For example, x9 and x9 + x are both PPs for q = 34.
For the reader’s convenience, we provide a master list of tables in Table 4.
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Table 5: Number of nPPs, Equivalence Classes, and Total number of PPs for q ≤ 97 and degree d,
where 6 ≤ d ≤ 10
q 6 7 8 9 10
11
nPPs (ECs) 24 (4) 225 (28) 2,754 (277) 29,985 (3,036)
Total PPs 29,040 272,250 3,332,340 36,281,850
13
nPPs (ECs) 0 115 (15) 1,380 (117) 16,740 (1,422) 218,020 (18,193)
Total PPs 0 233,220 2,798,640 33,948,720 442,144,560
16
nPPs (ECs) 840 (3) 216 (7) 14,816 (57) 4,200 (74) 1,417,600 (1,786)
Total PPs 201,600 829,440 3,555,840 16,128,000 340,224,000
17
nPPs (ECs) 0 209 (20) 0 3,023 (201) 50,608 (3,163)
Total PPs 0 966,416 0 13,978,352 234,011,392
19
nPPs (ECs) 0 112 (12) 864 (48) 0 19,544 (1,094)
Total PPs 0 727,776 5,614,272 0 126,996,912
23
nPPs (ECs) 0 89 (6) 154 (7) 3,092 (174) 50,402 (2,291)
Total PPs 0 1,035,782 1,792,252 35,984,696 586,578,476
25
nPPs (ECs) 0 45 (5) 0 1,038 (38) 401,280 (341)
Total PPs 0 675,000 0 15,570,000 240,768,000
27
nPPs (ECs) 702 (1) 14 (2) 364 (6) 29,550 (41) 7,098 (95)
Total PPs 492,804 265,356 6,899,256 20,744,100 134,535,492
29
nPPs (ECs) 0 0 32 (2) 1,751 (67) 1,568 (56)
Total PPs 0 0 753,536 41,232,548 36,923,264
31
nPPs (ECs) 0 106 (6) 30 (1) 630 (22) 0
Total PPs 0 3,055,980 864,900 18,162,900 0
32
nPPs (ECs) 1,024 (2) 32 (2) 19,624 (68) 311 (7) 410,720 (91)
Total PPs 1,015,808 1,015,808 19,467,008 9,872,384 407,434,240
37
nPPs (ECs) 0 37 (3) 0 0 216 (10)
Total PPs 0 1,823,508 0 0 10,645,344
Continued on next page
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Table 5 – continued from previous page
q 6 7 8 9 10
41
nPPs (ECs) 0 1 (1) 0 331 (16) 0
Total PPs 0 67,240 0 22,256,440 0
43
nPPs (ECs) 0 0 0 42 (2) 98 (3)
Total PPs 0 0 0 3,261,636 7,610,484
47
nPPs (ECs) 0 47 (3) 0 116 (4) 0
Total PPs 0 4,775,858 0 11,787,224 0
49
nPPs (ECs) 0 3,961 (10) 0 96 (3) 16 (1)
Total PPs 0 9,316,272 0 11,063,808 1,843,968
53
nPPs (ECs) 0 53 (3) 0 53 (2) 0
Total PPs 0 7,741,604 0 7,741,604 0
59
nPPs (ECs) 0 59 (3) 0 117 (4) 0
Total PPs 0 11,911,982 0 23,622,066 0
61
nPPs (ECs) 0 61 (3) 0 0 0
Total PPs 0 13,618,860 0 0 0
64
nPPs (ECs) 0 0 80,968 (214) 0 21,120 (8)
Total PPs 0 0 326,462,976 0 85,155,840
67
nPPs (ECs) 0 67 (3) 0 0 0
Total PPs 0 19,850,358 0 0 0
71
nPPs (ECs) 0 0 0 71 (2) 0
Total PPs 0 0 0 25,053,770 0
73
nPPs (ECs) 0 73 (3) 0 0 0
Total PPs 0 28,009,224 0 0 0
79
nPPs (ECs) 0 79 (3) 0 0
Total PPs 0 38,457,042 0 0
81
nPPs (ECs) 0 81 (3) 0 471,891 (55) 0
Total PPs 0 42,515,280 0 3,057,853,680 0
Continued on next page
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Table 5 – continued from previous page
q 6 7 8 9 10
83
nPPs (ECs) 0 1 (1) 0 83 (2)
Total PPs 0 564,898 0 46,886,534
89
nPPs (ECs) 0 89 (3) 0 89 (2)
Total PPs 0 62,037,272 0 62,037,272
97
nPPs (ECs) 0 1 (1) 0 0
Total PPs 0 903,264 0 0
Table 5: Number of nPPs, Equivalence Classes, and Total number of PPs for q ≤ 97 and degree d,
where 6 ≤ d ≤ 10
29
n D M(n,D) ≥ Previous n D M(n,D) ≥ Previous
16 5 5,112,053,760 143,866,479 41 32 22,392,560 1,565,096
17 6 4,250,533,664 143,866,479 43 38 3,341,100 397,074
18 9 72,480,384* 73,195,200 47 38 21,442,716 103,776
18 10 12,240,000* 1,269,376 47 40 9,655,492 103,776
19 8 2,565,261,288 143,866,479 47 42 4,879,634 103,776
24 20 24,288* 23,782 49 39 23,341,648 207,552
25 14 6,766,500,000 143,866,479 49 40 20,497,680 207,552
25 15 257,205,000 244,823,040 49 42 9,433,872 207,552
25 18 867,000 279,818 53 44 23,373,636 470,400
25 20 192,060 19,404 53 46 15,632,032 148,824
27 16 2,990,448,396 143,866,479 53 48 7,890,428 148,824
27 17 163,459,296 9,313,200 59 50 35,941,266 4,762,368
27 18 289,233,804 9,313,200 59 52 12,319,200 1,339,416
27 19 8,179,204 1,326,000 59 54 407,218 205,320
27 21 1,015,092 249,600 61 54 13,622,520 410,640
27 22 522,288 31,200 64 55 332,236,800 262,080
29 18 1,093,475,740 143,866,479 64 59 5,773,824 262,080
29 19 78,957,256 9,533,160 64 60 5,515,776 262,080
29 20 42,033,992 9,533,160 67 60 39,705,138 524,160
31 20 407,138,190 143,866,479 67 62 19,854,780 524,160
31 22 22,084,719 1,291,080 71 62 25,411,610 601,392
31 23 3,921,819 1,291,080 73 66 56,023,704 357,840
31 24 3,056,919 372,992 73 68 28,014,480 357,840
32 21 460,134,208 143,866,479 79 72 38,950,002 492,960
32 22 440,194,048 1,291,080 81 72 3,100,641,120 571,704
32 23 32,759,808 1,291,080 81 74 42,787,440 571,704
32 24 22,887,424 372,992 83 74 94,909,670 888,729
32 25 3,420,416 372,992 83 76 48,023,136 571,704
32 26 2,404,608 208,320 83 78 47,458,238 571,704
32 27 1,388,800 372,992 89 80 125,476,464 1,062,720
32 29 33,728 32,736 89 82 63,439,192 704,880
37 27 14,293,692 1,473,120 89 84 1,401,920 704,880
37 30 3,648,348 155,122 97 90 88,529,184 912,576
37 32 1,824,840 50,616 97 92 87,625,920 912,576
Table 6: New lower bounds forM(n,D). Note: * denotes values that were obtained by coset search
[5], not by permutation polynomials. We include these for the sake of completeness.
30
class a number of nPPs
x7 - 1
x7 + ax2 {3,5} 4
x7 + x4 + 7x - 10
x7 + x4 + ax2 + 3x {9,10} 20
x7 + x5 + 3x3 + ax {2,4,9} 15
x7 + x5 + 3x3 + 5x2 + 8x - 10
x7 + x5 + 2ax4 + 3x3 + 4a−3x2 + 3x {1,2} 20
x7 + x5 + 2ax4 + 3x3 + 5x2 {1,4} 20
x7 + x5 + 4x4 + 3x3 + 9x2 + 10x - 10
x7 + 2x5 + 5x3 + ax {2,3,4} 15
x7 + 2x5 + 5x3 + 2x2 + x - 10
x7 + 2x5 + ax4 + 5x3 + 8a−6x2 + 4x {1,2} 20
x7 + 2x5 + 2x4 + 5x3 + 3x2 + 8x - 10
x7 + 2x5 + 2ax4 + 5x3 + 10a−7x2 + 5a4x {1,2} 20
x7 + 2x5 + 4ax4 + 5x3 + 5a−2x2 + 9a−1x {1,2} 20
x7 + 2x5 + 5x4 + 5x3 + 8a2x2 + 5a4x {1,2} 20
TOTAL 225
Table 7: nPP Equivalence Classes for q = 11, degree 7, and primitive polynomial x+ 4.
class number of nPPs
x7 1
x7 + x5 + 4x3 + 9x 11
x7 + x5 + x4 + 21x2 + 7x 22
x7 + x5 + 6x4 + 2x3 + 6x2 + 7x 22
x7 + x5 + 11x4 + 3x3 + 10x2 + 22x 22
x7 + 2x5 + 6x3 + 12x 11
TOTAL 89
Table 8: nPP Equivalence Classes for q = 23, degree 7, and primitive polynomial x+ 12.
31
class number of nPPs
x7 1
x7 + 2x 8
x7 + x5 + x3 + 13x 12
x7 + 2x5 + 3x3 12
x7 + 2x5 + 3x3 + 16x 12
TOTAL 45
Table 9: nPP Equivalence Classes for q = 25, degree 7, and primitive polynomial x2 + 3x+ 3.
class a number of nPPs
x9 + ax {1,7} 6
x9 + 2ax5 + 9a2x {1,3} 12
x9 + x7 + 2ax5 + 22x3 + 8a−1x {1,2} 48
x9 + x7 + 13x5 + 4x3 + ax {5,6,22} 72
x9 + 2x7 + 10ax3 + 23a−1x {1,7} 24
x9 + 2x7 + 4x5 + 4a5x3 + 21a−7x {1,2} 48
x9 + 2x7 + 12a9x5 + 4a18x3 + 17a−12x {1,2} 36
x9 + 2x7 + 3x5 - 12
x9 + 2x7 + 9x5 + 5x - 12
x9 + x7 + 9x5 + 16a3x3 + 10a2x {1,3} 48
x9 + x7 + 3a5x5 + 16a2x3 + 10a2x {1,2} 48
x9 + x7 + 14ax5 + 3a4x4 + 12x3 + 11a2x2 {1,2} 96
x9 + 2x7 + 5a11x5 + x3 + 8a−7x4 + 18a6x3+
+17a6x3 + 17a−1x2 + 9a−7x {1,2} 96
x9 + x7 + 3a6x5 + 9a−2x4 + 20a−8x3 + 9a−8x2 + 6a7x {1,2} 96
x9 + 2x7 + 9x5 + 4a6x4 + 18a−14x3 + 18a−17x2 + 8a−4x {1,2} 96
x9 + 2x7 + 2a5x5 + 16a−6x3 + a14x {1,2} 96
x9 + 2x7 + 11x5 + 3a2x48a9x3 + 23a−1x2 + 9x {1,2} 96
x9 + x7 + 7x5 + 4x2 + x - 24
x9 + 2x7 + 9x5 + 16a4x3 + 5a12x {1,2} 24
x9 + 2x7 + 2x5 + x4 + 19x3 + 14x2 + 23x - 48
x9 + 2x7 + 4x5 + 11x4 + 8x3 + 9x - 48
TOTAL 1038
Table 10: nPP Equivalence Classes for q = 25, degree 9, and primitive polynomial x2 + 3x+ 3.
32
class α(x) number of nPPs
x10 + 2x8 + α(x) {3x6 + 4x5 + 4x4 + x3 + 22x2 + 21x, 3600
10x6 + 4x5 + 20x4 + 6x2 + 23x,
12x6 + 10x5 + 24x4 + 6x3 + 7x2 + 16x}
TOTAL 3600
Table 11: nPP Equivalence Classes for q = 25, degree 10, and primitive polynomial x2 + 3x+ 3.
class number of nPPs
x8 + x6 + 14x4 + x3 + 14x2 26
x8 + x6 + x5 + 14x4 + x3 + 14x2 26
x8 + x6 + 2x5 + 4x4 + 15x3 + 14x2 + 7x 78
x8 + x6 + 2x5 + 24x4ax+ 9x3 + 14x2 + 11x 78
x8 + x6 + 8x5 + 11x4 + 16x3 + 14x2 + 6x 78
x8 + 2x6 + 6x5 + 26x4 + 6x3 + 17x2 + 2x 78
TOTAL 364
Table 12: nPP Equivalence Classes for q = 27, degree 8, and primitive polynomial x3 + 2x+ 1.
33
class a number of nPPs
x9 - 1
x9 + x - 13
x9 + x3 + ax {0,2,3,5,8,9,14} 221
x9 + 2x3 + ax {1,5,6,11,12,24} 182
x9 + x5 + x3 + x - 351
x9 + x5 + 14x3 + ax {0,1} 702
x9 + 2x5 + 3x - 351
x9 + 2x5 + 6a2x3 + 24ax {1,19} 1404
x9 + x6 + ax5 + x3 + 14ax2 + a2x {1,8,9,15} 7020
x9 + x7 + x3 + ax {1,14} 702
x9 + x7 + 3ax3 + 12a−1x {1, 12} 1404
x9 + x7 + a2x4 + x3 + 14a2x2 + 14ax {1,3} 2808
x9 + x7 + 3ax4 + x3 + 16ax2 + 19a10x {1,6} 4212
x9 + x7 + 2x4 + a16x3 + 14ax2 + a5x {1,10} 4212
x9 + 2x7 + x - 351
x9 + 2x7 + ax3 {4,17} 702
x9 + 2x7 + 2x4 + 11x3 + x2 + 14x - 2106
x9 + 2x7 + 10a5x3 + 17ax2 + 11ax {1,5} 2808
TOTAL 29550
Table 13: nPP Equivalence Classes for q = 27, degree 9, and primitive polynomial x3 + 2x+ 1.
34
class a number of nPPs
x8 - 1
x8 + x2 + ax {1,12,16} 341
x8 + x4 + ax {1,2,8} 341
x8 + x4 + x2 + ax {0,2,6} 341
x8 + x4 + 2x2 + ax {0,3,6,7,8,13,14,16,18,19,24,25,31} 2015
x8 + x4 + 4x2 + ax {0,13,15,20,28,29,30} 1085
x8 + x4 + 6x2 + ax {4,7,11,12,15,20,23,24,28,29,30} 2015
x8 + x4 + 8x2 + ax {1,2,5,9,12,13,19,25,28} 1395
x8 + x4 + 12x2 + ax {3,4,6,11,20,29,30} 1085
x8 + x4 + 16x2 + ax {1,5,10,12,15,17,18,30} 1240
x8 + x6 + 4x5 + x4 + 23x3 + 2x2 + 23x - 4960
x8 + x6 + 6x5 + 7x3 + 2x2 - 4960
TOTAL 19624
Table 14: nPP Equivalence Classes for q = 32, degree 8, and primitive polynomial x5+x3+x2+x+1.
class number of nPPs
x9 1
x9 + x3 + x 31
x9 + x6 + x2 31
x9 + x6 + x3 31
x9 + x7 + x 31
x9 + x7 + x6 + x4 + x3 31
x9 + x7 + 16x6 + 22x5 + 16x4 + 30x3 + 17x2 + 5x 155
TOTAL 311
Table 15: nPP Equivalence Classes for q = 32, degree 9, and primitive polynomial x5+x3+x2+x+1.
class number of nPPs
x7 1
x7 + x5 + 26x3 + 5x 18
x7 + 2x5 + 28x3 + 8x 18
TOTAL 37
Table 16: nPP Equivalence Classes for q = 37, degree 7, and primitive polynomial x+ 13.
35
class a number of nPPs
x9 - 1
x9 + 2ax5 + 3a2x {1,2,3} 30
x9 + x6 + 6x3 - 40
x9 + x7 + 4a9x5 + 36a19x3 + 33a−1x {1,2} 40
x9 + x7 + 14a25x5 + 28a−2x3 + 5a4x {1,2} 40
x9 + ax7 + 19a−8x6 + 5a11x5 + 3a−7x4+
+16a14x3 + 15a7x2 + 39a−10x {1,2} 80
x9 + 2x7 + 15a16x5 + 2a−3x3 + 31a22x {1,2} 40
x9 + 2x7 + 33ax5 + 18a22x15 + 15a22x {1,2} 40
x9 + 2x7 + 39x5 + 25x3 + 35x - 20
TOTAL 331
Table 17: nPP Equivalence Classes for q = 41, degree 9, and primitive polynomial x+ 17.
class number of nPPs
x9 + 2x7 + 28x5 + 25x3 + 2x 21
x9 + 2x7 + 39x5 + 33x3 + 30x 21
TOTAL 42
Table 18: nPP Equivalence Classes for q = 43, degree 9, and primitive polynomial x+ 13.
class number of nPPs
x10 + x7 + 28x4 + 42x 14
x10 + x8 + 19x7 + x6 + 33x5 + 29x4 + 13x3 + x2 + 27x 42
x10 + 2x8 + 12x7 + 32x6 + 32x5 + 10x4 + 39x3 + 15x2 + 10x 42
TOTAL 98
Table 19: nPP Equivalence Classes for q = 43, degree 10, and primitive polynomial x+ 13.
class number of nPPs
x9 1
x9 + x6 + 45x3 46
x9 + x6 + 13x5 + 46x4 + 44x3 + 39x2 + 19x 46
x9 + 2x7 + 13x5 + 32x3 + 22x 23
TOTAL 116
Table 20: nPP Equivalence Classes for q = 47, degree 9, and primitive polynomial x+ 12.
36
class number of nPPs
x9 + 3x5 + 10x 24
x9 + 2x7 + 3x5 + 4x3 24
x9 + 2x7 + 21x5 + 26x3 + 36x 48
TOTAL 96
Table 21: nPP Equivalence Classes for q = 49, degree 9, and primitive polynomial x2 + 6x+ 3.
class number of nPPs
x10 + x7 + 9x 16
TOTAL 16
Table 22: nPP Equivalence Classes for q = 49, degree 10, and primitive polynomial x2 + 6x+ 3.
class number of nPPs
x9 1
x9 + x6 + 3x3 70
TOTAL 71
Table 23: nPP Equivalence Classes for q = 71, degree 9, and primitive polynomial x+ 38.
class number of nPPs
x7 1
x7 + x5 + 44x3 + 31x 36
x7 + 2x5 + 46x3 + 34x 36
TOTAL 73
Table 24: nPP Equivalence Classes for q = 73, degree 7, and primitive polynomial x+ 20.
class number of nPPs
x7 1
x7 + x5 + 72x3 + 75x 39
x7 + 2x5 + 74x3 + 78x 39
TOTAL 79
Table 25: nPP Equivalence Classes for q = 79, degree 7, and primitive polynomial x+ 25.
37
class a number of nPPs
x9 + ax {0, 2, 3, 5, 6} 71
x9 + ax3 + ax {2, 3, 5, 8, 12, 17, 23, 1880
24, 26, 27, 41, 45, 51}
x9 + 2x3 + ax {0, 3, 5, 6, 7, 9, 10, 12, 1760
14, 19, 29, 30, 33, 39}
x9 + x2ax5 + 3a2x {1, 2} 4860
x9 + x6 + 8ax5 + x3 + 48ax2 + 15a2x {1, 2} 38880
x9 + x6 + 15ax5 + x3 + 55ax2 + 29a2x {1, 4} 51840
x9 + 2x7 + 7a2x4 + 4x3 + 48a2x2 + 67a−3x {1, 2} 51840
x9 + x6 + 24ax5 + x3 + 64ax2 + 47a2x {1, 3} 51840
x9 + x6 + 42ax5 + x3 + 2ax2 + 3a2x {1, 4} 51840
x9 + 2x7 + 4x3 + 5x 3240
x9 + 2x7 + ax4 + 4x3 + 42ax2 + 11a−5x {1, 2} 51840
x9 + 2x7 + 4a2x4 + 4x3 + 45a2x2 + 33a−17x {1, 2} 51840
x9 + 2x7 + 10a2x4 + 4x3 + 51a2x2 + 57a−3x {1, 2} 51840
x9 + 2x7 + 15a3x4 + 4x3 + 56a3x2 + 21a7x {1, 3} 51840
x9 + 2x7 + 3x5 + 4x3 + 5x 3240
x9 + 2x7 + 43x5 + 5x 3240
TOTAL 471891
Table 26: nPP Equivalence Classes for q = 81, degree 9, and primitive polynomial x4 + 2x3 + 2.
class number of nPPs
x7 1
x7 + x5 + 2x3 + 59x 44
x7 + 2x5 + 4x3 + 62x 44
TOTAL 89
Table 27: nPP Equivalence Classes for q = 89, degree 7, and primitive polynomial x+ 76.
38
q d class primitive polynomial number of nPPs
32 7 x7 x5 + x3 + x2 + x 1
x7 + x5 + x 31
41 7 x7 x+ 17 1
53 7 x7 x+ 51 1
x7 + x5 + 40x3 + 25x 26
x7 + 2x5 + 42x3 + 28x 26
59 7 x7 x+ 5 1
x7 + x5 + 32x3 + 53x 29
x7 + 2x5 + 34x3 + 56x 29
9 x9 1
x9 + x6 + 41x3 59
x9 + x7 + 45x5 + 22x3 + 21x 29
x9 + x7 + 29x5 + 4x3 + 49x 29
61 7 x7 x+ 10 1
x7 + x5 + 25x3 + 15x 30
x7 + 2x5 + 27x3 + 18x 30
67 7 x7 x+ 17 1
x7 + x5 + 45x3 + 57x 33
x7 + 2x5 + 47x3 + 60x 33
83 9 x9 x+ 61 1
x9 + x6 + 67x3 82
89 9 x9 x+ 76 1
x9 + x6 + 66x3 88
97 7 x7 x+ 90 1
Table 28: Number of nPPs in Equivalence Classes for prime powers q and degree d, for given
primitive polynomial.
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