very year thousands of patients are admitted to neurological intensive care units (NICUs) with brain function that may be in jeopardy. Due to the simplicity and ease of administration, the most popular modality of monitoring central nervous system (CNS) function is the serial neurological examination, more commonly known as a series of "neurochecks." Such clinical examinations, even when performed with extreme diligence, are discontinuous and subject to the physician's experience and expertise [1] . The results of such exams do not provide the overall state of the CNS since the function of many brain regions cannot be tested with such a simple test. Moreover, serial neurological examinations rely on behavioral manifestation of CNS deterioration, which may be too late in providing adequate therapeutic management. There is clearly a need to improve and objectify methods of assessing the state of brain function [2, 3] .
Neurophysiologic techniques such as electroencephalography are becoming increasingly important in providing better patient care in the NICUs. As with other modalities of monitoring in the ICU (e.g., EKG), the first goal of NICU electroencephalogram (EEG) monitoring is to detect the onset of abnormalities at a reversible stage. A second but important role is to know the effect of treatment on the brain. It is important to know when treatment is effective and must be pursued or when it is ineffective and should be discontinued. Often, the EEG can provide significant information about brain function prior to clinical manifestationa window of opportunity for appropriate interventions [3] . There is considerable evidence that continuous EEG can play a vital role in patient management (for example, in the detection of cerebral ischemia prior to irreversible brain tissue injury) [2] . That is, the EEG becomes substantially suppressed with decline in cerebral blood flow ranging from 2 to 30 ml/100g/min [4] ; however, irreversible damage occurs at flows of 10-12 ml/100g/min. Examples of other areas in which continuous EEG can play a valuable role include coma (diagnosis and prognosis) [5] , the detection of subclinical epileptic seizures [8] , the monitoring of postcardiac surgery patients [6] , hypoxia [7] , metabolic encephalopathies [7] , severe head-trauma injuries, and poststatus epilepticus treatment monitoring [8] . Continuous EEG is also useful in the classification of sleep stage cycling [9, 10] .
Given its various advantages, it is believed that EEG can play a vital role in providing a sensitive indication of cerebral function during periods when the brain is at risk. These periods are often of long duration (several hours or days); hence, prolonged EEG recording is required. The amount of data generated is large and review/interpretation of the raw data is time-consuming. Unlike other modalities of monitoring, EEG interpretation requires considerable training and is usually restricted to personnel experienced and trained to read EEGs [11] . Clearly, specialists cannot be available for continuous monitoring. Moreover, personnel cannot keep continuous vigil over the EEG, thus the detection of onset of abnormalities or the classification of EEGs is best performed by automatic computer methods. Among other problems, the difficulty in reviewing and interpreting the raw data has been primarily responsible for the limited use of EEG in the ICU or postoperative recovery monitoring.
In order for continuous EEG monitoring to become prevalent in the ICU, there is a need for quantitative EEG that can serve as an aid for interpretation. The quantitative EEG can serve as a first pass to allow quick evaluation of the urgency of the situation by the ICU staff (non-EEG specialists). They may in turn decide that a thorough review of the EEG by a specialist is necessary. Such a scheme will allow a common use of EEG in the ICU without requiring the constant presence of an "EEGer," a process currently not in routine practice. Generally, there is considerable redundancy in the EEG, and it is not necessary to review every minute of the EEG.
Over the past decades some methods of data selection/reduction have been developed for the processing of background EEG. We do not discuss here the automatic detection of transient events, particularly those specific to epilepsy and seizures [18] . Instead, we present an improved methodology, based on the authors' previous work [6] , that can be used to provide a "bird's eye view of prolonged EEG" for long-term monitoring.
Method
The method addresses the issue of compressing many hours of raw EEG into a one-or two-page summary that will assist in the EEG review process. This approach relies on the observation that the background EEG consists of patterns that cycle over time [12] . The principal idea is to identify the different EEG patterns present in the recording and provide their chronological distribution. In our previous work [6] , we presented the AutomatedAnalysis of Segmented EEG (AAS-EEG) method, which relies on the classification of similar pieces of stationary EEG into groups based on features of the EEG from a specific region of the brain. It consists of four key steps: segmentation, breaking up the EEG into short stationary segments; feature extraction, parameterization of the EEG segments with relevant features; classification, organization of similar EEG segments into clusters based on the EEG parameterization; and display, the presentation of the processed information. In the final step, the display provides the EEGer with a temporal evolution of the different patterns in the EEG as well as a representative segment of each pattern type present in the recording. This article reviews the original AAS-EEG method and presents a modification such that it is possible to compare the EEG from different parts of the brain. Thus, the new method enables an easier evaluation of such measures as sustained focal abnormalities, anterior/posterior differentiation, or left/right symmetry.
Segmentation
Segmentation is the process of breaking the EEG into quasi-stationary sections by drawing a boundary at time instants where there is a change in stationarity. In the EEG literature, several adaptive segmentation techniques have been proposed. The main drawback of these methods is the need for some empirical parameter adjustments. More recently, we have developed a robust segmentation technique [13] based on the nonlinear energy operator (NLEO) wherein minimal parameter adjustment is required
The output of Eq. (1) can be used to generate the segmentation criteria as 
where 2N is the sliding window size. In contrast to the original AAS-EEG method, we now apply a simultaneous multichannel segmentation procedure based on all the channels in all groups (a group corresponds to a set of channels representing a specific region of the brain). This is different from the earlier method where each group of channels was segmented independently. The timelocked EEG segments across all groups of channels are particularly useful in the matching or comparison of EEG from different brain regions. Figure 1 shows an example of segmentation of a six-channel EEG including electrodes from the left and right hemispheres.
Feature Extraction
The classification of EEG patterns is based on features that are used to describe the EEG. This parameterization must provide the necessary differentiation between the different EEG pattern types and must be such that features are clinically meaningful. In an attempt to describe the temporal and spatial characteristics of the EEG, many features have been discussed in the literature [19, 20] . In this work, we have selected three features to parameterize each channel of each segment of EEG: a measure of amplitude, a measure of dominant rhythm, and a measure of frequency-weighted energy (FWE) that combines the amplitude and rhythmicity of the EEG. The amplitude measure is simply the average of the absolute value of the EEG signal over the entire segment.
In the absence of clear frequency measures, in [6] we adopted the root frequency of the second-order AR model as representative of the central frequency tendency in the considered EEG segment. The hypothesis was that this is the best-fit sinusoid to the EEG segment. In the case where there is a clear dominant rhythm in the EEG segment, this is well represented by a second-order autoregressive (AR) model. In the case of two rhythms, the AR model represents a compromise of the two rhythms that is skewed by the relative powers of the two rhythms. In the case where there is no clear rhythm, the AR model attempts to extract the best-fit sinusoid representing a mixture of frequencies. It is well known that AR estimates of low frequencies are less reliable than those for high frequencies. Generally, the EEG rhythms of interest are in the low-frequency band. As such, the AR method often fails to provide accurate estimates in the low-frequency-dominated EEGs (i.e., delta and theta rhythms). To alleviate this, we translate the signal to a higher frequency using a frequency-modulation technique. In doing this, the negative frequencies are also translated, thus causing the resulting bandwidth to double. To avoid bandwidth doubling, the lower sideband is suppressed using the phase-shifted Hilbert transform technique (USB-SSB) [14] . Finally, the third feature is the FWE measure derived from the NLEO [6] . It is defined as the average value of the output of the NLEO for the given segment. Amplitude and rhythmicity are both used in the visual evaluation of the EEG. The NLEO combines both of these notions into a single measure. While there may be some correlation between frequency, amplitude, and the FWE, experimental evidence suggests that the FWE feature is different from amplitude and frequency and should be used as an additional feature.
In addition to the above three features, for each group of channels, a measure describing the absolute maximum amplitude is also evaluated. We eliminated any segment in which the maximum absolute amplitude exceeds a fixed threshold. It is anticipated that signal levels above 300 µVs are not likely to be of cerebral origin and are hence considered as artifacts.
Classification
Self-organization is the process of grouping items into homogeneous clusters. For the EEG data reduction problem, this may involve grouping similar segments. For the detection problem, it may involve the identification of segments with specified properties. In our original method, we applied a modified iterative k-means clustering algorithm for the self-organization of EEG segments. In self-organization techniques such as k-means, there are several outstanding difficulties (seed selection, feature scaling, number of clusters present in the data, influence of outlier members, etc.) that are typically resolved by data-driven empirical solutions. Many of these difficulties are still outstanding; however, we have improved the method of scaling. The space spanned by the EEG features (basis of clustering) typically consists of varying numerical ranges. In order for each feature to have equal weight in the evaluation of the similarity metric (distance measure), it is necessary to apply normalization techniques. In our previous efforts, we applied a simple normalization procedure based on maximum values. Such an approach, while somewhat successful, can lead to significant skewing of the data range in the presence of artifacts having very large feature values. To deal with this, we have developed a new optimal scaling using numerical techniques. With such an approach, the influence of outliers skewing the feature space is minimized. The method uses the average deviation between the different features to determine the best scaling factor. This is a nonlinear optimization technique where scaling of each feature type is determined such that the mean contribution of each feature to the similarity metric is the same.
Details of this will be forthcoming in a future article.
Each group of channels is clustered independently. Prior to clustering, in addition to the amplitude threshold, an artifact rejection scheme based on the distribution of the frequency-weighed energy [6] is also employed. 
Display
The effectiveness and ultimate success of any EEG analysis method is clearly dictated by how the results are presented to the clinicians. Quite often this component of the quantitative EEG is overlooked or given a cursory examination, which ultimately is the demise of the best methodologies. To this end, our efforts have been two-fold. In this initial work, our aim was to present to the clinician simple graphical displays that summarize the content of background EEG without any analysis. In the long-term, the aim is to develop completely automated systems that can warn the ICU staff of the development of abnormal EEG patterns.
As in the original method, the form of display of quantitative EEG consists of two components. The first is the display of representative EEG segments for each cluster in each group. It is anticipated that each cluster is homogenous in content and the segment closest to the centroid best represents that cluster. The second component is the temporal evolution of the clusters. It is a temporal profile of the different patterns present in the EEG, where the different pattern types are represented by different colors. Figure 2 shows a 35-minute section of the temporal profile of the different EEG types along with a representative EEG segment for each pattern type. For example, the first occurrence of RED corresponds to alphadominated EEG activity followed by the CYAN corresponding to theta activity. The GREEN activity corresponds to delta-dominated EEG. The progression from wake to light sleep to slow-wave sleep (SWS) is clearly evident and correlates very well with the hypnogram according to the Rechtschaffen and Kales sleep scoring criterion [15] . The combined use of these two display components can provide an overall description of the prolonged EEG.
Spatial-Temporal Analysis
To provide some spatial as well as temporal profiles of the EEG, this technique can be applied to multichannel recordings that are grouped according to the desired topology. For example, if information about asymmetry between the left and right hemispheres of the brain is desirable, it is possible to place the left-side EEG channels in one group and the right-side channels in another group. This results in two sets of clusters and two temporal profiles-one of each for the left and right side.
In our previous efforts we attempted to match the clusters from two different regions without success. This is generally a difficult problem as the number of actual pattern types present in the EEG is unknown and must be determined on a case-by-case basis. For example, a pattern in one group may be split into two clusters, thus attempting to match to a single cluster in another group may be futile. To improve this, we have developed a new cluster matching technique based on mapping all cluster centroids of all groups to a two-dimensional space using the Sammon mapping technique [16] . This is essentially a nonlinear optimization technique of mapping a set of M-dimensional points (M > 2) to two-dimensional space while preserving inter-point distance.
In a subsequent step we apply a clustering scheme to the set of all centroids in the two-dimension space. All centroids that are close to each other form clusters of centroids, whether belonging to the same spatial group or a different one. This also allows the reduction of clusters that may be redundant as well as cluster matching across different channel groups. All centroids in the same centroid clusters represent similar EEG patterns. The number of centroid clusters is determined using the knee of the error versus number of cluster curve [17] . Figure 3 shows the results of clustering leftand right-side centroids in the reduced two-dimensional space.
Results/Discussion
We present two examples of the compressed EEG to illustrate the feasibility of the proposed method. Both examples consist of EEG with channels from the left and right hemispheres. The first example shows the compressed EEG for six hours recorded during the first part of the night in a normal subject, where the referential montage for each channel group (left/right side) is used-(F3, P3, O1) and (F4, P4, O2), respectively. Figure 4 sleep over the course of a complete night are quantified by dividing the EEG into 20-30-s epochs that are then visually classified into one of the Rechtschaffen and Kales sleep states [15] by a sleep technologist. The resulting temporal evolution of these scored EEG epochs is termed the "hypnogram." The hypnogram showing the sleep stage cycling is also included as the first horizontal line for each hour-labeled "S" on the left side of Fig. 4(a) . Figure 4(b) shows the representative EEG segments for each cluster for each of the two sides. These are labeled types 1 through 5. Examining the temporal profile, it is clear that even though the left and right sides were processed independently, spatio-temporal analysis with Sammon mapping allowed matching of similar clusters on the two side, resulting in a similar time course of the EEG on the two side. This reflects the high level of EEG symmetry expected in a normal subject.
Comparing the temporal profile to the hypnogram (first horizontal line for each hour in Fig. 4(a) labeled as "S" on left of the figure), there is clearly a high correlation between the changes in EEG types as determined by the proposed method and the manual sleep staging according to the Rechtschaffen and Kales scoring rules. The type 5 EEG in Fig. 4(a) and (b) represents high-amplitude alpha-dominated EEG, typical of the WAKE Stage. This is in exact concordance with the manually marked WAKE stage. The type 3 EEG identifies almost all of the manually marked REM stage. The five minutes of Movement State toward the end of the sixth hour corresponds to type 3 activity. Visual examination of the EEG confirms that this is a patient disconnect period and the recorded data is of very low amplitude that best resembles REM EEG.
When very short bursts (blocks) of isolated activity exist, the proposed method is particularly prone to mixing of activity types. Short bursts represent only a very small percentage of data and cannot form a cluster of their own. In the event that it is crucial to identify such types of activity, one can always increase the maximum number of desired clusters, as was done in [10] . The first burst of type 2 activity (end of the first hour, beginning of second hour) represents SWS that is confirmed by the hypnogram. Interestingly, the second sustained burst of type 2 activity (end of second hour, beginning of third hour) suggests SWS; however, this period was scored as stage 2. Upon visual examination of the EEG, it is evident that the manual scoring is likely in error and the compressed EEG provides a more realistic picture.
The second example shows the compressed EEG for a six-hour section of pediatric EEG recorded following cardiac surgery using a bipolar montage (F3-C3,  C3-P3, P3-O1 and F4-C4, C4-P4, Similar to the previous example, Fig. 5(a) shows the temporal profile of different EEG patterns for the left and right sides on an hour-by-hour basis. Figure 5( Fig. 5 (a) and (b)]. Visual examination confirms this to be exactly the case. Clearly, the temporal profile and the representative EEG segments complement each other and aid in the identification of the changes in the EEG. The above two examples illustrate the feasibility of compressing EEGs to provide an overall impression of the background EEG of a long section (six hours in these examples). Samples of the different EEG patterns present in a long-term EEG, as well the ability to identify asymmetries and focal abnormalities in the temporal profile of the different patterns, are desirable features of the method. Although we have presented only two illustrative examples, they do suggest that the method is promising in providing a summary of long-term EEG where temporal as well as spatial information can be preserved.
Conclusions
We have presented a method that can be potentially used for records of any duration, with any number of channels, any number of channel groupings (different topologies), and in a variety of situation (ICU, sleep, coma, etc.). Unlike methods such as compressed spectral arrays, the proposed method presents samples of original EEG that represent the long-term EEG along with their temporal distribution. Because the actual EEG is presented to the user, no new interpretive skills are required and the method can be employed by anyone familiar with EEG. Moreover, the simple graphical display allows a non-EEG specialist to identify abnormal changes-the emergence of focal changes, bursts or sustained asymmetries, gradual or sudden changes, and cycling of EEG patterns. Quick identification of problems will allow such personnel to contact the EEG specialist for a detailed assessment. The compact nature of the resulting display allows the compressed results to be transmitted via modem or fax to the EEGer at a remote site for an initial assessment of the urgency of the situation.
It is important to note that the proposed method is intended to provide a summary of the EEG and should be used to supplement the EEG. It is not intended to replace usual EEG interpretation. We have thus far examined the feasibility of this method in an offline application. Clearly, it will be most advantageous when used online. Our future work involves the adaptation of this method for online application.
