I. INTRODUCTION
The virial equation of state, given as p
expresses the pressure p as a power series in the number density ρ of a gas; T is the temperature and k B is the Boltzmann constant. Through this formula, the temperature-dependent virial coefficients, B n (T ), can be used to estimate a variety of physical properties in addition to the pressure, such as the Joule-Thomson coefficient, critical properties, 1,2 and others. 3 The unique feature of the virial equation of state, in comparison to other thermodynamic models, is that it represents rigorously the effect of interactions among N molecules, such that if given a molecular model, the virial coefficients for its equation of state can be determined without approximation. This can be clearly seen from the analytic expressions for the virial coefficients in terms of N-body configurational integrals 4 which depend only on the interaction potential between N molecules as
where Z * N ≡ N! V Q 1 N Q N ; here, Q N is the N-body canonical partition function, and V is the volume.
Virial coefficients can be evaluated in two ways: (a) computationally, using numerical methods to evaluate the configuration integrals given an input interaction potential, and (b) experimentally, typically by collecting pressure-density data and regressing its behavior at the ρ → 0 limit. By comparing the values determined using the above two methods, different models of the interaction potential between N molecules can be ranked for their physical accuracy. Empirical potentials are fit to experimental data over a broad range of conditions, and therefore they tend to describe the interaction potential as the net result of a variety of physical phenomena taking place simultaneously (including, for example, multibody interactions and nuclear quantum effects). The way that these phenomena combine to give an effective potential will depend on the state condition as well as the experimental properties being fit. Consequently, unless fit directly to them, virial coefficients computed from empirical potentials often compare poorly to experimental virial coefficients, 5 which depend purely on the interaction of a specific number of molecules. On the other hand, ab initio potentials involve solving the Schrödinger equation numerically and often can yield far more accurate interaction potentials as a result. Large computational resources are required to obtain coefficients with a useful level of accuracy, so the application of ab initio methods in this respect has been limited to low-order coefficients for small molecules. However, steady progress is being made. [6] [7] [8] [9] [10] [11] [12] Almost all ab initio potentials involve solving the electronic Schrödinger equation using the Born-Oppenheimer approximation. Under this approximation, the motion of the nucleus is considered very slow when compared to the electrons, and therefore all the nuclei are assumed to be fixed at certain locations when solving the electronic structure. For the purpose of calculating fully quantum virial coefficients using ab initio potentials, one needs to account for nuclear quantum effects explicitly, especially at low temperatures or for light atoms, such as hydrogen. Feynman's path integral formalism 13 is the method of choice for including these nuclear quantum effects. In this manner, the quantum mechanical partition function of the system is obtained via a mapping onto a classical partition function in which each mass site is transformed into a closed ring polymer with P discretization points or "beads." Each bead experiences a harmonic interaction with its two neighbors in the ring, plus interaction with a single counterpart on each ring of beads formed similarly for the other atoms in the system. Evaluation of the virial coefficients then requires sampling of the bead coordinates, which involves both their collective translation as well as the rearrangement of their positions relative to each other. It is a common practice to use Monte Carlo (MC) methods for this purpose, and this general method is known as Path Integral Monte Carlo (PIMC). 14, 15 Since there are many MC algorithms to compute virial coefficients and many possible algorithms for sampling the configuration space within each MC simulation, there exist a variety of implementations of the general PIMC method. For instance, PIMC with quadrature has been used to compute virial coefficients of 3 He, 4 He, H 2 , and H 2 O, 8, 10, [16] [17] [18] [19] while PIMC with Mayer Sampling Monte Carlo 20 (MSMC) has been used to compute virial coefficients of 4 He. 7 Sampling of configurations in PIMC is made difficult by the different ranges of motions needed for rearrangements of the ring of beads versus its translation as a whole. This can be alleviated by using Monte Carlo trials having different step sizes or by the use of collective moves, but still, the amount of sampling needed for ring arrangements to decorrelate limits the capabilities of these methods. Consequently, special methods have been introduced to speed up this sampling process. For monatomic molecules (e.g., He) only molecular positions are required to be sampled, and the algorithm 7, 14, 17 to accomplish this efficiently is established. It is possible to solve analytically for the probability distribution of the location of each bead in a chain or ring of harmonically interacting beads, and this probability can be used to regrow the ring, or part of it, directly. The acceptance of a proposed rearrangement generated this way depends only on the interaction of the beads with other bead-rings in the system. Each accepted trial then yields a new internal arrangement that is uncorrelated from the one that preceded it.
Going from monatomic to diatomic molecules, rotational and vibrational degrees of freedom add more complexity to the computation and the sampling problem. To start, one can treat the molecule as a quantum-mechanical rigid rotor. Within this approximation, there are multiple ways to still accommodate the vibrational degree of freedom (if using a potential model that includes it), and how it is affected by temperature. 6, 10 Regardless, the monatomic path-integral framework is extended for the rigid rotor by adding an orientational degree of freedom to each bead, coupled to the orientations of adjacent beads in the chain in the manner described by Cui et al. 21 Sampling of positions of the beads can be decoupled from their orientations, so extension of PIMC to the diatomic can focus on finding an efficient way to sample the chain of rotors. The interactions are not harmonic, so the probability distribution of the chain cannot be determined exactly. Garberoglio and Johnson 22 introduced a method to sample the path-integral degrees of freedom, based on a hybrid MC method for path integrals which uses molecular dynamics with large time steps. 23 This method is used to generate a reservoir of ideal-gas configurations to be used as trials in a larger MC calculation of virial coefficients (or other quantities).
It is difficult to advance to a full path-integral treatment of rotation and vibration while remaining in the framework of rovibrational quantum states for the diatomic, and even if this were tractable, it does not provide a viable route to extending to multiatomic (more than 2-atom) molecules. A step toward overcoming this problem was made by Garberoglio et al. 10 in their path-integral treatment of the flexible diatomic. They describe the diatomic molecule by using two distinct bonded atoms instead of one quantum rigid rotor. This eliminates the need for evaluation of rotational and/or vibrational energy levels, and replaces it with a straightforward path-integral treatment of monatomic entities. Garberoglio et al. 10 use the ideal-gas hybrid MC method to generate configurations for sampling in the MC calculation of the second virial coefficient.
In the case of 4 He, 7 it was found that completely regrowing the ring for each MC move was more efficient than applying random displacements to each of the beads. One should expect this to be so a fortiori for the case of multiatomics. In the present work, we continue the atom-based approach and examine a method for generating directly a path-integral ring of beads for each of the two atoms of a diatomic, H 2 in particular. We consider the formulation of this approach for the rigid case, applying it in the context of evaluating the second virial coefficient B 2 . We compare the results from our calculations to values reported by Garberoglio et al. 10 In Section II, we introduce the approach and develop mathematical expressions for the probability distribution of orientations (rigid diatomic molecules) while including a brief overview of the PIMC methodology. In Section III, the computational details are provided, including a statement of the inter-molecular potentials used for this study. Section IV contains the second virial coefficient results for H 2 for different simulation options used, and the performance of the algorithm in each case. We provide concluding remarks and directions for future work in Section V. The Appendix contains additional mathematical details for the interested reader.
II. METHODS
We begin by listing the key equations used for the calculation of the second virial coefficient. We assume throughout a homonuclear dimer, with each atom of mass m. The formulas presented here parallel those given by Garberoglio et al., 10 who provide a much more detailed development than attempted here. While we follow closely the notation given in Ref. 10 , there are subtle differences in some of the definitions, resulting from our choice of a different coordinate system.
The path-integral formulation represents each atom with P beads, arranged in a closed chain such that each bead interacts with the two beads adjacent to it in the chain, according to a harmonic potential that results from discretizing the kinetic energy term in the action. 13 We shall use the term "image" to denote the set of two beads that make up the diatomic molecule at any point in this chain. The beads may be joined in a Boltzmann (one P-bead ring for each atom) or exchange (one 2P-bead ring encompassing both atoms) conformation.
The expression we evaluate for the second virial coefficient is 10
).
(3) In this formula, Z (n) represents the coordinates of all pathintegral beads for the two atoms in molecule n, and
is the ideal-gas weight for molecule n in configuration Z (n) ,
The subscript σ indicates whether the beads are in a Boltzmann ("B") or exchange ("xc") conformation; intermolecular exchange is neglected. Whereas in Ref In Eq. (4), π σ (Z) is the single-molecule probability density for configuration Z, which separates cleanly into image-center and image-orientation components,
The image-center contribution is
while for the orientations,
which defines F σ (b), and whereū is the intramolecular (bond stretching) potential energy averaged over all images,
with b i ≡ |b i |; also in Eqs. (6) and (7), Λ m = h/ √ 2πmk B T is the thermal de Broglie wavelength for mass m. We write Eq. (7) in terms of an intramolecular potential u(b i ), recognizing the general case in which b i is variable. For the present application we may think of u as providing the constraint on the bond length b that keeps the molecule rigid. While R and b each comprise P vectors, there are P + 1 image labels extending from 0 to P. We define R P = R 0 to close the ring of images, and we distinguish the Boltzmann versus exchange cases via the interpretation of the orientation of image P: for the Boltzmann case, b P = b 0 , while in the exchange case b P = b 0 . By applying this interpretation throughout the development, we can present both cases using a common set of formulas and algorithms. This difference in the interpretation of b P is the only thing distinguishing F B from F xc and π b,B from π b,xc .
We also have in Eqs. (4) and (5) the 1-molecule orientation partition function for the Boltzmann and exchange cases,
As discussed in Ref. 10 , the integrals defining Q
are taken over all 2P atom bead coordinates except one, which is fixed at the origin. Likewise, the coordinates of one of the 4P atom bead coordinates in the integral for B 2 in Eq. (3) are fixed, and define the origin. With these stipulations, terms proportional to the system volume V cancel each other (assuming V is large), and the coefficient B 2 is volume-independent.
Finally, in Eq. (3) there is f, the Mayer function, which is expressed in terms of the intermolecular potential energy averaged over all P interacting images,Ū:
The integral for B 2 in Eq. (3) separates into three distinct terms for the cases (σ, σ ) = (B, B), (B, xc), and (xc,xc), respectively. The contributions from the different cases could be computed by letting (σ, σ ) sample them during the Monte Carlo calculation: one selects to sample σ = B or xc with probability w σ , and generates and decides acceptance of a conformation having that structure using procedures described below. Instead we compute averages for each case separately, and afterward sum them with appropriate weights to determine B 2 , specifically
where
) (10b) with weights
In either approach, knowledge of the ratio Q
is required for each temperature; we use the values reported by Garberoglio et al. 10 We note that the development given above is particular to para-hydrogen; the coupling of the nuclear spin states with intramolecular exchange requires associating a minus sign with the Q (xc) 1 term in the case of ortho-hydrogen. These issues, as well as their extension to the deuterium and tritium isotopologues, are nicely summarized by Garberoglio et al. 10 Thus, our basic task is to evaluate the integral B 2 (T ; σ, σ ) for specific (σ, σ ). The general approach taken to this calculation is to sample the position of molecule 2 using an importance-sampled random walk, as is usually done in the Mayer-sampling scheme, 20 while sampling orientations and internal conformations of the path-integral rings through direct sampling of each dimer independently, in principle according to π σ (Z). The image-center distribution π R is just a ring of Gaussians in 3D space, and these can be sampled directly. Specifically, with R 1 at the origin, each image coordinate R i is sampled in sequence from a Gaussian of standard deviation σ i in each dimension centered at a position R i , such that 7
and for molecule 2, the ring constructed in this manner is then translated to its position specified by the larger Mayersampling process. The image orientations b cannot be similarly sampled directly according to π b,σ , because of the effect of the intramolecular constraintū(b). Instead, we couple a direct but approximate sampling scheme with the overall Markov process, and let the usual Monte Carlo acceptance decision correct for the approximation in generating the new trial set of b coordinates. More specifically, we generate new image coordinates for one of the molecules with probability densityπ b,σ , and we accept the new coordinates with probability P acc , chosen to satisfy detailed balance,
where f new and f old are the Mayer function for the new and old coordinates, respectively; the absolute value is used because f may be negative, and the Mayer-sampling scheme 20 specifies how the averages are used to obtain the desired integral (i.e., without the absolute value). Note that the acceptance decision requires evaluation ofπ b,σ for the old configuration as well. An analogous formula applies to the sampling of the R coordinates, but because the sampling distributionπ R equals π R , the π ratios cancel and the acceptance is based only on f. The effect of the approximate sampling distribution is to allow generation of a trial configuration in which all beads on one molecule are uncorrelated from their previous positions, yet with a good probability of acceptance of the trial. We next describe an algorithm to generate configurations according to an approximate distributionπ σ (b). We do this for the case of a rigid diatomic, with atoms separated by a fixed bond length.
A. Orientation sampling algorithm
We employ a bisection approach to generate a set of image orientations with a probability distributionπ b,σ that approximates π b,σ . At each step in the process, we are given orientations of two images, b i and b k , and we aim to generate an orientation for another image b j , j = (i + k)/2, that is approximately consistent with π b,σ for the given image orientations. Then in the subsequent step we generate an orientation for an image halfway between i and the new j image, and again between j and k. This process repeats until all images are assigned orientations. For the end cases, those i,j,k where j = i + 1 = k 1, we are able to select a b j that is exactly as prescribed by π b,σ given the previously assigned orientations; for the steps preceding these, we can do this only approximately. To facilitate this process, we work with numbers of images P = 2 n , where n is an integer. Then in this scheme, half of the images (2 n1 ) are "end cases," oriented to follow π b,σ exactly with respect to their adjacent images, and the other half of the images are placed to follow it approximately.
Let us first examine an end case, in which an image orientation is selected, given the orientation of its two immediately adjacent neighbors in the chain. Consider a sphere of diameter equal to the molecule bond length b (assumed to be the same for all images). One may think of the orientation vector b j /2 as locating an orientation bead on the surface of the sphere, which interacts with adjacent orientation beadsalso on the sphere-with a harmonic potential defined in terms of their Euclidean distance, such that they contribute to the configuration weight by a factor
so that, in accord with Eq. (7),
We define F (2) with an argument p which may be but is not necessarily equal to P. Also, we have introduced here the dimensionless temperature-dependent parameter k h , which relates to the strength of the harmonic "spring constant" between adjacent orientation beads. (α, β) ; a ik , ψ ik , p we denote the (unnormalized) weight centered around a ik , of generating an orientation b j for image j which is adjacent to both i and k (indicated by C, and the angles α and β in Fig. 1 ). Note that a ik and ψ ik are parameters whereas αand β are the independent variables of the distribution F (1) .
Using basic coordinate geometry and trigonometric relations, the following expressions for the various distances can be easily obtained (see the Appendix for complete mathematical details): 
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The total weight for the orientation j is then calculated as
This expression is independent of the angle β, so we can choose it at random, uniformly on [0, 2π]. For the special case of ψ ik = π (which arises in particular for (i, k) = (0, P) in the "xc" case), the right-hand side of Eq. (16) is independent of both α and β, so we can then choose the orientation b j uniformly on the sphere. To choose α for all other cases, we first normalize F (1) , definingπ (1) 
We write this with the tilde, asπ (1) , because we will use the same form when not at the end case, for which this probability function is approximate. We then derive a cumulative distribution function C(α), which we invert to obtain an expression for α. The result shows that selection of α should be made by evaluating the following expression with C chosen at random, uniformly on [0,1]:
The contribution toπ b,σ needed for Eq. (12) is then given by Eq. (17) evaluated for the selected α.
Having now established how to sample an orientation for image j that is immediately adjacent to images i and k, we now consider selection of orientations for i and k. These images do not interact directly, but instead have an effective interaction that can be defined by integration over the j orientation,
This effective interaction (as manifest via ψ ik ) obviously is not a simple harmonic, so it is difficult to proceed in an exact analytic manner as we did for the adjacent-image case. However, we can perform a second-order series expansion of ln F (2) eff in terms of the ik distance d ik = 2b sin(ψ ik /2), to identify an effective harmonic interaction,
The effective value here is the spring constant for the case where p is half of the value used in placing j. Considering that for the end case p = P, we can repeat this prescription all the way back through to the beginning the bisection process. In doing so, at each stage we are choosing a spring constant as if the next set of images being oriented were the end cases of the process, i.e., as if the total number of images were p. We summarize the bisection algorithm for choosing the image orientations as follows: (1) orient the first image by selecting a point randomly on a sphere; for the Boltzmann case, this represents images 0 and P for the ring; for exchange, the image P would be directed opposite to this one; (2) place the next image by sampling as described by Eq. (18) with ψ i,k = 0 (Boltzmann) or ψ i,k = π (exchange), and p = 2; (3) place two more images between the ones set by steps (1) and (2), sampling according to Eq. (18) with p = 4; (4) repeat the process of doubling p and inserting image orientations between the ones placed in the previous steps, until the last image orientations are set using p = P. Again, with P selected such that P = 2 n , the resulting configuration is generated with probability density,
which then enters into Eq. (12) to determine the probability of accepting the new configuration.
It is straightforward to see that the ratio of the contributions toπ b,σ versus π b,σ will differ from unity the most for the first step, and gradually improve until the last step, where the two probabilities are equal (given the placement of the other orientations). The overall percentage of moves accepted will be related to the product of such ratios. Hence, one may expect that the performance of the algorithm (in the sense of ensuring P acc closer to unity) will decrease with increasing P; the accuracy of the result is however unaffected by this.
III. COMPUTATIONAL DETAILS
We performed calculations for two different models of H 2 , differing primarily in the values of the bond length used.
Model 1: We use the rigid inter-molecular potential due to the work of Patkowski et al. 17 (denoted as V pat ), with the H-H bond length fixed at all temperatures to the ground state value r 0 (=1.448 736 bohrs, same as in Ref. 17 ). Due to nonphysical energies returned by V pat at small inter-molecular separations, an artificial spherical hard core (with a diameter of 1 Å) is used.
Model 2: We use the flexible inter-molecular potential due to the work of Garberoglio et al. 6 (denoted as V hp ), with a fixed but temperature-dependent H-H bond length, computed at each temperature to its average value r T . For V hp , instead of an artificial spherical hard core, the value of the potential for the inter-molecular distance 1.4 Å is used for all distances closer than this.
The usual molecule displacement trials were used to sample the intermolecular distance, while the direct methods described above were used to sample path-integral image position and orientations. These different MC moves were chosen with equal probability within each simulation, and acceptance of each trial was based on Eq. (12). We ran simulations at 33 temperatures going from T = 15 K → 2000 K to compare our results for the two models against that of Garberoglio et al. 10 We ran additional simulations at 33 temperatures going from T = 24 K → 100 K for which experimental B 2 values were reported in the work of Goodwin et al. 24 Although the B 2 values in Ref. 10 were calculated after choosing P as a function of T, we ran calculations for P = 8, 16, 32, and 64 for all temperatures considered because we wanted to assess the performance of the algorithms. Averages were collected and processed according to the overlap-sampling implementation of MSMC. 5, 25 For each value of P, we used a total of 10 7 samples to evaluate the virial coefficient using the MSMC 20 method. We divide the 10 7 samples into 10 4 blocks of 10 3 samples each and compute block averages for the different quantities prescribed by MSMC. Using the 10 4 block-averages, we calculate the overall averages and their standard error and use error propagation formulas to arrive at the final uncertainties (reported here) of the virial coefficients. A reference hard sphere (classical, monatomic) with diameter of 3 Å was used for all simulations.
For all conditions mentioned above, we should compute the three contributions specified in Eq. (10). However, w xc ≈ 0 for T > 225 K or so, enough to render negligible the (B, xc) and (xc, xc) contributions, so we do not compute these for this higher-temperature range and instead simply use here B 2 (T ) = B 2 (T ; B, B).
IV. RESULTS AND DISCUSSION
Presented below are the results of our calculation of the virial coefficients of para-H 2 as a function of temperature. Using the VEGAS 26 algorithm with path-integral configurations generated by the hybrid MC method, Garberoglio et al. 10 reported second virial coefficients for the models described in Sec. III, and this provides a suitable reference set of data for comparison. We also examine the performance in terms of percentage of moves accepted for the orientation algorithm, considered as a function of temperature for the different simulation options mentioned above.
A. B 2 values
Figures 2-5 present results for B 2 for the two models. Figures 2 and 3 examine model 1, and Figs. 4 and 5 consider model 2, which is rigid but with a different bond length for each temperature. We present the results differenced from the data reported by Garberoglio et al. 10 (Figs. 2 and 4) and also from the experimental B 2 data of Goodwin et al. 24 (Figs. 3 and 5) . In all cases the agreement is excellent over the full temperature range from 15 K to 2000 K, with the differences larger than uncertainties being only with respect to the experimental data at intermediate temperatures; without other information, this discrepancy should be attributed to inaccuracy in the H 2 -H 2 potential. 
B. Orientation algorithm performance
In Figs. 6-8 we show the percentage of orientation trials that were accepted while computing the Boltzmannonly contribution B 2 (T ;B,B), the exchange-only contribution B 2 (T ; xc, xc), and the Boltzmann-exchange cross contribution B 2 (T ; B, xc), respectively, as a function of temperature for models 1 and 2. While we require more P to accurately capture the nuclear quantum effects at low temperature, the efficiency of the algorithm decreases with increasing P. As explained earlier, this is because we achieve exact sampling of the angle α only for the P/2 images that are placed in the last step of the orientation algorithm. For the other P/2 images, the sampling is approximate and not exact. Still, the acceptance rate at all conditions is quite good, and in the worst case (considered here) hovers around 40% (as in Fig. 8 ), which means that roughly two attempts at generating a configuration are required to produce one that is acceptable. Given that the new configuration is completely uncorrelated from the one preceding it, this represents a significant improvement in the efficiency of sampling of the path-integral conformations. Additionally, note that the performance of the algorithm is almost the same or indistinguishable for both models in Figs. 6-8. This is to be expected because there is not much variation between the bond lengths used in model 1 as compared to model 2.
Let the true-distribution analog ofπ (1) (b j ; a ik , ψ ik , p) (Eq. (17)) be π (1) (b j ; a ik , ψ ik ), a marginal probability obtained from π b,σ (b) by integrating the orientations of the beads between j and i and j and k. To gain further insight into the nature of the difference between the actual distribution π b,B (b) and the approximate distributionπ b,B (b), we examine π (1) and π (1) for the case where they are expected to differ the most: the first bead added in the process, for which p = 2. We performed a numerical study for the Boltzmann-only case, so for this bead i = 0, k = P, ψ ik = 0, andπ (1) and π (1) depend only on the angle α defined in Fig. 1 . We generated configurations of P beads with probability π using an exact but inefficient method (generating random positions on a sphere for all beads, and accepting with probability given by Eq. (14)). We then tabulated the distribution of α between beads 0 and P/2, thus for the first bead placed in the orientation-sampling algorithm; this is a measurement of π (1) . We performed this calculation for three values of P (4, 8, 16) 2.939, 0.2939) (corresponding to different sets of temperatures depending on P), giving nine different cases in all.
Comparison of the true distributions of the angle α evaluated this way to distributions for the approximationπ (1) as given by Eq. (17) is plotted in Figs. 9-11 . Generally, the distribution of α derived fromπ (1) tracks the true distribution well. For a given P, both π (1) andπ (1) get narrower and taller with increasing k h . This is to be expected because springs with high k h values tend to prefer smaller angles α as they are harmonically more favorable.
To further elucidate the difference between the approximate and actual distributions, we plot the ratio π (1) /π (1) versus π (1) for the various P and k h values examined above. The ratio π/π is exactly the quantity entering into the acceptance probability of the configuration, as given by Eq. (12) , and the plotted ratio is a major component of its deviation from unity. For ease of explanation, we define "closeness" between the two distributions as the deviation of y ≡ π (1) /π (1) from unity, which is marked by a horizontal line at y = 1 in Figs. 12-14. It is worth remembering that the distributions plotted here are for just the first bead placement, and that the overall acceptance of a trial configuration is given as the product of functions like these for all subsequent bead placements. From Figs. 12-14, we can infer the following:
• Severe problems would arise if the ratio π (1) /π (1) were diverging forπ (1) approaching zero, as this would indicate that there are configurations relevant to π that are not sampled by the algorithm. The figures show that this problem does not arise.
• In a related fashion, any points appearing above the y = 1 line indicate that the actual distribution has been under-predicted by the approximate distribution and these points could potentially lead to configurations where the molecule is "stuck." In other words, the probability of going from one of these points to a point on the y = 1 line (favored) is very poor. However, this would happen only for y 1, which is not observed in any of the cases.
• In some cases, "closeness" of the intermediate k h P (= 2.94) is worse than the other two cases, and this could lead to the minimum in Fig. 6 because k h is directly proportional to temperature.
FIG. 12. Ratio of the actual and approximate probability distributions for P = 4.
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V. CONCLUSIONS AND FUTURE WORK
We have developed a new orientation sampling algorithm for diatomic molecules by treating each molecule as two independent atoms as opposed to one rigid rotor. The algorithm involves analytic expressions for the probability distribution which are approximations to the actual distribution, while the Monte Carlo sampling algorithm ensures that these assumptions do not impact the accuracy of the calculations. This approach allows for a straightforward route for extending the algorithm to multiatomic molecules. A possible route to improvement in efficiency for higher P is to regrow only parts of the ring in a Monte Carlo trial. We have demonstrated this algorithm by computing and comparing second virial coefficients for H 2 as a test case. We observed excellent agreement of our results with those available in literature for the two different cases explained in Sec. III. Future work should be directed to extending this approach to flexible molecules and to multiatomics such as H 2 O.
SUPPLEMENTARY MATERIAL
See supplementary material for all virial coefficient values and uncertainties as computed here.
