Extractive summarization is a process that manages to select the most salient sentences from a document (or a set of documents) and subsequently assemble them to form an informative summary, facilitating users to browse and assimilate the main theme of the document efficiently. Our work in this paper continues this general line of research and its main contributions are two-fold. First, we explore to leverage the recently proposed word mover's distance (WMD) metric, in conjunction with semantic-aware continuous space representations of words, to authentically capture finer-grained sentence-to-document and/or sentence-to-sentence semantic relatedness for effective use in the summarization process. Second, we investigate to combine our proposed approach with several state-of-the-art summarization methods, which originally adopted the conventional term-overlap or bag-ofwords (BOW) approaches for similarity calculation. A series of experiments conducted on a typical broadcast news summarization task seem to suggest the performance merits of our proposed approach, in comparison to the mainstream methods.
Introduction
With the emergence of the big data era, unlimited amounts of multimedia such as TED talks, broadcast news programs, online video sharing websites, etc., has overwhelmed our daily life [1] [2] [3] [4] . This inevitably leads to the information overload problem. Viable summarization techniques are is highly in demand to alleviate the problem and enable people to efficiently browse or digest the multimedia content by either listening or reading. Automated extractive summarization bears the goal of producing compact summary sentences from the source document according to a preferred ratio. Among major aspects that should be considered in the summarization process, relevance is of paramount importance for characterizing sentence-to-document and/or sentence-tosentence relationships. Basically, extractive summarization can be framed as a ranking process that extracts the most salient set of sentences to form an informative and concise summary.
Existing methods for extractive speech summarization developed so far can be roughly divided into three categories, including those based on the sentence position or structure information, unsupervised sentence ranking, and those relying on supervised sentence classification [5] [6] [7] [8] . A common practice for most of the unsupervised methods is to select important sentences by means of some statistical features of sentences or of the words in the sentences, where feature extraction and model estimation are typically conducted without human supervision. Statistical features, for example, can be the term (word) frequency, linguistic score and recognition confidence measure, as well as prosodic information. On top of these indicative features, numerous representative methods have been introduced, including the vector space model (VSM) [9] , latent semantic analysis (LSA) [9] , Markov random walk (MRW) [11] , maximum marginal relevance (MMR) [10] , LexRank [12] , submodularity-based method (SM) [13] , integer linear programming (ILP) [14] and language modeling approach [15] [16] [17] , among others.
Recently, in the natural language processing (NLP) community, representation learning for words has become an active research topic [18, 19] and spurred a vast range of downstream applications. The essence of these methods is to learn continuously distributed (as opposed to one-hot) vector representations of words using neural networks. Accordingly, the learned representations can encode latent semantic and/or syntactic information and in turn can be used to infer similarity/relevance among words. A common thread of leveraging word embedding methods in NLP-related tasks is to represent a portion of text (e.g., paragraph, sentence, or document) by averaging the corresponding word embeddings over all words in the desired portion. After that, the cosine similarity measure, as a straightforward choice, can be readily applied to determine the degree of relevance between any pair of representations.
Although the utilities and abilities of representing a portion of text by taking average of the word representations within it have been proven recently, the composite representation may drift the main theme of the semantic content or could not accentuate those indicative words in the piece of text. As a result, the determined relevance degree between a pair of representations might be undesired. Beyond the continued and tremendous efforts made to develop the representation methods for words, this paper focuses on mitigating the fundamental downside in recent studies and propose two major contributions. On one hand, the word mover's distance (WMD) metric [25] that builds on top of the word embedding space recently has been proposed to accurately estimate the similarity degree between a pair of documents. However, as far as we are aware, this notion has never been extensively explored in extractive text or speech summarization. The paper sets out to leverage the WMD metric, in conjunction with semantic-aware continuous space representations of words, to authentically capture finer-grained sentence-todocument and/or sentence-to-sentence semantic relationships for effective use in the extractive speech summarization. On the other hand, we also investigate to combine WMD with several state-of-the-art summarization methods, which originally adopted the conventional term-overlap or bag-ofwords (BOW) approaches for similarity calculation.
Previous Work

Continuous Word Representation Methods
One of the most-known pioneering studies on developing word embedding methods was presented in [19] . It estimated a statistical (n-gram) language model, formalized as a feedforward neural network, for predicting future words in context while inducing word embeddings (or representations) as a byproduct. Such an attempt has already motivated many followup extensions to develop similar methods for probing latent semantic and syntactic regularities in the representation of a word. Representative methods include, but are not limited to, the continuous bag-of-words (CBOW) model [18, 19] and the skip-gram (SG) model [19, 20] .
Rather than seeking to learn a statistical language model, the CBOW model manages to obtain a dense vector representation (embedding) of each word directly. The structure of CBOW is similar to a feed-forward neural network, with the exception that the non-linear hidden layer in the former is removed. By getting around the heavy computational burden incurred by the non-linear hidden layer, the model can be trained on a large corpus efficiently, while still retains good performance. Formally, given a sequence of words, w 1 , w 2 … w T , the objective function of CBOW is to maximize the log-probability , ) ,..., , ,..., | ( log
where c is the window size of the contextual words for the central word w t and T denotes the length of the training corpus.
In contrast to the CBOW model, the SG model employs an inverse training objective for learning word representations with a simplified feed-forward neural network [19] [20] [21] . Given a sequence of words, w 1 , w 2 … w T , the objective function of SG is to maximize the log-probability
where neighbor(t) is the set of neighboring words of word w t . The concept of the above two word embedding methods is motivated by the distributional hypothesis, which states that words with similar meanings often occur in similar contexts, and it is thus suggested to look for w t whose word representation can capture the distributions of its context well.
Graph-based Summarization Methods
The graph-based summarization methods conceptualize the document to be summarized as a graph of sentences, where each node represents a sentence and the associated weight of each link represents the lexical similarity relationship between a pair of nodes. The Markov random walk (MRW) and the LexRank [12] are two representatives. Text or speech summarization thus relies on the global structural information embedded in such a sentence graph, rather than merely considering the similarity solely between each sentence of the document to be summarized and the document itself. Put simply, sentences that are more similar to others are deemed more salient to the main theme of the document [11] .
Formally, taking MRW as an example, an affinity matrix (or a graph) that represents the relationships between sentences is firstly constructed in response to a document to be summarized. The relevance degree between a pair of sentences (i.e., an entry in the matrix or the weight of an edge in the graph) is determined by calculating the cosine similarity measure. Afterwards, a normalization process is performed row by row of the affinity matrix to result in a stochastic matrix M. Based on the stochastic matrix M, the MRW-based algorithm [11] is recursively performed to obtain the saliency score R(S i ) for each sentence S i :
where µ is a damping factor in order to achieve aperiodicity of this iterative Markov process, |D| is the number of sentences in the given document, and M ji denotes the transition probability from sentence S j to sentence S i .
On the other hand, LexRank bears a close resemblance to MRW by selecting salient sentences based on the notion of eigen-centrality of a sentence graph [12] . The major difference between LexRank and MRW is that the former uses the degree of a node (sentence) to build the stochastic matrix while the latter creates the affinity matrix by the cosine similarity measure. Both MRW and LexRank in essence are inspired from the well-known PageRank algorithm [22] that is widely adopted by most of today's commercial search engines on the Internet.
Word Mover's Distance
The Principle
Instead of determining the similarity degree between a pair of sentences (or documents) simply with the composite representations of words, the principle of word mover's distance (WMD) [25] assumes that the dissimilarity score between two words is a natural building block to measure the distance between two sentences.
Building on the assumption, WMD first defines the individual distance (or travel cost) between a pair of words w i and w j corresponding to their learned word embeddings e(w i ) and e(w j ):
Accordingly, WMD formulates the dissimilarity degree between a pair of sentences, S and S', by calculating the minimum amount of summing up individual distances (travel costs) that words occurring in S need to travel to reach the words occurring in S': where ‫ܨ‬ ∈ ℝ × is a flow matrix which indicates how much probability mass should flow (or travel) from word w i in sentence S to word w j in another sentence S', and vice versa. Theoretically, we can allow each word to be transformed into any word in total or in parts. Furthermore, the first constraint denotes that the entire outgoing flow from word w i equals to its own probability mass in sentence S; meanwhile, the second constraint signals that the entire incoming flow from word w j can only equal to its own probability mass in S'. The optimization problem is a special case of the earth mover's distance metric (EMD) [25, 26] , a well-known transportation problem, and there exist some specialized solvers that can be readily applied to this problem [27] .
The Proposed Summarization Framework
Thanks to the word embedding techniques and the WMD metric, a semantic-aware dissimilarity measure can thus be obtained in a systematic and theoretically sound manner. Here we make use of the WMD measure in the summarization process by integrating it into the Markov random walk algorithm. For the idea to go, we begin by converting the WMD measure between any pair of sentences in a given document to be summarized to a similarity score:
where α is a tunable parameter used to control the slope of the sigmoid function; d WMD (S, S') denotes the WMD measure between sentence S and sentence S'; and avg(D) is the document-specific parameter which is computed by taking average of all the WMD measures for all pairs of sentences involved in the document D. A pair of sentences that has a smaller WMD distance will have a higher similarity, and vice versa. By converting the dissimilarity score to a similarity score through the sigmoid function, we can build the affinity matrix M, which is used to replace the original affinity matrix (cf. M in Eq. (3)) constructed with the conventional cosine similarity measure, and the enhanced summarization method can naturally select salient sentences to form a concise summary for a given document.
Experiments
Experiment Setup
We use the MATBN broadcast news corpus collected by the Academia Sinica and the Public Television Service Foundation of Taiwan between November 2001 and April 2003 [29] . It has been segmented into separate stories and transcribed manually. Each story contains the speech of one news anchor, as well as several field reporters and interviewees. A subset of 205 broadcast news documents between November 2001 and August 2002 was reserved for the summarization experiments. We chose 20 documents as the test set, while the remaining 185 documents as the development set. The reference summaries were generated by ranking the sentences in the manual transcript of a spoken document by importance without assigning a score to each one. Each document has three reference summaries annotated by three human subjects. For the assessment of summarization performance, we adopted the widely-used ROUGE metrics [30] . All experimental results reported hereafter are obtained by calculating the F-scores [30] of these ROUGE metrics. The summarization ratio was set to 10%. A subset of 25-hour speech data from MATBN compiled from November 2001 to December 2002 was used to bootstrap acoustic model training with a minimum phone error rate (MPE) criterion and a training data selection scheme [31] . The vocabulary size is about 72 thousand words. The average word error rate of automatic transcription is about 40%.
Finally, a larger corpus containing 100,000 text news documents collected by the Central News Agency (CNA) between 2000 and 2001 (the Chinese Gigaword Corpus released by LDC) during the same period as the broadcast news documents to be summarized, were used for training the CBOW and SG word embedding models.
Experimental Results
At the outset, we compare the performance of a naïve VSM baseline against two popular word embedding methods (i.e. CBOW and SG), as well as their pairing with WMD. The results are shown in Table 1 , where TD denotes the results obtained based on the manual transcripts of spoken documents and SD denotes the results using the automatic speech recognition transcripts that may contain recognition errors. In Table 1 , we observe that the two embedding methods, though with different model structures and learning strategies, achieve results comparable with each other in both the TD and SD cases. WMD_SG (denotes the WMD distance in the SG semantic vector space) outperforms WMD_CBOW in the TD case and offers moderate performance in SD case, though the difference is less pronounced. The results also indicate that WMD-based methods outperform the word embedding methods as expected in the TD case, whereas they perform worse than the word embedding methods in the SD case. The reason may be that the recognition errors affect the WMD methods more severely than the word embedding methods. Since WMD is calculated by considering each and every word in a spoken sentence, while the word embedding methods use an average word embedding. We postulate that the effect of averaging could dampen the negative impact of imperfect speech recognition.
In the next set of experiments, we evaluate the effectiveness of the graph-based ranking method (MRW) with various affinity matrices constructed by VSM (using term frequency weighted by inverse document frequency), CBOW and SG with the cosine measure, and WMD with CBOW and SG embeddings. The corresponding results are shown in Table 2.  Comparing Tables 1 and 2 , we can conclude that the MRW process indeed boosts the summarization performance for all methods in both the TD and SD cases. A closer look at Table  2 reveals that WMD_SG is the best-performing method in the TD case, while this claim is reversed again for the SD case owing presumably to the recognition errors. Nevertheless, the performance of WMD_SG and WMD_CBOW in the TD case validates the utility of the similarity measure induced by the proposed WMD method, which operates on the wellconstructed semantic space. A possible improvement for the WMD-based methods to cope with imperfect speech recognition is to leverage subword units for building subwordbased semantic space (such as syllable embeddings). It is worthy of future investigation.
In the last set of experiments, we assess the performance levels of several well-practiced or/and state-of-the-art methods for extractive summarization, including position-based method (LEAD) [32] , variants of the vector-space model (i.e., latent semantic analysis (LSA), maximum marginal relevance (MMR)), the language model-based summarization method (i.e., unigram language model (ULM)), the graph-based methods (i.e., Markov random walk (MRW) and LexRank), and combinatorial optimization methods (i.e., Submodularity (SM) and integer linear programming (ILP)). The results are depicted in Table 3 , along with the best results obtained by the proposed WMD+MRW method coupling with SG embeddings. Several noteworthy observations can be drawn. First, LSA, which represents the sentences of a spoken document and the document itself in the latent semantic space instead of the index term (word) space, performs slightly better than VSM in both the TD and SD cases (cf. Table 1 ). The two graph-based methods (i.e., MRW and LexRank) are quite comparable with each other, and perform better than the vector-space methods (i.e., VSM, LSA, CBOW, and SG) in the TD case. However, in the SD case, the situation is reversed. It reveals that imperfect speech recognition seems to have a stronger negative influence on the graph-based ranking methods than the vector-space methods. This may be attributed to the speech recognition errors that lead to inaccurate calculation of the relevance measure between each pair of sentences. The PageRank-like procedure of the graph-based methods, in turn, will be executed based on these problematic measures, potentially leading to degraded results. Notably, ULM shows comparable results to the other state-of-the-art methods for both the TD and SD cases, demonstrating the strength of the language modeling approach. For the combinatorial methods (i.e., SM and ILP), they stand out in performance for the TD case, but only deliver results on par with the other methods in the SD case. Although both SM and ILP aptly integrate the ability of reducing redundancy (or increasing diversity) for summarization, they involve higher time complexity [14] . Last, the proposed WMD+MRW method that integrates WMD within MRW can achieve comparable results with the state-ofthe-art methods for the TD case and outperform them for the SD case. These results again demonstrate the good potential of the proposed method.
Conclusions and Future Work
In this paper, a novel word mover's distance-based methods standing on the solid ground of a semantic vector space representation technique have been proposed and evaluated for extractive spoken document summarization. Moreover, incorporating them into the start-of-the-art graph-based ranking process leads to better performance in the selection of indicative sentences. Experimental results confirm the effectiveness of the methods instantiated from our summarization framework, in comparison to several celebrated methods. For future work, we will explore other effective ways to enrich the representations of words and integrate additional cues, such as speaker identities or prosodic (emotional) information, into the proposed framework. We are also interested in investigating a more robust representation for spoken documents in order to offset the negative impact of imperfect speech recognition.
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