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Abstract 
Mannila, H. and K.-J. Raiha, On the complexity of inferring functional dependencies, Discrete Applied 
Mathematics 40 (1992) 237-243. 
The dependency in$rence problem is to find a cover for the set of functional dependencies that hold in 
a given relation. The problem has applications in relational database design and in query optimization. 
We show that this problem is solvable by a brute-force algorithm in O(n’2’p log p) time for a relation 
withp rows and n attributes. We show that for fixed n, time R(p logp) is a lower bound. We also show 
that the exponentiality of the time bound with respect to n is unavoidable. We prove this by showing 
that there are small relations where an exponential number of nontrivial dependencies hold. We also 
prove two exponential lower bounds that hold even for the case where no explicit representation of the 
dependency set is needed. 
1. Introduction 
We consider the following dependency inference problem: 
Given a relation r, find a set of functional dependencies that logically 
determines exactly the functional dependencies holding in r. 
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For example, consider the following relation. 
Employee Department Manager Salary 
Smith 
Wilson 
Barnes 
Toys 
Administration 
Toys 
Jones 
Brown 
Jones 
200 
300 
300 
In this relation, the following functional dependencies (and their consequences) 
hold: 
Employee --t Department Manager Salary, 
Department + Manager, 
Manager + Department, 
Department Salary + Employee. 
Applications of inference of functional dependencies include database design, 
analysis of existing databases, and query optimization. These topics and related 
work are discussed in [5-71, where also algorithms for the dependency inference 
problem are given. Empirical comparisons of dependency inference algorithms are 
carried out in [2]. Questions concerning the relationship of the sizes of a relation 
and the covers of set of functional dependencies holding in it have also been 
considered in [ 1,4, lo]. 
These methods all have exponential worst-case running times. In this paper we 
explain this phenomenon by analyzing a simple algorithm for dependency inference 
and by showing that its running time is in fact optimal with respect to the number 
of rows and the number of attributes. 
The rest of the paper is organized as follows. A simple algorithm for the 
dependency inference problem is presented in Section 2. The algorithm is shown to 
run in time O(n22”p logp) for a relation with p rows and n attributes. 
Section 3 shows that in some cases we cannot do any better. We show that for 
fixed n, time O(p logp) is a lower bound. We also show that the exponentiality of 
the time bound with respect to n is unavoidable. There are small relations with large 
nontrivial dependency sets, and also the problem of identifying the correct 
dependency set can be hard, even if the set does not have to be output. We prove 
this by an information-theoretic argument and also by looking at some more 
complex basic operations. Open questions are listed in Section 4. 
2. A naive algorithm for dependency inference 
We start this section by introducing some notation. Let r be a relation over a rela- 
tion scheme R. If F is a set of functional dependencies, then r!=F means that all 
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dependencies of F hold in r. If X -+ Y is a single dependency, ~-LX-+ Y means 
rt={X-+ Y}. The set of all dependencies holding in r is denoted by dep(r), i.e., 
X+ YEdep(r) if and only if r~X--t Y. 
The dependency X-+ Y is a consequence of F, denoted FE X -+ Y, if r k F implies 
rt=X-+ Y for all relations r. 
If F and G are equivalent dependency sets, i.e., all the dependencies of G are con- 
sequences of F and vice versa, we say that F is a cover of G (and G is a cover of 
F). In general, dep(r) has several equivalent covers of varying size, and we are in- 
terested in finding a small cover. 
In this section we study a straightforward way of inferring a cover of dep(r) for 
a given relation r. Consider the following algorithm. 
Algorithm 1. Naive computation of the dependencies holding in a relation. 
Input: A relation r over R. 
Output: A cover of dep(r). 
Method: 
1. F:=0; 
2. for all subsets XL R do 
3. for all attributes A E R \X do 
4. if ri= X+A then F:= FU {X-t A}; 
Clearly, F contains only dependencies that hold in r. Moreover, since the 
algorithm examines all possible nontrivial dependencies of the form X -‘A, F will 
in the end contain all such dependencies that hold in r. Since all dependencies X-+ Y 
can be derived from dependencies with a single attribute on the right-hand side (so- 
called canonical dependencies), F is a desired cover of dep(r). 
To analyze the time complexity of the naive algorithm, let us use n to denote 1 R) 
(the number of attributes in R) and p to denote Irl (the number of tuples in r). The 
dependency X+ A can be chosen in n2”-’ ways. Testing whether rEX+A takes 
time O(p2 /Xl), if each pair of tuples is checked individually. Another possibility 
is to sort the tuples of r on X before making each test. Sorting takes time 
0( IX/ p logp), and checking that the sorted relation satisfies X-t A takes time 
O(jXlp). Since 1x1 in, the total complexity of this alternative is therefore 
O(n2”-‘nplogp)=O(n22”plogp). 
This exponential time requirement is clearly much too big to make the naive 
algorithm useful. 
3. Lower bounds 
In this section we consider the computational complexity of dependency in- 
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ference. The problem instances have two parameters: the number of attributes n and 
the number of rows p. We analyze the complexity of dependency inference with 
respect to both these parameters. 
The naive algorithm showed that for fixed n the problem can be solved in time 
O(p logp), although the constant hidden by the O-notation is large. It is easy to 
show that this is also a lower bound in a comparison-based model of computation. 
Theorem 1. The dependency inference problem requires in the worst case 
Q(p logp) steps for two-attribute relations with p rows. 
Proof. The element uniqueness problem is as follows. Given a sequence al, . . . , aP, 
determine whether ai#aj for all i#j. This problem requires Q(p logp) steps in a 
comparison-based model [9]. 
The uniqueness problem can be solved using dependency inference by construc- 
ting a relation r over scheme R(A, B) with tuples (ai, i) for i = 1, . . . ,p. Then the se- 
quence contains unique elements if and only if A -+ B~dep(r). 0 
Thus the complexity of dependency inference as a function of the number of rows 
is clear. What about the complexity as a function of the number of attributes? We 
show next that for some relations over n attributes all the covers of their dependency 
sets are of exponential size. Similar results have been shown in [4, lo]. The result 
was stated without proof in the conference paper [6]. 
Theorem 2. For each n there exists a relation r over R such that IRI = n, Ir-1 = O(n), 
and each cover of dep(r) has Q(2”“) dependencies. 
Proof. Assume without loss of generality that n = 1 RI = 2m + 1. The following rela- 
tion r with 3m + 2 = O(n) tuples is used to derive the size bound. 
Al A2 A3 A4 A5 A6 . . . AZ??-1 -42m -42m+1 
0 
1 
0 
0 0 
1 0 
0 1 
0 0 0 . . . 
0 0 0 . . . 
1 0 0 . . . 
0 
0 
0 
0 
0 
0 
0 
1 
2 
0 0 
2 2 
2 2 
3 2 
2 3 
0 0 0 . . . 
2 2 2 . . . 
2 2 2 . . . 
2 2 2 . . . 
2 2 2 . . . 
m 
0 
0 
0 
0 
2 2 2 2 2 2 . . . 2 0 
Consider first a dependency X + A2m+1, where Xc {A,,A,, . . . . A,,). If for 
some i with 1 s is m the set X contains neither A2i_ 1 nor AZ;, the relation does not 
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satisfy X-t AZm+ 1 : tuples 1 and i+ 1 agree on X but disagree on AZm+ 1. On 
the other hand, if X contains at least one attribute from each pair (AI,A2), 
(As,A& . . . . (A*,,_ ,,A*,,,), no two tuples agree on X, and the dependency 
X-'A2m+l holds vacuously. 
The last 2m + 1 tuples of the relation are included to ensure that if X+Ai holds 
for some Ai, where 1~ i12m, then X must contain Ai. Therefore the minimal 
cover of dep(r) (the cover having the smallest number of dependencies) is 
F= {X-t Azm + 1 1 for each i, where 1 I is 2m, X contains exactly one 
of the attributes A2i_1 and A2i). 
The size of F is 2m = 0(2n’2). 0 
In practice, relations that have inherently large dep sets should be rare. The fact 
that dep(r) has only large covers implies that either r has many different keys, or 
the relation scheme is highly unnormalized (since lots of nonkey dependencies hold). 
Both situations are unlikely. 
Theorem 2 shows that the results of dependency inference can be large. This does 
not necessarily mean that identifying the dependency sets is hard. The following two 
theorems show, however, that this is the case, too. 
We first show that there are a lot of nonequivalent dependency sets, a result from 
[3]. By a standard information-theoretic argument, this implies that dependency in- 
ference is hard, at least for some relations. 
Theorem 3 [3]. Denote by K(n) the number of nonequivalent sets of functional 
dependencies over a fixed n-attribute set. Then 
K(n) z2’(“-‘), 
where 
SW= Lnn/2J . ( > 
Proof. Let IRI = n, and let A4 be the collection of all subsets of size L(n - 1)/2J of 
the n - 1 first elements of R. Then the size of M is S(n - 1). 
Let A be the nth attribute of R. Given any subset N c M, let FN= (X-+ A ) XE N} . 
For N#N’, the dependency sets FN and FN, are nonequivalent. There are 2’(“-‘) 
such sets FN. 0 
In [3] also some upper bounds for K(n) are given. Asymptotically S(n) is about 
(see HI). 
Theorem 4. Any algorithm for dependency inference uses in the worst case at least 
time S(n - 1) for an attribute set of n attributes. 
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Proof. An algorithm for dependency inference chooses among K(n) different sets. 
Any step in the algorithm can differentiate only between two (or some fixed 
number) of possibilities. Hence the result follows from the previous theorem. 0 
The problem with the above result is that it is nonconstructive: we know that 
dependency inference is hard, but we have no idea of which sets are hard to find 
and which are not. The following result is quite satisfactory in this respect. 
We consider a model of computation which is suitable for the application of find- 
ing the dependencies from a large existing database. We assume that we can only 
sort the relation with respect to the attributes in some sequence X=A,, . . . ,A,, and 
compare adjacent rows in the output of the sort; we do not have enough memory 
to study the whole relation. 
Inspection of the sorted output gives us the closure of each set {A,, . . . ,A;}, 
where i= 1, . . . . n. Note that one sort of a relation gives an answer to at most IR] 
closure queries. 
This leads us to consider closure queries. They are defined as follows. Given at- 
tribute set X, compute its closure with respect to dep(r). 
The following theorem gives a lower bound for the number of closure queries 
needed for dependency inference. We need an additional concept. 
Let F be a set of functional dependencies and A E R an attribute. Define 
max(R,A) = ( Y c R 1 Y is a maximal set (with respect to c ) 
such that YPA}. 
Denote by max(F) the set of all elements of the sets max(R,A) for A E R. The size 
of this family is a fairly good indicator of the complexity of the dependency set. The 
family can be exponential, but normally its size is close to the number of attributes. 
Several NP-complete problems for relation schemes are polynomial, when the size 
of the instance is measured by the size of the MAX-family [8]. 
Theorem 5. Assume closure queries are the only way of obtaining information 
about the relation r. Then solving the dependency inference problem requires 
I max(depW) I 
closure queries for any relation r. 
Corollary 6. Assume sorting the relation with respect o some attribute sequence is 
the only way of obtaining information about r. Then we need at least 
Imax(dep(r))I/IRI 
sorts for dependency inference. 
Proof. Suppose an algorithm correctly finds a cover F for dep(r) using queries 
cl(X,), .a*, cl(X& where k< Imax(dep(r))I. Then there exists W~rnax(F,A) such 
that W#cl(X,) for all i. 
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Consider the dependency set 
G=dep(r)U{W-+A). 
We claim that the results of the queries cl(Xi) are the same for G as for F. This, 
however, means that the algorithm cannot give a correct result, since F and G are 
nonequivalent. 
Consider the query Cl(Xi). If Xi -+ W follows from F, then by the assumption 
W#Cl(Xi), we have WCcl(X;). Since W~rnax(F,A) this means A ECI(X~). 
Therefore the new dependency does not increase the result of the closure query 
Cl(Xi)* 
If Xi~ W does not follow from F, then W$Lcl(Xi), and again the closure of Xi 
is the same with respect to F as with respect to G. 0 
4. Concluding remarks 
We have considered the complexity of the problem of inferring the functional 
dependencies holding in a given relation. We analyzed a simple algorithm and 
showed that its running time is in fact close to optimal. 
The simple algorithm cannot be used in practical situations. The algorithms given 
in [2,5-71 are fairly usable. However, an interesting problem remains open: finding 
a dependency inference algorithm that would work in polynomial time with respect 
to the number of MAX-sets of dep(r) and the size of the smallest cover of dep(r). 
Two related problems are (i) finding the dependencies holding in a large relation 
by using a small sample, and (ii) approximate dependency inference. These prob- 
lems are considered in a forthcoming paper. 
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