We report high-resolution subsurface imaging of a silicon f lip chip by detection of the photocurrent generated by the two-photon absorption of 1530-nm light from a femtosecond Er:fiber laser. The technique combines the focal sensitivity of two-photon excitation with the enhanced optical resolution of high-numerical-aperture solid-immersion imaging. Features on a sub-1-mm scale are clearly resolvable with high contrast, showing a resolution of 325 nm.
Conventional imaging of f lip-chip integrated circuits uses 1064-nm laser confocal microscopy to image through the silicon substrate, but the contradictory requirements of high bulk transmission and suff icient absorption at circuit features involve a delicate compromise among signal level, image contrast, and penetration depth. At 1064 nm the proximity to the band edge wavelength means that absorption in the silicon substrate is high (ϳ80 cm 21 ), so the integrated circuit's die must be specially thinned; however, even then the absorption is significant at ϳ50%. Silicon's high absorption is an even greater issue when solidimmersion techniques are used to improve the subsurface imaging resolution. Such techniques both eliminate the spherical aberration at the air-silicon interface and permit high-numerical-aperture (NA) imaging by attaching a silicon hemisphere (or superhemisphere) to the back side of the die. Silicon solid-immersion optics are typically a few millimeters thick and therefore have poor transmission at 1064 nm (0.03% for 1 mm), with the result that cooled detectors are needed to detect the scattered light. 1 Logically the optimum approach is to use an illumination wavelength that is sufficiently above the band edge to prevent strong absorption (l . 1.1 mm) and therefore allow solid-immersion optics to be used efficiently. At these wavelengths there is no significant linear absorption at circuit features, and imaging is weak unless a femtosecond laser is used to excite two-photon absorption at the focus of the beam, 2 -4 so it is natural to combine mode-locked infrared illumination and solid-immersion techniques to obtain efficient, highresolution imaging. To our knowledge this approach was never before taken, and in this Letter we describe resolutions almost five times smaller than the free-space laser wavelength.
The design of the solid-immersion lens (SIL) that was used was based on the standard prescription for obtaining the maximum NA, which states that to image a structure buried at a depth X below the surface requires a SIL whose vertical thickness D is given by D R͑1 1 1͞n͒ 2 X, where R is the lens's radius of curvature 5 -7 [see Fig. 1(a) ]. When this condition is satisfied, no spherical aberration is introduced for an object centered beneath the SIL, and even for off-center objects the spherical aberration is small for all but the highest-NA rays. The device imaged in this research was a 0.35-mm feature-size f lip chip 8 with a polished silicon substrate whose thickness was measured with an infrared camera to be 100 mm. Based on this measurement and assuming a refractive index of 3.48, the SIL used in our experiments was fabricated with a radius of 2 mm and a depth of 2.47 mm, as shown in Fig. 1(a) . The SIL was used with an objective whose NA was 0.55, so the light leaving the objective overfilled the SIL [ Fig. 1(b) ], ensuring the maximum possible NA at the sample. No mechanical or adhesive method was used to hold the SIL onto the device's substrate, and the contact force was simply the weight of the SIL itself. Our images concentrated on an area of the chip containing an electrostatic protection device at the input to an inverter chain, and we used lock-in detection [ Fig. 1(b) ] to record the two-photon-induced photocurrent f lowing between ground and the input of this device. The laser source was a 30-MHz passively mode-locked Er:f iber oscillator producing 400-fs pulses with a spectral bandwidth of 20 nm at 1530 nm. The laser had an average power at the sample of ϳ1 mW and generated currents of ϳ1 nA. The images were acquired by use of computer control (Agilent VEE) to drive high-precision stepping actuators (Newport NewStep; resolution, 100 nm) on two orthogonal stages on which the chip and the SIL were mounted. The detected two-photon signal was acquired directly from the lock-in amplifier through a general-purpose interface bus (GPIB).
Images collected by two-photon SIL imaging are shown in Fig. 2(a) . We obtained the main image by scanning the sample stages across a 1.5 mm 3 1.5 mm field with a mechanical pitch of 3 mm. The lateral movement of the focus was reduced by a factor of 1͞n 2 relative to the movement of the sample, a factor that in silicon, at a wavelength of 1530 nm, corresponds to 0.083, assuming a refractive index of 3.48. We verified this lever effect by comparing the image with one from a calibrated laser scanning microscope, and agreement was achieved to within 1%. In the main image the optical sampling pitch was therefore 250 nm, and the f ield of view shown is approximately 120 mm 3 120 mm. For comparison, a conventionally obtained two-photon photocurrent image of the same area is shown in Fig. 2(b) . The difference in the contrast and rendering of Figs. 2(a) and 2(b) is unrelated to the imaging process and is the result of the use of an ac-coupled inverting amplif ier to acquire the image in Fig. 2(b) , which was not used in recording Fig. 2(a) . Although Fig. 2(b) was acquired with a shorter-wavelength femtosecond source (l ϳ 1250 nm), the resolution is substantially poorer; for example, the gaps between the eight horizontal metal contacts can be clearly resolved at the right in Fig. 2(a) but show only weak contrast in Fig. 2(b) . The gap between two adjacent contacts was imaged at a maximum resolution that corresponded to a physical stepping pitch of 100 nm and an optical sampling pitch of 8.2 nm, and this image is shown as an inset in Fig. 2(a) . It should be noted that, although the f lip chip imaged in this study was fabricated by use of a 0.35 mm feature size process, the device contains features that are def ined to a resolution considerably f iner than 350 nm; for example, the fabrication process results in metal contacts with much more sharply def ined edges.
We evaluated the resolution of the two-photon SIL imaging technique by performing a line scan across an edge of one of the metal contacts shown in the inset of Fig. 2(a) . The data appear in Fig. 3 and were sampled at intervals of 8.2 nm and f itted to a Gaussian point-spread distribution (PSD). A plot of the root-mean-square (RMS) fitting error appears as an inset in Fig. 3 , and the lowest error PSD had a FWHM of 325 nm. This value is quite conservative, and manual fitting gave a sub-300-nm resolution without any obvious visual change in accuracy. Images of several areas on our sample consistently showed features with structures as small as 130 nm, but, as these could not be related to a simple edgelike feature, we chose not to infer any resolution value from these data.
The maximum NA of our imaging system is limited only by the maximum possible ray angle, and a simple ray-tracing analysis implies a usable NA of ϳ3.4. In Fig. 3 . Line-scan resolution measurement made across the edge of a metal contact. The symbols are experimental points sampled at 8.2-nm intervals, and the solid curve shows a f it of an error function to these data. The dashed curve shows the derivative of the f itted curve, which is a Gaussian point-spread function with a full width at half-maximum of 325 nm. The root-mean-square f itting error is shown in the inset.
SIL imaging the diffraction-limited lateral resolution is given by Dx ഠ 0.5l͞NA and should apply in our case, as the width of the incident Gaussian beam exceeds the SIL diameter. The calculated diffraction-limited resolution is 225 nm, but the experimentally measured value is ϳ40% higher, in broad agreement with other results in the field, 1 and the likely causes of this poorer performance are imperfections in the SIL and imperfect contact between the SIL and the sample. Departures from the ideal SIL shape will cause aberrations in the image, 6 but a small air gap between the SIL and the device surface could also reduce the NA of the system by introducing considerable Fresnel or total internal ref lection loss for large angle beams. One possible reason for such a reduction could be that the SIL may lie in contact with a slightly convex substrate such that even an air gap of ϳl will cause large-NA rays to experience loss and so not contribute to the image. A small contribution to the PSD width could be due to the f inite edge sharpness of the imaged feature, but we expect this effect to be insignificant when we are imaging metal lines.
Our resolution value can be compared with those of other studies by use of confocal transillumination imaging 1 with a 1050-nm laser. The experimental resolution reported in Ref. 1 was 230 nm or 0.22l, whereas we obtained a similar value of 0.21l at 1530 nm. This comparison is useful because, whereas the physical mechanisms that are responsible for the image signal are quite different, the performance is almost identical, suggesting that two-photon photocurrent imaging is equivalent in resolution to confocal imaging. Another important comment is that there is in principle no reason why diffraction-limited performance should not be possible in subsurface SIL imaging, although it has not yet been achieved to the best of our knowledge.
Furthermore, two-photon photocurrent imaging could be implemented at wavelengths much closer to the silicon bandgap wavelength than 1530 nm and so benefit from improved resolution if shorter wavelengths were used. The combination of SIL and two-photon techniques also presents opportunities for high-resolution axial imaging of devices. The axial resolution of an imaging system of NA is given by Dz ഠ l͞NA 2 ; therefore the potential depth resolution of two-photon SIL imaging at 1530 nm is 125 nm. This resolution would permit true optical sectioning of vertical cavity surface-emitting lasers, semiconductor distributed Bragg ref lector structures, and wells created by diffusion in complementary metal -oxide semiconductor circuits. Previously a peak detection algorithm was used 4 to resolve the junction locations to ϳ100 nm with an axial PSD width of 4 mm. Applying the same approach and using SIL two-photon imaging should make it possible to determine the positions of buried interfaces within a few nanometers and so obtain a subsurface prof ilometry technique with performance similar to that of an atomic-force microscope.
