We present an MEG source reconstruction method that simultaneously reconstructs source amplitudes and identifies source interactions across the whole brain. In the proposed method, a full multivariate autoregressive (MAR) model formulates directed interactions (i.e., effective connectivity) between sources. The MAR coefficients (the entries of the MAR matrix) are constrained by the prior knowledge of whole-brain anatomical networks inferred from diffusion MRI. Moreover, to increase the accuracy and robustness of our method, we apply an fMRI prior on the spatial activity patterns and a sparse prior on the MAR coefficients. The observation process of MEG data, the source dynamics, and a series of the priors are combined into a Bayesian framework using a state-space representation. The parameters, such as the source amplitudes and the MAR coefficients, are jointly estimated from a variational Bayesian learning algorithm. By formulating the source dynamics in the context of MEG source reconstruction, and unifying the estimations of source amplitudes and interactions, we can identify the effective connectivity without requiring the selection of regions of interest. Our method is quantitatively and qualitatively evaluated on simulated and experimental data, respectively. Compared with non-dynamic methods, in which the interactions are estimated after source reconstruction with no dynamic constraints, the proposed dynamic method improves most of the performance measures in simulations, and provides better physiological interpretation and inter-subject consistency in real data applications.
Introduction
There are two fundamental functional principles of the brain: functional specialization and functional integration (Tononi et al., 1994; Friston, 1994) . Identifying functionally specialized brain regions (e.g., for sensory processing, motor control, and cognitive processing) has been a long-term focus of neuroimaging studies. However, for a true understanding of the mechanisms underlying brain function, elucidating the scheme of dynamic integration between these functionally specialized brain regions is indispensable. This topic has received growing interest in recent years (Hutchison et al., 2013) .
Magnetoencephalography (MEG) and electroencephalography (EEG) provide ways to investigate such dynamic integration of brain functions (Schoffelen and Gross, 2009; Palva and Palva, 2012) , because of their high temporal resolution and large reflection of neuronal electrical activity (Hämäläinen et al., 1993; Nunez and Srinivasan, 2006) . The richness of the temporal information in MEG/EEG allows capturing temporal propagation, or event-related dynamics, of neuronal activity occurring over millisecond time scales, which cannot be easily achieved by functional magnetic resonance imaging (fMRI). In contrast to the excellent temporal resolution, the spatial resolutions of MEG and EEG are limited; the spatial distribution of neuronal current sources cannot be uniquely determined from the measurements, unless a priori knowledge or assumptions are imposed as constraints on current sources (Baillet et al., 2001) .
Numerous source reconstruction methods have been developed over the past three decades. These methods can be categorized into three approaches; the equivalent current dipole approach, the linear distributed source approach, and the spatial filtering approach. In the equivalent current dipole approach, a small number of focal sources are pre-determined and their locations and amplitudes are estimated by non-linear optimization algorithms (Scherg and Von Cramon, 1985; Mosher et al., 1992) . The linear distributed source approach allocates a large number of sources to grid points over the whole brain volume or surface. The amplitude of all sources is simultaneously estimated by solving a system of linear equations. Since the linear equations are underdetermined, additional constraints or prior information are necessary to obtain a unique solution. Prior assumptions used in linear distributed solvers include a spatial prior NeuroImage 105 (2015) [408] [409] [410] [411] [412] [413] [414] [415] [416] [417] [418] [419] [420] [421] [422] [423] [424] [425] [426] [427] forming minimum l2 norm regularization (MNE; Hämäläinen and Ilmoniemi, 1994) , spatial smoothness priors (LORETA and its variant; Pascual-Marqui et al., 1994; Pascual-Marqui, 2002) , spatial sparseness priors (Matsuura and Okabe, 1995; Uutela et al., 1999; Sato et al., 2004; Friston et al., 2008; Wipf et al., 2010) , temporal smoothness priors (Baillet and Garnero, 1997; Schmitt et al., 2001; Daunizeau et al., 2006) , temporal basis function priors Ou et al., 2009; Bolstad et al., 2009) , and fMRI-based spatial priors (Dale et al., 2000; Sato et al., 2004; Henson et al., 2010; Ou et al., 2010) . In the spatial filtering approach, an optimal spatial filter, which maps the sensor measurements to the current source amplitude at each single grid point in the brain, is computed. A popular method for this purpose is the linear constrained minimum variance (LCMV) beamformer (Van Veen et al., 1997) . LCMV is used to identify resting-state MEG functional connectivity for neuroscience research (Brookes et al., 2011; Hipp et al., 2012) . Wipf and Nagarajan (2009) have recently proposed a framework unifying the beamformer method and some distributed source methods.
In source reconstruction from the linear distributed source approach, introducing prior constraints on the spatiotemporal dynamics of source activities is of particular interest; this type of constraint complements other commonly used constraints (typically spatial) and introduces additional knowledge into the source reconstruction process, for example, on dynamic properties of neuronal populations, anatomical connections between brain areas, and transmission delays of neuronal activities. This knowledge potentially facilitates the extraction of information on directed interactions (i.e., effective connectivity) between sources, while reconstructing spatial source distributions from MEG/EEG data. The spatiotemporal dynamics reflects the generative nature of neuronal current sources, and is readily incorporated into a state-space representation. To formulate such dynamics, previous state-space methods have adopted linear autoregressive models with spatially local interactions Lamus et al., 2012) and self-interactions Daunizeau and Friston, 2007; Fukushima et al., 2012) . These methods extend an approach that imposes a simple prior assumption (such as a temporal smoothness prior in Schmitt et al., 2001) on the source dynamics (the effectiveness of imposing simple temporal smoothness is critically evaluated by Dannhauer et al., 2013) . Nevertheless, these methods still cannot elucidate the long-range interactions across brain areas. This problem was first solved by Olier et al. (2013) , who represented these interactions using the full multivariate autoregressive (MAR) model. However, in this model, the spatiotemporal dynamics was formulated in a low-dimensional latent space rather than in the source space.
To allow the long-range interactions to be directly estimated in the source space, we extend the previous state-space methods into a new MEG source reconstruction method. To achieve this goal, the full MAR model is implemented in the high-dimensional source space. The structure of the MAR model is informed by whole-brain anatomical networks inferred from diffusion MRI (dMRI). More specifically, the MAR coefficients (entries of the MAR matrix) associated with pairs of anatomically connected sources according to dMRI, are estimated from the data, while the others are fixed at zero. The time lags of the MAR model are determined from the mean fiber lengths between pairs of source locations. The anatomical long-range connectivity has been used as a constraint in forward modeling of neuronal dynamics (Honey et al., 2007; Ghosh et al., 2008; Deco et al., 2009) , and in estimating the effective connectivity from fMRI data (Stephan et al., 2009; Woolrich and Stephan, 2013) . The a priori knowledge of anatomical connectivity also reduces the prohibitively large number of model parameters (in our scenario, from order 10 6 to order 10 5 at minimum), thereby improving the feasibility of the estimation. Using this prior information, we can simultaneously estimate the current sources and the sourcespace effective connectivity. This joint estimation framework distinguishes our method from existing approaches (David et al., 2006; Owen et al., 2009; Hui et al., 2010; Brookes et al., 2011; Hipp et al., 2012; de Pasquale et al., 2012) in which the source time courses and the source connectivity are sequentially estimated. With a low-dimensional MAR model, it was demonstrated that the joint approach yielded better connectivity estimates than the sequential approach (Cheung et al., 2010) . To further improve the reliability of source reconstruction, we apply an fMRI prior on the spatial patterns of source activity. While the fMRI prior is used as a spatial constraint frequently in non-dynamic (or not temporally constrained) reconstruction methods (Dale et al., 2000; Sato et al., 2004; Henson et al., 2010; Ou et al., 2010) , it has yet to be applied in the above-mentioned dynamic (or state-space) methods. The fMRI prior in the proposed method is implemented similarly to the hierarchical variational Bayesian (hVB) method (Sato et al., 2004; Yoshioka et al., 2008) . In forming this prior, the variance of the current noise (an input term driving the spatiotemporal dynamics of the MAR model) is weighted by the fMRI t-values. If all MAR coefficients are fixed at zero, this prior becomes identical to the fMRI prior proposed in Sato et al. (2004) and Yoshioka et al. (2008) .
The present study unifies the MAR model, prior knowledge on the model parameters, and the measurement process of the current sources into a Bayesian framework. To improve stability of the estimated source dynamics, this framework also includes a sparse prior on the MAR coefficients. All hidden parameters in the unified probabilistic model (such as source amplitudes and the MAR coefficients) are jointly estimated by a variational Bayesian algorithm (Attias, 1999; Sato, 2001 ). The update rules are similar to those proposed in Fukushima et al. (2012) , enabling inference of a high-dimensional dynamic model within a reasonable computation time.
Our method estimates the effective connectivity in the source space without requiring the selection of regions of interest (ROIs). To this end, the source dynamics are formulated using the full MAR model, and the source amplitudes and interactions are estimated simultaneously over the whole brain. These extensions allow exploratory analysis of the integration of brain functions, which complements the confirmatory approach of dynamic causal modeling (DCM; Friston et al., 2003; David et al., 2006) . In contrast to our method, DCM initially assigns a small number of ROIs as network nodes, and then examines the validity of the network solutions by post hoc comparison of the model evidence.
The proposed method is quantitatively and qualitatively evaluated on simulation and experimental data, respectively. The results are compared with those of the hVB method, and of MNE and LCMV as benchmark methods. First, we examine the identification accuracy of the MAR model, using data generated from the adopted dynamic source model. We then investigate the estimation performance under more realistic conditions by mimicking stimulus-evoked responses by a network of neural mass models (Jansen and Rit, 1995; David and Friston, 2003; David et al., 2005) . Finally, we examine the physiological plausibility of the estimates by application to a publicly available experimental dataset on face perception (Henson et al., 2011) . Since the proposed method is a dynamic extension of the hVB method, we refer to it as the dynamic hVB method when comparing the methods. This paper is organized as follows. The Theory section explains the model formulation and the adopted estimation algorithm. Model construction from the data and schemes for evaluating the estimation performance are described in the Methods section. The next two sections present the settings and results of the evaluation studies. Next, we investigate whether the free energy can be used for model comparison. Finally, we summarize the significance of the present study and discuss the advantages and limitations of the proposed method.
Theory

Notation
The following notations are used throughout this paper. P(x) denotes the probability distribution of x and P(x|y) denotes the conditional probability distribution of x given y. N xjx; Σ ð Þrepresents the multivariate Gaussian distribution of x with mean x and covariance matrix Σ, and Γ xjx; γ ð Þ is the gamma distribution of x with mean x and shape parameter γ (the scale parameter corresponds to xγ −1 ). 〈x〉 P(x) denotes an expectation value of x with respect to P(x). The vector (x) C contains a subset of x whose indices are included in a set C in ascending order. Similarly, the matrix (X) C,C contains a subset of X whose row and column indices are included in C. As a special case of this notation, the subscript k, k represents the k, k-th matrix entry. A diagonal matrix with diagonal entries x is denoted by diag(x), and the trace of a matrix X is designated tr(X). For notational simplicity, 1, …, N and x 1 , …, x N are replaced by 1:N and x 1:N , respectively.
Observation model
The magnetic fields observed by MEG sensors and the source distribution over the cortex are linearly related as follows (Hämäläinen et al., 1993) :
where B t and J t denote the measurement data and current source activities, respectively, G is the lead field matrix, ε t is the observation noise, and t is an index of time samples (where t ≤ T). B t and J t are M-and N-dimensional vectors that vertically concatenate the single channel data B m,t with m ∈ {1:M} and the single source activity J n,t with n ∈ {1:N}, respectively. G is obtained by solving the forward problem (Mosher et al., 1999) , accounting for the structure of the human head (details are described in the Methods section). Here the source orientations are assumed as fixed and perpendicular to the cortical surface. The noise ε t is assumed to follow a Gaussian distribution N ε t j0; β −1 S , where β is a scaling parameter and S is the noise covariance matrix scaled by β (S is normalized to satisfy tr(S) = M and is typically determined from pre-stimulus rest period measurements). The likelihood function for the assumed Gaussian observation noise is written as
Dynamic source model
The spatiotemporal dynamics of the current sources is directly formulated in the source space by a full MAR model, in which the MAR coefficients represent the source interactions across the whole brain. The MAR coefficients to be estimated, and the time lags between pairs of sources, are based on anatomical brain connectivity inferred from dMRI.
We begin by modeling the dynamics of a single source J n,t , which linearly interacts with its anatomically connected sources as follows:
where C n is an index set of source locations that are anatomically connected to the n-th source (including self-connection), a n,k and δ n,k are the MAR coefficient and time lag, respectively, for interconnection between the n, k-th source pair, and ω n,t is the current noise of the n-th source. The time lag of the n, k-th source pair is determined from the length of the anatomical connection l n,k , the axonal conduction velocity v, and the local delay constant τ:
Ways of determining the anatomical connections and the delay parameters are explained in the Methods section. Since a single time lag based on the fiber length is assumed for each pair of anatomically connected sources, the MAR coefficient a n,k itself can be interpreted as a measure of the effective connectivity from the k-th to the n-th sources. The dynamic source model (Eq. (3)) of all current sources over the whole brain can be expressed as a single equation:
where Δ 1:L contains all time lags in Eq. (3) for all n (i.e., the time lags of all anatomically connected pairs of sources) in ascending order. Since a single time lag is assigned to each pair of anatomically connected sources, most entries of A l for l ∈ {1:L} are zero. The estimated parameters in A l are only the entries corresponding to anatomically connected source pairs with the specific time lag Δ l . Therefore, the locations of non-zero MAR coefficients among the A l (where l ∈ {1:L}) never overlap. Thus, for simplicity, we sum all the L A l matrices to define the MAR matrix A:
where the original values of the MAR coefficients are not superimposed.
The current noise for all current sources is denoted by ω t and is assumed to follow a Gaussian distribution N ω t j0;
Here the parameter q in the variance term is multiplied by β. We use this parameterization as an extension of the previous source reconstruction methods (Sato et al., 2004; Nummenmaa et al., 2007; Yoshioka et al., 2008; Fukushima et al., 2012) . The assumed model of source dynamics and current noise is equivalent to imposing the following prior distribution on the current sources:
The current noise ω t in Eq. (5) can be regarded as an input to the dynamic source model. Thus, regions with higher current noise yield higher source amplitude, although activity depends not only on the input term but also on the source activity predicted by the dynamic model. Therefore, the variance of the current noise can be used to specify the spatial prior from fMRI data. In our method, the fMRI prior is constructed by assigning higher-magnitude input terms (i.e., higher current noise variance) to regions of higher t-value. This is achieved by basing the prior distribution of q on the magnitude of fMRI t-values (as described in the next subsection).
Prior distributions on model parameters
The unknown parameters estimated from the data in the observation and dynamic source models (Eqs. (2) and (7), respectively) are β, A, and q. For these parameters, the following prior distributions are assumed. The prior distribution of the scaling parameter β is a noninformative Jeffreys prior:
For the MAR matrix A, the following Gaussian prior distribution is imposed on the MAR coefficients in an element-wise manner:
N a n;k j0; η
where a n is a column vector containing all non-zero entries of the n-th row of A in ascending order, and K n is the number of sources anatomically connected to the n-th source. In addition, we impose the Gamma prior distribution on the inverse variance η n,k in Eq. (9), and thereby apply the automatic relevance determination (ARD) sparse prior (Neal, 1996) to the MAR coefficients:
where η 0 is the mean and g 0 is the shape parameter of the Gamma prior distribution (common to all entries of η 1:N ). The ARD sparse prior, comprising Eqs. (9) and (10), effectively prunes the coefficients associated with very small source amplitudes, ensuring that solutions are robust toward noise and modeling errors. Finally, we set the prior distribution of the parameter q as
where ν n is the prior mean of the current noise variance (scaled by β), and γ 0 quantifies the reliability of this prior. To incorporate the fMRI prior into Eq. (11), ν n is weighted by the fMRI t-value w n , normalized from zero to one:
In Eq. (12), ν 0 denotes the variance of the source amplitude averaged over the whole brain during a pre-stimulus period, obtained by Bayesian minimum norm estimation (Yoshioka et al., 2008) , and m 0 (N 1) specifies the relative difference of variance intensity, ranked from the lowest (or statistically thresholded) to the highest t-value region. To properly represent the fMRI prior as good location information of MEG taskrelated changes, the experimental contrast of fMRI t-values should match that of MEG (i.e., both the baseline condition and the task condition of interest in fMRI and MEG should be identical). This setting is consistently used in the following analyses with the fMRI prior. Under this weighting scheme, regions of higher t-value receive larger taskrelated input activity; up to m 0 times larger than the changes associated with averaged resting activity.
Joint probability distribution
The likelihood function and all prior distributions (Eqs. (2), (7), (8), (9), (10), and (11)) constitute the joint probability distribution:
The following analyses assume that the analyzed data are trial-averaged evoked responses (apart from Simulation 1, where no fMRI prior is used) and that the time samples −Δ L ≤ t ≤ 0 (Δ L ≈ 70 ms) constitute part of the rest period. Therefore, the current sources J t (where t ≤ 0), are set to zero. By slightly modifying the dynamic source model, J t (t ≤ 0) could be set as model parameters estimated from the data.
Estimation algorithm
All of the unknown variables in Eq. (13) are simultaneously estimated by calculating their approximate posterior distributions, such as those of the current sources and the MAR matrix. In real situations, the number of data is limited and non-observable sources would exist even with the mixing effect of the MAR matrix. Therefore, full identification is not necessarily achieved in the dynamic source model. Nevertheless, this estimation scheme enables an exploratory analysis of the effective connectivity in the whole brain, based on observable current sources.
If the probabilistic model is complicated, as in Eq. (13), exact calculation of the posterior distribution is generally intractable. Thus, we adopt the variational Bayesian algorithm (Attias, 1999; Sato, 2001 ) to analytically compute the approximate poster distribution Q. To this end, we first assume that the set of variables of interest contained in X are independent
and then minimize the Kullback-Leibler (KL) divergence of the true posterior distributions relative to the approximate distributions. Note that the additional independence approximation among Q(J 1 ), …, Q(J T ), applied to the variational Kalman smoother (VKS; Beal, 2003; Barber and Chiappa, 2007) , reduces the computation time of deriving Q(J 1:T ) in high-dimensional (of order 1000) dynamic source models (Fukushima et al., 2012) . Unlike VKS, where the time-variant source covariance matrices are computed during Kalman recursions, the source covariance in the proposed method becomes time invariant, except around the end of the time window for analysis (see Eqs. (A.9) and (A.10)). Despite this approximation, the means of the source posteriors are dependent across time points within the short time window of forward model predictions (again, see Eqs. (A.9) and (A.10)). Minimizing the KL divergence is identical to maximizing the free energy F, defined as
Since this equation can be converted to the log model evidence log P(B 1:T ) minus the KL divergence, the free energy is a lower bound of the log model evidence. The factorization of Q(J 1:T ) in Eq. (14) is an additional approximation, but is exact in the non-dynamic equivalent case with A = 0 (the hVB method; Sato et al., 2004; Yoshioka et al., 2008) . Therefore, the free energy is a looser lower bound of the log model evidence in our method than in the hVB method. The free energy is monotonically increased by sequentially and iteratively updating the approximate distribution of x (where x is one of J 1 , …, J T , β, A, η 1:N , or q) using the following update rule:
X \ x denotes the set of X excluding x (for instance, X \ x = {J 1:t−1 , J t+1:
T , A, η 1:N , q} when x = J t ), and const is independent of x. After convergence, the approximate posterior distributions maximally approach the true distributions in terms of the KL divergence, under the independence assumption of Eq. (14). The pseudocode of the estimation algorithm is given below: for x (the specific forms of the update equations are presented in Appendix A). We iterated the algorithm 100 times in simulations and 500 times in real data applications. In the final iterations, the relative change in the free energy was below 10
, the level at which the free energy is essentially converged. The computation time for 100 iterations ranged from approximately 12 to 48 h (iterations were performed in MATLAB 7.5.0, running on a multi-core PC: 8 cores, 3.60 GHz CPU, and 96 GB RAM), mainly depending on the number of anatomical connections in the individual brain.
Initial values and hyperparameters
At the beginning of the iterative algorithm, where Q(A) is first updated, Q(J 1 ), …, Q(J T ) and the means of Q(η 1:N ), Q(q), and Q(β) must be specified beforehand. As the optimization problem solved in the variational Bayesian algorithm has local maxima, bad initialization degrades the estimation performance. Therefore, setting appropriate initial values is important for obtaining reasonable estimates. In this study, the initial values of Q(J 1 ), …, Q(J T ) and the means of Q(q) and Q(β) were the non-dynamic solutions of the hVB method (the initialization of the hVB method is explained in the methods section below). The probabilistic model of the hVB method in Yoshioka et al. (2008) is identical to the model adopted in the proposed method if all entries of A are fixed at zero. The means of all elements of Q(η 1:N ) are initialized to their prior means η 0 .
In addition, the hyperparameters η 0 , g 0 , m 0 , and γ 0 that control the prior distributions of η 1:N and q must be pre-specified. The default values used in the simulations are listed below:
• The hyperparameter η 0 , also used as the initial values for η 1:N , suppresses instabilities in the estimated dynamics. If η 0 is very small, the MAR coefficients can amplify, which consequently leads to divergence of the source amplitude. On the other hand, if η 0 is extremely large, all estimated MAR coefficients are close to zero. Thus, we set the default η 0 to a moderate value (such as 100).
• The hyperparameter m 0 in the fMRI spatial prior regulates the maximum strength of the current noise variance relative to the baseline. We set the default m 0 to 100, a value recommended by Yoshioka et al. (2008) in the hVB method.
• In the simulations section, the hyperparameters g 0 and γ 0 were set by one of two strategies. When the data were generated from the MAR model identical to the adopted dynamic source model, both g 0 and γ 0 were set to zero, yielding non-informative priors. When discrepancies were found between our model formulation and the data generation process, g 0 and γ 0 were set to 100 to realize informative priors. Such priors enhance the robustness of the estimates to modeling errors (Fukushima et al., 2012) .
The optimal hyperparameter values in the event of modeling errors were searched by replacing the values specified above (all 100) in the simulations section, and these values were applied in the real data section.
Methods
This section briefly introduces the analyzed dataset, and presents the data processing procedures from which the constituents of the model are derived, namely, the anatomical connections, the time lags, and the lead field matrix. We then explain how the estimation performance is evaluated in simulations. Finally, we describe the procedures for estimating the source amplitudes and interactions, which are used in the hVB method and both benchmark methods (MNE and LCMV).
Dataset
Simulation and real data analyses were conducted on a publicly available experimental dataset 1 (the data acquisition and task conditions are detailed in Henson et al., 2011) . The dataset contains the anatomical images (T1-and diffusion-weighted MRI) and functional data (MEG and fMRI data collected during face perception) required for our method. Within this dataset, the entire set of MRI, dMRI, MEG, and fMRI data was archived for 11 out of 16 subjects (Sub01-Sub06, Sub09, Sub12-15); these data were used in the real data analysis. The incomplete data of the remaining six subjects were not used; dMRI data are absent for Sub07, Sub08, Sub10, Sub11, and Sub16. Simulation data were generated from the brain data of a single subject (Sub12). In the following, the eleven original subject codes (in ascending order) are renamed Subject I-Subject XI.
Diffusion MRI analysis
Data processing
The anatomical connections and time lags for the dynamic source model were inferred from fiber tracking with structural and diffusion MRI data (T1 weighted and diffusion weighted images). All MRI data (including fMRI) were acquired on a 3T Trio (Siemens, Erlangen, Germany). The spatial resolutions of the T1-weighted and the diffusion weighted images were 1 mm and 2 mm isotropic, respectively. During dMRI acquisition, the number of gradient directions was 64 and the bvalue was 1000 s/mm 2 . To pre-process the dMRI data, subject motion during the image acquisition was corrected by FSL 2 ; the consequent bias on the gradient directions was compensated afterwards by rotating the b-vector. The fractional anisotropy image was then calculated from the corrected images and was used for registering the diffusion-space to the T1-space by the non-linear registration tool (FNIRT) in FSL. The seed and target ROIs used for fiber tracking were obtained by parcellating the cortical surfaces extracted by FreeSurfer. 3 In the cortical parcellation, 2000 vertices were first specified by applying the Matlab function reducepatch to the high resolution white/gray matter boundary surfaces provided by FreeSurfer. All of the highly-resolved surface vertices were then clustered into 2000 parcels in a nearest-neighbor manner. The vertices in subcortical regions were discarded, and the remaining parcels (numbering around 1840) constituted the final ROIs used for fiber tracking. These surface ROIs were converted to volume ROIs, and then transformed to the diffusion-space. Fibers were tracked using MRtrix. 4 The local model of fiber orientations was the fiber orientation distribution (FOD), reconstructed at each voxel by constrained spherical deconvolution (Tournier et al., 2007) with six-dimensional spherical harmonics for the response function. Based on the reconstructed FOD, fibers were probabilistically tracked with a step length of 0.2 mm within a mask of white matter volume. The fiber tracks were generated 10 5 times from each ROI and unidirectionally stepped until they entered another ROI or until the total fiber length reached 300 mm. The fibers were also terminated at voxels of FOD amplitude less than 0.1. The minimum fiber length and radius of curvature were set to 10 mm and 1 mm, respectively.
Anatomical connections
The anatomical connectivity was quantified from the fiber counts. The strength of the connectivity was computed as the number of fibers within each ROI pair f t divided by the total number of fibers generated from its seed ROI f s with voxel size normalization; that is, (f t / v t ) / (f s / v s ), where v t and v s are the number of voxels in the target and the seed ROI, respectively. Since anatomical connectivity conveys no directional information, the connectivity strengths were symmetrized by assigning the higher strength to both directions.
To determine the anatomically connected ROI pairs, the anatomical connectivity strengths were binarized. The binarized connections were used for specifying pairs of anatomically connected sources (and hence for determining the MAR coefficients to be estimated from the data), since we placed a single current source at each ROI when computing the lead field matrix (as explained later in this methods section). The binarization threshold was set as low as possible (in our case, 10 −4 ). While a lower threshold prolongs the computation time, it reduces the risk of missing true anatomical connections. Indeed, a lower threshold is important for estimating the source interactions in our method. The false negative anatomical connections set the MAR coefficients to zero, even when the corresponding pair of sources is effectively connected. On the other hand, MAR coefficients with false positive anatomical connections are not necessarily increased; the sparse prior on the MAR matrix can make these coefficients go to zero. After the thresholding, between 5 and 9% of all ROI pairs were labeled as anatomically connected (the precise percentage depended on the individual subject). The final number of non-zero entries in the MAR matrix A in Eq. (6) was (2.48 ± 0.37) × 10 5 (mean ± s.d. of the eleven subjects).
Time lags
The time lags in the MAR model were computed from the inter-ROI fiber length, the conduction velocity, and the local delay constant (see Eq. (4)):
• The fiber length was obtained by first summing the tracking steps of each fiber track. The lengths of fibers included in each pair of ROIs were then averaged. The mean fiber lengths were finally symmetrized by weighted averaging of both directional fiber lengths by their (presymmetrized) connectivity strengths.
• The conduction velocity was set to 6 m/s, as assumed for myelinated axons in a previous simulation study (Ghosh et al., 2008 ).
• The local delay constant was defined as the time between an input signal and peak population-level neuronal activity evoked by this input. It was set to 27 ms, estimated from the peak to peak time difference between the source activities reconstructed in the primary and secondary visual areas (about 30 ms; Portin et al., 1999) . Here we accounted for the time delay introduced by propagation of the source activity along the anatomical connection. This delay was estimated at about 3 ms, based on the distance between the primary and secondary visual areas and the above velocity setting.
The number of time lags L in Eqs. (5) and (6) was 35.5 ± 2.1 (mean ± s.d. of the eleven subjects). The time lags in the self-connections (the diagonal entries in the MAR matrix) were set to the local delay constant. The impact of conduction velocity and local delay constant on the estimation performance was investigated in the simulations section.
Lead field matrix
To calculate the lead field for each MEG sensor location, current dipoles of unit strength were successively placed at all cortical vertex positions, and the MEG forward solution was computed. The sensor positions were matched to the positions of 102 magnetometers in a VectorView system (Elekta Neuromag, Helsinki, Finland), and were linearly registered to the T1-space using the fiducials and head points provided in the real dataset. The dipole was oriented perpendicular to the white/gray matter boundary surface. The forward solution was computed by a boundary element method (BEM) using a single-shell head model, based on the inner skull surface obtained from FreeSurfer.
To estimate locally clustered source activities whose minimum cluster size is that of current activities generating measurable MEG signals outside the head (around 40 mm 2 ; Hämäläinen et al., 1993) , we modeled locally distributed sources: J t = WZ t , where W is a Gaussian smoothing filter and Z t denotes the unsmoothed focal sources, whose vertex positions were specified in the ROI generation. The full width at half maximum (FWHM) of W was set to 8 mm, as in Yoshioka et al. (2008) . In estimating Z t , we operationally replaced the original lead field matrix G with the smoothed one:Ĝ ¼ GW. Smoothing was performed in a vertex space spatially finer than the source space (i.e., the row number in W is larger than the column number). By this procedure, we can detect current source activities located between the vertex positions of the Z t entries. Using Z t andĜ, we estimated the MAR matrix A for Z 1:T rather than J 1:T . To clearly demonstrate the correspondence between the source dynamics and the MAR coefficients, all results presented in the following sections are based on the unsmoothed sources Z 1:T .
Performance evaluation
The estimation performance in simulations was quantified by two threshold-free evaluation scores; the area under the receiver operating characteristic (ROC) curve and the normalized root mean square (RMS) error.
The area under the ROC curve (AUC) measures the detection accuracy. The AUC scores were derived by a procedure originally proposed by Grova et al. (2006) , which compensates the severe imbalance between a small number of actives and a large number of inactives. In this procedure, the numbers of inactives and actives were equalized by selecting a subset of inactives, subject to the rules presented in Appendix B. Following the selection step, the AUC was computed in the usual manner. Hits and misses of sources were defined for the RMS of the estimated current amplitudes (maximum RMS over the time window), and those of connections were determined for the estimated absolute MAR coefficients. Both quantities were normalized by their maximum values over all sources or connections. By comparing these normalized estimates to the ground truth, we computed the numbers of true positive (TP), true negative (TN), false positive (FP), and false negative (FN) events for thresholds ranging from zero to one. We then calculated the sensitivity and specificity for each threshold, defined as
A plot of sensitivity versus (1−specificity) yields the ROC curve. The AUC was determined by the trapezoidal rule. The normalized root mean square error (nRMSE) quantifies the differences between the estimates and the ground truth. The nRMSE scores of the current sources (or the MAR matrix if the ground truth existed) were computed as the RMS error between the simulated and estimated source amplitudes over all sources and time instances (or MAR coefficients over all connections), divided by the RMS of the simulated ones.
When reconstructing the simulated MAR time series, we evaluated the estimation accuracy by AUC, nRMSE, and two additional evaluation measures that provide an intuitive understanding (see Simulation 1 in the simulations section). One additional measure is the reconstruction gain, defined as the ratio of the time-averaged estimated source amplitude to the true source amplitude. The other is the non-normalized RMSE of the MAR coefficients.
We also applied thresholds on the estimated sources and MAR coefficients when mapping the results onto the cortical surfaces and when distinguishing between active and inactive sources and connections. In particular, these thresholds were used for qualitative evaluation of the estimation performance when the method is applied to experimental data. Other than when calculating AUC, a source was considered active if its magnitude once exceeded one-tenth of the maximum over all sources. A connection was regarded as effectively connected if its absolute MAR coefficients exceeded 0.1. Although these thresholds were determined in an ad-hoc manner, small threshold differences did not alter the relative characteristics of the estimates in the following method comparison.
Method comparison
To demonstrate the advantages of dynamic modeling and simultaneous estimation, the estimates obtained by our method (the dynamic hVB method) were compared with those of the hVB method, MNE, and LCMV. In all of these methods, source reconstruction with no dynamic constraint was followed by source interaction estimation via the MAR model (Eq. (3)).
Hierarchical variational Bayesian (hVB) method
In the first step, the current sources were estimated by the dynamic hVB method with all MAR matrix entries set to zero. The MAR coefficients were then separately estimated from the reconstructed current sources. These coefficients were computed only for anatomically connected pairs of active sources; the coefficients of unconnected pairs and pairs including any inactive sources were set to zero.
In the source reconstruction, the approximate posterior distributions were updated in the following order: Q(J 1 ), …, Q(J T ), Q(β), and Q(q). This ordering requires that only the mean of Q(q) be prespecified. Here, we initialized the n-th entry of the mean of Q(q) to the prior mean ν −1 n in Eq. (11). When estimating the source interactions from Eq. (3), the reconstructed active sources were first extracted, and the approximate posteriors of Q(A), Q(η 1:N ), and Q(q) were sequentially updated. At the beginning of the iterative updates, Q(J 1 ), …, Q(J T ) and the means of Q(β) and Q(q) were set to the estimates of the hVB method computed in source reconstruction, and the means of all elements of Q(η 1:N ) were set to η 0 .
Benchmark methods
MNE (Hämäläinen and Ilmoniemi, 1994) and LCMV (Van Veen et al., 1997) were used as benchmarks for method comparison. Both methods have been recently used as inverse solvers for obtaining MEG-based functional brain networks (Brookes et al., 2011; Hipp et al., 2012; de Pasquale et al., 2012) .
As an MNE algorithm, we used a Bayesian type of MNE, which derives the optimal regularization parameter from the variational Bayesian inference. The algorithm was run by the dynamic hVB method with all entries of A set to zero, q n replaced with q ν −1 n , and q estimated from the data. In this approach, the current sources are estimated by a weighted MNE algorithm (wMNE) if the fMRI prior is provided. In the source reconstruction, Q(J 1 ), …, Q(J T ), Q(β), and Q(q) were sequentially updated with the mean of Q(q) initialized to 1. To estimate the source interactions, the iterative algorithm in the hVB method was used, fixing Q(J 1 ), …, Q(J T ) and the mean of Q(β) at the MNE (or wMNE) estimates. The mean of the n-th element of Q(q) was initialized to q ν −1 n , where q is the mean of Q(q) estimated by MNE (or wMNE). Q(η 1:N ) was initialized as implemented in the hVB method.
The source reconstruction steps of LCMV are detailed in Appendix C. When the fMRI prior was provided, the source space was restricted to the fMRI-positive regions. Source interactions for LCMV were estimated by the same iterative algorithm applied in the hVB method and MNE. Q(J 1 ), …, Q(J T ) were replaced with the point estimates of current sources reconstructed by LCMV, and the mean of Q(β) was the inverse variance of the observation noise during a resting period. The mean of the n-th element of Q(q) was initialized by setting β q n À Á −1 to the n-th source power reconstructed by LCMV, where β is the above-specified mean of Q(β). Q(η 1:N ) was initialized by the procedure common to both the hVB method and MNE.
Simulations
Simulation 1: MAR time series
We first examined the estimation performance on a simulated MAR time series. The data were generated from the dynamic source model assumed in the proposed method. The purpose of this simulation was to evaluate the identification accuracy of the MAR model with varying numbers of active sources and effective connections.
Settings
The number of active sources was set to 5, 10, 20, or 30 out of 1841 cortical sources. The time courses of the active sources were generated from the dynamic source model. The diagonal MAR matrix entries of active sources were set to 0.4, while anatomically-connected nondiagonal entries were assigned random values uniformly distributed between −0.4 and 0.4. All other entries of the MAR matrix were set to zero. The current noise variance of active and inactive sources was set to 20 nAm 2 and zero, respectively. Gaussian simulated observation noise was assumed; the normalized noise covariance matrix was computed from empty room data obtained from the real dataset. The scaling parameter was adjusted to yield a signal to noise ratio 5 of 5 dB in the simulated sensor measurements, a typical value in trial-averaged measurements of simple stimulus-evoked responses. For each number of active sources specified above, we conducted 20 Monte Carlo simulation trials. In each simulation, the active source positions were sequentially and randomly selected from source positions that were anatomically connected to one of the selected source positions. The current sources and the MAR matrix were estimated from the simulated measurements (duration 400 ms and sampling frequency 1 kHz) with known noise covariance structure and time lags. Throughout this simulation study, non-informative priors were imposed on the model parameters (i.e., g 0 = γ 0 = 0) and no fMRI information was provided.
Results
The estimation accuracies were first examined by evaluating the AUC and nRMSE of the estimated current sources and MAR matrices (see Fig. 1 ). When calculating the AUC scores, the simulated source positions and non-zero MAR coefficients were assumed as the true sources and connections. The hVB and dynamic hVB methods yielded almost identical AUCs for the current sources. However, the AUC of the MAR matrix and the nRMSE of the current sources and the MAR matrix were improved in the dynamic hVB method. This demonstrates the advantage of explicitly accounting for the source dynamics, and simultaneously reconstructing the current sources and MAR coefficients. As also shown in Fig. 1 , AUCs of both the current sources and MAR matrix were also higher in the dynamic hVB method than in MNE and LCMV. This indicates that the dynamic hVB method outperforms existing approaches in terms of detection accuracy. The nRMSE scores of MNE were almost identical to unity for both the current sources and MAR matrix. In LCMV, the nRMSE is not a useful metric because the weight normalization (see Appendix C) alters the magnitudes of the reconstructed sources.
To investigate the estimates of the dynamic hVB method in detail, the reconstruction gain of the current sources and the RMSE of the MAR matrix were computed. The results are listed in Table 1 . The reconstruction gains were obtained by averaging the gains across the active source positions (upper line) and the positions at which the true positive sources were successfully estimated (lower line). The RMSE scores were calculated from a subset of the MAR matrix, restricting the row and column indices to the locations of the 5 The signal to noise ratio is defined as 10 log 10 ∑
, whereBm;t denotes the noise-free simulated measurements on the m-th sensor at time point t.
originally active sources (upper line) and the true positive sources (lower line). This table reveals near-perfect source reconstruction and model identification for 5 active sources. As the number of active sources increased, the estimation performance deteriorated. In addition, sources at less observable cortical positions (with small lead field norms) failed to be identified (data not shown). Similarly, connections with small products of the corresponding lead field norms tended to be missed. Moreover, the estimation accuracy decreased for smaller-magnitude current sources and MAR coefficients among the simulation data. Despite these anomalies, Table 1 shows that even for source numbers of 20 and 30, more than 75% (true positive rate) of the originally active sources were reconstructed with 1) reconstruction gains greater than 0.80 and 2) RMSE of the MAR matrix less than 0.15.
Simulation 2: Stimulus-evoked responses
Next, to examine the estimation accuracy in a more realistic simulation setting, we applied the methods to synthesized stimulus-evoked responses. The event-related dynamics inherent in the simulation data was generated from a functional network of the neural mass models with external inputs (for details of the neural mass model simulations, see Appendix D).
Settings
A schematic of the simulation setting is shown in Fig. 2 . The time courses of stimulus-evoked responses, with sampling frequency 1 kHz, were generated from a network of non-linear neural mass models (the constituents of this network model are detailed in Appendix D). When computing the exact time courses of the active sources, the waveforms generated from the network were multiplied by a constant to ensure that the resulting sensor measurements and the real measurements in the dataset were of comparable order of magnitude. We adopted a simplified network model of a face perception task comprising six regions of interest; the bilateral lower visual cortices around the calcarine sulcus (CAL) and the higher visual cortices located in the core regions of face perception (Haxby et al., 2000) , the inferior occipital gyrus (IOG) and the fusiform gyrus (FG). The remaining core region, the superior temporal sulcus (STS), was excluded from the network model because direct anatomical connections between STS and IOG/FG were not found in previous dMRI studies (Gschwind et al., 2012; Pyles et al., 2013) .
We examined the estimation performance under two simulation scenarios (see Figs. 2A The displayed values were computed from a subset of the estimates obtained by the dynamic hVB method. Each entry displays the mean of 20 simulations.
in each ROI; one (the sparse setting) and five (the dense setting). In the sparse setting, each active source in the CAL of both hemispheres received an input signal. The CAL activity was sequentially transmitted to the active sources in IOG and FG in a one-to-one manner via the bidirectional effective connectivity between CAL-IOG and IOG-FG (the input signal and connection parameters are also detailed in Appendix D). A similar connectivity profile was applied in the dense setting, where five sets of CAL-IOG-FG source interactions were assumed in each hemisphere (see Fig. 2B ). Note that all forward and backward effective connections were consistent with their anatomical connections. For simplicity, the lateral effective connectivity within each ROI was ignored in this simulation. An identical fMRI prior was assumed in both sparse and dense settings. To obtain this spatial prior, we first binarized the t-value map of the real fMRI data in the dataset, and then masked the binarized areas by extracting regions close to CAL, IOG, and FG (the t-value map was computed as described in the real data section). The fMRI positive regions, spread across 69 cortical source positions, include all active sources placed in both simulation settings. Since the t-values were binarized, the fMRI positive and negative regions were assigned w n = 1 and w n = 0, respectively, in Eq. (12). The advantages of applying the fMRI prior were assessed by comparing the results with those obtained without the fMRI prior (assigning w n = 1 to the whole cortex).
The observation noise was real background MEG data in the dataset, comprising trial-averaged sensor measurements taken during a 400 ms rest period. During the trial averaging, potential event-related components in the resting data were suppressed by randomly forwardshifting the time course of each trial, then translating the fragmented data projected from the time window to the end of the shifted time series. The magnitudes of the resulting trial-averaged measurements were comparable to those of the actual resting data. The first 100 ms duration of the averaged background MEG data were used to fit the normalized noise covariance matrix; the remaining 300 ms were added to the noise-free simulated measurements.
Various modeling errors typically encountered in real data applications, such as non-linear source dynamics and non-Gaussian observation noise, were introduced to this simulation study. To prevent the entry of possible estimation errors caused by such model discrepancies, we applied informative priors (including the fMRI prior) on the model parameters; that is, we set g 0 and γ 0 to non-zero values. Optimal values of g 0 and γ 0 , as well as η 0 and m 0 , were searched by varying the values of the hyperparameter sets (η 0 , g 0 ) in P(η 1:N ) and (m 0 , γ 0 ) in P(q) from their default settings (100, 100).
Besides varying the hyperparameters, we also examined the impact of changing the delay parameters in the MAR model, namely, the conduction velocity v and the local delay constant τ, from their default values (v = 6 m/s and τ = 27 ms).
Results
The current sources and the MAR coefficients estimated with the fMRI prior are shown in Fig. 3 . In the sparse setting, both the hVB and dynamic hVB methods successfully reconstructed the active sources and identified their effective connectivity (see Fig. 3A ), although the hVB method detected a single false positive source. The benchmark methods with the fMRI prior, namely, wMNE and LCMV, did not correctly estimate the sparse source distribution. Furthermore, the MAR coefficients estimated by these methods were close to zero for several true source connections. The magnitude of the current sources was underestimated in wMNE, and LCMV generated incorrect waveforms in the presence of mutually correlated active sources and real background noise. In the dense setting, none of the methods correctly estimated dense cortical activity and effective connectivity (see Fig. 3B ). False positive sources were estimated within the regions covered by the fMRI prior; and false positive connections emerged due to the limitations of the linear autoregressive modeling. In fact, such errors in the estimated connections occurred even when the MAR coefficients were fitted to the true current sources (data not shown). Despite these shortcomings, the dynamic hVB method showed higher sensitivity of current source reconstruction and identification of effective connectivity than the hVB method (see Fig. 3B ). In the dynamic hVB method, 23 out of 30 active sources were reconstructed and at least one single effective connection was discovered at each functional ROI pair. In contrast, the hVB method missed half of the active sources (15 out of 30), and detected no effective connection for several functional ROI pairs. The current source amplitude was properly estimated in wMNE and the effective connections were largely detected by wMNE and LCMV. However, both benchmark methods yielded a number of false positive sources and connections.
To clarify the differences among the four methods in the dense setting, we computed ROI-wise source time courses and source interactions. Fig. 4A presents the time courses of the five active sources averaged within each ROI. The ROI-averaged source time courses were reasonably reconstructed by all methods except LCMV. Fig. 4B shows the source interactions, quantified by paring the ROIs and averaging the absolute MAR coefficients within each pair. Averaged source interactions are defined only for ROI pairs linked by at least one anatomical connection. For such a pair, the sum of the absolute MAR coefficients was divided by twice the number of anatomical connections. In the hVB method and LCMV, the overall magnitudes of the averaged MAR coefficients were low. The dynamic hVB method showed higher sensitivity and specificity than wMNE at the plotting threshold of Fig. 4B (AUC scores for these graphs are presented in Table 2 ). The AUC and nRMSE scores with and without the fMRI prior are displayed in Table 2 . Clearly, the estimation performance was improved by applying the fMRI prior. In the sparse setting, the best score was consistently achieved by the dynamic hVB method with the fMRI prior. The AUCs in wMNE and LCMV with the fMRI prior were close to 1, despite the appreciable number of false positives (see Fig. 3A ). This result is attributed to the low detectability of the AUC scores to the false positives near the true source positions (see Appendix B for the computation procedure). In the dense setting, the nRMSE score in the dynamic hVB method with the fMRI prior was approximately unity (0.86), reflecting the difficulty of reconstructing a large number of closelyspaced active sources. These activities were better estimated by wMNE (nRMSE = 0.72). Nevertheless, the dynamic hVB method adequately reconstructed the mean activity across the sources within an ROI (see Fig. 4A ). The nRMSE score computed from the ROI-averaged time courses (denoted by ROI-nRMSE in Table 2 ) was improved from 0.49 in wMNE to 0.39. Similarly, the AUCs of the MAR matrix were higher in wMNE and LCMV than in the dynamic hVB method, whereas the dynamic hVB method yielded the highest AUC score for the ROIaveraged MAR coefficients (denoted by ROI-AUC in Table 2 ). Here, the ROI-AUC was computed by a standard AUC procedure of the eight active and six inactive interactions among the inter-regional anatomical connections shown in Fig. 4B (c) Estimated MAR coefficients for pairs of sources between which true interactions were assumed. The ground truth of the MAR coefficients cannot be defined because the data were not generated from MAR models but neural mass models. The horizontal axis indicates the locations of inter-ROI connections (1-4: connections in the left hemisphere; 5-8: connections in the right hemisphere).
exerted little effect on the AUC and nRMSE of the current sources. However, increasing η 0 and g 0 in the dense setting enlarged the AUC of the MAR matrix. Nevertheless, when η 0 was increased from 100 to 1000, the sensitivity of the effective connectivity decreased about from 0.3 to 0.1. Therefore, a moderate value of η 0 (say 100) is recommended.
In determining g 0 , we observed that the perfect source reconstruction in the sparse setting (no false positives or negatives) was achieved only for g 0 = 100 or 1000 (and η 0 = 100). Thus, our recommended The scores with no fMRI prior applied are listed in parentheses. The best scores in each simulation scenario across the methods, applied with and without the prior, are indicated in bold font. The nRMSE scores are not defined in LCMV because of the weight normalization. ROI-nRMSE displays the nRMSE of the ROI-averaged source time courses. ROI-AUC is the AUC score of the ROI-averaged source interactions, computed by a normal AUC calculation procedure. Scores below 1 and exceeding (or equal to) 0.995 are indicated by 1.00.
hyperparameter setting in Eq. (10) is (η 0 , g 0 ) = (100, 100) or (100, 1000). The right hand side of Fig. 5A shows that high values of the hyperparameters m 0 and γ 0 yielded higher estimation accuracy in the dense setting and the reverse was true in the sparse setting. Since the central value of 100 achieved relatively high scores in both settings, our recommended hyperparameter setting in Eqs. (11) and (12) is (m 0 , γ 0 ) = (100, 100). Fig. 5B shows the effect of changing the conduction velocity v and the local delay constant τ on the evaluation measures. Although the AUC of the MAR matrix was noticeably altered in the dense setting, the AUC and nRMSE scores were relatively insensitive to perturbations of v and τ. This indicates that misspecification of the delay parameters does not severely degrade the estimation accuracy.
Application to real data
Finally, the estimated source distributions and interactions were evaluated on experimental data. To this end, the methods were tested on a publicly available multimodal dataset (Henson et al., 2011) . The task data were acquired while pictures of human faces were presented to subjects. The physiological plausibility of the estimated current sources and effective connectivity were qualitatively evaluated from previous literature reports.
Settings
In evaluating the estimation performance, we focused on the temporal propagation of the stimulus-evoked responses. For this purpose, the MEG measurements were trial averaged and the t-values for the fMRI prior were computed with a task versus baseline contrast. Here, we used magnetometer measurements recorded in the dataset; the reconstructed sources from these measurements are presented as MEG results in Henson et al. (2011) . All hyperparamters for the informative priors were set to 100. As demonstrated in Simulation 2, these hyperparamter settings optimized the reconstruction accuracy in both the sparse and dense settings.
The continuous MEG data in the dataset had been pre-processed by temporal signal-space separation (Taulu and Simola, 2006) to remove external noise. These data were further pre-processed by baseline correction, high-pass filtering (cutoff 0.25 Hz), low-pass filtering (cutoff 40 Hz), down sampling (from 1.1 kHz to 1 kHz), trial segmentation (0-300 ms after the stimulus onset), trial rejection, and trial averaging (concatenating the entire cohort of face stimulus conditions; see Fig. 6A ). When segmenting the data, the last 100 ms prior to stimulus onset were also extracted to estimate the noise covariance matrix from the trial-averaged data. The trial rejection step eliminated trials with amplitude of MEG exceeding 3000 fT and that of electrooculogram (EOG) exceeding 100 μV. 548 trials (averaged across subjects) remained after the trial rejection step.
The fMRI data (3 mm isotropic) were pre-processed by running a batch Matlab script accompanying the dataset. This script executed a standard data pre-processing pipeline of SPM8. 6 The fMRI prior was computed from a t-value map (p b 0.001, uncorrected) in which the face stimulus conditions are contrasted against the baseline (the group-level t-value map is illustrated in Fig. 6B ). Note that the tvalue maps used to construct the fMRI prior were not groupaveraged, but were separately computed from each subject.
Results
Fig . 7A displays the reconstructed cortical sources and their estimated effective connectivity. The spatially clustered active sources estimated from the dynamic hVB method were more consistent among subjects and more interpretable than the activities estimated from the nondynamic methods. The active sources were mainly estimated in the occipitotemporal cortex containing the face-selective regions IOG and FG (Haxby et al., 2000) . In contrast, no sources were estimated in another face-selective region STS; source activity in this region is not easily reconstructed from MEG data because of its insensitivity to radial source components (Hillebrand and Barnes, 2002) . The effective connectivity was estimated across the occipitotemporal cortex linking the lower and higher visual cortices. The reconstructed connections anatomically and functionally overlapped with the ventral visual pathways (Goodale and Milner, 1992) responsible for processing visual objects and faces (Haxby et al., 1994) . Fig. 7B shows a representative example of the event-related dynamics of the stimulus-evoked responses. Activity propagation was similarly estimated by wMNE, the hVB method, and the dynamic hVB method. In this example, the effective connectivity between IOG-FG was dominant for the direction from IOG to FG, as inferred from the MAR coefficients. The MAR coefficients of this extracted connection, estimated by the three methods, reflected temporally lagged correlations between the IOG and FG source time courses. 
Free energy
The free energy is popularly used as a model comparison criterion in a number of neuroimaging methods (Friston et al., , 2008 David et al., 2006; Daunizeau and Friston, 2007; Wipf and Nagarajan, 2009; Stephan et al., 2009; Henson et al., 2010 Henson et al., , 2011 Olier et al., 2013) . In this section, the potential utility of the free energy in model comparisons is briefly investigated in two cases; a comparison between the hVB and dynamic hVB methods, and comparisons within the dynamic hVB method.
Comparison between the hVB and dynamic hVB methods
We compared the free energy of the dynamic hVB method with that of the hVB method in Simulation 2 and in the real data application. As shown in Table 3 , the free energy was lower in the dynamic hVB method than in the hVB method for all evaluated cases. Nevertheless, the dynamic hVB method yielded higher estimation accuracy than the hVB method in Simulation 2 (see Table 2 ). A close investigation of the six constituents of the free energy (see Eq. (A.18) in Appendix A) reveals that the slightly improved log likelihood L was masked by the heavily penalized complexity terms H J of the current sources and H A of the MAR matrix. The H J term was much smaller in the dynamic hVB method than in the hVB method, because the factorization of Q(J 1:T ) in Eq. (14) is an additional approximation in the dynamic hVB method but is exact in the (non-dynamic) hVB method.
Comparison within the dynamic hVB method
For the same number of non-zero MAR coefficients, we compared the dMRI-based connectivity constraint (default) with a random connectivity constraint. The comparison was conducted on the synthesized data of Simulation 2. The dMRI-based connectivity consistently yielded higher free energy and a higher estimation accuracy than the random connectivity (see Table 4 ). Moreover, the dMRI-based constraints yielded higher free energy values in the real data application (dMRI: F = (8.13 ± 0.22) × 10 5 ; Random: F = (8.00 ± 0.24) × 10 5 ). We also compared the dynamic models by varying the local delay constant τ (τ = 7, 17, 27 [default] , 37, 47, and 57 ms; see Fig. 8A ). The highest free energy was achieved at τ = 27 ms (i.e., the ground truth) in Simulation 1. However, in Simulation 2, the free energy was monotonically increased, and failed to identify the best model yielding the smallest prediction error of forward simulation (the estimated dynamic model predicted the latter half of the source time courses from the given former half; see Fig. 8B and its caption for more details). These results indicate that comparisons by the free energy criterion are sensitive to the discrepancy between the data-generating model and our estimation model.
We also used the free energy approach to determine a suitable threshold for binarizing the anatomical connectivity strengths. However, this attempt failed because the free energy monotonically increased with increasing threshold (see the supplementary material).
Discussion
In the present study, we propose a new method of MEG source reconstruction that simultaneously estimates the source amplitudes and interactions across the whole brain. Directed interactions between sources are represented by the full MAR model in the source space. The unknown network structure of this MAR model is informed by prior knowledge of the existence and lengths of anatomical connections, inferred from dMRI data. To improve the reliability and robustness of the estimates, we incorporate the following priors into the model; a spatial prior derived from fMRI activity patterns, and a sparse prior on the MAR coefficients. Source reconstruction using the MAR model with the above prior assumptions is formulated by a state-space representation within a Bayesian framework. The source activity and model parameters are jointly estimated by a variational Bayesian algorithm. The estimation performance of the proposed method was quantitatively and qualitatively evaluated on simulation and experimental data, respectively.
As demonstrated in Simulation 1, the source amplitudes and the MAR coefficients were reasonably estimated by the proposed method, even when the number of active sources was as high as 20 or 30. For over 75% of these originally active sources, the reconstruction gains exceeded 0.80 and the RMSEs of the MAR coefficients were below 0.15. However, the estimates yielded a non-negligible number of missing sources and connections with higher number of active sources. Close inspection of the estimates revealed that these misspecifications occurred more frequently when the source locations were less observable from the MEG sensors (data not shown). In general, a less observable source (i.e., a source with a smaller lead field norm) is difficult to correctly estimate, especially when other active sources with larger lead field norms produce a similar spatial pattern of the sensor data. Since such source placements increase with increasing number of active sources in the Monte Carlo simulations, this phenomenon would explain the decay in the source reconstruction accuracy, reported also in Owen et al. (2012) using standard methods, with higher number of active sources. This phenomenon might also explain the declining performance of the connectivity estimation. Overall, however, our results suggest that the source amplitudes and the model parameters were adequately estimated by our proposed method. In Simulation 2, we examined the estimation accuracy of the methods using the synthesized evoked responses. This simulation demonstrated that: 1) our method can correctly estimate the active sources and their effective connectivity in spatially sparse source configurations, and 2) although all of the active sources are not reconstructed in spatially dense source settings, our method identifies at least one single source interaction for every pair of ROIs with true effective connectivity. Moreover, while the nRMSE score of the sources was rather high in the dense setting (0.86), a reasonable score (0.39) was obtained by computing the nRMSE from the region-wise source time courses. These results indicate that, even when the sources are densely distributed over the cortex, ROI-wise activity and effective connectivity can be appropriately estimated. We emphasize that these estimation performances were obtained under realistic simulation settings, which introduce significant discrepancies between our model formulation and the data generation process. In particular, the assumed dynamic model was based on linear autoregressive modeling, whereas the data were generated from a network of non-linear neural mass models. The limitation of our source dynamics modeling manifests as false positive effective connectivity in the dense setting. This indicates a deficiency in the assumed model, since it also appeared when the MAR model was fitted to the true source time courses. It should be mentioned that the above discussion of Simulation 2 was based on estimates informed by the fMRI prior. Our analysis with and without the fMRI prior confirmed that the prior certainly improves the estimation accuracy in both sparse and dense source configurations. Applying our method to real data collected during a face perception task, we obtained physiologically plausible estimates that were appropriately consistent among subjects. The estimated source positions were mainly located along the occipitotemporal cortex, which contains the ventral part of the face-selective regions IOG and FG (Haxby et al., 2000) . The estimated effective connectivity largely overlapped with the ventral visual pathways mediating transmission between the lower and higher visual areas during object recognition (Goodale and Milner, 1992) . Since the face-selective regions have been extensively studied in the literature (Haxby et al., 1994 (Haxby et al., , 2000 Kanwisher et al., 1997) , they are useful for properly evaluating the source distributions estimated from the methods. In contrast, how these face-selective regions dynamically interact is not known in detail, although several studies have investigated anatomical connectivity (Gschwind et al., 2012; Pyles et al., 2013) , functional connectivity (Davies-Thompson and Andrews, 2012), and effective connectivity (Fairhall and Ishai, 2007) among these areas. Therefore, although our estimated effective connectivity roughly corresponds to the ventral visual pathways, rigorous evaluation of the existence and directions of the source interactions is beyond the scope of this paper. For improved future evaluation, the consistency of the estimates in the present study could be examined using other neuroimaging modalities with higher spatial resolution than MEG, such as the electrocorticogram (ECoG).
By simultaneously estimating the source amplitudes and interactions, the proposed dynamic method (the dynamic hVB method) achieved superior overall results to those of the non-dynamic methods (MNE, LCMV, and the hVB method), which sequentially estimate the amplitudes and interactions. One crucial difference exists between the two classes of methods; in the dynamic method, the spatiotemporal patterns of the source activity are constrained by the MAR model informed by knowledge of the anatomical brain networks, while the non-dynamic methods impose no temporal constraint on the sources. The richness of the prior on the sources in the dynamic method realizes a more precise source reconstruction, eventually leading to more accurate source interactions. Prior knowledge on the existence of anatomical connections further improves the performance of the dynamic method. Specifically, this prior may reciprocally compensate for the estimated magnitudes of the source amplitudes and interactions, since the estimation steps of the current sources and their associated MAR coefficients are mutually dependent under the variational Bayesian algorithm. In contrast, the non-dynamic methods do not update the reconstructed current sources after estimating the MAR coefficients. Therefore, the estimated connectivity is more sensitive to source reconstruction errors, because if two reconstructed sources are once incorrectly assigned to pairs of anatomically non-connected locations, the non-dynamic methods no longer estimate their effective connectivity in successive iterations. The modeling and algorithmic differences between the dynamic and non-dynamic methods are highlighted by the higher physiological plausibility and inter-subject consistency in the dynamic method, when these methods were applied to the face perception dataset.
We found that the estimation accuracies of the hVB and dynamic hVB methods were not necessarily reflected by the free energy criterion. The slightly improved log likelihood in the dynamic hVB method was masked by the heavily penalized complexity terms of the current sources and MAR matrix in Eq. (A.18). Nevertheless, the dynamic hVB method provided better estimates than the hVB method (see e.g. Table 2 ), possibly because the free energy becomes a much looser lower bound of the log model evidence in the dynamic hVB method than in the hVB method. In particular, the temporal independence assumption of Q(J 1:T ) is exact in the hVB method but is approximated in the dynamic hVB method. Conversely, we confirmed that the free energy was useful for optimal selection of models within the dynamic hVB method, when comparing the dMRI-based connectivity constraint with a random connectivity constraint and when determining the local delay constant τ in Simulation 1. However, the best local delay constant τ was not determined by the free energy criterion in Simulation 2, in which the local dynamics of the data-generating model (i.e., the neural mass model) were non-linear and more complex than those of our estimation model (the MAR model with a single delay component). This problem might be resolved by refining the dynamic source model. In addition to the best τ in Simulation 2, appropriate threshold of anatomical connectivity cannot be selected by the free energy criterion. Showing conditions that the free energy cannot be used for model comparison requires a more extensive study in the future.
Using the proposed method, we can estimate the effective connectivity without requiring the selection of a limited number of ROIs as network nodes. This was achieved by extending the sourcedimensional autoregressive models adopted in previous dynamic The free energy in the hVB method was obtained by specifying A = 0 in H J and setting H A and H η to zero. The free energy values were not compared in Simulation 1, because a fair comparison is impossible when a (improper) non-informative prior is imposed on one method but not the other. In Simulation 1, the non-informative priors of η 1:N were used only in the dynamic hVB method. Yamashita et al., 2004; Lamus et al., 2012; Fukushima et al., 2012) , in contrast to the approach of Olier et al. (2013) where they assumed a full MAR model in a low-dimensional latent space. The nondiagonal MAR coefficients newly introduced in the proposed method are derived from the existence and lengths of anatomical connections. These coefficients allow long-range source interactions to be estimated within whole-brain anatomical networks. Our method adopts an exploratory approach to estimating the effective connectivity, which complements the confirmatory approach of DCM David et al., 2006) , in which the effective connectivity between brain regions is inferred using a procedure of Bayesian model comparison. When incorporating the anatomical connectivity information of dMRI into the MAR model, we require a threshold value of fiber counts to binarize the anatomical connectivity. We must also determine the conduction velocity and the local delay constant that specify the time lags between two sources. We selected a small threshold value of fiber counts (10 −4 ) to minimize false negative effective connectivity. Our model assumes that effective connectivity exists only between anatomically connected pairs of sources. Therefore, a higher threshold would increase false negative effective connectivity by increasing the number of false negative anatomical connections. By choosing a small threshold, we reduced the possibility of false negative anatomical connections, while increasing the number of MAR coefficients to be estimated. Although more MAR coefficients should increase the false positive effective connectivity, this effect is partially negated by the sparse prior applied to the MAR coefficients. The conduction velocity and local delay constant were set to 6 m/s and 27 ms, respectively. In Simulation 2, we investigated the impact of these parameters on the estimation accuracy, and found that the estimation performance was relatively insensitive to changes in both parameters. This indicates that appropriate estimates could be obtained if the time lags in the MAR model were only rough approximations. The hyperparameters m 0 and γ 0 , controlling the magnitude and the reliability of the fMRI prior, respectively, must be carefully determined. Such care is required because non-negligible differences might exist between the spatial patterns of the electrocortical activity and those observed in fMRI. Increasing the dependence on the fMRI prior may not improve the results. Indeed, imposing a large weighting on the spatially dense fMRI prior (by setting γ 0 high) reduced the estimation accuracy in the sparse source setting of Simulation 2, where a moderate value of γ 0 provided higher estimation accuracy. Therefore, in applying the methods to experimental data, these hyperparameters were selected to yield reasonable evaluation scores in both the sparse and the dense simulation settings.
Various forms of spatial prior information or constraints can be unified within the framework of covariance component estimation (Friston et al., 2008; Wipf and Nagarajan, 2009) . Viewed from this perspective, the proposed method uses source covariance components with focal spatial support and estimates their hyperparameters with help of the fMRI prior (Sato et al., 2004) . The proposed method is informed by these spatial priors incorporated into the covariance component estimation, and also by the source activities predicted by the dynamic source model. By combining multiple forms of covariance components as in Friston et al. (2008) , the proposed method could be further informed by other types of spatial priors based on, for example, minimum norm, smoothness, and depth constraints.
Representing the source dynamics by linear autoregressive modeling would introduce errors to the estimated (actually nonlinear) source interactions. When the interactions were governed by realistic non-linear network dynamics, the limitation of our dynamic model emerged as false positive estimates of the effective connectivity. This observation confirms the necessity of a non-linear extension of the linear MAR source model to embrace a wide range of dynamic phenomena. In future work, we will develop a means of incorporating non-linear neurobiological dynamics into the source model, while preserving the tractability of estimation in the highdimensional source space.
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Appendix A. Update rules of the estimation algorithm
In this appendix, the update rules for the current sources and the model parameters are derived in detail. The update equations are presented in order of the updating steps in the estimation algorithm (Astep, η-step, q-step, J-step, and β-step). For notational simplicity, J t Fig. 2 . The true sources (top-left) were generated from the neural mass models in the sparse setting of Simulation 2 with an input signal different from the original (the first differential of the original input). From the given former half of the time courses, the latter half were predicted by forward simulation of the estimated dynamic model, varying the local delay constants (τ = 7, 27, 57 ms).
and J t for t ≤ 0 are included in the update equations, although they are set to zero in the model, and the subscripts in expectation terms are omitted.
The A-step updates the approximate posterior distribution of the MAR matrix Q(A). Substituting A for x in Eq. (16) and calculating its expectation term, we obtain a sum of linear and quadratic terms of a n , where a n T denotes the non-zero entries of the n-th row of A. Therefore, Q(A) is a product of Gaussian distributions:
N a n ja n ; U n À Á : ðA:1Þ
The covariance U n and the mean a n are derived as
where η n , β, q n , J t−Δ l , and J n;t are the means of the approximate posterior distributions, which are updated in the previous iteration, and C n is a set of indices corresponding to the cortical locations anatomically connected to the n-th source position. A dot product .* denotes an element-wise multiplication of a pair of vectors or matrices. The N-dimensional column vector e n;Δ l is an indicator of binary values. If the locations corresponding to the index entries of e n;Δ l are anatomically connected to the n-th source position with time lag Δ l , the relevant indices in e n;Δ l are set to one. Another indicator, the Ndimensional matrix E n;Δ l is computed as e n;Δ l e T n;Δ l . Here, the terms subscripted C n , C n and C n in Eq. (A.2) can be considered as the covariance and mean, respectively, of a vector of current sources that directly affects J n,t .
The η-step updates the approximate posterior distribution of the inverse variances of the MAR coefficients Q(η 1:N ). Substituting η 1:N for x in Eq. (16) and calculating its expectation term, we obtain a sum of linear and logarithmic terms of η n,k . Therefore, Q(η 1:N ) is a product of gamma distributions:
Γ η n;k jη n;k ; g n;k ðA:3Þ whose shape parameter g n,k and mean η n;k are given by
The q-step updates the approximate posterior distribution of the inverse variance of the scaled current noise Q(q). Substituting q for x in Eq. (16) and calculating its expectation term, we obtain a sum of linear and logarithmic terms of q n . Therefore, Q(q) is a product of gamma distributions:
Γ q n jq n ; γ n ð Þ ð A:5Þ whose shape parameter γ n and mean q n are given by
A l and J t−Δ l are the means of the approximate posterior distributions, where A l is obtained from a n for n ∈ {1:N} (see Eq. (5) for the definition of A l ). The J-step updates the approximate posterior distributions of the current sources Q(J t ) for t ∈ {1:T}. Substituting J t for x in Eq. (16) and calculating its expectation term, we obtain linear and quadratic terms of J t . Therefore, Q(J t ) is a Gaussian distribution:
where β is the mean of Q(β). The (scaled) covariance matrix V t and the mean J t are derived as
ðA:8Þ
where we have introduced auxiliary parametersV t andĴ t . These are defined aŝ
ðA:9Þ
The variables denoted with an upper bar are obtained from the means of the approximate posterior distributions. L is the total number of time lags. L′ equals a number of integers within the .8 ) is calculated from the following computationally efficient form:
where
is a gain matrix for the sensor measurements and I is the identity matrix.
The β-step updates the approximate posterior distribution of the scaling parameter Q(β). Substituting β for x in Eq. (16) and calculating its expectation term, we obtain linear and logarithmic terms of β. Therefore, Q(β) is a gamma distribution:
whose shape parameter γ β and mean β are given by
ðA:12Þ
The expectation terms in the update equations are evaluated as follows. These terms, which are used in the A-step, η-step, and qstep, are derived as
After some rearrangement, the final term of the q-step in Eq. (A.6) is evaluated with the above expectation terms as:
¼ tr a n a ðA:16Þ
The trace of the final term of the β-step in Eq. (A.12) is derived from Eq. (A.16) by replacing the expectation of the quadratic term of the current sources with its mean. The remaining expectation terms reside in Eq. (A.9) for the J-step. These are obtained by computing the following expectation term for all pairs of l′ and l:
where a $T ln denotes the n-th row of A l . The expectation in the righthand side of Eq. (A.17) is obtained by first expanding Eq. (A.14) into an N-dimensional matrix (based on the original source index of a n ). Then, the matrix entries not corresponding to row and column source indices that anatomically connect the n-th source index with time lags Δ l′ and Δ l , respectively, are padded with zeros.
The free energy F, maximized during the iterative updates, can be compactly written as log P B t jJ t ; β ð Þ * + þ X T t¼1 log P J t jJ t−Δ 1 ; …; J t−Δ L ; β; A; q
ðA:18Þ
When the data are well-fitted by the model parameters, a high expected log likelihood function L is obtained. The other terms are the negative values of the KL divergences between the approximate posteriors and the priors, which penalize the total model complexity (Attias, 1999).
Appendix B. Bias correction of AUC
To interpret AUC as an unbiased detection accuracy score, one should provide the same number of active and inactive sources (or connections) in the ROC analysis (Grova et al., 2006) . In our simulations, the number of actives was actually far less than the number of inactives, as usually assumed in distributed source methods. Thus, to compute the AUC, we randomly and sequentially extracted the inactives until the number of actives and inactives matched. Note that randomly extracting the inactives from the whole brain significantly underestimates the false positive rate. Therefore, as conducted by Grova et al. (2006) , we computed two types of AUC; one by randomly extracting the inactives from the close neighborhood of actives (AUC close ), the other by extracting the far local maxima of false positives (AUC far ). Note that, if the spatial neighborhood contain a much larger proportion of inactives relative to actives (as found in Simulation 2), false positives estimated within the neighborhood are less penalized than those estimated beyond the neighborhood. The final score of AUC was defined as the mean of AUC close and AUC far both computed from the average scores of 50 different drawings from a set of inactives. AUC close and AUC far for sources were computed similarly to Grova et al. (2006) . By an equivalent procedure, AUC close and AUC far for connections were obtained (with some modifications, as described below).
AUC close was used to assess the reconstruction accuracy of the spatial extent of sources or connections. The spatial neighborhood in computing AUC close was specified by a 5 cm-radius sphere centered on the actives. The area of this sphere is comparable to the spatial neighborhood adopted in Grova et al. (2006) . When calculating this score for connections, the spatial neighborhood of a connection was defined as connections of which seed and target sources are included in the spatial neighborhoods of the seed and target sources of the centered connection, respectively.
AUC far was computed to detect false positives far from the actives. To compute this score for sources, a coarse cortical parcel was initially selected at random. Within this parcel subtracted by the area occupied by the spatial neighborhood of the actives, the false positive source with maximum magnitude was then extracted. The coarse cortical parcel was obtained by a nearest-neighbor manner parcellation of the whole cortex into 86 parcels, the number of parcels specified in Grova et al. (2006) . When calculating this score for connections, we extracted the false positive connection with maximum absolute MAR coefficient from a randomly selected pair of parcels, whose connections were not included in the spatial neighborhood of the actives. When selecting parcels or pairs of parcels, we excluded in advance those candidates lacking a source or anatomical connection beyond the spatial neighborhood.
Appendix C. Source reconstruction steps of LCMV
In the LCMV beamformer, the following spatial filter weights F n of the n-th source were used in source reconstruction:
G n is the n-th column of the lead field matrix G, with the source orientations fixed to the directions used when generating the simulation data (i.e., perpendicular to the cortical surface). We computed the sensor noise covariance matrix C from the activity duration with a regularization term:
C ¼Ĉ þ λ I; ðC:2Þ whereĈ is a regularization-free covariance matrix and λ is a regularization constant computed as one tenth of trĈ divided by the number of sensors. Location biases of the source images were removed by normalizing the weights of the spatial filter F n (Sekihara et al., 2005) :
The reconstructed sources over the whole brain J t were obtained as
where B t denotes the sensor measurements and F is a matrix consisting of the spatial filters F n (n = 1, …, N). The reconstructed sources in Eq. (C.4) were computed using NUTMEG (Dalal et al., 2011) .
Appendix D. Details of the neural mass model simulations
This appendix details the functional network of neural mass models used for generating the stimulus-evoked responses in Simulation 2. The equations of this network model were integrated by a standard RungeKutta method with an integration time step of 0.1 ms (the generated waveforms were afterwards downsampled to 1 kHz). The parameter settings used in each component of the network model, namely, the neural mass model, the extrinsic coupling, and the input signal, are provided below.
The neural mass model was based on a model of two subpopulations (David and Friston, 2003) . The convolution kernels for the excitatory and the inhibitory synapses, represented as (H e t / τ e ) exp (−t / τ e ) and (H i t / τ i ) exp (−t / τ i ) for t ≥ 0, respectively, were assumed in both subpopulations. The parameters τ e and τ i for the two subpopulations were set to the values adopted by David and Friston (2003) . The parameter specifying the relative proportion of the subpopulation with larger τ e and τ i was set to 0.7. Under this parameter setting, the activity peaks occurred at 100 ms and 170 ms following the input, mimicking the stimulus-evoked responses during face perception. For each subpopulation, the parameters H e and H i were derived by dividing the values of H e τ e and H i τ i in David et al. (2005) by the above-specified values of τ e and τ i , respectively. The parameters governing the intrinsic couplings and the sigmoid functions of the neural mass model were set according to David et al. (2005) , while the relative strength among the intrinsic couplings was specified by the setting popularly used in the literature (Jansen and Rit, 1995; David and Friston, 2003; David et al., 2006; Spiegler et al., 2010) .
The extrinsic coupling parameters in the network model were set to reproduce typical waveforms of stimulus-evoked responses. Following David et al. (2005) , who extensively investigated the relationships between extrinsic coupling parameters and response waveforms, we set these parameters to 50 and 10 for forward and backward connections, respectively. The time lags in the extrinsic couplings were determined solely from the fiber transmission delay. The local delay constant τ in Eq. (4) was omitted because it had been embodied in the convolution kernels of the neural mass model.
The input signal to the network model was generated by a gamma density function and a set of discrete cosine functions, as described in David et al. (2006) . The shape and scale parameters of the gamma density function were set to 64 and 1024, respectively, yielding activity peaks at 100 ms and 170 ms. The parameters in the discrete cosine functions were set to those adopted in David et al. (2006) .
