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A NOTE ON OPTIMAL EXPECTED UTILITY OF DIVIDEND PAYMENTS WITH
PROPORTIONAL REINSURANCE
XIAOQING LIANG AND ZBIGNIEW PALMOWSKI
ABSTRACT. In this paper, we consider the problem of maximizing the expected discounted utility of dividend
payments for an insurance company that controls risk exposure by purchasing proportional reinsurance. We
assume the preference of the insurer is of CRRA form. By solving the corresponding Hamilton-Jacobi-Bellman
equation, we identify the value function and the corresponding optimal strategy. We also analyze the asymp-
totic behavior of the value function for large initial reserves. Finally, we provide some numerical examples to
illustrate the results and analyze the sensitivity of the parameters.
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2 X. LIANG — Z. PALMOWSKI
1. INTRODUCTION
In recent years there has been increasing attention towards the utilization of stochastic control theory to
insurance-related problems. This is due to the fact that a company, such as a property-liability insur-
ance company or a pension-fund management company, can control reinsurance strategies or investment
strategies and can pay dividends to maximize (or minimize) a certain objective function under different
constraints. Two kinds of risk processes have been considered. The first one concerns classical Crame´r-
Lundberg process being drift process minus compound Poisson process, see e.g. Buhlmann [9], Hipp and
Plum [17], Azcue and Muler [6, 7]. Later this case was generalized to the spectrally negative Le´vy risk
process, see Avram et al. [4, 5], Kyprianou and Palmowski [23], Loeffen [25, 27], Loeffen [26] and refer-
ences therein. The second risk process, considered also in this paper, is a diffusion surplus risk model.
In this model, the liquid asset processes of the corporation are driven by Brownian motion with constant
drift and diffusion coefficients. The drift term corresponds to the expected profit per unit time, while the
diffusion term is interpreted as risk. The classic studies on this subject are those by Gerber and Shiu [16],
Jeanblanc and Shiryaev [21], Cadenillas et al. [11], Asmussen and Taksar [3], Asmussen et al. [2], Bai and
Guo [8], Højgaard and Taksar [18, 19], Paulsen [30, 31], Zhou [34], David Promislow and Young [14] and
many others. The details can be found in the survey paper Albrecher and Thonhauser [1] and in the book
Schmidli [33].
The goal of this paper is to maximize the expected discounted utility of dividend payments for an in-
surance company whose reserve evolves in time according to a diffusion process and which controls risk
exposure by purchasing proportional reinsurance. That is, in this paper we formally consider the follow-
ing optimization problem.
Let (Ω, F , P ) denote a complete probability space endowed with information filtration {Ft}t≥0 and
{Bt}t≥0 be a standard Brownian motion adapted to the filtration. LetR be a risk process being a Brownian
motion with drift:
Rt = (1 + θ)at− Yt, R0 = x(1.1)
for the aggregate cumulative amount of claims counted up to time t:
dYt = adt− bdBt, Y0 = 0,
where a and b are positive constants, x ≥ 0 is the initial surplus, (1 + θ)a is the premium rate with the
safety loading θ > 0.
Apart of the risk process Rt we will consider the dividend payments. Let C = (Ct)t≥0 be an adapted
and nondecreasing process representing all accumulated dividend payments up to time t. In our model
we assume that (Ct)t≥0 is absolutely continuous with respect to Lebesgue measure. Hence we suppose
that the process C admits almost surely a density process denoted by ct ≥ 0modeling the intensity of the
dividend payments in continuous time.
In our model, we add another new and very important feature in the context of dividend payments with
utility function. We consider reinsurance policy, in which part of the premium rate (1 + η)qta for some
proportion qt ∈ [0, 1] is diverted to some reinsurer who will cover qt of arrived claims Yt. In this way,
the insurance company can reduce its risk exposure and therefore the reinsurance has been extensively
studied, see for example Asmussen et al. [2], Azcue and Muler [6], Choulli et al. [12], Chen et al. [10],
Højgaard and Taksar [18, 19], Liang and Young [24], Zhou and Yuen [32], and references therein.
Thus the reserve processXpit evolves as follows:
dXpit = ((1 + θ)a− (1− qt)a)dt+ b(1− qt)dBt − (1 + η)qtadt− ctdt
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= (θ − ηqt)adt+ b(1− qt)dBt − ctdt,(1.2)
where pi in the superscript denotes a strategy which is described by a two-dimensional stochastic process
(qt, ct) that supposed to be chosen in optimal way, where the criterium for the optimality will be specified
later. We will assume that η ≥ θ. When η > θ, the fraction of the premiums diverted to the reinsurer is
larger than that of each claim covered by the reinsurer, this is called non-cheap reinsurance. When η = θ,
we say the reinsurance is cheap. Both of these cases will be considered in this paper.
We observe the regulated processXt until the time of ruin:
τ = inf{t ≥ 0: Xpit < 0}.
We define the target value function as
(1.3) V (x) = max
pi∈Π
Ex
[∫ τ
0
e−βsu(cs) ds
]
,
where β(> 0) is a discount factor, u is some fixed utility function, Ex means expectation with respect to
Px(·) = P (·|X0 = x) and maximum is taken over all admissible strategies Π. A strategy pi is said to be
admissible if (qt, ct) isF t-progressively measurable and satisfies 0 ≤ qt ≤ 1, ct ≥ 0 for all t ≥ 0. Finally, we
assume that the ruin cannot be caused by the dividend payment. Usually it is assumed that u : R≥0 → R≥0
is differentiable and nonnegative.
In fact, in this paper we will consider only the Constant Relative Risk Aversion (CRRA) utility function:
(1.4) u(c) =
cp
p
, p ∈ (0, 1).
For above dividend problem we will prove the verification theorem producing the Hamilton-Jacobi-
Bellman (HJB) equation for optimal value function. This is done in Section 2. Later (under some additional
technical assumptions) we will solve it producing optimal strategy which appear to be a Markovian one,
that is qt = q(X
pi
t ) and ct = c(X
pi
t ) for some functions q and c given explicit. In particular, for utility func-
tion (1.4) we will prove that when the reserve is sufficiently small (less than identified level x∗), insurance
company is willing to buy part of reinsurance as well as diverting part of premium. When the reserve
is larger than x∗ then the insurance company is able to afford all arrived claims and the optimal strategy
excludes the purchase of reinsurance. Following Hubalek and Schachermayer [20] we also identify the
optimal strategy for large reserves as x→∞. Both separate cases of non-cheap and cheap reinsurance po-
lices are considered in Sections 3 and 4. We also present some numerical examples to illustrate the results
in Section 5. We ends our paper by conclusions 6.
2. HJB EQUATION
For nonnegative v ∈ C2 with our optimization problem we associate the following Hamilton-Jacobi-
Bellman (HJB) equation:
max
0≤q≤1,c≥0
{
(θ − ηq)av′(x) + 1
2
b2(1− q)2v′′(x)− cv′(x) + u(c)− βv(x)
}
= 0,(2.5)
with the boundary condition
v(0) = 0;(2.6)
see Fleming and Soner [15] for a beautiful overview. From now on we look only for those solutions v of
above HJB equation that can be equal to the value function V . In other words, we exclude those solutions
that for any reasons cannot be a value function.
We start from the classical Verification Lemma.
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Lemma 1. Suppose that v(x) ∈ C2 is a nonnegative solution of the HJB equation (2.5) with the boundary condition
(2.6). Then v(x) ≥ V (x) on (0,∞) where V is the value function defined in (1.3).
Proof. Fix x > 0 and choose a pair of admissible strategies c(·) and q(·). Select 0 < ξ1 < x < ξ2.
Define
τx = inf{t ≥ 0 : Xpit = x}
and
w(t, x) = e−βtv(x).
By applying Itoˆ’s formula to the process w(t,Xpit ), we obtain
w
(
t ∧ τξ1 ∧ τξ2 , Xpit∧τξ1∧τξ2
)
= v(x) +
∫ t∧τξ1∧τξ2
0
e−βs
{
(θ − ηqs)av′(Xpis ) +
1
2
b2(1 − qs)2v′′(Xpis )− csv′(Xpis )− βv(Xpis )
}
ds
+
∫ t∧τξ1∧τξ2
0
e−βsv′(Xpis )b(1− qs)dBs
≤ v(x) −
∫ t∧τξ1∧τξ2
0
e−βsu(cs)ds+
∫ t∧τξ1∧τξ2
0
e−βsv′(Xpis )b(1− qs)dBs,(2.7)
where the inequality is derived from the HJB equation (2.5). Since the reinsurance strategy qs lies between
0 and 1, therefore the stochastic integration term of (2.7) is actually a martingale. Taking expectation on
both sides of (2.7), we get
Ex
[
w
(
t ∧ τξ1 ∧ τξ2 , Xpit∧τξ1∧τξ2
)
+
∫ t∧τξ1∧τξ2
0
e−βsu(cs)ds
]
≤ v(x).(2.8)
Now let ξ1 ↓ 0, ξ2 → ∞ and t → ∞, then t ∧ τξ1 ∧ τξ2 ↑ τ almost surely. Thus by applying Fatou’s lemma
for the first term of the expectation in (2.8), we have
lim inf Exw
(
t ∧ τξ1 ∧ τξ2 , Xpit∧τξ1∧τξ2
)
≥ Ex
[
lim inf w
(
t ∧ τξ1 ∧ τξ2 , Xpit∧τξ1∧τξ2
)]
= 0,
and by applying the monotone convergence theorem, the second term of the expectation in (2.8) converges
to
Ex
[∫ τ
0
e−βsu(cs)ds
]
.
Hence, we can conclude that:
Ex
[∫ τ
0
e−βsu(cs)ds
]
≤ v(x).
Maximization over all admissible strategies c(·) and q(·) gives the final result. 
Note that if (1.4) holds, then supremum in (2.5) without constraints is realized for
q(x) = 1 +
ηa
b2
v′(x)
v′′(x)
(2.9)
and
(2.10) c(x) = (v′(x))−
1
1−p .
Taking strategy pi = (q(Xpit ), c(X
pi
t )) makes process X
pi
t to be a diffusion.
Denote:
α = 1 +
2b2β
η2a2
.(2.11)
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We will solve our optimization problem under two family of assumptions:
Assumption 1. η > θ, α(1 − p) > 1 and (2− α(1 − p))η − 2θ < 0
which is for non-cheap reinsurance and
Assumption 2. η = θ and α(1− p) > 1
which is for cheap reinsurance.
For the optimal value function V , we can also derive the following property, a similar result can be found
in Choulli et al. [12].
Lemma 2. The optimal value function V is increasing and strictly concave.
Proof. It is obvious to see that V is increasing. To prove the concavity we will follow the idea of the proof
of [12, Prop.2]. From the dynamic programming principle, we know V (x) satisfies the following equality
V (x) = max
pi∈Π
Ex
[∫ τy
0
e−βsu(cs)ds+ e
−βτyV (y)
]
,(2.12)
where 0 < y < x and
τy = inf {t : Xpit = y} .
For h > 0, let Πh be the set of strategies pi such that
∫ ζ
0
(θ − ηqs)ads+
∫ ζ
0
b(1− qs)dBs −
∫ ζ
0
csds = −h
on the set {ζ <∞}, where ζ is a stopping time defined by
ζ = inf
{
t ≥ 0 :
∫ t
0
(θ − ηqs)ads+
∫ t
0
b(1− qs)dBs −
∫ t
0
csds = −h
}
.
By putting h = x− y (hence y = x− h) from (2.12) we obtain that
V (x) = max
pi∈Πh
Ex
[∫ ζ
0
e−βsu(cs)ds+ e
−βζV (y)
]
.(2.13)
Then
V (x)− V (x − h) = max
pi∈Πh
Ex
[∫ ζ
0
e−βsu(cs)ds+ (e
−βζ − 1)V (x − h)
]
.(2.14)
Since e−βζ < 1 and V (x) is nondecreasing function of x, the right-hand side of (2.14) is a decreasing
function of x. Thus V (x) − V (x − h) is decreasing in x. Hence, V ′(x) is also decreasing and V is strictly
concave. 
As the analysis above, the idea to solve the original optimization problem is to first find an increasing,
concave and nonnegative solution v of HJB equation (2.5) with the boundary condition (2.6), and then
construct strategies such that the derived function v can be realized by them. Thus the reverse inequality
of Lemma 1 holds for this candidate solution v. Hence, v is indeed the value function we are looking for.
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3. NON-CHEAP REINSURANCE
We will show that there exists a point x∗ such that
(3.15) q(x) = 0 for x > x∗.
It implies that when the wealth of the insurance company is larger than x∗ then the optimal strategy will
be to not reinsure the arrive claims. In other words, the insurance company can afford to cover all the
claims by itself. Therefore, we analyze the value function in two intervals (0, x∗] and (x∗,∞), respectively.
Let
B = − 2b
2
η2a2
1− p
1− α+ αp > 0,(3.16)
D =
2b2
αη2a
(η − θ) > 0.(3.17)
Proposition 3. Assume Assumption 1. Then on (0, x∗] the function v solving (2.5) is given by
v(x) =
e−ξ
β
[
−(η − θ)a+ η
2a2
2b2
Be
ξ
1−p +
η2a2
2b2
D +
1− p
p
e
ξ
1−p
]
,(3.18)
where B andD are given in (3.16) and (3.17) and ξ = g−1(x), where g−1 is the inverse of function g:
g(ξ) = (1− p)Be ξ1−p +Dξ +Q1,(3.19)
for Q1 = −(1− p)Be
ξ0
1−p −Dξ0 and
ξ0 = (1 − p) ln (η − θ)(α − 1− αp)ap
α(1 − p)2 .(3.20)
Above,
x∗ = g(ξ∗),(3.21)
where
ξ∗ = (1 − p) ln
(
b2 − ηaD
ηaB
)
.(3.22)
Proof. Substituting (2.9) and (2.10) into (2.5) gives:
(3.23) − (η − θ)av′(x)− η
2a2
2b2
(v′(x))2
v′′(x)
+
1− p
p
(v′(x))−
p
1−p − βv(x) = 0.
We choose the following variable transform
x = g(ξ), v′(g(ξ)) = e−ξ.(3.24)
Indeed, note that
(3.25) v′′(g(ξ)) = − e
−ξ
g′(ξ)
.
Plugging it into (3.23) produces
−(η − θ)ae−ξ + η
2a2
2b2
e−ξg′(ξ) +
1− p
p
e
p
1−p
ξ − βv(g(ξ)) = 0.(3.26)
Taking derivatives with ξ and collecting terms, we derive
η2a2
2b2
g′′(ξ)−
(
η2a2
2b2
+ β
)
g′(ξ) + (η − θ)a+ e ξ1−p = 0.(3.27)
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Denote h(ξ) = g′(ξ). Then the above equation can be rewritten as follows:
h′(ξ) − αh(ξ) + 2b
2
η2a
(η − θ) + 2b
2
η2a2
e
ξ
1−p = 0(3.28)
for some Q = h(0). Solving above ordinary differential equation (ODE) we can observe that
h(ξ) = Qeαξ −
∫ ξ
0
2b2
η2a
(η − θ)eα(ξ−u)du−
∫ ξ
0
2b2
η2a2
eαξe(
1
1−p
−α)udu.(3.29)
Careful calculation and rearranging all terms give
h(ξ) = Aeαξ +Be
ξ
1−p +D
for
A = Q− 2b
2
αη2a
(η − θ) + 2b
2
η2a2
1− p
1− α+ αp .
In view of (3.25) and the concavity of v, the value of A should be nonnegative. Then
h(ξ) = Aeαξ +Be
ξ
1−p +D > 0.(3.30)
Recall that h(ξ) = g′(ξ) and (3.26), we get
v(x) =
e−ξ
β
[
−(η − θ)a+ η
2a2
2b2
g′(ξ) +
1− p
p
e
ξ
1−p
]
=
e−ξ
β
[
−(η − θ)a+ η
2a2
2b2
Aeαξ +
η2a2
2b2
Be
ξ
1−p +
η2a2
2b2
D +
1− p
p
e
ξ
1−p
]
.(3.31)
Note that if we allow a general values of qt without constrains then we only increase the value function
giving us the possibility of considering the limit as x → ∞. From (3.24), (3.30) and (3.31), if A is strictly
positive, we get
v(x) ∼ K0x
α−1
α ,
where K0 is some fixed constant and a(x) ∼ b(x) means that lim
x→∞
a(x)/b(x) = 1. However, the following
upper bound
V (x) ≤ E
[∫ ∞
0
e−βsu(x+ (θ + 1)as+ bB+s ) ds
]
shows that there exists constantK > 0 such that
(3.32) V (x) ≤ Kxp.
Therefore, if we want to have v(x) = V (x), by Assumption 1 we must choose A to be equal zero. Thus we
obtain the representation of the function v given in (3.18).
In the following, we will derive the value of ξ0 which is given in (3.20) and satisfies g(ξ0) = 0. Indeed, if
we substitute ξ0 into (3.31) recalling that v(0) = 0, then:
−(η − θ)a+ η
2a2
2b2
g′(ξ0) +
1− p
p
e
ξ0
1−p = 0.
Since g′(ξ0) = Be
ξ0
1−p +D we obtain expression (3.20). Note that h(ξ) = g′(ξ) and A = 0we get (3.19) from
(3.30).
Wewill prove that 0 < q(x) ≤ 1 as it should be from the construction of the reinsurance policy. Substituting
v′(x) = e−ξ and v′′(x) = −e−ξ/g′(ξ) into (2.9), we get
q(x) = 1− ηa
b2
g′(ξ) ≤ 1.
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To satisfy required condition q(x) > 0we need to have the following inequality
ηa
b2
g′(ξ) < 1
satisfied. We will show that ξ∗ given in (3.22) is the unique solution of the equation:
ηa
b2
g′(ξ) = 1.
It is easily verified that ξ∗ solves the above equation. Moreover, since
g′′(ξ) =
B
1− pe
ξ
1−p > 0,
the function g′(ξ) is strictly increasing. Hence, ξ∗ solves above equation uniquely if
ηa
b2
g′(ξ0) < 1.(3.33)
Plugging (3.20) into the left side of inequality (3.33) we can conclude that
ηa
b2
g′(ξ0) =
2
ηa
[
− 1− p
1− α+ αpe
ξ0
1−p +
(η − θ)a
α
]
=
2
ηa
[
− 1− p
1− α+ αp
(η − θ)(α − 1− αp)ap
α(1 − p)2 +
(η − θ)a
α
]
=
2(η − θ)
αη(1 − p) .
Therefore, if 2(η − θ)/(αη(1 − p)) < 1, that is (2 − α(1− p))η − 2θ < 0, then (3.33) holds true.
Finally, we will check that v is indeed a C2 function solving the HJB equation (2.5) on (0, x∗]. From (3.31)
we have
v′(x) = v′(ξ) · 1
g′(ξ)
=
{
−e
−ξ
β
[
−(η − θ)a+ η
2a2
2b2
g′(ξ) +
1− p
p
e
ξ
1−p
]
+
e−ξ
β
[
η2a2
2b2
g′′(ξ) +
1
p
e
ξ
1−p
]}
· 1
g′(ξ)
=
e−ξ
βg′(ξ)
{
(η − θ)a− η
2a2
2b2
g′(ξ) + e
ξ
1−p +
η2a2
2b2
g′′(ξ)
}
= e−ξ,
where the last equality is obtained by (3.27), and
v′′(x) = − e
−ξ
g′(ξ)
< 0.
Therefore, v is increasing and strictly concave. Substituting the values of v′ and v′′ into the left hand side
of HJB equation (2.5), we have
max
0≤q≤1,c≥0
{
(θ − ηq)av′(x) + 1
2
b2(1− q)2v′′(x) − cv′(x) + u(c)− βv(x)
}
= max
0≤q≤1,c≥0
{
(θ − ηq)ae−ξ − 1
2
b2(1− q)2 e
−ξ
g′(ξ)
− ce−ξ + u(c)− βv(x)
}
.(3.34)
Since u(·) is an increasing and concave function and 0 < g′(ξ) ≤ b2/ηa for ξ0 < ξ ≤ ξ∗, therefore the
maximizers q∗ and c∗ are given by
q∗(x) = 1− ηa
b2
g′(ξ),
c∗(x) = e
ξ
1−p
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with x = g(ξ). Hence, the equation (3.34) can be rewritten as follows:
−(η − θ)ae−ξ + η
2a2
2b2
e−ξg′(ξ) +
1− p
p
e
pξ
1−p − βv(x) = 0.(3.35)
The verification of (3.35) is straightforward involving (3.18) and (3.19). 
Remark 4. To solve the equation (3.23) we can also use the Legendre transformmethod. That is, we define
vˆ(z) = max
x>0
{v(x) − xz}(3.36)
where the maximizing value of x in (3.36) is the inverse function I(z) of v′. Then v(x) can be recovered by
v(x) = min
z>0
{vˆ(z) + xz}(3.37)
and the minimizing value of z in (3.37) equals v′(x). Substituting x = I(z) into (3.23) produces:
η2a2
2b2
z2vˆ′′(z) + βzvˆ′(z)− βvˆ(z) + 1− p
p
z−
p
1−p − (η − θ)az = 0.(3.38)
Taking derivatives on both sides of (3.38) gives:
η2a2
2b2
z2vˆ′′′(z) +
(
η2a2
b2
+ β
)
zvˆ′′(z)− z− 11−p − (η − θ)a = 0.(3.39)
Denote h1(z) = vˆ
′(z), z = e−t. Then (3.39) can be rewritten as
η2a2
2b2
h′′1(t)−
(
η2a2
2b2
+ β
)
h′1(t)− e
t
1−p − (η − θ)a = 0.(3.40)
By substituting h2(t) = h
′
1(t) into (3.40) we get
h′2(t)− αh2(t)−
2b2(η − θ)
η2a
− 2b
2
η2a2
e
t
1−p = 0.(3.41)
The solution of (3.41) is then given by:
h2(t) = −Aeαt −Be
t
1−p −D.(3.42)
Moreover, from (3.23) and the definition of the Legendre transform, we can find that
βv(x) = −(η − θ)az + η
2a2
2b2
z2vˆ′′(z) +
1− p
p
z−
p
1−p
= −(η − θ)ae−t − η
2a2
2b2
e−th2(t) +
1− p
p
e
pt
1−p ,
which coincides with (3.31).
We will now consider the value function v on the interval (x∗,∞) on which q∗(x) ≡ 0. It is easy to
verify that under the assumption that q(x) = 0 on (x∗,∞) the HJB equation is equivalent to the following
equation:
θav′(x) +
1
2
b2v′′(x) +
1− p
p
(v′(x))−
p
1−p − βv(x) = 0(3.43)
with the boundary conditions
v′(x∗) = e−ξ
∗
,(3.44)
v′(x∗)
v′′(x∗)
= − b
2
ηa
.(3.45)
It remains now to verify that if v solves the equation (3.43), then the optimal reinsurance proportion indeed
equals zero.
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Proposition 5. Assume that Assumption 1 holds. Suppose also that v on (x∗,∞) solves (3.43)-(3.45). Then
v′(x) > 0 and v′′(x) < 0 on (x∗,∞) and the maximum in
max
0≤q≤1
{
(θ − ηq)av′(x) + 1
2
b2(1− q)2v′′(x)
}
= 0(3.46)
is attained for q = 0 in this case.
Proof. We first show that v′(x) > 0. Assume a contrario that there exists a point x˘ on (x∗,∞) such that
v′(x˘) < 0. This implies that we can find a point x¨, x∗ < x¨ < x˘ satisfying v′(x¨) = 0. Then
v′′(x¨−) = lim
x↑x¨
v′(x)− v′(x¨)
x− x¨ < 0.
Substituting x¨ into equation (3.43) gives:
1
2
b2v′′(x¨−) = βv(x¨) > 0
which is a contradiction. Hence v is indeed an increasing function.
Function v is also concave, that is, v′′(x) < 0. Indeed, denote
y(v) = v′(x) > 0.
Then v′′(x) = y(v)y′(v) and plugging it into (3.43) produces
θay(v) +
1
2
b2y(v)y′(v) +
1− p
p
y(v)−
p
1−p − βv = 0(3.47)
with the boundary conditions y′(v∗) = −ηa/b2 < 0 and y(v∗) = e−ξ∗ . Moreover, the equation (3.47) can
be rewritten as follows:
y′(v) =
2
b2
(
β
v
y(v)
− θa− 1− p
p
y(v)−
1
1−p
)
.(3.48)
According to Theorem 3 of Hubalek and Schachermayer [20], the differential equation (3.48) has precisely
one decreasing convex solution. Therefore,
(3.49) y′(v) < 0 and y′′(v) > 0.
Hence, v′′(x) < 0.
Now we will show that (3.46) attaines maximum at zero, that is
−ηa
b2
v′(x)
v′′(x)
> 1(3.50)
or that
y′(v) > −ηa
b2
.(3.51)
Denote
q(v) =
(
θ − η
2
)
ay(v) +
1− p
p
y(v)−
p
1−p .
Since y(v) satisfies equation (3.47), thus q(v) can be rewritten as:
q(v) = βv − ηa
2
y(v)− 1
2
b2y(v)y′(v).
Therefore demonstrating (3.51) is equivalent to showing that
q(v) < βv for v > v∗.(3.52)
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Due to the boundary condition y′(v∗) = −ηa/b2, we can observe that q(v∗) = βv∗. We also claim that
(3.53) q′(v∗) < β.
Indeed,
q′(v∗) =
(
θ − η
2
)
ay′(v∗)− y(v∗)− 11−p y′(v∗)
= −ηa
2
b2
(
θ − η
2
)
+
ηa
b2
e
ξ∗
1−p
= −ηa
2
b2
(
θ − η
2
)
+
ηa
b2
1
B
(
b2
ηa
−D
)
= β − ηa
2
2αb2(1− p) (ηα− 2(η − θ)),
where the second equality is obtained by substituting the values of y(v∗) and y′(v∗). The third equality
follows from the form of ξ∗ and the last equality is obtained by plugging the values of B,D and α. Now
the inequality ηα− 2(η − θ) > αpη > 0 implies (3.53).
To prove (3.52), suppose a contrario that there exists v˜ ∈ (v∗,∞) such that q(v˜) = βv˜, that is y′(v˜) = −ηa/b2,
and that q(v) < βv on (v∗, v˜). Since q(v˜) = βv˜ and q(v) < βv on (v∗, v˜), we have q′(v˜) > β. This implies
that (
θ − η
2
)
ay′(v˜)− y(v˜)− 11−p y′(v˜) > β.(3.54)
On the other hand, by taking derivatives with v on both sides of (3.47) and by substituting the value of v˜,
we obtain
θay′(v˜) +
1
2
b2(y′(v˜))2 +
1
2
b2y(v˜)y′′(v˜)− y(v˜)− 11−p y′(v˜)− β = 0
and therefore
θay′(v˜)− y(v˜)− 11−p y′(v˜) = β − 1
2
b2(y′(v˜))2 − 1
2
b2y(v˜)y′′(v˜).
Now, substituting above identity into (3.54) gives
y′′(v˜) < 0
because y′(v˜) = −ηa/b2. This is a contradiction with the fact that by (3.49) y(v) is a decreasing convex
function. This completes the proof. 
The equation (3.43) satisfied by v for x > x∗ is similar to equation (15) in Hubalek and Schachermayer [20].
Therefore, we can identify the asymptotic solution of the value function and the corresponding optimal
strategies as it was also done in Hubalek and Schachermayer [20].
Theorem 6. The asymptotic behaviors of v(x), c(x), q(x), as x→∞ , are given by:
v(x) ∼
(
1− p
β
)1−p
xp
p
,
c(x) ∼ β
1− px,
q(x) ≡ 0.
Summarizing Propositions 3, 5 and Theorem 6 gives the first main result of this paper.
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Theorem 7. Assume Assumption 1. Then the value function V (x) is given by
(3.55) V (x) =


e−ξ
β
[
−(η − θ)a+ η2a22b2 Be
ξ
1−p + η
2a2
2b2 D +
1−p
p e
ξ
1−p
]
, 0 < x ≤ x∗,
v(x), x > x∗,
with B andD given in (3.16) and (3.17) and x = g(ξ), where g is defined in (3.19). Moreover, x∗ is given in (3.21)
and v(x) solves (3.43)-(3.45). The corresponding optimal dividend strategy is
c(x) = (V ′(x))−
1
1−p
and the optimal reinsurance proportion is
q(x) =

1−
ηa
b2 g
′(ξ), 0 < x ≤ x∗,
0, x > x∗.
Proof. Note that c(x) and q(x) have bounded continuous derivatives on (0, x∗]. For x > x∗, we have
q(x) ≡ 0 and c(x) is asymptotically equivalent to βx/(1 − p) as x tends to∞. Therefore, their derivatives
are bounded on (x∗,∞). Hence, under the optimal strategy, the classical result in SDE guarantees the
existence and uniqueness of the solution for SDE (1.2). Moreover, from Propositions 3 and 5 it follows
that the right hand side v(x) of (3.55) is a nonnegative and concave solution of HJB equation (2.5) with
the boundary condition (2.6). Similarly to the proof of Lemma 1, applying Itoˆ’s formula to the process
w(t,Xpi
∗
t ) with the corresponding strategies identified in Propositions 3 and 5:
pi∗ = (q∗t , c
∗
t ) =
(
q(Xpi
∗
t ), c(X
pi∗
t )
)
produces:
w
(
t ∧ τξ1 ∧ τξ2 , Xpi
∗
t∧τξ1∧τξ2
)
= v(x) +
∫ t∧τξ1∧τξ2
0
e−βs
{
(θ − ηq∗s )av′(Xpi
∗
s ) +
1
2
b2(1− q∗s )2v′′(Xpi
∗
s )− c∗sv′(Xpi
∗
s )− βv(Xpi
∗
s )
}
ds
+
∫ t∧τξ1∧τξ2
0
e−βsv′(Xpi
∗
s )b(1− q∗s )dBs
= v(x) −
∫ t∧τξ1∧τξ2
0
e−βsu(c∗s)ds+
∫ t∧τξ1∧τξ2
0
e−βsv′(Xpi
∗
s )b(1− q∗s )dBs,
(3.56)
where the last equality is obtained by the HJB equation (2.5). Taking expectation on both sides of (3.56),
we get
Ex
[
w
(
t ∧ τξ1 ∧ τξ2 , Xpi
∗
t∧τξ1∧τξ2
)
+
∫ t∧τξ1∧τξ2
0
e−βsu(c∗s)ds
]
= v(x).
We claim that
{
w(t,Xpi
∗
t )
}
t≥0
is uniformly integrable. Then letting ξ1 ↓ 0, ξ2 → ∞ and t → ∞, and by
applying the dominated convergence theorem and the monotone convergence theorem, we have
Ex
[∫ τ
0
e−βsu(c∗s)ds
]
= v(x).
Thus v(x) ≤ V (x) from the definition of the value function. Combining above inequality with the result
obtained in Verification Lemma 1 completes the proof. In order to verify the uniformly integrability of
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w(t,X∗t ), it is sufficient to show that the maximum functionw
∗(T,Xpi
∗
T ) = sup0≤t≤T w(t,X
pi∗
t ) is integrable
for each T ≥ 0. By the concavity of v, we have
v(x) ≤ v′(0)x.
Thus,
Exw
∗(T,Xpi
∗
T ) ≤ Ex
[
sup
0≤t≤T
v
(
Xpi
∗
t
)]
≤ v′(0)Ex
[
sup
0≤t≤T
Xpi
∗
t
]
.(3.57)
We introduce now a new stochastic process Yt having the following dynamics:
(3.58) dYt = θadt+ b(1− q∗t )dBt
with the same initial value as that of the reserve process Xpi
∗
t , that is, Y0 = x. Then one can observe that
{Yt}0≤t≤T is a submartingale andXpi∗t ≤ Yt for any t ≥ 0. We denote Y ∗T = sup0≤t≤T Yt. Then,
Ex
[
sup
0≤t≤T
Xpi
∗
t
]
≤ Ex (Y ∗T ) ≤
√
Ex (Y ∗T )
2 ≤ 2
√
Ex (YT )
2 ≤ K1T +K2
√
T <∞,(3.59)
where K1,K2 are some fixed constants, the second inequality is obtained by Cauchy-Swartz inequality
and the third inequality is derived by Doob’s maximal inequality for submartingale. Therefore, in view
of (3.57) and (3.59), we can conclude that
{
w(t,Xpi
∗
t )
}
t≥0
is uniformly integrable. This completes our
proof. 
4. CHEAP REINSURANCE
In this section we consider the case η = θ, that is that cheap reinsurance holds true. The corresponding
HJB equation could be rewritten as follows:
max
0≤q≤1,c≥0
{
θ(1− q)av′(x) + 1
2
b2(1− q)2v′′(x) − cv′(x) + u(c)− βv(x)
}
= 0.(4.60)
As argued in the previous section, we suppose that HJB equation (4.60) has an increasing concave solution
v. Then, for q without restriction, the left hand side of (4.60) attains its maximum at
q(x) = 1 +
θa
b2
v′(x)
v′′(x)
(4.61)
and
c(x) = (v′(x))−
1
1−p .
Similarly, as in the non-cheap reinsurance case, we will find the point x∗ such that q(x) = 0, for all x > x∗.
Therefore, we have to consider here also two intervals (0, x∗] and (x∗,∞). At the beginning wewill analyze
the case of (0, x∗] on which q(x) > 0. We recall the definition of α in (2.11) with η = θ. Let
x∗ =
b2(1− p)
θa
.(4.62)
Proposition 8. Assume that Assumption 2 holds. Then for x ∈ (0, x∗],
v(x) = M
xp
p
,
where
M =
[
β
1− p −
θ2a2
2b2
p
(1 − p)2
]−(1−p)
.(4.63)
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Proof. Note that (4.60) can be rewritten as follows:
(4.64) − θ
2a2
2b2
(v′(x))2
v′′(x)
+
1− p
p
(v′(x))−
p
1−p − βv(x) = 0.
The general solution of ODE (4.64) is given by (see Merton [28] for details):
v(x) =
M(x−N)p
p
+Q.
Then
v′(x) = M(x−N)p−1, v′′(x) = −M(1− p)(x−N)p−2.
Plugging it back into (4.64) produces Q = 0 and M given in (4.63). Note that α > 1/(1− p), that is,
1 + 2b2β/θ2a2 > 1/(1− p), which implies that β > θ2a2p/(2b2(1− p)). Hence, M > 0. Finally, from the
boundary condition v(0) = 0 we get N = 0. Thus the proof is completed. 
We will now consider the interval (x∗,∞) on which we will have q(x) ≡ 0. Similarly as the non-cheap
reinsurance case, from HJB equation (4.60) we can derive the equation satisfied by the value function on
this interval:
θav′(x) +
1
2
b2v′′(x) +
1− p
p
(v′(x))−
p
1−p − βv(x) = 0(4.65)
with the boundary conditions
v′(x∗) = M(x∗)p−1,(4.66)
v′(x∗)
v′′(x∗)
= − x
∗
1− p .(4.67)
Note that the second-order ODE (4.65) is the same as ODE (3.43) except the two boundary conditions. In
the same way as in the proof of Proposition 5 one can verify that q(x) = 0 for x > x∗. To do it one has to
prove inequality
−θa
b2
v′(x)
v′′(x)
> 1
with v(x) = Mxp/p as a counterpart of (3.50).
Proposition 9. Assume Assumptions 2. Suppose v on (x∗,∞) solves (4.65)-(4.67). Then v satisfies v′(x) > 0 and
v′′(x) < 0 and maximum in
max
0≤q≤1
{
θ(1 − q)av′(x) + 1
2
b2(1− q)2v′′(x)
}
= 0
is attained for q = 0 in this case.
Remark 10. Since (4.65) is the same as (3.43), we will have the same asymptotic results for the cheap
reinsurance case as that for the non-cheap reinsurance case.
Based on the above analysis, we give the second main result of this paper.
Theorem 11. Assume Assumption 2.The value function V (x) is given by
V (x) =

M
xp
p , 0 < x ≤ x∗,
v(x), x > x∗,
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with x∗ andM in (4.62) and (4.63), respectively, and v(x) solves (4.65)-(4.67). The corresponding optimal dividend
strategy is
c(x) = (V ′(x))−
1
1−p
and the optimal reinsurance proportion is
q(x) =

1−
θa
b2(1−p)x, 0 < x ≤ x∗,
0, x > x∗.
Proof. Similarly like in the proof of Theorem 7 one can prove the existence and uniqueness of the solution
for SDE (1.2) for the chosen optimal strategies. Furthermore, in order to confirm that the candidate solution
v(x) is indeed the value function, it is sufficient to verify that
{
w(t,Xpi
∗
t )
}
0≤t≤T
is uniformly integrable,
where pi∗ is the corresponding strategy given in Propositions 8 and 9. However, since lim
x→0
v′(x) = ∞, we
cannot use the proof of Theorem 7 directly and some further modification is required here. By (3.32) we
can find a large constant K such that for x > 0,
v(x) ≤ Kxp.
Then,
Exw
∗(T,Xpi
∗
T ) ≤ Ex
[
sup
0≤t≤T
v
(
Xpi
∗
t
)]
≤ KEx
[
sup
0≤t≤T
(
Xpi
∗
t
)p]
≤ KEx [(Y ∗T )p] ,
where Yt is given in (3.58) and Y
∗
t is its maximal process. Moreover, since p ∈ (0, 1), we can find two
positive integral such that p ≤ m/n. Thus,
Ex[(Y
∗
T )
p
] ≤ Ex[(Y ∗T )m/n] ≤
{
Ex (Y
∗
T )
2m
} 1
2n ≤
(
2m
2m− 1
)m
n {
Ex (YT )
2m
} 1
2n ≤ H1T mn +H2T m2n <∞,
where H1, H2 are some fixed constants. Therefore,
{
w(t,Xpi
∗
t )
}
0≤t≤T
is uniformly integrable. This com-
pletes the proof. 
5. NUMERICAL EXAMPLES
In this section, we provide numerical examples to demonstrate the results obtained in Sections 3 and 4.
We focus on the effects of the power p and the claim volatility b on the optimal strategies and the threshold
x∗ for both cheap and noncheap reinsurance cases.
In Figure 1 we plot the optimal dividend and optimal reinsurance proportion for surplus x ranging from
0 to 50. In Figure 1(a), we consider the noncheap reinsurance case. According to Theorem 7, we find
the optimal threshold x∗ equals to 11.2578, which implies that the insurer will take all the claims without
buying any reinsurance when the surplus is larger than 11.2578. From this graph we can also observe
that the optimal dividend rate c∗(x) is nearly linear increasing with the surplus x, while the optimal
reinsurance proportion is decreasing with x. When its surplus is sufficiently small, the insurer will divert
most of its risk incurred by claims to the reinsurer, which seems intuitively reasonable. By comparison,
the cheap reinsurance case has been illustrated in Figure 1(b), which exhibits similar phenomenon as in
Figure 1(a). In accordance with Theorem 11, in this case, the optimal threshold x∗ equals to 20.6250, which
is larger than that in Figure 1. This happens because the premium paid to the reinsurer in the cheap
reinsurance case is less than that paid in the noncheap one. This means that insurer will be more willing
to divert the claim risk to the reinsurer in cheap reinsurance case even though its reserves are relatively
large.
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Figure 2 displays the optimal dividend strategy and the optimal reinsurance proportion as the functions
of p ∈ [0, 1] for fixed x = 5. From this graph, we can observe that the optimal dividend rate increases with
increasing p, while the optimal reinsurance proportion decreases. This phenomenon can be explained by
noting that the parameter 1 − p represents the risk aversion of the insurer, which indicates the insurer’s
attitude towards the risk. We also find that for a fixed p, the optimal dividend rate and the optimal
reinsurance proportion in cheap reinsurance case are larger than those in noncheap one. The reason behind
this property is that insurer usually pays less under the cheap reinsurance contract and it tends to transfer
most of the risks to the reinsurer paying extra money for dividends.
Figure 3 shows the values of x∗ with respect of changing parameters p and b. In Figure 3(a) we set b = 0.5
and change the values of p. Note that x∗ decreases as p increases. Because p reflects the insurer’s tolerance
of the risks, as p becomes larger, the insurer becomes less risk averse. In Figure 3(b) we fix p = 0.01 and
observe that x∗ increases as b increases. Indeed, this is explained by the fact that the larger values of b
indicate that more risks will be taken by the insurer. In both Figures 3(a) and 3(b) the values of x∗ in cheap
reinsurance case are bigger than those in noncheap reinsurance case which coincides with the analysis
demonstrated in Figure 1.
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FIGURE 1. q∗(x) and c∗(x) change with x for a = 0.03, b = 0.5, p = 0.01, β = 0.1.
6. CONCLUSIONS
In this paper we manage to find the value function maximizing the discounted cumulative dividends
payments paid up to ruin time where the strategy is based on choice of dividend payments and the pro-
portion of the reinsurance policy. We analyzed only the Constant Relative Risk Aversion utility function.
The future research will concern other utility functions. One can also choose more general stopping time
of the regulated risk process. For example one can consider Parisian ruin time as it was done in Czarna
and Palmowski [13]. Finally, it is also very interesting to incorporate so-called Gerber-Shiu function in the
value function as it was realized in Avram et al. [5]. One can analyze the investments into risky assets as
well, see Paulsen and Gjessing [29]. All of these problems are more complex and left for future research.
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FIGURE 2. c∗(x) and q∗(x) change with p for a = 0.03, b = 0.5, β = 0.1, η = 0.8, θ =
0.4, x = 5.
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FIGURE 3. x∗ changes with p and b respectively for a = 0.03, β = 0.1, η = 0.8, θ = 0.4.
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