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By analogy with Seidel switching classes of graphs, and two-graphs, this paper 
develops a theory of switching classes of directed graphs. The elements of the theory 
are these: there is a one-to-one correspondence among switching classes of directed 
graphs, two-digraphs, and cyclic triple covers of the complete digraph. If  G is a 
group of automorphisms of a switching class of digraphs, there is a cohomological 
invariant y  which vanishes if and only if some digraph in the switching class is fixed 
by G. If  G is cyclic then y  # 0 if and only if all orbits on vertices have size divisible 
by 3 and a certain sum (defined in Theorem 3.5) is nonzero. There is a second 
cohomological invariant /I which vanishes if and only if G can be realized as a 
group of automorphisms of the cyclic triple cover associated with the switching 
class. If  G is cyclic, then j? # 0 if and only if G has a subgroup of order 3 for which 
y  # 0. There is a formula for the number of isomorphism types of two-digraphs on n 
vertices which is a sum over the symmetric group S, of a simple function of the 
cycle structure of its elements. Finally, the only elements of S, which fix a digraph 
in every switching class of digraphs they fix are those elements containing a cycle 
whose length is not divisible by 3. I(“ 1986 Academic Press, Inc. 
1. INTRODUCTION 
In the past few years, a theory of switching classes of signed graphs and 
generalizations of two-graphs has emerged [2, 9-121. This rather technical 
subject was developed by analogy with switching classes of graphs, and 
two-graphs, a study pursued over the previous decade [l, 3, 5,6,8]. 
In the present paper we discuss switching classes of directed graphs and 
their equivalent formulations, two-digraphs, and cyclic triple covers of the 
* The author would like to. express his gratitude for the support provided to him by Bell 
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complete digraph. We show that an appropriate analogue of the 
Mallows-Sloane Theorem holds (see Theorems 3.4 and 3.5). We find a 
necessary and sufficient condition that a cyclic group of automorphisms of 
a switching class of digraphs be representable as an automorphism group 
of the triple cover (Theorem 4.7). We present an enumeration of the 
isomorphism types of switching classes of digraphs in Section 5. Finally, we 
show how to characterize the permutations which fix digraphs in all the 
switching classes they fix; this characterization is given in Section 6. 
Not all familiar properties of switching classes of graphs generalized 
directly to switching classes of digraphs. Nevertheless we hope to convince 
the reader that the theory for digraphs is pleasing, and is less technical than 
that for signed graphs. 
2. BACKGROUND 
The directed graphs we consider in this paper are simple, that is, without 
loops, or parallel or opposite edges. Let X be a finite set, which we shall 
regard throughout this work as a set of vertices. An alternating function 
from Xx X into GF(3) is a function c( such that a(~, u) = - a( y, x), for all 
x, y E X. Plainly an alternating function 01 satisfies a(x, x) = 0 for all x E X. 
The alternating functions on Xx X form a ternary vector space with respect 
to pointwise addition, and we denote this space by X:. 
Note that the elements of Xf represent all the digraphs on X in the 
following way: if a E X,* we say that a represents the digraph D, where 
V(D) = X and (x, y) E E(D) if and only if a(x, y) = 1. We will often refer to 
the elements of X: as digraphs, meaning the digraph they represent. 
A simple way to generate elements of X: is as follows: let XT be the ter- 
nary vector space of all GF(3)-valued functions on X, again with the 
operation of pointwise addition. For any SE XT, set (6$)(x, y) = 
s(x)--(y). Then (&)EX* *. This construction is useful for introducing the 
operation of switching on digraphs (as represented by elements of Xg): let 
aEX2*, s~Xl*, and set a’ = a + 6s, so that a’(.~, y) = a(x, y) + s(x) -s(y). 
Then a’ is said to be obtained from a through switching by s. If one digraph 
can be obtained from another in this way, the two are called switching 
equivalent. Now 6: XT + Xf is linear, so this is an equivalence relation, 
and the equivalence classes are cosets of (im 6) in X:. The equivalence 
classes are called switching classes of digraphs. The switching class of a E X,* 
is denoted [a]. The trivial switching class is the class of the zero function 
on Xx X, i.e., of the empty digraph. The elements of the trivial switching 
class, incidentally, are what might be called the complete cyclic tripartite 
digraphs. That is, they are the digraphs with edge set of the form 
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(X0 xX_,)u (Xi xX,)u (X-i xX,), where {X,, X,, X-i} is a partition 
of x. 
We note briefly that switching operations have been studied for ordinary 
graphs (e.g., in [S]) and for signed graphs (e.g., in [2]). 
A useful property of switching classes is the following: 
LEMMA 2.1. Let r be a switching class of digraphs on X, let T be a 
directed tree on X, with its edges oriented arbitrarily, and let Q: E(T) + 
GF(3). Then there is a unique element tl of r with a(x, y) = uO(x, y) for all 
(~9 Y) E El T). 
The proof is a simple alteration of the argument for (2.1) of [2], and is 
therefore omitted. 
Note that the notion of alternating functions can be generalized as 
follows: let X, be the Cartesian product of k copies of X, and set 
X0 = {a}. A function j X, + GF(3) is called alternating if f (x4,,,,..., 
x~,~,) = sgn(#) f (x, ,..., xk) for all choices of x1 ,..., xk, and all permutations 
4 of {l,..., k}, where sgn(d) is 1 or - 1 according as 4 is an even or odd 
permutaton. (All functions on X0 and X1 are regarded as alternating.) Let 
X,* be the ternary vector space of all alternating functions on X,, 0 6 k < 4. 
We define the coboundary operators 13~: X,* -+X,*+ 1, 0 6 k < 3, as 
follows: if c1 fz X,*, let 
(hka) E x,*+ 1 : (hka)(x,,..., -‘ck) 
= i (-l)iL?&, ,..., fj ,..., xk), 
i=O 
where x0,..., li )...) xk represents x0 )...) xk with xi deleted. Clearly 6’ = -6, 
and all the 6”s are linear operators. In fact 
is an exact sequence, as we now show: 
LEMMA 2.2. im ak- ’ = ker ak for 1 <k d 3. 
Proof: A simple computation shows that dkhkp’ ?s identically zero, so 
we need only show ker dk G im 6 k - ’ . Let z E ker ak, choose any y E X, and 
define c?: X,- 1 -+ GF(3) by a(xl ,..., xk-1) = 5( y, x1 )...) x& 1). Plainly 
aEXk*--I, and we conclude the proof by showing that dk- ‘a = z: 
First consider the value of (dk-‘a) on (y, x1,..., xk). From the definitions 
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of dk- ’ and a, it is easily seen to be r( y, x, ,..., xk). But now the facts that 
dk.r = 0 and ak(bk ~ ‘a) = 0 show 
T(x1 ,..., x,)= - f (-l)i$y,x ,,..., ii ,..., x,), 
i= 1 
k 
= - iC, ( - l)k (sk- ‘c()( y, Xl,..., ii,...> xk) 
= (hk-%t)(x I,..., xk). 1 
Because of exactness, ker 6’ = im 6’ = im 6. But the switching classes are 
cosets of im 6, so they correspond to elements of .Y:/(im 6) = 
X;/(ker 6’)zim 6*. That is, 6* provides a one-to-one correspondence 
between switching classes of diagraphs, and certain alternating functions on 
Xx Xx X (the members of im S*), which we now call two-digruphs. In Sec- 
tion 4 we shall see that there is also a one-to-one correspondence with 
cyclic triple covers of the complete digraph on X. 
Using exactness once again, im 6* = ker a3, so the two-digraphs are 
precisely those elements r of XT for which 0= (S3z)(x, y, z, w)= 
T( y, Z? w) - T(X, 2, w) -t T(X, y, w) - t(x, y, 2) for all x, y, z, w  E X. 
The natural duals to these spaces of alternating functions are most easily 
given as exterior powers, but we shall only need the exterior square in this 
paper: if V is a vector space let V A V be the quotient of V@ V by the sub- 
space generated by all elements of the form u @ u + v @ u, where u, D E V. 
The image of u@ v in the quotient is denoted u A o, and we note that 
u A u = o, and u A v = -v A u for all u, ~1 E I/. Note too that the product 
A is bilinear. If dim I/= n then dim V A I/ = (; ), and any basis {vi: 
1 < i 6 PZ} for V yields a basis (~1; A rj: 1 <i<jbn] for VA V. The dual of 
V A V is the space of alternating bilinear forms on V. 
We shall be using some properties of duality, which we gather here for 
convenience: if f: V-P W is a linear transformation and V*, W* are the 
duals of V and W then the linear transformation f *: W* + V* defined by 
(f*(w*))(u)= w*(f(v)) is called the dual of f. If f: I/+ V is a linear 
operator, then the space of fixed points off has dimension equal to the 
dimension of the space of fixed points off *: V* + V*. Finally, iff: V-t W 
is linear and f * is its dual, then Ann(im f) = ker f * and Ann(ker 
f) = im f *. (Here Ann is understood to mean annihilator relative to the 
pertinent space; e.g., if UC V, then Ann U= {V*E V*: u*(u)=0 for all 
24 E U}.) 
Notice that the symmetric group Sym(X) on X acts on X:, X:,..., as 
follows: if gE Sym(X), SE XT, a E X: we set .YR E XT, ark X: where 
sg(x) = s( g(x)) and ag(x,y) = c(( g(x), g(y)) for all x, y E X. If ag = a we say 
g fixes a, and if [a”] = [a], we say that g fixes [a]. A group of 
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automorphisms of a switching class [a] is a subgroup of Sym(X), every 
one of whose elements fixes [a]. 
Some notions from group cohomology [4) are helpful in this work. If G 
is a finite group, and A is a right G-module, a derivation is a function 
d: G -+ A such that d(gh) = d( g)h + d(h). If a E A we can form a derivation 
d, from a by setting d,(g) = ag - a; d, is the inner derivation corresponding 
to a, and any derivation of this form is called inner. Let Z’(G, A) be the set 
of derivations from G to A, and B’(G, A) the set of inner derivations. Tak- 
ing pointwise addition as the operation, these sets are abelian groups, and 
we form the quotient H’(G, A)=Z’(G, A)/B’(G, A). This quotient is 
known as the one-dimensional cohomology group of G with coefficients in A. 
There is also a two-dimensional cohomology group H*(G, A) which can be 
defined, using certain functions from G x G to A (called factor sets) in place 
of derivations. For any extension B of A by G (that is, any group B con- 
taining A as a normal subgroup so that B/A r G) there is an associated 
element j3 of H*(G, A). This /I is zero if and only if the extension is split 
(i.e., B contains a subgroup G* isomorphic to G so that G* n A = 1, which 
happens if and only if B is a semidirect product of G and A.) 
If P is a subgroup of G, then any derivation of G forms a derivation of P 
by mere restriction. In fact, one can restrict an element of any H’(G, A) to 
H’(P, A). The most important instance of this for our work occurs when A 
has order a power of a prime p, and P is a Sylow p-subgroup of G. A 
theorem of Gaschiitz [4] asserts that, in this case, restriction is a 
monomorphism from H’(G, A) to H’(P, A). Thus an element of H’(G, A) is 
zero if and only if its restriction to P is zero. 
Three right Sym(X)-modules which will concern us are A = XT, 
B=ker6~X~,andC=im6cX,*.NotethatO-+B+idA-+dC+Oisan 
exact sequence. Thus, by a standard construction in algebraic topology 
[4, 71, there is a long exact sequence of cohomology groups 
... + H”(G, B) -+ H”(G, A) + H”(G, C) -+@” H”+l(G, B) -+ .... The maps 
4” are called connecting homomorphisms. 
3. THE FIRST INVARIANT 
The question “when does a switching class fixed by a permutation g 
actually contain fixed elements?’ has been answered rather effectively for 
graphs and signed graphs. For switching classes of graphs, there is the 
following theorem of Mallows and Sloane [3]: 
THEOREM 3.1. Let r be a switching class of graphs, and let g be a 
permutation of the vertex set which jixes f. Then there is a graph in rjked 
by g. 
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The situation is more delicate for switching classes of signed graphs, and 
the above question has not been fully answered. However, in [9] Wells 
determined the circumstances under which all switching classes of signings 
of a simple graph G which are fixed by a given graph automorphism g con- 
tain fixed signings. The conditions are too detailed to describe here, but 
they involve checking certain properties of a graph which is associated with 
g. 
The behavior of switching classes of digraphs is, in this regard, more 
similar to that of signed graphs than ordinary graphs. That is, there are 
permutations of the vertex set X which have fixed digraphs in some of the 
switching classes they fix, but not all. (Later we shall see that, for these 
special permutations, they fix digraphs in precisely one-third of the 
switching classes they fix.) 
As an example of this, consider the permutation g= (xyz) on 
X= {x, y, z}. There are three switching classes of digraphs based on X, and 
g fixes each of them. However, g fixes only three digraphs, all of which lie 
in the trivial switching class. Thus the other two classes contain no fixed 
digraphs. 
By analogy with the method of Cameron [l] we introduce a 
cohomological invariant y in the following way: let G be a group of 
automorphisms of a switching class r of digraphs. Let c( E f and g E G; 
define d(g) = ~1~ - ~1. Then d: G --, C is a derivation, but d is not necessarily 
an inner one. (This d could be viewed as a derivation from G to (C, x ), in 
which case it would be inner.) Now if a’ is another digraph in I-, CI’” - ~1’ 
defines another derivation from G to C. However, it is easy to check that 
this new derivation differs from d only by an inner derivation. Thus the 
coset of B’(G, C) in which d lies does not depend on the choice of a in r. 
We now define the first invariant of G and r as the image y = y(G, f) of d 
in H’(G, C) = Z’(G, C)/B’( G, C). This y depends only on G and f. 
If H is a subgroup of G, we notice that the restriction of y to H equals 
the first invariant of H and r. 
THEOREM 3.2. Assume that G is a group of automorphisms of a switching 
class r of digraphs. Then y(G, f) = 0 if and only if r contains a digraph 
fixed by G. 
Proof. If G fixes a digraph CI then I$ - c( = 0 for all g E G, so y = 0. Con- 
versely, if y = 0 then let c( E r and let d be its associated derivation. Now d 
is inner, so d=pg-p for some ~EC. That is, ag-a=pg-p. But now 
a - p lies in I- as well, and it is fixed by all of G. fl 
THEOREM 3.3. If G is a group of automorphisms of r and G has an orbit 
on r of size not divisible by 3, then y = 0. 
SWITCHING CLASSESOFDIGRAPHS 175 
Proof: Sum the elements in this orbit, and call the result ~1. Clearly G 
fixes c(. If the orbit length is congruent to 1 modulo 3, then a E r. If the 
orbit length is congruent to 2 modulo 3 then --CI E f, and G clearly fixes 
-a. I 
THEOREM 3.4. Suppose Gfixes a switching class f of digraphs on X. If G 
has an orbit on X of length not divisible by 3 then y = 0. 
ProoJ For each x in X let CI, be the unique element of f such that 
c(,(x, y) = 0 for all y in X (see Lemma 2.1). Clearly G acts on the set of all 
a . in fact G acts on Y= {a,: XE X’}, where X’ is one of the orbits of G on x 3 
X with 1 X’ 1 & 0 (mod 3). But I Y I must divide I X’ 1, and the previous 
theorem applies. 1 
The next theorem determines whether y =0 in the case that all the orbits 
of G have size divisible by 3, and where G is cyclic. For convenience, we 
introduce a new definition: if g is a permutation on a set X, then a g-triple 
is an ordered triple (x, y, z) of distinct elements of X such that g(x) = y, 
g(y)=z, and g(z)=x. 
THEOREM 3.5. Assume that G = (g) is cyclic, G fixes a switching class 
r, and aOE r. Assume furthermore that all the orbits of G on X have size 
divisible by 3. Let j3k = 1 G 1, where 3[j, and let 3” be the size of the shortest 
cycle of gJ on X. Set n, = j3”-‘. Then the following five conditions are 
equivalent: 
(i) y=O; 
(ii) For every integer n, every g”-triple (x, y, z), and every a E r, 
a(x, y) + a( y, z) + a(z, x) = 0; 
(iii) For every integer n, and every g”-triple (x, y, z), 
a&, v) + a,( y, z) + aO(z, x) = 0; (*) 
(iv) For every gnO-triple (x, y, z), (*) holds; 
(v) For at least one gnO-triple (x, y, z), (*) holds. 
Note. A result which we shall establish later (Theorem 6.1) has the con- 
sequence that, for each permutation g of X with cycle lengths all divisible 
by 3, there exists a switching class r for which y( ( g), r) # 0. 
The proof of this theorem will make use of three lemmas (3.63.8) which 
will now be stated and proved in turn. Following this, the proof of 
Theorem 3.5 will be given. 
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LEMMA 3.6. If a and p are switching equivalent digraphs, and x, y, z E X, 
then 
44 .v) + 4 y, z) + a@, x) = PC-X, .v) +p( y, z) + p(z, xl. 
Proof Let s E X7 such that a = p + 6s. Then a(x, y) = (p + os)(x, y) = 
p(x, y) + s(x) -x(y), and similarly a( y, z) = p(y, z) + s(y) -s(z), a(z, x) = 
p(z, x) + S(Z) - s(x). Adding these three equations proves the lemma. 1 
LEMMA 3.7. Assume g is an automorphism of a switching class r qf 
digraphs, aEr, and SEX: with ag=a+6s. IfCyEY s(y)=0 for all (g)- 
orbits Y in X then g fixes a digraph in r. 
Proof We define t E X,* as follows: for each orbit {x, ,..., x,} of (g) on 
X, where xi+, =g(x,) and subscripts are taken modulo q, let 
t(xi)=S(X,)+ “’ +S(Xj&,), 2<i<q+ 1. 
NOW t(x,+,)-t(x,)=s(xi) for 2<i<q+l, but also (for i=l) 
t(x*)-t(x,)=t(xZ)-t(xBtl)=s(xl)-O=s(xI), since t(x,+,)=O by 
hypothesis. Thus s(xj) = t(xi+ ,) - t(x,) for all i, i.e., s(xi) = t(g(x,)) - t(x,), 
so s = tg - t. But 6 is linear and the (g )-action is natural, so ~18 - a = 6s = 
6(tg-t)=(i5t)g-(ht). Thus (a-6t)g=(a-6t), i.e., gfixes a-6tEr. i 
LEMMA 3.8. Let g be an automorphism of r such that g3 fixes a E r. Let 
s E XT with ag = a + 6s. Then s + sg + sg2 is constant on X. Furthermore 
a(x, y) + a( y, z) + a(z, x) + s(x) + s( y) + s(z) = 0 
for any x, y, z E X such that g(x) =y, g(y) = z, and g(z) =x. 
Note. s(x) + s( y) + s(z) = (s + sK +$)(x), so the constant value of 
s+sg+sg ’ is - (a(.~, y) + a( y, z) + a(z, x)). 
Proof First 0 = aK3 - a = (aR-a)g2+(ag-a)Y+(aR-a) = (~?s)~~+ 
(6~)~ + (6s) = 8(sg’ + s” + s). But only constant functions on X have zero 
coboundary, so s + sg + s”’ is constant on X. Furthermore 
and 
a(y, z) = a”(x, y) = 4x, .v) + s(x) -s(y), 
a(z, x) = ag(y, z) = a( y, z) + s(y) -s(z) 
for any x, y, z E X as in the hypothesis. That is, 
0 = a(x, y) - a(y, z) + s(x) -s(y), 
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and 
O=a(y,z)-a(z,x)+s(y)-s(z). 
Subtracting the second equation from the first completes the proof. [ 
Proof of Theorem 3.5. We start by establishing the equivalence of the 
first three properties: 
(i) 3 (iii): Because y = 0, there exists ~1, E r with cc: = ~1~. Now for 
any n, and any g”-triple (x, y, 21, al(x, y) + a,(~, z) + al(z, x) = al(x, Y) + 
crf(x, y) + u~‘“(.x, y) = 31x,(x, y) = 0. By Lemma 3.6, a,(~, y) + a,(~, Z) + 
aO(z, x) = 0. 
(iii) + (ii): Follows immediately from Lemma 3.6. 
(ii) 3 (i): Let h =gj, so that (h) is the Sylow 3-subgroup of G. By 
Gaschiitz’s theorem we need only establish that y, = y( (h), f) vanishes. 
We use induction on the order of h to show y, = 0. The induction may 
begin with 1 h 1 = 1, in which case y1 = 0 immediately. Thus we assume 
y((h3), ZJ=0, and let aEf with ah3 = CI. Choose s E X: so that xh = x + 6s. 
By Lemma 3.7 we need only show that 
c s(y)=0 (3.9) 
YE Y 
for each (h)-orbit Y in X. Now 1 h 1 3 3, and h has no fixed points, since 
h = gj and all (g)-orbits have length divisible by 3. Let Y be an (h)-orbit 
on X, so 1 YI =3’ where 13 1. 
If I= 1, let Y = {x, y, z), where (x, y, Z) is an h-triple. From the 
assumption (ii), a(x, y) + a( v, Z) + a(,-, X) = 0. By applying Lemma 3.8 to Y 
instead of X itself, we see that s(x) + s(y) + S(Z) = 0, which proves (3.9). 
If I> 2 we recall that ah’ = ~1, so for any y E Y, 
O=(ah3-~)(y, h(y))= [(aK3-aK2)+ (a”z-ag)+(clg-a)](y,g(y)) 
= C(~~)R2+(6~)g+(~s)l(Y,g(Y))=(s(g2~,)-s(g3Y))+ bkY)-hr2Y)) 
+ (s(Y)-s(gY))=s(Y)-s(g3(Y)). 
Thus s(y) = s(g)(y)) for any y E Y, and now clearly Cvt y s( y) = 
3’- ’ [s( y,) + s( g( y,)) + s( g2(y,))] = 0, where y, is any element of Y. Thus 
(3.9) clearly holds. 
Having established the equivalence of (i), (ii), and (iii), we now note that 
(iii) = (iv) and (iv)-(v) trivially. We conclude the proof by showing 
(v) * (iii). 
By hypothesis the shortest cycle of gj has length 3”. Thus, if h = gno, h3 
has fixed points on X, so that y( ( h3), ZJ = 0. Let a E I- be a digraph fixed 
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by h3, and let s E X: be such that @h = c1+ 6s. Then Lemma 3.8 applied to h 
shows that s + sh + sh2 is constant on X, and a fortiori, s + sh + sh* is con- 
stant on the union x’ of all gj orbits of length 3”. But (3.8) also shows that 
this constant value is - (tl(x, v) + c(( y, z) + c1(z, x)) for any h-triple (x, y, z) 
(which is necessarily contained in X’). The assumption (v) asserts that 
there is an h-triple (x,, y,, zO) such that ~dxo, Y,) + Q(Y,, zd + 
CQ(Z,,, x0) = 0. By Lemma 3.6 we conclude that X(X,, yO) + a( y,, zO) + 
c((zO, x0) = 0, and consequently a(x, y) + c(( y, z) + a(z, x) = 0 for all h-triples 
(x, y, z) in x’. Again using Lemma 3.6, (*) holds for all h-triples (x, y, z) in 
X’. But the only g”-triples contained in x’, for any n, are h-triples or (h- ‘)- 
triples. It is easy to check that (*) still holds for the (h ~ ‘)-triples, so we 
have established that (*) holds for all g”-triples (x, y, z) in x’, for any n. 
The only remaining g”-triples in X for some n are contained in X-x’. If 
we now set h =g3”0, these g”-triples are hi-triples for some integer i. But h 
has fixed points on X, so I, r) =O, and X,(X, .Y) + a,(~, z) + 
a,(~, x) =0 for all h’-triples (x, V, 2) for any n, so (iii) has been 
established. i 
4. TRIPLE COVERS AND THE SECOND INVARIANT 
In this section we show that digraphs generate triple covers of the com- 
plete digraph much the way that graphs determine double covers of the 
complete graph [S]. In addition, we show how to extend any 
automorphism group G of a switching class r of digraphs to an 
automorphism group C? of a triple cover. Just as in the graph case, there is 
a cohomological invariant /? associated with this group extension, and the 
vanishing of /I has a particular combinatorial significance involving the 
triple cover. We conclude this section with a proof that, when G is cyclic, 
b=Oifandonlyify(G,;T)=O, h w  ere G, is the subgroup of G of order 3. 
Let KD be the complete digraph with vertex set X (so the edge set is 
{&Y):-w~~,x#Y~~ and there are opposite edges; but all other 
digraphs in this paper are simple). Now let 8= Xx F, where F = GF(3), 
and define the projection map n: 2 + X: X(X, i) = x. A directed graph D 
with vertex set 2 is called a triple cover of KD when n(E(D)) = E(KD), and 
rt - ‘( (x, y)) is a set of three disjoint edges for all x # y. If D is a triple cover 
of KD, it is easy to show that its induced subgraph on 7c -’ {x, v> is a 
directed 6-cycle, for any distinct vertices x and y. There are twelve distinct 
(labelled) directed 6-cycles this could be. We shall single out three of them, 
and restrict our attention to the triple covers of KD which contain only 
these types of 6-cycles. 
If a directed 6-cycle on z - ’ {x, y } is of the form shown in Fig. 1, we call 
if lifted. Note that the lifted 6-cycles are fixed by the permutation (z, i) -+ 
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(a) a(x.y) - 0 (b) a(x,y) - 1 
FIGURE 1 
(cl a(x,y) = -1 
(z, i+ I), and they are the only such &cycles in which this permutation 
represents a shift of the 6-cycle by two steps in its natural direction. We 
define a cyclic triple cover of KD to be a triple cover D such that (b(D) = D, 
where 4: k-, 8: 4(x, i) = (x, i+ I ), and such that any directed path of 
length two of the form (x, i), (y,j), (x, k) has k = i + 1. Thus cyclic triple 
covers are those triple covers for which the induced subgraphs on the 
n - I {x, y }‘s, x # y, are lifted directed 6-cycles. 
Now let c1 EX~ and define its lifting oi rz (8): by oi((x, i), (y,j)) = 
a(.~, y) + i-j, x # y, and oi( (x, i), (x, j)) = 0. Then oi represents a digraph D, 
and it can be shown that D is a cyclic triple cover. (The labels in Fig. 1 
show the values of CI(X, y) which give rise to the various lifted directed 6- 
cycles.) Conversely, the only elements of (2): which represent cyclic triple 
covers are the liftings of members of XT ; we shall call such members of 
(8): cyclic triple covers, as well. 
Also, if p E (8):, p is the lifting of a member of X,* if and only if p((x, i), 
( y,j)) - i +j = CY(X, y), where c1 is a function of x and y only, such that 
cx(x, x) = 0 for all x E X Note too that a(~, y) = p((x, i), ( y, i)) for any i. By 
now we have established the following lemma: 
LEMMA 4.1. There is a one-to-one correspondence between digraphs on X 
and cyclic triple covers. Furthermore let X, = {(x, i) : x E X} G 2, for i in F. If 
D is a digraph on X and 6 is its associated triple cover, then the induced sub- 
graph of b on Xi is isomorphic to D via R, for each i in F. 
Let T be the subgroup of Sym(X) generated by all 3-cycles of the form 
((x, 0) (x, 1) (x, - 1)). It is easily seen that T maps cyclic triple covers to 
cyclic triple covers. We say that two cyclic triple covers c(, p^ are isomorphic 
as triple covers when there is an element 4 E T with c? = 8, We now observe 
that switching equivalent digraphs correspond to isomorphic triple covers 
(the proof follows Lemma 4.3): 
LEMMA 4.2. Let SE XT and let q5~ T be defined by &(x, i)) = 
(x, i + s(x)). If a, p E X,* with p = c1+ 6s, then ji = aim. Conversely, if@ = @for 
some 4 E T, then there exists s E XT with p = u -t 6s. 
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Just as a curiosity, we point out that isomorphic triple covers are also 
switching equivalent: 
LEMMA 4.3. Let the notation be as in Lemma 4.2. If p = u + 6s then 
fi=oi+iG, where ~=soxE(~)~. 
Proofs of Lemmas 4.2 and 4.3. Let k stand for c((x, y) + s(x) -s(y) + 
i-j. Then, if x#y, and p=a+& fi((x,i). (y,j))=p(x,y)+i-j= 
(a + hs)(x, y) + i - j = k; oi”((x, i), (y, j)) = 6(4(x, i), #( y,j)) = oi((x, i + 
s(x)), (Y, j + S(Y))) = k and (6 + W((x, i), (y, j)) = oi((x, i), (y, j)) + 
i(x, i) - .$( y, j) = k. Thus fi, di), and 6 + C% all agree when evaluated at pairs 
((x, i), ( y,j)) with x # y. If x = y, though, they all have zero value. Thus 
/j=ai@ and p=&+SJ-. 
It remains to show that, if 6 = 6” for some 4 E T, then there eixts s E XT 
with p = c( + 6s. From the definition of T it is clear that there is a unique 
s E XT such that 4(x, i) = (x, i + s(x)) for all (x, i) E 2. But now p(x, y) = 
b((x, 01, (Y, 0)) = @((x9 Oh (Y, 0)) = 4(x, s(x)), (Y, S(Y))) = 4-T y)+ 
s(x) - s( y) = (a +&)(x, y) for all x, y E X. 1 
In Lemma 4.2 we have established the equivalence of isomorphism 
classes of cyclic triple covers of KD and switching classes of digraphs on X. 
We can go a step further by explaining the connection between triple 
covers and two-digraphs. Recall that a two-digraph is an alternating 
function z on Xx Xx X such that h3r = 0. (Or, equivalently, such that 
z = d2a for some CC EX: .) Given a cyclic triple cover $, we wish to con- 
struct combinatorially the two-digraph r = 6%x, where c1 E X: and CI 
represents D. Note first that (x, i) is joined by a directed edge in 6 to 
( y, i + CI(X, y) - 1 ), and to no other ( y, j) (for fixed y). Thus, starting from 
(x, i) and following the unique directed path whose vertices project onto 
x, y, z, x in turn, we reach (x,i+~~(x,~~)+a(y,z)+cc(z,x))= 
(x, i + (S2cr)(x, y, z)). Thus, if the induced subgraph H of B on rc ~ ‘{x, y, z} 
consists of six directed triangles, r(x, y, z) = 0. Otherwise H consists of two 
directed 9-cycles, and z(x, y, z) is 1 or - 1 according as taking three steps 
along the cycle directed from rr - ‘(x) towards n-‘(y) increases or decreases 
the ternary coordinate. 
Let G be an automorphism group of a switching class r= [a] of 
digraphs, crux?. Define G= {(g,s):gEG,sEXT, ag=a+Gsji. Let the 
elements of this set act on 2 by the rule (g, 3)(x, i) = (g(x), i-s(x)). It is 
easy to check that c?(~.~I = 6. Hence (g, S) is a digraph automorphism of d. 
Furthermore (gl, s,)(g,, s2)(x, i) = (gr g,, of’ + s2)(x, i) for all (x, i) in 2. 
A straightforward calculation shows that (g, g?, ~f2 +s,)E 6. So 6 is a 
finite set of permutations of 8 which is closed under composition, and 
therefore 6 is a group of automorphisms of [a] with multiplication defined 
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by (g,, s1 )( g,, s2) = (g, g,, sfl+ sz). Let n also stand for the projection 
homomorphism rc: G + G : x( g, s) = g. The kernel of rc is the subgroup 2 = 
{ (1, s) : s E B} s Z3, the cyclic group of order 3. Thus G is an extension of 
Z3 by G. As mentioned in Section 2, this extension is associated with an 
element /I = /?(G; r) of the two-dimensional cohomology group H2(G; B). 
Just as in Cameron [ 11, the following results hold (the proofs are omitted). 
THEOREM 4.4. Let /? = /?( G; [LX]). Then p = 0 if and only if there is a sub- 
group G* of g such that the image under n of G* acting on 8 is G acting on 
X (i.e., if and onlv if G can be realized as a group of automorphisms of ~2). 
THEOREM 4.5. The second invariant is the image of the first under the 
connecting homomorphism from H’(G, C) to H’(G, B) associated with the 
exact sequence 0 -+ B -+ A + C + 0 of G-modules. 
COROLLARY 4.6. If y = 0, then B = 0. 
Now we present the main innovation of this section: 
THEOREM 4.7. Let G be a cyclic automorphism group of a switching class 
r of digraphs. Let G, be the unique subgroup of G of order 3. Then 
/?(G;r)=O ifand only ij’y(G,;f)=O. 
Note. It is easy to check whether y(G,; r) = 0 using Theorems 3.4 and 
3.5. 
Proof: By Gaschtitz’s theorem we may assume without loss of 
generality that the order of G is a power of 3. Let G = (g) and 1 g 1 = 3”, 
m > 1. Now G/ZzG is cyclic and Z< Z(G), so G is abelian. Furthermore 
/?(G; f) = 0 if and only if the exact sequence 1 + Z -+ G -+ G + 1 splits. In 
our case this is equivalent to G having no elements of order 3m+‘, because 
of the cyclic decomposition of abelian groups. 
Let e be the identity in G. 
First we show /I = 0 3 y(G,, r) = 0. Assume G has no elements of order 
3 m+ ‘. Then (g, s)~” = e, whence (h, t)3 = e, where (h, t) = (g, s)~“-‘. But 
(h, t)3 = (h3, t + th + th2), so h3 = 1 and t + th + th2 is identically zero. Now 
uh = c1+ bt, and Lemma 3.8 implies that tl(x, y) + a(y, z) + CI(Z, x) = 0 for 
any h-triple (x, y, z). Thus (v) of Theorem 3.5 is satisfied, and 
y( (h), r) = 0. But (h) = G,, so the argument in this direction is complete. 
To show the converse, assume y(G,, r) = 0, and suppose there were an 
element (g“, s) E @ of order 3”+ I. We first note that 3[k (otherwise 
(gk,s)3m=((gk,s)3m-‘)3=(1,s1)3=(1,s~+s~+s~)=e, for some s’EX:, a 
contradiction). Thus gk is a generator of G and we may assume without 
loss of generality that k= 1. 
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Again set (h, t) = (g, s)~“-‘. Now h3 = 1, ah = a + 6t, and y( (h), r) = 0. 
So Theorem 3.5 and Lemma 3.8 apply to show that t + th + th2 is identically 
zero. That is, (h, t)3 = e, so (g, s)~” = e, a contradiction. Thus the exponent 
of 6 is 3”, and fl= 0. 1 
COROLLARY 4.8. If 3” is the largest power of 3 dividing 1 g 1, where g is 
an automorphism of a switching class r of digraphs, and if fl( ( g); f) # 0, 
then every orbit of (g) on X has length divisible by 3”. In particular, 3” 
divides 1 XI . 
Proof If there is an orbit of (g) on X which has length not divisible 
by 3”, then G, has a fixed point. Hence y(G, ; f) = 0. By the above 
theorem, /?(G; r) = 0, a contradiction. B 
5. ENUMERATION 
The principles developed in [9] for enumerating isomorphism types of 
switching classes of signed graphs apply directly to the enumeration of 
switching classes of digraphs, yielding the following formula (we let 
n = ( X 1, S, = Sym( X) throughout this section): 
THEOREM 5.1. The number of isomorphism types of switching classes qf 
digraphs (or equivalently, of isomorphism types of two-digraphs) with n ver- 
tices is 
where ~(8) is the number of orbits of ( g ) on edges of K,, v(g) is the number 
of vertex orbits, and u(g) is the number of vertex orbits of even cardinalitv. 
Notes. The quantities e(g), v(g), and p(g) are determined by the cycle 
structure of g and are straightforward to compute from it. 
This number t, is not the number of isomorphism types of Euler 
digraphs on n vertices, as one might expect by analogy with [3]. Rather, it 
counts the isomorphism types of elements of ker 8 (as it is called 
below)-i.e., those digraphs on n vertices having indegree and outdegree 
differing by a multiple of 3 at each vertex. 
The authors wish to thank Lane Hemachandra for preparing Table I, 
which gives the numerical values of t, for 2 <n < 12. 
Proof We define several ternary vector spaces: let V0 be the space of 
formal linear combinations of elements of X (vertices), and let p be its 
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TABLE I 
The Number of Nonisomorphic 
Two-Digraphs of Size n, 2 < n < 12 
2 
4 
6 
8 
9 
10 
11 
12 
1 
t 
14 
120 
3222 
271287 
64154817 
41653775052 
74220906305025 
364602274426789164 
dual. (Note that XT’s elements are in one-to-one correspondence with 
those of V’; they are restrictions of elements of V’ to the basis X of V,.) 
Let V, be the exterior product V, A VO, and let Vi be the dual of Vi. Of 
course I” is the space of alternating bilinear forms on I’,, and V’ can be 
identified with X,* by restricting each functional to its values on the x A y 
(4 YE m. 
We notice that V, can be identified with the set of all digraphs on X as 
follows: each element of V, can be written as a linear combination of vec- 
tors in the spanning set S = {x A y: x, y, E X, x # y}. This linear com- 
bination is unique if we insist in addition that the coefficients must be O’s 
and l’s, and that the linear combination never includes two terms of the 
form x A y and y A x. Now we associate the special linear combination 
Ci=, (xi A yi) with the digraph on X having edge set {(xi, y,): 16 i6 t}. 
The linear maps 6: p + V’ and 8: Vi + V0 such that (&)(x A y) = 
s(x) - s(y) and C?(X A y) = x - y are easily seen to be dual, and there are S,- 
actions on all these vector spaces which are natural with respect to 6 and C? 
and the pairing of dual spaces. 
Within this context, switching classes of digraphs correspond to elements 
of V’/(im 6). Now for any vector space W let Wg be the set of vectors fixed 
by g. Then by Burnside’s Lemma, 
But g fixes equally many elements in V’/im 6 and in its dual. Furthermore 
the dual of V’/im 6 is naturally isomorphic to Ann(im 6) c V,. It is a sim- 
582b/40/2-5 
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ple consequence of duality that Ann(im 6) = ker a. Thus I( V’/im 6)g ( = 
I (ker a)“[. But (ker a)g is the kernel of a’, the restriction of 8 to Vf. 
Also dim(ker a’) = dim( Vf) - rank($). Thus dim( V/im S)g = dim( Vf) - 
dim(d( I’?)). We conclude this proof by showing that dim( Vf) = c(g) - p(g) 
and dim(a( Vf)) = v(g) - 1. 
The orbits of (g) on Xx X are called orbit&. They are of three types: 
(a) (g)(x, x) for some x E X, 
(b) (g)(x, y) where x fy and no power of g maps (x, y) to (y, x) 
(known as non-self-paired orbitals); and 
(c) (g)(x, y) where x # y and some power of g maps (x, y) to ( y, x) 
(known as self-paired orbitals). 
The edge set of any digraph D fixed by g must be the union of orbitals. 
Plainly types (a) and (c) cannot occur in the union because our digraphs 
have neither loops nor opposite edges. Furthermore, if a non-self-paired 
orbital (g)(x, y) occurs in E(D), then its inverse (g)(y, x) cannot occur 
in E(D), again because opposite edges are prohibited. Thus the dimension 
of Vg is half the number of non-self-paired orbitals. Notice that the inverse 
pairs of these orbitals give rise to orbits of (g) on 2-subsets of X. In fact, 
the only orbits of (g ) on 2-subsets which do not correspond to the inverse 
pairs of non-self-paired orbitals are those of the form (g)(x, g’x), where 
the cycle of g containing x has cardinality 2t. There is one such orbit for 
each even cycle of (g) on X. Thus I - p(g) is the dimension of Vf . 
To determine the dimension of a( I’f) we form a basis for I’: by choosing 
one representative from each inverse pair of orbitals. We note that their 
boundaries span a( Vf), so we compute those boundaries. Let D be one of 
the basic digraphs, isolated vertices deleted. Either V(D) is an orbit of 
(g ) on X or the union of two orbits. In the first case, because E(D) is non- 
self-paired, D is of the form V(D) = { yi: 0 < i < a - 1 }, E(D) = 
{(yl,yi+,):Odi6a- l}, for some k with 1 <(kl <a/2, and where sub- 
scripts are taken modulo a. Then ( E(D) 1 = a, and each vertex occurs on 
each end of an edge. Clearly dD = 0 for such basis digraphs. 
If V(D) is the union of two vertex orbits Y and 2, then D is of the 
form V(D)= {yi, zj: OGiba-1, O<j<b-l}, E(D)={(y,,s,):O<id 
I.c.m.(a, 6) - 1 }, where the y-subscripts are taken modulo a and the ,--sub- 
scripts modulo b. Let d be the greatest common divisor of a and 6. Set 
w,=y,+ ... +y,-,, o~=zo+ ... +zhp, in V,,. Then (LJD)=(b/d)o,- 
(44 e. For any nonzero integer i, let 0(i) be the largest power of 3 
dividing i. If e(a)>B(b) then (8D) = (o,), and if @a)< B(b) then 
(8D) = (c+). In particular, the sum of members of any vertex orbit Y lies 
in a( I’?) when 0( 1 Y 1) > 3”, where 3” is the largest power of 3 dividing the 
size of every vertex orbit. On the other hand, if 0(a) = B(b)= 3”, then 
(8D) is either (wl -wz) or (0, +o,). The correct generator can be 
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determined as follows: let a = ~‘3” and b = b’3” (so a’ and b’ are the 3-free 
parts of a and b). The product of coefficients of o1 and o2 in i3D is 
(b/d)( -u/d) = -ub/d*, which is congruent to - u’b’ modulo 3. Thus, if 
u’=b’ (mod 3) then (aD)= (cD~--o~), and otherwise (aD)= 
(01 +o*). 
This proves that a( Vf) = (0, o1 -02, o3 + 04), where w  and the o;‘s 
range over all sums of elements in a vertex orbit, subject to these restric- 
tions: 0(w) > 3”; O(oi) = 3” (1~ i < 4); and the 3-free parts of the orbit 
sizes of ol, o2 and 03, o4 are respectively congruent and noncongruent 
modulo 3. It is now routine to verify that dim a( Vf) = v(g) - 1. 1 
6. THE FIXED SIGNING PROPERTY 
Which permutations of X fix digraphs in every switching class they fix? 
Again, the principles of [9] are directly applicable, and the result is: 
THEOREM 6.1. Let g be a permutation of X, let Y denote the set of 
switching classes which arefixed by g, and let 5 denote the set of switching 
classes fixed by g which contain a digruphfixed by g. If (g) has an orbit on 
X whose size is not divisible by 3, then 9 = 9. Otherwise 9 G Y and 
3l&q=lspI. 
ProoJ: Plainly S G Y, and from the previous section 1 YI = 
3E(g)-“v(g)--l((g)+ I. Let t(g) be 1 or 0 according as all the orbits of ( g) on X 
have size divisible by 3 or not. Then we must prove log, 19 1 = 
s(g) - v(g) -p(g) + 1 - t(g). We shall use the same notation as in the proof 
of Theorem 5.1. 
9 = (V’)“/(im a), and it isn’t hard to show that each of the switching 
classes in 9 contains the same number of digraphs fixed by g (these sets of 
fixed digraphs are cosets of (im ~5)~). Thus dim F= dim( V’)R - dim(im ~5)~. 
But, from the previous section, dim( V’)g = dim( V1)g = s(g) - p(g). Thus 
we need only establish dim(im ~5)~ = v(g) - 1 + t(g). 
Notice first that the dual of (im 6) is V,/Ann(im 6) = V,/(ker 6)zim a. 
Thus we focus on determining dim(im a)g. First, (im a)g is a subspace of 
V,g, so elements of (im a)g all are linear combinations of ol, CD*,..., w, (here 
wi represents the formal sum of vertices in Xi, where Xi,..., X, are the vertex 
orbits of (g)). Second, im 8 is the annihilator of ker 6. But ker 6 is easily 
seen to be the span of sl, where s1 E XT with sl(x) = 1 for all x E X. Thus 
im 8 = Ann(s,) consists of all formal sums of vertices with coefficients in F, 
such that the sum of these coefficients is 0. 
Let X, ,..., X, denote the vertex orbits which have order not divisible by 
3, and X, + 1 ,..., X, the others. Let a, E GF( 3) belong to the congruence class 
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of ( Xi) modulo 3. Now any element of V,P is of the form I;= I ciujr where 
the cis belong to F. This element belongs to (im ag) if and only if 
C;=, a,c;=O, i.e., Cf=, a,ci= 0. It is not hard to show now that 
(Wi-aiai+loi+l~ oj: 1 <i<q- 1, q+ 1 <j<r} is a basis for (im8)g. The 
basis plainly has v(g) - 1 + t(g) elements, which completes the proof. 1 
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