Abstract. We prove short time existence and uniqueness of smooth solutions (in C k+2,α with k ≥ 2) to the 2-D semi-geostrophic system and semi-geostrophic shallow water system with variable Coriolis parameter f and periodic boundary conditions, under the natural convexity condition on the initial data. The dual space used in analysis of the semi-geostrophic system with constant f does not exist for the variable Coriolis parameter case, and we develop a time-stepping procedure in Lagrangian coordinates to overcome this difficulty.
Introduction
The semi-geostrophic system (abbreviated as SG) is a model of large-scale atmospheric/oceanic flows, where "large-scale" means that the flow is rotational dominated. All previous works on analysis of the SG system have been restricted to the case of constant Coriolis force, where the ability to write the equations in 'dual' coordinates enables the equations to be solved in that space and then mapped back to physical space. Examples are the results of Benamou and Brenier [2] , Cullen and Gangbo [7] , Cullen and Feldman [6] , Ambrosio, Colombo, De Philippis and Figalli [1] . All these solve SG subject to a convexity condition introduced by Cullen and Purser [8] . Convexity condition allows to interpret the mapping between the physical and dual spaces as an optimal map for Monge-Kantorovich mass transport problem, which makes possible the use of methods of Monge-Kantorovich theory in the study of SG with constant Coriolis force.
The background and applicability of this model is reviewed by Cullen [3] . In the atmosphere, this model is applicable on scales larger than about 1000km, which is comparable to the radius of the Earth. Thus the variations of the vertical component of the Coriolis force have to be taken into account, as these are a fundamental part of atmospheric dynamics on this scale. Thus SG with variable rotation (i.e. Coriolis parameter) is more physically realistic.
Attempts to extend the theory to the case of variable rotation were made by Cullen et al. [5] and Cullen [4] . These included formal arguments why the equations should be solvable. In particular, they derived a solvability condition in the form of the positive definiteness of a stability matrix which generalises the convexity condition used in the constant rotation case. They also showed that geostrophic balance could be defined by the condition that the energy was stationary under a certain class of Lagrangian displacements. These properties suggest that a rigorous existence proof should be possible.
In this paper we prove short time existence and uniqueness of smooth solutions to SG with variable Coriolis parameter subject to the strict positive definiteness of the stability matrix. Since dual variables are not available, the result has to be proved working directly in the physical coordinates. Somewhat surprisingly, Monge-Ampere type equations appear in this process, even though we do not use Monge-Kantorovich mass transport as in case of constant Coriolis parameter. We consider two versions of the SG equations. The simplest to analyse is two-dimensional incompressible SG flow. However, this is not a physically relevant model. We therefore also analyse the SG shallow water equations, which are an accurate approximation to the full shallow water equations on large scales.
Formulation of the problems and main results
We consider the SG equation with non-constant Coriolis force on a 2-D flat torus: with initial data p| t=0 = p 0 (x). Here u = (u 1 , u 2 ) is the physical velocity and D t = ∂ t + u · ∇, the material derivative. u g = (u g 1 , u g 2 ) is the geostrophic wind velocity, p is the pressure, and f = f (x) is the Coriolis parameter, which is a given smooth positive function.
In this paper we consider two-dimensional periodic case. That is, all the functions appearing above are assumed to be defined on R 2 and periodic with respect to Z 2 , hence can be thought of defined on a 2-D torus.
Physically interesting solutions of the SG system must satisfy the convexity principle introduced by Cullen and Purser [8] . In the case when f ≡ 1, the convexity condition means that the modified pressure function P (x 1 , x 2 ) = p(x 1 , x 2 ) + 1 2 (x 2 1 + x 2 2 ) is convex. We will introduce the analogue of this convexity condition when f is not a constant, see (2.6) below, and prove short time existence and uniqueness of solutions when this condition is satisfied by the initial data. Before we state the main results of this paper, we first introduce some notations:
In the following, we identify T 2 with R 2 /Z 2 . We will denote C k,α (T 2 ) to be the space of C k,α functions on R 2 and periodic with respect to Z 2 , which is equipped with the norm Sometimes we will write C k,α instead of C k,α (T 2 ) for simplicity. Similarly define L 2 (T 2 ) which consists of periodic functions which is in L 2 loc (R 2 ). All these spaces can be equivalently understood as corresponding spaces on 2-d torus T 2 .
Now we state the main result of this paper:
Theorem 2.1. Let k ≥ 2 be integer. Let f ∈ C k,α (T 2 ) with f (x) > 0 on T 2 . Let p 0 ∈ C k+2,α (T 2 ) with T 2 p 0 (x)dx = 0. Suppose also the following convexity-type condition is satisfied (2.5) I + f −1 D(f −1 Dp 0 ) ≥ c 0 I on T 2 for some c 0 > 0.
Then there exists T 0 > 0, depending on p 0 k+2,α , c 0 , f and k, such that there exists a solution (p, u g , v g , u) to (2.1)-(2.4) with initial data p 0 on [0, T 0 ] × T 2 which satisfies
T 2 p(t, x)dx = 0 for all t ∈ [0, T 0 ], (2.7) and the following regularity
Moreover, any solution (p, u g , u) to (2.1)-(2.4) with initial data p 0 , defined on [0, T ]× T 2 for some T > 0, which satisfies (2.6), (2.7) and has regularity p ∈ L ∞ (0, T ; C 3 (T 2 )), ∂ t p ∈ L ∞ (0, T ; C 2 (T 2 )) is unique.
Similar results hold for the semi-geostrophic shallow water system (8.1)-(8.4).
Theorem 2.2. Let k ≥ 2 be integer. Let f ∈ C k,α (T 2 ) with f (x) > 0 on T 2 . Let h 0 ∈ C k+2,α (T 2 ) with T 2 h 0 (x)dx = 1. Suppose also the following convexity and positivity conditions are satisfied for initial data: 
h(t, x)dx = 1 for all t ∈ [0, T 0 ], (2.11) and the following regularity
Moreover, any solution (h, u g , u) to (8.1)-(8.4) with initial data h 0 , defined on [0, T ]×T 2 for some T > 0 which satisfies (2.10), (2.11) and has regularity h ∈ L ∞ (0, T ; C 3 (T 2 )), ∂ t h ∈ L ∞ (0, T ; C 2 (T 2 )) is unique.
All previous works on existence of solutions for the SG system concern the case when the Coriolis parameter f is constant (and then by rescaling we can set f ≡ 1), and make use of the dual space. Namely, we introduce the "geopotential" P = p(x 1 , x 2 )+ Cullen-Purser convexity condition is that P is convex, which coincides with condition (2.6) for f ≡ 1. For each t > 0, introduce the measure ν t = ∇P (t, ·) # (L T 2 ) (i.e. the push-forward of the Lebesgue measure L T 2 on the torus by the map ∇P (t, ·), and let ν be a measure on [0, ∞) × T 2 defined by dν = dν t dt. Then the measure ν will satisfy the equation Here P * is the Legendre transform of the convex function P . Notice the vector field (2.17) is divergence-free.
To prove existence of the SG system (2.1)-(2.4) when f ≡ 1, or equivalently (2.13)-(2.14), it is easier to first consider the existence of solutions to the system (2.16)-(2.18). In general, thes solution has low regularity which makes it difficult to transform that solution back to the physical space. For general initial data with ν 0 ∈ L p , it is shown in [6] that a solution in physical space exists in Lagrangian sense. In [9, 10] a weaker form of Lagrangian solutions in physical space was obtained in case when ν 0 is a general measure. If the solution (ν, P ) in dual space has enough regularity, then such solutions can be transformed back to physical variables and give Eulerian solutions to the original equation (2.13)-(2.14). In the case when the density of the initial measure ν 0 is between two positive constants: 0 < λ ≤ ν 0 ≤ Λ on T 2 , Ambrosio et al [1] obtained a solution to (2.16)-(2.18) with P * ∈ W 2,1 (T 2 ), and this regularity turns out to be sufficient to transform back and give a weak solution to (2.1)-(2.4) in the sense of distributions. For smooth solutions, Loeper [12] obtained short time existence of smooth solutions to (2.16)-(2.18) when ν 0 is smooth and positive. And because of smoothness, there is no difficulty to rewrite the equation in terms of original physical variables.
The approach described above does not work for the system (2.1)-(2.4) when f is not a constant, because a dual space cannot be defined in such case. Therefore, we work directly with system (2.1)-(2.4).
As a first attempt, we may try the following argument. Note that (2.2), (2.3) is a linear algebraic system for the physical velocity u. Assuming I + f −1 D(f −1 Dp) > 0, solve for u and use the definition of u g by (2.1) to obtain
Substituting (2.19) into (2.4), we obtain an elliptic equation in ∂ t p:
Then we may try to solve (2.1)-(2.4) by a fixed point argument. For a given p, we solve the elliptic equation:
We expect the solution w to give ∂ t p. Hence we definep(t, x) = p 0 (x) + t 0 w(s, x)ds. This procedure gives a map p →p. If this map has a fixed point p and it is smooth, then it gives a solution to the system (2.1)-(2.4). This approach runs into a serious difficulty because of loss of derivative. Indeed, if we assume p to be in C k+2,α in spatial variables, then the coefficients and the right-hand side of the divergence form elliptic equation (2.21 ) are in C k,α . Then, from the standard elliptic estimates, the solution w will be C k+1,α in x-variables. Next we integrate w in time, and the resultingp has regularity C k+1,α in spatial variables. Thus we lose one derivative (in space) by performing this procedure. For this reason, we take a different approach.
We will construct solutions using a time-stepping procedure in the Lagrangian coordinates in physical space. In the rest of the section we will give some motivation for the time-stepping procedure to be used in the next sections.
System ( 
Denote by φ(t, x) the flow map generated by u. Then φ(t, x) satisfies
Then from standard ODE theory we can see φ(t, x + h) = φ(t, x) + h for any h ∈ Z 2 . Equation (2.4) implies that for each t the map φ(t, ·) is Lebesgue measure preserving:
where the left-hand side denotes the push-forward of the Lebesgue measure L 2 R 2 by the map φ(t, ·). Express the geostrophic wind velocity in Lagrangian variables:
where x 0 = (x 01 , x 02 ) is the spatial coordinate at time t = 0. Then v g is periodic with respect to Z 2 since u g is assumed to be periodic in spatial arguments. Now the equation (2.22) can be written as
We thus have rewritten system (2.1)-(2.4) in the following Lagrangian form: for T > 0, find a function p ∈ C 1 ([0, T ) × T 2 ) and a family of maps φ ∈ C 1 ([0, T ) × R 2 ; R 2 ) such that: Equation (2.24) holds on (0, T ) × T 2 with u g , v g defined by (2.1), (2.23);
where p 0 (x) is a given periodic function. For sufficiently small T > 0, we will find a smooth solution of (2.25) such that φ(t, ·) :
This determines a solution of (2.25) by defining u(t, x) = (∂ t φ)(t, φ −1
t (x)), where φ t (·) := φ(t, ·).
In the rest of this section, we briefly describe the plan of the paper. In Section 3 we define a time-stepping approximation of the system (2.25). For a time step size δt > 0 and n = 0, 1, . . . , N , a periodic function p n on R 2 is an approximation of p(nδt, ·), and a measure-preserving map F n+1 : R 2 → R 2 with F (· + h) = F (·) + h for any h ∈ Z 2 is an approximation of the flow map connecting time steps nδt and (n + 1)δt. Then p 0 is given by the initial data. On n-th step of iteration, assuming that p n is known, we define equations for F n+1 and p n+1 . Equation for p n+1 is of Monge-Ampere type.
In Section 4, we show that for any p n , p n+1 close enough to p 0 in C 2,α norm, and δt small depending on p 0 , it is always possible to define a map F n+1 which is a C 1,α diffeomorphism and satisfies equation (3.7) , and such a map is unique among all maps close enough to the identity.
In Sections 5, 6 we show that if the step size δt is sufficiently small, then for any p n which is close p 0 in C 3,α -norm, we can find p n+1 close to p 0 in C 2,α/2 , such that the map defined in Section 4 is measure preserving. This is done by solving the iteration equation of Monge-Ampere type using the implicit function theorem. Also we establish an estimate which shows that if p 0 ∈ C k+2,α , k ≥ 1, then p n+1 will remain bounded in C k+2,α and will be Cδt close to p n in C k+1,α . This allows to define time-stepping solution on time interval [0, T ], independent of (small) δt.
In Section 7, we pass time-stepping solutions to the limit as δt → 0, and show that the limit is a smooth solution of system (2.1)-(2.4) in Lagrangian coordinates. Because of smoothness, there is no difficulty to transform to Eulerian coordinates.
In Section 8, we extend above discussion to the SG shallow water case. In Section 9, we prove uniqueness of solutions, both for SG and SG shallow water equations, under the assumptions of Theorem 2.1 and 2.2 respectively.
Time-stepping in Lagrangian coordinates
In this section we define a time-stepping approximation of the system (2.25). We first give a heuristic motivation for the equations defined below.
In the following argument it will be more convenient to work with periodic functions on R 2 , instead of functions on T 2 .
Discretize the time at t 0 with step size δt. Then the time difference equation corresponding to (2.24) is
On the other hand, we have
where (3.3) R a = cos a − sin a sin a cos a is the matrix defining a rotation by angle a. Then we can replace (3.1) with
where R f δt = R f (φ(t 0 ,x 0 ))δt . Write the flow map from time t 0 to t 0 + δt as F , then
With these notations and recalling (2.23), equation (3.4) becomes
where in R f δt function f is evaluated at F −1 (x). Recalling that u g = f −1 J∇p and noting that R f δt J = JR f δt , we obtain
In the second term on the left hand side above, f is evaluated at F −1 (x). Let t 0 = nδt, and write p n+1 = p((n + 1)δt), p n = p(nδt), and F n+1 for the flow map connecting time step nδt and (n + 1)δt, we obtain from (3.6):
n+1 (x)). In the second term of the right-hand side, all functions are evaluated at F −1 n+1 (x). We require the map F −1 n+1 to be a measure preserving diffeomorphism of T 2 . Next we will set up the iteration scheme based on the ideas described above. Let p 0 be the initial data. Then we define p 1 , p 2 , . . . , N inductively as following. Let n ∈ {0, 1, 2 . . . , N }, and a function p n is given. We look for a function p n+1 and a measure preserving map F n+1 such that (3.7) holds. Since we want F n+1 to be measure preserving, we take gradient on both sides of (3.7), and collect terms involving DF
where
(3.10)
Taking determinant on both sides of (3.8), we see det DF
Number N will be defined below so that N δt is small and p 1 , . . . , p N are close to p 0 in the norms specified below. After (3.7), (3.8)-(3.11) is solved for n = 1, . . . , N , we define approximate solution (p δt , φ δt ) of (2.25) with step size δt to be p δt (t) = p n if t ∈ [nδt, (n + 1)δt), the approximate flow map
In the following, to simplify notations, we write q(x) = p n+1 (x), p(x) = p n (x), and F = F n+1 , A(x) = A n+1 (x), B(x) = B n+1 (x) for functions and maps used in (3.8)- (3.11) . In the present notations (3.7) becomes (3.12)
Here, in the last term, all functions are evaluated at F −1 (x). Equation (3.11) in the present notation is the following:
where the expressions of A(x), B(x) are given by (3.9), (3.10) with p n = p, p n+1 = q, F n+1 = F .
In next two sections, for a given p which is close to p 0 in C 2,α and small δt > 0, we find q and F which satisfy (3.12), (3.13). Here α ∈ (0, 1) is fixed from now on.
Construction of maps
Let p 0 ∈ C 3,α (T 2 ) satisfy T 2 p 0 (x)dx = 0 and (2.5). In this section we show that, given p, q which are close to p 0 and small δt > 0, the map F −1 satisfying (3.12) exists and is invertible. For this we use implicit function theorem.
We continue to work with periodic functions on R 2 , instead of working directly on T 2 . Then, for k = 0, 1, . . . and α ∈ (0, 1), we denote by C k,α (T 2 ) the space of functions ϕ : R 2 → R which are in C k,α loc (R 2 ) and Z 2 -periodic:
be the open subset defined by:
Also, we denote by C k,α (T 2 ; R 2 ) the space of mappings w :
We also consider mappings w : R 2 → R 2 with the following periodicity property:
is not a subspace. We also note that
where Id is the identity map
is the following: if p, q are periodic, and p − q 2,α and δt are small, then the map z = F −1 solving (3.12) and close to Id, satisfies z ∈ C k,α p (R 2 ; R 2 ), see Lemma 4.2 below.
We first rewrite equation (3.12) as following. For fixed p, q ∈ C 2 (T 2 ), and δt ∈ (−1, 1) , consider the map
Solving (3.12) for F , with given p, q, δt, is equivalent to solving (4.5)Q p,q,δt (x, z) = 0 for z for each x ∈ R 2 , then F −1 (x) = z(x). Also, we note that for any p ∈ C 2,α (T 2 ) (4.6)Q p,p,0 (x, x) = 0 for all x ∈ R 2 , which is obtained directly from (4.4) using that R 0 = I in (3.3). Thus we expect that z(x) − x is small if p − q 2,α and δt are small. In next lemma we use the set U 1 defined by (4.1):
Lemma 4.1. For any p 0 ∈ U 1 there exists ε > 0 such that for any p, q ∈ C 2,α (T 2 ) satisfying p − p 0 2,α,R 2 ≤ ε, q − p 0 2,α,R 2 ≤ ε, and any δt ∈ (−ε, ε)
Proof. We note first that for q = p = p 0 and δt = 0, we get for any x ∈ R 2 :
Now consider any p, q, δt satisfying conditions of Lemma, and any x, w ∈ R 2 with |x − w| < ε. Then, assuming that ε ∈ (0, 1), we have p 2,α , q 2,α ≤ p 0 2,α + 1, thus we get:
, and C may be different in different occurrences. Thus, choosing ε small depending only on f −1 C 1,α (T 2 ) and p 0 C 2,α (T 2 ) , we get assertion (i) of Lemma. Now we prove assertion (ii) of Lemma. For w,ŵ ∈ B ε (x) with w =ŵ we have τ w + (1 − τ )ŵ ∈ B ε (x) for any τ ∈ [0, 1], and then denoting e := w −ŵ, we get e = 0 and thus
Next we show that solutions z = F −1 of (3.12), which are close to the identity map, lie in the set C 1,α p (R 2 ; R 2 ). We first note the property
which follows from (4.4).
and δt ∈ (−ε, ε) satisfy (3.12) with F −1 := z, and also satisfy p − p 0 2,α,
Proof. From (4.7), ifQ(x, z(x)) = 0, thenQ(x + h, z(x) + h) =Q(x, z(x)) = 0 for any x ∈ R 2 , h ∈ Z 2 . Combined with property |z(x) − x| < ε and injectivity ofQ(x, ·) on the B ε (x) shown in Lemma 4.1(ii), we obtain z(x + h) = z(x) + h. Finally, the fact z ∈ C 1,α loc (R 2 ; R 2 ) follows from the Implicit Function Theorem applied to the equationQ(x, w) = 0, using nondegeneracy of D wQ (x, z(x)) for any x which follows from Lemma 4.1(i) since |z(x)−x| < ε, and using regularityQ ∈ C 1,α loc (R 2 ×R 2 ; R 2 ) which follows from (4.4) for p, q ∈ C 2,α . Now we show that (3.12) has a solution F −1 = z ∈ C 1,α/2 p (R 2 ; R 2 ). For that, we use Implicit Function Theorem in the following spaces. Define a map
Thus, Q is given by the expression:
The fact that Q in (4.10) acts into C 1,α (T 2 ; R 2 ) is seen as following: Regularity Q(p, q, z, δt)(·) ∈ C 1,α loc (R 2 ; R 2 ) follows directly from the choice of spaces in the domain of Q and the explicit expression (4.10). The Z 2 -periodicity of Q(p, q, z, δt)(·) follows from the property
where (4.11) follows from (4.10) using Z 2 -periodicity of f , p, q and property (4.3) for
for z, then F −1 = z solves (3.12). From (4.6) and (4.9), we have for any
where Id is the identity map in R 2 . Then we will solve (4.12) for z(·) when p ∈ U 1 ∩ C 3,α , and when p − q 2,α and δt are small. Since the set of functions C 1,α p (R 2 ; R 2 ) is not a space, it is convenient to replace z(·) by w(x) = z(x) − x in Q, since then w ∈ C 1,α (T 2 ; R 2 ) by (4.3). Thus we define
by Q 1 (p, q, w, δt) = Q(p, q, w + Id, δt), (4.14)
that is
Expressing equation (4.12) in terms of Q 1 , we see that solving (3.12) for F , for a given p, q, δt, is equivalent to solving
where w 0 is the zero map in R 2 , i.e. w 0 : R 2 → R 2 is given by w 0 (x) = 0. Then we will solve (4.16) for w(·) with small w 2,α , when p ∈ U 1 ∩ C 3,α , and when p − q 2,α/2 and δt are small. Now, in order to solve (4.16), we will apply Implicit Function Theorem in spaces given in (4.14), near the background solution given in (4.17) .
For that we first note that the higher regularity of p implies that the map Q 1 is smooth:
defined by (4.10), is continuously Frechet-differentiable.
Proof. Lemma follows directly from the expression (4.10) and Lemma 10.1, proved in Appendix.
Now we prove existence of solution of (4.16) near (p, p, w 0 , 0). For p 0 ∈ C 3,α (T 2 ) and ε > 0, denote:
Proof. This follows directly from the Implicit Function Theorem in Banach spaces. Indeed, by Lemma 4.3, the map Q 1 is continuously Frechet-differentiable, and (4.17) holds. Using (4.15), we find that the linear map
is given, for h ∈ C 1,α/2 (T 2 ; R 2 ), by
Since the matrix
is nondegenerate for each x ∈ R 2 (which holds because p ∈ U 1 ), and since 
Proof. Let ε 1 and ε 2 are so small that the map G is defined by Lemma 4.4.
Then, by (4.8) and (4.14)
We show that z(
First we note that, after possibly reducing ε 1 , we have z(R 2 ) is an open set. Indeed, using Remark 4.5, we find that for any ε ′ 2 ∈ (0, ε 2 ) there exists
. Then, fixingx ∈ R 2 , we obtain by Implicit Function Theorem that there exists a neighborhood B r (z(x)) of z(x), where r > 0, and a C 1,α/2 map g :
is open. Also, from now on we setε 1 to be equal to ε ′ 1 chosen above. Next, we show that the set z(R 2 ) is closed. If z(x i ) →v ∈ R 2 for some points x i ∈ R 2 , then from (4.22), it follows that there exists a positive N such that
is an open, closed, and non-empty set, thus z(R 2 ) = R 2 . Also, by Lemma 4.1(ii), z(·) is injective on R 2 . Thus the map z −1 : R 2 → R 2 is uniquely defined. Also, locally this map is determined by the implicit function theorem as we discussed above: z −1 = g locally, where g(·) is from (4.23). Thus z −1 ∈ C 1,α/2 loc .
Solving iteration equations
Letε 1 , q, p, δt be as in Lemma 4.6. Then we can define the map To make F −1 measure preserving, we solve equation (3.13), with F −1 = Id+G(p, q, δt), for q. We will use Implicit Function Theorem in the setting described below.
. Here A(x), B(x) are given in (3.9),(3.10) with p = p n , q = p n+1 , and F
Proof. Let 0 < ε <ε 1 be small and assume (p, q) ∈ V ε (p 0 ). We first estimate the matrix A. From (3.9), for some constant C which depends only on f we get:
Next we can write the expression of B in (3.10) as
Since one has q − p 2,α/2 ≤ ε 3 , |δt| ≤ ε 3 , one can estimate
Now from Remark 4.5, G(p, q, δt) 0 can be made as small as we want as long as (p, q) ∈ V ε 3 (p 0 ) and |δt| < ε 3 with ε 3 chosen small enough. It follows that as long as ε is chosen small enough, we can make
For the rest of this section, we fix p 0 ∈ U 1 ∩ C k+2,α for some k ≥ 2. Given p near p 0 and small δt, we solve the equation (3.13) (with F defined by F −1 = Id+G(p, q, δt)) for q using implicit function theorem. Consider the following open subset
where ε 3 is chosen in Lemma 5.
be defined similarly, namely
Lemma 5.1 implies that
where B is as in Lemma 5.1. Also, by (4.19),
Then we can define the following map:
where A and B are as in Lemma 5.1.
Lemma 5.2. Map (5.5) has the following properties:
, which means that P acts in the following spaces:
(ii) (q, p, δt) ∈ U 2 ×Ũ 2 × (−ε 3 , ε 3 ) satisfies equations (3.12), (3.13) with F −1 = Id + G(p, q, δt) if and only if P (q, p, δt) = 0 on T 2 . (iii) P is continuously Frechet differentiable in the spaces given in (5.5), or equivalently in (5.6).
Proof. First we show P maps into C
, one sees that the right hand side of (5.5) at x ∈ R 2 is exactly det
by Lemma 4.6, and the right hand side of (5.5) is det DG(x) − 1. Then we calculate, changing variables:
where the second equality follows from Z 2 -periodicity of G − id = G(h, q, δt), and from the fact that G : R 2 → R 2 is a diffeomorphism, see Lemma 10.5 (applied now with h ≡ 1). This completes the proof of assertion (i) of Lemma.
Assertion (ii) of Lemma follows from Lemma 4.4 and (5.5).
Now we prove assertion (iii) of Lemma. Using (5.3), Lemma 10.2 and Corollary 10.3 we see that it is sufficient to show that for any (i, j) ∈ {1, 2} 2 , the following maps acting in the spaces
Here A ij and B ij are elements of the matrices A(x) and B(x) which given in (3.9),(3.10) with p = p n , q = p n+1 , and F Now we will show that the partial Frechet derivative
First we can calculate from (4.15), (4.16) amd Lemma 4.4:
Then by explicit calculation, we find that D q P is
Here M = M ij is the cofactor matrix of I + f −1 D(f −1 Dp 0 ), which is strictly positive definite due to (5.2). Notice we already computed
Remark 5.3. Note that the operator (5.11) acts in spaces given in (5.10), i.e. that
Next we argue the linear operator L defined above is invertible and the inverse is a bounded linear operator. First we observe that L can be put in the form
with coefficients a ij , b i ∈ C α/2 (T 2 ), with the norms depending only on p 0 C 3,α and
Also it follows from (5.11), L is uniformly elliptic, precisely
and thus, ellipticity follows from (5.2) and regularity of
follows from the following lemma.
Proof. The injectivity follows from strong maximum principle. Indeed, if L(h) = 0 for some h ∈ C 2,α , then by strong maximum principle, h must be a constant. Since h ∈ C 2,α 0 , i.e.
[0,1) 2 h dx = 0, this constant must be zero.
To show surjectivity, we use the method of continuity. We consider the following family of operators: 
v is Z 2 -periodic, and T 2 v = 0}. By Theorem 5.20 in [11] , to see that L 1 is surjective, we just have to show the estimate
Here C depends on the C α norm of the coefficients and the ellipticity constant of operator L. Both are independent of t. So we just need to show
We use compactness and argue by contradiction. If (5.15) were false, then for any n ≥ 1, there exists t n ∈ [0, 1], h n ∈ C 2,α 0 , such that h n 0 ≥ n L tn h n 0,α . After normalization, we can assume h n 0 ≡ 1 and L tn h n 0,α → 0. By Schauder's estimate, h n is bounded in C 2,α . So up to a subsequence, we can assume t n → t * ∈ [0, 1], h n → h * in C 2 , and h * ∈ C 2,α 0 . Then we will have L t * h * = 0. By strong maximum principle, we have h * ≡ 0. On the other hand h n → h * uniformly, we have h * 0 = 1. This is a contradiction.
Hence we can conclude the following: Proposition 5.5. There exist ε 4 , ε 5 ∈ (0, ε 3 ] with ε 5 ≤ ε 4 , such that for any p ∈ C 3,α 0 (T 2 ) with p−p 0 3,α < ε 5 and δt ∈ (−ε 5 , ε 5 ), there exists a unique q ∈ C 2,α/2 (T 2 ) which solves (3.13) with F −1 = Id + G(p, q, δt) and satisfies q − p 0 2,α/2 < ε 4 .
Thus, denoting q := H(p, δt) and U 3 = p ∈ C 3,α 0 (T 2 ) : p − p 0 3,α < ε 5 , we obtain a map
Proof. This follows from Lemma 5.2(ii), and (5.10), (5.11) with Lemma 5.4 by implicit function theorem.
Remark 5.6. If p 0 is chosen in a compact subset of C 3,α (T 2 ), one can see such choice of ε 5 is actually uniform. In particular, this choice of ε 5 is uniform on any bounded subsets in C 4,α .
We also prove the following lemma which will be used below: 
with
Proof. We start by observing that
Hence, recalling F −1 = Id + G(p, q, δt), we get:
By Remark 4.5, we can make G(p, q, δt) 0 as small as we wish as long as we choose ε 4 small. In particular, we can make above line ≤ c 0 4 . Now since p ∈Ũ 2 , we know
From now on, we fix ε 4 and ε 5 such that Lemma 5.7 holds.
Estimates of solutions on time steps
Suppose the initial data satisfies p 0 ∈ C k+2,α 0
Fix δt ∈ (0, ε 5 ), and define p 1 , p 2 , . . . as following. Assume that for n = 0, 1, . . . , we have defined p n ∈ U 3 , where U 3 is from Proposition 5.5. Then we can define p n+1 := H(p n , δt). Thus we have p n+1 ∈ U 2 , and by Lemma 4.6 and (5.4) with ε 3 determined by Lemma 5.1, we can define the flow map F n+1 which is a diffeomorphism and solves
where (6.2) follows from (3.13) written in the form (3.11) . By the definition of U 2 , we have
In order to continue the process, we need to show that p n+1 ∈ U 3 . We will show that this is true if nδt is sufficiently small, i.e. if nδt ≤ T , where T > 0 does not depend on δt. In order to show this, we establish some estimates for the approximate solutions p n .
Proof. First we show
This follows from differentiating (3.13). Indeed, we have from our assumption and the definition of the map H that p n+1 2,α/2 ≤ p 0 2,α/2 + 1. Also it follows from Lemma 4.4 that G(p n , p n+1 , δt) 1,α/2 ≤ 1. Now one differentiate (3.13) to see Dp n+1 solves an elliptic equation with main coefficients given by M ij , the (i, j) entry of the cofactor matrix of
The main coefficients are uniformly elliptic, with ellipticity constant depending on c 0 and p 0 2,α/2 , because by Lemma 5.1,
. One also sees all the coefficients of this equation are in C 0,α/2 , with norm bounded by p n 3,α/2 and p n+1 2,α/2 . This follows from calculation based on (3.9),(3.10). So one can apply Schauder estimates to conclude Dp n+1 is bounded in C 2,α/2 , or p n+1 bounded in C 3,α/2 . Now one looks at (3.8) to conclude G(p, q, δt) 2,α/2 can be bounded by p n+1 3,α/2 , p n 3,α/2 . Then differentiate (3.13) twice to see D 2 p n+1 solves a uniformly elliptic equation with coefficients bounded in C 0,α/2 by p n+1 3,α/2 and p n 4,α/2 . One can further differentiate (3.13) and use Schauder's estimates again and again to get (6.4).
Then (6.4) gives a bound for p n+1 2,α , since k ≥ 1. Therefore by looking at (3.8), one sees that G(p n , p n+1 , δt) 1,α can be bounded by p n+1 2,α and p n 2,α . So the same argument as in previous paragraph gives the desired conclusion.
Lemma 6.2. Under conditions of Lemma 6.1,
where the constant
Proof. In this argument, all the constants C depends only on p n+1 k+2,α , p n k+2,α and may change line from line. Write
Here C has the dependence as stated in the lemma. To see this, we need to recall (3.8) , and this estimate follows from differentiating (3.8) and a bootstrap argument. Indeed, first from Lemma 4.4, we know that G(p, q, δt) 1,α/2 ≤ ε 2 ≤ 1. Also it follows from (5.
4 , therefore we can invert and obtain (6.6)
Since we already have p, q ∈ C 2,α , the formula in (3.10) (3.11) for A and B with (6.6) gives D x G(p, q, δt)(x) ∈ C 0,α , with a C 0,α bound having the stated dependence. This shows G(p, q, δt) ∈ C 1,α . Now since k ≥ 2, we know actually p, q ∈ C 3,α . This implies the right hand side of (6.6) is in C 1,α . Therefore we obtain from (6.6) that G(p, q, δt) is in C 2,α . If it happens that p, q ∈ C 4,α , then we know the right hand side of (6.6) is in C 2,α , and hence it gives G(p, q, δt) ∈ C 3,α . One can repeat this argument and it gives in general that if p, q ∈ C k+2,α , then G(p, q, δt) ∈ C k+1,α , with an estimate on the C k+1,α norm which has the dependence stated in the lemma.
We subtract from both sides of (3.13) the quantity det(I + f −1 D(f −1 Dp)), and write the resulting equation as a linear equation for q − p. Then the the left hand side of the resulting equation can be written as
Here M ij denotes the (i, j) entry of the cofactor matrix, and
A ij is the element of the matrix A(x) from (3.9). The right hand side becomes
Here
As for B(x), the first term can be rewritten as
The second term of B(x) can be rewritten as
To summarize, the difference q − p satisfies an equaiton of the following form
, with an error term controlled by δt. For this we need to go back to (3.12) . Subtract from both sides of (3.12) x+f −2 (x)∇p(x), we obtain
(6.13)
After rearranging terms, we get
where . Now in (6.14) we have f −1 (F −1 (x)) ∈ C k+1,α , with norms controlled by p k+2,α , q k+2,α . Also the term f −2 (R f δt − I)∇p(F −1 (x)) = mδt with m k,α bounded by C( p k+2,α , q k+2,α ). Therefore in the equation (6.12), c l (F −1 l − x l ) can be dispensed of and the result follows from Schauder's estimate. Lemma 6.3. Let (p n , p n+1 , δt) be as in Lemma 6.1, and
Proof. We use (6.14),(6.15) to get
We use the inequality f g k,α ≤ C k f k,α g k,α . Notice that C(x) ∈ C k,α , hence C −1 ∈ C k,α , with C k,α norm controlled by p i k+2,α , i = n, n + 1, and
, by Proposition 5.5. The C k,α norm of the square bracket is controlled by Cδt by Lemma 6.2.
For immediate use, we prove the following lemma,
, and let F −1 : R 2 → R 2 be a map which satisfies F −1 (x + h) = F −1 (x) + h for any h ∈ Z 2 and F −1 − id k,α ≤ C * δt, then
Proof. In the following argument, constant C has dependence as in the lemma, and may change from expression to expression.
We assume α ∈ (0, 1), since the case α = 0 is simpler, and follows from the argument below.
It is obvious that
Using that
Next we show that for any multi-index β with |β| ≥ 1,
where a β,γ,j is a polynomial expression of
Indeed, we prove (6.21) by induction over m = |β|. Case m = 1 follows from (6.20). Next, assume that m ≥ 1 and that (6.21) is proved for all |β| ≤ m. Let
, 2} and |β| = m. Now, taking D i -derivative of (6.21) for β, and applying (6.20) with D β G instead of G to handle the derivative of the first term in the right-hand side of (6.21), we obtain (6.21) for β ′ . Now from (6.21), recalling the structure of a β,γ,j , we see that if 1 ≤ |β| ≤ k, then
where dependence of C is as in the lemma. In order to estimate [D β (G • F −1 )] α for |β| = k, we first estimate this seminorm for the first term in the right-hand side of (6.21):
Then by (6.21),
Combining this with (6.19) and (6.22), we conclude the proof of (6.18).
Lemma 6.5.
(6.24) ν n+1 k,α ≤ ν n k,α + C 3 δt.
By the equation, we have ν ′ n+1 = ν ′′ n . We will prove the lemma by showing
First we observe that (6.25) is a direct consequence of Lemma 6.4 applied to G = det(I + f −1 D(f −1 Dp)) and Lemma 6.3.
To see (6.26), we can write, upon noticing p n+1 = q,
But A ij k,α ≤ Cδt by (6.9) and Lemma 6.3. So (6.26) is proved. (6.27) is proved in a similar way as (6.26), by noticing that B ij k,α ≤ Cδt. This follows from (6.10), (6.11), Lemma 6.3.
Lemma 6.6. For n = 0, 1, . . .
.
Proof. We differentiate both sides of (6.23) with m replaced by n and obtain linear elliptic equations for derivatives of p n . We can then use Schauder estimate to conclude. Now we apply these estimates to the approximate solutions.
Proposition 6.7. For any p 0 ∈ C k+2,α , k ≥ 2, satisfying I + f −1 D(f −1 Dp 0 ) > c 0 , there exists T 1 > 0, ε > 0, depending only on p 0 k+2,α , f , c 0 and k, such that for any |δt| < ε, one can construct a sequence (p n , F n ) of solutions to (6.1), (6.2) for n ≤
and F n : T 2 → T 2 is a measure preserving diffeomorphism. Moreover, (p n , F n ) satisfy the following estimates:
. This is the bound for p n k+2,α given by Lemma 6.6 if we have the bound ν n k,α ≤ M and the bound p n 2,α ≤ p 0 2,α + 1.
Define C 6 to be the bound for p n+1 k+2,α given by Lemma 6.1 if we have p n −p 0 3,α < ε 5 , p n k+2,α ≤ C 5 , and p n+1 = H(p n , δt). Now let C 7 be the constant given by Lemma 6.5 such that ν n+1 k,α ≤ ν n k,α + C 7 δt if we have the bound p n k+2,α , p n+1 k+2,α ≤ C 6 .
Similarly let C 8 be the constant given by Lemma 6.2 such that p n+1 −p n k+1,α ≤ C 8 δt if we have the bound p n k+2,α , p n+1 k+2,α ≤ C 6 Finally let C 9 = min(C 5 , C 6 ). We will show by induction that
as long as δt ∈ (0, ε 5 ) and
where ε 5 is chosen according to Proposition 5.5. We note that (6.35) obviously holds for n = 0. Suppose (6.35) is true for any j ≤ n, suppose also (6.36) holds for n+1. By the induction hypothesis, we have p n k+2,α ≤ C 9 , and also p n −p 0 3,α ≤ nC 7 δt ≤ ε 5 /2, where we used (6.36) in the last inequality. Hence, by Proposition 5.5, we can define p n+1 = H(p n , δt). It remains to show (6.35) with n + 1 instead of n.
First by induction hypothesis and Lemma 6.1, since p n k+2,α ≤ C 9 ≤ C 5 , we can conclude
By induction hypothesis, we also have p n k+2,α ≤ C 9 ≤ C 6 . Hence we can apply Lemma 6.5 and the induction hypotheses (6.35), to conclude
Also, from (6.38), using that (6.36) holds for n + 1, and that M = 4 ν 0 k,α , we have
Combining this with (6.37), we get
Furthermore, from (6.35) and (6.37) we have p n k+2,α , p n+1 k+2,α ≤ C 6 , thus we can apply Lemma 6.2 to get
since k ≥ 1. From (6.38), (6.39) and (6.41) the induction is complete.
Thus for any δt ∈ (0, ε 5 ) we showed existence of (F n , p n ) integer n ≥ 1 satisfying (6.1), (6.2). Moreover, estimates (6.35) hold. We note that (6.35) directly implies (6.31), (6.32). Also, (6.33) is proved in Lemma 6.3.
To see (6.34), first observe there is no loss of generality to assume Cδt <
Here C depends only on k, α.
Proof. First we observe that To see
Here C depends only on k, α, and we used the calculation Remark 6.9. We remark that the quantity T 1 in (6.36) can be chosen to be uniform for all initial data p 0 in some bounded set of C k+2,α . Indeed, the quantity M and hence C 5 depends only on p 0 k+2,α , c 0 , and f , so will be C 6 . Hence the same will be true for C 7 , C 8 , C 9 . As for ε 5 , we have seen in Remarked 5.6 that as long as p 0 is taken within some compact set inŨ 2 ⊂ C 3,α 0 , then we can choose ε 5 uniformly. But we assumed k ≥ 2, hence any bounded set in C k+2,α 0 will be precompact in C 3,α .
Finally, we estimate the continuity in time of the flow map. Define the flow map at n−th step to be:
where F 0 = Id. Notice that φ(nδt, ·)(x + h) = φ(nδt, x) + h for any h ∈ Z 2 and φ(nδt, ·) is measure preserving. We wish to get a flow map which is Lipschitz in C k,α norm. For this we need to estimate the continuity of the discrete flow map in time. We start with the following elementary lemma:
Proof. First notice the obvious estimate:
For the derivatives, notice that if β is a multi-index with |β| = k, then
With this lemma, we are ready to prove: Proposition 6.11. There exist constants T ∈ (0, T 1 ], C 12 > 0 depending only on p 0 k+2,α , f , c 0 and k, such that, for any |δt| < ε 5 and any corresponding sequence of approximate solutions constructed in Proposition 6.7, the following estimate holds for
Proof. Applying previous lemma to G 1 = F n , G 2 = id, and F = φ((n − 1)δt, we can conclude
Here C 10 is the constant given by Proposition 6.7. Notice that φ(0) = id, and put φ(−δt) = id. Let T ′ > 0, and n 0 be the largest integer with n 0 δt ≤ T ′ , we sum (6.44) from 0 to n 0 and obtain (6.45) sup
for any T ′ > 0. LetĈ be the constant C 11 given by Lemma 6.10 when F has the bound F k,α ≤ 2 + id k,α . Then, choosing T ′ is small so thatĈC 10 T ′ ≤ 2, we see by (6.45) that
Then T depends only on p 0 k+2,α , f , c 0 and k, and (6.46) holds for 1 ≤ n ≤ T δt . For such n, denoting C 12 :=ĈC 10 , we get from (6.44)
Hence the proof is complete. 7. Passage to the limit 7.1. Determine flow map and pressure by taking limit of time-stepping approximations. Here we make use of the estimates obtained in (6.31)-(6.34), (6.46), (6.43) and pass to the limit in the following equation
n+1 (x)). For t ∈ [0, T ], let φ δt t : R 2 → R 2 be a map defined by:
where φ(nδt, ·) is defined by (6.42). We also define:
The estimates (6.43) show that the mapφ δt t is Lipschitz in time under the norm C k,α . Indeed, it follows from (6.43) that φ δt t −φ δt s k,α ≤ C 12 |t − s|, for any 0 ≤ s ≤ t ≤ T , and |δt| < ε 5 . Now we can use Arzela-Ascoli Theorem applied toφ δt t restricted to [0, 1] 2 to get a subsequence of δt j → 0, and a limit map φ t Lipschitz in time under the norm C k,α , such that (7.4)φ δt j t → φ t under the norm C k,β for each 0 < β < α, uniformly for t ∈ [0, T ].
Also one observes that for nδt ≤ t < (n + 1)δt, one has
δt. Therefore the convergence obtained in (7.4) will hold also for φ δt (t):
Same argument works also when we use φ(nδt, ·) −1 in (7.2), (7.3), to define families of maps ψ δt t andψ δt t . Then we can pass to the limit as in (7.5), and conclude the limiting map ψ t will also be Lipschitz in time under the norm C k,α , and that ψ δt j t → ψ t . Since the argument for convergence of ψ δt j can be performed by taking a subsequence of the sequence {δt j } used in (7.5), we can assume without loss of generality that convergence φ δt j t → φ t and ψ δt j t → ψ t holds along the same sequence δt j → 0. Then it is not difficult to observe that ψ t = φ −1 t for each t ∈ [0, T ]. Indeed, for each n and j, with nδt j ≤ T , one has φ δt j (nδt j , ψ δt j (nδt j , x)) = x. Fix any t ∈ [0, T ] and j ∈ N, find n such that nδt j ≤ t < (n + 1)δt j . Now one can conclude that φ(t, ψ(t, x)) = x, which follows from the uniform convergence obtained above and the Lipschitz continuity in time of the limit. Same argument also shows ψ(t, φ(t, x)) = x. Hence the maps ψ(t) and φ(t) obtained above are inverse to each other. Thus we obtained that φ t : T 2 → T 2 is a diffeomorphism for each t ∈ [0, T ), and
. Also notice that from (6.43),
Also since the map φ(nδt, ·) in (6.42) is measure-preserving, then by (7.2) and (7.5),
Similarly we may consider p δt (t). By the estimate (6.31)-(6.32), and similar argument as above, we can use Arzela-Ascoli to get a limit function p t , which is Lipschitz in time under the norm C k+1,α such that
Then, by (6.32),
Denote u g (nδt, x) = f −1 (x)J∇p(nδt, x). In Lagrangian coordinates, define φ(t, x) ).
Then v δt g is a piece-wise constant in time function. From (7.5), (7.9) we conclude:
Also, by (7.7) and (7.10)
With above preparation, we are ready to derive the equations in the limit.
7.2. Derive the equation in the limit. In (7.1), replace x by φ δt ((n + 1)δt, x), and recall φ δt ((n + 1)δt, ·) = F n+1 • φ δt (nδt, ·). Then, recalling the notation φ t (x) = φ(t, x), we get for each x ∈ R 2 :
In the last term on the right hand side, all the functions are evaluated at φ δt nδt (x). Using (7.11), we rewrite the last equality as
(7.14) Fix 0 ≤ s < t < T ′ , and suppose k 1 δt ≤ s < (k 1 + 1)δt, and k 2 δt ≤ t < (k 2 + 1)δt. With δt sufficiently small, we have k 1 < k 2 . Sum (7.14) from k 1 to k 2 − 1, we get for each x ∈ R 2 :
(7.15)
Now we take the limit in (7.15) along the sequence δt j → 0 from (7.5) and (7.9). We will suppress the index j, and write δt → 0 meaning the above sequence.
As δt → 0, we get φ δt k 2 δt − φ δt k 1 δt → φ t − φ s in C k,β (T 2 ) for any β < α by (7.5). For the term on the right hand side of (7.15), one can get for each x ∈ R 2 :
where the convergence is obtained as following. By (7.5), (7.12) there exists C such that φ δt j t k,α/2,T 2 ≤ C and v δt j g,t k,α/2,T 2 ≤ C for each t ∈ [0, T ], j = 1, 2, . . . . Then, using (7.5), (7.12) again, we see that for each x ∈ T 2 the integrands (as functions of t ∈ [0, T ]) are uniformly with respect to j bounded, and converge pointwise on [0, T ] to f −1 (φ τ )Jf (φ τ )(−Jv g,τ ). Then we apply the Dominated Convergence Theorem.
It only remains to deal with the second term on the left hand side of (7.15). For this
is uniformly bounded in C k,α for 0 ≤ δt < ε 5 and t ∈ [0, T ]. This follows from our definition (7.11) and estimates (6.32) and (6.43). Then we can write
(7.17)
In the first term above, we have
, T ] as we showed above. Thus the first term converges to zero for each x ∈ T 2 .
So we can focus on the second term. We do an "integration by parts":
(7.18)
The first two terms will converge to f −1 (φ t )v g,t and f −1 (φ s )v g,s in C k,β (T 2 ) for any β < α respectively. For the last term, we fix some x ∈ T 2 and have
(7.19)
Now we wish to take the limit of this term as δt → 0. We have seen in (7.7) that φ t is Lipschitz in t under C k,α (T 2 ) norm, hence f −1 (φ t ) will be Lipschitz, and for a.e τ ∈ [0, T ), we have
. Then, using also (7.13), we find that the integrand will converge to −∂ t (f −1 (φ τ ))v g,τ for a.e τ ∈ [s, t]. Also we know the integrand is bounded on [0, T ] by some constant independent of δt, by the said Lipschitz continuity of f −1 (φ t )) and also the boundedness of v δt g . Hence we can apply the dominated convergence theorem to conclude that the integral converges to
Combining all calculations above, we conclude that in the limit we have for any fixed x ∈ T 2 :
Or equivalently
Next we take the limit as t → s. In the limit, we obtain the following:
, and for any x ∈ T 2 , it holds: φ(s, x) ).
(7.23)
Proof. From (7.13) we conclude that lim t→s+
exists for L 3 -a.e (s, x) ∈ [0, T ) × T 2 . Now we fix some s ∈ [0, T ), such that the above limit exists for L 2 -a.e x ∈ ×T 2 . Note that this property holds for a.e. s ∈ [0, T ), by Fubini's theorem.
For s chosen above and t = s, we divide (7.21) by t − s, and take a limit as t → s. Then the first term in the left-had side of (7.21) will tend to ∂ t φ(s, x), for L 2 −a.e x ∈ T 2 because of our choice of s, while the term on the right hand side of (7.21) will tend to v g (s, x), because of the Lipschitz continuity of v g with respect to time-variable. It remains to consider the integral in the left-hand side. For this purpose, we calculate for each x ∈ T 2 , and any 0 < s < t < T :
In the last line above, we used the fact that for any x ∈ T 2 , t −→ v g (t, x) is Lipschitz in t, and so the usual Newton-Leibnitz formula holds. Divide las line above by t − s, and let t → s. We observe that the first term will tend to zero, because f −1 (φ(t, x)) is Lipschitz in t, with a Lipschitz constant independent of x, while ∂ τ v g (τ, ·) is bounded.
The second term will tend to ∂ t v g (s, x), by the choice of (s, x). Therefore, after dividing by t − s and letting t → s, we see above will tend to f −1 (φ s )∂ t v g (s, ·). Now we can conclude that for L 1 − a.e s ∈ [0, T ]:
On the other hand, φt−φs t−s is uniformly bounded in C k,α for any t > s by (7.7). Hence for any sequence t j → s there exists a subsequence t jm such that φt jm −φs t jm −s converges in C k,β for any β < α, and the limit function is equal to ∂ t φ(s, x) for a.e. x ∈ T 2 by the choice of s. Thus C k,β -limit on T 2 does not depend on the choice of the sequence and subsequence. This shows that ∂ t φ(s, x) exists for all x ∈ T 2 . Thus we proved that
where C does not depend on s. We can apply similar arguments to p t using (7.10), thus obtain:
for a.e. s ∈ [0, T ], ∂ t p(s, x) exists for all x ∈ T 2 and
where C does not depend on s. From (7.25), (7.26), we conclude that for a.e. s ∈ [0, T ), ∂ t ∇p(s, ·), v g (s, ·) ∈ C k,α , and the usual chain rule holds. Then we obtain from (7.11):
for L 2 −a.e x ∈ T 2 .
(7.27)
Observe that each term in both sides of (7.27 ) are at least C k,α , we see that (7.27) holds for every x ∈ T 2 . Similar arguments also works for (7.24), and we can conclude that for L 1 − a.e s ∈ [0, T ], (7.24) holds for every x ∈ T 2 . By plugging (7.27) into (7.24), we obtain for L 1 − a.e s ∈ [0, T ):
for every x ∈ T 2 .
(7.28)
By our construction, we have
2 , so we can invert this matrix, and obtain (7.29) φ(s, x) ).
Regularity in time.
In this section we show that the limiting equations (7.22), (7.23) hold for any (s, x) ∈ [0, T ) × T 2 . For that, we need to show regularity of p and φ in time.
Fix any ζ ∈ C 1 (T 2 ). Using the measure-preserving property of the map φ t in (7.8), we obtain
That is, ∂ t p(t, ·) solves the following uniformly elliptic equation of divergence form for a.e t ∈ [0, T ):
Writing this equation in the form
e. t ∈ [0, T ). Then the standard estimates for linear elliptic equations imply
Next we want to obtain higher regularity in time. 
, and (7.22), (7.23) hold for any (s, x) ∈ [0, T ) × T 2 . Proof. Formally we can differentiate (7.31) in t, and obtain a similar elliptic equation for ∂ 2 t p t , and apply the C k,α estimates. To proceed rigorously, we take any t 1 < t 2 for which (7.31) holds true, and take their difference:
where A(t)(x) = A(t, x) for A(t, x) defined above. Recall that we have the estimate A(t 1 ) in C k,α (T 2 ). Also, by (7.10)we have an estimate for
Thus the right hand side of (7.33) has form ∇ ·G(x), where G(·) C k−1,α ≤ C for C independent of t 1 , t 2 ∈ [0, T ]. By C 1,α estimates for elliptic equations, we obtain
where C is independent of t 1 , t 2 ∈ [0, T ). Hence ∂ t p exists for all (t, x) ∈ [0, T ) × T 2 : indeed fix x ∈ T 2 . From (7.34), functions g h (t) = p(t+h,x)−p(t,x) h defined on [0, T − |h|] for |h| < T /2, are equiLipschitz on their common domains, thus from any sequence h i → 0 one can extract a subsequence h i k so that g h j k (·) converge to a uniform limit g ∞ ∈ C([0, T ) on compact subsets of [0, T ). Also, (7.26) implies that g ∞ (t) = ∂ t p(t, x) for a.e. t, thus g ∞ (t) is independent of the subsequence h i j for such t. It follows that the uniform limit g ∞ (·) is independent of the subsequence h i k , i.e. lim h→0 p(t+h,x)−p(t,x) h exists for each t ∈ [0, T ). Thus we proved that for each x ∈ T 2 , ∂ t p(·, x) exists for all t ∈ [0, T ). Also, now (7.34) holds for all t 1 , t 2 ∈ [0, T ).
Here we can see (7.23) holds for any (s, x) ∈ [0, T ) × T 2 , since the right hand side of (7.23) is continuous in s. The continuity of the term ∂ t ∇p comes from the estimate (7.34). From (7.27), we know ∂ t v g is also continuous in s for each fixed x. Hence (7.22) is true for all s.
Then we let t 2 → t 1 in (7.34), and repeating the proof of (7.25)-(7.26), we obtain that for a.e. t ∈ [0, T ) the ∂ 2 t p(t, x) exists for all x ∈ T 2 , and ∂ 2 t p(t, ·) C k,α (T 2 ) ≤ C for those t, with C independent of t. Then we can repeat the previous argument and obtain the claimed regularity for ∂ k+2−m t p(t, ·) for 0 ≤ m ≤ k + 1. From (7.23) we see that ∂ t φ(t) ∈ L ∞ (0, T ; C k,α (T 2 )). Also, recall that φ(t) : T 2 → T 2 is a diffeomorphism for each t, and (7.6) holds. Hence we define
and obtain u ∈ L ∞ (0, T ; C k,α ).
In (7.24), we replace x by φ −1 (t, x), thus get
This gives equation (2.2), (2.3)
. Also, we have remarked in (7.8) that φ t is measure preserving. Then it follows that u is divergence free, i.e. (2.4) holds.
Extension to SG Shallow Water with variable f
In this section, we will extend previous approach to the SG shallow water equations with periodic boundary conditions. The SGSW equation is the following:
With initial data h| t=0 = h 0 . Recall the assumptions made in Theorem 2.2.
Then as in Section 3, we can discretize in time and thus obtain a time-difference equation, and we need to solve:
In the above, q(x) = h n+1 (x), h(x) = h n (x), and F = F n+1 . This is the same equation as (3.7). Now we require [0,1] 2 q = [0,1] 2 h = 1. In the shallow water setting, F does not preserve Lebesgue measure, but should satisfy the following push-forward condition:
which, in case of continuous h, q and C 1 diffeomorphism F , is equivalent to
Therefore, recalling (3.8), (3.11) (or its version (3.13)) we see the equation we need to solve is now
where A(x) and B(x) is the same (3.9),(3.10), with p n+1 replaced by q, p n replaced by h. Thus we need to solve (8.6), (8.9) for q and F and show that F is a diffeomorphism. Since equation (8.6) differs from (3.12) only by notations (p changed to h), then all results of Section 4, with p replaced by h, holds for equation (8.6 ). In particular, map G is defined as in Lemma 4.4, and satisfies properties in Lemmas 4.4, 4.6, and the map
, where ε ′ 1 is defined in Lemma 4.6. Also, Lemma 5.1 holds. Next we use implicit function theorem to solve (8.9) for q, with F defined by
the following affine subspace of C 2,α (T 2 ):
Consider the following subset U 2 of C :
Here ε 3 is from Lemma 5.1. Then G(h, q, δt) is defined, and id + G(h, q, δt) is a C 1,α/2 loc diffeomorphism of R 2 , as long as h − h 0 3,α < ε 3 , q − h 0 2,α/2 < ε 3 , and |δt| < ε 3 . LetŨ 2 ⊂ C 3,α 1 be defined bỹ
By Lemmas 4.4 and 4.6, this guarantees that the map F −1 = id + G(h, q, δt) can be defined and invertible if q ∈ U 2 and h ∈Ũ 2 , and that F is a Frechet differentiable map. Define a map
where the matrices A and B are given by (3.9) and (3.10) with (p n , p n+1 ) replaced by (h, q), and F −1 n+1 replaced by id + G(h, q, δt). It is clear from above formula that P maps into C 0,α/2 . Now we need to show that the right hand side of (8.11) has integral zero. This is similar to assertion (i) of Lemma 5.2. We first show the related property in a more general setting for the application below. Namely, fix h 0 ∈ U 1 ∩ C k+2,α , and define the versions of the sets U 2 andŨ 2 replacing spaces C m,α 1 by spaces C m,α (i.e. removing the condition q [0,1] 2 = 1 in the definitions):
Then, for (q, h, δt) ∈ U ′ 2 ×Ũ 2 ′ × (−ε 3 , ε 3 ), the expression defining P in (8.11) is welldefined by Lemmas 4.4, and 5.1. Then we prove the following:
where A and B are as in (8.11) . Then for any (q, h, δt
From (3.8), we see the map Q can be written as
Also, id + G(h, q, δt) : R 2 → R 2 is a diffeomorphism by Lemma 4.6. Denote G := id + G(h, q, δt), then, as we showed, G : R 2 → R 2 is a diffeomorphism and Q(q, h, δt) = (h • G) det DG. Now we calculate changing variables:
where the last equality follows from Z 2 -periodicity of G − id = G(h, q, δt) and h, and from the fact that G : R 2 → R 2 is a diffeomorphism, see Lemma 10.5 for details. Now, for (q, h, δt) ∈ U 2 ×Ũ 2 ×(−ε 3 , ε 3 ), the right hand side of (8.11) has integral zero by Lemma 8.1 and
. Furthermore, similar to Lemma 5.2(iii), one can show that the map P in (8.11) is continuously Frechet differentiable.
To apply the implicit function theorem, we need to show the linearized map
is invertible. By the argument similar to the calculations before Lemma 5.4, we obtain (8.13)
where the coefficients a ij , b i ∈ C 0,α/2 (T 2 ). The injectivity follows from the strong maximum principle since the coefficient of the zero-order term is negative. To see that L : C 2,α/2 0
is surjective, we first we notice L : C 2,α/2 (T 2 ) → C 0,α/2 (T 2 ) is injective by the strong maximum principle. Then we show that L surjective as a map from C 2,α/2 (T 2 ) to C 0,α/2 (T 2 ). Indeed, this follows from the method of continuity similar to the proof of Lemma 5.4, except that now we use L 0 defined by L 0 w = ∆w − w, and show existence of solution to L 0 w = k by minimizing the functional
, we can find w ∈ C 2,α/2 such that L(w) = k 1 . It only remains to show w ∈ C 2,α/2 0 , i.e. that T 2 w = 0. We first note that T 2 L(w) = T 2 k 1 = 0. Thus, using the form of L in (8.13), it remains to show that T 2 a ij ∂ ij w+b i ∂ i w = 0. This can be seen as following. Let Q(q, h, δt) = P (q, h, δt) + q as in Lemma 8.1. Then, from Lemma 8.1 and since [0,1) 2 h = 1, we see that
. From (8.5) and (8.10) 
This proves w ∈ C 2,α/2 0 . Above discussion shows the following proposition, which is similar to Proposition 5.5 in the SG case: Proposition 8.2. There exist ε 4 , ε 5 ∈ (0, ε 3 ] with ε 5 ≤ ε 4 , such that for any h ∈ C 3,α 0 (T 2 ) with h − h 0 3,α < ε 5 and |δt| < ε 5 , there exists a unique q ∈ C 2,α/2 (T 2 ) which solves (3.13) with F −1 = Id + G(p, q, δt) and satisfies q − h 0 2,α/2 < ε 4 .
Thus, denoting q := H(p, δt), we define a map
With this, we can set up the iteration as in the beginning of Section 6. Next we establish estimates for the approximate solutions, similar to Section 6. The proofs essentially repeat the corresponding proofs in Section 6, thus below we will only include the parts of the proofs which differ from the SG case. Lemma 8.3. Suppose h n+1 = H(h n , δt) with h n − h 0 3,α < ε 5 , then (8.14)
h n+1 k+2,α ≤ C 0 ( h n k+2,α ).
Proof. Similar to the proof of Lemma 6.1.
Here the constant C 1 = C 1 ( h n+1 k+2,α , h n k+2,α ).
Proof. As in the proof of Lemma 6.2, the result follows from linearization. We will write q = h n+1 , h = h n . We start by rewritting the equation (8.9) to be
We subtract from both sides the quantity
The left hand side becomes
We can deal with the first term in the same way as we did in the proof of Lemma 6.2. That is, we can write the left hand side as 
).
In the same way as in the proof of Lemma 6.2, we can write the first term above as
The second term can be reprensented in terms of F −1 (x) − x, hence in terms of ∇q − ∇h, as was done in the proof of Lemma 5.13. To summarize, we will get an elliptic equation of the form
with a ij , c ∈ C k,α , c i ∈ C k−1,α , f ∈ C k,α , and c > 0. Noting the sign of the zero-order term, we obtain the desired estimate.
Lemma 8.5.
Proof. Exactly the same proof as in Lemma 6.3.
Lemma 8.6.
Proof. We follow the proof of Lemma 6.5. We use notations q(x) = h n+1 (x), h(x) = h n (x). Define
By the equation, ν ′ n+1 = ν ′′ n . We prove the result by showing ν Here C 4 = C 4 ( p n+1 2,α ).
So we can obtain exactly same estimates as in SG case. Then we repeat the proof of Proposition 6.7, to get the following
there exists T 1 > 0, ε > 0, depending only on h 0 k+2,α , f , c 0 and k, such that for any |δt| < ε, one can construct a sequence (h n , F n ) of solutions to (8.6), (8.8 ) (with h = h n , q = h n+1 and F = F n+1 ) for n ≤
Moreover, (h n , F n ) satisfy the following estimates:
Here C depends only on h 0 k+2,α , f , c 0 and k. Define the time-discretized map φ(nδt, ·) = F n • · · · • F 1 as in (6.42) . Then similar to SG case, we can show that φ(nδt, x + h) = φ(nδt, x) + h for h ∈ Z 2 and the following estimate holds:
Here T depends only on h 0 k+2,α , f , c 0 , c 1 and k. Also φ(nδt, ·) # (h 0 dx) = h n dx. All the convergence facts obtained in Section 7.1, i.e. (7.5) and (7.9) for h instead of p, hold true here. Similar to (7.11), we define
Then we obtain (7.12) and (7.13). With this, following the argument in Sections 7.2, 7.3, we obtain as Proposition 7.1:
Back to Eulerian coordinates, this equation is equivalent to
This gives (8.2), (8.3) . It only remains to show (8.4) . To show this, we only need to show
Since φ t is a diffeomorphism, this is equivalent to
To see (8.31) , notice φ t is the limit of φ δt t under the norm C k,β for every β < α, and h(t) is the limit of h δt (t) under the norm C k+1,β , with any β < α. Under discrete setting, it holds: det Dφ(nδt, ·) = h 0 hn(φ(nδt,·)) . Now one can use the Lipshitz continuity in time of φ n and h n and above convergence to pass to limit and obtain (8.31).
Uniqueness
In this section, we prove uniqueness of smooth solutions to SG and SG shallow water. In the following, C will denote a generic constant which may change from line to line, but its dependence will be made clear.
9.1. Uniqueness for SG. In this subsection, we prove the uniqueness part of Theorem 2.1. Suppose we have two solutions of SG, (
). This regularity allows us to define the flow map φ i (t, x)(i = 1, 2) which satisfies φ i (t, x + h) = φ i (t, x) + h for any h ∈ Z 2 . Also, from (2.6) for p 1 and p 2 , there exists a constant λ > 0 such that
In the following, the argument is made for either one of the solutions if there is no subscript. Also we will denote φ t (x) = φ(t, x), φ 1,t (x) = φ 1 (t, x) and similar notations for other functions.
Recall
), i.e, v g is u g expressed in Lagrangian variables. Then we obtain from (7.24) (which holds for all (x, t) by (7.35)) that
We can solve
On the other hand, we can rewrite (9.2) as
Integrate in t to get
Differentiating on both sides, we obtain
We do an integration by parts in the first integral of right hand side:
Plugging this into (9.5), we obtain
(9.9)
and let E(s, x) = E 1 + E 2 + E 3 . Notice that we can use (9.4) to plug in (9.9) for ∂ s φ m s . So E(s, x) involves space derivatives of p up to second order and also ∂ t ∇p t . We can write (9.6) as (9.10)
Multiplying (9.10) by E(t, φ t (x))(I +f −1 D(f −1 Dp)) −1 (φ t (x)) from the left on both sides, we obtain
We see it solves the following initial value problem. x) ), (9.13) H(0) = 0, (9.14) where (9.15)
Finally we conclude from the measure preserving property of φ t and (9.10) that
t (x))]. Let φ 1 , φ 2 be the flow maps corresponding to the two solutions introduced at the beginning of this section, with initial data p 0 . We start with some preliminary estimates:
be the solution to the problem:
Here A(t, x), B(t, x), H(t, x) are 2 × 2 matrix valued functions, periodic with respect to Z 2 , and we assume sup 0≤t≤T A(t, ·)
Here C depends only on M and T .
Proof. To estimate of H(t, ·) L ∞ follows from the Gronwall inequality. To estimate D x H, we first differentiate and then use Gronwall inequality and the already obtained estimate on H.
We use Lemma 9.1 to estimate C 1 -norm of the function H(t, x) defined in (9.12):
Lemma 9.2. Let H be as defined in (9.12), then:
Proof. To show (9.19), we observe that due to (7.35), u t (·) is bounded in C 1 (T 2 ) for each t, with a bound which has the same dependence as in the lemma. Thus the flow map φ t of u t (·) has estimate in C 1 (T 2 ) for each t by a constant with same dependence.
To prove (9.20), according to (9.13),(9.14) and Lemma 9.1, we only need to show
since estimate of D C 1 (T 2 ) follows from (9.16).
To prove (9.21), we only need to show sup 0≤t≤T 0 G(t, ·) C 1 + φ t C 1 ≤ C. The term φ t C 1 is estimated in (9.19). For the estimate of G(t, ·), we need to go back to (9.15), and (9.7)-(9.9). From the explicit expressions given there and (9.1), we see that the C 1 norm of G(t, ·) is bounded by a constant which has the dependence as in the lemma.
Below, we write L 2 and H 2 for L 2 (T 2 ) and H 2 (T 2 ). Lemma 9.3. For any t ∈ [0, T 0 ], we have
Proof. From estimate (9.19) for φ 1 and φ 2 , we can bound the eigenvalues of Dφ i,t , i = 1, 2 from above. Since det Dφ i,t = 1, we also obtain the bound for the eigenvalues from below. This gives estimate for Dφ −1 t L ∞ . Now, since φ i,t is measure preserving, we have (9.24) φ −1
This gives (9.22). The proof for (9.23) is similar.
Here C depends on λ, p i,t C 2 , ∂ t p i,t C 1 , i = 1, 2.
Proof. We take (2.20) for p 1 , p 2 and subtract to get
(9.26)
Multiplying both sides of (9.26) ∂ t p 1,t − ∂ t p 2,t and integrating by parts, and using (9.1), we obtain (9.25)
Proof. From (9.17) for p 1 and p 2 , by subtraction we get
, with
] denotes the cofactor matrix of the matrix A.
We assumed p 1 , p 2 to be C 3 smooth, and f ∈ C 2 , from which we conclude that the coefficients on equation (9.27), written in the non-divergence form, are in C 1 (T 2 ), and the C 1 norms depend on p 1 , p 2 L ∞ (0,T 0 ;C 3 (T 2 )) . Also, equation (9.27 ) is uniformly elliptic (by (9.1)), and has no zero-th order term. Then we apply the H 2 estimate to get
Here and
Next notice that b ij is bounded. Indeed, we just need to observe H 1 , H 2 are bounded, this follows from Lemma 9.2. Then we estimate
Here we used that p 0 ∈ C 3 and Lemma 9.3. Now we use that DH 1 L ∞ is bounded, which follows from Lemma 9.2, to obtain
We can deduce from (9.13) that
Thus we have
(9.30)
Again to deal with the second term, we have now
(9.31) Recall (9.15) for definition of G 1 , and the explicit expressions given in (9.7)-(9.9), we see
Then we estimate
(9.32) It only remains to estimate E 1 − E 2 L 2 . For this we go back to (9.7)-(9.9). One sees easily from (9.7) and previous lemma
Also from (9.8):
From (7.35) we observe that u t L ∞ can be estimated by p C 2 and ∂ t p C 1 . On the other hand, from Lemma 9.4:
Collecting (9.32)-(9.36) to get
Recalling (9.30) and (9.31), we get
Use Gronwall to get
Recalling (9.28) and (9.29), we have
Now, using Gronwall inequality, we conclude the proof.
We present a final lemma which follows directly from (9.3).
Lemma 9.6.
Proof. From (9.3), using (9.1) and the measure-preserving property of φ 2,t , we have
Now, applying the Gronwall inequality, we conclude the proof.
Combining all above estimates, we can now conclude uniqueness. Indeed, from Lemma 9.6 and Lemma 9.4, we get
Let a(t) = sup 0≤s≤t φ 1,s − φ 2,s L 2 , and b(t) = sup 0≤s≤t p 1,s − p 2,s H 2 . Therefore
Using Proposition 9.5 we obtain
Also a(0) = 0 since φ i,0 = Id. Then from Gronwall inequality, a(t) = 0 for all t > 0, that is φ 1,t = φ 2,t for all t > 0, which implies u 1 = u 2 . Also, from a(t) ≡ 0 and Proposition 9.5, b(t) = 0 for all t > 0, that is p 1,t = p 2,t for all t > 0. Now uniqueness is proved. 9.2. Uniqueness for SG Shallow Water with variable f . The uniqueness for SG Shallow Water case is very similar to SG case. Let φ(t) be the flow map, and h(t, x) be the fluid depth field. Assume that (2.10) is satisfied. Then similar to (9.2), we have
The same calculation as in SG case shows (9.3)-(9.6) still holds with p t replaced by h t .
In particular, we have (9.38)
Here H has the same expression as given by (9.12) and solves an initial value problem similar to (9.13)-(9.16) with E given by (9.7)-(9.9), the only difference being p replaced by h. Similar to Lemma 9.2. We can conclude H(t, ·)
, which exists by (2.10). The difference arises in (9.17). Since φ t does not preserve Lebesgue measure, but satisfies (φ t ) # h 0 = h t , we have
Taking determinant on both sides of (9.38), we obtain
Taking this at point φ
As in SG case, we solve (9.37) for ∂ t φ t :
Or equivalently, writing this at point φ −1
t (x), we get expression for physical velocity: (9.41)
Due to the equation ∂ t h + ∇ · (u t h t ) = 0, we obtain an elliptic equation for ∂ t h, namely (9.42)
Suppose we have two solutions of SG shallow water equations, (h 1 , u 1,g , u 1 ) and (h 2 , u 2,g , u 2 ), which satisfy the assumptions of Theorem 2. Due to (9.41), we have u i ∈ L ∞ (0, T 0 ; C 1 ), hence we can define the flow map φ i (t).
Next we present the estimates in the shallow water case which lead to uniqueness, parallel to previous subsection.
As a preparation, we first observe that the analogue of Lemma 9.3 also holds for the shallow water setting. Proof. From (9.41), u t ∈ L ∞ (0, T 0 ; C 1 (T 2 )). Since the flow map φ i is generated by u i , it follows that Dφ i,t L ∞ are uniformly bounded in t, with a bound having the dependence as in the lemma. Also, from (9.39) combined with (2.9) and (9.43), it follows that To prove (9.44), we can calculate ∂ t ∇h 1,t − ∂ t ∇h 2,t L 2 ≤ C h 1,t − h 2,t H 2 .
Here C depends on λ, µ, h i,t L ∞ (0,T 0 ;C 2 ) , ∂ t h i L ∞ (0,T 0 ;C 1 ) , i = 1, 2.
Proof. Similar to the proof of Lemma 9.4, we take equation (9.42) for h 1 and h 2 , and subtract. Multiplying both sides of the resulting equation by ∂ t h 1,t − ∂ t h 2,t and integrating by parts, we obtain (9.46), noticing that the zero-th order term has the right sign so we can argue in the same way as in Lemma 9.4.
The key proposition holds also in SG shallow water case. It is an analogue to Proposition 9.5. Here C depends on λ, µ, h i L ∞ (0,T 0 ;C 3 ) , ∂ t h i L ∞ (0,T 0 ;C 2 ) , T 0 , i = 1, 2.
Proof. Similar to the proof of Proposition 9.5, we take equation (9.40) for h 1 , h 2 and subtract. Then we obtain equation for h 1,t − h 2,t , with the left-hand side det(I + f −1 D(f −1 Dh 1,t )(x)) h 1,t (x) − det(I + f −1 D(f −1 Dh 2,t )(x)) h 2,t (x) = a ij f −1 ∂ j (f −1 ∂ i (h 1,t − h 2,t )) h 1,t − det(I + f −1 D(f −1 Dh 2,t )) h 1,t h 2,t (h 1,t − h 2,t ).
Property (9.43) and regularity assumptions for h 1 , h 2 imply that the equation is uniformly elliptic, and coefficients are in C 1 (T 2 ), with ellipticity constant and C 1 norms depending on the parameters listed in the lemma. The sign of the coefficient of zero-th order term is negative, by property (9.43). Hence we can apply the H 2 estimates to conclude
where F is the right-hand side of the equation. Now we can do a calculation as in the proof of Proposition 9.5 to estimate F L 2 .
Finally, Lemma 9.10.
( h 1,s − h 2,s H 2 + ∂ t ∇h 1,s − ∂ t ∇h 2,s L 2 )ds.
Here C depends on h i L ∞ (0,T 0 ;C 3 ) , ∂ t h i L ∞ (0,T 0 ;C 2 ) , i = 1, 2.
Proof. We argue exactly as in the proof of Lemma 9.6, using (9.39) for φ 2,t instead of the measure-preserving property.
With above estimates, we can conclude uniqueness in the same way as for SG case. is continuously Frechet-differentiable. (ii) The map G above considered as a map C 1,α (T 2 ) × C 1,β (T 2 ; R 2 ) → C 0,β (T 2 ) is also continuously Frechet differentiable.
Proof. In the argument below, the constant C may change from line to line, and depends only on α, β, p C 2,α (T 2 ) and w C 1,β (T 2 ;R 2 ) . We only prove the first statement. The second statement is proved in a similar manner and is simpler.
That G maps into C 1,β (T 2 ) is clear from the expression. We show Frechet differentiability, with differential DG(p, w) for any (p, w) ∈ C 2,α (T 2 ) × C 1,β (T 2 ; R 2 ) given by The second term in (10.2) can be handled in a similar way.
Also using explicit expression of DG(p, w) in (10.1), and arguing in a similar way as above, we show that DG is continuous in p, w under the operator norm.
Lemma 10.2. Let f : R n → R be a C 3 function, then the map
is continuously Frechet differentiable.
Proof. For simplicity, we just prove this lemma for n = 2. The general n can be handled in a similar way. From Taylor's formula, one can write
A(x, t)(1 − t)dt, where A(x, t) = ∂ 11 f (εh 1 ) 2 + 2∂ 12 f (εh 1 )(δh 2 ) + ∂ 22 f (δh 2 ) 2 .
Here ∂ ij f is evaluated at (p 1 + tεh 1 , p 2 + tδh 2 ). Now observe that if h 1 0,α , h 2 0,α ≤ 1, one has a uniform C 0,α bound for
A(x,t) ε 2 +δ 2 . This proves the map F is differentiable. The continuity of the differential follows readily from the expression is continuously Frechet differentiable.Here C 0,α (M 2×2 ) denotes the space of 2×2 matrices with entries in C 0,α (T 2 ).
Similar to Lemma 10.1, one can also show Lemma 10.4. Let f ∈ C 2 (T 2 ), then the map
w −→ f (id + w).
Proof. Let h 1,α ≤ 1, we can write f (id + w + εh) − f (id + w) − ∇f (id + w)εh = εh 10.2. Integration on T 2 . We note the following elementary property of Z 2 -periodic functions:
Lemma 10.5. Let G : R 2 → R 2 be a C 1 diffeomorphism, h ∈ C(R 2 ), and let G − id and h be Z 2 -periodic. Then Indeed, suppose x ∈ B ij ∩ B kl . Then x + (i, j) = G(y) and x + (k, l) = G(z) for y, z ∈ [0, 1) 2 . Then using Z 2 -periodicity of G − id, we have G(y) − y = G(y − (i, j)) − (y − (i, j)) and G(z)− z = G(z − (k, l))− (z − (k, l)), from which x = G(y)− (i, j) = G(y − (i, j)) and similarly x = G(z − (k, l)). Since G : R 2 → R 2 is a diffeomorphism, we get y − (i, j)) = z − (k, l), which implies y = z and (i, j) = (k, l) since y, z ∈ [0, 1) 2 . Thus B ij are disjoint. Next, let x ∈ [0, 1) 2 . Since G : R 2 → R 2 is a diffeomorphism, then x = G(y) for some y ∈ R 2 . Then y = z − (i, j) for some z ∈ [0, 1) 2 and (i, j) ∈ Z 2 . Using again Z 2 -periodicity of G − id, we get x = G(z − (i, j)) = G(z) − (i, j), from which, using that x, z ∈ [0, 1) 2 , we get x ∈ B ij . Thus [0, 1) 2 = ∪ (i,j)∈Z 2 B ij . Now (10.3) is proved. With this, using Z 2 -periodicity of h, we get 
