Localization effects in a periodic quantum graph with magnetic field and
  spin-orbit interaction by Pankrashkin, Konstantin
ar
X
iv
:m
at
h-
ph
/0
60
70
34
v2
  8
 A
ug
 2
00
6
Localization effects in a periodic quantum graph
with magnetic field and spin-orbit interaction
KONSTANTIN PANKRASHKIN
Institut fu¨r Mathematik, Humboldt-Universita¨t zu Berlin, Rudower Chaussee 25,
12489 Berlin, Germany
E-mail: const@mathematik.hu-berlin.de
Homepage: http://www.mathematik.hu-berlin.de/˜const/
Abstract. A general technique for the study of magnetic Rashba Hamiltonian in
quantum graphs is presented. We use this technique to show how manipulating
the magnetic and spin parameters can be used to create localized states in a certain
periodic graph (T3 lattice).
1 Introduction
In this work, we discuss the creation of eigenvalues in periodic quantum graphs by
certain external interactions, namely, by magnetic field and spin-orbit coupling.
The analysis of quantum graphs, i.e. of differential operators on singular
one-dimensional manifolds, becomes one the central topics in the mathematical
physics during last decades, see [28,29,31–33,35]. This has many reasons; in par-
ticular, quantum graph Hamiltonians appear in the de Gennes–Alexander theory
of superconductivity [4, 15, 25]. Some other fields of applications are described
e.g. in [31].
The spectral theory of compact quantum graphs has many common features
with the usual theory of differential operators, cf. [6, 42, 48]. Nevertheless, such
an analogy is rather limited when considering non-compact structures. Some par-
ticular features of quantum graph models become obvious if one studies periodic
configurations. For example, for a large class of periodic Schro¨dinger operators in
Euclidian spaces the spectrum is known to be absolutely continuous [9,50], while
even simplest periodic quantum graphs can have eigenvalues [12,33]. Some other
examples may include the sensibility of periodic quantum graphs to some arith-
metic characteristics [24].
Recently, in the physics literature one discussed the so-called extreme local-
ization in the T3 lattice (dice lattice) [1,54]. From the mathematical point of view,
it was shown that under certain magnetic fields the Hamiltonian of a quantum
graph with the corresponding shape has no bands of continuous spectrum, and
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the spectrum consists of infinitely degenerate eigenvalues. This effect was ob-
served also experimentally by transport measuring in superconducting and metal-
lic wire networks [39–41]. (It is worth emphasizing that bound states in T3 lattice
appear without any external interactions [51]; the coexistence of the continuous
and the point spectra is implied by the rich internal symmetry of the lattice and
of its dual, Kagome´ [2].) Various aspects of this localization mechanism and
its stability under disorder and external interactions are studied in a number of
works [8,38,52–54]. In particular, it is shown that additional interactions, like the
inter-particle interaction, destroy the extreme localization mechanism, and con-
tinuous spectrum appears [53].
In Ref. [7] it was shown that in some periodic quantum graphs similar lo-
calization phenomena can be induced not only by magnetic fields, but also by
spin-orbit interaction at certain values of the Rashba constant [14, 47]. Never-
theless, this analogy is limited, and the numerical analysis of [8] shows that the
Rashba localization does not appear in the T3 lattice. In the present paper we
consider the above situation with both the spin-orbit and magnetic interactions.
We note that the quantum graph models with spin were studied previously e.g.
in [10, 11, 13, 27], but the attention was mostly concentrated on Dirac- and Pauli-
type operators. The theory of Rashba Hamiltonians is not developed even in the
Euclidian spaces, where the spin-orbit interaction promises to show effects which
are absent in the scalar case, like embedded eigenvalues in short-range potentials
or localization in crystals, giving hence possibilities for constructing new nanode-
vices [17, 34].
The aim of the paper is two-fold. First, we are going to describe the
Schro¨dinger operators in two-dimensional networks with magnetic field and spin-
orbit interaction. An essential part here is the reduction of the quantum graph
Hamiltonian to a certain discrete equation. In the scalar case, an analogous proce-
dure was done in [23] for the solutions of the stationary Schro¨dinger equation and
recently in [44] for the spectra. Note that there is another approach to the relation-
ship between the quantum graphs and tight-binding Hamiltonians coming from
some asymptotic considerations [36, 37]. Second, by considering the localization
effects in the T3-lattice we would like to attract the attention of researchers work-
ing on quantum graphs to potential applications in the study of superconducting
networks. In section 2 we give a mathematical formalism of quantum graphs with
external interactions; essentially we describe rigorously the constructions of the
works [7, 8]. In section 3 we use this machinery to study the spectrum of the T3-
lattice with a magnetic field and the Rashba interaction. We show that the spectral
problem is of supersymmetric type and that the study of some energy levels is
equivalent to the study of zero modes in a certain discrete model. As a result, we
give a rigorous justification of the extreme localization for the case of non-trivial
scalar potentials on the edges and non-ideal couplings at the nodes. We show that
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at zero spin-orbit interaction this effect is independent of the edge potential. At the
same time, it appears that the generic Rashba interaction destroys the localization.
We also show that at a certain combination of the magnetic and spin parameters a
new localization effect appears, where one can localize one of the spin projections
using the magnetic field.
2 Quantum graphs with external interactions
2.1 Schro¨dinger operator on a quantum graph embedded in
Euclidian space
In this section we describe the construction of the Hamiltonian in a two-
dimensional network with magnetic field and Rashba interaction. Recall that the
Rashba Hamiltonian of a two-dimensional system acts on two-component vector
functions as takes the form [14, 47]
H = (p−A)2 +2kR 〈p−A,σ×n〉+U, (1)
where A is the magnetic vector potential, kR is the Rashba constant expressing
the strength of the spin-orbit interaction, U is a scalar potential, σ is the vector of
Pauli matrices, and n is the unit vector orthogonal to the plane of the system. The
second term, which is the formal mixed product, on the right-hand side of (1) takes
into account the spin-orbit coupling. For kR = 0 the problem splits in two identical
scalar problems. The corresponding Hamiltonian for a network is obtained by
projecting all the interactions onto each edge and by introducing suitable boundary
conditions at the nodes, which will be described below. (We remark that some
effects of the Rashba interaction and the magnetic field in a wire can be studied in
other types of models [19].)
Let V be a uniformly discrete subset of the xy-plane in R3, the set of nodes
(vertices). The uniform discreteness means the existence of a constant d > 0 such
that |α−β| ≥ d for all α,β ∈ V with α 6= β. Denote
lαβ := |α−β|, eαβ := 1lαβ
(
β−α).
Some nodes are connected by a directed edge. The set of all edges will be denoted
by E , E ⊂ V ×V . The edge with initial vertex α ∈ V and terminal vertex β ∈ V
will be denoted by αβ. For α ∈ V denote indegα := #{βα ∈ E }, outdegα =
#{αβ ∈ E }, degα := indegα+outdegα. We assume that the degrees satisfy the
following conditions: that
there exists N ∈ Z with 1 ≤ degα≤ N for all α ∈ V ; (2)
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in particular, we assume that there are no isolated vertices. The configuration
consisting of all segments [α,β], αβ ∈ E will be referred to as a metric graph or
as a (wire) network. We assume that the system has no self-intersections and that
0 < inf{lαβ} ≤ sup{lαβ}< ∞. (3)
The quantum state space corresponding to the metric graph is introduced as
follows. Each edge αβ will be identified with the segment [0, lαβ] such that α
is identified with 0 and β is identified with lαβ. The state space of each edge
αβ is Hαβ := L2
(
[0, lαβ],C2). The state space of the whole structure is H =⊕
αβ∈E Hαβ .
On each edge consider a real-valued scalar potential Uαβ ∈ L2[0, lαβ]. To
avoid unnecessary technical difficulties we will assume that the scalar potentials
are uniformly L2-bounded,
sup‖Uαβ‖L2 < ∞. (4)
Assume that the system is subjected to an external magnetic field given by a vec-
tor potential A ∈ C1(R3,R3). This induces magnetic potentials on each edge,
aαβ(t) :=
〈
A(α+ teαβ),eαβ
〉
.
Denote by kR the Rashba constant. The spin-orbit interaction can be taken into
account by adding the term 2kR
(
− i ddt −aαβ(t)
)
〈σ×n,eαβ〉 with n = (0,0,1).
Therefore, the dynamics along each edge αβ is described by the differential ex-
pression
Lαβ =
(
− i ddt −aαβ(t)
)2
+2kR
(
− i ddt −aαβ(t)
)
〈σ×n,eαβ〉+Uαβ
≡
(
i ddt +aαβ(t)+ kRσαβ
)2
+Uαβ− k2R,
where
σαβ =
(
0 eαβ2 + ieαβ1
eαβ2− ieαβ1 0
)
.
For a uniform magnetic field with the strength B ∈ R3 it is useful to use the sym-
metric gauge, A(r) = 1
2
B× r. In this case the magnetic potentials aαβ are con-
stant, aαβ =
1
2
〈B×α,eαβ〉.
Denote by L an operator in H acting as
(fαβ) 7→ (Lαβfαβ) (5)
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on functions fαβ ∈ H2
(
[0, lαβ],C2
)
satisfying at each α ∈ V :
fαβ(0) = fγα(lγα) =: f(α), αβ, γα ∈ E , (6a)
∑
αβ∈E
[ d
dt − i(aαβ+ kRσαβ)
]
fαβ(0)
− ∑
βα∈E
[ d
dt − i(aβα+ kRσβα)
]
fβα(lβα) = ε(α)f(α),
(6b)
where ε(α) are real-valued parameters. The case ε(α) = 0 may be considered as
an ideal coupling, which is the analogue of the Kirchhoff coupling in the scalar
case. We are going to consider L as the Hamiltonian of the system, and our next
aim is to show its self-adjointness.
2.2 Self-adjointness and spectral analysis
Denote by D the set of all functions f = (fαβ), with components
(
fαβ
) ∈⊕
H2
(
[0, lαβ],C2
)
, αβ ∈ E , which are continuous at all nodes, i.e. such that
the condition (6a) is satisfied. Clearly, for f ∈D the values f(α), α ∈ V , have the
direct sense. Furthermore, for f ∈D and α ∈ V denote
f ′(α) := ∑
αβ∈E
[ d
dt − i(aαβ+ kRσαβ)
]
fαβ(0)
− ∑
βα∈E
[ d
dt − i(aβα+ kRσβα)
]
fβα(lβα).
Consider in H a linear operator Π with domain D acting by the rule (5).
Proposition 1. The operator Π is closed. For any f∈ domΠ≡D the vectors Γf :=(
f(α)
)
and Γ′f :=
(
f′(α)
)
belong to ℓ2(V ,C2), and the map (Γ,Γ′) : domL →
ℓ2(V ,C2)⊕ ℓ2(V ,C2) is surjective. For any f,g ∈ domΠ there holds
〈f,Πg〉−〈Π f,g〉= 〈Γf,Γ′g〉−〈Γ′f,Γg〉. (7)
Proof. Denote by Θαβ the unitary transformation of Hαβ given by
Θαβ f(t) = exp
(
i
∫ t
0
(
aαβ(s)+ kRσαβ
)
ds
)
f(t). (8)
Denoting ∂ := ddt we see (∂ − iaαβ− ikRσαβ)Θαβ ≡Θαβ∂ .
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By the Sobolev inequality, for any c1 > 0 there exists c2 > 0 such that for any
l > 0 and ϕ ∈ H2[0, l] there holds
‖ϕ‖∞ ≤ c1 l3/2 ‖ϕ ′′‖L2[0,l]+
c2
l1/2
‖ϕ‖L2[0,l],
‖ϕ ′‖∞ ≤ c1 l1/2 ‖ϕ ′′‖L2[0,l]+
c2
l1/2
‖ϕ‖L2[0,l].
Note that for any t ∈ [0, lαβ] one has ‖fαβ(t)‖C2 = ‖Θαβfαβ(t)‖C2. Therefore,
using the above estimate, for any fαβ ∈ H2
(
[0, lαβ],C2
)
one has∥∥fαβ(t)∥∥C2 = ∥∥Θ∗αβfαβ(t)∥∥C2
≤ c1l3/2αβ
∥∥∂ 2Θ∗αβfαβ∥∥Hαβ + c2l1/2αβ
∥∥Θ∗αβfαβ∥∥Hαβ
= c1l3/2αβ
∥∥Θ∗αβ(∂ − iaαβ− ikRσαβ)2fαβ∥∥Hαβ + c2l1/2αβ
∥∥Θ∗αβfαβ∥∥Hαβ
= c1l3/2αβ
∥∥(∂ − iaαβ− ikRσαβ)2fαβ∥∥Hαβ + c2l1/2αβ
∥∥fαβ∥∥Hαβ
and, in the same way,∥∥(∂ − iaαβ− ikRσαβ)fαβ(t)∥∥C2
≤ c1l1/2αβ
∥∥(∂ − iaαβ− ikRσαβ)2fαβ∥∥Hαβ + c2l1/2αβ
∥∥fαβ∥∥Hαβ .
Using the assumptions (3) and (4) we conclude that there exist positive constants
C1 and C2 such that for any αβ ∈ E , fαβ ∈ H2
(
[0, lαβ],C2
)
, t ∈ [0, lαβ] one has∥∥fαβ(t)∥∥≤C1‖Lαβ fαβ‖+C2‖ fαβ‖, (9a)∥∥(∂ − iaαβ− ikRσαβ)fαβ(t)∥∥≤C1‖Lαβ fαβ‖+C2‖ fαβ‖. (9b)
Here the norms are taken in C2 on the left-hand side and in Hαβ on the right-hand
side.
Denote by Π˜ the operator acting in H by the rule (5) on the domain dom Π˜ =⊕
αβ∈E H2
(
[0, lαβ],C2
)
. Clearly, Π˜ is closed. By (9a), the linear maps
Tαβγ : domΠ˜ ∋ f 7→ fαβ(0)− fγα(lγα) ∈ C2, αβ,γα ∈ E ,
are bounded with respect to the graph norm of Π˜. Therefore, the restriction of Π˜
to the subspace where all these functionals vanish is a closed operator. As this
restriction is exactly Π, the operator Π is closed.
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For f ∈ D the inclusions Γf, Γ′f ∈ ℓ2(V ,C2) follow immediately from the
estimates (9) and the assumption (2), and the identity (7) can be verified directly
using the partial integration.
To prove the surjectivity condition, we fix first four functions f jk ∈ H2[0,1]
with f (i)jk (l) = δi jδkl , i, j,k, l ∈ {0,1}. Take arbitrary ξ,ξ′ ∈ ℓ2(V ,C2). Denote
ταβ := exp
(
i
∫ lαβ
0
(
aαβ(s)+ kRσαβ
)
ds
)
≡ exp
(
i
∫ lαβ
0
aαβ(s)ds
)(
coskR lαβ+ iσαβ sinkR lαβ
)
∈ U(2). (10)
By direct calculation, the function f ∈ H whose components are of the form
fαβ = Θαβgαβ, where
gαβ(t) = f00
( t
lαβ
)
ξ(α)+ f01
( t
lαβ
)
τ∗αβξ(β)
+
lαβ
degα f10
( t
lαβ
)
ξ′(α)− lαβdegβ f11
( t
lαβ
)
τ∗αβξ
′(β),
lies in D and satisfies (Γf,Γ′f) = (ξ,ξ′).
Proposition 1 shows that the space G := ℓ2(V ,C2) and the maps Γ,Γ′ :
domΠ → G form a boundary triple for Π, see e.g. [21, 46] for a detailed discus-
sion. The self-adjointness of Π would follow from the following assertion [21]: if
Π has at least one self-adjoint restriction (i.e. if Π∗ is symmetric) and A is a self-
adjoint operator in G , then the restriction of Π to the vectors ϕ ∈ domΠ satisfying
Γ′ϕ = AΓϕ is self-adjoint in H .
Consider the restriction D of Π to the functions f satisfying Γf = 0. Clearly,
this restriction is nothing but the direct sum
⊕
αβ∈E Dαβ , where Dαβ is an opera-
tor in Hαβ acting as fαβ 7→ Lαβfαβ on functions satisfying fαβ(0)= fαβ(lαβ) =
0. As each Dαβ is self-adjoint, so is D. Note that L itself is the restriction of Π to
the functions f satisfying Γ′f = T Γf, T = diag
(
ε(α)
)
. This implies
Proposition 2. The spin-orbit Hamiltonian L is self-adjoint.
To carry out the spectral analysis of L it is useful to relate the resolvents of L
and D by Krein’s resolvent formula [21],
(D−E)−1− (L−E)−1 = γ(E)[M(E)−T]−1γ ∗(E) (11)
where E /∈ specL∪ spec D and the maps γ(E) and M(E) are defined as follows.
For a given E /∈ specD and ξ ∈ ℓ2(V ,C2), the function γ(E)ξ= (fαβ) is the solu-
tion to (Π−E)f = 0 satisfying Γf = ξ. The map M(E) : ℓ2(V ,C2)→ ℓ2(V ,C2)
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is given by M(E) = Γ′γ(E). A direct consequence of Eq. (11) is the relationship
specL\ specD =
{
E /∈ specD : 0 ∈ spec(M(E)−T)}. (12)
Moreover, E /∈ specD is an eigenvalue of L iff 0 is an eigenvalue of M(E)−T ,
and γ(E)ker
(
M(E)−T) is the corresponding eigensubspace [26].
Denote by D˜αβ the self-adjoint operator in L2[0, lαβ] acting as gαβ 7→−g′′αβ+
(Uαβ− k2R)gαβ on functions gαβ ∈ H2[0, lαβ] satisfying the Dirichlet boundary
condition, gαβ(0) = gαβ(lαβ). Note that the operators Θ∗αβDαβΘαβ are of the
form D˜αβ ⊕ D˜αβ . In particular, the spectra of Dαβ coincide with those of D˜αβ
and are discrete sets, and specD =
⋃
αβ∈E specD˜αβ .
Eq. (12) shows that the spectrum of L outside specD is completely described
in terms of M(E). The question whether specD or some parts of it enter to the
spectrum of L must be analyzed individually taking into account the magnetic and
spin parameters and the topological properties of the graph.
Therefore, to carry out the spectral analysis for L it is useful to calculate the
map M(E). This can be done in terms of special (scalar) solutions to the equation
−y′′+Uαβy = zy, z ∈ C. (13)
Namely, denote by sαβ and cαβ the uniquely determined solutions of (13) satis-
fying the boundary conditions
sαβ(0;z) = c′αβ(0;z) = 0, s′αβ(0;z) = cαβ(0;z) = 1.
Now let ξ ∈ ℓ2(V ,C2). To find γ(E)ξ =: (fαβ) we need to solve the boundary
value problems[(
i ddt +aαβ+ kRσαβ
)2
+Uαβ− k2R
]
fαβ = Efαβ,
fαβ(0) = ξ(α), fαβ(lαβ) = ξ(β).
(14)
Writing fαβ := Θαβgαβ , where Θαβ is the unitary transformation from (8), we
rewrite (14) as a boundary value problem for gαβ ,
−g′′αβ+Uαβgαβ = (E + k2R)gαβ,
gαβ(0) = ξ(α), gαβ(lαβ) = τ∗αβξ(β).
(15)
The solution to (15) takes the form
gαβ(t) =
sαβ(t;E + k2R)
sαβ(lαβ;E + k2R)
·
[
τ∗αβ ξ(β)− cαβ(lαβ;E + k2R)ξ(α)
]
+ cαβ(t;E + k2R)ξ(α).
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Now we have
g′αβ(0) =
1
sαβ(lαβ;E + k2R)
[
τ∗αβξ(β)− cαβ(lαβ;E + k2R)ξ(α)
]
, (16)
g′αβ(lαβ) =
1
sαβ(lαβ;E + k2R)
[
s′αβ(lαβ;E + k2R)τ∗αβ ξ(β)−ξ(α)
]
. (17)
Noting that
f′(α) = ∑
αβ∈E
g′αβ− ∑
βα∈E
τβαg′αβ(lαβ)
we arrive at
M(E)ξ(α) = ∑
αβ∈E
1
sαβ(lαβ;E + k2R)
τ∗αβ ξ(β)
+ ∑
βα∈E
1
sβα(lβα;E + k2R)
τβα ξ(β)
−
[
∑
αβ∈E
cαβ(lαβ;E + k2R)
sαβ(lαβ;E + k2R)
+ ∑
βα∈E
s′βα(lβα;E + k2R)
sβα(lβα;E + k2R)
]
ξ(α). (18)
Using Krein’s resolvent formula (11) we come to
Theorem 3. The set specL \ specD consists exactly of the real numbers E such
that 0 ∈ spec[M(E)−T], where M(E) and T are operators in ℓ2(V ,C2), M(E)
is given by (18) and T = diag(ε(α)). Moreover, such E is an eigenvalue of L iff
0 is an eigenvalue of M(E)−T , and γ(E)ker(M(E)−T) is the corresponding
eigenspace.
We remark that in the above calculations it does not matter whether ξ is in
ℓ2 or not. Actually, all the construction hold for any set of vectors ξ(α) ∈ C2,
α ∈ V . This observation can be formulated as follows:
Theorem 4. For E /∈ specD, any continuous solution f to (L−E)f = 0 has the
form
fαβ(t) =
sαβ(t;E + k2R)
sαβ(lαβ;E + k2R)
·Θαβ
[
τ∗αβ f(β)− cαβ(lαβ;E + k2R) f(α)
]
+Θαβcαβ(t;E + k2R) f(α).
Such a function satisfies the boundary conditions (6b) iff
∑
αβ∈E
1
sαβ(lαβ;E + k2R)
τ∗αβ f(β)+ ∑
βα∈E
1
sβα(lβα;E + k2R)
τβα f(β)
=
[
∑
αβ∈E
cαβ(lαβ;E + k2R)
sαβ(lαβ;E + k2R)
+ ∑
βα∈E
s′βα(lβα;E + k2R)
sβα(lβα;E + k2R)
+ ε(α)
]
f(α).
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Such an f is an eigenfunction of L (i.e. belongs to L2) iff (f(α))
α∈V ∈ ℓ2(V ,C2).
Note that similar formulas for more simple situations were obtained earlier
e.g.in [3, 5, 8, 22, 23, 32].
The expression (18) can be simplified significantly if all the edges are the
same, i.e. if lαβ ≡ l and Uαβ ≡U , sαβ = s, cαβ = c for all αβ ∈ E . Note that in
this case the spectrum of D coincides with the Dirichlet spectrum of the operator
D˜ :=−d2/dt2+U − k2R on the segment [0, l] and hence is a discrete set. We have
M(E)ξ(α) =
1
s(l;E + k2R)
{[
∑
αβ∈E
τ∗αβ ξ(β)+ ∑
βα∈E
τβα ξ(β)
]
−
[
outdegαc(l;E + k2R)+ indegαs′(l;E + k2R)
]
ξ(α)
}
. (19)
Even this expression admits further simplifications.
Proposition 5. Assume that all edges are identical, lαβ ≡ l, Uαβ ≡U, U is even,
U(t)≡U(l−x), and the coupling constants ε(α) are of the form ε(α) = degαε ,
then specL\ specD˜ = t−1ε (spec∆), where tε(E) = c(l;E +k2R)+εs(l;E +k2R) and
∆ is the discrete Hamiltonian,
∆ξ(α) = 1degα
(
∑
αβ∈E
τ∗αβ ξ(β)+ ∑
βα∈E
τβα ξ(β)
)
,
acting on the space ℓ2(V ,C2;deg) with the scalar product
〈ξ,η〉deg = ∑
α∈V
degα ·ξ(α)η(α).
Proof. If the potential U is even, one has c(l;E + k2R)≡ s′(l;E + k2R) := t(E), see
e.g. [44], hence
M(E)−T = 1
s(l;E + k2R)
[
∆˜− tε(E) deg
]
, deg = diag
(
degα
)
,
where ∆˜ is the discrete Hamiltonian in ℓ2(V ,C2),
∆˜ξ(α) = ∑
αβ∈E
τ∗αβ ξ(β)+ ∑
βα∈E
τβα ξ(β).
The condition 0 ∈ spec[M(E)− T ] takes the form 0 ∈ spec[∆˜− tε(E)deg] in
ℓ2(V ,C2), which is equivalent to 0 ∈ spec[∆− tε(E)] in ℓ2(V ,C2;deg).
10
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Figure 1: A finite piece of T3-lattice
Proposition 5 shows that the spectral problem for a class of quantum graphs
reduces to the study of the tight-binding Hamiltonian ∆. In the case U ≡
0 and ε(α) ≡ 0 one has tε(E) = cos
√
E + k2R, and we arrive at specL =
Arccos2 spec∆− k2R (up to the discrete set specD˜), which is exactly the formula
connecting the network and the tight-binding spectra in the de Gennes-Alexander
model of superconductivity [4]. For scalar situation, an analogue of this corre-
spondence was given e.g. in [5] for the Laplacian on compact graphs, in [16] for
the Laplacian on non-compact graphs, and in [44] for more general Schro¨dinger
operators. At the same time, proposition 5 does not exhaust all possibilities of
such a reduction, i.e. the reduction to a discrete Hamiltonian is possible also for
some non-even U . (Such questions will be discussed in greater detail in [45].)
One of such situations will be discussed in the next section.
3 Spectrum of T3-lattice
3.1 Description of the lattice
In this section, we consider the spectral problem for a quantum graph whose un-
derlying structure is the so-called T3-lattice (see figure 1). The nodes are the points
αm,n, βm,n, γm,n with αm,n = ma1 + na2, a1 = (
3
2
,−
√
3
2
,0), a2 = (
3
2
,
√
3
2
,0),
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βm,n =αm,n +(1,0,0), γm,n =αm,n +(
1
2
,
√
3
2
,0), m,n ∈ Z, i.e.
αm,n =
(3(m+n)
2
,
√
3(n−m)
2
,0
)
, βm,n =
(3(m+n)+2
2
,
√
3(n−m)
2
,0
)
,
γm,n =
(3(m+n)+1
2
,
√
3(n−m+1)
2
,0
)
.
The edges are
em,n,1 =αm,nγm,n, em,n,2 =αm,nβm−1,n, em,n,3 =αm,nγm,n−1,
em,n,4 =αm,nβm,n−1, em,n,5 =αm,nγm+1,n−1, em,n,6 =αm,nβm,n.
All the edges have the length 1. The direction vectors of em,n, j are e j =(
cos
pi j
3 ,sin
pi j
3 ,0
)
, j = 1, . . . ,6.
3.2 Reduction to tight-binding Hamiltonian
We will assume that the system is subjected to the following external interactions.
On each edge there is the same potential U ∈ L2[0,1]. The lattice is subjected
to the uniform magnetic field B = (0,0,2piξ ) orthogonal to the plane, and the
magnetic vector potential in the symmetric gauge is A(x) = (−piξ x2,piξ x1,0). In
what follows we use the magnetic parameter ω = piξ
√
3
2
expressing the magnetic
flux through the elementary rhombus (for example, αm,nβm,nαm,n+1γmn).
The external magnetic field implies non-trivial magnetic potentials on em,n, j,
am,n, j =
1
2
〈B×αm,n,e j〉,
am,n,1 = ω(2m+n), am,n,2 = ω(m+2n), am,n,3 = ω(n−m),
am,n,4 =−ω(2m+n), am,n,5 =−ω(m+2n), am,n,3 = ω(m−n).
The dynamics along em,n, j is described by the differential expression
Lm,n, j =
(
i ddt +am,n, j + kR σm,n, j
)2
+U − k2R,
σm,n, j =
(
0 e j2 + ie j1
e j2− ie j1 0
)
≡
 0 exp
[
i
(pi
2
− pi j3
)]
exp
[
i
(pi j
3 −
pi
2
)]
0
 ,
m,n ∈ Z, j ∈ {1, . . . ,6}.
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Here e jk are the components of the vectors e j and kR is the Rashba constant.
We consider boundary conditions of the form (6) at all the nodes assuming that
there are only two types of coupling constants: λ := ε(αm,n) and µ := ε(βm,n) =
ε(γm,n).
The corresponding matrices τm,n, j from Eq. (10), τm,n, j = exp
[
i(am,n, j +
kRσm,n, j)
]
, are as follows:
τm,n,1 = τ
∗
m,n,4 = e
iω(2m+n)
{
coskR + i sinkR
(
0 e ipi/6
e−ipi/6 0
)}
, (20a)
τm,n,2 = τ
∗
m,n,5 = e
iω(m+2n)
{
coskR + i sinkR
(
0 e−ipi/6
e ipi/6 0
)}
, (20b)
τm,n,3 = τ
∗
m,n,6 = e
iω(n−m)
{
coskR + i sinkR
(
0 e−ipi/2
e ipi/2 0
)}
. (20c)
Clearly, for any m,n ∈ Z one has
outdegαm,n = 6, indegβm,n = indegγm,n = 3,
indegαm,n = outdegβm,n = outdegγm,n = 0.
For the subsequent analysis we use the fact that the lattice is bipartite. Rep-
resent the set of nodes as the disjoint union V = V0 ∪V1, V0 = {αm,n}, V1 =
{βm,n} ∪ {γm,n}. Clearly, for the set of edges one has E ⊂ V0 ×V1. With re-
spect the the decomposition ℓ2(V ,C2) = ℓ2(V0,C2)⊕ ℓ2(V1,C2) the operator T
in theorem 3 takes the block-diagonal form,
T =
(
λ 0
0 µ
)
.
Using the above decomposition and Eq. (19), we rewrite M(E)−T as
M(E)−T = 1
s(1;E + k2R)
(−a(E) A∗
A −b(E)
)
,
a(E) = 6c(1;E + k2R)+λ s(1;E + k2R),
b(E) = 3s′(1;E + k2R)+µ s(1;E + k2R).
where
Af(βm,n) =τm+1,n,2f(αm+1,n)+ τm,n+1,4f(αm,n+1)+ τm,n,6f(αm,n),
Af(γm,n) =τm,n,1f(αm,n)+ τm,n+1,3f(αm,n+1)+ τm−1,n+1,5f(αm−1,n+1),
A∗f(αm,n) =τ∗m,n,1f(γm,n)+ τ∗m,n,2f(βm−1,n)+ τ∗m,n,3f(γm,n−1) (21)
+ τ∗m,n,4f(βm,n−1)+ τ∗m,n,5f(γm+1,n−1)+ τ∗m,n,6f(βm,n).
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The operator A∗, A∗ : ℓ2(V1,C2)→ ℓ2(V0,C2) is adjoint to A, A : ℓ2(V0,C2)→
ℓ2(V1,C
2). Using theorem 3 we write the condition E ∈ specL or, equivalently,
0 ∈ spec(M(E)−T), as
a(E)+b(E)
2
∈ spec
[
b(E)−a(E)
2
(
1 0
0 −1
)
+
(
0 A∗
A 0
)]
. (22)
Note that E /∈ specD˜ in all the above constructions, where D˜ is the Dirichlet re-
alization of −d2/dt2 +U − k2R on [0,1]. The question whether spec D˜ is a part of
specL or not admits a simple answer in our case.
Lemma 6. For all ω and kR one has specD˜ ⊂ specL.
Proof. Using the Schnol-type arguments, cf. [12, 33], it is sufficient to show that
for each E ∈ specD˜ the equation Lf = Ef has a bounded solution f satisfying the
boundary conditions (6). Let E ∈ D˜ and g be the corresponding eigenfunction of
D˜. Choose any infinite path P without intersection on the graph and any non-zero
vector z ∈ C2. For a fixed e ∈P set fe := Θe gz, where Θe is given by (8). Now
extend f to the whole graph in such a way that (a) fe = 0 for e /∈P and (b) on each
b ∈P one has fb = Θb gzb, where the vectors zb are chosen in such a way that the
boundary conditions (6) are satisfied. By construction, there holds Lf = Ef. At
the same time, due to the unitarity of the matrices τm,n, j the obtained function f is
bounded. This finishes the proof.
3.3 Supersymmetric analysis
Eq. (22) is a typical supersymmetric spectral problem. Using proposition 11 and
corollary 12 in Appendix one easily sees that the set Σ of E for which the condition
(22) is satisfied is the union Σ = Σ1∪Σ2∪Σ3,
Σ1 =
{
E /∈ specD˜ : a(E)b(E) 6= 0 and a(E)b(E) ∈ specA∗A,
}
Σ2 =
{{
E /∈ specD˜ : a(E) = 0}, if 0 ∈ specA∗A,
∅, otherwise,
Σ3 =
{{
E /∈ specD˜ : b(E) = 0}, if 0 ∈ specAA∗,
∅, otherwise.
To summarize,
Proposition 7. specL = Σ1∪Σ2∪Σ3∪ specD˜.
14
Note that the sets Σ2, Σ3, and specD˜ are discrete. Therefore, only the set Σ1 is
responsible for the continuous spectrum. Writing f(αm,n) =: f(m,n), we note that
A∗A is an operator on ℓ2(Z2,C2) of the form
A∗Af(m,n) =6f(m,n)
+(τ∗m,n,1τm,n+1,3 + τ
∗
m,n,6τm,n+1,4)f(m,n+1)
+(τ∗m,n,3τm,n−1,1 + τ
∗
m,n,4τm,n−1,6)f(m,n−1)
+(τ∗m,n,5τm+1,n,3 + τ
∗
m,n,6τm+1,n,2)f(m+1,n)
+(τ∗m,n,2τm−1,n,6 + τ
∗
m,n,3τm−1,n,5)f(m−1,n)
+(τ∗m,n,1τm−1,n+1,5 + τ
∗
m,n,2τm−1,n+1,4)f(m−1,n+1)
+(τ∗m,n,4τm+1,n−1,2 + τ
∗
m,n,5τm+1,n−1,1)f(m+1,n−1),
i.e.
A∗A = 6+ cosω · sin2kR · ∆˜
+2
[
cosω · cos2 kR− sin2 kR
cos(ω − pi3 ) 0
0 cos
(
ω +
pi
3
)
] (∆ 0
0 ∆
)
(23)
where ∆ is a spinless operator in ℓ2(Z2),
∆ f (m,n) = e−3iωm f (m,n+1)+ e3iωm f (m,n−1)
+ e3iωn f (m+1,n)+ e−3iωn f (m−1,n)
+ e−3iω(m+n) f (m−1,n+1)+ e3iω(m+n) f (m+1,n−1),
and
∆˜f(m,n) =R1 e−3iωmf(m,n+1)+R∗1 e3iωmf(m,n−1)
+R2 e3iωnf(m+1,n)+R∗2 e−3iωnf(m−1,n)
+R3 e−3iω(m+n)f(m−1,n+1)+R∗3 e3iω(m+n)f(m+1,n−1)
with
R1 =
 0 32 −
√
3
2
i
−3
2
−
√
3
2
i 0
 , R2 =
 0 32 +
√
3
2
i
−3
2
+
√
3
2
i 0
 ,
R3 =
(
0 −√3i
−√3i 0
)
.
The expression for A∗A shows explicitly the contribution of the magnetic and spin-
orbit parameters to the spectrum. Let us discuss the situations where the spectrum
shows certain localization phenomena.
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Figure 2: Classification of the nodes βm,n and γm,n.
3.4 Magnetic field induced extreme localization
If the spin-orbit interaction is not taken into account, kR = 0, then one has
A∗A = 6+ 2cosω (∆⊕∆). In particular, at ω − pi
2
∈ piZ one has A∗A = 6, i.e.
the spectrum of A∗A degenerates to a point. If ω − pi
2
∈ piZ but the spin-orbit
interaction is non-trivial, similar phenomena occur only at certain values of the
Rashba constant, i.e. kR ∈ piZ. For generic values of kR, obviously, there are some
bands of continuous spectrum.
Let us analyze the sets Σ2 and Σ3 for this case, i.e. for ω − pi2 ∈ piZ and
kR ∈ piZ. Clearly, the set Σ2 is empty, as 0 /∈ specA∗A. Let us look at the operator
AA∗.
Lemma 8. For ω− pi
2
∈ piZ and kR ∈ piZ one has 0 ∈ specAA∗.
Proof. In view of periodicity, it is sufficient to show that the equation AA∗ψ = 0
has non-trivial bounded solutions, ψ ∈ ℓ∞(V1;C2).
Let us classify the nodes βm,n and γm,n as shown in figure 2. Consider all
vector-valued functions on V1 vanishing at the white marked nodes. For such a
function ψ , the condition A∗ψ = 0 is of very simple form, because in the expres-
sion (21) only two of the six terms on the right-hand side are non-zero. Therefore,
fixing the value of ψ at a single black marked node one uniquely extends ψ to a
bounded solution of A∗ψ = 0. The conditions ω ∈ pi
2
+piZ and kR ∈ piZ guarantee
that this solution is well defined, i.e. that the phase factor along each cycle on the
hexagonal lattice of black nodes is 1.
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To summarize the previous considerations we note that the set specD˜ consists
of the real E satisfying s(1;E + k2R) = 0. Proposition 7 reads as
Theorem 9. Let ω ∈ pi
2
+piZ and kR ∈ piZ, then the spectrum of L consists of the
real numbers E satisfying at least one of the following conditions:(
c(1;E + k2R)+
λ
6 s(1;E + k
2
R)
)
·
(
s′(1;E + k2R)+
µ
3 s(1;E + k
2
R)
)
=
1
3 , (24a)
s′(1;E + k2R)+
µ
3
s(1;E + k2R) = 0, (24b)
s(1;E + k2R) = 0. (24c)
Each point of the spectrum is an infinitely degenerate eigenvalue.
Note that the eigenvalues (24a) are the most interesting ones, as they arise as
the limit of the continuous spectrum. The Dirichlet eigenvalues (24c) are usually
neglected in the physical works.
In the simplest case, when the scalar potential is zero and the couplings are
trivial, i.e. U = 0, λ = µ = 0, one has s(x;E) = 1√
E
sin
√
Ex, c(x;E) = cos
√
Ex,
and Eq. (24a) takes the form
cos2
√
E + k2R ∈
{
0, 13 ,1
}
,
which was previously obtained in [54] for the case kR = 0.
We remark that the presence of the extreme localization is periodic with re-
spect to the shifts kR 7→ kR +pi , but not the energy levels themselves, as the func-
tions s(·;E + k2R) etc. are not periodic with respect to the Rashba constant. It is
worthwhile to note that the above results hold for any potential U and any coupling
constants λ and µ .
3.5 Magneto-spin induced localization
Another interesting situation appears at coskR = 0, i.e. at kR ∈ pi2 +piZ. In this
case one has
A∗A = 6−2
cos(ω− pi3 )∆ 0
0 cos
(
ω +
pi
3
)
∆
 .
For the values ω ∈ −pi6 + piZ the first component of A
∗A degenerates. In
particular, any function of the form ( f ,0), f ∈ ℓ2(Z2) becomes an eigenfunction
of A∗A. For ω ∈ pi6 +piZ the same holds for the functions (0, f ).
For further analysis we calculate the spectrum of ∆.
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Lemma 10. For ω ∈ ±pi6 +piZ the spectrum of ∆ is absolutely continuous and
covers the segments
[−2√3,−√3] and [√3,2√3].
Proof. Consider the unitary transformation
U : ℓ2(Z2) ∋ ( f (m,n)) 7→ (e3iωmn f (m,n)) ∈ ℓ2(Z2).
Clearly, U is unitary, and the operator ˆ∆ :=U∗∆U has the form
ˆ∆ f (m,n) =e−6iωm f (m,n+1)+ e6iωm f (m,n−1)+ f (m+1,n)+ f (m−1,n)
+ e−3iω(2m−1) f (m−1,n+1)+ e3iω(2m+1) f (m+1,n−1).
The operator obtained has the same spectrum as ∆, but is periodic with respect
to the shifts n 7→ n+ 1 and can be studied using the Bloch analysis. Making the
Bloch substitution f (m,n) = einqξm, where q ∈ [0,2pi) is the quasimomentum, we
observe that the spectrum of ˆ∆ is the union of the spectra of operators H(q) acting
in ℓ2(Z) and defined by(
H(q)ξ)
m
= 2exp
[
−3iω(m− 1
2
)
+ iq
2
]
cos
[
3ω
(
m− 1
2
)− q
2
]
ξm−1
+2cos
[
6ωm−q]ξm +2exp[3iω(m+ 12)− iq2]cos[3ω(m+ 12)− q2]ξm+1.
The operators H(q) are nothing but the Harper operators for the triangular lat-
tice [18]. Note that for ω ∈ ±pi6 +piZ all these operators are invariant under the
shift m 7→m+2. Therefore, substituting into the equation H(q)ξ = Eξ a vector ξ
satisfying ξm = eiθ ξm−2 for all m, where θ ∈ [0,2pi) is another quasimomentum,
one arrives at a 2×2 linear system for the components ξ0 and ξ1,
ei(3ω/2+q/2) cos
(3ω
2
+
q
2
)
e−iθ ξ1 + cosqξ0
+ ei(3ω/2−q/2) cos
(3ω
2
− q
2
)ξ1 = E2 ξ0,
e−i(3ω/2−q/2) cos
(3ω
2
− q
2
)ξ0− cosqξ1
+ e−i(3ω/2+q/2) cos
(3ω
2
+
q
2
)
eiθ ξ0 = E2 ξ1.
The condition for the determinants to vanish takes the form
E2
4
= 1+ cos2 q+ cos(q−θ) cosq
=
3
4
+
(
cosq+
1
2
cos(q−θ))2 + sin2(q−θ).
Taking here all possible values of q and θ we arrive at the conclusion.
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Lemma 10 means that for values ω in question, the spectrum of A∗A has a con-
tinuous part, which is the union of the segments [0,3] and [9,12], and an infinitely
degenerate eigenvalue 6.
Therefore, we arrive, as in subsection 3.4, to a series of infinitely degenerate
eigenvalues E satisfying the same equation (24a) (i.e. the same eigenvalues as in
the extreme localization case), which are isolated in the spectrum, but we have
additionally bands of continuous spectrum given by(
c(1;E+k2R)+
λ
6 s(1;E+k
2
R)
)
·
(
s′(1;E+k2R)+
µ
3 s(1;E+k
2
R)
)
∈ [0, 16 ]∪ [
1
2
,
2
3 ].
In particular, for the free case with zero coupling constants one has the following
characterization for E to be in the spectrum of L:
cos2
√
E + k2R ∈
[
0, 16
]∪{13}∪ [12 , 23]∪{1}.
The localization effect described in this subsection seems to be not covered by
the existing works, and it would be interesting to know whether it can be really
observed. As for different values of the magnetic parameteres we have completely
different eigensubspaces of A∗A, we conjecture that this localization mechanism
can be used to control the spin polarization by the magnetic field, but this needs a
further analysis.
4 Appendix. Supersymmetric spectral analysis
Here we prove the following proposition.
Proposition 11. Let H1, H2 are some Hilbert spaces, A be a bounded linear
operator from H1 to H2, and m ∈ R. On H1⊕H2 consider the operator
L =
(
m A∗
A −m
)
.
Then
specL =−
√
spec(AA∗+m2)∪
√
spec(A∗A+m2). (25)
This proposition is formulated (without proof) in [43] and is nothing but an
abstract version of proposition 2.5 in [49]; we give here a complete proof just for
the sake of completeness.
Proof. First note that specAA∗ \{0}= specA∗A\{0} [20]. Clearly,
L2 =
(
A∗A+m2 0
0 AA∗+m2
)
. (26)
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Therefore, specL2 \{±m}= spec(AA∗+m2)\{m2}, and for any λ ∈ specAA∗ \
{0} ≡ specAA∗ \ {0} at least one of the numbers −√λ +m2, √λ +m2 lies in
specL. Let us show that actually they both are in the spectrum of L.
Let λ > 0, λ ∈ specA∗A, then there exist a sequence (φn), φn ∈H1 such that
‖φn‖ ≥ 1 and lim(A∗A−λ )φn = 0. Denote
ψn :=
[
λ +
(√
λ +m2−m)(0 A∗A 0
)](φn
0
)
(27)
Clearly, (φn
0
)
⊥
(
0 A∗
A 0
)(φn
0
)
,
which implies
‖ψn‖ ≥ λ‖φn‖ ≥ λ . (28)
By direct calculation,
(L−
√
λ +m2 )ψn =
(√
λ +m2−m)((A∗A−λ )φn0
)
.
Therefore, lim(L−
√
λ +m2 )ψn = 0. Together with (28) this implies
√
λ +m2 ∈
specL.
To show −
√
λ +m2 ∈ specL one has to consider the functions
ψn :=
[
λ −(√λ +m2−m)(0 A∗A 0
)](
0
φn
)
,
where ‖φn‖ ≥ 1 and lim(AA∗−λ )φn = 0 and to repeat the above steps. To finish
the proof of Eq. (25) it is necessary to study the points ±m.
For m = 0, Eq. (26) reads as specL2 = specAA∗∪specA∗A, and the conditions
0 ∈ specL and 0 ∈ specAA∗∪ specA∗A are equivalent.
Assume m 6= 0 and m ∈ specL, then there exist sequences (φn) ∈H1, (ϕn) ∈
H2 with
‖φn‖+‖ϕn‖ ≥ 1 (29)
and
lim(L−m)
(φn
ϕn
)
≡ lim
(
A∗ϕn
Aφn−2mϕn
)
= 0. (30)
Clearly, this implies limA∗Aφn = 0. Assume that limφn = 0, then (30) shows
limϕn = 0 which contradicts (29). Therefore, there exists a subsequence (φ ′n) of
(φn) such that ‖φ ′n‖ ≥ ε for some ε > 0. Together with limA∗Aφ ′n = 0 this implies
0 ∈ specA∗A.
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Assume now 0 ∈ specA∗A, then there is a sequence (φn) ∈H1 with ‖φn‖ ≥ 1
and lim〈A∗Aφn,φn〉 ≡ lim‖Aφn‖= 0. Then
lim(L−m)
(φn
0
)
= lim
(
0
Aφn
)
= 0,
from which m ∈ specL.
The relationship between the conditions −m ∈ L and 0 ∈ specAA∗ can be
proved in a completely similar way.
It may be useful to have an alternative formulation of proposition 11.
Corollary 12. There holds
specL\{−m,m}=−
√
spec(AA∗+m2)∪
√
spec(AA∗+m2)\{−m,m}
≡ −
√
spec(A∗A+m2)∪
√
spec(A∗A+m2)\{−m,m}.
Furthermore, for m 6= 0 one has: m ∈ specL iff 0 ∈ specA∗A, −m ∈ specL iff
0 ∈ specAA∗, and for m = 0 there holds 0 ∈ specL iff 0 ∈ specA∗A∪ specAA∗.
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