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Abstract—Microphone array systems have been an area 
of active research for several years. The potential for 
high quality hands-free speech acquisition in noisy and 
reflecting environments makes microphone arrays an 
attractive alternative to conventional close-talking 
microphones. The signal-enhancement and source-
location capabilities of microphone arrays make them 
applicable to a variety of tasks including 
teleconferencing, speaker tracking, speaker recognition 
and speech recognition.  In this paper we evaluate 
techniques for setting up microphone arrays for speaker 
identification. We propose the use of an active noise 
canceling beamformer based on the generalized sidelobe 
canceller (GSC) beamformer. Significant improvements 
in identification rate are achieved using this method 
compared to other beamforming techniques investigated 
in this paper.  
 
I. INTRODUCTION 
Speaker identification systems are known to perform well 
when the speech signals are captured in a noise-free 
environment using a close-talking microphone worn near 
the mouth. However, many of the target applications of this 
technology do not take place in noise-free environments and 
it is often inconvenient for the user to wear a close-talking 
microphone. As the distance between the speaker and the 
microphone increases, the speech signal becomes 
increasingly susceptible to background noise and 
reverberation effects that significantly degrade speaker 
identification accuracy. This problem can be greatly 
alleviated by the use of multiple microphones to capture the 
speech signal.   
Microphone arrays provide a means of localizing sound 
pickup and improving sound quality in noisy and 
reverberant conditions [1]. A microphone array uses 
multiple spatially distributed sensors to capture speech 
signals. The speech signals are captured simultaneously by 
each of the microphones and then processed jointly using 
one or more of a variety of methods to obtain a cleaner 
output signal [2]. The most important objective of a 
microphone array is to provide a high quality version of the 
desired speech signal for a specified application.   
 
Microphone array speech enhancement techniques achieve 
this by beamforming, which reduces the level of localized  
 
 
 
and ambient noise signals, while minimizing distortion to 
speech from the desired direction. Beamforming has been 
applied to speaker identification as in [3], using speech 
signals generated by a computer model of room acoustics. 
This paper is aimed at contributing to research in the use of 
microphone arrays for speaker identification and proposes a 
beamforming technique based on the Generalized Sidelobe 
Canceller, (GSC) beamformer using real speech signals. 
This technique is aimed at reducing coherent and incoherent 
noise in speech signals acquired in an office environment, 
with minimal distortion to the desired speech. 
Microphone array speaker identification has as one of its 
applications, automatic meeting transcription, where in 
conjunction with speech recognition, speakers in a 
conversation or conference can be identified. An example of 
such a deployment is being done at the Laboratory for 
Engineering Man/Machine Systems (LEMS) [4].   
In exploring this topic, the principles of some basic 
beamforming techniques are discussed and evaluated. 
Thereafter, a review of current speaker recognition is given. 
A generalized sidelobe canceller is discussed and a slight 
modification to the GSC introduced. An overview of the 
system follows, with speaker identification results and 
conclusions.   
                                                                    
II. BEAMFORMING TECHNIQUES 
In this section three array processing techniques are 
reviewed. We present the theory behind these beamforming 
techniques, indicating their advantages, disadvantages and 
applicability to different noise conditions. 
 There are two classes of beamformers; data-independent 
(also known as fixed beamformers) or data-dependent (also 
known as adaptive beamformers). Data-independent 
beamformers are so named because their parameters are 
fixed during operation. Whereas, data-dependent 
beamformers continuously update their parameters based on 
the received signals.   
 
A.  Delay-and-sum Beamforming 
The simple Delay-and-Sum beamformer is an example of 
a data independent beamformer [5]. The delay and sum 
beamforming algorithm adds the captured signals from the 
array sensors with corresponding delay in such a way that 
signal components originating from a desired location are 
combined coherently, while signals originating from other 
locations are combined in an incoherent fashion. This lends 
 the desired signal gain over undesired noise that increases as 
a function of the number of sensors [1]. By applying phase 
weights to the input channels, we can steer the main lobe of 
the directivity pattern to a desired direction. Phase shifts in 
the frequency domain can effectively be implemented by 
applying time delays to the sensor inputs. The delay for the 
sensor is given by thn
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which is the time the plane wave takes to travel between the  
reference sensor and the   sensor. Where  is the 
direction of arrival of the wave, c is the speed of 
propagation and d is the inter-element spacing.  
thn 'φ
Delay-and-sum beamforming is so-named because the time 
domain sensor inputs are first delayed by nτ  seconds, and 
then summed to give a single array output. Expressing the 
array output as the sum of the weighted channels, we obtain 
in the time domain 
 
∑
=
−=
N
n
nn txN
ty
1
)(1)( τ     (2) 
 
There exists a variation of delay-and-sum beamformers that 
combine the conventional delay-and-sum beamformer with 
channel filters to implement a desired shaping and steering 
of the beam pattern.  
 
B.   Filter-and-sum Beamforming  
 While the delay-and-sum beamformer is easy to 
understand, it offers minimal noise reduction and requires a 
large number of microphones to improve SNR [5]. It 
belongs to a more general class of beamformers known as 
filter-and-sum beamformers, where both the amplitude and 
phase weights are frequency dependent. In practice, most 
beamformers are a class of filter-and-sum beamformer.  
The filter implemented in this research was a multi-
dimensional wiener filter. The filter has as its inputs two 
correlation matrices: the correlation matrix of the 
background noise affecting the signal of interest and the 
correlation matrix of the signal affected by the noise. It is 
assumed that speech, s, and affecting noise, n, are 
statistically uncorrelated, and that noise is linearly added to 
speech: , where, for example,  is the output from 
the N channels of the microphone array for a given frame of 
analysis where each channel has a block of  samples 
being considered: 
nsx += x
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The objective is to estimate s given x and n for a defined 
filter order L. The algorithm has two correlation matrices as 
input, the background noise correlation matrix  and the 
signal correlation matrix . The optimal multi-
dimensional wiener filter, , is calculated as 
NR
XR
WFW
)(1 NXXWF RRRW −= − .            (4) 
As presented in [6], matrix  above can be replaced by 
, where 
1−
XR
1)( −+ NX RR ρ 0≥ρ . Increasing ρ  improves the 
intelligibility at a cost of increasing signal distortion. The 
filtered signal matrix can then be computed from, 
 
T
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The matrix Y  comprises N filtered channel outputs which 
are separated and summed to give the beamformed output, 
 [7]. A block diagram showing the structure of a general 
filter-and-sum beamformer is given in Figure 1.  
Wy
 
 
Figure 1: Filter-and-sum beamformer structure 
 
C.   Generalized Sidelobe Canceller (GSC) 
 A limitation of data independent beamforming 
techniques, such as the delay-and-sum and the filter-and-
sum is their inability to adapt to changing noise conditions.  
Data-dependent beamforming techniques, such as the 
Generalized Sidelobe Canceller (GSC) [8] aim to solve this 
problem. The GSC separates the adaptive beamformer into 
two main processing paths. The first path implements a 
standard fixed beamformer with constraints on the desired 
signal. The second path is the adaptive part, which provides 
a set of filters that adaptively minimize the noise power in 
the output. The desired signal is blocked from the second 
path by a blocking matrix, ensuring that the noise power is 
minimized. Such an adaptive beamforming technique 
succeeds in significantly reducing the noise level for 
coherent noise signals emanating from localized sources [9].  
Due to the blocking matrix, the lower path output only 
contains noise signals. The overall system output is 
calculated as the difference of the upper and lower path 
outputs 
)()()( fyfyfy au −=         (6) 
 
The GSC is a flexible structure due to the separation of the 
beamformer into a fixed and adaptive portion. In practice, 
the GSC can cause a degree of distortion to the desired 
signal due to what is termed signal leakage. This occurs 
 when the blocking matrix fails to remove all of the desired 
signal from the lower noise canceling path. The block 
structure of the generalized sidelobe canceller is shown in 
Figure 2. 
 
 
Figure 2: Generalized sidelobe canceller structure  
 
In this section we have reviewed three common 
beamforming techniques. The delay-and-sum, filter-and-
sum and the generalized sidelobe canceller. In the next 
section we discuss the speaker identification system we used 
to evaluate our microphone array. 
 
III. SPEAKER IDENTIFICATION SYSTEM 
Speaker recognition applications can be classified as either 
verification or identification tasks. Speaker verification 
tasks decide whether or not a speech segment was uttered by 
a specific speaker. On the other hand, speaker identification 
is concerned with recognizing an individual from a group of 
speakers based on a sample of his/her speech. The speaker 
identification system used in this research is text-
independent. This type of speaker identification is 
concerned with determining who, from a group of known 
speakers, is speaking, regardless of what is being spoken. 
The speaker identification process can be summarized as 
follows: first the system needs to be trained with samples of 
speech collected from the speakers to be identified. Once 
this is complete, the system is tested (a speaker is identified) 
by comparing a speech sample from an unidentified speaker 
to the speech samples stored by the system and determining 
who the most likely speaker is [10]. 
Figure 3 illustrates a typical speaker identification system. 
 
 
Figure 3: A typical speaker identification system 
he system produces Mel-frequency Cepstral Coefficients 
 that follows describes the 
IV.   SYSTEM OVERVIEW 
A.  Beamform
niques outlining the 
im
king matrix eliminates the desired signal from the 
he
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here each row of the blocking matrix sums to zero, and the 
 
T
(MFCC) in the feature extraction component. These features 
are aimed at emulating the spectral compression applied by 
the human auditory system to an incoming speech signal 
[10] and, are the most commonly used features used in 
speech-related research. 
The system overview
experimental configuration and results obtained from three 
beamforming techniques evaluated on a Gaussian Mixture 
Model (GMM) [11] based speaker identification system. 
 
ing technique   
In section II, three beamforming tech
portant characteristics of each technique were discussed. 
The proposed beamforming technique for the speaker 
identification task is a variation of the generalized sidelobe 
canceller, comprising only the path with the blocking 
matrix. 
The bloc
lower path, allowing only the noise power to be minimized. 
As the desired signal is common to all the time-aligned 
channels, blocking will occur if the rows of the blocking 
matrix sum to zero. If ''x  denotes the signals at the output 
of the blocking matrix, t n 
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rows are linearly independent. As 'x  can have at most 
1−N  linearly independent components, the number of 
n B  must be 1rows i −N  or less [9]. The standard 
Griffiths-J  blocking m s [8] 
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Fo owing application of the blocking matrix  is filtered 
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where  is a vector contain only noise samples. The 
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and summed to give the lower path output By .  we denote 
the lower path filters as a , then we have  
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By ing 
positions of these samples are extracted in the noise 
canceling module (Figure 3), and the corresponding 
positions in the upper path output are replaced with nulls. 
Thus effectively canceling noise in the overall system 
output, y . Figure 4 illustrates the proposed beamforming 
 techniqu  
 
e.
 
Figure 4: Active noise canceling beamforming structure 
.  System description 
y used in the evaluation is a 4 
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The microphone arra
element (N) array placed on a table. The array is 9cm long 
with an equal inter-element spacing d, of 3cm giving it an 
effective length, L = N*d, of 12cm. It accommodates the 
frequency band; 2 kHz < f < 6 kHz. All signal sources are 
considered far-field to simplify calculations and Figure 5 
shows the directivity pattern for a linear, equally spaced 
array of 4 microphones. 
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Figure 5: Directivity pattern for 4 element microphone 
omplete microphone array system comprises three 
array 
 
he cT
main components; the linear array, data acquisition module 
and processing module. Figure 6 illustrates these three 
components and includes the speaker identification system. 
 
 
Figure 6: Microphone array system 
lowing tasks: 
1) Linear Microphone Array  
The microphones act as transducers that convert 
ectrical signals. Let us 
 
he three components perform the folT
 
sound pressure waves into el
assume that a talker produces a speech message x(t) 
that is acquired by microphones 1, …., N as signals 
1x (n),…, Nx (n). Signals sampled by microphones i 
and k are characterized by a relative time delay ikτ  
he direct  arrival [12]. 
 Data Acquisition Module 
Signals from the microphone array are acqui
of t  wavefront
  2)
red for 
I703 series 16 
 
  3)
Generally, array processing with regard to 
s to beamforming. A 
 
A total 20 
sting speech utterances, from 20 speakers were acquired 
It has been shown that for clean speech recorded using a 
 microphone, a GMM based speaker 
computer processing using a PC
analog input channel data acquisition board from 
Eagle Technology. The board has a maximum 
analog sample rate of 400 kHz with 14-bit accuracy. 
For 4 channels the sample rate used is 64 kHz (16 
kHz per channel). After acquisition the data is 
converted to a suitable file format for processing. 
 Array Processing Module 
microphone arrays refer
beamformer performs spatial filtering. The 
beamforming capabilities of microphone array 
systems allow highly directional sound capture, 
providing superior signal-to-noise ratio (SNR) when 
compared to single microphone performance [1].  
 of 40 speech samples, comprising 20 training and 
te
using the microphone array. Each speaker was seated 50cm 
directly in front of the array. The speech was recorded in an 
office environment with interfering noise mainly from an air 
conditioner and other randomly distributed speakers. No 
additional noise was artificially introduced to the data.  
 
C.  Results 
 
close-talking
identification system similar to the one used in this research 
obtained a 100% identification rate [13]. It should be noted 
that the experimental setup and data used in [13] were 
different to that used in our evaluation.  The baseline for the 
experiments to which further improvements will be 
compared, is the identification rate obtained using a single 
microphone under the same conditions as the microphone 
array. We obtained an identification rate of 60% for a 20 
speaker database as a baseline. The performances of the 
delay-and-sum beamformer, filter-and-sum beamformer and 
the active noise canceling beamformer were evaluated and 
compared. All the systems compared fairly well to the 
baseline, with the active noise canceling beamformer 
attaining the highest improvement in identification rate of 
85%. Table 1 displays the performance of the beamforming 
techniques on a 20 speaker database. 
 
Beamforming 
Technique 
Identification 
Rate 
Single Mic. (Baseline) 60% 
Filter-and-sum 65% 
Delay-and-sum 70% 
 Noise Canceling 85% 
 
Table 1: mforming techniques 
hniques 
vestigated improved the identification rate. These results 
 The effect of the bea
 
It is clear from table 1 that all the beamforming tec
in
are compared to the baseline, which is the identification rate 
achieved using a single microphone with speakers 50 cm 
from the microphone. The delay-and-sum beamformer 
outperformed the filter-and-sum beamformer due to signal 
distortions introduced by the multi-dimensional wiener filter 
used in these experiments [7]. The active noise cancellation 
technique produced the best results with a 25% increase in 
identification rate from the baseline.  
 
Beamforming Technique Identificatio
n 
Rate 
Close-Talking Mic.  100% 
Single Mic. (Baseline) 60% 
Noise Canceling 85% 
 
Table 2: B ctive Noise llation 
erforms better because of the small population used for 
The work presented here has demonstrated that using a 
microphone array tion offers a 
ressing the 
llowing: 
tigating the use of more sophisticated   
beamforming techniques used with speaker tracking. 
3. 
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