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The overlap, or similarity, between liquid configurations is at the core of the mean-field description
of the glass transition, and remains a useful concept when studying three-dimensional glass-forming
liquids. In liquids, however, the overlap involves a tolerance, typically of a fraction a/σ of the inter-
particle distance, associated with how precisely similar two configurations must be for belonging
to the same physically relevant “state”. Here, we systematically investigate the dependence of the
overlap fluctuations and of the resulting phase diagram when the tolerance is varied over a large
range. We show that while the location of the dynamical and thermodynamic glass transition (if
present) are independent of a/σ, that of the critical point associated with a transition between a
low- and a high-overlap phases in the presence of an applied source nontrivially depends on the value
of a/σ. We rationalize our findings by using liquid-state theory and the hypernetted chain (HNC)
approximation for correlation functions. In addition, we confirm the theoretical trends by studying
a three-dimensional glass-former by computer simulations. We show in particular that a specific
choice of a/σ maximizes the temperature of the critical point, pushing it up in a liquid region where
viscosity is low and computer investigations are easier due to a significantly faster equilibration.
I. INTRODUCTION
At the mean-field level glass formation from a liquid
is described as a bona fide thermodynamic transition1–3.
An order parameter can then be identified and, whereas
several choices are possible2–4, one which has proven ef-
ficient for systematic investigations is the similarity or
overlap between liquid configurations. From the large
body of work produced in this direction, it is now un-
derstood that the notion of overlap allows one to charac-
terize the statistical properties of the underlying free en-
ergy landscape5–12, the thermodynamics of the ideal glass
phase13–15, the dynamical glass transition16–18, the con-
figurational entropy8,19,20, etc. Beyond the mean-field
description, the spatial fluctuations of the overlap can
also be studied and give access to characteristic length
scales, such as the point-to-set length21–27, and effec-
tive field-theoretical models of glassy liquids18,28–34. The
recognition of the overlap between configurations as a
key quantity for glassy systems comes from spin-glass
theory35. It has been fully developed within the replica
formalism where the overlap quantifies the correlation be-
tween distinct replicas, correlations that reflect the prop-
erties of the free energy landscape and the existence of
multiple metastable states.
For lattice models, the similarity or overlap between
configurations is naturally described by considering an
on-site variable: e.g., for an Ising spin glass, one consid-
ers at each lattice site the product of the spins in two
configurations; one can further average this product over
the whole sample to obtain a global measure of the simi-
larity between the two configurations, taking in this case
values between −1 for complete anti-correlation to +1
for complete correlation35. (A slightly different quantity,
the bond overlap which considers nearest-neighbor pairs,
has also been analyzed35.) For liquids, and more gen-
erally particle systems in the continuum, the definition
requires a little more insight: one should account for (i)
permutations of identical particles and (ii) the fact that
at a nonzero temperature particles in two similar config-
urations never sit exactly at the same place, as already
illustrated by two distinct thermal configurations of the
same ideal crystal. The first point is straightforwardly
implemented but the second one requires the introduc-
tion of a tolerance that takes two configurations as simi-
lar if the particle centers in the two configurations differ
by at most a small but nonzero distance to be fixed by
some physical arguments14,19,36–38. In a dense liquid, as
in a solid, it is reasonable to identify this distance with
the typical length associated with vibrational motions, a
length which is a fraction of the inter-particle distance.
In concrete terms, considering a single-component atomic
liquid for simplicity, the overlap between two configura-
tions α and β of N atoms in a volume V , rNα ≡ {rα,i}
and rNβ ≡ {rβ,i}, is defined as
Qa[r
N
α , r
N
β ] =
1
N
N∑
i,j=1
w(|rα,i − rβ,j |/a), (1)
with a a fraction of the typical interatomic distance σ
and w(x) a step function or a smooth variant of it which
is 1 for x < 1 and 0 for x > 139. The double sum in
Eq. (1) takes care of particle permutations. In all previ-
ous studies on model glass-forming liquids, the cutoff a
has been taken such that a/σ = 0.2− 0.3, which seems a
physically plausible value for a typical vibrational length.
However, no one has so far investigated what is the effect
of changing the ratio a/σ over a significant range. The
goal of the present work is to fill this gap.
We focus on the setting put forward by Franz and
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2Parisi6 in which one considers the effective potential
V (Q) associated with the typical free energy cost to con-
strain an equilibrium liquid configuration rN at a fixed
overlap value Q with a reference liquid configuration rN0 .
To investigate different regions of the free energy land-
scape the reference configuration can be drawn from the
equilibrium Boltzmann distribution at various tempera-
tures T0 and densities ρ0. In most of what follows, how-
ever, we focus on the situation where the reference config-
uration is taken from the equilibrium distribution at the
same temperature T and density ρ as the constrained
equilibrium configuration. For a single-component liq-
uid with Hamitonian H[rN ] = (1/2)
∑N
i,j=1 v(|ri − rj |),
where v(r) is the pair interaction, the Franz-Parisi (FP)
potential is then defined as
− βNVa(Q) =∫
drN0
e−βH[r
N
0 ]
Z0(T )
ln
∫
drN
e−βH[r
N ]
Z(T |rN0 )
δ(Qa[r
N , rN0 ]−Q),
(2)
where β = 1/(kBT ) with kB the Boltzmann constant,
Qa[r
N , rN0 ] is defined in Eq. (1), and Z and Z0 are nor-
malization factors (i.e., partition functions). We have
added a subscript a on the potential to recall that its
definition depends on the parameter a.
In mean-field treatments of glass formation, as well as
in mean-field (exact) models and in liquids in infinite di-
mension, the FP potential plays the role of a Landau free
energy function of the order parameter6–10. It always has
a minimum corresponding to decoupled replicas with a
small overlap. For a low enough temperature or a high
enough density, a second, metastable, minimum corre-
sponding to coupled replicas and a higher overlap ap-
pears. When T is further decreased, the second minimum
deepens and reaches the same free energy as the decou-
pled minimum at a temperature TK where the thermo-
dynamic glass transition (random first-order transition1)
takes place. As will be discussed in more detail below,
the two critical temperatures (or densities) Td, at which
the metastable minimum first appears and which corre-
sponds to the “dynamical glass transition” and to the
“spinodal” of the high-overlap phase, and TK are inde-
pendent of the choice of a. On the other hand, at higher
temperature than Td the potential Va(Q) retains some
nonconvex features that only disappear at a tempera-
ture Tc. As we will show, both in a mean-field approxi-
mate liquid theory (hypernetted-chain or HNC40) and in
a computer simulation of a model glass-former, this Tc
depends on the cutoff parameter a in a nontrivial way.
This has consequences on the extended phase diagram
of glass-forming liquids that is obtained by applying a
source  linearly coupled to the overlap Q. Singularities
of V (Q) in the form of nonconvex portions (in mean-field)
or straight segments (in finite-dimensional systems in the
thermodynamic limit) lead to a line of first-order tran-
sitions between a low-overlap phase and a high-overlap
phase in the (, T ) diagram6–10. This line terminates in
a critical point located exactly at Tc. As a result, the po-
sitions of the line and of the critical endpoint in the phase
diagram depend on the choice of the cutoff parameter a.
The rest of the paper is organized as follows. In Sec. II,
we present the general statistical-mechanical framework
to describe a transition from low- to high-overlap phases
starting from liquid-state theory. In particular, we clarify
the dependence of several quantities on the cutoff param-
eter a entering in the definition of the overlap. In Sec. III,
we present the HNC approximation as a mean-field-like
closure of the theory developed in the previous section.
Within this approximation, we obtain equations that can
be solved numerically to study quantitatively the influ-
ence of the parameter a. The results concerning more
specifically the critical endpoint of the line of first-order
transition between phases of low and high overlap are pre-
sented in Sec. IV. We also present analytical arguments
and a detailed discussion for the behavior in the limiting
cases of small and large values of a. In Sec. V, we give
results of a computer simulation of a three-dimensional
model glass-forming liquid and we show that they cor-
roborate our theoretical analysis. Finally, we conclude in
Sec. VI. Additional details are given in Appendix A.
II. STATISTICAL MECHANICS OF
GLASS-FORMING LIQUIDS
The most convenient way to compute the FP poten-
tial defined in Eq. (2) is to introduce n replicas of the
constrained equilibrium configuration rN1 , · · · , rNn , in or-
der to replace the logarithm appearing in the definition
by a more tractable expression and to take at the end
the limit n → 0. As is also standard, in the spirit of
the equivalence between the canonical and the grand-
canonical equilibrium ensembles in the thermodynamic
limit, one can replace the ensemble in which Q is the con-
trol parameter by an ensemble in which it is the conjugate
source  that is the control parameter. This replacement
amounts to a Legendre transform6–10,
NβVa(Q) = NβFa() +NβQ, (3)
with
β = βV ′a(Q), (4)
where a prime denotes a derivative with respect to the
argument.
Within this replica formalism one is led to consider
an equilibrium liquid mixture of n+ 1 components with
Hamiltonian
Hrep[{rNα }] =
1
2
n∑
α,β=0
N∑
i,j=1
wαβ(rα,i, rβ,j |, a), (5)
where the interaction potentials are given by
wαβ(r, r
′|, a) =δαβ v(|r− r′|)− [(1− δα0)δβ0+
δα0(1− δβ0)]w(|r− r′|/a) . (6)
3A key quantity in liquid-state theory to access the
FP potential is the so-called Morita-Hiroike functional
ΓMH of the 1- and 2-particle densities
41,42 for the repli-
cated (n + 1)-component liquid mixture, which is ob-
tained via a Legendre transform between the interaction
potentials wαβ and the 2-particle densities ρ
(2)
αβ . Since
we are interested in homogeneous phases, it is sufficient
to consider translationally invariant densities; moreover,
all replicas have the same 1-particle density ρ. Af-
ter introducing the total correlation functions hαβ via
ρ
(2)
αβ(r, r
′) = ρ2[1 + hαβ(|r− r′|)] (where gαβ = 1 + hαβ is
the conventional pair correlation function)40, the Morita-
Hiroike functional (per unit volume) reads33,34,41,43
ΓMH [{hαβ}; ρ] =
(n+ 1)ρ(ln ρ− 1) + 1
2
ρ2
∑
αβ
∫
r
[1 + hαβ(r)]βwαβ(r|, a)
+
1
2
ρ2
∑
αβ
∫
r
[1 + hαβ(r)] {ln[1 + hαβ(r)]− 1}
+
1
2
∑
p≥3
(−1)pρp
p
∑
α1···αp
∫
r2
∫
r3
· · ·
∫
rp
hα1α2(r2)×
hα2α3(|r3 − r2|) · · ·hαpα1(rp) + 2PI,
(7)
with r = |r|, wαβ(|r−r′| |, a) = wαβ(r, r′|, a) and where
2PI denotes the sum of all 2-particle irreducible diagrams
formed with density vertices linked by total correlation
functions41,42. Without these terms the above expression
reduces to the well-known HNC approximation of liquid
state theory40. Note also that the interaction potential
with a dependence on  and a only appears in the second
term of the right-hand side of Eq. (7), so that one can
formally rewrite the functional as
ΓMH [{hαβ}; ρ] = 1
2
ρ2
∑
αβ
∫
r
[1 + hαβ(r)]βwαβ(r|, a)
+ F [{hαβ}; ρ],
(8)
where F is independent of the pair potentials, empha-
sizing the Legendre transform between the interaction
potentials and the 2-particle densities.
The equilibrium total correlation functions are ob-
tained by minimizing the Morita-Hiroike functional,
δΓMH
δhαβ(r)
= 0, or
δF
δhαβ(r)
= −1
2
ρ2βwαβ(r|, a). (9)
Being interested in the liquid phase above the ideal glass
transition and by homogeneous configurations, we can as-
sume replica symmetry between the n constrained repli-
cas (replica 0 is different due to the attractive coupling)
in the solution of the above minimization equations and
then take the limit n → 0. One thus needs to consider
4 distinct functions, h∗11(r), h
∗
12(r), h
∗
00(r) and h
∗
01(r),
where the superscript ∗ means that the functions corre-
spond to solutions of the minimization equations44.
We want to focus on the correlation between the con-
strained replicas and the reference one, i.e. on h01(r).
To do this, one can solve the minimization equations for
h00(r), h11(r) and h12(r). The solutions are then func-
tionals of h01(r) and of the potential v(r) [except h00(r)
which only depends on v(r) and is decoupled from the
other total correlation functions in the limit n→ 0]; they
depend on ρ but they do not depend on  and a. Let
us call F [h01; ρ] the functional resulting from replacing
h00(r), h11(r) and h12(r) in F [{hαβ}; ρ] by their solution.
Its expression is
F [h01; ρ] = lim
n→0
{F [{hαβ}; ρ]−F [h00; ρ]
n
}∣∣∣∣
RS
+
ρ2
2
∫
r
[1 + h∗11(r)]βv(r),
(10)
with RS denoting replica symmetry and F [h00; ρ] the
functional for the reference replica only. The key point
is that the functional F [h01; ρ] is independent of  and
a. On the other hand, the function h∗01(r) which is now
obtained as the solution of
δF [h01; ρ]
δh01(r)
= ρ2βw(r/a) (11)
depends on  and a. [There is no factor 1/2 in the expres-
sion because we take h10 = h01 and the change of sign is
due to the minus sign in Eq. (6).] However, when  = 0,
the dependence on a drops out because the right-hand
side of the above equation is simply zero.
At this point we can go back to the FP potential Va(Q).
From Eq. (1) and the definition of h01(r), the overlap Q
between constrained and reference configurations can be
expressed as
Q = ρ
∫
r
[1 + h01(r)]w(r/a) . (12)
When the constrained and the reference configurations
are uncorrelated, h01(r) ≡ 0, and the overlap takes its
“random” value, Qa,rand = ρ
∫
r
w(r/a). It is then more
convenient to characterize the nontrivial features associ-
ated with correlations between replicas through the order
parameter
∆Q = Q−Qa,rand = ρ
∫
r
h01(r)w(r/a) . (13)
The free energy Fa() introduced in Eq. (3) can be de-
rived from the functional F [h01; ρ] as
βFa() =
1
ρ
F [h∗01; ρ]− ρ
∫
r
[1 + h∗01(r)]βw(r/a), (14)
and the FP potential is obtained by the Legendre trans-
form. Expressing it in terms of ∆Q rather than Q, it
takes the form
βVa(∆Q) =
1
ρ
F [h∗01; ρ]− ρ
∫
r
h∗01(r)βw(r/a) + β∆Q ,
(15)
4where h∗01(r) and  can now be considered as functions
of ∆Q and a.
We are now in a position to discuss two generic prop-
erties of the FP potential as a function of the cutoff pa-
rameter a.
(1) If the potential has several extrema, as it does in
mean-field treatments, the value of  at these extrema is
zero; as stressed above, the function h∗01(r) is then inde-
pendent of a and corresponds to extrema of the functional
F [h01; ρ]. The temperature and density at which these
extrema appear and disappear as well as the value of the
associated free energy are intrinsic properties of F [h01; ρ]
and therefore do not depend on a. As a result, neither
Td nor TK depend on the choice of a. The location of
the extrema on the other hand depends on a through
Eq. (13). Requiring for physical consistency that the
value of ∆Q at the correlated minimum corresponding
to the emerging glass phase is positive may put an upper
bound on the value of a, but this does not correspond to
a real physical singularity: this point will be illustrated
and discussed in more detail below. In addition, the com-
plexity, which represents the free energy cost to constrain
the liquid within a single metastable state, corresponds
to the height of the secondary minimum in the potential
V (Q) and must also be independent of a.
(2) The critical point Tc mentioned in the introduc-
tion corresponds to the temperature at which the FP
potential either recovers full convexity in mean-field ap-
proximations or loses signatures of singular behavior cor-
responding to the presence of a straight segment in large
enough finite-dimensional systems (in finite dimensions
the potential is indeed always convex but may display
a straight segment between two values of the overlap).
Then, there is a critical value ∆Qc at which
V ′′a (∆Qc) = V
′′′
a (∆Qc) = 0, (16)
and a critical value c such that
c = V
′
a(∆Qc). (17)
From Eq. (15) one can see that, generically, not only
∆Qc, but also c and Tc should now depend on a. The
location of the critical point, and as a consequence of
the whole first-order transition line in the (, T ) phase
diagram, therefore vary with the choice of a.
In the next section we will illustrate these features in
the case of an approximate mean-field treatment based
on the HNC closure.
III. HNC APPROXIMATION AND THE
FRANZ-PARISI POTENTIAL
The HNC approximation amounts to neglecting all 2-
PI diagrams in the Morita-Hiroike functional given in
Eq. (7). The minimization equations in Eqs. (9) can be
cast in a more familiar form by introducing the direct cor-
relation functions cαβ(r) that are related to the total cor-
relation functions by the Ornstein-Zernicke equations40.
Assuming again replica symmetry in the limit n→ 0, one
finds in Fourier space
1 + ρh00(q) =
1
1− ρc00(q)
1 + ρhcon(q) =
1
1− ρccon(q)
h12(q) = [1 + ρhcon(q)]
2
{
c12(q) + ρ[1 + ρh00(q)]c01(q)
2
}
h01(q) = [1 + ρh00(q)][1 + ρhcon(q)]c01(q),
(18)
where we have introduced the “connected” correlation
functions, hcon = h11 − h12 and ccon = c11 − c1245, and
kept the same notation for the functions in Fourier and
in real spaces. The HNC closure derived from the mini-
mization equations can then be written as
c00(r) = −βv(r) + h00(r)− ln[1 + h00(r)]
c11(r) = −βv(r) + h11(r)− ln[1 + h11(r)]
c12(r) = h12(r)− ln[1 + h12(r)]
c01(r) = βw(r/a) + h01(r)− ln[1 + h01(r)].
(19)
From the solution of these equations, one obtains the free
energy βFa() [see Eq. (14)] and then the FP potential
[see Eq. (15)], whereas the overlap difference with the
random limit ∆Q is given by Eq. (13).
The HNC approximation is of mean-field character as
it leads to a nonconvex potential at low enough tempera-
ture for glass-forming liquids and then sustains infinitely
long-lived metastable states. It has already been well
studied in the context of the glass transition9,10,46–50, in-
cluding a calculation of the FP potential9,10. Our pur-
pose here is not to repeat all of these calculations but to
investigate the role of the cutoff parameter a used in the
definition of the overlap.
We consider two different single-component liquid
models in three dimensions: a hard sphere model, with
v(r) = 0 for r ≥ σ and =∞ otherwise, and a soft sphere
model, with v(r) = v0[(σ/r)
12+κ0+κ2(r/σ)
2+κ4(r/σ)
4]
for r < 1.25σ and v(r) = 0 otherwise, where v0 is the en-
ergy scale (the Boltzmann constant kB is set to unity)
and κ2l (l = 0, 1, 2) are constants that ensure that the
potential v(r) and its first two derivatives are contin-
uous in r = 1.25σ. The control parameter is density
in the former case and temperature in the latter. For
the threshold function involved in the definition of the
overlap [see Eqs. (1) or (12)], we have chosen a contin-
uous one, w(x) = exp(−x4 ln 2). Note that in the HNC
approximation where we consider homogeneous config-
urations, one does not have to worry about crystalliza-
tion and the liquid always forms an ideal glass through
a thermodynamic phase transition at a low enough tem-
perature TK or a high enough density ρK .
Eqs. (18) and (19) are solved iteratively by using a
real-space linear mesh of size dr = σ/128 for a ≥ 0.1
and dr = σ/512 otherwise (to ensure that dr × a > 10),
with a large-distance cutoff of L = 8σ. We have checked
that taking a larger cutoff distance and/or a smaller mesh
50
0.04
0.08
0.12
0 0.08 0.16 0.24 0.32
β
V
a
(∆
Q
)
∆Q
1 1.05 1.1 1.15 1.2
ρσ3
(a)
0
0.04
0.08
0.12
0 0.04 0.08 0.12 0.16
β
V
a
(∆
Q
)
∆Q (b)
FIG. 1. Evolution with density of the Franz-Parisi potential
Va(∆Q) in the HNC approximation for a three-dimensional
hard-sphere system and two different values of the cutoff pa-
rameter a: (a) a/σ = 0.2; (b) a/σ = 0.5. In all panels, the up
and down triangles mark the values of ∆Q at the dynamical
transition (spinodal of the metastable glass minimum) and
the critical point, respectively. The dotted lines represent
the region where there is no replica-symmetric solution to the
HNC equations.
size only leads to very small quantitative change of our
results. For a given value of a and a given density ρ (in
the hard-sphere case) or a given temperature T (in the
soft-sphere case), we compute the curves ∆Q(±)() from
Eq. (13) by increasing the source  from 0 (∆Q(+)) or
decreasing it from a high enough value (∆Q(−)). The
first-order transition region is detected when there is a
range of  values for which ∆Q(+)() 6= ∆Q(−)(). With
this procedure, we are able to locate the critical point
with an arbitrary degree of precision. In the following
we restrict ourselves to a precision of 10−3 for ρcσ3 and
10−5 for βcc in the hard-sphere case and of 10−3 for
Tc/v0 and 10
−5 for c/v0 in the soft-sphere case.
We illustrate in Fig. 1 the behavior of the FP poten-
tial Va(∆Q) for the hard-sphere system as density in-
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FIG. 2. Phase diagram in the (β, (ρσ3)−1) plane of the
three-dimensional hard-sphere system in the HNC approxi-
mation. Two different values of the cutoff parameter a are
shown: a/σ = 0.2 and a/σ = 0.5. A line of first-order transi-
tion (empty symbols) emerges from the thermodynamic glass
transition point in  = 0 and ends in the critical point (full
symbol) in (βcc, (ρcσ
3)−1). Note the difference in the loca-
tion of the line for the two values of a, except for the initial
point in  = 0, which represents the Kauzmann transition of
the bulk system.
creases for two different values of the cutoff parameter,
a/σ = 0.2 and 0.5. The potential has a similar shape
and evolution as first found in Refs. [9,10] (in their case
a/σ = 0.3). At ρKσ
3 = 1.203 the potential has two
minima of equal height and the high-overlap minimum
becomes metastable as ρ decreases until it disappears in
a saddle point at ρdσ
3 = 1.183 (above the value of 1.17
found by in [9,10] but consistent with the value provided
by Parisi and Zamponi50). At still lower density the po-
tential retains a nonconvex shape down to some critical
density ρc at which convexity is eventually recovered. As
we have already emphasized, the values of ρK and ρd do
not depend on the choice of a but those of the overlap at
the metastable minimum do depend on a. We also find,
as will be further described below, that the value of the
critical density ρc depends on a significantly.
In Fig. 2 we display the phase diagram of the hard-
sphere model in the (β, (ρσ3)−1) plane for the same
two values of a as in Fig. 1. As is well known6–8, the
nonconvexity of the FP potential gives rise to a line of
first-order transition emerging from the thermodynamic
glass transition point in  = 0. The line ends in a critical
point at (βcc, (ρcσ
3)−1). As clearly seen, the location
of the line is different for the two values of a, and the end
critical point as well.
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FIG. 3. Variation with the cutoff parameter a of the critical
density ρc(a) for hard spheres (top panel) and of the critical
temperature Tc(a) for soft spheres (bottom panel) in the HNC
approximation.
IV. HNC RESULTS FOR THE CRITICAL
ENDPOINT
A. Numerical results
In this section we systematically investigate the depen-
dence on a of the critical point that is associated with
the return to convexity of the FP potential. The critical
density ρc(a) for hard spheres or the critical tempera-
ture Tc(a) for soft spheres is determined by solving the
HNC equations, then using Eqs. (13) and (15) and the
two conditions in Eq. (16). Finally, (βcc)(a) is obtained
from Eq. (17).
We show in Fig. 3 the variation with a of the critical
density ρc(a) for hard spheres and the critical tempera-
ture Tc(a) for soft spheres. Both critical quantities vary
by a large amount: more than 15% for ρc and a factor of 2
for Tc over the covered range of a. For comparison, recall
that within HNC the relative change between ρd and ρK
for hard spheres is 1.7% and between Td and TK for soft
spheres is about 14%51. Furthermore, the evolution of ei-
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FIG. 4. Variation with the cutoff parameter a of the critical
value of the source (βcc)(a) (a) and of the critical value of
the overlap difference ∆Qc(a) (b) for the three-dimensional
hard sphere system in the HNC approximation.
ther ρc or Tc with a is nonmonotonic with a minimum in
ρc for a ≈ 0.08σ and a maximum in Tc for a ≈ 0.09σ. By
choosing a/σ around 0.08− 0.09 one can then move the
critical point in the liquid phase quite significantly away
from the dynamic and thermodynamic glass transitions,
as compared with the conventional choice of a = 0.3σ.
The values of the source or coupling c(a) and of the
overlap Qc(a) (or rather of the difference ∆Qc(a) with
the random value) at the critical point are shown as a
function of a in Fig. 4 for the hard sphere system and in
Fig. 5 for the soft sphere system. In all cases the varia-
tions with a are nonmonotonic, with a minimum in βcc
and a maximum in ∆Qc around a ≈ 0.35σ. The behavior
of these critical quantities for vanishing and large values
of a will be discussed below.
We display in Fig. 6 the HNC total correlation func-
tions h01,c(r), h12,c(r), and h11,c(r) at criticality for
a wide range of values of a in the case of the hard-
sphere system. Note that due to the hard-core exclusion
h11,c(r) = −1 for r < σ. On the other hand h01,c(r)
and h12,c(r) have a nontrivial r dependence on a scale
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FIG. 5. Variation with the cutoff parameter a of the critical
value of the source (βcc)(a) (a) and of the critical value of
the overlap difference ∆Qc(a) (b) for the three-dimensional
soft sphere system in the HNC approximation.
r ∼ a < σ and their value at small r  a strongly in-
creases as a decreases when a ≤ 0.2σ. We discuss this
behavior in the next section.
B. Behavior at small values of a
We consider first the limit in which a→ 0+, where as
seen from Figs. 4 and 5 ∆Qc(a) seems to go to 0 whereas
(βcc) (a) seems to diverge. To make some progress in
trying to rationalize this limiting behavior, we assume
that ρc(a) and Tc(a) stay finite and nonzero when a →
0+, which is compatible with the data in Fig. 3, and
that the total correlation functions h01,c(r) and h12,c(r)
can be decomposed in a part that varies on the scale of a,
whose amplitude grows as a→ 0+, and a part that varies
on the scale of σ, whose amplitude goes to zero as a →
0+. (Note that when a = 0, the replicas are decoupled,
h12 = h01 ≡ 0 and h11 = h00.) As already noticed, the
function h11,c(r) on the other hand only varies on the
scale of σ with a O(1) amplitude, and so does h00,c(r)
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FIG. 6. HNC total correlation functions h01,c(r) (a), h12,c(r)
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(which is independent of a).
Through heuristic arguments based on an analysis of
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the HNC equations in the limit a → 0+ we derive that
a consistent solution of the equations is obtained for the
total and direct correlation functions at criticality in the
form (for convenience we omit the subscript c on all the
quantities)
h01(r) = a
−3/2| ln a|1/2hˆ01(r/a) + a3/2| ln a|1/2h˜01(r/σ)
h12(r) = a
−3/2| ln a|1/2hˆ12(r/a) + a3/2| ln a|1/2h˜12(r/σ)
h11(r) = h˜00(r/σ) + O(a
3| ln a|)
h00(r) = h˜00(r/σ) ,
(20)
where all the functions hˆαβ(x) and h˜αβ(x) have an am-
plitude and a range of O(1). The function hcon is the
difference between h11 and h12 given by the above ex-
pressions.
In Fourier space, the above expressions translate into
h01(q) = a
3/2| ln a|1/2
[
hˆ01(qa) + σ
3h˜01(qσ)
]
h12(q) = a
3/2| ln a|1/2
[
hˆ12(qa) + σ
3h˜12(qσ)
]
h11(q) = σ
3h˜00(qσ) + O(a
3| ln a|)
h00(q) = σ
3h˜00(qσ),
(21)
where we have kept the same notation for the functions
in real and Fourier spaces. Note that both h01(q) and
h12(q) go to 0 when a→ 0. The tilde functions keep the
signature of the liquid structure and have a peak near
q ≈ 2pi/σ whereas the hat functions have a structure
that follows from that of w and decay on a range q ≈ 1/a.
This implies that a complete separation of scales for the
wave-vector dependence of the tilde and hat functions is
achieved when 2pi/σ  1/a; this requires in practice very
small values of a, typically, a/σ <∼ 10−2. Details on the
derivation are given in Appendix A.
With the above ansatz, one has
∆Qc(a→ 0+) ∼ a3/2| ln a|1/24piρc(0+)
∫ ∞
0
dxx2w(x)hˆ01(x)
(βcc) (a→ 0+) ∼ β̂| ln a|,
(22)
so that βcc∆Qc → 0 as (a| ln a|)3/2 when a→ 0+.
We compare the above predictions with the numeri-
cal solution of the HNC equations for small a in Fig. 7.
One can check that ∆Qc/(4pia
3/3), h01(r → 0), and
h12(r → 0) all diverge as a−3/2| ln a|1/2 [panel (a)] and
that βcc diverges as | ln a| [panel(b)], as expected from
the above equations. Additional comparisons between
numerical results and analytical predictions are provided
in Appendix A.
C. Behavior at large values of a
Finally, we discuss the case of large values of a. As
can be seen from the bottom panels of Figs. 4 and 5 the
difference with the random value of the overlap (which
gives the location of the stable liquid minimum of the
FP potential) ∆Qc(a) decreases as a increases for a/σ >∼
0.35 and seems to stick to a finite value for a/σ ≈ 0.55.
For a >∼ 0.55, the numerical solutions of Eqs. (18) and
(19) become more difficult to follow even for ρ ≥ ρd (or
T ≤ Td). At the same time, the HNC integral equations
do not seem to be driven to any singularity.
To try to understand this behavior, it is worth looking
first at what happens at the metastable minimum when
the latter exists beyond the dynamical transition. For
concreteness we focus on the hard-sphere model. As we
have already noted, the total correlation functions at the
minima of the FP potential are independent of a. Let
us call ∆Qg(a) the difference between the overlap at the
metastable glass minimum and that at the global mini-
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tion h01,g(r); (b) difference in overlap ∆Qg with the global
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mum for ρ ≥ ρd. Then, from Eq. (13),
∆Qg(a) = 4piρ
∫ ∞
0
drr2w(r/a)h01,g(r) , (23)
with h01,g(r) independent of a. Because h01,g(r) becomes
negative for r >∼ 0.35σ [see for illustration the function
at a density ρd < ρ < ρK in Fig. 8(a)], the integral in
Eq. (23) can become negative for some values of a. This
is shown in Fig. 8(b) where we plot ∆Qg as a function
of a: it is positive for small values, then turns negative
for a/σ ≥ 0.556, becomes positive again for a/σ ≥ 0.938
and eventually weakly oscillates around a slightly posi-
tive value. This is found for all densities above ρd, and
in the ideal glass phase as well. The value a∗/σ for
which ∆Qg(a) first turns negative does not vary much
with density (it is equal to 0.5576 at ρd and 0.555 at
ρK). So, while the underlying physics is unchanged, by
changing the cutoff parameter in the definition of the
overlap, one can switch from correlated replicas at the
metastable glass minimum (∆Qg > 0) to anti-correlated
replicas (∆Qg < 0). For physical reasons, it seems more
pleasant to work with ∆Qg > 0 and restrict the range of
a to a < a∗, but this restriction is not motivated by the
presence of a physical singularity.
From the above considerations, one can rationalize the
behavior of the critical point as a/σ approaches some
special value close to 0.55. Replacing for simplicity the
smooth w(r/a) by a discontinuous step function, one
finds that ∆Qc(a) ≈ 4piρc(a)
∫ a
0
drr2h01,c(r). The maxi-
mum observed in ∆Qc(a) should then appear in the close
vicinity of the value of a for which a = r∗(a), where r∗(a)
is the lowest r for which h01,c(r) = 0. This is indeed what
is numerically found with amax/σ ≈ 0.35 while the value
of a such that a = r∗(a) is a ≈ 0.39σ. For a > amax,
∆Qc(a) decreases because the integral involves negative
values of h01,c(r). Therefore, when ∆Qc becomes too
small, all nontrivial features of the FP potential become
concentrated essentially in a point and one can no longer
numerically solve Eqs. (16) and (17). Again, this is not
associated with any physical phenomenon. Except for a
small region 0.555 ≤ a ≤ 0.5576 (see above) where an
unrealistic behavior of the phase transition line between
low- and high-overlap phases is found (a peculiarity that
does not seem worth studying in more depth), larger val-
ues of a (but still lower than the next value of a for which
∆Qg vanishes) correspond to a well-behaved first-order
transition line, yet with a critical endpoint characterized
by ∆Qc < 0 and βcc < 0.
We illustrate this feature for a value of the cutoff pa-
rameter a = 0.73σ. In Fig. 9(a), we plot the FP poten-
tial, which has the same behavior as in Fig. 1 except that
all its noticeable characteristics are located in the range
∆Q < 0. In particular, a critical point is indeed found
with βcc < 0 and ∆Qc < 0, as illustrated in Fig. 9(b).
V. COMPUTER SIMULATIONS
To complement the detailed but approximate analy-
sis obtained through the HNC treatment we have stud-
ied a three-dimensional glass-forming liquid model of
soft spheres by computer simulation, in which we rely
on the recently developed swap algorithm52,53. We
consider a polydisperse mixture of spherical particles
with a distribution of diameters p(σ) ∝ σ−3 for σ ∈
[σmin;σmax], with σmin = 0.726σ and σmax = 1.6095σ
where σ is the average diameter, as in27,54. In ad-
dition, the interaction potential has the same analyti-
cal form as in soft-sphere model studied in the above
HNC treatment, but the cross-diameters σij are nonad-
ditive to prevent crystallization and demixing53: σij =
0.5 (σi + σj) (1− 0.2 |σi − σj |). We have already studied
in detail the critical endpoint of this liquid55 with the spe-
cific choice a = 0.22σ; most of the simulations were done
when the temperature T0 of the reference replica 0 is dif-
ferent from the temperature T of the constrained replicas
and fixed to a low value T0 = 0.06v0 >∼ Tg (with Tg the
estimated laboratory glass-transition temperature). In
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particular, by using extensive computer simulations and
a finite-size scaling analysis, we showed that the criti-
cal point survives in the presence of finite-dimensional
fluctuations and belongs to the universality class of the
random-field Ising model (RFIM). Here, we build on this
study to investigate the influence of the cutoff parameter
a on the position of the critical point in the (, T ) phase
diagram.
We focus on the case where the temperature T0 is fixed
to a low value 0.06v0 (as allowed from using the swap
algorithm) because the critical endpoint then moves up
in temperature compared to the situation T0 = T (for
all values of a), resulting in a considerable speedup of
the simulations. To allow for a comparison with HNC
predictions, we have repeated the HNC treatment for the
case where T0 6= T and the single-component soft-sphere
liquid. To be quantitatively similar with the choice in the
simulations, we have chosen a T0 intermediate between
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with a reference configuration taken at a low temperature
T0 = 0.06v0 and the HNC calculation of a single-component
soft-sphere liquid with a reference configuration taken at a
low temperature TK < T0 = 0.0499v0 < Td. (a) Location
of the maximum of the low-overlap connected susceptibility,
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Tc(a) for the HNC calculation. (b) Estimate of the critical
source (βcc) (a) from the simulation and the HNC approx-
imation. In both panels, HNC results are represented with
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Td and TK and then solved the equations of the HNC
approximation.
The statistical properties of the overlap are computed
in the simulations thanks to umbrella sampling and a
subsequent reweighting55. For the system size consid-
ered, with N = 600 particles, the probability distribu-
tion of the overlap becomes bimodal for temperatures
significantly above the critical temperature Tc, so that
fluctuations can be restricted to the low-overlap or the
high-overlap peaks. In the following, we thus focus on
the “connected” susceptibility in the low-overlap phase
χcon = Nβ
[〈Q2〉 − 〈Q〉2] with 〈· · · 〉 standing for the
thermal average at temperature T , and [· · · ] denoting
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the average over the quenched disorder introduced by
the reference configuration. Rigorously, in a simula-
tion study, the location of the critical point can only
be found through a finite-size scaling analysis. For in-
stance, taking into account the a-dependence, the low-
overlap connected susceptibility χcon should scale as
χcon(T, L, a) = BaL
−γ/ν χ˜(yatL1/ν), with t = T/Tc(a)−1
the reduced temperature, L ∝ N−1/3 the linear size of
the system, γ and ν the critical exponents of the 3d-
RFIM, χ˜(x) a universal scaling function, and Ba and ya
a-dependent constants. The scaling function has a max-
imum for x = x∗, which corresponds to a temperature
T ∗(a, L) = Tc(a)
(
1 + x∗L−1/ν/ya
)
. Assuming that ya
depends only slightly on a, the measure of T ∗(a, L) at
fixed system size gives a reasonable proxy for the evo-
lution of the critical temperature with a in this system
(but the absolute value of the temperature itself is still
too high).
A comparison between the results of the simulation
and the HNC ones is shown in Fig. 10. The trends as a
decreases are very similar. The HNC prediction for the
critical temperature Tc(a) passes through a maximum
around a/σ ≈ 0.09 whereas the simulation data appear
only to plateau at the lowest studied values. It is how-
ever unclear if this difference would persist at even lower
values of a in the simulation or with a better determi-
nation of the critical temperature. In any case, the evo-
lution with the parameter a obtained through the HNC
approximation are well supported by the simulation data.
The agreement between simulations and HNC results is
even better when comparing the evolution of the critical
amplitude of the source field β, which decreases mono-
tonically with increasing a in a very similar manner in
both cases.
VI. CONCLUSION
The similarity or overlap between pairs of configura-
tions has proven a powerful concept to describe the com-
plex free energy landscape of glassy systems and it fur-
thermore provides the order parameter for the glass tran-
sition at the mean-field level. Whereas for lattice spin
models the definition of the overlap is rather straight-
forward, it is somehow ambiguous in the case of glass-
forming liquids. How exactly similar should two liquid
configurations be to be considered as belonging to the
same metastable state in the complex landscape? This
question is connected but is different from the issue of
the lifetime of a metastable state, which must be fi-
nite in a finite-dimensional liquid and therefore imposes
a timescale threshold on the definition of metastability.
The overlap must be defined up to some tolerance, typ-
ically a fraction a/σ of the inter-particle distance. In
this paper we have systematically investigated the de-
pendence of the overlap fluctuations and of the phase
diagram obtained by linearly coupling the overlap to an
applied source on the parameter a/σ in three-dimensional
models of glass-forming liquids.
Within a general framework based on liquid-state the-
ory and using for illustration the hypernetted-chain ap-
proximation, we show that while the dynamical and ther-
modynamic glass transitions found in this mean-field-like
approximation are independent of a/σ, the whole ex-
tended phase diagram involving a transition between a
low-overlap and a high-overlap phases in the presence of
an applied source strongly depends on the value of a/σ.
In the theoretical framework this can be understood by
noting that the singular features of the underlying func-
tional of the correlation functions (the so-called Morita-
Hiroike functional) are independent of a/σ but that the
precise choice of the order parameter which requires fix-
ing the value of a/σ influences the phase diagram, except
for the minima obtained in zero source. We are able to
rationalize through analytical and numerical arguments
the evolution of the location of the critical point (ending
the transition line between low- and high-overlap phases)
for small and large values of a/σ and we also confirm
the theoretical predictions by computer simulations of a
three-dimensional polydisperse glass-forming liquid.
We find in particular that the critical point obtained
for a nonzero applied source follows a nonmonotonic be-
havior as a function of a/σ. For a specific value of the
ratio, which slightly depends on the model but is signif-
icantly lower than the values a/σ ≈ 0.2 − 0.3 system-
atically taken in previous studies involving overlaps in
glass-forming liquids, the critical point is pushed up in
temperature by a factor of 2 or more in the liquid region
where viscosity is low (a similar effect is found when den-
sity is the control parameter but the relative change is of
course smaller although still of the order of 10%). With
such a choice in the definition of the overlap, computer
simulations would then be significantly facilitated with
the opportunity to consider larger system sizes.
We finally mention that the complexity, defined as the
height of the secondary minimum in the Landau free en-
ergy function associated to the order parameter, is in-
dependent of the ratio a/σ in our mean-field treatment,
because it corresponds to a singular feature of the Morita-
Hiroike functional. Practical measurements of the com-
plexity, or equivalently of the configurational entropy,
in computer simulations are currently an important re-
search topic19,20,27,56–59, as this allows a direct assess-
ment of the mean-field description of the glass transition
in finite dimensions. Because the Franz-Parisi potential
is no longer singular in finite dimensions, estimates of the
configurational entropy do depend on a/σ. This differ-
ence between numerical results and analytical predictions
based on liquid-state theory should be investigated more
thoroughly.
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Appendix A: Analysis of the HNC equations when
a→ 0+
When a/σ → 0+ the correlation functions should vary
on two very different scales. On the scale r/σ one ex-
pects a perturbation of the case a = 0 whereas a singu-
lar behavior should appear on the scale r/a. One then
considers the following ansatz at the critical point (for
convenience we omit the subscript c on all the quantities
evaluated at this critical point):
h01(r) = fˆ1(a)hˆ01(r/a) + f˜1(a)h˜01(r/σ),
h12(r) = fˆ2(a)hˆ12(r/a) + f˜2(a)h˜12(r/σ),
h11(r) = h˜11(r/σ) = h˜
(0)
11 (r/σ) + f˜3(a)h˜
(1)
11 (r/σ),
h00(r) = h˜00(r/σ),
(A1)
where the hat and tilde functions h have an amplitude
and a range of O(1) (see Fig. 11). Except for h˜00 which
is independent of a, they could still have subdominant
terms in a as we have shown explicitly for h˜11.
In Fourier space the above expressions translate into
h01(q) = a
3fˆ1(a)hˆ01(qa) + f˜1(a)σ
3h˜01(qσ),
h12(q) = a
3fˆ2(a)hˆ12(qa) + f˜2(a)σ
3h˜12(qσ),
h11(q) = σ
3h˜
(0)
11 (qσ) + f˜3(a)σ
3h˜
(1)
11 (qσ),
h00(q) = σ
3h˜00(qσ),
(A2)
where for simplicity we keep the same notation for the
functions in real and Fourier spaces.
We expect that the prefactors expressing the depen-
dence on a→ 0+ satisfy
fˆ1(a), fˆ2(a)→ +∞,
a3fˆ1(a), a
3fˆ2(a)→ 0,
f˜1(a), f˜2(a), f˜3(a)→ 0.
(A3)
Recall also that the function hcon is the difference be-
tween h11 and h12. The tilde functions varying on the
scale σ should keep track of the liquid structure and peak
in Fourier space around 2pi/σ. On the other hand, the
hat functions are expected to behave roughly as the func-
tion w and decay in Fourier space on a scale q ∼ 1/a: see
Fig. 11. As a result, a complete separation of scales be-
tween the hat and tilde functions requires 2pi/σ  1/a.
This is of course verified in the limit a→ 0+ but is more
difficult to achieve in the numerical solution of the HNC
equations: for instance, when a/σ = 0.06, 2pia/σ is still
about 0.38, which is smaller but not much smaller than
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FIG. 11. Log-log plot of the HNC total correlation functions
h01 (a) and h12 (b) versus r/σ at criticality for a/σ = 0.04 in
the case of hard spheres. Notice the decoupling of scales be-
tween the range r ∼ a where a monotonic decrease is observed
and the range r ∼ σ where oscillations due to the underlying
liquid structure occur (the dashed line marks r = a).
1, and corrections to the asymptotic analysis of the func-
tions should then be expected.
By using the separation of the scales a and σ the HNC
closure in Eqs. (19) then leads to direct correlation func-
tions that have a similar structure as their counterparts
in Eqs. (A1). They are given at the first dominant orders
by
c01(r) =
{
fˆ1(a)hˆ01(r/a)− ln[1 + fˆ1(a)hˆ01(r/a)]+
fˆ3(a)β̂w(r/a)
}
+ f˜1(a)
2c˜01(r/σ),
c12(r) =
{
fˆ2(a)hˆ12(r/a)− ln[1 + fˆ2(a)hˆ12(r/a)]
}
+ f˜2(a)
2c˜12(r/σ),
c11(r) = c˜
(0)
11 (r/σ) + f˜3(a)c˜
(1)
11 (r/σ),
c00(r) = c˜00(r/σ),
(A4)
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where c˜01(r/σ) = h˜01(r/σ)
2/2, c˜12(r/σ) = h˜12(r/σ)
2/2,
c˜
(0)
11 (r/σ) = −βv(r) + h˜(0)11 (r/σ) − ln[1 + h˜(0)11 (r/σ)],
c˜
(1)
11 (r/σ) = h˜
(1)
11 (r/σ)h˜
(0)
11 (r/σ)/[1 + h˜
(0)
11 (r/σ)],
c˜00(r/σ) = −βv(r) + h˜00(r/σ) − ln[1 + h˜00(r/σ)],
and we have assumed that, at criticality, when a→ 0+,
β = fˆ3(a)β̂ with fˆ3(a)→ +∞. (A5)
As mentioned above, the functions hˆ01(r/a) and
hˆ12(r/a) are expected to behave roughly as w(r/a), i.e.
to decay essentially monotonically on a scale of O(1). As
a result, one can rewrite
ln[1 + fˆ1(a)hˆ01(r/a)] ≈ ln[fˆ1(a)]Fˆ1(r/a),
ln[1 + fˆ2(a)hˆ01(r/a)] ≈ ln[fˆ2(a)]Fˆ2(r/a),
(A6)
where the functions Fˆ1,2 have an amplitude and a range
of O(1) [e.g. if the function, say, hˆ01(r/a) is approxi-
mated by a step function, the function Fˆ1(r/a) verifies
Fˆ1(r/a) ≈ hˆ01(r/a)/hˆ01(0)].
In Fourier space, the expressions in Eqs. (A4) become
c01(q) =
{
a3fˆ1(a)hˆ01(qa)− a3 ln[fˆ1(a)]Fˆ1(qa)+
a3fˆ3(a)β̂ w(qa)
}
+ f˜1(a)
2σ3c˜01(qσ),
c12(q) =
{
a3fˆ2(a)hˆ12(qa)− a3 ln[fˆ2(a)]Fˆ2(qa)
}
+ f˜2(a)
2σ3c˜12(qσ),
c11(q) = σ
3c˜
(0)
11 (qσ) + f˜3(a)σ
3c˜
(1)
11 (qσ),
c00(q) = σ
3c˜00(qσ) .
(A7)
We now consider the Ornstein-Zernike equations
[Eq. (18)] that can be studied for q ∼ 1/a  2pi/σ and
for q ∼ 2pi/σ  1/a separately. The decoupling between
the two scales in Fourier space is achieved when a→ 0+
if all the h˜αβ(qσ)’s go to zero fast enough when qσ →∞:
one expects that they indeed do so at least as fast as
1/(qσ)2 (as in the Ornstein-Zernike approximation).
The relation between h01(q) and c01(q) reads
a3fˆ1(a)hˆ01(qa) + f˜1(a)σ
3h˜01(qσ) = [1 + σ
3ρh˜00(qσ)]×
[1 + σ3ρh˜
(0)
11 (qσ) + f˜3(a)σ
3ρh˜
(1)
11 (qσ)− a3fˆ2(a)ρhˆ12(qa)−
f˜2(a)σ
3ρh˜12(qσ)]{a3fˆ1(a)hˆ01(qa)− a3 ln[fˆ1(a)]Fˆ1(qa)+
a3fˆ3(a)β̂ w(qa) + O(f˜1(a)
2)}.
(A8)
When q ∼ 1/a, one can neglect the contributions of the
tilde functions and the above equation implies that
a3fˆ1(a)fˆ2(a)ρhˆ12(qa)hˆ01(qa) + ln[fˆ1(a)]Fˆ1(qa) =
fˆ3(a)β̂ w(qa).
(A9)
On the other hand, when q ∼ 2pi/σ, one has
a3fˆ1(a)hˆ01(q = 0){1− [1 + σ3ρh˜00(qσ)][1 + σ3ρh˜(0)11 (qσ)]}
+ f˜1(a)σ
3h˜01(qσ) = o(a
3fˆ1(a), f˜1(a)),
(A10)
where the right-hand side only contains terms that are
subdominant compared to a3fˆ1(a) and/or f˜1(a). The
above equation therefore implies that
f˜1(a) = a
3fˆ1(a) (A11)
and that
σ3h˜01(qσ) =
hˆ01(q = 0){[1 + σ3ρh˜00(qσ)][1 + σ3ρh˜(0)11 (qσ)]− 1},
(A12)
with an unimportant choice of normalization of the func-
tions.
We now proceed in a similar way for the Ornstein-
Zernike equation that relates h12(q) and c12(q). It reads
a3fˆ2(a)hˆ12(qa) + f˜2(a)σ
3h˜12(qσ) = [1 + σ
3ρh˜
(0)
11 (qσ)+
f˜3(a)σ
3ρh˜
(1)
11 (qσ)− a3fˆ2(a)ρhˆ12(qa)− f˜2(a)σ3ρh˜12(qσ)]2
× {a3fˆ2(a)hˆ12(qa)− a3 ln[fˆ2(a)]Fˆ2(qa) + O(f˜2(a)2)+
ρ[1 + σ3ρh˜00(qσ)][a
3fˆ1(a)hˆ01(qa) + · · · ]2},
(A13)
where · · · denotes terms that, following Eqs. (A9), (A11)
and (A12), are subdominant compared to a3fˆ1(a).
When q ∼ 1/a, one can neglect the contributions of
the tilde functions again and one finds
a3fˆ1(a)
2ρhˆ01(qa)
2 = 2a3fˆ2(a)
2ρhˆ12(qa)
2
+ ln[fˆ2(a)]Fˆ2(qa).
(A14)
When q ∼ 2pi/σ, after using some of the already obtained
relations, one obtains
a3fˆ2(a)hˆ12(q = 0){1− [1 + σ3ρh˜(0)11 (qσ)]2}+
f˜2(a)σ
3h˜12(qσ) = o(a
3fˆ2(a), f˜2(a)),
(A15)
where the right-hand side is subdominant compared to
a3fˆ2(a) and f˜2(a). This implies that
f˜2(a) = a
3fˆ2(a), (A16)
and that
σ3h˜12(qσ) =
hˆ12(q = 0){[1 + σ3ρh˜(0)11 (qσ)]2 − 1},
(A17)
with an unimportant choice of normalization of the func-
tions.
Although Eqs. (A9) and (A14) could have several pos-
sible solutions, a nontrivial solution is obtained by as-
suming that in each of these equations all terms are of
the same order. This gives
a3fˆ1(a)fˆ2(a) ∼ fˆ3(a) ∼ ln[fˆ1(a)],
a3fˆ1(a)
2 ∼ a3fˆ2(a)2 ∼ ln[fˆ2(a)],
(A18)
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FIG. 12. HNC total correlation functions h11 and h00 versus
r/σ at criticality for a/σ = 0.04 in the case of hard spheres.
The two functions nearly coincide.
whose solution is then, at leading order when a→ 0+,
fˆ1(a) ∼ fˆ2(a) ∼ a−3/2
√
| ln a|,
fˆ3(a) ∼ | ln a|.
(A19)
Finally, we consider the Ornstein-Zernike equation re-
lating hcon(q) and ccon(q):
1 + σ3ρh˜
(0)
11 (qσ) + f˜3(a)σ
3ρh˜
(1)
11 (qσ)− f˜2(a)ρ[hˆ12(qa)+
σ3h˜12(qσ)] =
{
1− σ3ρc˜(0)11 (qσ)− f˜3(a)σ3ρc˜(1)11 (qσ)+
f˜2(a)ρhˆ12(qa)− a3 ln[fˆ2(a)]ρFˆ2(qa) + O(f˜2(a)2)
}−1
,
(A20)
where we have used Eq. (A16). At leading order this
immediately leads to
1 + σ3ρh˜
(0)
11 (qσ) =
1
1− σ3ρc˜(0)11 (qσ)
, (A21)
and since the HNC closures for c˜
(0)
11 and c˜00 have the same
form, to
h˜
(0)
11 (qσ) = h˜00(qσ), (A22)
which is well verified by our numerical solution of the
HNC equations (see Fig. 12).
In addition, by using Eq. (A22) as well as Eq. (A17),
one finds at the next-to-leading orders and when q ∼
2pi/σ that
f˜3(a)σ
3{h˜(1)11 (qσ)− [1 + σ3ρh˜00(qσ)]2c˜(1)11 (qσ)} =
a3 ln[fˆ2(a)]Fˆ2(q = 0)[1 + σ
3ρh˜00(qσ)]
2 .
(A23)
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FIG. 13. Rescaled FP potential in the limit a→ 0+ for hard
spheres in the HNC approximation: (a) Va(∆Q)/Va(∆Qc(a))
versus ∆Q/∆Qc(a) for several values of a ≤ 0.12; (b)
Va(∆Qc(a)) versus a: when a decreases the value first passes
through a maximum but then steadily decreases in a manner
compatible with the prediction (a| ln a|)3/2 (full line).
Assuming that the terms on both sides of the equation
are of the same order, Eq. (A23) leads to
f˜3(a) = a
3 ln[fˆ2(a)] ∼ a3| ln a|, (A24)
at the leading order when a→ 0+, and
σ3h˜
(1)
11 (qσ) = [1 + σ
3ρh˜00(qσ)]
2[σ3c˜
(1)
11 (qσ) + Fˆ2(q = 0)] .
(A25)
The above derivation provides the expressions given in
the main text.
To conclude this appendix, we consider the FP poten-
tial and assume it follows a scaling form when a→ 0+,
Va(∆Q)
Va(∆Qc(a))
→ φ( ∆Q
∆Qc(a)
), (A26)
with φ(x) a scaling function. (As usual we consider the
FP potential to be zero at the absolute minimum cor-
responding to decoupled replicas.) This scaling behav-
ior is indeed supported by the data in Fig. 13(a). By
15
definition of the critical point, φ′′(1) = φ′′′(1) = 0 and
(βcc)(a) = φ
′(1)Va(∆Qc(a))/∆Qc(a) [see Eqs. (16) and
(17)]. From the behavior of (βcc)(a) and ∆Qc(a) (see
the main text), one then predicts that Va(∆Qc(a)) ∼
(βcc)(a)∆Qc(a) goes to zero as a → 0+ as (a| ln a|)3/2.
This is compatible with the data in Fig. 13(b).
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