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Abstract
Spectral density matrix estimation of multivariate time series is a classical problem in time series
and signal processing. In modern neuroscience, spectral density based metrics are commonly used for
analyzing functional connectivity among brain regions. In this paper, we develop a non-asymptotic
theory for regularized estimation of high-dimensional spectral density matrices of Gaussian and lin-
ear processes using thresholded versions of averaged periodograms. Our theoretical analysis ensures
that consistent estimation of spectral density matrix of a p-dimensional time series using n samples
is possible under high-dimensional regime log p/n → 0 as long as the true spectral density is ap-
proximately sparse. A key technical component of our analysis is a new concentration inequality of
average periodogram around its expectation, which is of independent interest. Our estimation con-
sistency results complement existing results for shrinkage based estimators of multivariate spectral
density, which require no assumption on sparsity but only ensure consistent estimation in a regime
p2/n→ 0. In addition, our proposed thresholding based estimators perform consistent and automatic
edge selection when learning coherence networks among the components of a multivariate time series.
We demonstrate the advantage of our estimators using simulation studies and a real data application
on functional connectivity analysis with fMRI data.
1 Introduction
Multivariate spectral density estimation is an important problem in time series and signal processing,
with applications in many scientific disciplines including economics [Granger, 1969] and neuroscience
[Bowyer, 2016]. Spectral density of a stationary multivariate time series is the frequency domain ana-
logue of covariance and is based on the Fourier transform of autocovariance function. It aggregates
information on linear association, both contemporaneous and across different lags, among the compo-
nents of a multivariate time series. So it can be used to provide a richer description of cross-sectional
dependency than Pearson correlation, which only accounts for contemporaneous association among the
time series components.
In particular, multivariate spectral density and coherence (frequency domain analogue of correla-
tion) are routinely used in neuroscience as metrics of functional connectivity among brain regions using
time series of neurophysiological signals (e.g., fMRI, EEG and MEG) and to construct networks of
interactions in a data-driven fashion [Bowyer, 2016]. These connectivity networks, where each node
corresponds to a brain region and edge weights correspond to strengths of coherence between regions,
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are often used to study differential brain connectivity patterns in patients suffering from neurological
disorders. More recently, coherence metrics have also been used to construct similarity measures when
clustering high-dimensional time series of brain signals [Euan et al., 2016]. With advances in data col-
lection and storage technologies, it is now feasible to analyze time series data on a large number of brain
regions. For instance, the freeSurfer brain atlas used in this paper summarizes voxel level data to p = 86
brain regions. Consequently, there is an increasing interest among neuroscientists in constructing coher-
ence networks among a large number of brain regions in a principled manner from temporally dependent
samples of small to moderate size (n  p2). For instance, we use only n = 200 samples for our fMRI
data analysis in this paper.
This recent interest in learning the cross-sectional dependence from spectral density matrix at dif-
ferent frequencies is complementary to developments in classical time series and signal processing lit-
erature, which focused more on studying the shape of spectral density function in a low-dimensional
asymptotic regime (p fixed, n → ∞) [Brillinger, 1981, Brockwell and Davis, 2013]. In another line
of work, Dahlhaus et al. [1997], Dahlhaus and Eichler [2003], Eichler [2007] investigated in depth the
issues of inference with coherence and testing of marginal independence between components of multi-
variate time series using integrated spectral density. Finer and uniform convergence rates of smoothed
periodograms were more recently provided by Wu and Zaffaroni [2015]. However, as the dimension of
the time series increases, so does the estimation risk of smoothed periodograms. This was first pointed
out by Bo¨hm and von Sachs [2009], who showed that shrinking smoothed periodogram towards a sim-
pler structure can reduce risk and make the estimates better-conditioned for studying inverse spectral
density matrix. The authors also proved consistency of their estimates under a double-asymptotic regime
p → ∞, n → ∞, p2/n → 0. In a series of papers, Bo¨hm and Von Sachs [2008], Fiecas and Ombao
[2016], Fiecas and von Sachs [2014] have made significant progress in this direction by providing a wide
variety of shrinkage methods with attractive theoretical and empirical properties.
In this work, we make two additions to this research direction of learning large spetral density ma-
trices. First, we propose a family of sparsity regularized estimators of spectral density matrix based on
thresholding averaged periodograms. Our proposed estimators have the added advantage of perform-
ing automatic edge selection and providing sparse, interpretable networks among the component time
series. Second, we develop a non-asymptotic theory for estimation of spectral density and coherence
that explicitly connects estimation error bounds to a notion of approximate sparsity of the true spectrum.
As a consequence, our theory shows that consistent estimation is possible in a high-dimensional regime
log p/n→ 0 as long as the underlying structure is approximately sparse.
Our proposal is motivated by recent developments in covariance matrix estimation literature, where
several thresholding based strategies [Bickel and Levina, 2008, Rothman et al., 2009, Cai and Liu, 2011,
Cai et al., 2016] have shown to provide good theoretical and empirical properties compared to the shrink-
age based estimators proposed in Ledoit and Wolf [2004]. The thresholding techniques developed in this
literature serve as promising candidates for high-dimensional spectral density estimation as well. How-
ever, their implementation and theoretical analysis require addressing additional technical challenges.
From an implementation consideration, choice of threshold in covariance matrix estimation for i.i.d.
data is carried out using multiple sample-splitting [Bickel and Levina, 2008] which is not feasible when
the data have a temporal ordering. On the theoretical side, non-asymptotic analysis of periodograms
averaged across nearby frequencies requires understanding concentration behavior of a sum of random
matrices that are neither independent nor identically distributed. Unlike sample covariance estimation
with i.i.d. data, the lack of identical distribution results in smoothing bias well-known in nonparametric
density estimation. In addition, the additional temporal dependence complicates deriving finite sample
deviation of averaged periodogram from its expectation.
We make three technical contributions in this paper to address the above challenges. First, we select
thresholding parameters using a frequency-domain sample-splitting scheme based on the heuristic of
approximate independence of periodograms at different Fourier frequencies. Second, we provide upper
bounds on the finite sample bias of averaged periodograms and provide insight into how it is affected
by temporal dependence in data for some commonly used families of time series. Finally, we develop
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a non-asymptotic upper bound on the deviation of averaged periodogram using a Hanson-Wright type
inequality for complex quadratic forms of temporally dependent random vectors. Building upon these
technical ingredients, our main theoretical results include (i) consistency of thresholded averaged peri-
odograms in operator and scaled Frobenius norms in a high-dimensional regime under a weak sparsity
assumption on true spectrum, and (ii) sparsistency results ensuring selection of marginally correlated
pairs of time series in a coherence network with high probability. Our analysis framework accommo-
dates Gaussian time series, and linear processes with subGaussian or generalized subexponential errors,
or errors with finite fourth moments. The rates of convergence of thresholded estimators change with the
nature of tail distribution of errors.
We demonstrate the merits of our proposed methods using extensive numerical experiments and a
real data application on constructing functional connectivity networks from fMRI data. Our numerical
experiments show that thresholding methods achieve estimation accuracy comparable with the shrink-
age method, while simultaneously performing automatic coherence selection. In particular, a lasso and
an adaptive lasso based thresholding strategy show promising performance across different simulation
settings. In the real data application, these two methods were able to extract sparse, interpretable net-
works that nicely captured known biological patterns in brain networks and distinguished different brain
regions from each other.
The rest of the paper is organized as follows. In section 2, we formally introduce our problem, provide
a brief review of shrinkage estimators, and describe our proposed thresholding methods. In section 3,
we derive non-asymptotic upper bounds on our proposed spectral density estimates for Gaussian time
series. In section 4 we extend the results for Gaussian time series to general linear processes with
different non-Gaussian noise distributions. In section 5, we conduct simulation studies to assess the
finite sample properties of our proposed estimators. Section 6 contains an empirical application of our
proposed method to a functional connectivity analysis with real fMRI data. We defer the proofs of all of
our technical results to the Appendix.
Notation. Throughout this paper, Z, R and C denote the sets of integers, real numbers and complex
numbers, respectively. We use |c| to denote the modulus of a complex number and the absolute value
of a real number. We use ‖v‖ to denote `2-norm of a vector v. For a matrix A, ‖A‖1, ‖A‖∞, ‖A‖
and ‖A‖F will denote maximum complex modulus column sum norm, maximum complex modulus
row sum norm, spectral norm
√
Λmax(A†A) and Frobenius norm
√
tr(A†A), respectively, where A†
is conjugate transpose of A. We also let λmax(A) denote the spectral radius of a n × n matrix A,
i.e., λmax(A) = max(|λ1|, · · · |λn|), where λi are the eigenvalues of matrix A. If A is symmetric or
Hermitian, we denote its maximum and minimum eigenvalues by Λmin(A) and Λmax(A). We use ei
to denote the ith unit vector in Rp, for i = 1, 2, . . . , p. For vectors vi ∈ Rp, i = 1, . . . , n, we use
[v1 : . . . : vn] to denote the p × n matrix formed by horizontally stacking these column vectors vi, and
[v>1 ; . . . ; v
>
n ] to denote the n× p matrix by vertically stacking row vectors v>i . Let vec(A) represent the
vector got from vectorization of a matrix A by stacking all its columns. We use rk(A) to denote the rank
of a matrix A. For a complex vector v ∈ Cp and any q > 0, we define ‖v‖q := (
∑p
i=1 |vi|q)1/q . We
use ‖v‖0 to denote the number of non-zero elements in v. Note that when 0 ≤ q < 1, it is not really a
norm since triangle inequality does not hold, but we keep the notation of a norm for convenience . Then
we define the induced matrix norm, ‖A‖α,β = supx6=0 ‖Ax‖α/‖x‖β , for any α > 0, β > 0. We will
also use ‖A‖α to denote the induced norm ‖A‖α,α for any α > 0 and any complex matrix A ∈ Cp×p.
Also, to be succinct, we use ‖A‖max := maxr,s |Ars|. Throughout the paper, we write A % B if there
exists a universal constant c > 0, not depending on model dimension or any model parameters, such that
A ≥ cB. We use A  B to denote A % B and B % A.
2 Background and Methods
Consider a p-dimensional weakly stationary real-valued time series Xt = (Xt1, . . . , Xtp)>, t ∈ Z. Let
X = [X1 : . . . : Xn]> be the data matrix containing n consecutive observations from the time series
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{Xt} in its rows. We assume EXt = 0, t = 1, . . . , n for ease of exposition. In practice, multivariate
time series are often de-meaned before performing correlation based analysis. Weak stationarity implies
that Cov(Xt, Xt−`) = EXtX>t−` only depends on `, so we can define autocovariance as function of
the lag `, viz., Γ(`) = Cov(Xt, Xt−`). Spectral density aggregates information of autocovariance of
different lag orders ` at a specific frequency ω ∈ [−pi, pi] as
f(ω) =
1
2pi
∞∑
`=−∞
Γ(`)e−i`ω. (2.1)
Note that the autocovariance functions of different lags can be recovered from the spectral density using
the transformation Γ(`) =
∫ pi
−pi f(ω)e
i`ωdω, for any ` ∈ Z.
For the matrix-valued spectral density function f over [−pi, pi], we define, for q ≥ 0,
|||f |||q = ess sup
ω∈[−pi,pi]
‖f(ω)‖q.
Following Basu and Michailidis [2015], we will also use |||f ||| := |||f |||2 = ess supω∈[−pi,pi] ‖f(ω)‖
as a measure of stability of the time series Xt. Larger values of |||f ||| are associated with processes
having stronger temporal and cross-sectional dependence and less stability. Since every coordinate of
the spectral density matrix is calculated using at most two components of the p-dimensional time series
Xt and f(ω) is non-negative definite, a smaller measure of stability, viz. max1≤r≤p ess supω ‖frr(ω)‖
can be also used in our error bound analysis instead, although we present our results in terms of |||f ||| for
ease of exposition.
In many applications, in particular functional connectivity analyses in neuroscience, it is of interest
to estimate standardized spectral density or coherence matrix, an analogue of correlation in the frequency
domain, defined as
grs(ω) =
frs(ω)√
frr(ω)fss(ω)
, (2.2)
assuming frr(ω) 6= 0 for all 1 ≤ r ≤ p.
2.1 Background: Periodogram Smoothing and Shrinkage
The classical estimate of spectral density is based on the periodogram [Brockwell and Davis, 2013,
Rosenblatt, 1985] defined as
I(ω) =
∑
|`|<n
Γˆ(`)e−i`ω, (2.3)
where Γˆ(`) = n−1
∑n
t=`+1XtX
>
t−` for ` ≥ 0, and Γˆ(`) = n−1
∑n+`
t=1 XtX
>
t−` for ` < 0. Note the
connection between periodogram and discrete Fourier transformation (DFT) d(ω) = X>(C(ω)−iS(ω))
, where
C(ω) =
1√
n
(1, cosω, . . . , cos(n− 1)ω)>,
S(ω) =
1√
n
(1, sinω, . . . , sin(n− 1)ω)>.
(2.4)
We can rewrite I(ω) as d(ω)d(ω)†. In classical asymptotic analysis of time series (p fixed, n → ∞),
it is known that 12pi I(ω) is asymptotically unbiased for f(ω) but not consistent due to non-diminishing
variance. For instance, for i.i.d Gaussian white noise Xt
i.i.d∼ N (0, σ2I), the variance of I(ω) is of the
order σ4 [Proposition 10.3.2, Brockwell and Davis [2013]]. To achieve consistency, it is common to
resort to smoothing periodograms over nearby frequencies. In this paper, we focus on the simplest form
of smoothing, viz. averaging, of periodograms
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fˆ(ω;m) =
1
2pi(2m+ 1)
∑
|k|≤m
I(ω + ωk), (2.5)
where ωk = 2pik/n, k ∈ Fn, the set of Fourier frequencies. To be precise, Fn denotes the set{−[n−12 ], . . . , [n2 ]} where [x] is the integer part of x. Fn contains exactly the same frequencies used
to calculate discrete Fourier transformation. It is common to evaluate the periodogram at these Fourier
frequencies, in which case the smoothing periodogram in (2.5) becomes
fˆ(ωj ;m) =
1
2pi(2m+ 1)
∑
|k|≤m
I(ωj+k). (2.6)
Note that even though the values of j + k can fall outside Fn, it is enough to evaluate periodograms
at Fourier frequencies Fn since I(ω) is 2pi-periodic in ω. Theorem 10.4.1 in Brockwell and Davis
[2013] shows that if m = o(
√
n), (2.6) is a consistent estimator. As in general nonparametric function
estimation, one can replace the weights 1/(2m+ 1) in (2.6) by a more general kernel function. For more
details, we refer the readers to Brockwell and Davis [2013]. To make notations simpler, in this paper we
will omit the subscript m and use fˆ(ωj) whenever m is clear from the context.
This nonparametric smoothing method can be unstable for high-dimensional multivariate spectral
density estimation since smoothed periodograms start to become ill-conditioned. Generalizing shrinkage
estimation strategy for high-dimensional covariance matrix [Ledoit and Wolf, 2004], Bo¨hm and von
Sachs [2009] proposed shrinking averaged periodogram to estimate spectral density in high-dimension.
The idea of shrinkage method is to reduce condition numbers for smoothed periodograms. In particular,
the authors changed the estimation target to f0(ω) = Efˆ(ω) and argued that f0(ω) is close enough to
f(ω) asymptotically. Subsequently, they considered a Hilbert space for square complex random matrices
with inner product defined as E〈A,B〉 where A,B are two matrices and
〈A,B〉 = 1
p
tr(A†B).
In this Hilbert space and with the fact that fˆ(ω) is an unbiased estimator for f0(ω), Bo¨hm and von
Sachs [2009] applied the projection argument similar to Ledoit and Wolf [2004] to build the shrinkage
estimator for f0(ω). To this end, the authors first projected f0(ω) on the space spanned by the identity
matrix as µ(ω)Ip, where Ip is the identity matrix and µ(ω) = 1p tr(f(ω)). Then the shrinkage estimator
is defined as the minimizer of the convex program
fˆ?(ω) = argmin
f˜(ω)∈S(ω)
1
p
‖f0(ω)− f˜(ω)‖2F ,
where
S(ω) = ρ(ω)µ(ω)Ip + (1− ρ(ω))fˆ(ω), 0 ≤ ρ(ω) ≤ 1.
Bo¨hm and von Sachs [2009] derived an explicit formula ρ(ω) = α2(ω)/δ2(ω), where
α2(ω) =
1
p
‖f0(ω)− µ(ω)Ip‖2F , β2(ω) =
1
p
‖f0(ω)− fˆ(ω)‖2F ,
and δ2(ω) = α2(ω) + β2(ω). Then they plugged in estimators of α(ω), β(ω), δ(ω) into the above
formula to get the final data-driven estimator of spectral density.
2.2 Method: Thresholding Averaged Periodogram
In this section, we present our proposed thresholding estimators. We restrict our methodology descrip-
tion and theoretical development on the finite grid of Fourier frequencies for convenience, although all
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our theoretical results hold for any arbitrary frequency ω ∈ [−pi, pi]. We briefly explain why all theoreti-
cal developments still hold for thresholding on smoothed periodograms at a general frequency defined in
(2.5). The key property we used to develop error bound analysis for thresholding estimators is orthogo-
nality of d(ωj), j ∈ Fn. For general frequency ω, we can show that d(ω+ ωj), j = −m, · · · , 0, · · · ,m,
are also orthogonal to each other. Based on this property, we could follow all arguments for Fourier
frequencies to achieve the same theoretical results.
We propose hard thresholding of averaged periodograms, i.e.,
Tλ(fˆrs(ωj)) =
{
fˆrs(ωj) if |fˆrs(ωj)| ≥ λ
0 if |fˆrs(ωj)| < λ,
(2.7)
where λ > 0 is a threshold chosen by the user, and can potentially be a frequency dependent number λj .
Tλ(·) is a thresholding operator on spectral density, Tλ(fˆrs(ωj)) represents the (r, s)th element of the
thresholded matrix, where 1 ≤ r, s ≤ p. For notational convenience, we will often use fˆλ,rs(·) instead
of Tλ(fˆrs(·)).
Following Rothman et al. [2009], we also propose a variety of generalized thresholding operators
Sλ(.) that combine the benefits of shrinkage and thresholding. In particular, we consider elememt-wise
shrinkage operator Sλ(.) satisfying the following three conditions for any z ∈ C:
(1) |Sλ(z)| ≤ |z|,
(2) Sλ(z) = 0 if |z| ≤ λ,
(3) |Sλ(z)− z| ≤ λ.
Similar to hard thresholding Tλ(.), we apply this operator to individual elements of averaged peri-
odogram. It turns out conditions (1)-(3) are satisfied by a number of thresholding and shrinkage pro-
cedures. In particular, the hard thresholding operator Tλ(.) satisfies these conditions. In addition, gen-
eralizing Rothman et al. [2009] to the case of complex variables, we propose a soft thresholding (lasso)
operator
Ssλ(z) =
z
|z| (|z| − λ)+ , z ∈ C,
and adaptive lasso operator
SALλ =
z
|z|
(
|z| − λ(η+1)|z|−η
)
+
, z ∈ C.
Our proposed hard and soft thresholding procedures require selection of two tuning parameters: (i)
smoothing span m and (ii) level of threshold λ. In Section 3, we provide a detailed discussion of the
theoretical choices of these parameters that ensure consistent estimation in high-dimensional regime. In
the next subsection 2.3, we discuss how to choose these two parameters in a data-driven fashion. The
adaptive lasso based soft thresholding method has a third tuning parameter η. In our numerical and real
data analyses, we set η = 2 following the suggestion of Rothman et al. [2009], although a more general
sample-splitting based choice along the line of Algorithm 1 can be adopted in practice.
When the thresholded spectral density matrices are sparse, they can be used to construct networks to
visualize and analyze marginal dependence relationships among the component time series. However,
just like thresholded covariance matrix estimators, thresholding individual entries does not necessarily
ensure that the thresholded spectral density matrix estimate is positive definite. Our operator norm con-
sistency results in Section 3 implies that as long as the true spectral density is positive definite and the
sample size is large enough, the thresholded estimate is positive definite with high probability. How-
ever, in finite sample, this is a limitation since the estimates cannot be directly used to calculate inverse
spectral density and partial coherence. On the other hand, regularization is required to calculate inverse
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Algorithm 1: Threshold Selection by Frequency Domain Sample-splitting
Input: j,m,N , periodograms at Fourier frequency {I(ωk)}k∈Fn , finite grid of thresholds L
for λ ∈ L do
for ν ← 1 to N do
Randomly divide {j −m, . . . , j, . . . , j +m} into two subsets J1 and J2 such that ||J1| − |J2|| ≤ 1
and for any k ∈ Fn, k ∈ J1 iff −k ∈ J1
fˆ1,ν(ωj)←∑k∈J1 I(ωk), fˆ2,ν(ωj)←∑k∈J2 I(ωk)
Rˆν(ωj , λ)←
∥∥∥Tλ(fˆ1,ν(ωj))− fˆ2,ν(ωj)∥∥∥2
F
end
Rˆ(ωj , λ)←∑Nν=1 Rˆν(ωj , λ)/N
end
Output: λˆj := λˆ(ωj) = argminλ∈L Rˆ(ωj , λ)
spectral density in high-dimension, and a more principled approach along the line of graphical lasso can
be used to directly regularize entries of the inverse spectral density [Jung, 2015, Jung et al., 2015]. We
expect that the key concentration inequalities developed in our analysis will be useful in the estimation
of inverse spectral density as well.
2.3 Choice of Tuning Parameters
At any Fourier frequency ωj , we need to choose two tuning parameters for our method - (i) the smoothing
span 2m + 1, and (ii) the threshold level λ. In this work, we select a single smoothing span for all the
frequencies, but choose the threshold level separately for each frequency.
The smoothing span plays the role of “effective sample size” in estimating f(ωj). Recall that
fˆ(ωj ;m) =
1
2pi(2m+ 1)
∑
|k|≤m
I(ωj+k).
In classical asymptotics (p fixed, n→∞) and the Kolmogorov asymptotics (p→∞, n→∞, p2/n→
0) [Brockwell and Davis, 2013, Bo¨hm and von Sachs, 2009], it is shown that for fˆ(ωj ;m) to be consis-
tent, m (depending on n) must go to infinity and m/n → 0 as n → ∞. Our non-asymptotic analysis
in Section 3 suggests that m/[nΩn(f)] → 0, where Ωn(f), defined as maxr,s
∑n
`=−n |`||Γrs(`)| is a
measure of temporal dependence in the time series. For our numerical and real data applications, we
choose m in the order of
√
n, with smaller values of m for processes with stronger temporal dependence
and larger Ωn(f). A more data-driven approach along the line of Ombao et al. [2001] and Fiecas and von
Sachs [2014] can be designed with suitable modification to account for high-dimensionality, although we
do not pursue this direction in this work.
The second tuning parameter is the threshold value. Unlike the shrinkage estimators of spectral
density matrices, finding asymptotically optimal plug-in estimators for threshold level is challenging
due to the non-smooth nature of thresholding operators. For covariance estimation from i.i.d. data
using thresholding, a sample-splitting method proposed in Bickel and Levina [2008] or its variants are
normally employed. In this method, the entire sample is split into two sub-samples, and the Frobenius
norm difference between thresholded estimation in one sub-sample and regular sample covariance in the
other sub-sample is compared for different levels of threshold. The entire exercise is repeated N times
and the level of threshold minimizing the average Frobenius norm difference is selected as the threshold.
This approach is not directly amenable to spectral density estimation since for any two given sub-
sample sizes, onlyN = 1 split is possible maintaining the temporal ordering. However, the periodograms
at different positive Fourier frequencies ωj ∈ Fn, ωj ≥ 0, are asymptotically independent. This suggests
an analogous sample-splitting algorithm can be designed in the frequency domain. With this heuristic,
we propose the following algorithm.
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For each frequency j ∈ {1, · · · , [n/2]}, we randomly split the periodograms in {j−m, · · · , j+m}
into two sub-samples J1, J2 of size m1 and m2, where |m1 − m2| ≤ 1. Since I(ω−k) = I(ωk), we
keep I(ωk) and I(−ωk) in the same sub-sample. Then, for every λ on a finite grid of possible threshold
choices L, we calculate the squared Frobenius norm of the difference between thresholded averaged
periodogram on J1, viz., fˆ1(ωj), and averaged periodogram fˆ2(ωj) on J2. This exercise is repeated N
times and the threshold λ ∈ L minimizing squared Frobenius norm is selected as λˆj for frequency ωj .
A complete description is provided in Algorithm 1.
3 Theoretical Properties
In this section, we analyze asymptotic properties of thresholded averaged periodograms under high-
dimensional regime. In particular, we derive non-asymptotic upper bound on the estimation error under
operator and Frobenius norms and relate them to a notion of weak sparsity of the spectral density ma-
trices. A key technical ingredient of our analysis is a concentration inequality of complex quadratic
forms of temporally dependent Gaussian random vectors. In section 4 we extend these results to linear
processes with more general noise distributions, including subGaussian and subexponential families.
In contrast with classical asymptotic framework where p is fixed and n → ∞, a non-asymptotic
analysis for high-dimensional time series requires careful quantification of the convergence rates, in
particular how they are affected by cross-sectional and temporal dependence inherent in the time series.
Therefore, before proceeding with the main theoretical results, we describe parameters of the multivariate
time series Xt that appears in our estimation error bounds.
Weak Sparsity of Spectral Density: In order to make meaningful estimation in a high-dimensional
regime, we focus on a class of spectral density matrices with suitable low-dimensional structure of weak
sparsity measured by |||f |||q for some 0 ≤ q < 1. Matrices with small |||f |||0 are exactly sparse, while
small |||f |||q correspond to matrices within a small `q ball in Cp×p. Weak sparsity of regression coeffi-
cients and covariance matrices have been proposed earlier in van de Geer [2016] and Bickel and Levina
[2008] respectively. Weakly sparse covariance matrices have been applied to climate studies according
to Cai et al. [2016] and gene expression array analysis, as mentioned in Cai and Zhou [2012].
Although the induced norm defined in notation section does not satisfy triangle inequality for 0 ≤
q < 1, ‖A‖qq satisfies the triangle inequality leading to
p
max
s=1
p∑
s=1
|frs(ω)|q = ‖f(ω)‖qq ≤ |||f |||qq,
where |||f |||q = ess supω∈[−pi,pi] ‖f(ω)‖q as defined before. We provide a proof of this statement in
lemma C.1. Since spectral density f(ω) is a Hermitian matrix, |||f |||qq also measures the row weak spar-
sity. This weakly sparse class covers a variety of sparse patterns as shown in Bickel and Levina [2008].
Strength of Temporal and Cross-sectional Dependence: The decay rates of the strengths of cross-
and autocorrelation between components of Xt capture the strength of temporal and cross-sectional
dependence in data, which in turn relates to the effective sample size and appear in our error bounds. For
meaningful estimation, we restrict ourselves to the class of short-range dependent time series Xt with
the following summability assumption on its underlying autocovariance function Γ(`):
Assumption 3.1.
∑∞
`=−∞ ‖Γ(`)‖max <∞.
Under this assumption, we will present our bounds in terms of three quantities. The first one is |||f |||
defined before, and will be used to assess the concentration of averaged periodogram around its expec-
tation. Note that |||f ||| is finite since
‖f(ω)‖ =
∥∥∥∥∥
∞∑
`=−∞
Γ(`)e−iω`
∥∥∥∥∥ ≤
∞∑
`=−∞
‖Γ(`)‖ ≤
∞∑
`=−∞
p‖Γ(`)‖max. (3.1)
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The other two quantities that capture the strength of temporal and contemporaneous dependence in the
multivariate time series {Xt}t∈Z are
Ωn(f) = max
1≤r,s≤p
n∑
`=−n
|`||Γrs(`)|, Ln(f) = max
1≤r,s≤p
∑
|`|>n
|Γrs(`)|. (3.2)
Together, these two quantities help assess how the bias of averaged periodogram depends on the the
degree of decay of the autocovariance function with increasing lag order `. Under Assumption 3.1, both
of these quantities are finite. In Proposition 3.4, we show how these quantities grow for some common
classes of multivariate time series.
3.1 Estimation Consistency: Stable Gaussian Time Series
We start with a key technical ingredient of our analysis, a Hanson-Wright type inequality [Rudelson
and Vershynin, 2013] for quadratic forms of random vectors generated by a multivariate Gaussian time
series. This result generalizes Proposition 2.4 in Basu and Michailidis [2015] by allowing an arbitrary
matrix A in the quadratic form. In Section 4, we extend this inequality to accommodate more general
non-Gaussian time series.
Our modified Hanson-Wright inequality is crucial for understanding the concentration behaviour
of averaged periodograms around the true spectral density
∣∣∣fˆrs(ωj)− frs(ωj)∣∣∣, for a fixed coordinate
(r, s) of the p×p spectral density matrix. This deviation is required for selecting threshold λ that ensures
consistency in high-dimension. Unlike high-dimensional covariance estimation problem where sample
covariance is an unbiased estimator of population covariance, the averaged periodogram at frequency ωj
is a biased estimator of f(ωj). This requires developing upper bounds on both the “bias” and “variance”
terms in the deviation of fˆrs around frs:∣∣∣fˆrs(ωj)− frs(ωj)∣∣∣ ≤ ∣∣∣Efˆrs(ωj)− frs(ωj)∣∣∣+ ∣∣∣fˆrs(ωj)− Efˆrs(ωj)∣∣∣ .
Note that while the first term above is indeed capturing bias of fˆrs(ωj), the second term is not technically
“variance” since this is the centered version of fˆrs(ωj) and not its L2 norm. Nevertheless, we continue to
use the term ’variance’ in this context since it captures the fluctuation of fˆrs(ωj) around its expectation.
The upper bounds on bias and variance terms are obtained in Propositions 3.3 and 3.5, respectively.
Finally, in Proposition 3.6 we extend the deviation bound on a single (r, s) to all p2 elements of f(ωj)
and provide a non-asymptotic upper bound on the estimation error of the hard-thresholded averaged
periodogram.
Lemma 3.2. Suppose Xn×p = [X1 : . . . : Xn]> is a data matrix from a stable Gaussian time series Xt
satisfying Assumption 3.1. Then there exists a universal constant c > 0 such that for any η > 0 and any
p× p real matrix A,
P
(∣∣vec(X>)>A vec(X>)− E [vec(X>)>A vec(X>)]∣∣ > 2piη|||f |||)
≤ 2 exp
[
−cmin
{
η
‖A‖,
η2
rk(A)‖A‖2
}]
.
For Gaussian X , the above lemma generalizes Hanson-Wright inequality by allowing dependence
among the entries of X , and controlling the effect of dependence in the tail bound using |||f |||, ‖A‖ and
rk(A). As will be evident from our analysis, this simple generalization will be immensely useful for
studying concentration behaviour of averaged periodogram around the true spectral density in appro-
priate norms. Note that we replace ‖A‖2F in standard Hanson-Wright inequality by a larger quantity
rk(A)‖A‖2, which makes the presentation easier in the asymptotic regime of our interest. In a lower
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dimensional regime, it is possible to get sharper rate using ‖A‖2F and
∫
[−pi,pi] ‖f(ω)‖2dω instead of |||f |||,
as discussed in Basu and Michailidis [2015].
Bound on Bias Term: In low-dimensional asymptotic regime (p fixed, n → ∞) the bias term is
asymptotically negligible. In the double-asymptotic analysis of [Bo¨hm and von Sachs, 2009] as well,
the authors claim the bias of the estimator i.e., |Efˆ(ωj) − f(ω)| = o(mn ) which is negligible. In our
non-asymptotic analysis, we need to derive an upper bound for this bias term in terms of {Γ(`)}`∈Z,
since the choice of threshold λ depends crucially on this. The following proposition establishes such an
upper bound in terms of the temporal dependence present in the multivariate time series Xt.
Proposition 3.3. For any coordinate (r, s) with 1 ≤ r, s ≤ p and any Fourier frequency ωj , j ∈ Fn, the
estimation bias of averaged periodogram with a smoothing span 2m+ 1 satisfies∣∣∣Efˆrs(ωj)− frs(ωj)∣∣∣ ≤ m+ 1/2pi
n
Ωn(f) +
1
2pi
Ln(f).
A consequence of this proposition is that it shows m/[n/(Ωn(f)] → 0 is sufficient to ensure bias
vanishes asymptotically. In particular, for two p-dimensional time series and same sample size n, it
suggests choosing a smaller m for the series with stronger temporal dependence (larger Ωn(f)) since the
effective sample size after accounting for dependence (n/Ωn(f)) is smaller.
We defer its proof to Appendix A. The upper bound on the bias depends on two terms: Ωn(f) and
Ln(f). In previous works Bo¨hm and von Sachs [2009], Bo¨hm and Von Sachs [2008], authors argue that
this upper bound on bias is of the order O(m/n). But since we focus on non-asymptotic analysis, these
two terms Ωn(f) and Ln(f) appear in the choices of our two tuning parameters: threshold λ and the
smoothing span 2m + 1. To ensure we choose these parameters appropriately so that the bias vanishes
asymptotically under a high-dimensional regime, it is important to understand how the above quantities
grow with sample size n. Our next proposition provides some upper bounds on these quantities under
three different conditions. The first one is assuming a geometric decay rate on ‖Γ(`)‖max, second one
is about ρ-mixing condition (equivalent to strongly mixing for stationary Gaussian processes [Bradley,
2005]) and VAR processes. Before that, we briefly review definition of ρ mixing for condition 2 in
Proposition 3.4 and VAR process for condition 3 in Proposition 3.4.
Bradley [2005] provides a good summary of various mixing conditions. Here we introduce the
definition for ρ mixing: for two σ-algebras A and B, we define
ρ(A,B) = sup |Corr(f, g)|, f ∈ L2(A), g ∈ L2(B),
where f, g are two measurable functions with respect to σ-algebras A and B respectively. For stationary
multivariate time series Xt, we define the ρ-mixing coefficient for gap ` as
ρ(`) = ρ(σ(Xt, t ≤ 0), σ(Xt, t ≥ `)). (3.3)
The two characteristics ‖Γ(`)‖max and ρ(`) are usually easy to describe for finite order VMA and
VAR(1) model. For VAR(d) with d > 1, however, it is more complicated. It is well known that
we can rewrite a VAR(d) model
Xt =
d∑
`=1
A`Xt−` + εt,
as a VAR(1) model X˜t = A˜1 X˜t−1 + ε˜t, where
X˜t =

Xt
Xt−1
...
Xt−d+1

dp×1
A˜1 =

A1 A2 · · · Ad−1 Ad
Ip 0 · · · 0 0
0 Ip · · · 0 0
...
...
. . .
...
...
0 0 · · · Ip 0

dp×dp
ε˜t =

εt
0
...
0

dp×1
.
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The sufficient and necessary condition for Xt being stationary is that λmax(A˜1) < 1. As we will discuss
later that first two conditions in Proposition 3.4 could be achieved by assuming coefficients has operator
norm less than 1 for VAR(1) model. But for VAR(d) with d > 1, it is known that ‖A˜1‖ ≥ 1 [Basu and
Michailidis, 2015]. So we cannot directly verify the geometric decay conditions 1 and 2 in Proposition
3.4. But we can still get some compact bound by assuming A˜1 is diagonalizable. Note that the assump-
tion of diagonalizability is not stringent since we can add a sufficiently small perturbation to the entries
of A˜1 so that its eigenvalues are distinct and we still have λmax(A˜1) < 1. We make this statement precise
in Lemma C.2 in the Appendix.
Proposition 3.4. Consider a weakly stationary, centered time series Xt.
1 Suppose Xt satisfies ‖Γ(`)‖max ≤ σXρ|`|X for all ` ∈ Z for some σX > 0 and ρX ∈ (0, 1). Then
Ωn ≤ 2σXρX
[
1− (n+ 1)ρnX + nρn+1X
(1− ρX)2
]
, Ln ≤ 2σXρ
n+1
X
1− ρX .
2 Suppose Xt satisfies ρ(`) ≤ σXρ|`|X where ρ(`) is the ρ-mixing coefficient defined in (3.3). Then
Ωn ≤ 2‖Γ(0)‖maxσXρX
[
1− (n+ 1)ρnX + nρn+1X
(1− ρX)2
]
, Ln ≤ 2σX‖Γ(0)‖maxρ
n+1
X
1− ρX .
3 Suppose Xt is a stable VAR(d) process Xt =
∑d
`=1AdXt−d + εt, where εt
i.i.d.∼ N(0, σ2I). Set
A˜1 as in (3.4), and assume A˜1 is diagonalizable with an eigendecomposition A˜1 = SDS−1. Then
Ωn ≤ 2κ2λmax(A˜1)(1 + nλ
n+1
max (A˜1)− (n+ 1)λmax(A˜1))
(1− λmax(A˜1))2(1− λ2max(A˜1))
,
Ln ≤ 2κ2 λ
n+1
max (A˜1)
(1− λmax(A˜1))(1− λ2max(A˜1))
,
where κ = ‖S‖‖S−1‖.
Remark. These bounds show that for a large class of stationary processes Xt, Ωn(f)/n → 0 and
Ln(f) → 0 as n → ∞. This implies it is possible to choose a large smoothing span m → ∞ (required
for asymptotically vanishing variance) that also ensures bias vanishing at a rate O(mΩn(f)/n).
Bound on Variance term: Unlike the bias term, the variance term |fˆrs(ωj) − Efˆrs(ωj)| is non-
deterministic, so we need to establish high probability upper bound on this quantity. Compared to
analogous bounds derived in covariance estimation for i.i.d. [Bickel and Levina, 2008] or time series
[Shu and Nan, 2014] data, concentration of sample average of periodograms over nearby frequencies
requires additional care since the summands are neither independent nor identically distributed to each
other. However, the following proposition shows that the deviation bounds are the same order as i.i.d.
data modulo a price of dependence captured by |||f |||. From a purely technical perspective, this Proposi-
tion forms the core of all our subsequent theoretical developments, and we believe this deviation bound
will potentially be useful in other problems involving high-dimensional spectral density, e.g., estimation
of partial coherence using graphical lasso type algorithms [Jung et al., 2015].
Proposition 3.5. There exist universal positive constants c1, c2 such that for any η > 0,
P
(∣∣∣fˆrs(ωj)− Efˆrs(ωj)∣∣∣ ≥ |||f |||η) ≤ c1 exp [−c2(2m+ 1) min{η, η2}] . (3.4)
A complete proof is provided in Appendix A. It is worth noting that the effective sample size in
this bound is (2m + 1), a function of the smoothing span. The proof proceeds by separating the real
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and imaginary parts of fˆrs(ωj)−Efˆrs(ωj) into two quadratic forms involving random vectors {Xt}nt=1,
subsequently applying Lemma 3.2 to each part and deriving upper bounds on the spectral norm and ranks
of the resulting A matrices.
With the aforementioned bounds on bias and variance parts, we are now ready to present our main
result that provides non-asymptotic upper bounds on the estimation error of the high-dimensional thresh-
olded averaged periodogram in operator norm and Frobenius norm for Gaussian time series. The proof
adapts techniques of Bickel and Levina [2008] and Rothman et al. [2009] to combine the individual,
entry-wise bounds on bias and variance terms across all the entries of the high-dimensional matrix.
Proposition 3.6. Assume Xt, t = 1, . . . , n, are n consecutive observations from a stable Gaussian
time series satisfying Assumption 3.1, and consider a single Fourier frequency ωj ∈ [−pi, pi]. Assume
n % Ωn(f)|||f |||2 log p. Then for any m satisfying m - n/Ωn(f) and m % |||f |||2 log p, and any R > 0,
there exist universal constants c1, c2 > 0 such that choosing a threshold
λ = 2R|||f |||
√
log p
m
+ 2
[
m+ 1/2pi
n
Ωn(f) +
1
2pi
Ln(f)
]
, (3.5)
the estimation error of thresholded averaged periodogram satisfies
P
(∥∥∥Tλ(fˆ(ωj))− f(ωj)∥∥∥ ≥ 7|||f |||qqλ(1−q)) ≤ c1 exp [−(c2R2 − 2) log p] .
Similarly, there exist universal positive constants c1, c2 such that for any R > 0, with the same choice of
threshold in (3.5), we have
P
(
1
p
∥∥∥Tλ(fˆ(ωj))− f(ωj)∥∥∥2
F
≥ 13|||f |||qqλ2−q
)
≤ c1 exp
[−(c2R2 − 2) log p] .
Remark. The estimation errors of our thresholded averaged periodogram in both operator norm and
Frobenius norm depend on three factors: (i) the weak sparsity level of the true spectral density matrix
|||f |||q; (ii) measure of stability of the process |||f ||| to control variance of our estimate; (iii) rate of decay
of autocovariances Ωn and Ln to control bias of our estimates. For any process satisfying Ωn/n → 0
faster than 1/|||f |||2 log p, it is possible to find a sequence of smoothing span m such that λ → 0 as
n→∞. The two appears in the threshold is only for an easy writing for technical proof.
The above result is non-asymptotic in nature, and our choice of threshold includes an upper bound
on the bias. This is in contrast with existing works in the regime p2/n → 0, where this bias term is
asymptotically negligible. Our choices of tuning parameters m and λ then ensure that both bias and
variance decrease as n, p grow, which is necessary for meaningful estimation, i.e.,
max
{
R|||f |||
√
log p
m
,
m
n
Ωn(f)
}
= o(1). (3.6)
Generalized Thresholding of Averaged Periodogram: Building up on the bounds on bias and variance
terms of the individual entries of averaged periodogram, we are now ready to present our results for the
generalized thresholding operator Sλ(.). Suppose we have a generalized thresholding operator Sλ(.)
satisfying conditions (1)-(3) in Section 2. The following proposition generalizes our previous estimation
guarantees of hard thresholding to this more generalized family of estimates that includes lasso and
adaptive lasso thresholds.
Proposition 3.7. Suppose Sλ(.) satisfies conditions (1) - (3) above. Then, for any Fourier frequency
ωj , j ∈ Fn, and the same choices of tuning parameters m and λ as in Proposition 3.6, there exist
universal constants ci > 0 such that
P
(
‖Sλ(fˆ(ωj))− f(ωj)‖ > 7|||f |||qqλ(1−q)
)
≤ c1 exp
[−(c2R2 − 2) log p] .
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As pointed out in Rothman et al. [2009], the key is to build concentration inequality for each element
of fˆ(ωj)−f(ωj) which is provided by proof in Proposition 3.3 and 3.5. After building the concentration
inequality, all the proof left is exactly same as in Proposition 3.6 and Rothman et al. [2009]. We omit
this proof for sake of brevity.
Sparsistency of Thresholded Averaged Periodograms: A key motivation for using thresholded aver-
aged periodogram for estimating high-dimensional spectral density matrix is the automatic selection of
marginal independence graph among the p times series. Our next result provides a support recovery guar-
antee at each frequency, justifying usage of these estimates to build weighted networks for downstream
functional connectivity analysis in neuroscience problems (see Section 6). In particular, the results show
that with an appropriate choice of threshold, the support of estimated spectral density matrix is contained
in the true support of f(ω) with high probability. In addition, if the spectral density is exactly sparse and
minimum strength of cross-spectral density is sufficiently large, the entire support is recovered with high
probability. For general weakly sparse spectral densities, our proposed thresholding procedures can still
recover the strong connections with high probability.
Proposition 3.8. Assume Xt, t = 1, . . . , n, are n consecutive observations from a stable Gaussian
time series satisfying Assumption 3.1, and consider a single Fourier frequency ωj , j ∈ Fn. Assume
n % Ωn(f)|||f |||2 log p. Then for any m satisfying m - n/Ωn(f) and m % |||f |||2 log p, and any R > 0,
if we set threshold value λ as (3.5) , then there exists universal constant c1, c2 s.t.
P
(
∃ r, s : Tλ(fˆrs(ωj)) 6= 0, frs(ωj) = 0
)
≤ c1 exp[−(c2R2 − 2) log p].
Define S(γ) = {(r, s) : |frs(ωj)| ≥ γλ} with some γ > 3/2, then
P
(
∃ (r, s) ∈ S(γ) : Tλ(fˆrs(ωj)) = 0, frs(ωj) 6= 0
)
≤ c1 exp[−(c2(γ − 1)2R2 − 2) log p].
Remark. The first probabilistic bound claims that probability of false positive selection goes to zero
if λ = o(1) with R large enough and the second probabilistic bound claims that we could recover the
signal with strength larger than the threshold we choose (γ > 3/2).
Coherence Matrix Estimation: Our next proposition provides an error bound for each element of this
plug-in estimator of coherence matrix defined in (2.2),
gˆrs(ωj) =
fˆrs(ωj)√
fˆrr(ωj)fˆss(ωj)
.
Note that fˆrr 6= 0 (fˆrr is a real number) almost surely for Gaussian time series Xt. The sparsistency
results can be generalized along the line of Proposition 3.8 to ensure coherence graph selection consis-
tency.
Proposition 3.9. Assume Xt, t = 1, . . . , n, are n consecutive observations from a stable Gaussian
time series Xt satisfying Assumption 3.1, and τ := min
p
r=1 frr(ωj) > 0. Consider a single Fourier
frequency ωj , j ∈ Fn. Assume n % Ωn(f)|||f |||2 log p. Then for any m satisfying m - n/Ωn(f) and
m % |||f |||2 log p and λ as in (3.5), there exist universal positive constants c1, c2 such that for anyR > 0,
P
(∃ r, s : |T2λ/τ (gˆrs(ωj))| > 0, grs(ωj) = 0) ≤ c1 exp[−(c2R2 − 2) log p].
Define S(γ) := {(r, s) : |grs(ωj)| ≥ γλ/τ} with some γ > 3/2. Then we have
P
(∃ (r, s) ∈ S(γ) : T2λ/τ (gˆrs(ωj)) = 0, |grs(ωj)| > 0) ≤ c1 exp[−(c2(γ − 1)2R2 − 2) log p].
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4 Spectral Density Estimation of Linear Processes
In this section, we extend the estimation consistency results of our thresholding based spectral density
estimators beyond Gaussian time series. The proof of the Hanson-Wright type inequality for temporally
dependent data in Lemma 3.2 crucially relies on the fact that uncorrelated Gaussian random variables are
also independent with each other. This does not apply for non-Gaussian time series in general. However,
we show in this section that for some linear processes with error tail heavier than Gaussian distribution,
it is possible to derive similar concentration inequalities. Using these concentration inequalities, we then
extend the theoretical results of previous section to a larger class of non-Gaussian linear time series.
We focus on linear processes with absolutely summable MA(∞) coefficients:
Xt =
∞∑
`=0
B`εt−`, (4.1)
whereB` ∈ Rp×p and εt ∈ Rp have i.i.d. centered distribution with possibly heavier tails than Gaussian.
Rosenblatt [1985] shows that stationarity of Xt is ensured under element-wise absolute summability of
MA coefficients ∞∑
`=0
|B`,(r,s)| <∞ (4.2)
for any r, s, 1 ≤ r, s ≤ p. Under this condition, the autocovariance Γ(`) = ∑∞t=0BtB>t+` is well-defined
for every ` ∈ Z, and Assumption 3.1 holds. A proof is given in Lemma C.7 for completeness.
We assume that each component εtr, 1 ≤ r ≤ p, of the random vector εt is from one of the following
three types of distributions.
(C1) sub-Gaussian: there exists some σ > 0 such that for all η > 0, P[|εtr| > η] ≤ 2 exp
(
− η22σ2
)
;
(C2) generalized sub-exponential with parameter α > 0: there exist positive constants a, b such that for
all η > 0, P[|εtr| ≥ ηα] ≤ a exp(−bη) [Erdo˝s et al., 2012];
(C3) εtr has finite 4th moment: Eε4tr ≤ K <∞.
Remark. εtr has generalized sub-exponential distribution defined in Erdo˝s et al. [2012], which is more
general than the usual definition of sub-exponential used in the literature with α = 1. In some recent
works [Faradonbeh et al., 2018, Wong and Tewari, 2017], such distributions were also referred to as
sub-Weibull distributions.
Next we establish concentration inequalities similar to Lemma 3.2 for linear processes where the distri-
bution of each coordinate of noise terms comes from one of the families C1, C2 and C3.
For i.i.d. data, existing works have generalized Hanson-Wright type inequality for distributions in
C1 and C2 [Rudelson and Vershynin, 2013, Erdo˝s et al., 2012]. We can use Markov inequality to get an
upper bound for C3 as well. We summarize these results in the following lemma. Its proof is defered to
Appendix B.
Lemma 4.1. Consider a random vector ε ∈ Rp with i.i.d. coordinates following one of the three
distributions C1 - C3, and a deterministic p × p matrix A. For simplicity, let us assume A is a real
matrix, and Eεr = 0 and Eε2r = 1 for every r, 1 ≤ r ≤ p. Then
P
(|ε>Aε− Eε>Aε| ≥ η) ≤ Tj(η,A),
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where Tj(η,A), j = 1, 2, 3, are tail decay functions for the three families, given by
T1(η,A) = 2 exp
[
−cmin
{
η
‖A‖,
η2
rk(A)‖A‖2
}]
,
T2(η,A) = c1 exp
−c2( η√
rk(A)‖A‖
) 1
2+2α
 ,
T3(η,A) = c3rk(A)‖A‖
2
η2
.
Here c only depends on σ in C1, c1, c2 only depend on a, b in C2 and c3 only depends on K in C3, and
none of them depends on the MA coefficients B`, ` ≥ 0.
Now we extend these three inequalities by replacing ε with n random variables of the form Xt =∑
`≥0B`εt−`. The main technical difficulty stems from handling the sum of infinitely many terms
εt. We apply a truncation argument to overcome this.
Proposition 4.2. Suppose X = [X1 : X2 : . . . : Xn]> is a data matrix with n consecutive observations
from a stationary linear process {Xt} in (4.2) with each coordinate of εt is i.i.d. from one of the families
C1, C2 or C3, and consider a deterministic np× np matrix A. Then
P
(∣∣vec(X>)>A vec(X>)− E [ vec(X>)>A vec(X>)]∣∣ > 2piη|||f |||) ≤ Tj(η,A),
where Tj(η,A), j = 1, 2, 3, are tail decay functions for the three families, as defined in Lemma 4.1.
Remark. The main difference between the concentration inequalities in Lemma 4.1 and Proposition 4.2
is that |||f ||| appears in the right side of the inequality. As pointed by Basu and Michailidis [2015], |||f |||
can be viewed as a “price of dependence” present in time series data. For instance, if B` = 0 for all
` > 0, B0 = I , and Var(εtr) = 1 for all r, t, we have |||f ||| = 12pi which coincides with the result in
Lemma 4.1 applied to a np-dimensional random vector.
This result generalizes the Hanson-Wright type concentration inequality in Lemma 3.2 to the case
of three non-Gaussian families with potentially heavier tails. After building concentration inequalities
for these three cases, we could bound the variance term as Proposition 3.5 which we listed as following
Proposition. The proof follows the same line as the proof of Proposition 3.5, by replacing Gaussian
Hanson-Wright type inequality with those in Proposition 4.2. We omit this for sake of brevity.
Proposition 4.3. Suppose X = [X1 : X2 : . . . : Xn]> is a data matrix with n consecutive observations
from a stationary linear process {Xt} in (4.2) , each coordinate of εt is i.i.d. from one of the families C1,
C2 or C3. Then there exist general constants ci > 0 (depending only on the error distribution but not on
the coefficients B` of the linear process) such that for any r, s, 1 ≤ r, s ≤ p, and any Fourier frequency
ωj ∈ Fn, we have
P
(∣∣∣fˆrs(ωj)− Efˆrs(ωj)∣∣∣ ≥ |||f |||η) ≤ Bk(η,m), (4.3)
where Bk, k = 1, 2, 3, are defined as
B1(η,m) = c1 exp
[−c2 min{η, η2}] ,
B2(η,m) = c3 exp(
[
−c4
(√
mη
) 1
2+2α
]
),
B3(η,m) = c5
mη2
.
After showing the bound for variance term for linear process, we can derive estimation consistency of
hard-thresholding estimators similar to Proposition 3.6 for linear processes with any of the three different
types of noise distributions.
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Proposition 4.4. Suppose {Xt} is a linear process defined in (4.1), with εt from one of the three dis-
tributions C1, C2 and C3, and consider a Fourier frequency ωj ∈ Fn. Assume n % Ωn(f)Nk, where
N1 = |||f |||2 log p,N2 = |||f |||2(log p)4+4α, andN3 = p2 for the three families C1, C2 and C3. Then for
any m satisfying m - n/Ωn(f) and m % |||f |||2Nk, and any R > 0, if we choose threshold for the three
different distributions as
(C1) λ = 2R|||f |||
√
log p
m + 2
[
m+1/2pi
n Ωn(f) +
1
2piLn(f)
]
,
(C2) λ = 2|||f ||| (R log p)2+2α√
m
+ 2
[
m+1/2pi
n Ωn(f) +
1
2piLn(f)
]
,
(C3) λ = 2|||f |||p1+R√
m
+ 2
[
m+1/2pi
n Ωn(f) +
1
2piLn(f)
]
,
then
P
(
‖Tλ(fˆ(ωj))− f(ωj)‖ > 7|||f |||qqλ(1−q)
)
≤ Bk,
where the tail probability Bk are given as
B1 = c1 exp
[−(c2R2 − 2) log p] ,
B2 = c3 exp [−(c4R− 2) log p] ,
B3 = c5 exp [−2R log p] ,
(4.4)
where ci > 0 are some general constants depending only on the error distribution but not on the coeffi-
cients B` of the linear process.
The proof follows the same line as the proof of Proposition 3.6, by replacing Gaussian variance
bound in Proposition 3.5 with Proposition 4.3. We omit this for sake of brevity.
Remark. The heavier is the tail of the noise distribution, the wider bandwidth of periodogram averaging
(2m+ 1 in our notation) is required for consistent estimation. For generalized sub-exponential, we can
ensure consistency in high-dimensional regime p = O(nα), α > 1, while if we only assume existence of
fourth moment, we will require p = o(
√
n) for consistency.
5 Simulation Studies
We assess the finite sample properties of our proposed spectral density estimators through numerical
experiments on simulated data sets. To this end, we compare the performance of smoothed periodogram,
shrinkage estimator from Bo¨hm and von Sachs [2009], hard thresholding, soft thresholding (lasso) and
adaptive lasso thresholding. In particular, we simulate data from vector moving average (VMA) and au-
toregressive (VAR) processes with block-diagonal transition matrices and evaluate estimation and model
selection performance of these methods for different values of n and p. Overall, the results demonstrate
that thresholding methods provide substantial improvements in estimation accuracy over smoothed peri-
odograms and shrinkage methods when p is large and the true spectral density is approximately sparse.
In addition, thresholding methods accurately recovers the edges in coherence networks, as measured by
their precision, recall and area under receiver operating characteristic (ROC) curves.
Generative models: We consider VAR(1) models Xt = AXt−1 + εt of three different dimensions:
p = 12, 48, 96. Each element in εt is independent and identically distributed as N (0, 1), and the transi-
tion matrix A is composed of 3× 3 block matrices on the diagonal. Each block matrix A0 has 0.5 on the
diagonal and 0.9 on the first upper off-diagonal. We also consider VMA(1) models Xt = Bεt−1 + εt of
the same dimensions as the VAR models. These transition matrix structures are adopted from Fiecas and
von Sachs [2014], where a data-driven shrinkage method was shown to improve upon smoothed peri-
odograms in high-dimensional settings. For each model, we generate n = 100, 200, 400, 600 consecutive
observations from the multivariate time series.
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The transition matrix A of VAR is a block diagonal composed of identical blocks consisting of a
3 × 3 upper triangular matrix A0. Similarly, the VMA transition matrix B is a block diagonal matrix
composed of identical 3× 3 upper triangular matrix B0.
A0 = B0 =
 0.5 0.9 00 0.5 0.9
0 0 0.5
 . (5.1)
The estimated spectral density matrices are compared to the true spectral densities. For stable, in-
vertible VARMA(1,1) processes Xt = AXt−1 + εt +Bεt−1, true spectral densities take the form
f(ω) =
1
2pi
(A−1(e−iω))B(e−iω)ΣεB†(e−iω)(A−1(e−iω))†,
where A(z) = Ip −Az and B(z) = Ip +Bz.
Performance Metrics: We compare the estimation performances of different estimators of f(ωj)
using Relative Mean Integrated Squared Error (RMISE) in Frobenius norm, defined as
RMISE(fˆ) :=
∑
j∈Fn ‖fˆ(ωj)− f(ωj)‖2F∑
j∈Fn ‖f(ωj)‖2F
.
In order to capture how well the three thresholding methods recover the non-zero coordinates in a
spectral density matrix under exactly sparse generative VMA and VAR models, we also record their
precision, recall and F1 measures over all Fourier frequencies
precision(ωj) =
#{(r, s) : |fˆrs(ωj)| 6= 0, |frs(ωj)| 6= 0}
#{(r, s) : |fˆrs(ωj)| 6= 0}
recall(ωj) =
#{(r, s) : |fˆrs(ωj)| 6= 0, |frs(ωj)| 6= 0}
#{(r, s) : |frs(ωj)| 6= 0}
F1(ωj) = 2× (precision(ωj) · recall(ωj))/(precision(ωj) + recall(ωj)).
We calculate each of the three criteria averaged across all Fourier frequencies j ∈ Fn. All the experi-
ments are replicated 50 times, and mean and standard deviation of the performance metrics are reported.
We also evaluate the accuracy of thresholding methods in selecting the graph G = {(r, s) ∈ V ×V :
fˆrs(ωj) 6= 0 for some ωj ∈ Fn}. For this purpose, we use averaged absolute coherence (across all
Fourier frequencies) to construct a single p × p weighted adjacency matrix Gˆ, and then measure its
accuracy in selecting edges of the true graph G.
Tuning parameter selection: For each of the three thresholding methods, we use the sample-splitting
algorithm 1 with N = 1 to determine the value of threshold for individual frequencies. We choose a grid
L of equispaced values between the minimum and maximum moduli of off-diagonal entries in smoothed
periodogram. Based on the theoretical considerations in Section 3, the smoothing spans for VMA models
are chosen by setting m =
√
n. Since Ωn(f) is larger for VAR than VMA models considered here, a
smaller smoothing span is chosen by setting m = 2/3
√
n. The results are qualitatively similar in our
sensitivity analysis with different values of m of this order.
Results: The RMISE of smoothed (averaged) periodograms, shrinkage and thrsholding methods
are reported in Table 5. The results show that both shrinkage and thresholding outperform smoothed
periodogram, and the improvement is more prominent for larger p. Further, thresholding procedures
show some improvement over shrinkage methods in these approximately sparse data generative models.
Amongst the three thresholding methods, lasso and adaptive lasso tend to have lower error than hard
thresholding in most settings.
Precision, recall and F1 scores of the three thresholding methods are reported in Appendix D. In
most of the simulation settings, the methods have high precision but low recall, indicating higher true
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Figure 1: Receiver Operating Characeristic (ROC) curves of hard thresholding, lasso and adaptive lasso
for recovering coherence network of a p = 96 dimensional VAR(1) model using n = 100 (top left),
n = 200 (top right), n = 400 (bottom left) and n = 600 (bottom right) time series observations.
negative in general. This matches with our theoretical predictions for weakly sparse spectral densities
in Proposition 3.8. The F1 scores are in the range of 50 − 60% in most simulation settings. As in the
RMISE results, lasso and adaptive lasso thresholds perform significantly better than hard thresholding in
most simulation settings.
The ROC curves for the three thresholding methods in selecting coherence graph of a VAR(1) model
with p = 48 and n ∈ {100, 200, 400, 600} are provided in Figure 1. Consistent with the frequency-
specific precision and recall results, lasso and adaptive lasso thresholding methods perform better than
hard thresholding.
Overall, our numerical experiments confirm that thresholding procedures can be successfully used to
estimate large spectral density matrices with same order of accuracy as shrinkage methods, and with an
additional advantage of performing automatic edge selection in coherence networks.
6 Functional Connectivity Analysis with fMRI Data
We demonstrate the advantage of thresholding based spectral density estimators for visualization and
interpretation in functional connectivity analysis among different brain regions of a human subject using
resting state fMRI data. This data is part of a study involving 51 subjects (29.6 ± 8.6 years of age, 35
males) that suffered from mild traumatic brain injury (TBI). Magnetic resonance imaging (MRI) data
and neuropsychological data were collected at 1 week, 1 month, 6 months and 12 months post-injury.
TBI is defined as Glasgow Coma Scale of 13-15 at injury, loss of consciousness less than 30 minutes and
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Smoothed Shrinkage Hard Threshold Lasso Adaptive Lasso
VMA
p = 12
n = 100 43.21(6.86) 22.15(1.77) 27.43(2.11) 22.89(2.05) 25.54(1.91)
n = 200 29.95(2.93) 17.67(1.01) 20.5(1.45) 16.18(1.33) 18.74(1.32)
n = 400 21.11(1.75) 14.24(0.67) 12.39(1.52) 10.84(1.01) 11.33(1.27)
n = 600 17.28(1.39) 12.58(0.59) 8.73(1.16) 8.84(0.71) 8.45(0.92)
p = 24
n = 100 80.49(7.63) 26.28(1.62) 29.86(1.21) 26.36(1.5) 28.38(1.31)
n = 200 59.79(4.7) 22.92(0.81) 25.62(0.86) 19.29(1.35) 22.09(1.21)
n = 400 41.83(1.98) 19.54(0.45) 17.16(1.26) 13.0(0.99) 13.71(1.25)
n = 600 35.86(1.6) 17.83(0.36) 12.27(1.01) 10.36(0.65) 9.89(0.84)
p = 48
n = 100 162.79(9.94) 29.58(1.24) 30.62(0.91) 28.78(0.83) 29.9(0.8)
n = 200 119.58(4.21) 27.0(0.57) 28.29(0.37) 22.68(0.76) 25.48(0.72)
n = 400 83.48(2.67) 24.09(0.37) 22.35(0.65) 15.86(0.54) 17.21(0.74)
n = 600 69.83(1.77) 22.58(0.28) 16.95(0.81) 12.88(0.48) 12.73(0.7)
p = 96
n = 100 324.57(14.7) 32.34(1.15) 30.3(0.46) 29.71(0.43) 30.11(0.44)
n = 200 235.78(7.75) 29.58(0.67) 28.83(0.28) 25.28(0.43) 27.31(0.38)
n = 400 167.89(4.28) 27.44(0.37) 25.67(0.33) 18.58(0.5) 20.34(0.55)
n = 600 139.4(2.02) 26.26(0.24) 21.25(0.48) 15.35(0.37) 15.72(0.51)
VAR
p = 12
n = 100 39.11(10.1) 37.49(5.27) 41.09(6.36) 38.46(5.25) 41.81(5.18)
n = 200 28.06(8.4) 25.2(4.15) 30.52(5.83) 27.6(4.19) 30.69(5.21)
n = 400 17.31(4.63) 16.51(2.93) 19.37(3.74) 16.84(2.61) 19.5(3.41)
n = 600 25.0(5.86) 19.23(3.95) 23.07(4.62) 18.55(2.85) 21.65(3.92)
p = 24
n = 100 73.83(15.52) 49.25(4.16) 49.18(4.78) 44.64(3.8) 47.59(3.54)
n = 200 54.77(9.83) 36.84(2.97) 40.95(3.46) 34.29(3.52) 38.46(3.47)
n = 400 35.53(6.01) 27.34(2.05) 27.43(2.86) 22.32(1.76) 25.05(2.67)
n = 600 28.53(2.24) 21.82(0.74) 17.25(0.97) 15.17(0.11) 16.64(0.98)
p = 48
n = 100 131.88(20.49) 61.75(4.11) 49.3(3.35) 47.12(1.89) 48.1(2.25)
n = 200 99.46(12.68) 48.3(2.17) 44.24(1.53) 39.31(1.77) 42.63(1.41)
n = 400 69.19(7.07) 38.38(1.44) 35.52(1.55) 26.69(1.35) 30.5(1.75)
n = 600 53.08(1.38) 32.58(0.4) 25.23(0.41) 20.38(0.3) 21.16(0.52)
p = 96
n = 100 259.85(31.63) 75.46(5.47) 48.6(1.69) 47.96(1.41) 48.15(1.59)
n = 200 200.12(16.87) 59.45(1.88) 45.18(1.23) 43.34(1.2) 44.63(1.06)
n = 400 135.52(8.76) 50.08(1.25) 41.41(0.7) 32.53(1.11) 37.13(1.14)
n = 600 97.13(1.32) 42.62(0.08) 31.65(0.45) 24.6(0.34) 24.56(0.69)
Table 1: Relative Mean Integrated Squared Error (RMISE, in %) of smoothed periodogram, shrink-
age towards a diagonal target and three different thresholding methods - hard thresholding, lasso and
adaptive lasso. Results are averaged over 20 replicates. Standard deviations (also in %) are reported in
parentheses.
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post-traumatic amnesia less than 24 hours. More details are available in Kuceyeski et al. [2018].
A 3T GE Signa EXCITE scanner was used to acquire the MRIs, which included structural scans
(FSPGR T1, 1× 1× 1 mm3 voxels) and resting-state functional magnetic resonance imaging (fMRI) (7
min, 3.4×3.4×4.0 mm3 voxels, 2 sec sampling rate). The MRIs were processed by parcellating the gray
matter into p = 86 anatomical regions of interest (ROIs) using the semi-automated FreeSurfer software
[Fischl and Dale, 2000]. Cortical and subcortical parcellations and the fMRI time series data were then
used in the construction of coherence based functional connectivity (FC) networks. The adjacency matrix
of FC network captures the similarity of the neuronal activation over time between pairs of ROIs.
We calculated coherence matrices at frequency 0 using adaptive lasso thresholding (with η = 2) and
shrinkage of averaged periodograms. The smoothing span was chosen by setting m =
√
n, and the
tuning parameters in our sample-splitting algorithm were selected as in our simulation studies.
Results: In Figure 2, we show an example of the FC coherence network for a particular TBI patient
using our proposed adaptive lasso thresholding (top left) and the same patient’s FC network estimated
using the shrinkage method (top right) of [Bo¨hm and von Sachs, 2009] that does not perform automatic
coherence selection. One of the many issues with using fMRI data is the spurious functional connec-
tions that arise from the method’s abundant noise (due to instrumentation and physiology). It is often
preferable in a clinical context to filter out this noise, but it is not currently done in a universally ac-
cepted and statistically principled way. As shown in the top panel of Figure 2, the coherence matrix
estimated by adaptive lasso thresholding obviously is more sparse in nature compared to the one from
shrinkage method, while maintaining known physiological connections. For example, we see strong
FC in the bilateral homologues (the same ROI in the left versus right hemisphere), which are known to
have strong functional connections [Zuo et al., 2010]. This is even more readily apparent in the bottom
panel of Figure 2 where we see strong connections between the same ROI in the left and right sides of
the brain. Other than the bilateral homologues, the left and right precuneus, isthmus cingulate, lingual
gyrus and pericalcarine have prominent connections to many regions (see Figures 3 and 4 in Appendix
D). The precuneus, which plays a role in visual, sensorimotor, and attentional information processing, is
central to resting-state (task negative) fMRI networks detected using correlation analysis [Utevsky AV
and SA, 2014]. Additionally, the isthmus cingulate, part of the posterior cingulate cortex, is known to
be highly functionally connected to many regions across the brain at rest [Fransson and Marrelec, 2008].
In addition, we see a stronger FC between the left and right homologues in the subcortical ROIs (upper
left corner) than between subcortical and cortical ROIs. It is interesting to note that while some of these
connections are also strong in the shrinkage based coherence matrix estimate, it is not easy to separate
them from other moderately strong coherences between brain regions.
7 Discussion
We proposed hard thresholding and generalized thresholding of averaged periodogram for estimation
of high-dimensional spectral density matrices of stable Gaussian time series and linear processes with
errors having potentially heavier tails than Gaussian. Under high-dimensional regime log p/n → 0, we
established consistency of the above estimation procedures when the true spectral densities are weakly
sparse. At the core of our technical results lie concentration inequalities of complex quadratic forms
of temporally dependent, high-dimensional random vectors, which were used to derive finite sample
deviation of averaged periodograms around their expectation. These results are of independent interest
and are potentially useful in other problems involving high-dimensional spectral density. In our next
steps, we plan to extend the theoretical analyses to more general adaptive thresholding methods [Cai and
Liu, 2011], which will explicitly account for heterogeneity in the strengths of cross-spectral association
across different pairs of time series and different frequency bands. We also plan to develop estimation
and inference procedures for high-dimensional partial coherence at different frequencies.
Another direction of potential interest is to develop thresholding strategies that incorporate informa-
tion on different brain regions and prior biological knowledge on brain networks. Dynamic functional
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Figure 2: [top]: Heat maps of absolute coherence matrices (at frequency 0) obtained from spectral density
estimated using [top left] adaptive lasso thresholding and [top right] a shrinkage method. [bottom]:
Absolute coherence network among brain regions obtained using adaptive lasso and visualized using
BrainNet Viewer. The coherence network estimated by adaptive lasso retains known biological patterns,
including presence of bilateral homologues, i.e. strong connectivity between same ROIs in the left and
right parts of brain.
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connectivity of brain networks is known to play important roles behind progression of neurodegenerative
diseases. A common approach to build such networks is using coherence measures of Fourier or wavelet
transform of multi-channel fMRI/EEG/MEG signals and thresholding small entries of zero. Selection of
threshold level that represents heterogeneous modular structure of human brain has been a topic of active
research [Bordier et al., 2017]. We expect that more sophisticated thresholding methods, building up on
universal and adaptive thresholds and incorporating prior neuroscientific knowledge, will be potentially
useful in data-driven discovery of scientifically and clinically relevant connectivity patterns in human
brain.
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A Appendix: Proofs for Gaussian Time Series
A.1 Proof of Lemma 3.2
Proof. We can write vec(X>) d= Σ1/2Z, where Σ is the covariance matrix of the np-dimensional ran-
dom vector vec(X>) and Z ∼ N(0, I). Then using Hanson-Wright inequality [Theorem 1.1, Rudelson
and Vershynin [2013]] and the fact that the subGaussian norm of Z is 1, we conclude that there exists a
universal constant c > 0 satisfying
P
(∣∣vec(X>)>A vec(X>)− E [vec(X>)>A vec(X>) ]∣∣ > 2piη|||f |||)
= P
(∣∣∣Z>Σ1/2AΣ1/2Z − E [Z>Σ1/2AΣ1/2Z]∣∣∣ > 2piη|||f |||)
≤ 2 exp
[
−cmin
{
2piη|||f |||
‖Σ1/2AΣ1/2‖,
4pi2η2|||f |||2
‖Σ1/2AΣ1/2‖2F
}]
.
(A.1)
Using Lemma C.5, ‖Σ1/2AΣ1/2‖ ≤ ‖Σ‖‖A‖ ≤ 2pi|||f |||‖A‖. It follows from Golub and Van Loan
[2012],
‖Σ1/2AΣ1/2‖F ≤
√
rk(Σ1/2AΣ1/2)‖Σ1/2AΣ1/2‖
≤
√
rk(A)‖Σ1/2AΣ1/2‖ ≤ 2pi
√
rk(A)‖A‖|||f |||.
Then plugging in the bound for ‖Σ1/2AΣ1/2‖ and ‖Σ1/2AΣ1/2‖F into (A.1) completes the proof.
A.2 Proof of Proposition 3.3
Proof. It suffices to show that for any two unit vectors er, es,∣∣∣e>r [Efˆ(ωj)− f(ωj)] es∣∣∣ ≤ mn Ωn(f) + 12pi
(
Ωn(f)
n
+ Ln(f)
)
.
Since
fˆ(ωj) =
1
2pi(2m+ 1)
m∑
`=−m
I(ωj+`),
we have ∣∣∣e>r [Efˆ(ωj)− f(ωj)] es∣∣∣ ≤ 12pi(2m+ 1)
m∑
`=−m
|e>r [EI(ωj+`)− EI(ωj)] es|
+
∣∣∣∣e>r [ 12piEI(ωj)− f(ωj)
]
es
∣∣∣∣ .
(A.2)
By definition of I(ωj) in (2.3), we have EI(ωj) =
∑
|k|≤n Γ(k)
(n−|k|)
n e
−ikωj . Therefore, the second
term above takes the form∣∣∣∣ 12pi e>r [EI(ωj)− 2pif(ωj)] es
∣∣∣∣ = 12pi
∣∣∣∣∣∣
∑
|k|≤n
|k|
n
Γrs(k)e
−ikωj +
∑
|k|>n
Γrs(k)e
−ikωj
∣∣∣∣∣∣
≤ 1
2pi
∑
|k|≤n
|k|
n
|Γrs(k)|+
∑
|k|>n
|Γrs(k)|

=
1
2pi
(
Ωn(f)
n
+ Ln(f)
)
.
(A.3)
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For the first term, note that |eix − eiy| ≤ |x− y| and |ωj − ωj+`| = 2pi |`|n . This implies∣∣∣∣ 12pi e>r [EI(ωj)− EI(ωj+`)] es
∣∣∣∣ = 12pi
∣∣∣∣∣∣
∑
|k|≤n
(
1− |k|
n
)
|Γrs(k)|(e−ikωj − e−ikωj+`)
∣∣∣∣∣∣
≤ 1
2pi
∑
|k|≤n
|Γrs(k)||k||ωj − ωj+`| = |`|Ωn(f)/n.
(A.4)
Plugging in (A.3) and (A.4) into (A.2),∣∣∣e>r [Efˆ(ωj)− f(ωj)] es∣∣∣ ≤ 12pi
(
Ωn(f)
n
+ Ln(f)
)
+
(∑
|`|≤m |`|
2m+ 1
)
Ωn(f)
n
≤ m
n
Ωn(f) +
1
2pi
(
Ωn(f)
n
+ Ln(f)
)
.
A.3 Proof for Proposition 3.4
Proof. We will prove the proposition one by one for its three conditions. Proof for all three conditions
uses the simple fact that, for 0 < x < 1
n∑
`=1
`x` =
x(1 + nxn+1 − (n+ 1)xn)
(1− x)2 . (A.5)
Condition 1: Directly plug the bound on ‖Γ(`)‖max and with |Γr,s(`)| ≤ ‖Γ(`)‖max, we have
Ωn ≤ 2
n∑
`=1
`‖Γ(`)‖max ≤ 2σX
n∑
`=1
`ρ`X =
2σXρX(1 + nρ
n+1
X − (n+ 1)ρnX)
(1− ρX)2 .
For Ln,
Ln ≤ 2
∑
`>n
‖Γ`‖max ≤ 2σX
∑
`>n
ρ`X =
2σXρ
n+1
X
1− ρX .
Condition 2: Note that condition of geometrically decaying ρ-mixing coefficient leads to condition 1
as
|Γrs(`)| =
∣∣∣∣∣ Ee′rX`X>0 es√|Γrr(0)||Γss(0)|
∣∣∣∣∣√|Γrr(0)||Γss(0)|
≤ ‖Γ(0)‖maxσXρ|`|X .
Then follow the argument for condition 1, we finish the proof.
Condition 3: Let Ω˜n, L˜n be the Ωn, Ln defined before for time series X˜t and Γ˜(`) be the auto-
covariance for X˜ . We first show that Ω˜n, L˜n are upper bounds for Ωn, Ln. Then we present upper
bounds for Ω˜n and L˜n although it may lose the tightness in controlling of growth rates of these two. To
see this, we partition Γ˜(`) into blocks as follows.
Γ˜(`) =
 Γ(`) Γ(`+ 1) · · · Γ(`+ d− 1)... ... . . . ...
Γ(`− d+ 1) Γ(`− d) · · · Γ(`)
 .
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Since Γ(`) appears as diagonal block of Γ˜(`), based on the definition of Ωn and Ln, we can claim that
Ω˜n, L˜n are upper bounds for Ωn and Ln respectively. Next, we focus on gettting upper bound for Ω˜n
and L˜n. Consider the infinite moving average representation of X˜t
X˜t =
∞∑
`=0
B˜`ε˜t−`,
where B˜` = (A˜1)` and autocovariance becomes
Γ˜(`) =
∞∑
t=0
B˜t+`

Ip 0 . . . 0
0 0 . . . 0
...
. . . 0 0
0 . . . 0 0
 B˜>t .
Since ‖A˜`‖ = ‖SD`S−1‖ = κλ`max(A˜1),
‖Γ˜(`)‖ ≤
∞∑
t=0
‖B˜t+`‖‖B˜t‖
≤ κ2λ`max(A˜1)
∞∑
k=0
λ2max(A˜1) = κ
2 λ
`
max(A˜1)
1− λ2max(A˜1)
.
Then noticing ‖Γ˜(`)‖max ≤ ‖Γ˜(`)‖, using (A.5)
Ω˜n ≤ 2
n∑
`=1
|`|‖Γ˜(`)‖
≤ 2κ2
n∑
`=1
`λ`max(A˜1)
(1− λmax(A˜1))(1− λ2max(A˜1))
= 2κ2
λmax(A˜1)(1 + nλ
n+1
max (A˜1)− (n+ 1)λmax(A˜1))
(1− λmax(A˜1))2(1− λ2max(A˜1))
.
For L˜n,
L˜n ≤ 2
∑
`>n
‖Γ˜(`)‖ = 2κ2
∑
`>n
λ`max(A˜1)
1− λ2max(A˜1)
= 2κ2
λn+1max (A˜)
(1− λmax(A˜1))(1− λ2max(A˜1))
.
A.4 Proof of Proposition 3.5
Proof. We focus on bounding the tail probability of the variance term
P
(∣∣∣fˆrs(ωj)− Efˆrs(ωj)∣∣∣ ≥ |||f |||η) .
First, note that P
(∣∣∣fˆrs(ω)− Efˆrs(ω)∣∣∣ ≥ |||f |||η) is at most
P
(∣∣∣Re(fˆrs(ω)− Efˆrs(ω))∣∣∣ ≥ |||f |||η
2
)
+ P
(∣∣∣Im(fˆrs(ω)− Efˆrs(ω))∣∣∣ ≥ |||f |||η
2
)
,
so it is sufficient to derive upper bounds for the real and imaginary parts separately.
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The main idea of our proof is to express the real and imaginary parts of fˆ(ωj) as quadratic forms
in vec(X>), and apply Lemma 3.2 on each part. First, we express the periodogram I(ωj) in terms of
trigonometric series. As pointed out before, I(ωj) defined in (2.3) can be written as
I(ωj) =
(X>Cj − iX>Sj) (X>Cj − iX>Sj)†
=X>(CjC>j + SjS>j )X + iX>(CjS>j − SjC>j )X .
(A.6)
Note that in the univariate case (p = 1) the imaginary part becomes zero and we only need to bound
the real part. However, for multivariate case, we need to understand the concentration behaviour of both
parts.
Concentration Inequality for Real Part: We claim that there exists a universal constant c > 0 s.t. for
any two unit vectors u and v,
P
(∣∣∣uTRe(fˆ(ωj)− Efˆ(ωj)) v∣∣∣ ≥ |||f |||η/2)
≤6 exp (−cmin{(2m+ 1)η2, (2m+ 1)η}) .
We notice for any symmetric matrix A and unit vectors u and v:
2|u>Av| ≤ |u>Au|+ |v>Av|+ |(u+ v)>A(u+ v)|. (A.7)
Now,Re
(
fˆ(ωj)
)
= X>∑|`|≤m(Cj+`C>j+`+Sj+`S>j+`)X is a symmetric matrix, and so isE [Re(fˆ(ωj))].
Thus, Re
(
fˆ(ωj)− Efˆ(ωj)
)
is a symmetric matrix. Then applying (A.6), we get
P
(∣∣∣u>Re(fˆ(ωj)− Efˆ(ωj)) v∣∣∣ ≥ 1/2|||f |||η)
≤ P
(∣∣∣u>Re(fˆ(ωj)− Efˆ(ωj))u∣∣∣ ≥ 1/4|||f |||η)
+ P
(∣∣∣v>Re(fˆ(ωj)− Efˆ(ωj)) v∣∣∣ ≥ 1/4|||f |||η)
+ P
(∣∣∣(u+ v)>Re(fˆ(ωj)− Efˆ(ωj)) (u+ v)∣∣∣ ≥ 1/2|||f |||η) .
(A.8)
Next, we note that
Re(fˆ(ωj)) =
1
2pi(2m+ 1)
‖QjX‖2,
where
Qj :=

C>j−m
S>j−m
...
C>j
S>j
...
C>j+m
S>j+m

(4m+2)×n
.
Then for any unit vector v,∣∣∣v>Re(fˆ(ωj)− Efˆ(ωj)) v∣∣∣ = 1
2pi(2m+ 1)
∣∣v>X>Q>j QjX v − Ev>X>Q>j QjX v∣∣ .
Let Yt = v>Xt, and let Y = [Y1 : . . . : Yn]> be a data matrix with n consecutive observations. Using
Lemma C.6, |||fY ||| ≤ ‖v‖2|||f ||| = |||f |||. Now note that rk(Q>j Qj) ≤ 4m+ 2, and ‖Qj‖ ≤ ‖QFn‖ = 1,
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whereQFn expands the rows ofQj to include all the Fourier frequencies (see Lemma C.4 for definition).
Since all the rows of Qj are partially selected from those in QFn and Lemma C.4 states that ‖QFn‖ = 1,
using this bound and applying Lemma 3.2, we get
P
(∣∣∣v>Re(fˆ(ωj)− Efˆ(ωj)) v∣∣∣ ≥ 1/4|||f |||η)
≤ P
(
1
2pi
∣∣Y>Q>j QjY − EY>Q>j QjY∣∣ ≥ 1/4|||fY |||(2m+ 1)η)
≤ 2 exp
[
−c1 min
{
(2m+ 1)η
‖Qj‖2 ,
(2m+ 1)2η2
rk(Qj)‖Qj‖4
}]
≤ 2 exp
[
−c1 min
{
(2m+ 1)η,
(2m+ 1)2η2
(4m+ 2)
}]
≤ 2 exp [−cmin ((2m+ 1)η2, (2m+ 1)η)] ,
(A.9)
where c1, c are universal constants not depending on n, p or any other model parameters. We can write
P
(
|(u+ v)>Re
(
fˆ(ωj)− Efˆ(ωj)
)
(u+ v)| ≥ 1/2|||f |||η
)
=P
(∣∣∣∣∣ (u+ v)√2
>
Re
(
fˆ(ωj)− Efˆ(ωj)
) (u+ v)√
2
∣∣∣∣∣ ≥ 1/4|||f |||η
)
,
with u+v√
2
as a unit vector. Thus three terms appearing in right hand side of inequality (A.8) can all
be bounded by (A.9), which completes our proof. Note that when u, v are canonical vectors er, es
respectively, then (u + v) has at most two non-zero entries. Further, since f is non-negative definite,
the quantity |||fY ||| can be upper bounded by a smaller quantity max1≤r≤p |||fr|||, where fr denotes the
spectral density of the rth component of Xt.
Concentration Inequality for Imaginary Part: We claim that there exists a universal positive constant
c such that for any two unit vectors u and v and any η > 0,
P
(∣∣∣u>Im(fˆ(ωj)− Efˆ(ωj)) v∣∣∣ ≥ 1/2|||f |||η)
≤ 4 exp [−cmin{(2m+ 1)η2, (2m+ 1)η}] .
To prove this claim, note that (A.6) implies
Im
(
fˆ(ωj)
)
= X>
∑
|`|≤m
(Cj+`S
>
j+` − Sj+`C>j+`)X .
Therefore, for any η > 0, we have
P
(∣∣∣u>Im(fˆ(ωj)− Efˆ(ωj)) v∣∣∣ ≥ 2|||f |||η)
≤ P
 1
2pi(2m+ 1)
∣∣∣∣∣∣u>X>
∑
|`|≤m
(Sj+`C
>
j+`)X v − E
u>X> ∑
|`|≤m
(Sj+`C
>
j+`)X v
∣∣∣∣∣∣ ≥ |||f |||η

+ P
 1
2pi(2m+ 1)
∣∣∣∣∣∣u>X>
∑
|`|≤m
(Cj+`S
>
j+`)X v − E
u>X> ∑
|`|≤m
(Cj+`S
>
j+`)X v
∣∣∣∣∣∣ ≥ |||f |||η
 .
(A.10)
It takes the same technique to get upper bound for two parts in the right hand side of inequality (A.10).
So we will only show the proof for getting upper bound for the first part.
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Let Yt = [v>;u>]Xt be a 2-dimensional time series. It follows from Lemma C.6 that |||fY ||| ≤
‖[v>;u>]‖2|||f ||| = 2|||f |||.
Define
Pj =
[
Mj 0
0 Nj
]
(4m+2)×2n
, (A.11)
where
Mj =

S>j−m
...
S>j
...
S>j+m

(2m+1)×n
Nj =

C>j−m
...
C>j
...
C>j+m

(2m+1)×n
.
We can express the first part in (A.10) as
P
 1
2pi(2m+ 1)
∣∣∣∣∣∣u>X>
∑
|`|≤m
(Sj+`C
>
j+`)X v − E
u>X> ∑
|`|≤m
(Sj+`C
>
j+`)X v
∣∣∣∣∣∣ ≥ 1/2|||f |||η

= P
(
1
2pi(2m+ 1)
∣∣vec(Y>)>P>j MPjvec(Y>) − E [vec(Y>)>P>j MPjvec(Y>)]∣∣ ≥ 1/2|||f |||η) ,
(A.12)
where
M =
[
02m+1,2m+1 I2m+1,2m+1
02m+1,2m+1 02m+1,2m+1
]
.
Since Mj and Nj are both composed with rows from QFn , ‖Mj‖ ≤ ‖QFn‖ = 1 and ‖Nj‖ ≤ ‖QFn‖ =
1. Furthermore, as block-wise diagonal matrix, ‖Pj‖ = max{‖Mj‖, ‖Nj‖} = 1. Now ‖P>j MPj‖ ≤
‖Pj‖2‖M‖ ≤ 1 and rk(P>j MPj) ≤ rk(M) = 2m+ 1. Since |||fY ||| ≤ 2|||f |||, we can apply lemma 3.2
to show that the probability in (A.12) is at most
2 exp
[
−cmin
{
(2m+ 1)η
‖PjMP>j ‖
,
(2m+ 1)2η2
rk(Pj)‖PjMP>j ‖
}]
≤ 2 exp
[
−cmin
{
(2m+ 1)η,
(2m+ 1)2η2
(4m+ 2)
}]
≤ 2 exp [−cmin{(2m+ 1)η2, (2m+ 1)η}] ,
where c is an universal constant.
Combining bounds for real and imaginary parts, and plugging these two bounds in (A.6), we can
show that there exist universal positive constants c1, c2 such that for any η > 0,
P
(∣∣∣fˆrs(ωj)− Efˆrs(ωj)∣∣∣ ≥ |||f |||η) ≤ c1 exp [−c2(2m+ 1) min{η, η2}] . (A.13)
A.5 Proof of Proposition 3.6
Proof. For any Hermitian matrix M Golub and Van Loan [2012], we have
‖M‖ ≤
√
‖M‖1‖M‖∞ = ‖M‖1. (A.14)
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Since both f(ωj) and fˆλ(ωj) are Hermitian, we can bound spectral norm of estimation error matrix with
its maximum absolute column sum norm, i.e.
‖fˆλ(ωj)− f(ωj)‖ ≤ ‖fˆλ(ωj)− f(ωj)‖1. (A.15)
Following the proof technique of Theorem 1 in Bickel and Levina [2008], the first step is to bound
probability of event
A0 =
{
max
1≤r,s≤p
|fˆrs(ωj)− frs(ωj)| ≥ λ/2
}
.
Our goal is to prove that there exist universal constants c1, c2 such that for any r, s ∈ {1, · · · , p},
P
(∣∣∣fˆrs(ωj)− frs(ωj)∣∣∣ ≥ λ
2
)
≤ c1 exp
[−c2 min{(2m+ 1)η2, (2m+ 1)η}] ,
where
λ = 2
[
R|||f |||
√
log p/m+
m+ 1/2pi
n
Ωn(f) +
1
2pi
Ln(f)
]
.
Then, with union bound, we could get probability bound for A0.
To accomplish this, we first divide the error into two terms along the line of a bias-variance decom-
position. ∣∣∣fˆrs(ωj)− frs(ωj)∣∣∣ ≤ ∣∣∣Efˆrs(ωj)− frs(ωj)∣∣∣+ ∣∣∣fˆrs(ωj)− Efˆrs(ωj)∣∣∣ .
Proposition 3.3 provides an upper bound on the bias term∣∣∣Efˆrs(ωj)− frs(ω)∣∣∣ ≤ m+ 1/2pi
n
Ωn(f) +
1
2pi
Ln(f)..
This bound in bias shows that
P
(∣∣∣fˆrs(ωj)− frs(ωj)∣∣∣ ≥ λ/2) ≤ P(∣∣∣fˆrs(ωj)− Efˆrs(ωj)∣∣∣ ≥ R|||f |||√ log p
m
)
. (A.16)
Next, proposition 3.5 shows that there exists general constants c1, c2 s.t. such that for any η > 0,
P
(∣∣∣fˆrs(ωj)− Efˆrs(ωj)∣∣∣ ≥ |||f |||η) ≤ c1 exp [−c2(2m+ 1) min{η, η2}] .
We set η = R
√
log p
m . Combined with (A.16), and noting that we are working in the regime m % log p,
we conclude η2 = R2 log pm ≤ η = R
√
log p
m . This implies
P (A0) = P(max
r,s
|fˆrs(ωj)− frs(ωj)| ≥ λ/2) ≤ c1p2 exp
[
−c2(2m+ 1)R2 log p
m
]
.
This concentration playes essential role in the proof of Theorem 1 as equation (12) in Bickel and Levina
[2008]. Theorem 1 in Bickel and Levina [2008] provides the techniques to complete the asymptotic
analysis, while here we do some modification to achieve non-asymptotic analysis.
L2 norm bound: We separate our target into two terms
‖Tλ(fˆ(ωj))− f(ωj)‖ ≤ ‖Tλ(f(ωj))− f(ωj)‖+ ‖Tλ(f(ωj))− Tλ(fˆ(ωj))‖
The first term can be bounded by its L1 norm
‖Tλ(f(ωj))− f(ωj)‖ ≤ ‖Tλ(f(ωj))− f(ωj)‖1
≤ pmax
r=1
p∑
s=1
|frs(ωj)|1(|frs(ωj)| < λ) ≤ λ1−q|||f |||qq,
(A.17)
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for any 0 ≤ q < 1.
Then we can upper bound the second term in (A.17) by three terms as follows:
‖Tλ(f(ωj))− Tλ(fˆ(ωj))‖
≤ pmax
r=1
p∑
s=1
|fˆrs(ωj)|1(|fˆrs(ωj)| ≥ λ, |frs(ωj)| ≤ λ)
+
p
max
r=1
p∑
s=1
|frs(ωj)|1(|fˆrs(ωj)| ≤ λ, |frs(ωj)| ≥ λ)
+
p
max
r=1
p∑
s=1
|fˆrs(ωj)− frs(ωj)|1(|fˆrs(ωj)| ≥ λ, |frs(ωj)| ≥ λ)
= I + II + III
Define three events:
A1 =
{
I ≥ 3|||f|||qqλ(1−q)
}
A2 =
{
II ≥ 2|||f|||qqλ(1−q)
}
A3 =
{
III ≥ |||f|||qqλ(1−q)
}
We will show that on A{0, none of these three events can happen, i.e.,
A1 ∪A2 ∪A3 ⊂ A0.
To this end, note that on A{0,
III ≤ max
r
∣∣∣fˆrs(ωj)− frs(ωj)∣∣∣ p∑
s=1
1(|frs(ωj)| ≥ λ)
≤ λ
p∑
s=1
|frs(ωj)|q
λq
≤ |||f |||qqλ1−q.
Here we use the fact that on event A{0, |fˆrs(ωj)− frs(ωj)| ≤ λ2 < λ. Similarly, on A{0,
II ≤ pmax
r=1
|fˆrs(ωj)− frs(ωj)|
p∑
s=1
1(|frs(ωj)| ≥ λ) + |fˆrs(ωj)|
p∑
s=1
1(|fˆrs(ωj)| ≤ λ, |frs(ωj)| ≥ λ)
≤ pmax
r=1
[
λ
p∑
s=1
1(|frs(ωj)| ≥ λ) + λ
p∑
s=1
1(|frs(ωj)| ≥ λ)
]
≤ 2|||f |||qqλ1−q,
where the last inequality follows from the same argument as in (A.18). Next, we focus on A1.
I =
p
max
r=1
p∑
s=1
|ˆfrs(ωj)|1(|ˆfrs(ωj)| ≥ λ, |frs(ωj)| ≤ λ)
≤ pmax
r=1
p∑
s=1
|fˆrs(ωj)− frs(ωj)|1(|fˆrs(ωj)| ≥ λ, |frs(ωj)| ≤ λ)
+
p
max
r=1
p∑
s=1
|frs(ωj)|1(|fˆrs(ωj)| ≥ λ, |frs(ωj)| ≤ λ)
= IV + V.
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A similar argument as above can show that
V ≤ |||f|||qqλ1−q.
For IV, on A{0,
IV =
p
max
r=1
p∑
s=1
|ˆfrs(ωj)− frs(ωj)|1(|ˆfrs(ωj)| ≥ λ, |frs(ωj)| ≤ λ)
=
p
max
r=1
p∑
s=1
|fˆrs(ω)− frs(ωj)|1(|fˆrs(ωj)| ≥ λ, λ/2 < |frs(ωj)| ≤ λ)
≤ pmax
r=1
p∑
s=1
λ1(|frs(ωj)| ≥ λ/2) ≤ max
r
p∑
s=1
λ
p∑
s=1
|frs(ωj)|q
(λ/2)q
≤ 2λ1−q|||f |||qq.
Combining these two parts, we have I ≤ 3λ1−q|||f|||qq. Also, since{
‖Tλ(fˆ(ωj))− f(ωj)‖ ≥ 7λ1−q|||f |||qq
}
⊂ A1 ∪A2 ∪A3 ⊂ A0,
we have
P(‖fˆ(ωj)− f(ωj)‖ ≥ 7λ1−q|||f |||qq}) ≤ P(A0) ≤ c1p2 exp
[−c2(2m+ 1) min{η, η2}] .
Proof of upper bound on Frobenius norm: Like the proof for operator norm, we decompose the error
term as
‖Tλ(fˆ)(ωj)− f(ωj)‖2F ≤ ‖Tλ(f(ωj))− f(ωj)‖2F + ‖Tλ(f(ωj))− Tλ(fˆ(ωj))‖2F .
The same argument for opertator norm then ensures that on Ac0
‖Tλ(f)− f‖2F =
∑
r,s
|frs(ωj)|21(|frs(ωj)| ≤ λ)
≤
∑
r,s
λ2−q|frs(ωj)|q ≤ λ2−q|||f |||2q.
As before, we decompose the second term in the next step as follows:
‖Tλ(f(ωj))− Tλ(fˆ(ωj))‖2F
≤
∑
r,s
|fˆrs(ωj)|21(|fˆrs(ωj)| ≥ λ, |frs(ωj)| ≤ λ)
+
∑
r,s
|frs(ωj)|21(|fˆrs(ωj)| ≤ λ, |frs(ωj)| ≥ λ)
+
∑
r,s
|fˆrs(ωj)− frs(ωj)|21(|fˆrs(ωj)| ≥ λ, |frs(ωj)| ≥ λ)
= I + II + III,
and we define following events:
A1 =
{
I ≥ 7p|||f|||qqλ2−q
}
A2 =
{
II ≥ 4p|||f|||qqλ2−q
}
A3 =
{
III ≥ p|||f|||qqλ2−q
}
.
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We will show that A1 ∪ A2 ∪ A3 ⊂ A0 by showing on A{0, none of these three events can happen.
III ≤ pλ2−q|||f|||qq is obvious with same techniques before. For II, on A0,
II ≤
[
|fˆrs(ωj)− frs(ωj)|2 + |fˆrs(ωj)|2 + 2|fˆrs(ωj)||fˆrs(ωj)− frs(ωj)|
]
1(|fˆrs(ωj)| ≤ λ, |frs(ωj)| ≥ λ)
≤
∑
r,s
λ21(|frs(ωj)| ≥ λ) + λ21(|frs(ωj)| ≥ λ) + 2λ21(|frs(ωj)| ≥ λ)
≤ 4pλ2−q|||f |||qq.
For I, on A0, we have
I ≤
∑
r,s
[
|fˆrs(ωj)− frs(ωj)|2 + |frs(ωj)|2 + 2|frs(ωj)||fˆrs(ωj)− frs(ωj)|
]
1(|frs(ωj)| ≤ λ, |fˆrs(ωj)| ≥ λ)
= V + VI + VII.
Note that on A{0, 1(|frs(ωj)| ≤ λ, |fˆrs(ωj)| ≥ λ) = 1(λ/2 < |frs(ωj)| ≤ λ, |fˆrs(ωj)| ≥ λ). Using
this, we can show that
V = λ2
∑
r,s
1(|frs(ωj)| ≥ λ/2) =≤ λ2
∑
r,s
( |frs(ωj)|q
(λ/2)q
)
≤ 2pλ2−q|||f|||qq
VI ≤
∑
r,s
|frs(ωj)|21(|frs(ωj)| ≤ λ) ≤
∑
r,s
(
λ
|frs(ωj)|
)2−q
|frs(ωj)|2 = p|||f|||qqλ2−q
VII ≤ 2λ2
∑
r,s
1(|frs(ωj)| ≥ λ/2) =≤ 2λ2
∑
r,s
( |frs(ωj)|q
(λ/2)q
)
≤ 4pλ2−q|||f|||qq.
Thus, we have shown that I ≤ 7pλ2−q|||f|||qq. Putting all these pieces together, we obtain{
‖Tλ(fˆ(ωj))− f(ωj)‖2F ≥ 13pλ2−q|||f |||qq
}
⊂ A1 ∪A2 ∪A3 ⊂ A0,
which completes the proof.
A.6 Proof of Proposition 3.8
Proof. In order to prove the first bound, we note that
P
(
∃ r, s : |Tλ(fˆrs(ωj))| > 0, frs(ωj) = 0
)
≤ P
(
∃ r, s : |Tλ(fˆrs(ωj))− frs(ωj)| > λ
)
≤ p2c1 exp[−c2R2 log p].
where the last inequality comes from proposition 3.6.
Now we turn to the second part. Since S(γ) = {(r, s) : |frs(ωj)| ≥ γλ} with some γ > 1.
P
(
∃ (r, s) ∈ S(γ) : Tλ(fˆrs(ωj)) = 0, |frs(ωj)| > 0
)
P
(
∃ (r, s) ∈ S(γ), |fˆrs(ωj)− frs(ωj)| > (γ − 1)λ
)
≤ p2c1 exp[−c2(γ − 1)2R2 log p].
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The last inequality comes from the following decomposition
(γ − 1)λ = 2(γ − 1)R|||f |||
√
log p
m
+ 2(γ − 1)
[
m+ 1/2pi
n
Ωn(f) +
1
2pi
Ln(f)
]
,
where the second part serves as an upper bound for bias because γ > 1.5.
A.7 Proof of Proposition 3.9
We first build the concentration bound for error terms under asymptotic region stated in the proposition
3.9, i.e., there exist universal positive constants c1, c2 s.t.
P
(
max
r,s
|gˆrs(ωj)− grs(ωj)| ≥ 2λ
τ
)
≤ c1p2 exp[−c2R log p]. (A.18)
Define the events
A0 =
{
max
r,s
|fˆrs(ωj)− frs(ωj)| ≥ λ
}
and
A1 =
{
max
r,s
|gˆrs(ωj)− grs(ωj)| ≥ 2λ/τ
}
.
We will show that A1 ⊂ A0. Since
|gˆrs(ωj)− grs(ωj)| ≤ |gˆrs(ωj)− g˜rs(ωj)|+ |g˜rs(ωj)− grs(ωj)|
with g˜rs(ωj) =
fˆrs(ωj)√
frr(ωj)fss(ωj)
, it suffices to show that for any r, s,
{|g˜rs(ωj)− grs(ωj)| ≥ λ/τ} ⊂ A0
{|gˆrs(ωj)− g˜rs(ωj)| ≥ λ/τ} ⊂ A0
For the first inclusion, note that with |frr(ωj)| ≥ τ for 1 ≤ r ≤ p,
{|grs(ωj)− g˜rs(ωj)| ≥ λ/τ}
=
{∣∣∣∣∣ fˆrs(ωj)− frs(ωj)√frr(ωj)fss(ωj)
∣∣∣∣∣ ≥ λ/τ
}
⊂
{∣∣∣∣∣ fˆrs(ωj)− frs(ωj)τ
∣∣∣∣∣ ≥ λ/τ
}
= A0.
Similarly, for the second one,
{|gˆrs(ωj)− g˜rs(ωj)| ≥ λ/τ}
=
|gˆrs(ωj)|
∣∣∣∣∣∣
√
fˆrr(ωj)fˆss(ωj)
frr(ωj)fss(ωj)
− 1
∣∣∣∣∣∣ ≥ λ/τ
 .
Since the averaged periodogram (fˆ(ωj)) is positive semi-definite with positive diagonal elements(almost
surely), we have |gˆrs(ωj)| ≤ 1. This implies that the above event is a subset of
∣∣∣∣∣∣
√
fˆrr(ωj)fˆss(ωj)
frr(ωj)fss(ωj)
− 1
∣∣∣∣∣∣ ≥ λ/τ
 .
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For all 1 ≤ r ≤ p, {∣∣∣∣∣ fˆrr(ωj)frr(ωj) − 1
∣∣∣∣∣ ≥ λτ
}
=
{∣∣∣∣frr(ωj)− frr(ωj)frr(ωj)
∣∣∣∣ ≥ λτ
}
⊂ {|frr(ωj)− frr(ωj)| ≥ λ} = A0.
This indicates that {
p
max
r=1
∣∣∣∣∣ fˆrr(ωj)frr(ωj) − 1
∣∣∣∣∣ ≥ λτ
}
⊂ A0.
Noticing on the event A{0, for all 1 ≤ r ≤ p,{
1− λ
τ
≤
∣∣∣∣∣ fˆrr(ωj)frr(ωj)
∣∣∣∣∣ ≤ 1 + λτ
}
,
with λ/τ < 1 (since λ = o(1)),
1− λ
τ
≤
√
fˆrr(ωj)fˆss(ωj)
frr(ωj)fss(ωj)
≤ 1 + λ
τ
, (A.19)
indicating 
∣∣∣∣∣∣
√
fˆrr(ωj)fˆss(ωj)
frr(ωj)fss(ωj)
− 1
∣∣∣∣∣∣ ≥ λ/τ
 ⊂ A0.
This in turn implies
{|gˆrs(ωj)− g˜rs(ωj)| ≥ λ/τ} ⊂ A0.
Combining two inclusion relations, we can claim that{
|gˆrs(ωj)− grs(ωj)| ≥ 2λ
τ
}
⊂ A0,
which completes building the concentration inequality for event A1 since proposition 3.8 presents the
concentration inequality for eventA0. Then following the argument in proof of proposition 3.8, we could
complete the proof.
B Appendix: Proofs for Linear Processes
B.1 Proof for Lemma 4.1
Proof. Proof for sub-Gaussian case is given by Rudelson and Vershynin [2013] and proof for the sub-
exponential case is given by Lemma 8.3 in Erdo˝s et al. [2012]. We will show the proof for case (3) based
on Markov inequality. We will show tail bound for both diagonal part and non-diagonal part for any
η > 0 one by one. For diagonal part, let yi = ε2ii − 1. Then Eyi = 0 and Ey2i = Eε4ii − 2Eε2ii + 1 ≤
K − 1 < K. Therefore, noticing Eε>Aε = tr(A) under this setting,
P
[∣∣∣∣∣
n∑
i=1
ε2iiAii − tr(A)
∣∣∣∣∣ ≥ η
]
= P
[∣∣∣∣∣
n∑
i=1
yiAii
∣∣∣∣∣ ≥ η
]
≤ E(
∑n
i=1 yiAii)
2
η2
≤ K
∑n
i=1A
2
ii
η2
,
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where the second last inequality follows from Eyiyj = 0. For the non-diagonal part, note that
P
∣∣∣∣∣∣
∑
1≤i 6=j≤n
Aijεiεj
∣∣∣∣∣∣ ≥ η
 ≤ E
∣∣∣∑1≤i 6=j≤nAijεiεj∣∣∣2
η2
=
∑
1≤i 6=j≤nA
2
ij(Eε21)2
η2
+
∑
1≤i6=j≤nAijAji(Eε21)2
η2
≤ 2
∑
1≤i 6=j≤nA
2
ij
η2
.
Here the second line holds since Eεiεjεpεq 6= 0 iff i = p, j = q or i = q, j = p and the third line comes
from the simple fact that AijAji ≤ 12 (A2ij +A2ji).
Then plugging η2 into above two parts, we get
P
[|ε>Aε− Eε>Aε| ≥ η]
≤P
[∣∣∣∣∣
n∑
i=1
ε2iiAii − tr(A)
∣∣∣∣∣ ≥ η/2
]
+ P
∣∣∣∣∣∣
∑
1≤i 6=j≤n
Aijεiεj
∣∣∣∣∣∣ ≥ η/2

≤max{4K, 8}‖A‖
2
F
η2
,
where we can set c3 = max{4K, 8} and use the fact ‖A‖2F ≤ rk(A)‖A‖2 to complete our proof.
B.2 Proof of Proposition 4.2
Proof. The proofs of the above inequalities for these three cases follow a common structure. We work
with fixed values of n and p, and construct a limiting argument as L → ∞. In the first step, we apply
inequality in Lemma 4.1 to the truncated process X(L),t =
∑L
`=0B`εt−`, for some L > 0. Then we
show that this inequality holds in the limit L → ∞. For the sake of brevity, we only present the proof
for sub-Gaussian case here.
Let X(L) be a n× p data matrix with n consecutive observations from process {X(L),t}t∈Z. We can
write vec(X>(L)) = ΠLEn where
ΠL =

0 0 . . . 0 B0 B1 . . . BL−1 BL
0 0 . . . B0 B1 B2 . . . BL 0
...
...
. . .
...
...
...
. . .
...
...
B0 B1 . . . . . . . . . . . . BL 0 0

and En = (ε>n , . . . , ε
>
1−L)
>. Without loss of generality, we assume L > n in our representation of ΠL
and En. It follows from Lemma C.5 that ‖Cov(vec(X>(L)), vec(X>(L)))‖ = ‖ΠLΠ>L‖ ≤
∣∣∣∣∣∣f(L)∣∣∣∣∣∣, where
f(L)(ω) is the spectral density of X(L),t. Then using the same technique as in the proof of Lemma 3.2
and inequality for sub-Gaussian i.i.d. case introduced in Lemma 4.1, we get
P
(∣∣∣vec(X>(L))>A vec(X>(L))− E [ vec(X>(L))>A vec(X>(L))]∣∣∣ > 2piη∣∣∣∣∣∣f(L)∣∣∣∣∣∣)
≤ 2 exp
[
−cmin
{
η
‖A‖,
η2
rk(A)‖A‖2
}]
.
(B.1)
Next we note that by Lemma C.8, for any fixed n, p, vec(X>(L))
L2→ vec(X>) as L → ∞. Since L2
convergenece implies convergence in probability, by continuous mapping theorem, we have
vec(X>(L))>A vec(X>(L)) P→ vec(X>)>A vec(X>) (B.2)
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as L→∞. The L2-norm convergence also ensures L1-norm convergence, which implies
E
[
vec(X>(L))>A vec(X>(L))
]
→ E [ vec(X>)>A vec(X>)] . (B.3)
A detailed derivation is outlined in the remarks after Lemma C.8. Together with Lemma C.9, we obtain
2piη
∣∣∣∣∣∣f(L)∣∣∣∣∣∣→ 2piη|||f |||. Putting pieces together, we have
vec(X>(L))>A vec(X>(L))− E
[
vec(X>(L))>A vec(X>(L))
]
− 2piη∣∣∣∣∣∣f(L)∣∣∣∣∣∣
converges in probability, and hence in distribution, to
vec(X>)>A vec(X>)− E [ vec(X>)>A vec(X>)]− 2piη|||f |||.
Thus, if we take L→∞ from both sides in (B.1), we obtain the final bound.
C Appendix: Additional Proofs of Technical Results
Lemma C.1. For any matrix A ∈ Cp×p and 0 ≤ q < 1, define ‖A‖q := max‖x‖q=1 ‖Ax‖q , where q
norm for vector is defined as ‖x‖q = (
∑p
i=1 |xi|q)1/q for any vector x of length p(Again, it is indeed a
norm iff q ≥ 1). Then
p
max
s=1
p∑
r=1
|Ars|q = ‖A‖qq.
Proof. First, for two vectors v1, v2 ∈ Cp, ‖v1 + v2‖qq ≤ ‖v1‖qq + ‖v2‖qq for 0 ≤ q < 1, since for scalars
x, y ∈ C, |x+ y|q ≤ |x|q + |y|q . Then let Ai be the ith column of A. Based on the definition of ‖A‖q ,
we have
‖A‖qq = max‖x‖q=1 ‖
p∑
i=1
Aixi‖qq
≤ max
‖x‖q=1
p∑
i=1
‖Aixi‖qq =
p∑
i=1
|xi|q‖Ai‖qq
≤ ( pmax
i=1
‖Ai‖qq)
p∑
i=1
‖xi‖q = pmax
i=1
‖Ai‖qq.
Noticing if we set x above as the indicator vector er, where r = argmaxi ‖Ai‖q , the equality holds, we
finish the proof.
Lemma C.2. For any matrix A ∈ Rp×p, and a positive constant , we could find a matrix E such that
A+ E has distinct eigenvalues and ‖E‖ ≤ .
Proof. Consider the Schur decomposition([Golub and Van Loan, 2012]) of A as A = QUQ† where Q is
an unitary matrix and U is an upper triangular matrix. Construct a diagonal matrix D with each element
less than  and make Ui,i + Di,i distinct. Set E = QDQ†, we have A + QDQ† = Q(E + D)Q†
with eigenvalues as Ui,i + Di,i, i = 1, . . . p which are distinct. By setting E = QDQ† and noticing
‖E‖ = ‖QDQ†‖ = ‖D‖ ≤  we complete the proof.
Remark. λmax(A) is continuous mapping from the set of p × p complex matrices to the set of real
numbers. Thus, we can always find perturbation ‖E‖ small enough to guarantee ‖A + E‖ < 1. To
quantify this, we can apply the result from Bhatia et al. [1990] for perturbation bound on potentially
non-symmetric matrices
|λmax(A+ E)− λmax(A)| ≤ 12‖A‖1−1/p‖E‖1/p. (C.1)
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Lemma C.3. For any j, k in Fn, the inner product between Cj and Sk can only have the following
forms:
(a) C>j Sk = 0
(b)
C>j Ck = 0 if |j| 6= |k|; C>j Cj =
{
1 if j ∈ {0, n2 }
1
2 otherwise
; C>j C−j =
{
1 if j = 0
1
2 otherwise
(c)
S>j Sk = 0 if |j| 6= |k|; S>j Sj =
{
0 if j ∈ {0, n2 }
1
2 otherwise
; S>j S−j =
{
0 if j = 0
− 12 otherwise.
Proof. We first state Lagrange’s trigonometric identities:
n∑
`=1
cos(`θ) =
n θ = 2kpi for some integer k− 12 + sin(n+ 12 )θ2 sin θ2 otherwise (C.2)
and
n∑
`=1
sin(`θ) =
0 θ = 2kpi for some integer kcos( 12 θ)
2 sin( 12 θ)
− cos(n+
1
2 )θ
2 sin θ2
otherwise
(C.3)
Now we consider a special case where we set θ = ωj = 2jpin , j ∈ Z. Here we relax j ∈ Fn to all integers.
After this relaxation, we can write ωj + ωk = ωj+k and ωj − ωk = ωj−k. Using (C.2) and (C.3), for
any ωj , j ∈ Z, and fixed n, we have the following identities
n∑
`=1
cos(`ωj) =
{
n if j ≡ 0 (mod n)
0 otherwise
, (C.4)
n∑
`=1
sin(`ωj) = 0. (C.5)
Now we prove (a), (b) and (c).
(a) For any j and k in Fn, (C.5) implies
C>j Sk =
1
2n
n∑
`=1
[sin(`(ωj + ωk))− sin(`(ωk − ωj))]
=
1
2n
[
n∑
`=1
sin(`ωj+k)−
n∑
`=1
sin(`ωk−j)
]
= 0
(C.6)
(b) For any j, k ∈ Fn,
C>j Ck =
1
2n
(
n∑
`=1
cos(`ωj+k) +
n∑
`=1
cos(`ωj−k)
)
(C.7)
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For the case j = k or j = −k, we have
C>j Ck =
1
2n
(
n∑
`=1
cos(`ω2k) +
n∑
`=1
cos(`ω0)
)
. (C.8)
(C.2) implies that if j ∈ {0, n2}, (C.8) is 1. In other cases, 0 < 2k < n, (C.4) implies that∑n
`=1 cos(`ω2k) = 0 which further shows that the right hand side in (C.8) is 1/2.
For the other cases, since −n < j + k < n and −n < j − k < n, j + k 6≡ 0 (mod n) and
j − k 6≡ 0 (mod n), the right hand side in equation (C.7) becomes 0.
(c) for any j, k ∈ Fn,
C>j Ck + S
>
j Sk =
1
n
n∑
`=1
cos(`ωj) cos(`ωk) + sin(`ωj) sin(`ωk) =
1
n
n∑
`=1
cos(`ωj−k) (C.9)
If k = j, the right hand side in (C.9) is 1 and in other cases, the right hand side is 0. Then plugging
in the value of C>j Ck listed in case (a), we complete our proof for case (c).
Lemma C.4. ‖QFn‖ = 1 where
QFn =

C>−[n−12 ]
S>−[n−12 ]
...
C>[n2 ]
S>[n2 ]

(C.10)
and each Cj , Sj , j ∈ Fn follow the definition in (2.4)
Proof. Since row permutation does not change the L2 norm of a matrix, we can stack rows in QFn such
that Sj , Cj , S−j , C−j appear adjacently, if there exists such a pair {j,−j}. Then ‖QFn‖ = ‖Q>Fn‖ =√
λmax(QFnQ
>
Fn
). Lemma C.3 implies that QFnQ
>
Fn
can only be block-wise diagonal with three pos-
sible blocks:
B1 =
[
1 0
0 0
]
, B2 =

1
2 0
1
2 0
0 12 0 − 12
1
2 0
1
2 0
0 − 12 0 12
 , B3 = [ 12 00 12
]
.
HereB1 corresponds to the block formed withC0, S0,B2 corresponds to the block formed ofCj , Sj , C−j , S−j , j 6=
0 and B3 corresponds to the block formed of single j: Cj , Sj . It can be checked that ‖Bi‖ ≤ 1 for
i = 1, 2, 3. It follows that ‖QFn‖ =
√
λmax(QFnQ
>
Fn
) ≤ max3i=1 ‖Bi‖ = 1, completing our proof.
Lemma C.5.
‖Cov(vec(X>), vec(X>))‖ ≤ 2pi|||f |||,
where |||f ||| = ess supω∈[−pi,pi] ‖f(ω)‖.
Proof. The proof follows from Proposition 2.3 in Basu and Michailidis [2015].
Lemma C.6. For any matrix Ap×m, the time series Yt = A>Xt satisfies
|||fY ||| ≤ ‖A‖2|||f |||.
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Proof. The autocovariance function of the time series Yt can be written as
ΓY (`) = Cov(A>Xt, A>Xt−`) = A>ΓX(`)A, (C.11)
which immediately leads to
fY (ω) =
∞∑
`=−∞
A>ΓX(`)Ae−iω` = A>f(ω)A. (C.12)
Thus for any ω ∈ [−pi, pi], ‖fY (ω)‖ ≤ ‖A‖2|||f |||. Taking supremum over ω on the left side completes
the proof.
Lemma C.7. For stationary linear processes Γ(`) is well defined, and Assumption 3.1 holds.
Proof. Since (
∑n
i=1 |ai|)2 ≥
∑n
i=1 a
2
i , we have
∞∑
`=0
‖B`‖F ≤
∞∑
`=0
∑
1≤i,j≤p
|B`,(i,j)| <∞.
Then by equivalence of norms, it follows that
∞∑
`=0
‖B`‖ <∞. (C.13)
Noticing for h > 0, Γ(h) = Γ>(−h), we have ‖Γ(h)‖ = ‖Γ(−h)‖ for h ≥ 0. Therefore,
∞∑
`=−∞
‖Γ(`)‖ ≤ 2
∞∑
`=0
‖Γ(`)‖ = 2
∞∑
`=0
‖
∞∑
t=0
Bt+`B
>
t ‖
< 2
∞∑
`=0
∞∑
t=0
‖B`+t‖‖B>` ‖ = 2
∞∑
t1=0
∞∑
t2=0
‖Bt1‖‖Bt2‖ = 2
[ ∞∑
t=0
‖Bt‖
]2
<∞.
(C.14)
Lemma C.8.
lim
L→∞
E
[
‖vec(X>(L))− vec(X>)‖2
]
= 0,
whereXn×p = [X1 : . . . : Xn]> is a n×p data matrix with n consecutive observations from a stationary
linear process defined in (4.1).
Proof. Since
‖vec(X>(L))− vec(X>)‖2 =
n∑
t=1
‖Xt −X(L),t‖2,
it suffices to show that limL→∞ E
[‖X(L),t −Xt‖2] = 0 for any given t ∈ {1, . . . , n}. It follows that
‖X(L),t−Xt‖2 =
∞∑
`1=L+1
∞∑
`2=L+1
ε>t−`1B
>
`1B`2εt−`2 ≤
∞∑
`1=0
∞∑
`2=0
‖B`1‖‖B`2‖‖εt−`1‖‖εt−`1‖. (C.15)
Since each coordinate of εt has finite second moment (1 to be precise), we let E‖εt−`1‖ = cε < ∞.
Then the expected value of right part in (C.15) is
c2ε
∞∑
`1=0
∞∑
`2=0
‖B`1‖‖B`2‖ = c2ε(
∞∑
`=0
‖B`‖)2 <∞,
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where the last inequality was established in the proof of lemma C.7. Then we apply dominated conver-
gence theorem to show that
E
[‖X(L),t −Xt‖2] = ∞∑
`1=L+1
∞∑
`2=L+1
E
[
ε>t−`1B
>
`1B`2εt−`2
]
=
∞∑
`=L+1
E
[
ε>t−`B
>
` B`εt−`
] ≤ c2ε( ∞∑
`=L+1
‖B`‖)2,
because
∑∞
`=0 ‖B`‖ <∞, above goes to zero when L→∞.
Remark. The above convergence argument immediately implies several useful results,
1 vec(X>(L))
P→ vec(X>)
2 For any real matrix Anp×np,
lim
L→∞
E
[
vec(X>(L))>A vec(X>(L))
]
= E
[
vec(X>)>A vec(X>)]
This is because∣∣∣E [vec(X>(L))>A vec(X>(L))]− E [vec(X>)>A vec(X>)]∣∣∣
≤
∣∣∣E [vec(X>(L))>A(vec(X>(L))− vec(X>))]∣∣∣+ ∣∣∣∣E [(vec(X>(L))− vec(X>))>A vec(X>)]∣∣∣∣ .
(C.16)
Applying Cauchy-Schwarz inequality to the first part in second line of (C.16), we get∣∣∣E [vec(X>(L))>A(vec(X>(L))− vec(X>))]∣∣∣2
≤ ‖A‖E
[
‖vec(X>(L))‖2
]
E
[∥∥∥(vec(X>(L))− vec(X>))∥∥∥2] .
In addition, from Lemma C.8, we have E
[
‖vec(X>(L))‖2
]
→ E [‖vec(X>)‖2] and
E
[
‖
(
vec(X>(L))− vec(X>)
)
‖2
]
→ 0. This implies that the first part in second line of (C.16)
converges to zero when L goes to infinity. A similar argument ensures that the second part in
second line of (C.16) goes to zero as well, completing our proof.
Lemma C.9. limL→∞
∣∣∣∣∣∣f(L)∣∣∣∣∣∣ = |||f |||.
Proof. Let Γ(L)(h) and f(L)(ω) be the autocovariance function and spectral density of the truncated
process X(L),t. We list expressions for Γ(L)(h) and Γ(h) in order to make a comparison later where we
focus on the case h > 0 (as pointed before, Γ(h) = Γ>(−h) for h > 0)
Γ(h) = EXtX>t−h = E
( ∞∑
`=0
B`εt−`
)( ∞∑
`=0
B`εt−h−`
)>
=
∞∑
`=0
B`+hB
>
` ,
and
ΓL(h) = EXtX>t−h = E
(
L∑
`=0
B`εt−`
)(
L∑
`=0
B`εt−h−`
)>
=
L−h∑
`=0
B`+hB
>
` ,
which indicates ΓL(h) = 0 if h > L.
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Now we show that ‖Γ(L)(h)− Γ(h)‖ goes to zero with L→∞. Since we consider L goes to inftty,
we assume L > |h|. Without losing generality, for any given positive integer h,
lim
L→∞
‖Γ(L)(h)− Γ(h)‖ = lim
L→∞
∥∥∥∥∥
∞∑
`=L−h+1
B`+hB
>
`
∥∥∥∥∥
≤ lim
L→∞
∞∑
`=L−h+1
‖B`‖‖B`+h‖
≤ lim
L→∞
( ∞∑
`=0
‖B`‖
)( ∞∑
`=L+1
‖B`‖
)
= 0.
The last equality comes from the fact that
∑∞
`=0 ‖B`‖ < ∞. Considering the relation that Γ(h) =
Γ>(−h), for h < 0, following also holds:
lim
L→∞
‖ΓL(h)− Γ(h)‖ = 0. (C.17)
Based on the expression of Γ(h) and ΓL(h), we have
max
{ ∞∑
h=−∞
‖Γ(h)‖,
∞∑
h=−∞
‖Γ(L)(h)‖
}
≤ 2(
∞∑
`=0
‖B`‖)2 <∞,
which in turn implies
∞∑
h=−∞
‖Γ(L)(h)− Γ(h)‖ ≤ 2(
∞∑
`=0
‖B`‖)2 <∞. (C.18)
Therefore, by dominant convergence theorem,
lim
L→∞
ess sup
ω∈[−pi,pi]
‖f(L)(ω)− f(ω)‖ ≤ lim
L→∞
∞∑
h=−∞
‖Γ(L)(h)− Γ(h)‖
=
∞∑
h=−∞
lim
L→∞
‖Γ(L)(h)− Γ(h)‖ = 0,
Finally
lim
L→∞
∣∣∣∣∣∣∣∣f(L)∣∣∣∣∣∣− |||f |||∣∣ = lim
L→∞
∣∣∣∣∣ ess supω∈[−pi,pi] ‖f(L)(ω)‖ − ess supω∈[−pi,pi] ‖f(ω)‖
∣∣∣∣∣
≤ lim
L→∞
ess sup
ω∈[−pi,pi]
‖f(L)(ω)− f(ω)‖ = 0,
which completes the proof.
D Appendix: Additional Table and Graphs
This section contains a table on precision, recall and F1 measures of the three different types of threshold-
ing methods in selecting the non-zero entries of the spectral density matrices of VMA and VAR models
of different dimension using different sample sizes. The simulation settings are described in Section 5.
We also present enlarged images of the adjacency matrices of coherence networks obtained using
adaptive lasso thresholding and shrinkage methods on the real data analysis in Section 6. These images
contain names of brain regions so that interesting strong connectivity patterns between regions can be
identified easily.
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Figure 3: Heat map of absolute coherence matrix (at frequency 0) estimated using adaptive lasso thresh-
olding of averaged periodogram.
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2031 ctx−rh−supramarginal −−−−−−−−−−
2032 ctx−rh−frontalpole −−−−−−−−−−−
2033 ctx−rh−temporalpole −−−−−−−−−−−
2034 ctx−rh−transversetemporal −−−−−−
2035 ctx−rh−insula −−−−−−−−−−−−−−−
Figure 4: Heat map of absolute coherence matrix (at frequency 0) estimated using diagonal shrinkage of
averaged periodogram.
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