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Rbstract: Networks of queues are important models of multiprogrammed 
and time-shared computer systems. We consider the computational 
aspects of a class of networks studied by Baskett, Chandy, Muntz, and 
Palacios [BCMF'75] . lltJe find that the computations J algorithms employed 
by Chandy, Herzog, and Woo LCHW75] for closed queueing networks with 
different classes of customers without class switching can be easily 
extended to networks which do al1 aw customers to switch class. 
Expressions derived for the throughput of a queue are exceedingly 
simple. 
(1) Work reported herein was supported in part by NSF Grant GJ-41289. 
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Introduction 
lUe will consider a class of closed queueing networks studied by 
[BCI1P75] . Our objective is to present clear, concise, and 
computationally efficient algorithms for the calculation of: 
(1) the "norma 1ization constant", 
(2) the marginal queue length distribution, 
(3) server utilizations, 
C4) the throughput and mean response tor waiting) time of each 
service center, and 
(5) the queue length distribution at arrival. 
LUe will present these al gorithms for closed networks with only one 
class of customers first and then show how they can be extended to 
multiple job class networks. This paper draws heavily on the ideas 
and results of [CHW75] and may in fact be viewed as an attempt to 
clarify and extend many of these ideas. 
Network Description (Single Customer Class) 
This section presents notational conventions employed in specifying 
the closed queueing network model. The general model consists of a 
finite number, M, of service centers indexed 1,2,...,M and a finite 
number, N, of customers. (We will use the words service center, 
station, and queue interchangeably). The movement of customers in the 
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network is governed by an M x M transition matrix P ~ [pijj where Pij 
is the probability of a customer, after completing service at service 
center i, will next move to service center j. The states of this 
network are M-tuples (n,,n£,- - -,n^,...,n^) where n^ is the number of 
customers at service center 0<ni<N, 1<i<t1. The state is termed 
feasible if in addition 
M 
E n i = N 
i=1 
We wi I 1 denote a feasibl e state by n = (n, , n 2 n^, . . . , n^) and the 
set of all feasible states by 
M 
S(N,li) = { (n1 , n ; n M) | 0<ni<N for 1<i<M and E n ; = N} 
i=1 
Note that the transition probabilities are independent of the state of 
the network. Let (U) denote the mean service rate of service center 
i when there are k (=1,2 N) customers at that service center. 
Each service center is further characterized by its service 
discipline. The following service center types are permitted: 
(1) Single server, First-Corne-First-Serverd (FCFS) queueing 
discipline, and exponential service time distribution. 
(2) Single server, Processor Sharing (PS) queueing discipline (i.e. 
when there are n customers in the service center, each customer 
is receiving service at a rate of 1/n sec. per sec.). General 
service time distributions are permitted under the restriction 
that they have rational Laplace transforms. 
(3) Infinite servers (IS), so that no customer waits for service. 
General service time distributions are permitted under the 
restriction that they have rational Laplace transforms. 
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(4) Single server, Last-Come-First-Served Preemptive Resume (LCFS) 
queueing discipline. General service time distributions are 
permitted under the restriction that they have rational Laplace 
transforms. 
Note: multiple server stations can be modelled using load dependent 
service rates. For-example, a station with n servers can be modelled 
as a service center with a load dependent service rate given by 
kitiCD if k < n 
Mi(k) = J 
[ ruti (1) if k > n 
Joint Probability Distribution [Single Customer Class) 
Let p(n 1 , n 2 , . . . , be the probability that the system is in state 
(n,,n 2,...,n M) which is assumed to be a feasible state. In [BCMP7S] 
it is shown that for closed queueing networks with service centers of 
types 1, 2, 3, or 4, the equilibrium state probabi 1 ities have the 
product form: 
1 M 
p(n. , n 2 , . . . , n M) = TT fj (n^ 
G CN) i=1 
where 
M r u ) 
^ f service center i 
IT M I C J ) 
3=1 
is of type 1 , 2, or 4 
Hi 
ru! 
if service center i 
is of type 3 
Hi 
(1) 
( 2 ) 
G(N) is the normalizing constant defined so that all the 
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'?>:-;uJ ibrium state probata 1 ities sum to 1, 
and 
j 1 < i < H are solutions to the folI owing set of M 
linear equations: 
M 
ej = E e i P i , - , j=r,2,...,M 
i=1 
(Note that the set of numbers e^ are unique up to a multiplicative 
constant). The normalization constant G(N) must be evaluated in order 
to obtain numerical values of the state probabi1ities, Unfortunately, 
if G (N) is computed by application of its definition, the computation 
will grow combinatorial 1y with the number of states. For this reason 
alternate methods have been devised to evaluate the normalization 
constant G(N). 
Computation of G (N) (Single Customer Class) 
We will now develop an efficient iterative algorithm for the 
computation of the normalization constant G(N) introduced by [BUZ71, 
BUZ73]. The algorithm actually computes the entire set of values 
G (1) , G (2) , . . . ,G(N). 
The first step is to note as above that the equilibrium state 
probabilities must sum to 1. Hence, 
1 = E , n 2 , . . ., n M ) 
neS (N, ti) 
1 M 





G(N) E IT fi (rii) (3) 
QFS(N,M) i=1 
In order to derive the-algorithm, we define an auxiliary function 
identical to [BUZ73]. Let 
m 
G m(n) = Z n fi (nj (4) 
neS(n,nO i=1 
Note that G(N) as defined by (3) is equal to G|-j(N) and, in fact, G^ (n) 
= G(n) for n=D,1,...,N. Hence, observe that G M(n) is the 
norma 1ization constant for a closed network with n customers. Now for 
m > 1, 
m 
G m(n) Z TT F i Cnj) 
neS[N,M) i=1 
n m 
S ( Z IT F I ( N I ) ) 
j=0 neS(n,m) i-1 
nm=j 
n m-1 
z f mCj) • z n fjCnj) 
j — 0 n£S(n-j ,rn-1) i=1 
Z f m(j) (n-j) (5) 
j=0 
We then see that to compute G ^ G O , n=0,1,...,N we must first compute 
i (j)j j =0,1,...,n. The iterative computation (5) must be 
initialized by computing G« (n), n=0,1,...,N. But this follows easily 
from the defining relation (4), i.e., 
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i 
G, (n) = £ H fj ( n i ) 
neS(n, 1) i=1 
E fiCn) 
QE{Cn)} 
= f,Cn) for n=Q,1,. . . ,N (S) 
The iterative relationship defined by (5), together with the initial 
conditions specified in (6), completely defines the algorithm to 
compute G m(n) and hence G M(N). 
Notice that the sum in eq. (5) is similar to a discrete case 
convolution. LUe will exploit this idea in order to obtain a compact 
notational device for the algorithms yet to be presented. We define a 
"convolution" between two L+1 dimensional vectors 
R = (R(D) , R (1) FKL)) and B = (B (0) , 8 (1),..., B (L)) 
as an L+1 dimensional vector 
C = (0(0,0(1), . . . ,C(L)) 
where 
n 
0 (n) = E R (j) B(n-j) for n=0,1 L 
0=0 
and denote the vector operation as *. Thus, 
C = R * B. 
a 
Next, we wilt cast equations (5) and (6) into our new notation. We i 
define an f\!+1 dimensional vector ; 
fi = (£ i(0),f i(1),... ff iCN)) i 
where f^ (0) is given by (2) . LUe define M vectors ; 
G, , G 2 , ... , G m • 
each of dimension N+1 where I 
G, = (G, CO) ,G, C1) ( . . . ,G, (N)) ' 




Ccf. eq. (5)). 
Marginal Queue Length Distribution (Single Customer Class) j 
LUe will now cover the computation of the marginal queue length 
distribution. Let Pi(n) be the marginal probability that there are n ! 
customers at service center i. Thus, for n=Q,1,...,N, j 
! 




and G m = f m * G m _ , for m=2,3,...,h 
i 
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E p(n 1 , . . . . H j _ j , n , n i + 1 , . . . , n M ) 
n t + - - • +nj + n+n i + 1 +• • • + nf--j=N 
fi(n) M 
E TT f k(n k) C7) 
G CN) k=1 
M k*i 
E nj = N-n 
nj>0, 2=1,2 M 
Before proceeding tue redefine our auxiliary function in order to 
delete a specific service center from attention, i.e. let 
m 
G;n(n) = E TT ffc Cn^) (6) 
m 
E nj=n k^i 
nj>0 } j=1 ,2 m 
Note carefully that this and the previous definition of the auxiliary 
function (4) are related by M K 
G M-i(n)
 = G,.u,(n) = G M(n) for n=0,1 N 
Now substituting our new auxiliary function definition (8) into [7) uie 
arrive at 
M n ) i 
Pi (n) = — GttCN-n) for n=0,1 N (9) 
G(N) 
llJe can readily see that in order to compute the marginal probability 
distribution uje need a procedure to evaluate the auxiliary function 
(3). 
1 0 
Fortunately, a simple recurrence relation for computing (3) exists. 
The derivation of this formula uses the fact that the marginal 
probabi1ities must sum to 1. Rssurne that the closed queueing network 
has a fixed number of customers, K, K=0 ,1 , . . . , IM. Then 
K . . .. ! 
1 = Z pi (n) for any i, 1<i<M ! 
n=0 
K fi(n) i 
= Z G N(K-n) 
n=0 G CK) 
and 
K i 
G(K) = Z f i (n) G„CK-n) (10) 
n=0 
i K i 
« f i Co) G M ( K ) *Z fjCn) G M ( K - n ) k=1 , 2 N 
n=1 
Noting from eq. (2) that f i CO3 = 1, the desired recurrence relation 
becomes 
i K i 
G M O O = G ( K ) -Z f i (n) G M [ K - n ) (11) 
n=1 
Notice that (11) is a recurrence relation in K. The values of 
Gm(K) 
are computed recursively starting with K=1 and the initial condition 
derived from eqns. (3) and (10): 
1 = G(0) = fi (0) GM(0) = Gfl(O) 




which are required in eq. (9) . 
Service Center Utilization (Single Customer Class) 
Let Ui be the fraction of time service center i is busy. This is 
easily computed once we realize that the utilization of a service 
center is just the probability that it is active, i.e. that there are 
one or more customers at the service center. Hence, 
N 
Ui = E P i ( n ) 
n=1 
= 1 - PI COD 
fi COD i 
= 1 - GM(N) 
G(N) 
G m CND 
= 1 -
GCND 
Throughput and Mean Waiting Time (Single Customer Class) 
Let TPUTi be the throughput of service center i, i.e. the rate at 
which customers get serviced and leave the service center. We have 
two cases depending upon the service center type: 
ror "type 1,2, or 4 : 
N 
TPUTi = E P i ( n ) M i ( n ) 
n=1 
N fi(n) i 
E G MCN-n) Mi (n) 
n=1 GCN) 
N e i f d Cn-O j 
E GM(PJ-n) Mi(n) Ccf. eq. 2) 
n=1 j^CrO GCN) 
e j N i 
E f i C n - 1 ) GHCN-n) 
GCN) n=1 
b l N-1 > 
s f i C j ) gmCN-1-j) 
GCN) j = D 
GCN) 
For a type 3 service center: 
N 
TPUTi = E P iCn) n n s 
n=1 
G CN—1) (cf. eq. 10) 
N fj Cn) i 
= E GMCN-n) n Mi 
n=1 GCN) 
N e i f i ( n - 1 ) i 
= E G M(N-n) n ^ 
n=1 nui GCN) 
1 3 
N i 
= E fi(n-1) G h(N~n) 
G(N) n=1 
B j N-1 i 
= E fi(j) G M(N-1-j) 
G(N) j=0 ... - - -
= G C M - 1 ) 
G(N) 
the same expression for throughput regardless of 
type. 
the mean waiting time of service center i, i.e. the 
customer spends at service center i (queueing time plus 
This can be determined using Little's formula [LITS1], 
Wi = r>i / Xj 
where r^ is the average number of customers at service center i (i.e. 
the mean queue length) and Xi is the average arrival rate at service 
center i, when the system is in equilibrium. But the throughput of a 
service center is equal to the arrival rate to that service center if 
the system is in equilibrium. Hence, = TPUT-; for i = 1 , 2, . . . , M. 
Also, n-; may be computed as 
N 
ni = E n pi (n) 
n=1 
Therefore, J i = n^/TPin^. 
Hence, we have 
service center 
Let LUi be 
average time a 
service time). 
Queue Length Distribution (Sing! e Customer Class) 
Let Oi (n) be the probability that n-1 customers are already queued 
(or in service) at station i on the arrival of the nth customer 
(n-1,2,..., N) . In order to determine Q^(n) we first find the net rate 
at which customers enter the ith queue when there are n-1 customers 
already there. Let 
Qij = (n, , n 2 J...,ni~1,...,nj+1,...,n M) 
and 
n = (n , , n 2 , n i n j nM ) -
be feasible states with i^j. The net rate at which the system 
transits from state n^j to state n due to a customer arriving at 
station i after finishing service at station j is: 
p(nio> Mo Cnj+1) P i j 
1 
= f, (n,) • • • f j (n i-1) • • • fj (nj+1) • • • fn (n M )u j (nd + 1 ) P i J 
GCN) 
1 ej 
f , ( n , ) - - f i ( n i - 1 ) fj Cnj) • • fMCnM ) A j C nd + "H P u 
GCN) UjCnj+1) 
1 
f t (n,) • • • fi ( n ^ l ) • • • f0-(nj) • • • f h ( n M ) ej pj/ 
GCN) 
Defining the filter function 
f 0 if n = 0 
P (n ) = 
[ 1 otherwise 
the total net rate at which state n is entered due to an arrival at 
queue i becomes 
1 5 
M 
ri(n) = E p(Gij)i{j (nj+1)pj ip(ni) + p (n) Ui (r^ ) Pi j 0 (nj) 
M 1 
E f iCn 1)---f i(n i-1)---f JCn J0--..f M(n r i)ejp j ip(n i) 
j=1 GCN) 
1 e, 
+ M n i ) f i (rij-1) • • • fj (nj) • • • f M(n M)Mi ( n ^ p i i P t n ^ 
G(N) m C n i ) 
p C n J M 
f, (n,) • • • fi (rij-D • • • fj Crij) - • • f M ( n M ) E ej 
G(N) j=1 
P(rii) 
f , (n,) • • • f i (rii-1) • - - fj (rij ) • • • f M ( n h ) e s 
G(N) 
We can now derive the conditional probability of a transition into 
state n by the addition of one customer in queue i. This is 
accomplished by computing the frequency of such transitions over a 
time interval of length T. Let Yj be the number of transitions into 
state n by adding a customer in queue i during the interval T, Then 
by the definition of rate 
Yi = ri(n) T 
Note that since the choice of the ith queue in the previous 
derivations is completely arbitrary, the total number of transitions 
into state n is simply obtained by summing over all possible 
transitions into state n from any queue. Thus the (relative) 





E Y j 
j=1 
Therefore, if we define Gjj (n) "to be the probability of entering state 
D adding one customer to queue i we get 
Yj 




^i(n) T ^ ( Q ) 
- 1 irn = I im 
T-*» M T-** M 
E r j (n) T E r0- (n) 
Let us define (n) as the net rate at which customers enter queue 
i when there are n-1 customers already present there, without imposing 
any restriction upon the population of the other queues (other than 
insuring having a feasible state). 
The state n in the previous derivations is really one of many 
states satisfying the constraint that there are n customers at queue 
i. Therefore, we can repeat the computation of the rate r^(n) for any 
state n such that 
M 
D e { ( n , , n 2 , . . . , n i s . . . , nM) | E nj N-n ) 
5-1 
Evidently any one of these rates is a component of ^ ( n ) , so that we 
can write: 
1 7 
i?i (n) = S r i 
D E { ( n 1 , . . . J n i > . . . , n M ) j 
M 
E nj = N - n} 
3=1 
1 
E f 1 (n,) f a (n 2) • • • f i (rt-1) • • • f M ( n M ) 6j 
n GCN) 




E f, Cn,)•-•f i_i(n L_j)f i + 1 ( n i + 1)- -•f M(n M) 




e.fi ( n - 1 ( N - n ) 
G(N) 
fi(n)G^(N-n) f± Cn-1) 
Ccf. eq. 3) 
GCN) f i (n) 
fiCn-1) 
Pi Cn) ei 
fiCn) 




= pi(n) MiCn) 
Now we can repeat the argument used to compute p^(n) . If we define 
z^Cn) as the number of customers entering queue i when n-1 customers 
are already there, during the interval - of length T we have 
Zj(n) = T Cn) 
Evidently the total number of customers joining station i in time T 
will be 
N N 
Zi = Z Zi Cn) = T Z i?i(n) 
n=1 n=1 
Therefore, the frequency cq^  Cn) with which a customer joins queue i 
when there are already n~1 customers there will be 
Zi Cn) T pi Cn) 
CQi Cn) = 
Zi N 
T E e i ( k ) 
k=1 
Thus the required probability QiCn) is: 
T ^i Cn) 







and using the definition of pi Cn) we can finally write 
Pi Cn) p i Cn) Mi Cn) 
Qi(n) = 
INi N 
£ P i Ck) £ P i Ck) MiCW 
k=1 
CNote that for type 3 service centers 4j (n)=nMi. Also, the quantity 
1 9 
Qi (n) may be. bettor understood as the distribu tion of customers at 
arrival to type 3 centers). 
Extensions to Multiple Customer Classes 
We u.ii 1 7 now demonstrate that the above methods can be easily 
extended to closed queueing networks with multiple custoner classes. 
We restrict our attention initially to closed networks which do not 
allow customers to change class membership. in a subsequent section 
we show that these methods are easily exiended once again to handle 
networks which permit customers to change class. The first order of 
business is to extend our notation to describe closed queueing 
networks with multiple job classes. 
Network Description (Multiple Customer Class.) 
The general model consists of a finite number M of service centers 
arid a finite number R of customer classes-. Each class has a finite 
number N r , r=1,2,...,R, of customers. In addition, associated with 
each job class is a routing probability matrix p^- (r) , L, j=1 , 2 , . . . , M 
and r=1,2,...,R. To be explicit, Pij (r) is the probability that a 
customer of class r, after completing service at service center i. 
will next move to service center j. The states of this network are 
given by the vector n^) where n i 5 i=1,2,...,M, is the state 
of service center i. n^ is another vector given by (n A,,n L 2 , . ..,ni R) 
2 0 
where n i r , r=1,2,...,R, is the number of class r customers at service 
center i. The state (n, , n'g, . . . , n K) is termed feasible if in addition 
il 
E n i r = N r and n i r > 0 for r=1,2,...,R 
i=1 
liJe will denote a feasible state by n = (n t, n 2 , . . . , r^ j) and the set of 
all feasible states by 
S ( N 1 f N a N R,M) = { C Q 1 f Q e On) [ 0 < n i r £ N r for1<i<M, 
ti 
1<r<R and E n i r = N r for 1<r<R} 
i=1 
Note that the transition probabilities are again independent of the 
state of the network. Each service center is further characterized by 
service disciplines identical to those previously described. 
Rgain multiple servers will be modelled using load dependent 
service rates. The general service time distributions for service 
center types 2 to 4 are required to have rational Laplace transforms. 
Joint Probability Distribution (Multiple Customer Class) 
Let p (n,,n s,...,n^) be the probability that the system is in state 
(QijQ2>•••jDm) which is assumed to be a feasible state. In [BCMP7S. 
MUN753 it is shown that for closed queueing networks with service 
centers of types 1,2,3, or 1, the equi1ibrium state probabi1ities have 
the product form: 
1 M 
p(Qi . D a , . . -, n M ) = TT fi(n^) 
G C N ^ N e ^ . ^ N r ) i-1 
2 1 




r=1 n i r! 




r=1 n i r ! 
•ir 
Mir 
1 i r 
n; i r 
if service center i is 
of type 1,2, cr 4 
(12) 
if service center i is 




"i = ^ nir 
is the mean service time of class r customers 
at service center i 
li 
e J r = E e i r Pij(r), j=1 , 2 M and r=1 , 2 R 
i=1 
and G (N1 , IM£, ., . , is the normal ization constant obtained by summing 
all f easible state probabili ties in the network model and 
equating the sum to 1. (Note that the set of numbers e j a r e 
unique up to a multiplicative constant), fls before the efficient 
computation of the normalization constant is essential . 
Computation of G(N,,No Np) 
The normalization constant is obtained by summing all feasible 
states of the network and equating the sum to 1, i.e., 
2 2 
fi 
G C N l J N a p . . . , W R ) E TT M o i ) 
• eS(N, ,N 2 j .. .N R iM) i=1 
M 
= E TT f i ( n ^ , n i 2 , . . . , n i R ) (13) 
• ES (!M, j .N2, . . . ,N R,M) 1=1 ._. . . 
fls before we define an auxiliary function 
m G
m C n [ ,n 2, . . . , n R) Z TT f t (nj., , 2 , . . . , Hi R ) (14) 
n e S ^ , n 2 , . . . , nR,rn) i=1 
Mote that G(W,,N 2 N R ) as defined by (13) is equal to 
G|-j(M1 ,N 2 j • • • ,Nr) . To derive the computational procedure, we start 
from eq. (14): 
m 
G m ( n 1 , n S l . . . , n R ) Z TT f i (nj,, n i 2 , • • ., n i R ) 
OeS(n 1,n a,...,n R jm) i=1 
n R n 2 n, m 
Z ••• H E ! E TT f i (n^, , n^ o, . . . , n j R ) 
v R=0 v 2=0 v ^ O o s S f ^ , n s , . . . , n R , m) i=1 
n
m r
v i » n m 2 = v 2 J .. ., n„ l R=v R 
n R n 2 r^ m-1 
Z ••• E E f m(v,,v 2, . . . ,v R) E TT f i ( n n , n i 2 > . . . n i R ) 
V R = Q V 2=0 v t=0 neS(n,-v,,n 2-v 2, i=1 
. . . , nR-vR,rn-1) 
N R RI2 n, 
= E • • • E E f m ( v 1 l v a , . . . l V R ) G r a . i ( n r U | I n 2 - v a n R - v R ) (15) 
v R=0 v 2=0 Vj=0 
To compute G m (n, , n 2 , . . . , n R) , n r=0 , 1 , . ..,N r, r=1 , 2,. . . , R, uie must first 
compute G m_,(n,,n 2,...,n R), n r=0, 1,...,N r, r=1, 2,...,R. The iterative 
computation (15) is initialized by setting 
f 1 if n,=n 2=-•-=n R=0 G 0 Cn! , n 2 n R) = I { 0 else 
The iterative relationship defined by (15), together with the initial 
compute G m(n,, n 2 , . .. , n R) and hence G M (IM,, ,. . . , N R ) . 
In Tight of eq. (14) the discrete case convolution presents itself 
again. In this case we define the convolution of R dimensional 
arrays. The structure of each array is as follows: the first 
component ranges over the values from 0 to IM, , the second component 
ranges over values from 0 to N s and the Rth component ranges 
over values from 0 to N R . Rs an example consider a 2 customer class 
model (R=2) with I\!,=3 and N 2=4. The structure of the arrays is: 





l(Je define a convolution between two R dimensional arrays 
R and B 
of the same component lengths as an array 
C 
with the same dimension structure as 
R or 8 
The elements of the product array are as foil onus: 
n R n 2 n, 
C(n t , n a , . . . ,n R) ••• E E R(v, „ v 2 , . . . , v R ) B (n,-v,, . .. , n R - v R ) 
v r=G V 2=0 V,=0 
We represent the convolution as 
2 4 
C = A * B 
We will now rewrite eqns. (14) and (15) in our new notation. 
First we define an R dimensional array 
- » 
fi 
with component lengths 1^+1, N a + V, ... , Nr+1 and whose elements are 
respectively f i (v, , v 2 , , .. , v R), v r=0,1 , . . . , IMr , r=1,2,...,R, and 
fi(-,•,...,•) is defined by eq. (12). To illustrate this take the 






0 1 2 3 4 
fi (0,0) fi (0,1) fi (0,2) fi (0,3) fi (0,4) 
fi(1,0) fi(1,1) fi(1,2) fi(1,3) fi(1,4) 
f i (2,0) f i(2,1) i i(2,2) f i(2, 3) f i(2, 4) 
fi (3,0) f i(3,1) fi(3,2) fi(3,3) f j (3,4) 
Next we define M+1 arrays 
G o ? Gi g m 
each R dimensional where G 0 is defined by eq. (16) and 
G m ~ fm * Gm-1 for rn=1, 2 ,.. . ,M (cf. eq. 15) 
2 5 
Notice that the normalization constant 
G(N 1 ,N 2 > . . . ,N r) = G M ( N , ,N a, . . . ,N R) . 
Marginal Probability (Multiple Customer Class) 
Let pj(n 1,n 2,...,n R) be the marginal probabiity of finding n r 
customers of class r, r=1 , 2 , . . ., R at station i. Thus, 
pi(n, , n 2,...,n R) 
QESCN, ,IM2J . . . ,IMR,M) 
Di (n, , n 2 , . . . , n R ) 
M fjCQj) 
£ f i(S) TT 
n GS(N,,N 2 N r,M) j=1 G (W, , W 2 , . . . , NR) 
Di = S 
fi(S) M 
H F J C D J ) (1 T ) 
GCN 1 ,N a N r ) neSCN, ,N a,. . . ,N R,M) j=1 
Di ™ S j^i 
Now we redefine our auxiliary function again in order to delete a 
specific service center from attention, i.e. let 
i M 
G M ( N 1 - n 1 , N 2 - n 2 , . .. ,N R~n R) = £ H f j C n ^ ) (18) 
heS (N, , N 2 , . . . ,N r,M) j=1 
Di = S 
Substituting our new auxiliary function definition (18) into (17) we 
arrive at 
fi(n,,n a,... , n R) i 
Pi Cn, , n 2 n R ) « G M(N,-n,, [\l2-n2 Mr~h r) (1 9) 
G ( N 1 > N a i . . . , N R ) 
Hence, a procedure to evaluate the auxiliary function (18) is required 
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:l i i order to compute the marginal probability distribution. 
Again we are fortunate that a simple recurrence relation for 
computing (18) exists. The derivation of the algorithm follows from 
the fact that the marginal probabi 1 ities must sum to 1. UJe have 
N 2 N, 
1 = E • • • E £ p i ( n , , n 2 , . . . , n R ) 
arid 
n R=0 n 2=0 n,=0 
Nc N 2 N , 
G ( N , , N 2 , . . , N R ) = E • • • E E 
n R=0 ri2=0 n,=Q 
f i(n,,n 2, . . . ,n R) 
1 
G M CN - - n , , N 2 - N 2 , . . . , N R - N R ) 
Let 0 (n,,n 2 >...,n R) = 
Then 
0 if n r=0 for al1 r (1<r<R) 
1 el se 
G ( N , , N A , . . . , N R ) « f i CO, • 0) G M C N j , N 2 I . . . , N R ) + 
, n 2,...jn R) fi Cn.,n 2 f...,n R) 
N R N O IM, 
E • • • E E 
n R=0 n 2=0 n,=0 
CN,-n,,N 2-n 2, . . . ,N R-n R) 
Note f j CO, 0, . . . ,0 R) = 1 from eq. (12). So, 
G m(N, ,N 2 j . . . ,N r) = GCN, ,IMa, . . . ,N r) -




N 2 N, ' 
£ E 
n 2=0 n,=0 
(20) 
• j n R) • (21) 
G M(N,-n,,N 2-n 2 >...N R-n R) 
Note first that eq. (21) is a recurrence relation in N,,N 2,...,N R. 
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i 
The values of . . . , N r ) are computed recursively with the 
initial condition 
i M 
G M ( 0 , 0, . . . , 0 R ) = Z IT fj Crij 1 , nj 2,. . . ,nj R) 
O£S(0,0, . . . ,0 r,M) j=1 
M 
s n fj (o,o,.. .,o R) = 1 
•e{(0,0,...,O r)} 3=1 
Rlso note that the ^-function appearing in eq. (21) is superfluous 
if we make the following observation: in order to compute any 
G m(v.,,v 2,...,v R) the only time the ^-function is 0 is when 
n,=n 2=...=n R=0, i.e. when we also have G m ( v t , v 2 , . . . v R ) on the right 
hand side of the equation. Therefore, we may simply initialize 
G M (v 1,v 2 v R ) to 0. That is not to say that the value of 
G m(vj,v 2,...,v R) is 0, because we will actually be computing 
G m ( v 1 , v 2 v R ) from eq, (20). We introduce the 0-function only to 
exclude from the sum the term we want to compute. The same effect can 
easily be obtained by initializing that element to 0. 
We note in passing that eq. (20) is really an enormous saving in 
computation over the method of reindexing queues to compute marginal 
probabiities as in [BU273]. 
Service Center Utilization (Multiple Customer Class) 
Let U i r be the utilization of service center i by jobs of class r. 
Then for any type of service center: 
2 9 
N r 
U i r = E 
niR=0 
N 2 N, 
E E Pi( ni1» ni 
n i 2 = 0 n i t = 0 i 1 
i 2 » • • • > ni R (22) 
(More compact formulas for the utilization of a service center will be 
derived later for special cases). 
Throughput (Multiple Customer Class) 
Let T P U T i r be the throughput of customers of class r at queue i, 
i.e. the rate at which customers of class r get serviced and leave 
queue i. The marginal probabi1ities that we have computed yield the 
probability of the configuration ( n , n i r , . . . j n ^ ) independent of 
the ordering of jobs at the i-th station. In order to compute the 
throughput of class r jobs at station i, we need to Unom the 
probability of a class r job being in service. This is the reason the 
term nj r/ns appears in the following formulas. 
For type 1, 2, or 4 servers: 
TPUT,-
N R N r N a N, 
E • • • E ••• E E pi(ni,, 2 
n i R = 0 n i r = 1 H i 2 =0 n j , =0 
, . . • Mir 
N 2 N, f i ( n i l f n i 2 n i R ) 
E E 
n I 2 = 0 n i , = 0 G M ( N , F N 2 , . . . , N R ) 
G M ( N t - n i , , N 2 - n i 2 , . . . , N R - n i R ) u i r 
Hi 
i • • 
for later reference, observe that: 
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f i ( n i 1 > n i 2 j, r ) Mir = n i ' H j 
j=1 "io! Mij 
i <? 
Mir 
- n± Cnt-1J! 
4r 
Mir 
' i r 
Mi r 
n i r - 1 
1 R 
TT 
n i r C n i r - 1 ) ! j=1 j 
f 
1 e i j 
•I 




e i r f i f n i i J n i 2 > - - - » n i r 1 > - • * > n i r ) (23) 
n i r 
so t h a t 
NR N r Ni e i r 
T P U T i r = E • • • E • • - E E 
n i R = 0 n i r = 1 n i 2 = 0 n H = 0 GMCN, , N 2 , . . . , N R ) 
f i ( n i , , . . . n i r - 1 s • • » i n i r) • 
G M ( N , - n j , , N 2 ~ n i 2 N r - 1 - n i r + 1 ( . . . , N R - n i R ) 
es ir N R N R - 1 N 2 N , 
E • • • E - - • E E 
GM (N, , N 2 , . . . , N r ) n i R = 0 n i r = 0 n i 2 = 0 nn=»0 
* i 1 > * • • j n i r j * * > n i R^  
GnCNt-ni , , N a - n i a , . . . , N r - n i r W R-IM i R) 
G M ( N , ,W 2 5 . . . ,Nt--1 N r ) (24) 
G M ( N , ,N a > . . . ,N R) 
For "type 3 : 
NR N r N a NI 
i n i r) n i r Mir T P U T I R = Z ZI * • Z E Pi (
niij ni 2 > • • • 
n i R = 0 n i r « 1 n I 2 = 0 n i t = 0 
NR N R N A N , 
• 
fi Cni!,n i 2,. • • > niR^ 
- £ - • S • • Z Z 
n i R = 0 n i r = 1 n I 2 = 0 N I , = 0 G M C N , , N A , . 
GjjC^-rii, , N a - n i a , . . . , N R - n i R ) n i r Mir 
but again we have that 
R 
fi ( ni 1 j ni2> • • • > niR^Mir = ^ 
j = 1 ni j' 




n i r ( n i r - 1 ) ! Mir 
:ir 
Mir 
n i r - 1 
R 
N 
f ni j 
1 eij 





fi C n i! jHjg, . . . , rij r-1 ,. . . ,(1]^) 
n i r 
so that 
M R N r N s 
Z • • , . £ . . • S 
n i R = 0 n i r=1 n i 2 = 0 
f i C n i n i r - 1 , . . . , n i R ) G M C N , N r -1 - n i r + 1 , . . . , N R - n i R ) 
= — G M C W 1 l N 2 J . . . f N r - l J . . . f N R ) (25) 
Gm(N, ,N a N r) 
Notice that the resulting expressions for throughput of a service 
center have the same form independent of service center type (cf. 
eqns. (24) and (25)). 
Queue Length Distribution at Arrival (Multiple Customer Class) 
Let Qjf-(n) be the probability that there are n~1 customers already 
queued (or in service) at station i on the arrival of a job of class r 
(n=1,...,N where IM = total number of customers in closed network). In 
order to determine Q i r ( n ) we first find the net rate at which 
customers of class r enter the i-th queue when there are n-1 customers 
already present. Let 
r-




Oi - Cnj , , nj 2 , . . . , rij r + 1 , . . . , rij RJ 
and define 
r r- r + 
Dij = (di i • • > Gi Do i • • • > On) 
Let o = Cd Di»•••Dj j • • • » b e a feasible state with i^j. The 
net rate at which the system transits from state Oij to state • due to 
a customer of class r arriving at station i after finishing service at 
station j is : 
For type 1,2 aid 4 
r n j r + 1 
p(Qij) Hj r Pi i Cr) = 
nj +1 
r- r+ no r + 1 Po i (r) 
f [ CDi) fa (02) • • • fi CQi ) • - • f j (Do ) ' • • fM^DM^ Mj r 
n j + 1 G(N,,N a,..., N r ) 
if we now recall equation (23) we can notice that 
fj COi ) Mjr = fj i. 2 , . . . , nj r + 1 , . . . , nj R ) MJ r 
nj +1 
= ej r f j (Qj ) (26) 
so that 
r "jr 1 
p(Dij) Mjr Po i (r) = 
rij +1 
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f i (Di ) f 2 Cn 2 ) • • • f i (Qi ) • • • f j (oj ) • • • fM (nM ) p3 j ( r ) 
G(N, , N A , . . . ,N r) 
= - TT f j C n , ) f i ( D i ) s-or P J i C r ) 
G ( N 1 f N a , . . . , N R ) 1=1 
We can repeat this part of the derivation for type 3 stations as 
luei 5 . The reason we can do this is the same as that given for the 
derivation of the throughput formulas. Hence, the total net rate at 
which state n is entered due to an arrival of a customer of class r to 
queue i is 
j=1 
MjrPJ i C r ) p ( n i r ) + p(n) Mi r Pi i ( r ) p ( n i r ) 
G [N, ,IM2J . . . ,N R) j=1 1=1 
M M 
< E n f | (n 1) f i CQi ) e j r pj- i ( r ) 0 ( n i r ) + 
r~ 
M 
TT f, (n,) fi (n t) Mir Pi i O ) P ( n i r ) 
1=1 
l^i 
G(N t ,N 2, . . . ,N r) j=1 1=1 
1 M M 
s n f 1 (n 1 )  f i (D i ) e J r p j j ( r ) 0 ( n i r ) 
r -
3 4 




f ^ D , ) 
r- M 
f Cdj ) p (n i r) E ej r pj j (r) 
3=1 




M o , ) 
r-
f i CQi ) p(n i r) e; i r 
Let us define the net rate at which customers of class r 
enter queue i when there are n-1 customers already present there, 
without imposing any restriction on the population of the other queues 
(oher than insuring having feasible states). Hence 
= E (•) 
n 6 S(N, ,N 2 ( . . . ,N r,M) 
R 
E n n = n 
1=1 
e i r 0 C n i r ) 
E 
• £ S(N,,N 2 N R ( M ) GCN, ,N 2, . . ,i\iR) 
R 
E = n 
1=1 
r _ M 
f i C o i ) n f1 c Q l ) 
1=1 
1*1 
S E C(n, , n „ . . . ,n R) | 
R 
E n, = n } 
1=1 
e i r 0 C n i r ) 
n 6 SCN, ,N 2, . . . ,N R,M) | G(N, ,N 2 I . . . , N R ) 
n 1 = S 
3 5 
r- M 
fi(Qi ) TT f 1 Cn-) 
1=1 
Let S = Cn,,n 2,...,n r-1,...,n R). Then 
?'i r(n) = E 
S e { Cn, , n 2 n R ) [ 
R 
E n, = n } 
1=1 
r-
e i r (Hn r) fi CS ) 
GCN, , N 2 1 . . . , M R ) n e S ( N , ,N S F . . . , N R,M) 
• i = S 
M 
TT f i (•]) 
1=1 
S e { (n, f n 2,...,n R)[ 
R 
E n 1 = n } 
1=1 
r-
E I R P ( N R ) F I CS ) 
GMCN,-n,,N a-n s N R - n R ) fi CS) 
G C N 1 R N 2 , . . . , N R ) fi(s) 
3 G 
S s {(nt ,n a, . . . , n R ) [ 
R 
E n. = n } 
1=1 
i i r p(n r) f j (S ) 
f i CS) 
p(S) 
r-
S e ((n, ,n 2,...,n R) j 
R 
E n, = n } 
1=1 
e i r P ( n r ) fi(S ) 
n ei r r-
fiCS ) 
n r M i r 
p(S) 
n r i|ir P(n r) 
S g { Cn, , no, . . , n R ) | 
R 




n r Mir 
S e { Cn, , no , . 
R 
E n, = 
1=1 
. . ,n R)| n 
n } 
pCS) 
Therefore, in analogy with the previous section on queue length 
distributions uie get that the required probability Qi rCn) is 
<?' i r Cn) 






Extendi mi to Load Dependent 5ervice Rates 
Let i1Ujr ( n ^ , n i 2 , . . . , I ^ R ) be the load dependent service rate of 
station i for customers of class r. Without any loss of generality we 
can assume a constant element (call it Hi r) can be factored out from 
the previous expression of MUit- so that uie can write 
M U i r (ni, n i a , . . . , n i R ) = j.iir Fi^rii,, n i £ , . . . , n i R ) (27) 
The expressions for fi given in the previous sections result from a 
solution of the balance equations for a load dependent station. Muntz 
[MUN733 shows that if we use expression (27) for the 1 oad dependent 
service rate, the solution of the balance equations lead to three 
useful forms of F (n^, , n* a, . . . , rtiR) given by 
(I) F i r ( n i , , n i 2 , . . . , n i R ) = g i r ( n i r ) 
(II) F i r ( n t , , n i 2 , . . . , n i R ) = hi £ niJ 
j-1 
R 
(III) F i r (ni! , n i 2 , . . . , n i R ) = g i r ( n i r ) hj | £ n u 
L 
Notice that (III) is simply the product of the first two expressions. 
With every form of M U i r ( n i , , ^ 2 , . . . , ^ R ) we get a new set of 
expressions for fi(•,•,...,«). Specifically we have 
R 1 
(i) f< (n^, , n i 2 , . . . , n i R ) = ni! TT 
j=1 nio ! 
u 
UiJ 
' 1 0 
1 
'i j 
n g I J c k ) 
k=1 
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(ii) fj (n^, , rij a , . . • , n i R n i R ) 
f 
R 1 eio 
n — — 




(iii) fiCn L,,n i 2,..-,n i R) i • • TT 
3 = 1 Mij n i 
n hi Ck) 
k=1 1=1 
Note: (a) Load dependent service rates can be used only if the service 
center is of type 1, 2, or 4. (One use of load dependent service 
rates in these cases is that of modelling multiple server stations.) 
Load dependent service rates cannot be applied to service stations of 
type 3 because in this case we would introduce a dependency among the 
parallel servers of the infinite server station, violating the 
assumptions that are at the basis of that type of service discipline. 
(b) In appendix R we show that for the service discipline FCFS, 
must be equal to one for any r and any value of n i r . Hence, 
the only form of F i r C n i 1 ( n i a "ir) allowed for this kind of service 
station is 
Normalization Constant, Marginal Probabi1ities, and Utilizations 
F i r ^ i , , n i 2 , . . • ' R , n i R ) = hi E ni j 
. 3-1 
If we study the derivations of these quantities (presented in 
previous sections), we notice that no derivation required knowledge of 
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the furcLvjucil form of the fj's. For this reason lue claim that when 
the fi's are recomputed according to the new formulas listed above all 
the results concerning the computation of the normalization constant, 
the marginal probabilities, arid the utilizations remain formally the 
same. 
Throughput and Queue Length Distribution 
The derivation of the results concerning the throughputs at the 
different service stations, as well as the queue length distributions, 
made an explicit use of the structure of the fj's. 
In order to justify the claim that the results derived in the load 
independent situation are still formally valid in the load dependent 
case, we must show that Mi r^i r ( ni i j n i 2 > • • • j ni R H i (ni ^  , n^ 2 j • • • »
 ni R ) can 
always be expressed in terms of the product 
e i r f i ij niat••- 1 C n i r - 1 ) , . . . , n i R ) 
and in particular the form of this relation does not depend on the 
form of the function F i r . 
Here we will work out in detail the derivation for one form of fj 
and one fundamental form 01 Fi r. Rppendix B contains all the other 
cases derived explicitely. 
Suppose we have a service station i of type 2 or 3 and suppose that 
F i r ( n i. J J n i 2 1 • • • 1 n i R ) = gir' nir) 
Then from equation (i) uje have: 
4 0 






n g i j (k) 
k=1 
and 
Mir g i r ^ i r ) f i r ( n i 1 , n i 2 J . . . l n i R J 
R 1 
H I R S I R ^ N I R ) N ^ IT 
j=1 Hij! 
' 1 0 
n 10 
tt gij Ck) 
k=1 
= Mir Sir(n i r) n t Cn^-D! 
1 eir 
n i r f n i r - 1 ) ! 
eir 
Mir 
n i r - 1 
1 R 1 
TT — 
g i r ( n i r ) 17 g i r U ) j^r 
1=1 
SLO 1 
Uio | r>ij 
j ^ g i J Ck) 
k=1 
'ir 
eir fi.(niiJrii2Ji--Jriir 1,...,ni R) C28) 
Notice that eq. (28) is the same as eq. C23) used in the 
derivation of the throughput formula in the load independent case. If 
we now carefully inspect the derivation of the throughput and queue 
length distribution results, we can observe that the only place in 
which we used the explicit structure of the f^ was just during the 
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proof of eq. (23) and (26). This means that if we would repeat those 
derivations for the lead dependent case using eq. (27), we would get 
the same formal steps and therefore the same formal results. 
We can therefore conclude that once the fj functions are computed 
according to the new load dependent service rate definitions, all the 
results (formulas) obtained during the discussion of the load 
independet case hoi d also in this new situation! 
Extentions to Multiple Customer Classes mith Class Switching 
Once again we will demonstrate that the above techniques may be 
genearalizeri, this time in order to handle closed queueing networks 
with multiple customer classes where now customers are permitted to 
change class membership. The following section lists the slight 
modification to our notation required to describe these networks. 
Revised Network Description (Switching between Customer Classes) 
Unfortunately with networks that do allow customers to change 
class, we can no longer guarantee that the number of customers in each 
class remains constant. However, following [11UN73] , we can derive a 
simple constraint by considering the transition probabilities. For 
convenience, define a stage of the network to be a pair (i,r) where i 
is a station index (1<i<M) and r is a customer class (1<r<R). 
Movement of customers between the stages of the network is governed by 
a transition probability matrix P=[pir jsli where the p i r J S are 
defined as above. 
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We are interested in partitioning the set of customer classes 
{1,2,...,R} into disjoint subsets such that a customer uihich initially 
belongs to one class of a subset can possibly find himself in any 
other class of the same subset. If no switches between classes are 
permitted, then each subset contains exactly one class. Since we are 
assuming that customer classes in different subsets cannot 
communicate, then the total number of customers in any subset must 
remain constant. In order to insure that the network model is 
solvable, we make one additional restriction: if class r and class s 
belong to the same subset, then any stage (j,s) uihich class s can 
visit must be reachable from any stage (i,r) which class r can visit. 
More formally, define 
E r = ( s | stage (j,s) can be reached in zero or more transitions 
from stage (i,r) for any i , j = 1 , 2, . . . , M} , for 1<r,s<R, 
= [ s | p " * D, n>0, i,j=1,2,...,M}, for 1<r,s<R. 
(i, r) ; (j , s) 
This actually defines R sets, one for each customer class. From these 
R sets eliminate any duplicate sets. Label the remaining U sets EC,, 
E C 2 I . . . , E C U . L e t 
N s = Z IM'r, s=1 ,2 U. 
reEC s 
Then N s is the constant number of customers in the set E C S . 
Now we can explicitly define the set of all feasible states to be 
S C N , , N A , .. . , N U L M ) = { (N, , N 2 , . . . , N M ) | NJ = ( N I , , ^ 
n i r > 0 , i=1,2 M , r=1,2,...,R, and 
Z n i r = N s t s=1,2,... ,U}. 
R T E C 5 
1<i<f1 
The total number of feasible states is 
4 3 
U M-C s + N s - 1 
TT ( ) 
5=1 M - C s - 1 
luhere C s is the cardinality of E C S . 
Rt this point an example uji"! 1 help clarify these ideas. Consider a 
closed queueing network with three customer classes (R=3) and two 
servers (t1=2). Let the total number of customers in the network be 10 
with these customers being initially distributed among the customer 
classes as follows: N ' ^ 2 , N' 2=3, and N' 3=5. Let 
(1,1) (1,2) (1,3) (2,1) (2,2) (2,3) 
(1,1) 1/2 0 0 0 0 1/2 
(1,2) 0 0 0 0 1 0 
(1,3) 0 0 3/4 0 0 1/4 
(2,1) 1 /4 0 0 3/4 0 0 
(2,2) 0 1 0 0 0 0 
(2,3) 1/2 0 0 0 0 1/2 
be the transition probability matrix. Then E ^ d , 3} , E 2={2}, and 
E 3={1,3}. Eliminating duplicate sets, we have £ ^ = {1,3} and EC 2={2}. 
Furthermore, N 1=N' 1+N' 3=7 , IM2=3, 0,-2, C a = l , and there are 460 
feasible states in this model. 
Computation of G(N, M n ) 
The first step is to note as above that the equilibrium state 
probabilities must sum to 1. Hence, 
t1 
G0M 1 (N e,...,N u) E n f i (n i) 
• e S ( N 1 s N a t . . . , N U f M ) i-1 
1 4 
M 
E TT f i (nj , , n i 2 , . . . , n i R ) (29) 
neS (N,, N 2 N U,M) i-1 
In o^der to derive the algorithm it is necessary to define an 
auxiliary function similiar to [BUZ73]. Let 
rn 
G m ( n 1 > n 2 » • • • > n y ) E T T f i (rij ) 
neS(n,,n a,..., n u , rn) i=1 
(30) 
Note that GCNt ,Na Nu) as defined by (29) is equal to 
G n ( N I , N a i . . . l N l j ) . To derive the computational procedure, we start 
from eq. (30): 
m 
Gm^n[»n2 nu) E TT f L (nj J , n i 2 , . . . , n i R ) 
oeSfn,, n 2 , . . . , nU(rn) i=1 
nu 




v 2 = 0 v,=0 
in 
£ TT * i. ( n i 1 < ni2» • 
n£S(n,,n 2,...,n U jm) . i=1 
s nmk = v i . 1=1,2,...,U 
keEC, 
. . , n i R ) 
• E • 
v u=0 
n 2 ni 
' E E 
v 2=0 Vj =0 (n^,, n m 2 n m R ) | 
E nmk = . 1=1,2,...,U} 
k£EC 1 
m-1 
E TT f i (nj, , n i 2 , 
neSCn, , n 2 , . . . , n u , rn) i=1 
•. niR) 
£ £ E S f m ( 5 j 
vy=D v 2=0 V 1 = 0 s me{(n m 1,n m 2,...,n m R) | 
£ nmk = » 1-1,2,...,U) 
keEC1 
m-1 . . 
E IT fi (nj i, n i 2 , 
neS ( n , , n 2 - v 2 , . . . , n u - v u , m - 1 ) i=1 
- > n i R ) 
n u n 2 n, 
= E • • • £ E 
v u=0 v 2=0 v.,=0 
^ -m("ml'nm2>•••>"rnR^ 
N N I 2 J • • • J | 
s nmic =
 V1 > 1=1 ,2, . . . ,U} 
ke EC, 
C31) 
(n,-^,,n 2-v 2,...,n u-v u) 
To compute G m ( n 1 t n a n u), ni=0,1 Ni, i=1, 2 , 
compute G m_,(n,,n 2,...,n u), 1^=0,1 , . . . ,Ni, i=1,2,. 
computation (31) is initialized by setting 
. . ,U, we must first 
,U. The iterative 





The iterative relationship defined by (31) and the initial conditions 
specified by (32) completely determine the algorithm to compute 
G m(n,,n 2,...,ny) and hence the normalization constant 
GnCN, ,N 2, . . . ,N U). 
Rgain we note in passing that eq. (31) is similar to a discrete 
case convolution. See [CHW75, REK75] for further details. 
4 6 
Marginal Probabi 1 ities 
Let Pi(n,,n 2,.. . , n r n R) be t'ne marginal probability that there 
are n r customers of class r (r= 1,2 R) at service center i. Then 
P i (n, , n 2 , . . . , n R) = E P (ni , G 2 —• 
QES(N. ,N 2,... ,N U,M) 
• i=S=(n , , n 2 , . . . , n R ) 
1 M 
f i CS) TT fj Cn0-) 
neS(N, ,IM2, . . . ,N U jM) GOV, ,N 2, . . . ,N U) j=1 
n i=S=(n 1 , n 2 , . . . , riR) j^i 
f i(n, , n 2,...,n R) M 
= E TT f j Cnj ,, nj no R ) (33) 
GCN, ,N 2, . . . ,N U) DESCN, , N A I . . . ,N U,M) j=1 
ni=S=(n,,n 2, . . .,n R) 
Define another auxiliary fundion related to our previous auxiliary 
function but which permits us to delete a specific service center from 
attention, i.e. 1et 
i M 
G M(N,-v, ,N 2-v 2, . . . ,N u-v u) E TT fj Cnj , , nj 2 , . . . , nj R) 
neS(N,,N 2,...,N U lM) j=1 
(34) 
v ^ E n i K , 1=1 ,2, ... ,U 
UGEC, 
Now substituting our new auxiliary function definition (34) into (33) 
we arrive at 
f i Cn, , n a > . . . , n R) i 
Pi(n, 5 n 2,...,n R) « G M(N,-v,,N 2-v 2,... ,N u-v u) 
GCN, ,N 2 1. . . ,N y) 
where = E n k , 1=1,2 U 
K E E C , 
Hence, in order to compute "the marginal probabilities, an efficient 
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procedure to evaluate the auxiliary function (34) is required. 
Onoe again, a simple recurrence relation for computing (34] exists. 
The relation follows from the fact that the marginal probabilities 
must sum to 1. Therefore, 
Ny 
1 = £ 
v u = 0 
N 2 N, 
• Z Z 
v 2 = 0 V,=0 
N, N N u 
Z ••• Z Z 
v u = 0 v 2 = 0 V,=D 
> e ( C n j , , n i 2 , . . . , n i R ) 
PiCS) 
Z n i k = Vj , 1=1,2 U) 
U E E C T 
fi(S) 
G f l(IM l JIM a >...,N u) 
BsCCni,,n i 2, . . . , n i R ) j 




• E5(N wfM 2 NU,I1) j=1 
• i = S j ^ i 
from which 
G m ( N , , N 2 N u ) = 
N u N 2 N, 
z • • • z z 
vlTQ V 2 = 0 V1-0 
E f i CSD 
Set(ni j , n i 2 , . . . , n i R ] | 
E n i k = v, , 1=1 , 2 U} 
UeECj 
M 1 
2 n f j C Q j ) 




Na Ni i 
• E E 
v 2=0 v ^ O 
fiCB) 
S E ( (RII,, n i s , . . n i R ) 
| s nik = vi i 'S1 > 2> -
keEC, 
. ,U3 
GnCN.-v , , N a - v a , . . . , N u - v u ) 
Let 
P ( v , j v S ) . . . , v u ) = 
0 i f v : = 0 i = 1 , 2 , . . . , U 
1 otherwise 
Then 
Gn(N,,N a,...,Nu) = MO.O,...,!}) G H(l\l 1,N a,... JN u) + 
N u N a N, 
E • - • E E 
v u=0 v 2 = 0 v,=0 
1 
Ep Cv, , v a , . . . , v u ) f i [SJGmCN, - v , , . . . , [M u -v u ) j 
Se t ( n j , , n i a n i R ) | j 
s nik = » ' = 1> 2,...,U} I 
UEEC, I 
Since f i(0,D,...,0) = 1 we have 
Gr,(N, ,IM2, .. . ,N U) = G M(N,,N 2 N u ) -
N u N 2 N. i 
E E E E p C v , , v a s . - - ,Vy) f i ( S J Gh C N , 
v u=0 v 2=0 v,=0 Se{ln i 1 , n i 2 > . . . , n i R ) | 
(35) 
•,Ny-V U) 
^ nik = V1 • 1=1s 2,...,U} 
Ue ECn 
Note first that eq. (35) is a recurrence relation in N, , 
fM2,...jN|j. The values of G^ (N, , N 2 , . . . , Ny) are computed recursively 
with the initial conditions 
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Gt.,(0, 0, . . . ,O u) = 1 
m s o note that the ^-function appearing in eq. (35) is superfluous if 
we make the foil owing observation: in order to compute any 
,IM2, . . . ,Nj_|) the onl y - time the 0-func-tion is 0 is when 
v 1=v 2=-•-=v u=0 5 i.e., in the term with G M(N,,N 2,. . .,N u) on the right 
hand side. Therefore, an algorithm to compute (35) can take advantage 
of this fact by initializing G M(N,,N 2,.,.,N u) to 0 and then computing 
G^(N, , P>J2,...,Nu) by eq. (35) with the p-function omitted. 
Mote carefully that this method of computing marginal probabi1ities 
results in a considerable savings in computation over the method of 
reindexing of queues as employed by [BUZ73, MUW74, CHUJ75] . 
Service Center Utilization 
Let Uj r be the utilization of service center i by customers of 
class r. Then for any type of service center 
N u IMa l\l, n i r 
U i r = £ ••• E ••• £ £ pi ( n i ( , n i 2 , . . . ,n i R) 
v u=0 Vq=0 v,=0 S £ { ( n i 1 , n i 2 , - . - , n i R ) | ni 
E n i k = v T . 1=1,2,...U & n i r > 0 ) 
UeEC, 
The condition ni r>0 may be removed, yielding 
N u N q N, n i r 
U i r = E E ••• E E Pi Crij, , n i 2 f . . . , n i R ) 
v,_rO v q=0 v ^ O SG{ (rij , , n i 2 , . . ., n i R ) | ni 
£ n i k = v i J 1=1 ,2,...,U} 
UeEC, 
5 0 
Throv. } ;; 1 • .KI Mean Response Tiiii'j _ 
Let TPUTi r be the throughput of customers of class r at server i, 
i.e. the rate at which customers of class r get serviced and leave 
server i. The marginal probabilities that we have computed yield the 
probability of the configuration ( n ^ , n j 2 , . . . , n i r > . . . , n i R ) independent 
of the ordering of customers at the i-th station. In order to compute 
the throughput of class r customers at server i, we need to know the 
probability of a class r customer being in service. This is the 
reason the term n ^ / n ^ appears in the following formulas 
R 
recall ni = £ n i r and let q be such that r e E C q 
r=1 
For type 1, 2, and 4 servers: 
N y N , n i r 
T P U T i r = £ • • • £ • • • £ 4 i r £ Pi (ru, , n i £ > . . . , n i R ) 
V L T ° VQ=1 ^1=0 S E { G I I , , n i 2 , . . . , n i R ) 1 N, 




Mi r f i ( n i , , n i 2 , . . . , n i R ) - e i r f ^ ( n j , , n i a , . . . , n ^ r 1 , . . . , n i R ) 
thus 
Nlj N q N, 
T P U T i r = £ ••• £ ••• £ 
V y = 0 v q = 1 v ^ O 
n i r 
Mir M S ) 
n i S e { ( n i , , n i 2 s . . . , n i R ) 1 













E G I F F I K N I 1 , R I I 2 I ' - - 5 N I F ^ J • • • » ^ 'I R ) 
SE( Cn I 1 , n i 2 l .. . N I R ) 1 




Gfl ( N , - V , , N a - v a , . . . J N Y - V y ) 
GuClM, ,W 2 i . . . 
N U 
E • 
V L T O 
Nq"1 




£ e i r f i ( ni 1 j ni 2 j 
SE{ (ni -i J ni2i • • • i niR) 1 
E n i l ; = VT ,11,2,-••,U} 
ksEC-| 
• > n i ri• • • » nj r) 
GHCN, -v 1 ,N s-V 2, . . . 3N C i-1 -v a, . . . , N u - v u ) 
G M C N , , ^ , . . . . ^ ) 
Sir 
GF-I CN T , N 2 , . . . J N Q - 1 , . . . , N U ) 
G M C N 1 > I M A I . . . , N U ) 
For type 3 servers: 
5 2 
N u 
T P U T i r = £ • 
Ni 
£ Mir^i 
v u = 0 Vq-1 v,=0 
ir £ Pi( ni I J n i £ J•••» n i R) 
S e ( ( n i 1 , n i 2 , . . . , n i R ) 1 
£ nik = v., ,1=1,2,•••,U & n i r > 0 } i i—/"S. 
but since 




T P U T i r = £ 
u Nq 
£ • • • 
NH 
v u = 0 Vq=1 v ^ O 
£ Uir ni r fi CS) 
SetCni, , n i 2 n i R ) l 
£ n i k = v, ,11,2,-••,U & nj r>0} 
ICEECI 
G^CN, -v, , N a - v a , . . . f Nu-V{j) 
G M ( N , ,N 2 j . . . ,N U) 
= e i r 
G n(N 1,I\] 2 )...,N c r1,...,N u) 
GMOM, , N 2 5 . . . ,M U) 
(36) 
Hence, we have the same expression for throughput regardless of the 
service center type. 
Let W i r be the mean response (waiting) time of class r customers at 
service center i, i.e. the average time a customer spends at service 
center i (queueing time plus service time). This can be determined 
for systems in equilibrium using Little's formula [LIT61]: 
w i r = n i r / X i r 
where 
53 
n i r and \ i r 
are the average number and average arrival rate of class r customers 
to server i, respectively. Since the throughput of a service center 
is equal to the arrival rate to that service center if the system is 
in equilibrium, then 
X i r = T P U T i r j i=1,2,•••,M and r=1,2,•••,R 
Rlso, nit- may be computed as 
N u N a N, 
n i r - E £ ••• E E p(S) n i r 
v L r & v q =1 Vj=0 SG{ Cni, , n i 2 , . . . , n i R ) | 




n i r 
TPUTi r 
More on Service Center Utilization 
The formulas for the utilization of a service center that have been 
presented in a previous section of this paper are derived in a 
straightforward manner from the formal definition af utilization. 
These formulas hold for the most general cases but are more complex 
than often times necessary. 
For example, if the service center has a load independent service 
ratE, it is possible to shoiu that the utilization can be written in 
5 4 
"the following form: 
TPUT i r Xi 
Uir = 
Mir Hi r 
^iUir 
where a^ is the number of identical servers at that station. 
which is valid also in the case in which switching between different j 
customer classes is permitted. 1 
5 
! 
In the load dependent case no simplifications of the general ; 
I 
utilization formula seem possible. j 
The modelling of service stations with multiple servers, via the j 
introduction of a load dependency function in a service center with a 
single server, requires a careful interpretation of our definition of ! 
utilization. Our utilization formula implies that a service center 
(even with multiple servers) is fully utilized when one or more j 
customers are present at the station. The desired value for the 
utilization of the service center can be computed using knowledge of 
the marginal probabilities. 
Rlso, if we can assume that a customer joining an empty station ; 
with multiple identical servers chooses a server randomly, it is j 
i 
possible to show in such a case that I 
r i 




Let X=(x,,x a,...,x n) be a vector representing the conf igurction of 
the queue of a FCFS service station, where the value of each component 
Xi of X represents the class of the customer in the i-th position of 
the queue. UJith this notation Xi represents the job being p-ocessed 
by the service station and therefore corresponds to the head of the 
queue. Let X r = (r, x, , x a , . . . , x„) be a vector representing the 
configuration of the queue of the same service station when a customer 
of class r is at the head of the queue [being served). 
The property that arrival Poisson processes imply departure Poisson 
processes [MUN73, MUN75 J , allows us to write down the following 
equations 
Pf>.*i , x 2 Mr 
= \ r 
p CX1 , x £ , . . . , 
that is 
_ X r p (r, x, , x 2 , . ..,x n) — p (x, , x a , . . . ,x n) 
Mr 
If we use the above equation to recursively compute p(x, , x a . . . , >:n) 
and if we notice that among the ri customers in the queue, is the 
number of customers of class i, i=1,2,...,R (where R is tfie total 
number of classes considered in the model), then we can write 
R 
p(x, ,x 2, . . . , x„) = p (. 0) T1 
Mj 
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In general if we consider all the combinations with repetition of n 
ctBtomers of different classes in the queue, we will get 
p(n 1 ,n £, ...,n R) = 
n; R 
n,! n 2! • • • n R! 








n = Z n^ 
k=1 
We can now write the balance equation (Flow in = Flow out) for this 
srvice station 
R 
p(x, ,x 2, . . . ,x n) Z X r + pCx, , x a , . .. ,x n) M 
r=1 x, 
R 
= £ p(r, x, , x 2 , . . . , x j u r + p (x, , x s , . . . , x n_ ,) X 
r=1 x r 
Sibstituting the expression of p C - , • •) we get 







R X r R 
- z — n r P ( o ) n 
r=1 u r j=1 
>>0 
MJ 












R R Xo 
N M - N M 
Mo- * I j = 1 Mo-
so that me can conclude.that 
M = M 
X1 xc 
for every n, i.e. the average service rate of customers of different 
classes must be the same. Thus we get Poisson departures from a FCFS 
system if and only if the service times for all classes of customers 
are exponentially distributed with the same mean. 
Load Dependent Case 
We can now repeat the previous derivation for the case in which the 
service rate MU r of customers of class r has the following form 
MU r = n r F r (n, ,n 2, . . . , n R) 
The Poisson condition on the arrival and departure processes of the 
service station can now be written as 
p(r 1x,,x a x n) Hr F r(n,,n 2,...,n r+1,..., n R) 
= X P 
p(x,,x £ (...,x n) 
that is 
X r 
Mr F r Cn, , .. .,n R) 
In particular if 
F r ( n l 5 n 2 ry + 1 , . . . , n R) = g r ( n r + 1) 
we get 
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P (r, x•• , x 2 j • - - , x n) — 
X , 
Mr §r Cnt- + 1 3 
p(x, , x a,...,x„) 
and therefore 
pCx, , x s,. . . , x j = p(Oil n 
•5=1 
J • Mj 
j TI gjCk) 
k=1 
R 
where n = E nk 
k=1 
If we now substitute this expression in the balance equation (R1) 
we wi1l get 
f 
R 1 R 
N S 
NJ r=1 










Mr gt-Cnr + i;i j = 1 
R 
p(0) IT 
j=1 Mo n0 
n Sj ci<) 
k-1 
M 









Mr g r C n r
+ 1 ^ + 
a M g (n ) 
n -1 
n g (w 
k=1 x„ 
x „ n X g (n ) 
x n 
from which fo)1ows 
60 
-U g (n ) = u g (n ) 
: 1 
but since n, n arid the class x n are al i arbitrary values, the only 
nay to have the previous rel ation-satisf ied. i-s that of-impcsing - - -
ji (n^) = 1 i=1 , 2,. . . ,R 
If instead uie chose the fol lowing load dependency function 
F r(n,,n 2, ...,n R) = h 
R 
E n k 
U=1 
then the Poisson arrival-departure condition gives 
X r 
p(r, x,,x 2,.. . , x„) — 
Mr h 
R 
1* E n k 
k=1 
p X, , x 2 , . . - , x j 
and if n = E n k we get 
k=1 
1 R 
p(x|,x a, ...,x n) = p(0) TT 
n j=1 
TT H C I O 
k=1 
Mj 
Now the balance equation (R1) becomes 
1 





3 = 1 Mj 
I 
R 





r=1 \ n+1 
TT h(k) 
X r R 











J=L MJ M 
From which me can conclude 
n -1 
x„ X n 
h(n) x n x n 
X 
h(n) h X 
H = M 
X, 
for every n 
Xn 
and thus the form of the lDad dependency function, in this case, can 
be arbitrary. 
APPENDIX B 
Consider the following form of the load dependency function 
^ i r( R i1> ni £ j•••inj R) - hi 
R I 
£ nio i 
j= i J 
then for service centers of type 1, 2, and 1 we get 
Mir hi(ni) ft ( n i , , 2 , . . . , n , R ) 




' 1 0 
Hi 3=1 n u ! 





= Mir hi C m ) 
i ( n - 1 ) ! 1 
f i nir"1 
ei r I <= • „ i 
ni~1 n i r (n i r-1)! M i r 








' 1 0 
e i r Cnii »nis» • • • » nir 1 ) • - • J f1 i R) 
'i r 
» n i 2 , . . .,n i R) = g i rCri i r) hi 





then for service centers of type 2 and 4 (for type 1 we have shown 
that gir(ni r)=1 and therefore it corresponds to the case considered in 
the previous derivation) we get 
Mir g i r t n i r ) hi Cn 4) f t r Cn ±, , n^ a , . . . , n* R ) 
= Mir Sir ( nir) 
Hi! R 
TT 
"i 3=1 nio • 




n g i J c n 
1=1 
6 2 
Mir Sir hi ( n ^ 
nj C r. i - 1 ) ! 1 
n i r - 1 
^ir 
n*-1 n i r ( . n i r - 1 ) ! 
hi Cn.) IT hi Ck) 
k—l 
Mir 







TT gio cn 
1=1 
ni 
eir f i r C n i i J • • • j n i r ~ 1 j•••) 
ni r 
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