Expanding a lower-dimensional problem to a higher-dimensional space and then projecting back is often beneficial. This article rigorously investigates this perspective in the context of finite mixture models, namely how to improve inference for mixture models by using auxiliary variables. Despite the large literature in mixture models and several empirical examples, there is no previous work that gives general theoretical justification for including auxiliary variables in mixture models, even for special cases. We provide a theoretical basis for comparing inference for mixture multivariate models with the corresponding inference for marginal univariate mixture models. Analytical results for several special cases are established. We show that the probability of correctly allocating mixture memberships and the information number for the means of the primary outcome in a bivariate model with two Gaussian mixtures are generally larger than those in each univariate model. Simulations under a range of scenarios, including misspecified models, are conducted to examine the improvement. The method is illustrated by two real applications in ecology and causal inference.
Introduction
The idea of expanding a lower-dimensional problem to a higher-dimensional space and then projecting back has been used in statistics and other disciplines. This article discusses a specific example in the context of finite mixture models; in particular, we rigorously investigate the impact on inference for mixture models when using auxiliary variables. Finite mixture models are a large class of statistical models for studying a wide variety of practical problems; comprehensive reviews can be found in McLachlan and Basford (1988) ; McLachlan and Peel (2000) . The common idea underlying these models is that data are obtained from two or more underlying populations with common distributional form but different parameters. Formally, the data x = (x 1 , ..., x n ) , where x i is a m-dimensional vector and n is the sample size, follow the distribution:
with the weights p k 's satisfying p k > 0 and k p k = 1. Standard choices of the densities f k include Gaussian (normal), Poisson and Student's t-distributions. Here we focus on the most widely used Gaussian mixture models.
A main source of uncertainty in estimating mixture models is attributed to the unknown mixture membership of each unit. The EM algorithm (Dempster et al., 1977) , which augments the mixture membership for each unit iteratively, is the most common approach for deriving maximum likelihood estimates (MLEs) of the parameters in mixture models. For estimating the variance matrix of the ML estimator, there are three main approaches. The first involves the "complete-data" likelihood, where the augmented mixture membership for each unit is treated as observed (e.g. Louis, 1982) . The second are resampling-based methods (e.g. Newton and Raftery, 1994; Basford et al., 1997) . The third is based on the original "incomplete-data"
likelihood (e.g. Dietz and Böhning, 1996) . An important recent work in this area is Boldea and Magnus (2009) , who derived the analytical forms of the score vector and Hessian matrix
for Gaussian mixture models with arbitrary number of components and dimension of observations. Besides the likelihood-based approaches, there is also a large literature on the Bayesian approach to mixture models (e.g. West, 1992; West et al., 1994; Richardson and Green, 1997; Marin et al., 2005 , and references therein).
Regardless of the mode of inference used, the key to inference for mixture models is to disentangle the unknown mixtures. Our main message here is that inference for mixture models can be sharpened by jointly modeling the primary variable with available auxiliary variable(s).
Despite the large literature on multivariate mixture models, cross-dimensional comparison is rare. Multivariate analysis is usually conducted when the features of several variables or the relationship between the variables is of interest, but it is seldom considered for the purpose of sharpening univariate inference. Indeed, it is not obvious why including auxiliary variables in the models would improve estimation of the parameters for the primary variable. Clearly jointly modeling the primary variable with any arbitrary random variable would in principle only increase noise. But in real applications, (auxiliary) variables are usually associated with the mixture membership. Thus, on one hand, proper utilization of those relevant auxiliary variables may provide extra information to predict the mixture membership and consequently to disentangle the mixtures. On the other hand, however, for a given sample size modeling auxiliary variables could induce extra uncertainty because of the estimation of additional parameters; further, it increases model complexity and thus the risk of mis-specification. We show that the potential benefits dominate the potential drawbacks.
There are a few empirical examples within specific contexts that display the benefit of using auxiliary variables in mixture models. In the context of causal inference, a common goal in randomized clinical trials is to evaluate the effect of a drug or a therapy on a primary clinical outcome. While measurements on other features, such as side effects, are routinely collected, they are usually analyzed separately, one at a time. When noncompliance arises, mixture models are often used since the population is heterogenous regarding compliance behavior (e.g. Imbens and Rubin, 1997) . Mattei et al. (2013) and Mealli and Pacini (2013) show that jointly modeling primary and secondary outcomes significantly sharpens the inference for the primary outcome. Another example is found in the context of small-area estimation: DeSouza (1992) showed that analysis based on bivariate hierarchical models, which can be viewed as a special case of mixture models, reduces the posterior standard errors of the mean small-area estimates compared to those based on univariate models. However, to our knowledge, there is no previous work that gives general theoretical justification for this practice or explains the reasons underlying the benefit of auxiliary variables in mixture models, even for special cases.
The goal of this article is to provide a theoretical basis for comparing inference for multivariate mixture models with inference for the corresponding marginal univariate mixture models, filling a gap in the literature. In particular, proceeding from the incomplete-data likelihood perspective, we will establish analytical results for several special cases, showing that multivariate analysis increases the probability of correctly allocating the mixture membership and improves precision (or equivalently, reduces standard errors) of the maximum likelihood (ML) estimates compared to the corresponding univariate analysis. Another key insight from our results, partly shown in our empirical analysis, is that the introduction of an auxiliary variable tends to regularize the model and thus reduce the prevalence and the likelihood of spurious roots. We show these benefits clearly dominate the extra uncertainty due the larger parameters set involved by the auxiliary variable. As closed-form arguments on general mixture models are difficult to obtain, our analytical derivations are focused on the simple case of bivariate mixture models with two Gaussian components; models with mis-specification (non-Gaussian) and higher dimensions are explored in simulations and real applications.
The rest of the paper is organized as follows. In Section 2, we illustrate the intuition by a simple visual example and present the main theoretical results. In Section 3, we conduct simulations to examine the small-sample comparisons between bivariate and univariate analyses under a variety of settings. Two real applications are presented in Section 4. Section 5 concludes.
2 Comparing univariate and bivariate mixture models
Basic setup and intuition
Consider a mixture model of two Gaussian densities,
where
, while for a bivariate density,
In what follows, we will use the subscript m(= 1, 2) to denote the outcome and k(= 1, 2) to denote the mixture component.
The intuition of the benefit of using the second outcome can be illustrated by a simple example in Figure 1 . Consider four sets of parameters in (3), all with p = 0.5, V 1 = V 2 and σ 1 = σ 2 = 1, but different means and correlations: (a) µ 1 = (0, 0) , µ 2 = (0.05, 1) , ρ = 0; Figure 1 displays the empirical contour plots from 1000 samples generated from the above four settings. In all the settings, the underlying marginal distribution of x 1 is the same, very close to a standard Gaussian. Thus it would be difficult to disentangle the components based on a univariate analysis on x 1 alone. In contrast, in the presence of a small distance between the means of x 2 in the two components, as in settings (a) and (b), there is already a mild but noticeable improvement in the separation of the mixtures, reflected by the bend in the contour lines near the middle in Figures 1 (a) and (b). When the distance increases, as in settings (c) and (d), the separation of the components becomes very visible. This is most striking in Figure 1(d) , where the two components are completely separated. Given the same distance between the means of x 2 in the two components, higher conditional correlation within each component also appears to improve the disentanglement. We first introduce some notations before presenting the main results that underlies the intuition. Given a sample of independent and identically distributed (i.i.d.) random variables x 1 , ..., x n from the distribution (2), we write the log likelihood as
The analytical forms of the score function and the Hessian matrix for arbitrary (finite) number of Gaussian mixtures with arbitrary dimension of observations are derived in Boldea and Magnus (2009) . To simplify the analytical discussion, we focus on the simple case where the proportion p and variance matrices V k are known, thus the only unknown parameters are
Denote the score function by q(µ) = i q i (µ), where
and the Hessian matrix by Q(µ) = i Q i (µ), where
The maximum likelihood estimate (MLE) of the parameters,μ, can be obtained via the EM algorithm by finding the solution to the system of equations of setting the score functions to 0. With the EM algorithm, the missing mixture membership is augmented iteratively for each unit and the likelihood is maximized conditional on the augmentations. In likelihood-based approaches, the variance is usually estimated from the information matrix. If the model is correctly specified, the information matrix is defined by
where the second equality holds because of the second-order regularity of f . The asymptotic variance of the MLE of µ is I −1 .
Analytical results
Our main analytical results are obtained through investigating the allocation probability − the probability of unit i being in the group k:
The allocation probability tends to 1 or 0 the better the mixture disentanglement is, while it tends to p or 1 − p the worse the mixture disentanglement is.
We first investigate the properties of the key term fk(x i )/f k (x i ) in (4) for the special case where the two components have the same variance covariance matrix (homoscedasticity), V 1 = V 2 = V . To simplify discussion, we make the following transformations:
Then the term fk(x i )/f k (x i ) can be expressed as:
Further, we can show that the probability of h(x i ) < 0 when x i comes from group k = 1, as well as the probability of
By the Bayes rule, we have
, and similar formula for
These results illustrate the critical role of d V −1 d, essentially a standardized distance between the two components, in disentangling the components: As d V −1 d increases from the minimum 0 to infinity, the probability Pr(k = 1 | h(x i ) < 0) increases monotonically from its minimum p towards the maximum 1, where the former is equivalent to a random assignment of the group membership for each unit and the latter is equivalent to the case when the group membership is known. Writing out d V −1 d using the parameters in (5),
we have the following results.
RESULT 1. For a bivariate mixture model of two Gaussian components with equal and known variance-covariance matrices, given the parameterization in equations (2) and (5):
(1) For fixed values of (3) For fixed values of (d 1 , σ 1 , σ 2 , ρ), the probability of allocating unit i to group k when unit
while for fixed values of (d 1 , d 2 , σ 1 , σ 2 ), the probability of allocating unit i to group k when unit i indeed belongs to component k, cf k (x i )/f (x i ), increases with ρ and
PROOF. See Appendix 1.
Result 1 states that, under correct model specification, the standardized distance between the groups and thus the probability of correctly assigning group membership for each unit from a bivariate model is always greater than or equal to that from the corresponding marginal univariate model, and it increases with the distance between the group means of the second variable, and/or the conditional correlation between the variables within components.
The allocation probability is closely related to the information matrix. Specifically, the score function
Consider the consistent estimator for the information matrix − the outer product of the scores evaluated at the MLE:
The following result can be proved.
RESULT 2. For a bivariate mixture model of two Gaussian components with equal and known variance-covariance matrices (with parameterization in equations (2) and (5)), given correct model specification, fixed (d 1 , σ 1 , σ 2 , ρ) and fixed sample size n,
whereμ k is the MLE of µ k , and the diagonal blocks are the outer products of the scores for µ k when the mixture membership for each unit is known. The same result holds when |ρ| → 1, for
and fixed sample size n.
PROOF. See Appendix 2.
Distinct from standard asymptotic results regarding increasing sample size, Result 2 is obtained with fixed n but increasing values of d 2 or ρ. It implies that as the distance between the means of the secondary variable in two components or/and the conditional correlation between the two variables increases, the information number for the means of the primary variable converges to its maximum value − the one from an analysis with the component labels known.
Intuitively, similar results also hold for mixtures with unequal variance-covariance matrices. However, general analytical results are difficult to obtain. We consider a second special case, where the two variables are conditionally independent in each group, that is, ρ 1 = ρ 2 = 0, regardless of whether the variances σ 1 , σ 2 are the same. Corresponding to Result 1 and 2, we have the following results.
RESULT 3. For a bivariate mixture model of two Gaussian components with known variancecovariance matrices and ρ 1 = ρ 2 = 0, given correct model specification, fixed values of
) and fixed sample size n:
(1) The probability of allocating unit i to group k when unit i indeed belongs to component
(2) The estimated information matrix I 1
whereμ k is the MLE of µ k , and the diagonal blocks are the outer products of the scores for µ k when the mixture membership for each unit is known.
PROOF. See Appendix 3.
These results are intuitive, because as the secondary outcome distribution is increasingly separated between the two components (increasing d 2 ), the component labels become clearer until completely known, regardless of whether the primary outcome distribution is well separated. A cross-dimensional comparison of the information number with fixed d 2 , on the other hand, may be informative in practice, but is also more difficult to obtain. Below we present a result derived with fixed d 2 for the special case of equal V and ρ = 0.
RESULT 4. For a bivariate mixture model of two Gaussian components with equal and known variance-covariance matrices and ρ = 0, given correct model specification and fixed values of
, the information numbers for the means of the primary variable in I 1 are larger than the corresponding ones from the univariate model for a large sample size n.
PROOF. See Appendix 4.
Result 4 is not a direct comparison of the estimated standard errors. Nevertheless, given ρ = 0, results from simulations show the off-diagonal terms of I 1 from the bivariate model quickly disappear with increasing d 2 . Consequently the estimated standard errors for the means of the primary variable from the bivariate model can be approximated by the inverse of their information numbers, which can be easily shown to be lower than the estimated standard error from the corresponding marginal univariate model, given the positive definiteness of covariances matrices.
The above results are established assuming correct model specification. However, the information gain from utilizing secondary variables is obtained at the cost of having to specify more complex multivariate models. The number of parameters to be estimated in mixture models increases rapidly with the number of variables involved in the anaysis, increasing model uncertainty and also the possibility of misspecification. In particular, multivariate normality is a much stronger assumption than univariate normality. It is therefore crucial to assess model assumptions in multivariate analysis. In the case of Gaussian mixtures, one way to assess normality and homoscedasticity is to apply the test of Hawkins (1981) Another benefit of introducing an auxiliary variable, which will be partly shown in the empirical analysis below, is that it tends to regularize the model. Mixture models with Gaussian (as well as most uni-modal distributions) components are not regular in the sense the ML regularity conditions for the likelihood function only hold locally, so that the likelihood function will generally have multiple roots, only one of which corresponds to the efficient likelihood estimator. The prevalence and the likelihood of spurious roots tends to disappear with the introduction of an auxiliary variable that it is highly associated with the mixture membership.
For the means of the primary outcome of a mixture of two Gaussians, the gain is intuitive:
upon inspecting the general formula of the observed information numbers calculated as the outer product of gradients. These are linear combinations of the squared scores and, for each component, the introduction of an auxiliary variable tends to annul the addends provided by the units belonging to the wrong component, and taking only those from the correct component.
Discarding the wrong information results in an observed information matrix having the structure of a diagonal block matrix with null off-diagonal blocks and diagonal blocks equal to those of two regular Gaussian models. For a very entangled mixture of two Gaussian distributions the benefit in the standard error tends to be at most equivalent to multiply the sample size by the inverse of the mixture proportion, i.e., equivalent to doubling the sample size if the mixture proportion is equal to 0.5.
Simulations
General analytical results of cross-dimensional comparison for mixture models with arbitrary number of components and dimensions are difficult to establish; several analytical results were however obtained for some special cases. We conduct now simulation studies to investigate the small-sample behavior of bivariate analysis and the corresponding marginal analysis of mixture models under a wider range of settings. Specifically, we examine the estimated standard error of the MLE for the component means of the first variable µ 1k (k = 1, 2).
Besides I 1 , we also consider the estimator of the variance matrix based on the Hessian matrix of the likelihood:
If the model is correctly specified, the inverses I −1 1 and I −1 2 are both consistent estimators of the asymptotic variance ofμ. The closed-form Hessian matrix for µ was derived in Boldea and Magnus (2009) . Under model mis-specification, we will also consider the robust "sandwich" estimator (Huber, 1967):
which is a consistent estimator for the variance, whether or not the model is correctly specified.
We consider three simulation settings, all with the sample size n = 500 and the weight of component 1, p = 0.4.
S1. Correctly specified model with known covariance matrices. The data is generated from the bivariate Gaussian mixture density (2)-(3), with µ 1 = (0, 0) , µ 2 = (1, d 2 ) , and
The parameters are estimated assuming the Gaussian mixture structure with p and V fixed at the true values.
S2. Correctly specified model with unknown covariance matrices. The data is generated from the bivariate Gaussian mixture density (2)- (3) with the same true parameters as in S1. The parameters are estimated assuming the Gaussian mixture structure with unknown p and V .
S3. Misspecified models (skewed with heavy tail) with unknown covariance matrices. The data is generated from a mixture of two bivariate non-central t distributions whose marginals have the same shape, using the following steps:
(i) Draw a sample of size n = 500 from a Bernoulli distribution with Pr(i = 1) = 0.4
and let n 1 be the number of time that i = 1 and n 2 = n − n 1 .
(ii) For i = 1, 2 draw 2n i random number from the univariate non-central t distribution with degree of freedom df = 20 and non-centrality parameter λ = 7 using the formula:
(iii) Standardize these random draws to have mean 0 and variance 1 (the mean of the non-central t with df = 20 and λ = 7 is:
) ≈ 7.28, and the variance
2 ≈ 2.60), and arrange the standardized numbers in
and C i being the Choleski decomposition of the desired correlation matrix V = C i C i .
It is straightforward to show the above steps simulate the set {x i,j } that satisfies E(x 11 ) = 0, E(x 12 ) = 1, E(x 21 ) = 0, ρ(x 1k , x 2k ) = ρ for k = 1, 2, and V(x mk ) = 1 for m, k = 1, 2. The estimated standard errors of the MLE forμ 11 from estimating a bivariate normal mixture models versus those from estimating the marginal univariate model are summarized in Table 1 , 2, 3 under settings S1, S2, S3, respectively. The last column of each table reports the estimated allocation rate, which is an estimate of the proportion of units that are correctly allocated to the components. The allocation rate is a useful indicator for quantifying mixture disentanglement; it is here estimated by averaging the higher probability of unit i being in the group k calculated at the MLE (McLachlan and Basford, 1988) :
The lower bound for the estimated allocation rate is 0.5; low values correspond to poor mixture disentanglements, and vice versa.
When the model is correctly specified with known variance (setting S1), as predicted by the analytical results, the bivariate analysis nearly always outperforms the univariate analysis, and the improvement increases as the distance between the two mixture components of the secondary variable or the correlation between the two variables increases. Here the estimator Table 1 : The estimated standard error of the MLE of µ 11 from bivariate analysis and corresponding marginal analysis under the simulation setting S1. The upper panel is with fixed ρ = 0 and varying d 2 , and the lower panel is with fixed d 2 = 0 and varying ρ. Here "|bias|" stands for absolute bias; "mean se" stands for mean of the estimated s.e. ofμ 11 , (*) is number of times that, over the 1000 replications, the bivariate estimated s.e. ofμ 11 is smaller than the univariate one, and " AR" is the estimated allocation rate.
I 2 leads to comparable standard errors but smaller bias (thus smaller MSE) than I 1 . Interestingly, the ratio between the bivariate and the univariate mean se has a lower bound of size When the model is correctly specified but with unknown variance (setting S2), the bivariate analysis still leads to smaller standard errors than the univariate analysis in at least 60% of the time, and this rate increases to over 80% as d 2 increases to 3. But unlike in setting S1, here I 2 leads to comparable standard error but larger bias (thus larger MSE) than I 1 . Interestingly, in both settings S1 and S2, the improvement in bias and MSE of bivariate analysis appears to plateau after d 2 reaches 5 despite the estimated allocation rate continuing to increase with d 2 .
This illustrates that, in practice, a secondary variable with even modest distance between the two components is sufficent to provide noticeable improvement.
For setting S3, the "sandwich" estimator I 3 yields standard errors for the MLE that are robust to specification error. However, it ignores bias, which may be appreciable, so that results and ρ such that the pseudo-MLE provides a good approximation to the true data model: the assessments have been carried out when the biasμ 11 − E(X 11 ) is low, namely less than 0.03 (withμ 11 be the average of the empirical distribution of the MLE ofμ 11 over the 10000 replicates). As a result, we do not assess the performance of bivariate versus univariate estimators this time, given the bad pseudo-MLE approximation obtained for the latter (the bias over the 10000 replicates isμ 11 − E(X 11 ) = 0.305). Moreover, the analysis for increasing values of ρ has been carried out by fixing the distance d 2 to 4 instead of 0, since the posing of d 2 to 0 would have resulted in a good approximation of the pseudo-MLE only when ρ = 0.999. Table   3 shows the outer product estimator I 1 leads to smaller standard error and comparable bias, thus a better performance in term of RMSE, than both I 2 and the sandwich estimator I 3 . The extra advantage of the bivariate analysis when the underlying model is incorrect is in the great reduction of bias, compared to the univariate case, leading to a really robust inference (more pronounced for increasing d 2 than for increasing ρ). The large value of the bias obtained for the univariate analysis shows it fails to provide a good approximation to the true data model, and signals an analysis of resulting MLE of µ 11 would be misleading.
Real applications 4.1 Crab data
The crab data of the genus Leptograpsus variegatus, originally collected by Campbell and Mahon (1974) , has been often analyzed in the literature of multivariate mixture models (e.g. Ripley, 1996; McLachlan and Peel, 1998, 2000) . Here we focus the sample of n = 100 blue crabs, with n 1 = 50 males and n 2 = 50 females, corresponding to the two components with component labels known. Each specimen has measurements (in mm) on the width of the front lip (FL), the rear width (RW), the length along the midline (CL), the body depth (BD), and the carapace width (CW). We use the data to conduct cross-dimensional comparison of the mixture models with more than two variables. While Hawkins' test suggests both normality and homoscedasticity assumptions to be reasonable here, McLachlan and Peel (2000) found that homoscedasticity may lead to inferior model fitting. For illustration purpose, we consider the hypothetical setting that RW is of primary interest and all other variables are secondary.
We performed three clustering analyses, ignoring the known component labels: In the first, we fitted a univariate mixture model to RW, in the second we fitted a bivariate model to RW and CL, and in the third we fitted trivariate models to RW and CL with either FL, or BD, or CW as an additional third variable; all the models were with two Gaussian components and heterogeneous covariance matrices. Table 4 . In the univariate analysis, the EM converged to a spurious maximum point, withσ 2 RWmales = .68, resulting from a group of eight outliers being erroneously identified as a component. As a consequence, the A.R. was very low (.10 for the males and .50 overall). The bivariate analysis reduced the adverse effect of outliers, leading toσ RWmales = 2.82 and the overall A.R. improves from .50 to .87. Also the standard errors from all three estimators improved for the males (the comparison for females is not meaningful due to the spurious point). The significant improvement is as expected from the theoretical results because the empirical correlation (given the true labels) between RW and CL is very high for both males (.977) and females (.987). The trivariate analyses lead to comparable results as the bivariate one. This plateau in performance is not surprising since the information gain from adding variables is obtained at the price of the extra uncertainty in estimating more parameters; the latter can outweigh the former especially when a lower-dimensional analysis already produces accurate results.
Besides RW, we have also run similar analysis with CL as the primary outcome. No spurious point was detected. The standard errors of the cluster means estimated from all the three estimators reduced significantly (60% in males and 80% in females) from the univariate to the bivariate analysis and the overall A.R. increased from .60 to .87. Same as before, the trivariate analyses did not provide further improvement (details are omitted here).
In the presence of multiple candidate secondary variables, we suggest the following selection procedure: first, conduct a normality test (e.g., Hawkins') for each bivariate pair of the primary variable and one secondary variable and select the ones deemed normal; second, for each selected pair perform a bivariate mixture analysis and, given the estimated labels, calculate the empirical within-component correlations and the distance between the component MLE s.e. forμ RW A.R. Table 4 : The estimated mean and variance of RW, and the standard error of the mean for male and female crabs. In the bivariate model, CL is as the second variable; in the trivariate analyses, FL, CW, BD are separately used as the third variable besides RW and CL. The sample mean of RW for the males and females is 11.72 and 12.14, respectively, and the sample variance of RW for the males and females is 4.46 and 5.95, respectively. means of the secondary variable; third, choose the secondary variable that gives the highest absolution correlations or/and distances.
Educational cost of World War II
The second application arises from the Instrumental Variable (IV) approach in causal inference (Angrist et al., 1996) , which inherently defines a mixture structure as shown later. An instru-mental variable or instrument is a variable that is correlated with the treatment variable, but does not have a direct effect on the outcome, only indirectly through the treatment variable.
The instrumental variable is often viewed as defining a natural experiment. Ichino and WinterEbmer (2004) It is usually reasonable to rule out defiers in practice. And the estimand of interest lies in the effect of war on earnings for compliers, known as the compliers average causal effect (CACE).
The inferential challenge is that the individual's subclass membership is not always observed. Specifically, given the structural assumptions in Angrist et al. (1996) , individuals for which we observe (Z = 0, D = 1) are never-poorly educated, and those for which Table 5 . For continuous outcomes, Imbens and Rubin (1997) proposed the following mixture model for the above formulation of instrumental variable:
where f (x, d, z) is the density of the outcome x given the observed instrument z and education level d, 1 {A} is an indicator function of set A, π is the probability P (Z = 1), ω g is the mixing probability, which is the probability of an individual being in the g group P (G = g) for g = a, c, n, and φ gz (x) = φ gz (x; µ gz , σ gz ) is the (normal) outcome distribution for a unit in the g group that is assigned to the treatment z. The mixture structure is clearly shown in two last factors in (9), which are linked to each other by means of the two parameters π and ω c , and therefore two separate analyses of the mixtures would lead to different results compared to the joint analysis of (9).
Our analysis uses the same data of Ichino and Winter-Ebmer (2004) , collected from the wave 1986 of the German Socio-Economic Panel from which we consider only males born be- following years. To account for increasing trend of earnings with respect to age, following these authors, the primary outcome X is defined as the residual of a regression of natural log of average hourly earnings observed in 1986 in Germany on a cubic polynomial in age. The log transformation for income is usually adopted in the labor economics in order to induce normality in such otherwise asymmetric variable. To account for decreasing trend of earnings with respect to age, the "treatment" D is defined to be equal to one if the individual's residual of a regression of years of education on a cubic polynomial in age is smaller than the residuals' sample average (poorly educated) and zero otherwise. The instrument Z was defined earlier.
In addition, we select an auxiliary variable: the hours worked per week. We will compare the results from fitting the univariate version of model (9) to earnings, versus those obtained from fitting the bivariate version of model (9) to earnings and the auxiliary variable.
We first eliminate the multivariate outliers detected on the initial sample of 1163 units.
A subsequent visual checking of the histograms of the auxiliary variable for the two nonmixtures factors in (9) reveals a deviation from normality due to a slight bimodality. Individuals presenting very high level of hours worked have been consequently eliminated so that the final sample size results in 993 units. As shown in Mercatanti (2013) , despite model (9) is identified, the main problem associated with a likelihood analysis arises from the possibility of having multiple roots for the likelihood equations, which results from the two mixtures of distributions being involved. We adopt here the proposed solution to identify the Efficient Likelihood Estimator (ELE) for parameters in (9), under heteroscedastic conditions for the mixtures, as the local maximum likelihood point closest to the method of moments estimate of the mixing probabilities. Table 6 reports the results of the univariate versus the bivariate analysis. The parameters related to the groups of units for which the subclass membership is observed (units with D = 1
and Z = 0, or D = 0 and Z = 1) do not involve mixture structure, and unsurprisingly their estimated values (μ a0 ,σ a0 ,μ n1 ,σ n1 ) and standard errors do not change from the univariate to the bivariate analysis. Significant reductions in the estimated standard errors have been obtained for the parameters of the mixture of always-poorly educated and compliers: this is a very entangled mixture for which the contribution of the secondary outcome is decisive to sharpen the inference. In particular for the group of compliers, for which the estimated standard errors show a reduction of about 55% inμ c1 , and 60% inσ c1 . Moreover the most important estimand in this study, that is the average causal effect on earnings for compliers,μ c1 −μ c0 (individuals whose educational choices were affected by the war), shows a reduction in its standard error ranging between 24%, by I 3 , to 32%, by I 2 , due essentially to the strong reduction observed forμ c1 . This leads to a decrease in the p-value for this quantity from about 0.700 for the univariate case to 0.054 (I 1 ), 0.048 (I 2 ), 0.081 (I 3 ) for the bivariate case. The estimated standard errors for the rest of the parametric set show lighter reductions apart from the slight increases inσ c0 andμ a1 .
Interestingly, another advantage of the bivariate analysis in this example emerges from the analysis of the local maximum likelihood points detected. The ELEs reported in Table 6 correspond to the roots closest to the method of moments estimates of the mixing probabilities. 
Conclusion
We propose to sharpen the inference for a lower-dimensional mixture model by jointly modeling the primary variable and an auxiliary variable. We have established analytical results for several special cases that show that the probability of correctly allocating mixture memberships and the information number for the means of the primary outcome in a bivariate mixture model with two Gaussian components are generally larger than those in the corresponding univariate model. The improvement under more general settings, including misspecified models, is also observed in a comprehensive simulation study and in two real data analyses. As shown in the second empirical example, there is in general no need to include many auxiliary variables, as most of the information gain comes from the auxiliary variable with a high association with the The formal results we have obtained can be useful in many settings, such as those mentioned in the introduction. The goal in empirical analysis, e.g. in causal inference and small area estimation, should be to pick the best auxiliary variable that increases precision without increasing the risk of mis-specification. This issue will be the subject of our future investigations.
where the inequality is due to the constraint of σ 12 ≤ σ 1 σ 2 . Moreover, it is straightforward to show that lim |d 2 |→∞ fk(x i ) = 0 for any x i lying on the discriminant line h(x i ) = 0 so that, given the local monotonicity of fk(x i ), we have:
The same arguments applies to prove
Appendix 2. Proof of Result 2.
The diagonal terms of I 1 have the form:
while the off-diagonals have:
Given lim |d 2 |→∞ {c f k (x i )/f (x i ) | (i ∈ k)} = 1 and lim |d 2 |→∞ {c fk(x i )/f (x i ) | (i ∈ k)} = 0
we immediately have: The same arguments apply to prove the case when ρ → 1, for fixed (d 1 , d 2 , σ 1 , σ 2 ) and fixed sample size n.
Appendix 3. Proof of Result 3.
(1) Let
Notice that c f k (x i )/f (x i ) increases when h(x i2 ) < 1, or equivalently when: , then a > 0, so that h(x i2 ) < 1 when
and Pr {h(x i2 ) < 1|(i ∈ k)} = 1 [x 2 inf < x i2 < x 2 sup ] f k (x i2 )dx i2 = Φ k (x 2 sup )−Φ k (x 2 inf ).
It is easy to prove that lim |d 2 |→∞ x 2 inf = −∞ and lim |d 2 |→∞ x 2 sup = +∞. Consequently lim |d 2 |→∞ Pr {h(x i2 ) < 1 | (i ∈ k)} = 1.
Moreover, given that lim d 2 →+∞ fk(x 2 sup ) = 0 and lim d 2 →−∞ fk(x 2 inf ) = 0, and given the local monotonicity of fk(x), we have:
, then a < 0, so that h(x i2 ) < 1 when
and Pr {h(x i2 ) < 1|i ∈ k} = 1 [x 2 inf > x i2 or x i2 > x 2 sup ] f k (x i2 )dx i2 = 1−Φ k (x 2 sup )+Φ k (x 2 inf ) Again, it is easy to prove that lim d 2 →+∞ x 2 inf = +∞ and lim d 2 →−∞ x 2 sup = −∞.
Therefore lim |d 2 |→∞ Pr {h(x i2 ) < 1 | (i ∈ k)} = 1.
Given that lim d 2 →+∞ fk(x 2 inf ) = 0 and lim d 2 →−∞ fk(x 2 sup ) = 0, and given the local monotonocity of fk(x), we have again:
The case σ 2k = σ 2k is trivial.
(2) The same arguments to prove Result 2 apply here. 
