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Resumen 
Se presenta un método que trata el problema de asignación de Wl conjunto de tareas apropiables, sobre 
un conjunto de procesadores heterogéneos distribuidos que deben trabajar en un entorno de tiempo real 
duro. Las tareas son cooperativas y utilizan como vía de comunicación una red. Sobre el sistema 
tareas-procesadores-red, existen restricciones de ubicación, diagramabilidad, memoria, comunicaciones 
y precedencia. 
1. Introducci6n 
En un Sistemas de Tiempo Real (STR) los resultados producidos deben ser siempre correctos desde los 
puntos de vista lógico y temporal. Alcanzar un resultado correcto temporalmente, se logra cumpliendo 
con las especificaciones temporales impuestas por el entorno de tiempo real. Sistemas de Control de 
Procesos, Fabricación Automática en Plantas mediante Robots, Muhimedia y Telecomunicaciones son 
ejemplos concretos de STR. Las características básicas de un Sistema Multiprocesador es la existencia 
de varios procesadores acoPlados por un (;anal de comunicaciones. EstOs sistemas se emplean en tiempo 
real cuando los resultados esperados no pueden ser obtenidos por un solo procesador, o bien cuando se 
desea mejorar la tolerancia a las fallas. 
El problema a resolver contempla un conjunto de m tareas de tiempo real apropiativas que deben ser 
ejecutadas en n procesadores, cada uno de los cuales posee una cantidad detenninada de memoria. Si no 
hubiesen condiciqnamientos para la asignación, ésta podría realizarse de nm formas diferentes. El 
objetivo es asignar m tareas a n procesadores con la intención de obtener una asignación, que cumpla 
con diferentes restricciones en un contexto de tiempo real duro. De las nm asignaciones, es posible que 
sólo un subconjunto de ellas cumpla con las condiciones impuestas por el sistema. Es evidente que el 
problema puede no ser computable en tiempo razonable para valores de nm considerables. Pueden 
utilizarse distintos mecanismos para seleccionar el par tarea-procesador que debe asignarse en un 
determinado momento, intentando minimizar el número de computaciones requerido para obtener Wla 
solución o para identificar la no resolución del problema. Investigaciones recientes cubren los siguientes 
tópicos: asignación de tareas en un sistema distribuido utilizando técnicas de Branch and Bound (Ma 
1982), asignación y diagramación de tareas periódicas complejas (Ramamritham 1990), asignación y 
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dia~;ramación de un.conjunto de tareas no apropiables con constricciones de vencimiento, preced.enQiay 
exclusión sobre un sistema de procesadores idénticos (XU 1993), asignacián de tareas de tiempo real 
duro utilizando optimización por Recocido Simulado (Tindel 1992, Borriello 1994), asignación de 
tareas utilizando métodos heuristicos sintonizados (Ferro 1996) y asignación utilizando lógica difusa 
(Orozco 1996). Por otro lado el problema de partición de grafos (pPG) es una optimización 
combinatoria prácticamente intratable que tiene múltiples aplicaciones (diseño de VLSI, ruteo de 
información, etc.). A partir de un grafo con pesos en los arcos y nodos, el objetivo del PPO es encontrar 
una partición de los nodos del grafo, en k-subconjuntos disjuntos, tal que la suma de lo pesos de los 
arCC6 que no están en la misma partición es minimizada. El problema efe partición de grafos es' NP-
completo (Garey and Johnson 1979). Existen diferentes enfoques para este problema: métodos' 
heUlísticos (Fiduccia and Mattheyses 1982, Dunlop 1985, Sarje and Sagar 1991), métodos baSádos en 
recccido simulado (Van den Bout 1990, Tindell 1991, Tao 1993) y'métodos que utilizan algc;ritnios 
gentticos(Jones and Beltramo 1991, Laszewski 1991). La mayoría de estas técnicas iiltenta enContrar 
una solución inicial, y luego se buscan soluciones vecinas a la actual para obtener nuevas soluciones. 
La I'erfomince de estos métodos se ve degradada para valores no unitarios de los pesos. Las téa\iCis 
bas~ldas en recocido simulado son superiores, pero consumen gran cantidad de tiempo para obtener una 
solución.' Por otro lado la combinación del recocido con redes neuronales no trabaja con grafos pesados:' 
Los AlgoritmQS Genéticos (AGs) son métodos de búsqueda y optimización que imitan el proceso'de 
sel84~ción natural¡manipulando una población de individuos que contienen valores posibles de las 
variibles de un problema específico (Goldberg 1989). Estos algoritmos de búsqueda están basados en la 
sel84~ción y genética natural, combinando el concepto de supervivencia del más apto, con un intercambio' 
estructurado pero aleatorio de información. Al estar basados los AGs en la genética, la terminología 
utiliu.da se corresponde en forma directa con el vocabulario genético. Luego cada generacioo esta 
compueSta por cromosomas, los :cuales pueden ser implementados como vectores formados por genes. 
Los expresiones anteriores·mV0lucran la presentación de las características de los mejores exp<lIl~ .. 
una generación en la generación siguiente, introduciendo sobre la·. población cambios aleatorios 
utiliWldo los operadores genético$\ de cruce y mutación. Antes de poder evaluar a un individuo es 
neceisario decodificar la información que contiene, para utilizarla e~o entrada a la ~c~ÓD:t ~~ 
evaluación. Si utilizamos un enfoque basado en AGs que incorpore el espacio del problema a tratar, 
estaremos sacando provecho del paralelismo inherente aportado por el AG y del problema específico a 
resolver. Utilizando esta técnica (Ahmad 1995) la construcción del cromosoma estará basada en los 
datc1s del problema. Luego los operadores genéticos pueden ser aplicados directan.'ente sobre el espacio 
del problema, sin existi~ necesidad de alterarlos al cambiar el contexto del mismo. La solución es 
obtenida utilizando una'be~ri~ca simple y rápida que pennite mapear del espacio del problema al 
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espacio de soluciones. En este trabajo se propone un método basado en la utilización de algoritmos ... 
genéticos para particionar grafos: Se intenta obtener mediante eSta técnica, una asignación de tareas que 
cumpla con las constricciones de tiempo real. 
2. Modelo 
El modelo de tiempo real propuesto, contempla que cada tarea ~ es apropiable y debe ser enteramente 
. '. ..: . '. 
ejecutada en un procesador. Las tareas son periódicas, con mi requerimiento de memoria específico y un 
tiempo de vencimiento y de ejecución predeterminado. Las tareas son parte de un trabajo 8, que es 
representado por un grafo dirigido y acíclico. En el grafo los nodos, representan a las tareas, el valor 
asociado a los nodos indica el tiempo de ejecución de la tareas y el peso del arco que las une, indica la 
cantidad de información medida el1: .b~s que intercambian las tareas. 
Una tarea 'ti es deno~da termin~l, si y sólo si no existen arcos salientes de 'ti. Así mismo ~a tar~, 'tj 
es denominada fuente,siy sólo si no existen arcos entrantes a 'tj. Por otro lado 'ti y ~i son prec:lecesor y 
sucesor respectivamente ('tí --(. 't) si y sólo si existe un arco desde 'ti a 'tjy no existe 'tk I 'ti -< 'tk-< 'tj. 
A partir de la definición de las componentes del grafo podemos formalizar el modelo y definir la 
estrategia de PPG a adoptar. Se define al multigrafo S == {r, S, <PI, <P2}, donde r ={'t], 't2, ...... tm} es el 
conjunto de nodos, S e r x r es el conjunto de arcos, <PI : B-+Z·· define los pesos de los arcos, <P2 : 
r·~zl define el peso de los nodos y Z~ es el conjunto de los enteros positivos. 
El problema de particionar en n-subconjuntos se reduce a encontrar una función de mapeo: 
n:f' -+ {1l'¡'1l'2' ..... '1l',,} donde 1l'/ = {-r E I' 11l(-r) = 1l'¡} Vi 11~, j ~ n (1), 
tal que 
k 
1l'/ n 1l'j = 0 para j :I:.i Y U 1l'/ = r Vi 
i::=1 
(2) 
R(1t¡) indica el tamaño del subconjunto 7ti y se derme como t<P2('t) V'tE1ti . Además X¡,¡ indica el peso 
originado al particionar entre dos subconjuntos 1ti y 1tj de n y se define como '<P1(u,v) V(u,v)eS I 
UE1ti y VE1tj. El objetivo es minUnizar los pesos de n: 
Y(n)· -~X '\-J'. "1 1 .. <: .< . 
-,L..¡ /,j vI,} ~., 1 - }-"" n (3) 
tal que el desbalance W(ll) entre el tamaño de cada 1ti sea mínimo. 
w(n) <:::LIR(1l'¡)-R(1l'j)1 'Vi,Jllsi5.jSn (4) 
J. Restricciones 
3.1 Restricciones temporales 
En ambientes de tiempo real son comunes los sistemas en los que un conjunto de tareas comparten un 
único recurso. Debido a restricciones temporales, el uso del mismo debe ser garantizado a cada tarea 
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dentro de un cierto intervalo, contado a partir del instante en que se-gtIl¡mrel'-tequerimientCJ.';Este 
int3ryalOes denominado plazo de vencimiento de la tarea. El tiempo se consiclera ranurado. ,La ,duración 
de ¡una ,ranura ,se denomina tiempo de ranura y se simboliza Tr. eSe supone además, que los 
requerimientos de ,las tareas se producen sincrónicamente con el comienzo 'de una :ranura y que cada 
tarl38 los produce en fonna periódica. 
El 'conjunto de tareas r puede ser caracterizado por S(m)={CI, TI, DI , C2 , T2" D2 ... , Cm. Tm. Om} 
donde Cl, 'T¡;O¡denotan el tiempo de ejecución, el mínimo periodo degeneración y el vencimiento'de la 
tama 'ti respectivamente. El recurso permanece ocioso sólo cuando no existe requerimiento. Un,a ,ranura 
d~\Cie el recurso no es utilizado se denomina libre. Para asignar ~l recurso ,se. e .. bleCj;l ,una ,pila de 
prjm:idades, cuando la misma está organizada por periodos monotónicos crecieIrtes se denqntina PMC., 
En Liu and Layland (1973) se ha demostrado que la peor condición de carga del sistema, ocurre cuando 
todaslo~ ~reas ,producen requerimientos simultáneos. Santos et al (1993) han demostrado formalmente 
qU~1 un sistema S(m) es PMC diagramable si y sólo si para i=2,3, ..... m: 
y 
t Ch ~l 
h=1 1'" 
Di :<! eC¡(i-I) = 'least t I t = C¡ + tCh[-t 1 
h=1 Th 
(5) 
J. '. 
'(6) 
Cwmdo se comparten datos y/o recursos las tareas pueden sufrir inversiones de prioridad y ser 
bloqueadas por tareas de menor prioridad. El peor caso de bloqueo puede ser incorporado a la expresión 
de las ranuras vacías (Ferro 1996) agregando el bloqueo más largo K¡ que puede recibir una tarea. 
Luogo la expresión de diagramabilidad para i=I,2,3, ..... m será: 
(7) 
3.2 Restricciones de ubicación 
Al~;UÍtas tareas deben ser ejecutadas en un procesador determinado, por lo que reciben el nombre de 
pi~~signadas. Estas deben ser ejecutas en un procesador particular, pues necesitan contar Con recursos 
espedfícos. EStos pueden ser sensores, dispositivos de entrada/salida, bases de datos etc. Cuando es 
nebesino definir réplicas de tareas para implenientar tolerancia a fallas, la tarea original y la replica no 
poeliin coexiStir en un mismo prOcesador. Las tareas que no tienen procesador definido se las 'llama ,; 
, 
tibIes y pueden ser alojadas en cualquier procesador. 
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3.3 Restricciones de memoria 
Cada tarea requiere de una . determinada cantidad de memoria durante su ejecuCión. La misma es 
'. especificada como la suma de su código de ejecución y la memoria dinámica que va a necesitar durante 
"la corrida. Antes de asignar una tarea a un procesador~,es necesario verificar que el mismo disponga de 
). . .. 
una cantidad suficiente para recibirla. Luego debe cumplirse que: 
~~~ 00 
.; donde A!~, , es la memor:ia requerida por la tarea rh y Mn es la memoria disponible en el procesador n . 
• ;3.4 Restricciones de comunicación 
Las tareas pueden transferir información entre sí. Si las mismas se encuentran en distintos procesadores, 
una red de interconexión es necesaria. Generalmente esta funCión es realizada por tina red loca11a cual 
debe operar con las mismas restricciones que el sistema de tiempo real. La red se supone que 
'implementa una mecanismo de acceso que utiliza una disciplina de rueda cíclica. Esta es diagránlable si 
cumple con: 
m LB¡ ~AB*Dmm 
i~l 
(9) 
donde B¡ es la cantidad total de bytes que la tarea-i envía a través de la red a cada una de sus sucesoras, 
AB el ancho de banda útil y Dmin el mínimo plazo de vencimiento del conjunto de tareas. El peor retardo 
de comunicaciones que puede recibir una tarea antes de enviar los datos a su sucesora, estará dado por: 
(lO) 
esto es deducido, teniendo en cuenta que una tarea para poder transmitir, debe esperar que todas las 
demás lo hagan. 
3.5 Restricciones de Precedencia 
Para un número importante de sistemas, es ~rescindible que las tareas colaboren entre sí para 
alcanzar un objetivo predeterminado. Al definir una relación de precedencia se incorpora complejidad 
l.} 
tanto para la asignación como para la diagramación. Los mejores resultados fueron obtenidos para 
subclases de la relación de precedencia, desarrollándose algoritmos polinómicos para relaciones con un 
solo predecesor y un solo sucesor. En nuestro enfoque, cuando una tarea 'tp debe enviar datos a otra que 
reside en un procesador distinto, el vencimiento de la tarea predecesora Dp debe ser corregido teniendo 
en cuenta el retardo de comunicaciones: 
(11) 
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La iiíi~iaciOn de la sucesora es manejada por eventos y es activada'- cuando elúltimobyreftiansferido 
llega al nodÓ.:' ,: 
4. Algoritmo 
El propós~to del algoritmo es particionar un conjunto dado de tareas en un número detenninado de 
. . !,:.! ~~,:. 
pr(){~sad~r~s. La técnica de agrupar, intenta solucionar el problema de distribuir m objetos cm. n grupos 
mediant~, l~. utilización de algún criterio de optimización. A pesar de no brindar la sol~~ik" Óptima al 
'~~.1. ~~. ..~ .... ~. 
problema este algoritmo obtiene una solución casi óptima en un tiempo reducido, inclusive para 
~.~~.~~ .t?' 
prol:>lernas muy complejos donde la perfomance de los métodos tradicionales comienza a decaer. 
Los pasos que comprende el Algoritmo son: 
1. Inic:ializaci6n: Se inicializa a: m8g con el número de nodo~ del grafo 8, Np con el tamaño 
deseado de la población inicial, Ng con el número de generaciones a evolucionar, Pe con la 
probabilidad de cruce, P m con la probabilidad de mutación, n con el número de subconjuntos 
disjuntos (coincide con el número de procesadores del sistema), y al y a2 con los valores 
deseados para la .influencia de cada peso dentro de la ecuación de costo. 
2. Generar la poblaci6n inicial: El primer cromosoma de la población inicial es construido a 
¡ ¡',: 
partir del grafo de cada tJabajo, mientras que los restantes son obtenidos perturbando el 
, 
cromosoma inicial. Cada cromosoma tiene asociado un arreglo de números reales que 
representan la dominancia de cada nodo del grafo que representarían los ~es. La 
dominancia O de cada nodo i para el primer cromosoma se calcula como: 
G,I =<1>2 (T,). INT(random(O,l) * m:) (12) 
Los. j-esimos cromosomaSt restantes se obtienen perturbando aleatoriamente la ecuación 
anterior: 
(13) 
donde:j(11,~) es un númerolgenerado con una distribución de probabilidad unifonneentre -r¡ 
y¡1 
3. Particionar: Una vez obtenidos los Np cromosomas y ordenados sus genes por valores 
decrecientes de dominancia, se ejecuta el algoritmo para particionar en n subconjuntos. El 
rrÍÍ$&i(, seIeccioitá' el gen con el mayor valor de dominancia y lo asigna a' el subconjwIto que 
tenga el menor tamaño. El tamaño de cada subconjwIto es la suma de los pesos de todos los 
n~¡¡ :"mapé8dds a· ese subconjunto. La solución elaborada por el algoritmo para cada 
cromosOma caléula lOs valbres resultantes de las ecuaciones (3) y (4) para ser aplicados en 
el paso siguiente. !' ,. 
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4.. Calcular el Costo y la Aptitud: La· función costo es la llave que. refleja el éxito de la 
optimización. Seleccionaremos la suma pesada de las ecuaciones (3) y (4) para calcular el 
costo de cada cromosoma i: 
(14) 
donde al y a2 son los pesos que Conir~lan la función objetivo. Si el problema es duro en 
comunicaciones lo que se intentará controlar es al para reducir indirectamente LI y poder 
cumplir con las condiciones de precedencia y de diagramación. Si por el contrario el factor 
de utilización total de las tareas es alto se deberá controlar a2. El valor de este costo fue 
. . 
utilizado para determinar la aptitud de cada cromosoma i en la siguiente forma: 
A(i) :: _. (CostoMaximo - (~~stO(i») (1_ 
Nz., L (CostoMaximo _. Costo(k») 6 
(15) 
k-I 
donde Co.'itoM~ximo es el mayor costo de un cromosoma en la poblaciÓn y (}(cuyo rango va 
entre 1 y 5) es un parámetro usado'para escalar la aptitud y balancear la convergencia .. 
5. Operadores de Selección, Cruce y Mutación: Mediante este operador se obtiene la nueva 
generación formada por una selección de cromosomas de la generación previa. Los 
cromosomas de mayor aptitud tendrán una probabilidad mayor de ser seleccionados, 
existiendo la posibilidad de contribuir con más de un descendiente en la nueva generación. 
Para representar la probabilidad de selección se utiliza la de una ruleta, en la cual cada 
cromosoma tiene asignada una cantidad de casilleros proporcional a su aptitud (Goldberg 
1989). Una vez creada la nueva generación, se elige un par de cromosomas en forma 
aleatoria. Estos cromosomas son partidos en una posición p elegida al azar y se intercambian 
los primeros p genes de un cromosoma con los primeros p genes del otro; con una 
probabilidad Pe. La mutación es un operador secundario que cumple la función de evitar la 
perdida de información que puede darse por los dos operadores anteriores. En este proceso se 
recorren todos los genes uno a uno y se los muta con una probabilidad P"" que generalmente 
es mucho menor que la probabilidad de cruce. 
Los pasos 3 al 5 son repetidos para un número predefinido de iteraciones de acuerdo a Ng • 
6. Obtener Soluci6n: La mejor solución para el grafo /} es almacenada y se repiten los pasos 
2 al 6 para cada uno de los grafos restantes. 
7. Evaluaci6n: Una vez obtenida la solución para cada grafo, se realiza el análisis de todas 
las particiones comunes encontradas. Sobre las n particiones resultantes se aplican las 
pruebas que verifican las restricciones. Si estos son satisfechos en su totalidad para cada 
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partición, se' mapean las mismas a los procesadores correspondientes' y,,·una'lolucíón asido 
alcanzada. 
5. Ejemplo 
La!; tabla 2 y 3 4el Apéndice muestran un Sistema de 8 procesadores y 43 tareas periódicas de tiempo 
real (ejemplo presentado ,en Tindell 1992) usado para evaluar el algoritmo presentado. La ancho de 
. . , ,. ! 
, :( 
banda.de la red seleccionado para el ejemplo fue de 4 Mbit/seg . La Tabla 2 muestra las características 
. ~. . .. "; 
particulares .de ca~ tarea, mientras que la Tabla 3 lista la capacidad de memoria de cada procesador. 
. . . • i ~. ' .. 
L~ sim1,>c;>lización 50/1 y 150/2 de la primera línea significa que la tarea t'o debe enviar 50 bytes a la 
",< 
tama t'J Y 150 bytes a la tarea t'2. Los siguientes pares de tareas denominadas original y replica no 
. : • J .. ~, 
pUEden ser ejecutadas en el mismo procesador: (33,38), (34,39), (35,40), (36,41) Y (37,42). La figura 1 
mu$a los 11 trabajos que deberán ser asignados cumpliendo las constricciones. El algoritmO fue 
progtamado en e y ejecutado en una Alpha AXP 3000. Lá primer solución obtenida ·detallada en la 
tabla 1 fue encontrada en un tiempo menor a 3 segundos y con los siguientes. parámetros: n=8, pc=0.5, 
Pm=O 001 ,1=10 ~1=1 ~,,=1 [J=3 N =150 N =100 1'/ = 11 = max· {p.1} / A. ,,' '- , , ., 'P"'I ,r 11 
Procesador Tarea-s .----- --Fac1i-oide-u-tiÍizaci-' -:6-11'---: "'-Me'-m-o-:ri:"""a-' 
14;34;35;37;9;0;2 0.771429 970 
PI 28;39;7;8;11;18;19;1;3 
----.--....;... .. ,------+---___ ------1 
0.557143 990 
..... - .. -.. _-.... -- ---... . ......... -~, _ ..... --.-............ -- .. - --..... -.. -_ ... -........ -.. -_._ ... ~ .. _:. r-: ...... . :---. -"--.' 
P2 12; 13;17;33;40;42;6 0.878572 760 
.. ---....... - .. --------.--- . __ .. __ .~----_. 1----.-"-
P3 15;16;20;21;27;38;5 0.788095 1140 
.. _-- ..... _--_ ... __ . __ . ----- ..... . ...... .:~~. :.., ... . 
P4 4 0.033333 300 
•.. _ .._ ..... _------. --_ ... ------
P5 22 0.071429 100 
_ .... _ .......... _ .. - ............. _ .... -_ ... _- _._ .. __ ._ .... ----_ .. __ ... _---_ ... _ .. _ ... _----_ .. _-
P6 25;26;29;31 ;36 0.528571 1130 
.. _~------_ ... _ .. ". -~----~~. _.~. --~.-
'P1 23;24;30;32;41;10 ---'0'.-8-57-1'-4-3'-'--;----8-1--0--'-
Tabla I 
6. Conclusiones 
El algoritmo utilizado es una primera aproximación al problema de resolv'erasignaciones en un Sistema 
Distribuido de Tiempo Real Duro, sobre el cual el número de investigaciones aún es muy escaso. Este 
métQdo es sumamen~ veirtajoso sobre el RS y sobre los AGS tradicionales.; Lamentabl~ en la 
solución obtenida por Tindell utilizando RS no se especifica el tiempo empleado en alcanzar la primer 
solución. 
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Luego e$ imposible poder comparar los rendimientos de ambos métodos, pero es conocido que una de 
las deficiencias del RS es la excesiva cantidad de tiempo utilizada para encontrar la solución. El 
algoritmo presentado pretende compararse con los distintos métodos utilizados para asignar en un 
escenario exclusivo de tiempo real. Actualmente se encuentra en fase de desarrollo una comparación con 
efmétodo presentado por Rammarithan (100 ejemplos aleatorios con tres procesadores y 24 tareas), 
donde la tecnica de diagramacián utilizada es cíclica y no PMC como la presentada en este trabajo. 
Los trabajos futuros contempla realizar un tratamiento conjunto entre asignación y diagramabilidad 
(Cayssials 1996) e incoIporar lógica dIfusa (Orozco 1996) al algoritmo presentado, para poder 
determinar a priori cual parámetro del problema es critico (utilización, memoria, comunicaciones) y 
poder inicializar con la mayor exactitud posible los pesos de la ftmción costo. 
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8. Apéndice 
T_ P ...... 1:-
M __ 
M .... l1lIkMMtI 
• 60 4 300 3011' 13012 .0 1 60 4 ISO 60/3' 7014' 3O/S 
2 60 2 120 2M! 
3 60 2 170 1 . 
4 60 2 300 6016 . 
5 60 4 300 8016 
, 60 6 110 .2 
7 35 2 SO 4418 1 
• 35 2 70 1 , 35 8 90 90111 Ii 
tO 35 14 220 2:!O111 
11 35 4 100 I 
t2 14 2 100 lSO/l3' 130114 2 
U 14 2 ISO SO/IS 
14 14 2 160 3011 S 
t5 14 2 130 3 
t, 14 2 110 50111 3 
17 14 2 100 . '2 .' 
t. 35 1 100 30119 1 
l' 35 1 160 I 
21 14 1 1!1O <10121 
21 14 2 200 3 
Z2 14 1 lOO 4M.~ 
23 14 1 200 40124 
24 14 1 100 20/2S 
25 14 1 200 20126 
U 14 2 700 20121' 20128 
27 14 1 110 30129 
21 14 1 90 30129 
2t 14 1 SO 6 
31 14 I 60 5001 7 
31 14 2 80 70132 
la 14 2 130 7 
II 20 3 100 500S 2'3 
l4 20 2 100 som 0:1 
l5 20 2 lOO 6DI36' 60/37 
U 20 2 lOO 6'7 
J7 20 2 100 
31 20 3 100 30140 2'3 
19 20 2 100 50140 0'1 
40 20 2 lOO 60141' 60142 
41 20 2 lOO 6:7 
42 20 2 lOO 
Tabla 2. Periodo, Tiempo de ejecución, requerimientos de memoria, 
longitud del mensaje!tarea destino y ubicación inicial de cada tarea. 
~ .. M-a 
• 1000 1 1000 
Z 1200 
3 1200 
4 700 
5 700 
6 1200 
7 1000 
Tabla 3. Capacidad de memoria de cada procesador. 
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IJ:JJ T=35 ~ T=35 
I' ." 8 ' 
cm T=14 ~J T=14. I job 5 ] T=35_ 
cr.' ~' !ilJ 0 2 19 I 
~[] T=1L, I jobO J T=14 
~' ~' 31)' •• 21 '! 
~" 
~ 1"=20 []ii:J T=2O 
Figura 1 - Definición de los 11 trabajos. 
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