Abstract Temporal evolution of a clonal bacterial population is modelled taking into account reversible mutation and selection mechanisms. For the mutation model, an efficient algorithm is proposed to verify whether experimental data can be explained by this model. The selection-mutation model has unobservable fitness parameters and, to estimate them, we use an Approximate Bayesian Computation (ABC) algorithm. The algorithms are illustrated using in vitro data for phase variable genes of Campylobacter jejuni.
of bacteria. The models are deliberately relatively simple though they capture two important mechanisms of bacterial population genetics: mutation and selection. Simplicity of the models allows their fast calibration and it is also consistent with the fact that in experiments sample sizes are usually relatively small.
The models are derived, calibrated and tested within the context of phase variable (PV) genes, which occur in many bacterial pathogens and commensals [9, 10] . Phase variation has three properties: (i) an on/off or high/low switch in gene expression; (ii) high switching rates; and (iii) reversible switching between expression states. Two major mechanisms of phase variation involve hypermutable simple sequence repeats (SSR) and high-frequency site-specific recombinatorial changes in DNA topology [9, 10, 46, 41, 31] . We note that in contrast to phase variation, non-PV mutations have lower rates and extremely rare reverse mutations, while PV genes have high mutation rates (e.g., in the case of Campylobacter jejuni they are estimated to fall between 4 × 10 −4 and 4 × 10 −3 ). PV genes can lead to changes in the expression of outer membrane proteins or structural epitopes of large surface molecules whose functions modulate multiple interactions between bacteria and hosts including adhesion, immune evasion and iron acquisition. Consequently, phase variation can influence host adaptation and virulence. Models accompanied by efficient data assimilation procedures are an important tool for understanding adaptation of bacteria to new environments and ultimately for determining how some bacteria cause disease.
SSR-mediated phase variation is considered herein as this is the specific mechanism occurring in genes of Campylobacter jejuni which we will use in our illustrative examples. SSR, otherwise known as microsatellites, consist of tandem arrangements of multiple copies of an identical sequence (i.e. the repeat). In Campylobacter jejuni the majority of these SSR consist of non-triplet repeats, polyG or polyC, present within the reading frame. Between 18 and 39 PV genes are present in each Campylobacter jejuni strain [4] . SSR tracts are hypermutable due to a high error rate occurring during DNA replication. Slipped strand mispairing, the proposed mechanism [28] , alters gene expression through parent and daughter strand misalignment during replication, which results in deletion or addition of one repeat unit in the newly-synthesised strand. Changes in repeat number of a non-triplet repeat present within a reading frame alter the coding sequence of the codon triplets producing switches in gene expression and hence the switches in phenotypes referred to as phase variation.
Other modelling approaches to bacterial population genetics can be found in e.g. [5, 39, 30] (see also references therein). These models have explored the interplay between selection, mutation and population structure for multiple interacting genes with low or high mutation rates and varying levels of selection [5, 21, 34, 47, 7, 33, 37] . A sub-set of these models have explicitly focused on hypermutability, where reversion is a defining and important phenomenon. These models have indicated that evolution of hypermutability is driven by the strength and period of selection for each expression state but is also influenced by the frequency of imposition of population bottlenecks [39, 30, 35, 1] . The majority of these models have considered single-gene phenomena and have not provided approaches or adjustable, portable models for application to actual experimental observations. An exception is the use of a model of non-selective bottlenecks of PV genes [3] that was utilised to predict the bottleneck size in observed bacterial populations [42] . The aim herein is to develop models that could be used to examine experimentally-observed popu-lations and determine whether mutation rate alone or mutation rate and selection for changes in expression of one or more loci were driving changes in bacterial population structure. Our main focus here is on host adaptation of a clonal population of hypermutable bacteria, for which we propose a mutation-selection model. The model describes collective behaviour of interactive PV genes and is accompanied by an effective data assimilation procedure.
The rest of the paper is organised as follows. In Section 2 we first recall and revise the mutation model from [10] , which is a stochastic discrete-time discretespace model describing the mutation mechanism only. It is derived under the assumptions of infinite (very large) size of the population maintained during the whole time period of interest, time is measured in generations, and all phasotypes have the same survival rate (fitness). Then we introduce a new model (mutationselection model) which takes into account both mutation and selection mechanisms. It generalises the mutation model by allowing phasotypes to have different fitness levels. We also discuss properties, including long-time behaviour, of both models. Then we turn our attention to calibration of the models. In Section 3 we propose a very efficient algorithm to test whether experimental data can be explained by the mutation model from Section 2 and we illustrate the algorithm by applying it to in vitro data for three PV genes of Campylobacter jejuni. In Section 4, we describe general methodology for estimating fitness parameters (as well as other quantities) in the mutation-selection model using Approximate Bayesian Computation (ABC), as well as an algorithm for detecting lack of independence between fitness parameters of different genes. In Section 5, we illustrate the methodology with applications to synthetic and real data from experiments involving the bacteria Campylobacter jejuni. We conclude with a discussion.
Models
Assume that a population of bacteria is sufficiently large (for theoretical purposes "near" infinite). As we will see later in this section, this assumption is used in constructing the models to average over branching trees occurring during population evolution in order to have deterministic dynamics of phasotype distributions. Hence, the required population size depends on the number of genes considered (the more genes, the richer the state space of the models and a larger population size is required) and on transition (mutation) rates (rare events need to be "recorded" in the population). This simplifying assumption allows us to have tractable models which can be efficiently calibrated as we show in Sections 3-5. Using the models, we can examine large bacterial populations, say of size 10000 or more, which is biologically relevant when the population is far from extinction (this situation is relevant to weak selection but may not be applicable to very strong selective pressures that cause high mortality rates and significant reductions in population size) and far from so-called bottlenecks as may occur due to strong selection or during transmission of bacterial populations between hosts or other environmental niches. The latter deserves a separate modelling and study (see, e.g. [3, 30] ).
In modelling we neglect the continuous time effect (see, e.g. [15] ) and measure time as numbers of generations. The number of generations between two time points is evaluated as the time between the points multiplied by an average divi-sion rate. The rate can be estimated in experiments by measuring how much time is required for a population to double in the absence of selection. This simplifying assumption neglects effects related to random time of bacterial division. To compensate the use of average division rate, in calibration (Sections 3-5) we assign to each time point a range of possible numbers of generations occurred since the previous observation.
We describe each bacterium via a status of its PV genes each of which can be either in the state OFF or ON. The OFF and ON states are coded as 0 and 1, respectively. Hence, we can represent the phasotype of each bacterium as a random
where ξ i can take only two values, 0 or 1. The random vector ξ has 2 possible values from the state space
where we label each element A i of Ω by a number i from 1 to 2 in the increasing order of the corresponding binary numbers:
Remark 2.1 We assume that ξ i can take only two values 0 and 1 since this work is mainly motivated by PV genes as explained in the Introduction. To study more detailed genome evolution of bacteria (e.g. repeat numbers instead of phasotypes), the models presented in this section can be easily generalized to the case when the random variables ξ i , i = 1, . . . , , can take more than two values without need of additional ideas (see e.g. [23] , where a mutation model analogous to the one presented in Section 2.1 but with multiple values of ξ i was used). However, for clarity of the exposition we restrict ourselves to the binary case here.
In Section 2.1 we derive a discrete-time discrete-space stochastic model for evolution of phasotypes after a fixed number of generations n, taking into account only the mutation mechanism of genes (this shall be referred to herein as the mutation model). This model was proposed in [10] (see also [23] ); here we provide more details which are needed for clarity of exposition. In Section 2.2 a discrete-time discrete-space stochastic model is considered for the binary switching in bacteria which takes into account fitness of genes in addition to mutation (this shall be referred to herein as the mutation-selection model). In Section 2.3 it will be shown when unique stationary distributions exist for both models.
Genetic drift modelling
Consider a parent bacterium at time n = 0 whose phasotype is x ∈ Ω. At (discrete) time n = 1 (i.e., after the first cell division) the parent bacterium produces two offspring: ξ(1; 1; x) ∈ Ω and ξ(1; 2; x) ∈ Ω, which are assumed to be conditionally (conditioned on the initial state x) independent random vectors. This conditional independence assumption is natural for a mutation process and has been utilised in similar models [23, 34, 10] . We introduce the transitional probabilities
from which we form the 2 × 2 matrix of transitional probabilities T = p ij . It is natural to assume that
Let us make the following assumption which can be interpreted as stationarity of mutation rates.
Assumption 2.1 Assume that the matrix of transitional probabilities T does not change with time.
Now we continue with the dynamics so that at time n = 2 the bacteria ξ(1; 1; x) and ξ(1; 2; x) produce their four offspring, then at time n = 3 we get eight bacteria, and so on (for the time being, we assume that no bacteria are dying before producing offspring). As a result, we obtain a binary branching tree. Denote by Z k (n|x) the number of bacteria of type A k in the population after n divisions starting from the bacterium of type x at time zero. This number is clearly random as it depends on a realization ω of the branching tree and its more detailed notation is Z k (n|x)(ω). The collection
describes a population living on the set Ω and the total amount of bacteria after n divisions is 2 n :
Let us randomly (i.e., independently) draw a member, i.e., a bacterium with a PV state, from this population and ask the question: what is the probability of the PV state being A k ? Obviously, for a fixed ω (i.e., for a particular realization of the branching tree), the probability to pick a bacterium of the type A k is equal to
This is a random distribution which is analogous to random measures appearing in Wright-Fisher-type models [15] . Since we are interested in the situation when a population of bacteria is of "near" infinite size, we will characterize the bacteria population at every time by an average of the distribution ρ k (n|x)(ω), where averaging is done over all possible realizations of the branching trees. If we put together all possible realizations of the branching trees with the corresponding random unnormalized distributions Z(n|x)(ω 1 ), Z(n|x)(ω 2 ), . . . , then the proportion of bacteria of the type A k in this total population of bacteria is equal to
The meaning of the average π k (n|x) is as follows. If we consider all possible binary trees (created via division of bacteria as discussed earlier) which started from a bacterium in state x, and we look at the resulting total bacteria population after n divisions, then the proportion of bacteria with PV type A k in this total population is given by the average π k (n|x). We note that π(n|x) := (π 1 (n|x), . . . , π 2 (n|x)) is a distribution defined on the set Ω. The distribution π(n|x) is well suited for modelling in the typical experimental setting when studying evolution of bacteria. Indeed, in both in vitro and in vivo experiments with bacteria we usually cannot observe evolution of a particular bacterium (i.e., a particular binary tree). Instead, a sample is collected from a large bacteria population at particular time points and data (the motivation for this paper is PV data) are extracted for this sample. So, in experiments one typically observes a sample distribution iπ at a time point i and, by tending the sample size to infinity, iπ converges (under the standard assumptions for the law of large numbers, and it is natural to assume that for the considered application these assumptions hold) to an average distribution i π, which we model using π(n|x). We will link the models considered in this Section with experimental data in Sections 3 and 4. Now let us show that time evolution of the measures π(n|x) resembles evolution of the distribution for a (linear) Markov chain. Using the previously-stated assumption of conditional independence between the states of daughters of the parent bacterium, and the transitional probabilities p ij from (2.3), we get
where π(0) is a vector in which all components are equal to zero except the ith component being equal to 1 (recall that at this stage we assume that at time zero we had just a single bacterium in the state A i ). Analogously, we obtain
We see that the time evolution of the population distribution resembles evolution of a distribution of states of a linear Markov chain. But we emphasize that the underlying model is not a Markov chain, since it is obtained by averaging over branching trees rather than modelling an individual by a Markov chain on the state space. The resemblance is in the evolution dynamics (2.7) of the distribution resulting from our model, which are the same as the dynamics of a distribution of a Markov chain on the same state space. As we will see in Section 2.3, this resemblance is useful for studying the time limit of the evolution of π(n).
Three generalizations of the model (2.7) are straightforward. First, instead of starting with a single bacterium at time n = 0, we can start with a bacteria population having an initial distribution π(0) of PV states and, consequently, we can write the mutation model as
In the language of branching trees used above, this generalization can be interpreted in the following way. The initial state (the seeding node) x ∈ Ω of branching trees is now a random variable with the distribution π(0), i.e., the initial state for each of the trees is randomly drawn from π(0). The average distribution π(n; π(0)) in (2.8) is obtained by averaging not only over all possible branching trees starting from a particular state x as in the case of (2.7) but also by averaging over all possible initial states distributed according to π(0). Second, so far we have been assuming that all offspring survive and hence the population grows exponentially. However, the model (2.8) remains valid when the number of bacteria of each type A k at time n is proportional to π k (n; π(0)) under the condition that the population size remains sufficiently large. The biological meaning of this assumption is that all phasotypes have the same survival rate, or in other words, the same fitness. The case when various phasotypes have different fitness is considered in Section 2.2. We note that since we assume the population size to remain large, it implies that the mortality rate is relatively low so that either the population size is not decreasing or decreasing relatively slowly during the time period of interest. Third, Assumption 2.1 can be relaxed to allow time dependence of the transition probabilities T , but the standard point of view is that mutation rates for bacteria do not change with time and hence we do not consider this generalization here.
For clarity of the exposition, let us summarize what is meant by the mutation model in this paper, highlighting all the assumptions made during its derivation. we call the dynamics (2.7) of the distribution π(n; π(0)) the mutation model.
It is commonly viewed that mutation of individual genes happens independently of each other, which in our phase variation context means that on/off switches of individual genes due to the mutation mechanism are independent of each other. Consequently, we can write the transition probabilities as
where 10) and α(i, j; m; l, k) = 1 if A i in (2.2) has the mth component equal to l and A j in (2.2) has the mth component equal to k, otherwise α(i, j; m; l, k) = 0. Under the independence assumption, the matrix of transitional probabilities T can therefore be written using Kronecker tensor products as
where T i is a 2 × 2-matrix of transition probabilities for the ith gene
Let us formalize the independence assumption and also require that all the elements of the matrix T are positive. 
(2.14)
Further, one can show that the model (2.8) under Assumption 2.2 implies that the evolution of individual genes is given by 15) where
are marginal distributions for the lth gene, i.e., 16) with α(j; l, k) = 1 if A j in (2.2) has the lth component equal to k, otherwise α(j; l, k) = 0. We see from (2.15) that in the case of the mutation model we can study behaviour of individual genes independently. In particular, we can verify whether data can be explained by the mutation model (2.8) by looking at each gene individually using (2.15 ). This will be exploited in Section 3.
Mutation-selection model
In the previous section we constructed a mutation model in which it was assumed that all phasotypes have the same fitness. In this section we will generalise the model (2.7) to include selection. By selection we mean that bacteria with some phasotypes grow faster than bacteria with other phasotypes. To take into account both mutation and selection mechanisms in modelling, we exploit the idea of splitting the dynamics. Without selection, we model mutation using (2.8) introduced in the previous section. Assuming there is no mutation, we can model selection via re-weighting a distribution of the population at each discrete time. Using the idea of splitting, at each discrete time moment we first take into account the mutation mechanism using one step of (2.8) and then we re-weight the resulting population distribution to model the selection mechanism. We now derive the mutation-selection model. Let us measure time in units of a typical division time for the slowest growing phasotype A i of the bacteria. We assume that the number of bacteria with this phasotype changes per time step by a factor
Note that if all offspring survive then β = 2. Bacteria with the other phasotypes A j , j = i, can be fitter and hence can grow faster per division step of the slowest growing phasotype A i , with a factor of γ j β, where γ j ≥ 1. We note that if γ j = 1 then the phasotype A j has the same growth speed as the slowest phasotype A i , for which obviously γ i = 1. The parameters γ j are interpreted biologically as relative fitness of phasotypes A j with respect to the slowest growing phasotype A i .
Suppose that the total bacteria population at time n has a sufficiently large size N and its distribution isπ(n) "before selection". Then, we have the following amount of bacteria per type "before selection":
Hereπ(n) is obtained from population distribution π sel (n − 1) at time n − 1 according to one step of (2.8):π
Selection can be modelled by re-weighting the distribution according to the relative fitness coefficients γ j . Hence, "after selection", we have the amount of bacteria per type
and the new total size of the population
Therefore, the new distribution which takes selection into account is computed as
Note that our requirement for the population to be of a sufficiently large size ensures that all N sel j remain sufficiently large so that the averaging used in Section 2.1 to derive the mutation model (2.8) can be performed. Thus, the mutation-selection model takes the form 19) where γ = (γ 1 , . . . , γ
2 ) and Iγ =diag(γ). In future we will also use a more detailed notation 20) where p = (p 1 , . . . , p ) and q = (q 1 , . . . , q ). For clarity of the exposition, let us summarize what is meant by the mutationselection model in this paper, highlighting all the assumptions made during its derivation.
Mutation-selection Model Under the assumptions
-infinite (very large) size of the population maintained during the whole time period of interest; -time is measured in generations;
-each gene can be either in state 0 or 1;
-the matrix T of transitional probabilities does not change with time (Assumption 2.1); -the vector γ of fitness coefficients does not change over time and all γ i ≥ 1;
we call the non-linear dynamics (2.19) of the distribution π sel (n) the mutationselection model.
We remark that the model (2.19) degenerates to the mutation model (2.8) when all γ j = 1. The model (2.19) resembles a nonlinear Markov chain [25] . Indeed, we can re-write (2.19) as
where T is a stochastic matrix which gives nonlinear transitional probabilities. We can choose T as
As we will see in Section 2.3, this resemblance is useful for studying the time limit of the evolution of π sel (n). The stochastic representation (2.21) for the continuous mapping
is not unique unless the condition that T ij = Φ j is imposed under which the representation (2.21), (2.22) , is unique [25, Ch. 1].
In the model (2.19) it was assumed that the vector of fitness coefficients γ does not change over time. But it is straightforward to generalise the model (2.19) to the case of time-dependent fitness parameters γ(n) by just replacing γ in the right-hand side of (2.19) by γ(n). This generalization is important for modelling adaptation of bacteria to different environments, which will be illustrated in Section 5.4.
In the model (2.19) we assigned fitness coefficients γ j per phasotypes A j . In our biological context, Fisher's assumption about selection [19, 43] implies that each gene contributes independently to fitness of a phasotype. In other words, if 
where α(j; l, k) was introduced after (2.16) in the previous section, and we can re-write (2.24) in the tensor form
Let us formally state this assumption.
Assumption 2.3 Assume that the fitness vector γ can be expressed as the tensor product (2.25).
Note that under Assumption 2.3 the diagonal matrix Iγ can also be written as the tensor product
where [48, 26, 24] of PV genes of Campylobacter jejuni, evidence of small networks of genes exhibiting dependent evolutionary behaviour was found. Fisher's assumption, and hence the model (2.19), (2.25) with independent contribution of genes to fitness of phasotypes, is open to criticism (see [43] and references therein). In Section 4, we describe an algorithm (Algorithm 4.2) which allows us to test whether the data can be explained by the simplified model (2.19), (2.25) or whether the assumption (2.25) is not plausible. At the same time, the model (2.19), (2.25) is simpler than the general model (2.19). The model (2.19) has 2 − 1 (one of the fitness coefficients in (2.19) is equal to 1 due to normalisation used in the model's derivation) independent fitness parameters, while (2.19), (2.25) has only independent fitness parameters. In practice, the benefit of reducing the number of parameters by preferring (2.19), (2.25) over (2.19) must be weighed against the lack of versatility that arises from multiplying elements of fitness vectors per gene.
Remark 2.2 Both models, (2.8) and (2.19) , are implemented in R Shiny and are available as a web-app at https://shiny.maths.nottingham.ac.uk/shiny/mutsel/ . A description of the web-app is also available in [24] .
Long-time behaviour of the models
In this section we study long-time behaviour of the models (2.8) and (2.19) . We start with the model (2.8). Owing to the fact that the model (2.8) resembles a linear Markov chain, we can study the limit of the distribution π(n; π(0)) as n → ∞ using the standard theory of ergodic Markov chains (see e.g. [29] ) and prove the following proposition using the fact that the corresponding Markov chain has a finite number of states and under Assumption 2.2 all the elements of the matrix of transitional probabilities T are strictly positive.
Proposition 2.1 Let Assumption 2.2 hold. Then, when n → ∞, the distribution π(n; π(0)) has the unique limit ∞ π which is independent of π(0) and is equal to
where ∞ π i are stationary distributions for single genes i and
The proof of (2.27) is elementary and hence omitted here. We also note that by standard results (see e.g. [29] ) π(n; π(0)) converges to ∞ π exponentially. The number of time steps ns needed for π(n; π(0)) to reach a proximity of ∞ π, i.e., that for some ε > 0 we have || ∞ π − π(n; π(0))|| ≤ ε, can be estimated [10] as
where || · || is, e.g., the total variation norm. Now let us discuss the mutation-selection model (2.19). Using Proposition 1.2 from [25, Ch. 1], it is not difficult to prove the following proposition.
Proposition 2.2 Let Assumption 2.2 hold. Then, when n → ∞, the distribution π sel (n; π(0)) has a limit
The next proposition is on uniqueness of the limit ∞ π sel independent of initial π(0).
Proposition 2.3 Let Assumption 2.2 hold. Assume that there is a positive constant
c < 1 and a number of steps n ≥ 1 such that for any initial distributionsπ andπ :
Then the limit ∞ π sel is unique.
Proof. By Proposition 2.2 for any initial distribution π(0), π sel (n; π(0)) tends to a limit ∞ π sel as n → ∞. 
which is not possible and hence the limit is unique. Proposition 2.3 is proved. 
where E = {π : |π| 1 = 1 and all components of π are non-negative}. To solve this optimization problem, one can, e.g., use the function fmincon in MatLab or the nloptr package in R. In all tests we did for particular sets of parameters the condition (2.29) was satisfied.
We note that the condition (2.29) with n = 1 (i.e., continuity of the mapping Φ(π) (see (2.23)) with Lipschitz constant less than 1) is used in [13] to prove uniqueness of invariant measure for nonlinear Markov chains in a general setting. But this condition is rather restrictive, e.g. it does not hold for our model (2.19) even in the case of a single gene when 1 − p − q is positive and close to 1,
Remark 2. 4 In the case of a single gene, = 1, the uniqueness of the limit ∞ π sel under Assumption 2.2 follows from Lemma A.1 in the Appendix.
In the general case we were not able to find an explicit expression for ∞ π sel but we obtained such an expression in the case when Assumption 2.3 holds, which is given in Proposition 2.4 below. In the general case, the stationary distribution ∞ π sel for a particular set of parameters p, q, γ can be found numerically by solving the system of 2 l − 1 quadratic equations. 
30)
where ∞ π sel,i are stationary distributions for single genes i individually described by (2.19) and
The proof of this proposition is given in Appendix A. The result (2.30) has the interpretation that (assuming that the conditions of Proposition 2.3 are verified) in the stationary regime genes behave independently. It also means that if the initial population distribution π(0) is such that genes behave independently then they do so for all times. Further, if the initial population distribution π(0) is such that genes behave dependently then the strength of dependence decays with time. We know that often in practice (see e.g. [48, 26, 24] ) this type of evolution behaviour is not the case, which demonstrates a limitation of the model (2.19), (2.25) in being capable of explaining experimental data. At the same time, the mutation-selection model (2.19) does not have this deficiency.
Remark 2.5 The web-app from Remark 2.2 also gives ∞ π and an accurate approximation of
3 Verifying whether data can be explained by the mutation model Typically (see e.g. [9, 10, 48, 26] ), the following data are available from experiments aimed at understanding bacteria population genetics: Estimatesp i ,q i of the mutation rates together with their confidence intervals are found during specially designed experiments (see e.g. [9, 10, 2] and references therein). They are of order 10 −5 − 10 −2 [39, 10] . The mutation rates are estimated for repeat numbers and then mapped to phasotypes (see details in [10] and also [24] ). Note that these PV mutation rates are higher than those for genes which are non-phase variable. It is assumed [39, 10] that the mutation rates stay the same in all in vitro or in vivo experiments with this bacterium species.
The average number of generationsn k is computed by multiplying calendar time between the observation points by average division rate of the bacteria species being considered. The average division rate depends on the experimental conditions. Similarly, * nk and n * k are found using the slowest and fastest division rates for the bacteria. They are introduced to compensate for the use of average division rate and to reflect the stochastic nature of bacterial division. For example, in in vitro Campylobacter jejuni experiments [48] the average division rate was taken as 20 per 3 days, slowest -10 and fastest -25 (see also growth rates in caecal material in [8] ).
Sample distributions of phasotypes kπ are derived from sample distributions of tract lengths of the PV genes under consideration [9, 10] . The tract length (i.e., the repeat number) is determined by DNA analysis of bacterial material collected during in vitro or in vivo experiments (see further details e.g. in [9, 10, 48, 26, 24] ). The models and the data assimilation procedures in this paper are aimed at understanding how a bacteria population evolves during a particular experimental setting via looking at time evolution of kπ . We note that fitness parameters cannot be measured during a biological experiment.
Due to costs of conducting DNA analysis of bacteria, sample sizes N k are usually not big (e.g., of order 30 − 300 [10, 48, 26] ). Hence, kπ have a sampling error which cannot be ignored. Let us assume that if N k → ∞ then kπ converges to a distribution kπ , i.e., from the practical perspective, if we get data for a very large sample then the statistical error is effectively equal to zero.
As discussed at the end of Section 2.1, we can check for each gene individually (see (2.15)) whether its behaviour can be explained by the mutation model, and hence determine a subset of PV genes (for Campylobacter jejuni strain NCTC11168, there are 28 known PV genes [9, 10] ) for which evolution can be explained by the mutation mechanism alone. For the other genes, i.e. those which fail this test, an alternative model (e.g. (2.19)) should be used. Thus, we will consider in this section how to determine whether the model (2.15) is consistent with data for a single gene.
To simplify exposition of the remaining part of this section, we will drop indices specifying a particular gene in the notation since we will work with a single gene. More precisely, we will use
Further, since we will be working with a single time period, we only have time points k = 0 and k = 1 and we can simplify the notation as -n, n * , n * instead ofn 1 , * n1, n * 1 .
Note that this simplification of notation applies only to the remainder of this section.
To quantify the distance between the two distributions, kπ and kπ , we use the total variation distance:
Conservatively [32] , we can estimate the above error using the one-sided KolmogorovSmirnov test with 95% confidence level as
One can use more accurate estimates for the sample error, e.g. exploiting the Hellinger distance together with χ 2 -test [36] , but we use here the total variation distance for the sake of simplicity of the algorithm. The inequality (3.2) implies that with 95% probability
We use the following to mean that the model (2.15) is consistent with data. Let
, with π(n; π(0)) found by (2.15), then we say that the data can be explained by the model. Otherwise, the model (2.15) is not consistent with data for that gene. We note that this test is conservative in the sense that we are using broad confidence intervals, and if we determine that the data cannot be explained by the model (2.15), we say so with a large certainty.
Algorithm
Now we proceed to deriving an algorithm to verify whether one gene data can be explained by the model (2.15). By simple linear algebra, we obtain from (2.15):
It is convenient to introduce the change of variables
(3.5)
Using these new variables, we re-write (3.4) as
In what follows we will make the following biologically-justified assumption (recall that PV mutation rates are of order 10 −5 − 10 −2 ). 
has a solution, then the data can be explained by the model (2.15). To answer this question, we formulate the algorithm below in which the outcome 'Yes' means that the model (2.15) is consistent with given single gene data and 'No' means not consistent.
Algorithm 3.1 Given single gene data, compute i ε * , i ε * , i = 1, 2, Ix and J.
Step 1 If there are
Step 2 For all x ∈ Ix and u ∈ [ 0 ε * , 0 ε * ] such that x = u, and for v ∈ [ 1 ε * , 1 ε * ], form the parametrized set of functions
(3.10)
If for x ∈ Ix a curve (x, y(x; u, v)) with y(x; u, v) defined in (3.10) intersects the domain J then Yes; otherwise No.
We note that if the data satisfy the condition of Step 1 of the above algorithm then, in addition to the conclusion that the model (2.15) can explain the data, it is also plausible that evolution of this gene can be stationary (i.e., the distribution is not changing with time).
Remark 3.1 Algorithm 3.1 verifying whether the data can be explained by the mutation model (2.8) is implemented in R Shiny and is available as a web-app at https://shiny.maths.nottingham.ac.uk/shiny/gene algorithm/ .
Remark 3. 2 We note that we can verify whether one gene data can be explained by the model (2.15) using an analogue of the ABC algorithms (Algorithms 4.1 and 4.2) from Section 4 in the same spirit as we answer this question in the case of the mutation-selection model (2.19) in Sections 4 and 5. But ABC algorithms are more computationally-expensive as they are sampling based, requiring the use of Monte Carlo techniques, while Algorithm 3.1 is deterministic and very simple with negligible computational cost. 
Illustrations
We illustrate Algorithm 3.1 by applying it to the data for three (cj0617, cj1295 and cj1342) out of 28 PV genes obtained in in vitro experiments [48] (see also [24] ). Statistical analysis of the two genes done in [48, 24] suggested that cj0617 is a part of a small network of dependent genes and hence it is likely to be subject to selection, while both cj1295 and cj1342 did not demonstrate any dependencies with the other 27 PV genes and hence they are likely to have evolution which can be explained by the mutation mechanism alone. The data for these three genes are as follows [48, 24] : Application of Algorithm 3.1 to the data for cj0617 gene gives us:
Step and we observe in Fig. 3 .2 that the curves (x, y min (x)) and (x, ymax(x)) do not intersect the domain J, and hence we conclude that the mutation model cannot describe evolution of this gene. Application of Algorithm 3.1 to the data for cj1295 gene gives us
Step (the bounds in (3.11) are achievable) and observe in Fig. 3 .3 that the curve (x, y min (x)) intersects the domain J, and hence we conclude that the mutation model can describe evolution of this gene. Further illustrations for Algorithm 3.1 are available in [24] .
Estimation of fitness parameters in the mutation-selection model
In this section, we describe our general methodology for the estimation of fitness parameters. We will illustrate the use of this methodology using data from Campylobacter jejuni experiments in Section 5. We adopt a Bayesian approach, whereby uncertainty in any unknown parameters is summarized by probability distributions. We illustrate how uncertainty in random quantities can be incorporated very naturally in the Bayesian framework, using prior information from previous experiments where available, and show how estimates in all quantities can be obtained in light of the observed data.
Bayesian Statistics
In general terms, we have a sample of data x (realisations of a random variable X), whose distribution depends on some vector of parameters Θ. Upon adopting some probability model for the data-generating process, the likelihood function is f X|Θ (x|θ), the distribution of X given Θ. In the Bayesian setting, the parameter Θ is considered a random variable, and uncertainty in this parameter is initially described by a prior distribution, f θ (θ). Upon observing x, Bayes theorem gives
the posterior distribution of Θ given x, which completely describes uncertainty in Θ after learning x. The posterior distribution can then be used to compute any summaries of interest, such as probability intervals for components of Θ or point estimates such as the mean of the posterior distribution. For ease of exposition, in what follows we will drop the subscripts denoting the random variable a distribution refers to, which is clear from the context. For example, we will simply write f (θ|x) for f Θ|X (θ|x). For an account of Bayesian methodology with an emphasis on applications, see e.g. [20] or [44] , where the latter has a biological focus.
Computing summaries from the posterior distribution requires integration, which in practice is not possible analytically except for simple models. One can adopt numerical procedures, but the performance of these degrades quite rapidly as the dimension of Θ increases. A powerful alternative is to use simulation methods, which also have the major advantage of not requiring the normalizing constant f (x) in (4.1), the so-called marginal likelihood, which again requires an integration which is typically computationally expensive. If one can draw independent samples directly from f (θ|x), then Monte Carlo techniques can be used to estimate posterior quantities of interest. For complex, typically high-dimensional, models, this itself may be difficult, but powerful techniques such as Markov chain Monte Carlo (MCMC) can be employed [20, 22, 44] . MCMC itself can be difficult to implement effectively in some complex scenarios, and it can be computationally demanding. An important recent development is the Integrated Nested Laplace Approximation (INLA) method [38] , which as the name suggests, is based on Laplace approximations to the required integrals. The Laplace method itself is a well-known tool for approximating integrals in general [16] , and has been used effectively in Bayesian statistics to compute posterior summaries [40] . INLA extends this idea to models with a general latent Gaussian structure, and allows comparatively fast and simple approximations, which can either be used as an alternative to, or in conjunction with, simulation methods such as MCMC.
However, a further complication, which arises in our case, is that it may not even be possible to evaluate the likelihood f (x|θ), which is necessary for the simulation methods mentioned above. In this case, so-called likelihood-free methods can be employed, an example of which is Approximate Bayesian Computation (ABC) [11] , which we use here. This assumes the ability to simulate from the model f (·|θ) relatively easily, even if evaluation of the likelihood itself is not possible.
Approximate Bayesian Computation
Suppose it is straightforward to sample from f (x|θ), but evaluation of f (x|θ) itself is not possible. Recall that the objective is to simulate samples from f (θ|x), in order to perform Monte Carlo inference about θ. This can be done via the following algorithm [11]:
1. Simulate θ ∼ f (θ); 2. Simulate y ∼ f (x|θ); 3. Accept θ if y = x, else return to step 1.
This returns a sample θ from f (θ|x), and the process can be repeated until the desired number of samples is obtained. However, if the data are continuous and/or high-dimensional, then the event y = x in the above algorithm will occur with zero, or very small, probability. Hence, in most practical situations, the condition that y = x is replaced with the condition that d(x, y) ≤ , for some distance function d and tolerance > 0. Hence, accepted samples θ are not from the exact posterior distribution of interest, but from some approximationf (θ|x) to the true posterior distribution. Informally, we would expect that the approximation is better the smaller the value of , and under quite mild conditions, Monte Carlo estimators of posterior quantities converge to unbiased estimators as → 0 [6] .
General algorithm
As discussed in Section 3, our data are the observed sample phasotype distributions iπ , where i = 0 is the initial timepoint and i = 1 is the final timepoint. Our main question of interest is whether the proposed mutation-selection model (2.19) can explain the observed data; that is, are there values of the unknown quantities which are both biologically plausible and for which the final distribution obtained by model (2.19 ) is consistent with the observed sample? Recall that the model (2.19) has input parameters θ = (n, p, q, 0π , γ), where n is the number of generations, p and q are the vectors of mutation rates, 0 π is the initial distribution and γ is the vector of fitness parameters. In general, we will treat all elements of θ as random, and we write Θ = (η, P, Q, 0 Π, Γ ) for the corresponding random vector. Then, in general, the random variables are the elements of Θ together with the final distribution 1 Π (a realisation of which we denote by 1 π); here, 1 Π plays the role of X in (4.1), i.e. the output of the probabilistic model.
Considering first all quantities other than Γ to be fixed, another way to phrase our main question is: is there a value of Γ for which the final distribution obtained from model (2.19) is "close to" the observed sample final distribution? In this case, there would be no evidence to reject the hypothesis that our proposed model is a plausible description of the evolution of phasotypes. The estimate of Γ is also of interest in its own right, for biologists to understand which phasotypes or genes benefit from advantageous selection.
Whilst there may be estimates or observations of the various quantities we consider random, there is often uncertainty. For instance, in our applications discussed in Section 5, there are estimates and plausible ranges available for P , Q and η. For the observed sample distributions iπ , we have only a relatively small sample from a larger population, and hence our observations are subject to sampling variation. In both cases, uncertainty can be handled very naturally in the Bayesian framework, by encoding our existing knowledge in prior distributions. Our question then becomes: whilst accounting for uncertainty in all unknown quantities, can the mutation-selection model explain the evolution of phasotypes given our observed data?
be the prior distribution on Θ. Thus we assume independence between these quantities a-priori, and we also assume that the elements of P , Q and Γ are all mutually independent so that e.g.
This independence assumption for the prior is natural from the microbiology point of view.
The prior distributions we use and the methods for sampling from them are discussed below. Assuming for now that we can simulate from these priors, then Algorithm 4.1 gives the steps taken to simulate from the ABC posterior distribution. We write π sel (θ) for the output of the mutation-selection model (2.19), replacing (n, p, q, 0 π, γ) with θ.
Algorithm 4.1 (ABC algorithm for the mutation-selection model )
Step 1 Propose a candidate value θ * ∼ f (θ).
Step 2 Obtain π sel (θ * ) by mutation-selection model (2.19). The samples can then be used to form Monte Carlo estimates of the required quantities. In our applications, we use the mean of the samples to form point estimates, and denote the estimates byγ etc. When accounting for sampling variability in the initial sample distribution, we denote an estimate of the true population distribution by 0π (to distinguish this from the observed sample which we denote by 0π ) -this is the (normalized) element-wise mean of the sampled initial distributions. To quantify uncertainty in the estimated parameters, we give 95% posterior probability intervals; these are simply the 2.5th and 97.5th percentiles of the accepted samples, which are estimates of the true percentiles of the (marginal) posterior distribution for a given parameter.
Note that, in terms of the model (2.19) itself, there is a certain non-identifiability surrounding the fitness parameters, since γ and kγ, for some k > 0, give the same model. Recall from Section 2.2 that we interpret the fitness parameters as relative fitness, and remove this non-identifiability by taking the smallest fitness parameter to be 1, which is natural. In all our simulations, normalization is applied at the final stage. Specifically, letγ * be an un-normalized vector, formed by taking the element-wise mean of all sampled fitness vectors (which are themselves unnormalized). Then, we setγ =γ * /k, where k = min(γ * ), so thatγ is the required estimate of relative fitness parameters.
Simulation from priors
In general, prior distributions are chosen which reflect the current knowledge about the unknown parameters. Here, we illustrate the choice of priors we use in our applications, but other prior distributions could be used when relevant.
Fitness parameters: As discussed in Section 2.2, the quantities of interest are the relative fitness parameters γ. We assign independent uniform priors to the fitness parameters, i.e.
, where a i ≥ 1, since γ = 1 for the slowest growing phasotype (see Section 2.2).
Number of generations: For the number of generations η, we have from microbiology knowledge (see Section 3) an estimaten and interval [n * , n * ] in which η lies. The interval [n * , n * ] is typically not symmetric aroundn. We construct a prior for η from a skew-normal distribution, with meann, such that P (n * − 1 2 ≤ η ≤ n * + 1 2 ) = 0.95 -this is then discretized to give a probability mass function, since η is integer-valued.
Mutation rates: For the mutation rates p and q, as with the number of generations, there are estimates (p andq) and 95% confidence intervals available ([p * , p * ] and [q * , q * ]) from specially-designed experiments [10] . We form analogous prior distributions for these quantities via the same process as for η, minus the discretization as these quantities are continuous.
Observed sample distributions: We account for sampling variability in distributions using probabilistic results for the distribution of distances. Specifically, we use the Hellinger distance to measure distance between two probability distributions, and use the relationship between this distance and the χ 2 distribution to ascertain plausible discrepancies between two distributions if they are still to be considered the same after accounting for statistical variation.
The Hellinger distance between two discrete probability distributions φ 0 and φ 1 over a finite sample space Ω is
where || . || 2 is the Euclidean metric and φ i (x) = P (X = x) if random variable X ∼ φ i . Now, let φ 0 be a specified discrete probability distribution, corresponding to a random variable X with state space Ω and |Ω| = k < ∞. Also, let φ 1 be the empirical distribution formed from N realisations of X. Then
where χ 2 k−1 is the chi-squared distribution with k −1 degrees of freedom [36] . Thus, one cannot reject the null hypothesis that the observed samples are from φ 0 , (at the significance level of
the 100(1 − α)% critical value of the χ 2 k−1 distribution. We use this relationship in reverse in order to obtain a tolerance , where
Thus, if H(φ 0 , φ 1 ) < , there is no evidence to suggest that φ 1 is statistically different to φ 0 at the 0.05 significance level. We also use this idea to account for sampling variability in an observed sample distributionφ, based on a sample size N , as follows. We first obtain a tolerance =
, such that any distribution within (Hellinger) distance ofφ defines a 95% confidence region for the true population distribution φ of whichφ is an empirical estimate. We then construct a Dirichlet distribution, centered onφ, with
To account for sampling variability in the observed distribution, we sample an observation φ * from this Dirichlet distribution, and accept φ * if H(φ * ,φ) < . Thus, we can think of an accepted φ * as a plausible sample distribution which could have been observed instead ofφ.
Finally, we use the same procedure to obtain the tolerance used in the ABC algorithm (step 3 of Algorithm 4.1). Specifically, if the observed final distribution is based on a sample size of N , then the tolerance used is that given by (4.3).
Dependence of gene fitness parameters
Recall the earlier discussion in Section 2.2 regarding dependence between the selection/fitness parameters of different genes. Specifically, under the assumption of independence (Assumption 2.3), γ is written as the tensor product (2.25). We introduce below an algorithm which can be used to test this assumption. In Section 5.1, we illustrate this on experimental data, and show that the independence assumption does not hold for these data.
Recall that the fitness parameters for a gene l are γ ). In short, we estimate the full vector of fitness parameters, γ, under the assumption of independence, and then assess whether the distance between the observed sample final distribution and that obtained from model (2.19), with γ =γ, is less than the tolerance given by (4.3) . This is detailed in Algorithm 4.2. Note that here we focus on how to handle the fitness parameters, and assume the other elements of θ are available -these could be fixed estimates, or estimated (with uncertainty incorporated) as part of steps 1 and 2 in Algorithm 4.2. Step 1 Estimate γ l , l = 1, . . . , (and other elements of θ if required), using Algorithm 4.1 for each gene separately.
Step 2 Formγ ind =γ 1 ⊗ · · · ⊗γ andθ.
Step 3 Obtain the final distribution under the independence assumption, π ind sel (θ), from (2.19).
Step
Given a tolerance 1 , computed from (4.3), then there is evidence to reject the assumption of independent fitness per gene if d( 1π , π ind sel (θ)) > 1 . This test is of obvious microbiological importance since if Assumption 2.3 is rejected, this means that selection acts on phasotypes rather than only on a state of a particular gene, i.e. that bacterial adaptation to the environment is regulated by a number of dependent genes.
Results
We now illustrate our methodology with applications to data on the bacteria Campylobacter jejuni, using data from two in vitro experiments. Full experimental details for these experiments can be found in [48] and also in [24] . We focus attention on three genes of interest, for which preliminary investigation has found evidence of dependent switching from one PV state to another [48, 24] . These genes are labelled cj0617, cj0685 and cj1437; note that the sample space of phasotypes is labelled according to the conventions described in Section 2 and equation (2.2), and in what follows, the ordering is with respect to the ordering of the genes as listed above. We first investigate whether the assumption of independence of fitness parameters is justifiable, using Algorithm 4.2, and show that there is evidence this assumption does not hold. We then illustrate the ability of our methodology to successfully estimate fitness parameters using synthetic data, before obtaining estimates of fitness parameters for our experimental data. We conclude this section with an experiment which provides evidence that switching of phasotypes occurs quickly when bacteria are subject to new environmental conditions, which suggests an interesting direction for future work involving time-dependent fitness parameters. Throughout this section, we used 500000 Monte Carlo samples for all inferences based on ABC simulation, except for the single-gene results given in Table 5 .1, which are based on 100000 samples.
Remark 5.1 Since we are only dealing with a relatively small number of genes, the ABC algorithm in the form proposed here is feasible in terms of computational complexity. As the dimension of the state space is 2 l , then clearly the dimension of the parameter space grows exponentially with the number of genes, and it would not be practical to apply the ABC algorithm for many genes, say more than 6. However, we emphasize that our overall procedure is a two-stage process. Firstly, we reduce the number of genes on which to focus, by using the fast and efficient algorithm of Section 3 to determine which genes can be explained by the mutation model. Secondly, we then apply the mutation-selection model to the small number of remaining genes.
Independence assumption
In Table 5 .1, we give the data for the single-gene runs of Algorithm 4.1, required in step 1 of Algorithm 4.2, and the (normalized) estimatesγ l , l = 1, 2, 3. In Table 5 .2, we give the resulting inputγ ind for the three-gene model under Assumption 2.3, the corresponding output π ind sel (θ), and the distance between the model output distribution and observed final distribution. In the same table, we also present the Table 5 .1, p l , q l and n are fixed at the valuesp l ,q l andn given in Table 5 .5, where the prior settings for the fitness parameters can also be found. The values of 0 N ( 0 ) and 1 N ( 1 ) required for the three-gene runs are as in Tables 5.5 and 5.6, as explained in full in the caption to Table 5 .2. The crucial observation is that, under the independence assumption, the distance between the observed final distribution and that predicted by the model using the estimated fitness parameters is greater than the tolerance allowing for ABC sampling error. In contrast, when Assumption 2.3 is relaxed, the distance is comfortably under the tolerance (see Table 5 .2). We therefore reject the independence assumption here, and all the biological conclusions and interpretation which follow relate to results obtained using the more general model (2.19) without applying Assumption 2.3.
Synthetic data
Before analyzing experimental data, we first test our inference procedure using synthetic data which mimic the data to be considered in Section 5.3 in important respects. Specifically, 0π and γ were chosen such that the mutation-selection model produces a final distribution which is close to that observed in the real experimental data. We then assess our ability to recover γ. The sample data and prior settings are given in Table 5 .3, except for the mutation rates p and q, for which the settings are the same as in Table 5 .5. (Note that the we use the same labelling of genes in our synthetic data as in the first experimental dataset of Section 5.3, since the synthetic data is constructed based on characteristics of the experimental data.) Upon obtaining our estimates for all random quantities, we use the mutation-selection model with these estimates as inputs to obtain the final distribution predicted by the model. The distance between the predicted and actual final distribution is 0.0457 (see Table 5 .4), which in particular is less than the tolerance of 0.108 which allows for sampling error (from (4.3)). The estimatê γ is given in Table 5 .4, which shows that it is close to the truth. From this we conclude that our inferential procedure is successful in recovering the true fitness parameters.
Experimental data and results
We now turn our attention to analysis of experimental data from two in vitro datasets, where the raw data are in the form of repeat numbers. For different genes, the repeat numbers, which determine whether the gene is ON or OFF, are different, but this is known and hence phasotypes can be determined from repeat numbers. The estimates/confidence intervals for mutation parameters p and q, available from [10] , relate to mutation rates between repeat numbers, from which mutation rates for phasotypes can again be deduced. For example, if repeat numbers of 8/9 correspond to a certain gene being OFF/ON, then the mutation rate from OFF to ON is simply the mutation from the repeat number 8 to 9.
From the first data set we have initial (innocculum) and final sample distributions, with an estimated 220 generations between the two. We run our inferential procedure with the prior settings, sample data and inputs detailed in Tables 5.5 and 5.6. Note that the priors for the mutation rates for cj1437 imply these are much smaller than those for the other two genes; this is because the phasotype switches present in the observed data require a mutation of two tract lengths, so the rates for each mutation of one tract length are multiplied. The other two genes require only one tract length mutation. The vector of estimates isθ = ( 0π ,n,p,q,γ); evaluating model (2.19) atθ, we obtain the predicted final distribution π sel (θ), and we find that d( 1π , π sel (θ)) = 0.0656, which is less than the tolerance 1 = 0.112 Table 5 .5 Prior settings for dataset 1. The second dataset is another in vitro dataset, where the conditions of the experiment were the same as the first experiment; hence it is expected that inferences from the second experiment will reinforce those from the first. However, the time period between initial and final distributions is an estimated 20 generations, as opposed to 220 generations for the first dataset, so this dataset can also be used to answer questions about what happens in the early stages, such as whether most selection happens in the early stages (e.g. fast adaptation to changes in the environment when bacteria are moved from storage to plates). The data and prior settings for this experiment are given in Table 5 .7 where they differ from the previous dataset -the priors for p and q are the same as before for cj0617 and cj0685, but for cj1437, the relevant switch in the observed data is of only one tract length, hence the ON-OFF mutations for this gene in this experiment have higher associated rates than in the previous dataset.
Again, we formed the vector of estimatesθ and evaluated the predicted final distribution π sel (θ). We find that d( 1π , π sel (θ)) = 0.0925, which is less than the tolerance 1 = 0.142 (from (4.3) with N = 87). As with dataset 1, we conclude that the mutation-selection model is a plausible description of the evolution mechanism for these three genes. For this second dataset, the point estimate of the vector of fitness parameters isγ = (1.180, 1.172, 1.328, 1, 1.380, 1.575, 1.354, 1.150) . Notably, the fitness parameters are larger than those of the first dataset, suggesting that selection advantage may be more prominent in the early stages of the experiment. We explore this further in the following section.
Time dependence
The estimated fitness parameters for the second dataset (which correspond to a much shorter period of approximately 20 generations) were larger than those obtained from the first dataset. This leads to a hypothesis of biological interest, namely that selection advantage has a larger influence in the initial stages, when the bacteria are adapting to changes in the environment. Thus, the estimates from the first dataset (corresponding to a much longer period of approximately 220 generations) are averaged over a longer period, for most of which the selection advantage is less important. This is a plausible explanation for the lower estimates seen in the first dataset.
To investigate this further, we conducted the following experiment. First, we used the initial distribution from the first dataset as input for the mutationselection model and ran for 20 generations; for the mutation rates we used the point estimatesp andq as for the first dataset, given in Table 5 .5, and for the fitness parameters we used the point estimates obtained from the second experiment. This provides an interim distribution, 0.5π say. We then apply Algorithm 4.1 using 0.5π as initial distribution and the final distribution taken to be that from the first dataset. The aim is to see if the model can explain this final distribution, and whether the estimates of the fitness parameters are lower (as per our hypothesis). We used the following as inputs for the remaining parameters: the priors for the mutation rates, and the tolerances used, were as given in Tables  5.5 and 5.6. We chosen = 200 with [n * , n * ] = [100, 250] because 200 is the difference between the expected lengths of the second and first experiments. Initial investigation showed that the mutation-only model could not explain the observed final distribution, and hence there is still evidence of selection advantage over this time period. However, as we expect this advantage to be smaller, we use narrower priors for the selection parameters. Specifically, we used uniform priors over the interval [1, 1.01] for each fitness parameter, which also reflects no preference for a particular phasotype a-priori.
As can be seen from Table 5 .8, the observed and predicted final distributions are within the sampling-variability tolerance. Once again, this shows the ability of our model to explain the observed data, and also to provide insight into the switching behaviour and the nature of the selection advantage. Results for the fitness parameters, mutation rates and number of generations are given in Tables 5.9-5.11, including both point estimates and 95% probability intervals. For example, we see that the posterior probability interval of the number of generations is approximately (210-213), whereas the prior estimate was 200 generations; this also shows the power of using the Bayesian framework to handle uncertainty in such parameters, allowing the model to adapt and provide additional information of interest to biologists beyond point estimates. Table 5 .10 The minimum, maximum and 95% posterior probability intervals (×10 −4 ) for mutation rates from time-dependence experiment. Table 5 .11 The minimum, maximum and 95% posterior probability interval for the number of generations from the time-dependence experiment.
n min gη(n) max gη(n) 2.5/97.5 percentiles from gη(n) 212 145 250 168,246
6 Discussion and conclusions
In this work we consider two models (mutation and mutation-selection) for describing time evolution of a bacteria population. The models are accompanied by algorithms for determining whether they can explain experimental data and for estimating unobservable parameters such as fitness. In the case of the mutationselection model, we propose an algorithm inspired by Approximate Bayesian Computation (ABC) to link the model and data. The approach considered gives microbiologists a tool for enhancing their understanding of the dominant mechanisms affecting bacterial evolution which can be used e.g. for creating vaccines. Here we limit ourselves to illustrative examples using in vitro data for phase variable (PV) genes of Campylobacter jejuni aimed at demonstrating how the methodology works in practice; more in depth study of PV genes will be published elsewhere. We note that the models together with the methodology linking the models and the data can be applied to other population dynamics problems related to bacteria. In particular, it is straightforward to adjust the methodology presented if considering repeat numbers instead of phasotypes. The calibration of the models is split into two steps. First, the very efficient algorithm from Section 3 is applied to verify whether data for particular genes can be explained by the mutation model. This allows us to reduce the number of genes to which the mutation-selection model should be applied. The second step is calibration of the mutation-selection model for the remaining genes using the ABCtype algorithm from Section 4. In both steps we take into account experimental errors and sample sizes. We note that, due to its computational complexity, the ABC algorithm is realistic to apply in the case of relatively small number of genes (2 to 6). We also note that if one wants to model simultaneously a large number of genes with dependent behaviour (e.g., if one needs to simultaneously model all 28 PV genes of Campylobacter jejuni strain NCTC11168, where the state space is of order 10 17 ) then a space-continuous model should be used instead of discrete-space models considered here. Development of such space-continuous models together with calibration procedures for them is a possible topic for future research.
Further development of the presented approach can include enhancing the models by adding a description of bottlenecks and, consequently, proposing algorithms to answer questions about the presence of bottlenecks during bacterial evolution. It is also of interest to consider continuous-time counterparts of the discrete-time models studied here and thus take into account random bacterial division times (for this purpose, e.g. ideas from [14, 18] can be exploited). It will lead to models written as differential equations for which the discrete models of this paper are approximations.
The proposed ABC algorithm for estimating fitness parameters can be further developed in a number of directions. For instance, the computational costs of this algorithm grow quickly with an increase in the number of genes, and recent improvements to ABC, such as adaptive methods based on importance sampling using sequential Monte Carlo (e.g. [12, 17] ) could potentially be exploited to make the algorithm more efficient. We also left for future work analysis of convergence of the considered ABC-type algorithm.
One of the assumptions we used is that mutations of individual genes happen independently of each other (see (2.11) ) and that mutation rates do not change with time/environment, which are commonly accepted hypotheses in microbiology. At the same time, it is interesting to test the environmentally directed mutation hypothesis (see [27] and references therein), i.e. to verify whether upon relaxing assumptions on the transitional probabilities the mutation model can explain the data for the three genes considered in our experiments of Section 5. It is clear from our study (see also [10] ) that under assumption (2.11) the mutation model cannot explain the data. Herein, we then test whether these three genes can be explained by a combination of mutation and selection. However it is formally possible that the observed patterns could be explained by allowing for dependence of mutations. The data assimilation approach of Section 4 can be modified to test for dependence of mutations.
Though the main objective of the paper was to propose tractable models for bacterial population evolution together with their robust calibration, a number of biologically interesting observations were made. First, we saw in Section 3.2 that in the considered in vitro experiment some of the PV genes can be explained by the mutation model and some are not and hence were subject of further examination via the mutation-selection model. A plausible explanation, and indeed an expected outcome, is that genes vary in their responses to selection with the mutation-only genes not contributing to bacterial adaptation in this particular experimental set up. In Section 5 we studied three genes which did not pass the test of Section 3. We started by verifying whether the data can be explained by the mutation-selection model with fitness parameters being assigned to the individual genes (Assumption 2.3) rather than to specific phasotypes (note that three genes can generate eight phasotypes; 111, 110, 100, etc). This hypothesis was rejected implying an important biological consequence namely that selection acts on phasotypes and there is a dependence between the three genes, i.e., adaptivity to a new environment in this case relies on a particular, coordinated configuration of states of the three genes. Next (Section 5.3) we estimated fitness parameters of the mutationselection model (without imposing Assumption 2.3) and thus showed that the data can be explained by this model, i.e. these genes' behaviour can be described using a combination of the selection and mutation mechanisms but not mutations alone. The treatment encompassed by the in vitro experiment had only one change of environment when bacteria were moved from a storage environment to sequential replication on plates. It was then natural to expect that adaptation happens soon after bacteria are placed on plates resulting in a requirement for rapid adaptation to this major environmental shift whereas sequential replication on plates maintains a constant selective regime. Using the mutation-selection model with time-dependent fitness coefficients, in Section 5.4 we confirmed this hypothesis using data at an intermediate time point. This is a remarkable demonstration of the usefulness of the approach proposed in this paper.
