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小規模PCclusterを用いた並列分散サーチエンジンシステムについて
On Distributed and Parallelized Web Search Engine System using Small-sized PC clusters 
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Shun TOHYAMA * and Tomonori KOUYA * 
Abstract: We have been implementing a small-sized MeCab Search Engine system based on合eeRDBMS like MySQL 
and on PC clusters since 2003. This paper will explain the purpose of our search engine system and show the rich store of 
our empirical knowledge through the 6・yearsdevelopment， and then will maitain to be able to speed up constructing noun 
tables by using parallelization ofthe process on PC cluster and retrieving datum to answer users' queries by introducing 
cache tables for retrieving. 
1. 初めに
我々は 2003年から率業研究及び産学連携研究の一環とし
て，膨大な Web上のテキストデータを自動的に収集し，日本
語形態素解析ソフトウェアを用いて名詞のみ取り出して検索
する小規模なシステムを作成してきた。昨年度まで得られて
いた知見によれば，日本語形態素解析部分の速度が非常に遅
く，名詞テーブル作成に要する時間を短縮する必要があるこ
とが判明していたため，日本語形態素解析部分を PCクラス
タ上で素朴に並列分散化し，テーブル作成時間の短縮に成功
した。また，検索結果をあらかじめ保持しておくためのキャッ
シュ機構も導入し，検索時間を大幅に短縮することも可能に
なった。これで，本システムは日本語形態素解析による単語
レベルのデータマイニングを可能にする高性能な並列分散情
報処理機構として，一応の完成形をなしたと言える。
本稿では，今まで得られた知見を活かしてどのようなシス
テムを構築してきたか，そのあらましを述べた後，本年度で
達成された名刺テーブルの並列分散生成処理と，キャッシュ機
構の成果を，ベンチマークテスト結果で明らかにする。
2. サーチエンジンシステムの概要と開発の意義
我々が 2003年以来作成してきた小規模な Web検索システ
ムを Fig.lに示す。
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Fig.l:小規模サーチエンジンのシステム
Web Robotが自動収集した Webコンテンツデータを Web
データベースサーバに蓄え，ユーザの検索要求に対しては，基
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本的にはここに蓄えたデータ (Mainテーブル)を検索して結果
を返すようになっている。 WebRobotとMainテー ブ?ルを合わ
せてここではサーチエンジンの Webデータ収集部と呼ぶこと
にする。
しかし，莫大な Webデータを検索要求に合わせてその都度
全部総ざらいするようなことをしていては，非力な 1/0処理
能力しかない PCでは，結果を得るまでに数十秒，長い時に
は数分以上の時間がかかることになる。これは迅速な処理を
期待されるサーチエンジンシステムに置いては致命的な欠陥
となる。
そこで我々は，通常の検索要求では「名詞」が主体となる
ことを利用し，あらかじめ必要な名詞のみを切り出し (Fig.2)，
その名詞を含む Webデータをまとめて保存しておく名詞テー
ブルを作成し，ユーザの検査要求に対してはまずこの名詞テー
ブルを取り出すという，検索部の改良を 2008年度卒業研究の
一環として行うことにし，一応の完成を見た 15)。
名罰テーブル
Fig.2:日本語形態素解析部分
この名詞の切り出し，及び名詞テーブルの作成には，日本
語形態素解析ソフトウェアである MeCab3)を使用している。
しかし後述するように実用的には更なる検索速度の向上が求
められることが課題として残された。
以下，我々のサーチエンジンシステムの開発の歩みとそこ
倒で得られた知見を， Webデータ収集部と検索部に分け，かい
つまんで述べることにする。その後，これらのサーチエンジ
ンシステム開発の意義を再確認しておきたい。
2.1 Webデータ収集部
Webデータ収集部は，如伺にして大量のWebデータを収集
できるかが重要である。 Webデータの収集のアルゴリズムは
ごく単純なもので，最初に与えた URLにアクセスし，そこ
から未知のリンク (URL)を収集し，そこを辿って更に未知の
URLを収集する…というだけのものである。しかし Webの
世界は様々な不完全なデータに満ちており，安定的に正しい
未知 URL(アクセス可能かつ既知の URLとは内容が異なるも
の)を集める WebRobotのアルゴリズムを見い出すには試行
錯誤が必要である。この部分は竹口友大 2)(株)わいにじ)が
担当し，データベースと PCリソースが許す限り安定して動
くPerlスクリプトとして実装したものを使用している。
これを土台に，更に大量の Webデータを集めることが出来
ないか実験してみた 2)0 Bフレッツの回線を使っているため，
限られた回線帯域の下でどこまで収集可能な URL数が増や
せるかが勝負となる。まず l台の PCのマシンリソースの
限界を確認するため， SSD(Solid State Drive)とキャッシュメ
モリを搭載した RAIDカードを組み合わせて 1/0性能を高め，
Quad-coreのCPUを使って WebRobotをマルチスレッド化し
て並列 Web接続が可能なようにした。結果として，一週間で
約 19万URLまで性能を高めることができ，これが一台の PC
における最高記録となっている。
我々はPCclusterを用いて更に性能向上が図れないかを確認
するため， 2009年度の卒業研究において， Web Robotの並列
動作を行ってみたが 1)16)，Mainテーブルへのデータ処理が足
を引っ張仏性能向上はせいぜい 2並列程度までということ
が判明した。結果として，現状のネットワークと PCリソース
を使う限り， PC clusterによる性能向上のためにはデータベー
ス処理を並列分散化する他ないという結論が得られたことに
なる。
2.2 検索部
前述したように， Mainテーブルを直接検索するだけでは検
索速度の向上が図れないため，我々は名詞テーブルを導入し，
検索部の改良を行った。その結果 Mainテーブルにある生の
Webデータを直接検索対象とした場合に比べて約半分の検索
時間になることを確認した 15)。しかし名詞テーブルを作成す
る時間が膨大になるため， 2008年度までの段階ではこの部分
の高速化が課題として残った。本年度はこれを PCcluster上
で並列分散処理化し，後述するように大幅な時間短縮を達成
した。
更に検索速度を向上させるため，検索要求に合わせた複合
名調テーブルをキャッシュとして作成することにし，複雑な検
索要求にも瞬時に検索結果を表示させることが出来るように
した。これの検証結果についても後述する。
2.3 サーチエンジンシステム開発の意義
以上， Webデータ収集部と検索部の改良のあらましを述べ
てきたが，ここで得られた知見は目新しいものではない。む
しろ，常識の範囲内のものと言える。学術的に新規なものは
皆無と言っていいだろう。それでもなお，サーチエンジンシ
ステムを 6年間にわたって追求してきたことによって得られ
たものは多い。
まず， Webとデータベースの連携が必須になってきたこの
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時代においては格好の「教材jであるということが言えるo
Webデータ収集部では指定された URLにアクセスし，そこ
から HTMLをパーサにかけて未知 URLとタグを取り除いた
コンテンツテキストを取り出す必要があるが，この処理は当
然URLや HTMLというものをきちんと理解し，適切な Perl
モジュールを組み合わせて組み上げなければならない。検索
部においては，蓄えた Webデータを適切な SQL文で指定し，
検索して HTMLとして整形しなければならない。これは3層
Webプログラミングそのものである。このように， Web時代
の基礎知識とデータベースの知識がなければ組み上げること
が出来ないサーチエンジンシステムは， OJT的に優れた教材
であると言える。
次に，データベースの処理能力がどの程度のものであり，ど
のようにしてサーチエンジンシステム全体のボトルネックに
なるか，ということが体験的に理解できるということが挙げ
られる。今回我々が作成したシステムはデータベースの処理
能力，特に Mainテーブルや名詞テーブルを保存してある PC
上の外部記憶装置 (SSDやハードディスク)の性能が全体の処
理能力を決める。我々のシステムにはべき乗法を用いた簡易な
ランキングシステム (WebRankと称している)を組み込むこと
が出来るが卯1)， WebRank決定のプロセスの処理時間も，殆
どはデータベースからの URLとリンク情報取り出しに要する
ファイル入出力時間が占めていることが判明している。この
ように，膨大なデータを扱うシステムではデータベースが必
須であり，その処理時聞をどの程度減らすことが出来るかと
いうことに腐心する必要がある。このような現実的な問題と
向き合うことで，理論だけでは分からない，直接目に見えな
い「情報処理j を体感することができるようになるのである。
最後に， GoogleやYahoo!Japanのような巨大なサーチエン
ジンシステムに比べて，ごく小規模な我々のシステムも，か
なりの経験と複雑なプログラムの集積が必要である，という
ことが体感として理解できるという事実を挙げておく。実際，
本年度は検索部の高速化を行ったが，それは昨年度までのプ
ログラムの集積があって初めて可能になったものである。性
能はともかく，とにかく動くプログラムが用意されているの
と，スクラッチから全てを構築するのでは開発とベンチマー
クに必要な時間が全く異なる。本年度の改良が可能になった
のも，昨年度までの蓄積があったればこそであった。
現在の情報処理システムは，数十年に渡って蓄積されてき
た複雑なプログラムの集積によるものが多い。スクラッチか
らものを作りよげる体験が重要であることは当然だが，過去
の蓄積の上に，次世代にバトンを渡すための「積み上げ的プ
ログラムj を行うことも，先人の経験をプログラムを読み解
くことで知ることが出来るという意義も含めて大切な教育的
体験となるであろう。
3. 名詞テーブル作成の高速化
前述してきたように，我々の小規模サーチエンジンシステ
ムの検索部においては名詞テーブル作成作業の短縮化が一つ
の課題となっていた。そこで この作業を素朴に PCcluster上
で並列分散処理化することにした。
今回はCentOS5.3を導入したPentiumIV 2.8GHz (P4) PCを
1台用意し， NFS川ISサーバを介してfhomeおよび';USIゾlocal
以下を NFS共有したクラスタの上で、実験を行っている。この
上で，日本語形態素解析部分のみを Fig.3に示すように PCク
ラスタ上で割り当てられる名詞数が平等になるように並列分
散処理を行った。名詞テーブル作成作業をなるべく平等に割
静岡理工科大学紀要
Fig.3・日本語形態素解析の流れ
り振るため， MD5による名詞のエンコードを行い， MySQL 
によるデータベースは各マシンのローカルなハードディスク
上に作成するようにしである。そのため， Web収集データを
格納したデータベースサーバマシンへの負荷集中がそれほど
無ければ， MeCabプロセス及びMySQLデータベース処理に
要する時間をリニアに減らすことが期待できる。
以上の構想、に基づいて名詞テーブル作成処現の並列分散化
を実現した。ここでは実際のところどれほどの効呆があった
のかを検証してみる。 WebデータはURLI000件のページデー
タを使い，名詞テーブル作成に lヱム10台のマシンをそれぞ
れ割り当てて処理した時の処理時間の比較を行ったO その結
果を Fig.4に示す。
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Fig.4:並列処理時間(上)と処理時間に占める MeCab/MySQL
の割合(下)
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Fig.4上のグラフより，台数が増えれば増えるほど処理時間
は短くなっており，ほぼリニアに台数効果が現れていること
が分かる。なお Webデータを格納しであるデータベースサー
バマシンへの負荷を考慮し，名詞テーブル作成スクリプトに
は数十秒程度のウェイトをかけていることを考えると，名詞
テーブル作成にかかる時間の大きさがよく分かる。
Fig.4下のグラフでは，名討テーブル作成全体における，
MeCabの平均処理時間と MySQLの平均処理時間の割合の
比較を行っている。当初は MeCabが処理の足をヲlっ張り速度
を低卜させていると予想していたが，実際には殆ど影響がな
いことが分かる。これは偏に MySQLデータベースの処理に
おける1/0のボトルネックよるものである。また，並列処理の
台数が増えるほどに MeCabの時間の割合が増加しているが，
これは Webデータベースサーバへの同時アクセスによる負荷
の増大によるものと考えられる。しかし 10台程度の並列分散
化では処理時間全体にかかる時間に占める比率は小さい。
4. キャッシュテーブルの導入とその効用
ユーザによる検索要求が名詞一単語だけであれば，該当す
る名詞テーブルの内容を整形して表示すれば良いが， I静岡県
袋井市」のような複合的な要求であれば「静岡県」テーブル
と「袋井市jテーブルを， AND検索・ OR検索それぞ、れに対
応してドッキングした結果を表示する必要も出てくる。この
ような検索要求に対しては 単語ごとの名詞テーブルが例別
に存在するだけでは処理時間が多くなる傾向がある。
そこで，あらかじめ予測される複合検索要求に対して，検
索結果をキャッシュしておく機構も導入し， Googleで提供さ
れているような高速表示が可能かどうかを実験することにし
た。そのベンチマークテストの結果を Fig.5に示す。
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Fig.5:キャッシュテーブル導入の効果
次の 4つの複合検索要求
1. I静岡県J+ I袋井市1
2. I沖縄J+ I旅行」
3. I北海道J+ I観光j
4. IJR束;海J+ I新幹線J+ I時刻j
に対してどの程度の時間短縮が可能かどうかをベンチマーク
テストしてみた結果である。一日瞭然だが，名詞テーブル導
入無しの場合は，例えば lの場合， Mainテーブル検索(分割
無)に 12.5秒かかるものが，名詞テーブルのドッキング処珂一
(分割有)だけだと 4.43秒で済み，さらにあらかじめこのドッ
キング処理結果をキャッシュしておけば(キャッシユ)，キャッ
シュテーブルの取り出しの 0.55秒で済むようになっている。
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2~3 の場合も全く同様の結果が得られており，更に Web デー 謝辞
タが膨大になるとこの差はますます聞いていくことになるで 本研究は，平成 19年度から行ってきた卒業研究の集大成と
あろう。 してなされたもので，ことに 2007年度の山本達文 13) 2008 
このように，大量のテキスト処理結果をあらかじめキャッ
シュしておくことで，巨大なサーチエンジンシステムの高速
な応答性が維持されていることが理解できる。
5. 結論と今後の課題
以上， 6年間に渡って行われてきた我々のサーチエンジンシ
ステムにおける知見・意義，そして本年度行われた検索部の
高速化の結果について述べてきた。現状のネットワーク・マシ
ンリソースである限り，ほぼ本年度までで達成されたプログ
ラム体系・高速化で完成形に達したと言える。ことに，本年
度導入した並列分散名詞テーブル作成機構と，キャッシュ機構
は，大量の Webデータを扱う本システムの要と言えるもので
あり，これが完成したことで，巨大な既存サーチエンジンシ
ステムと同様の技術がこの中で実現されていることになった。
今後の課題としては，本年度で完成形となった本サーチエ
ンジンシステムをコアにして，次のような機能とカスタマイ
ズ化を行うことが挙げられる。
サーチエンジンシステムの「見える化」
本サーチエンジンシステムはオープンキャンパス等でデモ
展示を行ってきたが，中身についての日に見える解説が行え
なかったという問題があった。ことに，どれだけ膨大な Web
データを Mainテーブルに保持し，それが常に更新され増大
していくという状態を知らしめることが目的なのに，それを
を可視化することができないということは，本システムの一
番の「売りj を見せられないということである。デモを行う
にしても，せいぜい検索結果を示すのが関の山であったから，
我々の苦労やシステムの有効性をなかなか伝えきれないとい
うもどかしさが常に残っていたのである。
年度の仁藤昌彦 15)，吉田嗣 14) 黒田博雅 16) らによる結果が
あってこそのものである。教員の独断によって設定された研
究テーマに一年間お付き合い頂いた彼らの労に対して感謝申
し上げる。また本研究に使用した PC機材は静岡理工科大学
学内研究費の補功で購入したものである。関係者各位に感謝
する。
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後も続けていくが，応用としてはもう少し現実的な量の，そ 2008年度静岡理工科大学情報システム学科卒業研究.
れでいて PC単体では時間を要する程度のテキストデータを
マイニングするツールとして，カスタム化が容易なものにし
たいと考えている。具体的には
Webデータ収集部 テキストの形態 (CSV形式など)に合
わせて容易にカスタマイズできるようする
検索部 単語を名詞だけでなく他の品詞にも対応したもの
にしたり，キャ、ソシュテーブルをユーザの検索要求が増
えるごとに記憶しておく機構を導入したりする
ということを可能にし，そのよで一つのソフトウェアパッケー
ジとして提供できるようにしたい。これはまだ無謀というべ
きかもしれないが，ある程度軌道に乗った段階で一つのオー
プンソースプロジェクトとすることも検討してきたい。
16) 黒田博雅"並列分散型 Webデータ収集システムの改良"
2008年度静岡理工科大学情報システム学科卒業研究
