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Abstract
A quasi-metric space (X,d) is called sup-separable if (X,ds) is a separable metric space, where
ds(x, y) = max{d(x, y), d(y, x)} for all x, y ∈ X. We characterize those preferences, defined on a
sup-separable quasi-metric space, for which there is a semi-Lipschitz utility function. We deduce
from our results that several interesting examples of quasi-metric spaces which appear in differ-
ent fields of theoretical computer science admit semi-Lipschitz utility functions. We also apply our
methods to the study of certain kinds of dynamical systems defined on quasi-metric spaces.
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1. Introduction
Motivated, in part, by some problems from mathematical economics, Levin character-
ized in [8] preferences on a separable metric space that admit Lipschitz utility functions.
He also used this type of functions, and other related ones, to the study of choice functions
and discrete dispersed dynamical systems.
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utility function also constitute efficient tools to explain the properties of many kinds of
spaces which naturally arise in theoretical computer science; in particular, in domain theory
(e.g., [9,17,18]) and complexity theory (e.g., [12,13,15,16]). Since such spaces are quasi-
metrizable but nonmetrizable, we will need to develop our theory in the realm of quasi-
metric spaces. Thus, in Section 2 we characterize preferences that admit semi-Lipschitz
utility functions, when such preferences are defined on a sup-separable quasi-metric space.
This result extends Levin’s characterization cited above to the nonsymmetric case. In Sec-
tion 3 we obtain the existence of semi-Lipschitz utility functions for the preference defined
by the specialization order on a quasi-metric space and apply our results to several interest-
ing examples in computer science. Finally, in Section 4 we discuss properties of a type of
global attractors for certain dynamical systems defined on quasi-metric spaces. The theory
developed in Section 4 allows us to obtain a suitable description of examples considered in
Section 3, by means of the notion of an attractor.
The letters R, N, and ω will denote the set of all real numbers, of all positive integer
numbers and of all nonnegative integer numbers, respectively.
In our context, by a quasi-metric on a set X we mean a nonnegative real valued func-
tion d defined on X×X, such that for all x, y, z ∈X,
(i) d(x, y)= d(y, x)= 0⇔ x = y;
(ii) d(x, y) d(x, z)+ d(z, y).
Each quasi-metric d on X generates a T0 topology T (d) onX which has as a base the
family of d-balls
{
Bd(x, r): x ∈X, r > 0
}
, where Bd(x, r)=
{
y ∈X: d(x, y) < r}.
If d is a quasi-metric on X, then the function d−1 defined on X × X by d−1(x, y)=
d(y, x) is also a quasi-metric on X, called the conjugate of d . The function ds defined on
X ×X by ds(x, y)=max{d(x, y), d−1(x, y)} is a metric on X. Clearly T (ds)= T (d)∨
T (d−1).
A quasi-metric space (X,d) is said to be sup-separable if (X,ds) is a separable metric
space.
For instance, the function d defined on R×R by d(x, y)=max{x − y,0}, is a quasi-
metric on R such that ds is the Euclidean metric on R. Hence (R, d) is a sup-separable
quasi-metric space.
We observe that a quasi-metric space (X,d) is sup-separable if and only if the topology
T (d) has a countable base. Indeed, suppose that (X,d) is sup-separable. Then T (ds) has a
countable base, and thus T (d) has a countable network. Hence T (d) has a countable base
[4, p. 60]. Conversely, if T (d) has a countable base, it follows from Theorem 4 of [4], that
T (d−1) has a countable base, and consequently, T (ds) has a countable base, i.e., (X,d) is
sup-separable.
Further properties of quasi-metric spaces may be found in [2].
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Let us recall that the intuitive meaning of concepts like preference and utility function
plays a crucial role in the basic theory of consumer choice, a fundamental topic in mi-
croeconomics. In particular, the so-called indifference map describes the preferences of a
consumer, and the utility function expresses how satisfaction, of a consumer, varies with
the consumption pattern (see, for instance, [7, Chapter 2] for more details).
In our approach we shall use the mathematical formulation of these concepts from [8].
A preference on a nonempty set X is a set-valued mapping R :X → 2X, where 2X
denotes the family of all nonempty subsets of X. For each pair x, y ∈ X, y is said to be
preferred to x provided that y ∈R(x).
Given a preference R on X, one can associate with it a strict preference P as follows:
y ∈ P(x) if and only if y ∈R(x) and x /∈R(y).
A real valued function u on X is called R-isotone if
u(x) u(y) whenever x ∈X, y ∈R(x).
A utility function for R is an R-isotone function u such that
u(x) < u(y) whenever x ∈X, y ∈ P(x).
Given a quasi-metric space (X,d) and two points x, y in X, we denote by T (x, y) the
set of chains of the form τ = {z0, z1, . . . , zn−1, zn}, n ∈N, where z0 = x and zn = y .
Now suppose that R is a preference on (X,d). Then for each chain τ ∈ T (x, y), we
define the d-valuation of τ with respect to R by
Sd,R(τ )=
n∑
k=1
c(zk−1, zk),
where c(z, z′)= 0 if z′ ∈R(z), and c(z, z′)= d(z, z′) if z′ /∈ R(z).
A real valued function u defined on the quasi-metric space (X,d) is called semi-
Lipschitz if u(x)− u(y) d(x, y) for all x, y ∈X (compare [11]).
Note that if u is a semi-Lipschitz function on the quasi-metric space (X,d), then u is a
Lipschitz function on the metric space (X,ds) because, clearly, we have |u(x)− u(y)|
ds(x, y) for all x, y ∈X.
Theorem 1. Let R be a preference on a sup-separable quasi-metric space (X,d). Then
there exists a semi-Lipschitz utility function for R if and only if infτ∈T (y,x) Sd,R(τ ) > 0
whenever y ∈ P(x).
Proof. Necessity. Let u be a semi-Lipschitz utility function for R. Then, for all z, z′ ∈X,
u(z) u(z′) if z′ ∈R(z), and u(z)− u(z′) d(z, z′) if z′ /∈ R(z). Therefore
u(z)− u(z′) c(z, z′) for all z, z′ ∈X.
Now let x, y ∈ X with y ∈ P(x), and let τ = {z0, z1, . . . , zn−1, zn} ∈ T (y, x). Then
y = z0, x = zn, and
Sd,R(τ )=
n∑
c(zk−1, zk)
n∑(
u(zk−1)− u(zk)
)= u(y)− u(x).
k=1 k=1
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Sufficiency. For each x, y ∈X define
c∗(x, y)= inf
τ∈T (x,y)Sd,R(τ ).
It immediately follows that for all x, y, z ∈X,
c∗(x, y) c∗(x, z)+ c∗(z, y).
Therefore, the function f defined on X×X by
f (x, y)=min{c∗(x, y),1
}
also satisfies the triangle inequality, i.e., f (x, y) f (x, z)+ f (z, y) for all x, y, z ∈X.
Since, by hypothesis, (X,ds) is a separable metric space, there is a countable subset
Y = {yn: n ∈N} of X, which is T (ds)-dense in X. For each x ∈X set
u(x)=
∞∑
n=1
2−nf (x, yn).
Then u(x) <∞ for all x ∈X, so u is a real valued function on X. We shall prove that
u is a semi-Lipschitz utility function for R.
Let z and z′ be arbitrary points of X. Then f (z, z′) c∗(z, z′) c(z, z′) d(z, z′). So
u(z)− u(z′)=
∞∑
n=1
2−n
(
f (z, yn)− f (z′, yn)
)

∞∑
n=1
2−nf (z, z′)
= f (z, z′) d(z, z′),
which shows that u is a semi-Lipschitz function on (X,d).
Moreover, if y ∈ R(x) we obtain c∗(x, y)= 0, so f (x, y)= 0, and from the inequality
f (x, yn) f (x, y)+ f (y, yn), we deduce that f (x, yn) f (y, yn) for all n ∈ N. Hence
u(x) u(y).
Now let y ∈ P(x). Find a subsequence (ynk )k∈N of (yn)n∈N such that ds(x, ynk )→ 0.
From the inequalities
f (y, ynk )− f (y, x) f (x, ynk ) d(x, ynk)
and
f (y, x)− f (y, ynk ) f (ynk , x) d(ynk , x),
it follows that f (y, ynk )→ f (y, x) with respect to the Euclidean metric on R.
Furthermore, from the inequalities 0  f (x, ynk )  d(x, ynk), and the fact that
d(x, ynk)→ 0, it follows that f (x, ynk )→ 0 with respect to the Euclidean metric on R.
Consequently
f (y, ynk )− f (x, ynk )→ f (y, x)
with respect to the Euclidean metric on R. Since, by hypothesis, c∗(y, x) > 0, we have
f (y, x) > 0; so, for large k, f (y, ynk ) > f (x, ynk). Taking into account that f (x, yn) 
f (x, y) + f (y, yn) = f (y, yn) for all n ∈ N, we obtain u(x) < u(y). Therefore u is a
utility function for R. The proof is complete. ✷
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proof of the ‘if’ part in the preceding theorem.
We also note that in [8, Theorem 1], Levin proved the preceding theorem in the case
that (X,d) is a separable metric space.
3. The specialization order as a preference in quasi-metric spaces
Let (X,d) be a quasi-metric space. The order d defined on X by
x d y ⇔ d(x, y)= 0
is called the specialization order on X.
We put x <d y whenever x d y and x = y.
In many examples of quasi-metric spaces which appear in theoretical computer science,
the specialization order provides an appropriate tool to explain the usual fact that on a
collection X of elements (for instance, chains of information, words of alphabets in certain
models of parallel computation, etc.), the element y contains all the information provided
by the element x , as well as to explain the fact that on a collection of programs of a
programming language (for instance, in complexity analysis of programs), the program P
is more efficient on all inputs than the program Q (see Examples 1–3 below).
It is a natural and interesting question to attempt the description of the mentioned facts
in terms of semi-Lipschitz utility functions. To this end, we will consider the specializa-
tion order on a quasi-metric space (X,d) as a preference and we will study the problem of
obtaining semi-Lipschitz utility functions u for such a preference. In this way, the condi-
tion u(x) < u(y)⇔ x <d y , can be computationally interpreted as follows: “if the element
y contains more information than the element x , then y is more useful than x , and con-
versely,” or, in the context of complexity analysis, “if there is a decrease in complexity by
replacing the program x by the program y , then y is more useful than x , and conversely.”
Given a quasi-metric space (X,d), we will denote by Rd the preference defined on
X by y ∈ Rd (x) if x d y , and we will denote by R<d the strict preference, associated
with Rd , defined by y ∈ R<d (x) if x <d y . Therefore Rd (x) = {y ∈ X: d(x, y) = 0}
and R<d (x)= Rd (x)\{x}.
Lemma 1. Let (X,d) be a quasi-metric space. Then infτ∈T (x,y) Sd,Rd (τ ) = d(x, y) for
all x, y ∈X.
Proof. We first note that the function c defined on X × X by c(x, y) = 0 if y ∈
Rd (x) and c(x, y) = d(x, y) otherwise, coincides with d because d(x, y) = 0 if and
only if y ∈ Rd (x). Therefore, for each x, y ∈ X and each τ ∈ T (x, y), Sd,Rd (τ ) 
d(x, y) by the triangle inequality. The conclusion follows from the fact that d(x, y) 
infτ∈T (x,y) Sd,Rd (τ ) for all x, y ∈X. ✷
From Lemma 1 and Theorem 1 we immediately deduce the following result.
Proposition 1. Let (X,d) be a sup-separable quasi-metric space. Then there is a semi-
Lipschitz utility function for Rd .
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tion 1 shows the existence of semi-Lipschitz utility functions (for Rd ).
Example 1. In [9] Matthews introduced the notion of the Scott-like topology in order to
present a topological foundation of those totally ordered sequences (i.e., chains) of in-
creasing information, which appear in computer science, having the property that their
least upper bound is intended to capture the notion of the amount of information defined
by the chain but it cannot contain more information than it can be derived from the mem-
bers of the chain (see [9, pp. 184–185]). A typical example of this situation is the topology
T [] defined on the set N∪{∞} by T [] = {{n,n+1, . . . ,∞}: n ∈N}, where denotes
the usual (partial) ordering on N∪ {∞}. Thus T [] is a Scott-like topology in the sense of
Matthews. This topology is usually generated by the quasi-metric d defined on N ∪ {∞}
by d(x, y)= 0 if x  y and d(x, y)= 1/y otherwise. Clearly T (ds) is a compact topology
because every sequence of distinct points converges to ∞ with respect to T (ds).
Since this space is countable, Rd admits a semi-Lipschitz utility function by Propo-
sition 1. In this case it is easy to obtain explicitly the semi-Lipschitz utility function that
provides the proof of Theorem 1. Indeed, by Lemma 1, c∗(x, y)= d(x, y), so f (x, y)=
d(x, y) for all x, y ∈ N ∪ {∞}. Since N is T (ds)-dense, we have that the function u de-
fined on N∪{∞} by u(x)=∑∞k=1 2−kd(x, k) is a semi-Lipschitz utility function for Rd .
Thus, we obtain
u(1)= 0, u(n)=
n−1∑
k=1
2−k 1
k
for n ∈N\{1}, and u(∞)=
∞∑
k=1
2−k 1
k
.
These values of u provide a satisfactory interpretation in our context to the fact cited
above that the elements of this space form a chain of increasing information where ∞ is
its least upper bound.
The quasi-metric space of the next example appears in a natural way by modelling the
streams of information in Kahn’s model of parallel computation [3,9].
Example 2. Let Σ be a nonempty alphabet. Let Σ∞ be the set of all finite and infinite
sequences (“words”) over Σ , where we adopt the convention that the empty sequence φ is
an element of Σ∞ . Denote by  the prefix order on Σ∞, i.e., x  y⇔ x is a prefix of y .
Now, for each x ∈ Σ∞ denote by (x) the length of x . Then (x) ∈ [1,ω] whenever
x = φ and (φ)= 0. For each x, y ∈Σ∞ define (x, y)= sup{n ∈ N: x(k)= y(k) when-
ever k  n} when x and y have a nonempty common prefix, and (x, y)= 0 otherwise.
Thus, the function d defined on Σ∞ × Σ∞ by d(x, y) = 0 if x is a prefix of y and
d(x, y) = 2−((x,y)+1) otherwise, is a quasi-metric on Σ∞ (see, for instance, [5, Exam-
ple 8(b)] or [18, Examples 2.2 and 2.4]). Note that the specialization order d coincides
with the prefix order  on Σ∞.
Now suppose that Σ is a countable alphabet. Then the set of all finite words is a
countable T (ds)-dense subset of Σ∞. Indeed, given x ∈Σ∞ with (x) = ω and n ∈ N,
choose a prefix y of x such that (y) = n. Thus d(y, x) = 0 and d(x, y) = 2−(n+1), so
ds(x, y) < 2−n. We conclude that (Σ∞, d) is a sup-separable quasi-metric space. By
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u(x) < u(y) whenever x is a prefix of y and x = y , as might have been expected.
The case that Σ is a finite alphabet is especially interesting. In fact, one has that
(Σ∞, ds) is a compact metric space if and only if Σ is finite ([10, Example 4], [18, Exam-
ple 2.4]).
Example 3. In [15] Schellekens introduces the complexity (quasi-metric) space in order to
give a topological foundation for the complexity analysis of programs and algorithms.
Let C = {f ∈ (0,∞]ω: ∑∞n=0 2−n(1/f (n)) <∞} and let dC be the quasi-metric defined
on C by dC(f, g) =
∑∞
n=0 2−n max{1/g(n)− 1/f (n),0} for all f,g ∈ C . Then (C, dC) is
called the complexity (quasi-metric) space [15]. (We adopt the convention that 1/∞= 0.)
Let B = {f ∈ (0,∞]ω: there is a finite subset F of ω with f (n)=∞ for all n ∈ ω\F
and f (n) ∈Q for all n ∈ F }. (Here Q denotes the set of rational numbers.)
Clearly B is a countable subset of C , and we shall show that it is T ((dC)s)-dense in C .
Indeed, given f ∈ C and ε > 0, there is n0 ∈ N such that ∑∞n=n0 2−n(1/f (n)) < ε/2. For
each n ∈ {0, . . . , n0 − 1} there is a rational qn > 0 such that |qn − 1/f (n)|< ε/2n0. Then,
define g ∈ B as follows: g(n) = 1/qn for all n ∈ {0, . . . , n0 − 1} and g(n) =∞ for all
n n0. Thus, we have (dC)s(f, g) < ε, so (C, dC) is sup-separable. By Proposition 1, the
preference RdC admits a semi-Lipschitz utility function u.
Since dC(f, g)measures relative progress made in lowering the complexity by replac-
ing the complexity function f (representative of a program P ) by g (representative of a
program Q), we deduce that if dC(f, g)= 0, with f = g, then there is an increase in com-
plexity when f is replaced by g, i.e., f is “more efficient” than g (see [15, Section 4]).
Thus, if g ∈ R<dC (f ), it follows that u(g) > u(f ), although f is “more efficient,” i.e.,
“more useful,” than g. Therefore the semi-Lipschitz utility function u induced by RdC
does not provide a suitable interpretation of the idea of a utility function in this context.
However, this idea is respected by the specialization order induced by the so-called dual
complexity (quasi-metric) space introduced and studied in [12], where several quasi-metric
properties of the complexity space (C, dC) are obtained via the analysis of its dual.
Let C∗ = {f ∈ [0,∞)ω: ∑∞n=0 2−nf (n) <∞} and let dC∗ be the quasi-metric defined
on C∗ by dC∗(f, g) =
∑∞
n=0 2−n max{g(n)− f (n),0} for all f,g ∈ C∗. Then (C∗, dC∗) is
called the dual complexity (quasi-metric) space [12].
As it is noted in [12], the inversion mapping is an isometry from (C∗, dC∗) to (C, dC).
Therefore (C∗, dC∗) is also sup-separable. Thus, there is a semi-Lipschitz utility function v
for RdC∗ . Furthermore, since for all f,g ∈ C∗, dC∗(f, g) = dC(1/f,1/g), it follows that
dC∗(f, g) measures relative progress in lowering complexity by replacing g by f . Hence,
if g ∈ R<dC∗ (f ), we have dC∗(f, g) = 0, i.e., g is “more efficient” than f . Since v is a
utility function we also have v(g) > v(f ), as might have been expected.
In [9], Matthews introduced the notion of a weightable quasi-metric space as a part of
the study of the denotational semantics of data flow networks. A deep study of topological
properties of weightable quasi-metric spaces may be found in [5,6].
Following [9], a quasi-metric space (X,d) is weightable if there is a (so-called weight)
function w :X→ [0,∞) such that d(x, y)+w(x) = d(y, x)+ w(y) for all x, y ∈ X. In
this case we say that d is a weightable quasi-metric on X.
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a semi-Lipschitz utility function u for Rd which is valued in (0,1]. In this case, the func-
tion u can be obtained explicitly from the weight functionw. Furthermore, sup-separability
of (X,d) is not necessary. It is interesting to note that although the quasi-metrics d of Ex-
amples 1 and 2 are not weightable, the topology T (d) generated by d admits a compatible
weightable quasi-metric in both cases (see Remark 2 below).
Proposition 2. Let (X,d) be a weightable quasi-metric space with weight function w.
Then, the real valued function u defined on X by
u(x)= 1
1+w(x)
for all x ∈X, is a semi-Lipschitz utility function for the preference Rd .
Proof. Let x, y ∈X. Then
u(x)− u(y)= 1
1+w(x) −
1
1+w(y) =
w(y)−w(x)
(1+w(x))(1+w(y))
= d(x, y)− d(y, x)
(1+w(x))(1+w(y))  d(x, y).
We have shown that u is a semi-Lipschitz function for (X,d). Now let x, y ∈X such that
d(x, y)= 0 and x = y . We have w(x)=w(y)+ d(y, x). Since d(y, x) > 0, w(x) > w(y).
So u(x) < u(y). Therefore u is a utility function for Rd . This completes the proof. ✷
Remark 2. (A) The quasi-metric d of Example 1 is not weightable. Indeed, suppose that
there is a weight function w for d . Then w(x)= w(∞)+ 1/x for all x ∈ N, and w(x)=
w(y)+ 1/x for all x, y ∈ N with x < y . Hence w(y) = w(∞) for all y ∈ N with 1 < y ,
which contradicts the fact that w(x)=w(∞)+ 1/x for all x ∈N.
However, the function q defined by q(x, y)= 0 if x  y , q(∞, x)= 1/x for all x ∈ N
and q(x, y) = 1/y − 1/x otherwise, is a quasi-metric on N ∪ {∞} which generates the
topology T (d) of Example 1. Note that q−1 generates the topology T (d−1) of Example 1.
Furthermore q is weightable via the weight functionw defined on N∪{∞} by w(x)= 1/x
for all x ∈ N and w(∞) = 0. By Proposition 2, the function u defined on N ∪ {∞} by
u(x)= x/(1+ x) for all x ∈ N ∪ {∞}, is a semi-Lipschitz utility function for Rq which
is different from the semi-Lipschitz utility function obtained in Example 1. Note that, as
might have been expected, u(∞)= 1 and u(x) < u(y)whenever x < y . (Of course,Rd =
Rq .)
(B) It is shown in [5, Example 8(b)], that the quasi-metric d of Example 2 is not
weightable, not even in the case that Σ is countable, and that the quasi-metric q defined
on Σ∞ × Σ∞ by q(x, y) = 2−(x,y) − 2−(x) is weightable via the weight function w
defined by w(x) = 2−(x) for all x ∈ Σ∞. By Proposition 2, the function u defined by
u(x) = 1/(1 + 2−(x)) for all x ∈ Σ∞, is a semi-Lipschitz utility function for Rq such
that u(x)= 1 whenever x is an infinite sequence and u(φ)= 1/2. Moreover u(x) < u(y)
whenever x is a prefix of y with x = y . (Of course, Rd =Rq .)
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on C∗ by w(f )=∑∞n=0 2−nf (n) for all f ∈ C∗ (see [12]). By Proposition 2, the function
u= 1/(1+w) is a semi-Lipschitz utility function for RdC∗ .
4. D3-systems on quasi-metric spaces and attractors
In [14] Rubinov considered the so-called discrete dispersed dynamical systems
(D3-systems) defined on compact metric spaces, which provide abstract models of eco-
nomic dynamics. Levin investigated in [8] a general case and obtained interesting results
for noncompact metric spaces.
Here we extend the theory of Rubinov–Levin to D3-systems on quasi-metric spaces. In
particular, we define and characterize a type of global attractors of D3-systems and show
that such attractors have a suitable interpretation in the context of computational processes
described in Examples 1–3 and Remark 2.
Definition 1. A D3-system on a quasi-metric space (X,d) is a set-valued mapping R :
X→ 2X such that for each x ∈X, R(x) is a (nonempty) compact subset of (X,ds).
For a D3-system R on a quasi-metric space (X,d), let H(R) denote the family of all
R-isotone functions which are lower semicontinuous on (X,d) and upper semicontinuous
on (X,d−1).
Note that H(R) is nonempty because constant functions belong to it.
Similarly to [8,14], we shall consider the sets
Wu =
{
x ∈X: u(x)= min
y∈R(x)u(y)
}
,
where u ∈H(R), and
W =
⋂{
Wu: u ∈H(R)
}
.
Observe that Wu is well-defined because u is continuous in the metric space (X,ds)
and, by assumption, R(x) is compact in (X,ds).
In the metric case the set W is related to the generalized recurrence set in the theory of
dynamical systems (see [14] and [1, Section 2.15]).
It is not a hard matter to see that W can be empty. However, it follows from an observa-
tion due to Levin [8, pp. 78–79], that if (X,ds) is compact, then W = ∅ (indeed, note that
every function in H(R) is a continuous R-isotone function on the metric space (X,ds)).
Observe that if R is a D3-system on a quasi-metric space (X,d) and x ∈R(x) for some
x ∈X, then x ∈W .
In the light of the preceding observation it seems interesting to point out that al-
though the specialization order does not provide an appropriate preference in the context
of D3-systems on quasi-metric spaces (see Remark 4 below), it is possible to give a satis-
factory interpretation of several computational processes by means of certain D3-systems
as we will show.
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x∈M R(x).
Definition 2. Let (X,d) be a quasi-metric space. A set-valued mapping R :X→ 2X is
called T (d)-upper semicontinuous (T (d)-u.s.c.) if for each x ∈X and each T (d)-open set
G containing R(x), there exists a T (d)-open neighborhood V of x such that R(V )⊆G.
The next result provides a characterization of T (d)-u.s.c. D3-systems, which will be
very useful later on.
Proposition 3. For a D3-system R on a quasi-metric space (X,d) the following assertions
are equivalent:
(1) R is T (d)-u.s.c.;
(2) For each couple of sequences in X, (xn)n∈ω and (yn)n∈ω , such that (xn)n∈ω is T (d)-
convergent to a point x ∈ X and for each n, yn ∈ R(xn), there exist a subsequence
(ynk )k∈ω of (yn)n∈ω and a point y ∈R(x) such that (ynk )k∈ω is T (d)-convergent to y .
Proof. (1)⇒ (2). Consider two sequences (xn)n∈ω, (yn)n∈ω, such that (xn)n∈ω T (d)-
converges to x and, for each n, yn ∈ R(xn). Suppose that the sequence (yn)n∈ω has
no T (d)-cluster point in R(x). A standard argument of compactness permits us to
choose finitely many points z1, z2, . . . , zm in R(x), finitely many positive real numbers
r1, r2, . . . , rm, and a natural number p, such that
R(x)⊆
m⋃
j=1
Bd(zj , rj )
and, for each j = 1,2, . . . ,m,
d(zj , yn) > rj
whenever n > p.
Since R(x) is T (d)-u.s.c., there exists a ball Bd(x, ε) such that
R
(
Bd(x, ε)
)⊆
m⋃
j=1
Bd(zj , rj ).
Now let n0 > p be such that xn ∈ Bd(x, ε) whenever n n0. Then, since yn ∈ R(xn), we
have
yn ∈
m⋃
j=1
Bd(zj , rj )
for each n n0, a contradiction. Hence, there is y ∈R(x) which is a T (d)-cluster point of
(yn)n∈ω .
(2)⇒ (1). Let us fix x ∈X. Let G be a T (d)-open subset of X such that R(x)⊆G. It
suffices to prove that the set
F = {z ∈X: R(z)∩ (X \G) = ∅}
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to a point x ′ ∈ X. For each n, let yn ∈ R(xn) ∩ (X \G). By (2) and the definition of F ,
we can find a subsequence (ynk )k∈ω of (yn)n∈ω and a point y ∈ R(x ′) such that (ynk )k∈ω
is T (d)-convergent to y . Since X \G is T (d)-closed, y belongs to X \G. So x ′ ∈ F . We
conclude that F is T (d)-closed. ✷
Remark 3. Note that only T (d)-compactness of R(x) is used in the proof of the part
(1)⇒ (2) in Proposition 3. On the other hand, the proof of the part (2)⇒ (1) does not
need any type of compactness.
As in the classical case, a sequence χ :≡ (χ(t))t∈ω in a quasi-metric space (X,d) is
called a trajectory of the D3-system R if χ(t) ∈R(χ(t −1)) whenever t  1. It is said that
χ starts from the point x if χ(0)= x.
If we identify the space X with the space of all possible states of some real or make-
believe biological (or physical, or economic, . . . ) system, then χ(t) can be interpreted as
the state where our system will be one unit of time after the moment it has state χ(t − 1).
Definition 3. Let R be a D3-system on a quasi-metric space (X,d). In our context, a
trajectory χ of R is said to be attracted by W if for each T (ds )-open set G containing W ,
χ is eventually in G. If every trajectory χ of R is attracted by W , we say that W is a global
attractor or simply an attractor for R.
Remark 4. Let (N ∪ {∞}, d) be the quasi-metric space given in Example 1. For each
x ∈ N ∪ {∞}, the set Rd (x) is clearly a (nonempty) T (ds)-compact subset of N ∪ {∞}.
So Rd is a D3-system. However W =N∪ {∞} because x ∈Rd (x) for all x ∈N∪{∞}.
A similar situation occurs for the alternative quasi-metric q constructed in Remark 2(A).
Hence, the D3-system generated by the specialization order does not provide a satisfac-
tory interpretation of computational processes which are involved in this example.
In Theorem 3 below we present a complete description of the set W , and we shall obtain
appropriate D3-systems for the computational examples given in Section 3.
Our next result provides several properties of W .
In the following we shall call a subset A of a metrizable space X bounded if every
sequence in A has a cluster point in X.
Let (X,d) be a quasi-metric space. We say that a trajectory χ :≡ (χ(t))t∈ω of the D3-
system R is semibounded if χ has a subsequence (χ(tn))n∈ω such that {χ(tn): n ∈ ω} is a
bounded subset of the metric space (X,ds).
Theorem 2. Let R be a T (d)-u.s.c. D3-system on a quasi-metric space (X,d). Then the
following assertions hold:
(a) W is a T (ds)-closed subset of X;
(b) T (ds)-cluster points of each trajectory belong to W ;
(c) Any semibounded trajectory is attracted by W .
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Wu is T (ds)-closed.
To this end, let u ∈H(R) and let (xn)n∈ω be a sequence in Wu that is T (ds)-convergent
to a point x ∈ X. Since u is T (ds)-continuous and for each n, R(xn) is T (ds)-compact,
there exists yn ∈R(xn) such that u(xn)= u(yn). Thus, by Proposition 3, there are a subse-
quence (ynk )k∈ω of (yn)n∈ω and a point y ∈ R(x) such that d(y, ynk )→ 0.
Then, for an arbitrary ε > 0 there is kε such that for each k  kε ,∣∣u(xnk )− u(x)
∣∣< ε/2 and u(y)− u(ynk ) < ε/2.
Hence u(y)− u(x) < ε, so u(y) u(x). Since u is R-isotone and y ∈R(x) we deduce
that u(x)= u(y), so x ∈Wu. We conclude that each Wu, and thus W , is T (ds)-closed.
(b) Let χ :≡ (χ(t))t∈ω be a trajectory of R having a T (ds)-cluster point x0. Then, there
is a subsequence (χ(tn))n∈ω of (χ(t))t∈ω with ds(x0, χ(tn))→ 0.
Let u ∈H(R). Define a function Φu on X by
Φu(x)=min
{
u(y): y ∈ R(x)}.
Then, for each n ∈ ω there exists yn ∈R(χ(tn)) such thatΦu(χ(tn))= u(yn). By Propo-
sition 3 there are a subsequence (ynk )k∈ω of (yn)n∈ω and a point y ∈ R(x0) such that
d(y, ynk)→ 0. Thus
u(ynk )=Φu
(
χ(tnk )
)
 u
(
χ(tnk + 1)
)
 u
(
χ(tnk+1)
)
for all k ∈ ω. Since, by assumption, u is lower semicontinuous on (X,d) and upper semi-
continuous on (X,d−1), for an arbitrary ε > 0 we have
u(y)− u(ynk ) < ε/2,
eventually, and
u(ynk )− u(x0) u
(
χ(tnk+1)
)− u(x0) < ε/2,
eventually.
Hence u(y)− u(x0) < ε, so u(y) u(x0). Consequently Φu(x0) u(x0). On the other
hand u(x0)Φu(x0) because u is R-isotone, and thus u(x0)=Φu(x0) for all u ∈H(R).
We conclude that x0 ∈W .
(c) Let χ be a semibounded trajectory of R. By statement (b), there is a subsequence of
χ having a T (ds)-cluster point, which belongs to W . Therefore χ is attracted by W . ✷
In order to state Theorem 3, the next results will be crucial.
Proposition 4. Let R be a D3-system on a quasi-metric space (X,d). If x0 ∈W , then there
exists y0 ∈R(x0) such that u(x0)= u(y0) for all u ∈H(R).
Proof. For each u ∈H(R) put
Fu =
{
y ∈ R(x0): u(y)= u(x0)
}
.
Since by assumption x0 ∈Wu, then Fu = ∅ for all u ∈ H(R). Moreover, since R(x0)
is T (ds)-compact and u is T (ds)-continuous, each Fu is T (ds)-compact. We also deduce
immediately that given u1, . . . , un ∈H(R), then
u1 + · · · + un ∈H(R) and Fu1 ∩ · · · ∩Fun = Fu1+···+un.
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satisfying the finite intersection property. Hence there is y0 ∈⋂u∈H(R) Fu. We conclude
that y0 ∈R(x0) and u(y0)= u(x0) for all u ∈H(R). ✷
Lemma 2. Let R be a T (d)-u.s.c. D3-system on a quasi-metric space (X,d). Fix u ∈
H(R). Then the function Φu :X→R, defined by
Φu(x)=min
{
u(y): y ∈ R(x)} whenever x ∈X,
is R-isotone and lower semicontinuous on (X,d).
Proof. We first show that Φu is R-isotone. Indeed, given x ∈ X and z ∈ R(x) we have
Φu(x) u(z). Since u(z) u(y) for all y ∈ R(z), it follows that u(z)Φu(z), so Φu(x)
Φu(z).
Next we show that u is lower semicontinuous on (X,d). Indeed, let (xn)n∈ω be a se-
quence in X that is T (d)-convergent to a point x ∈X. For each n, there is yn ∈R(xn) such
that Φu(xn)= u(yn). By Proposition 3, there are a subsequence (ynk )k∈ω of (yn)n∈ω and a
point y ∈ R(x) such that d(y, ynk )→ 0. Since Φu(x) u(y), we deduce that
Φu(x)−Φu(xnk ) u(y)− u(ynk )
for all k ∈ ω. Now lower semicontinuity of Φu follows from lower semicontinuity of u. ✷
Definition 4. Let (X,d) be a quasi-metric space. A set valued-mapping R :X→ 2X is
called T (d−1)-lower semicontinuous (T (d−1)-l.s.c.) if given a sequence (xn)n∈ω which is
T (d−1)-convergent to a point x ∈X and given y ∈ R(x), then for each n ∈ ω there exists
yn ∈ R(xn) such that the sequence (yn)n∈ω is T (d−1)-convergent to y .
Proposition 5. Let R be a T (d)-u.s.c. and T (d−1)-l.s.c. D3-system on a quasi-metric
space (X,d). If there are x0 ∈W and y0 ∈ R(x0) such that u(x0)= u(y0) for all u ∈H(R),
then y0 ∈W .
Proof. Let u ∈H(R). Then the function Φu, defined in Lemma 2, is R-isotone and lower
semicontinuous on (X,d). We shall show that Φu is upper semicontinuous on (X,d−1)
and thus Φu will be in H(R).
Indeed, let (xn)n∈ω be a sequence in X that is T (d−1)-convergent to a point x ∈ X.
Choose y ∈ R(x) such that Φu(x)= u(y). Since, by assumption, R is T (d−1)-l.s.c., there
exists a sequence (yn)n∈ω such that yn ∈R(xn) for all n and d(yn, y)→ 0. Therefore
Φu(xn)−Φu(x) u(yn)− u(y) for all n.
Consequently Φu is upper semicontinuous on (X,d−1) because u is upper semicontin-
uous on (X,d−1). Hence Φu ∈H(R) for all u ∈H(R).
Then, if x0 ∈ W and y0 ∈ R(x0) satisfy u(x0) = u(y0) for all u ∈ H(R), we deduce
that, in particular, Φu(x0)=Φu(y0) for all u ∈H(R). Furthermore, by Lemma 2 and the
definition of Wu, we have Φu(x0) = u(x0) for all u ∈ H(R). Therefore Φu(y0) = u(y0)
for all u ∈H(R). We conclude that y0 ∈Wu for all u ∈ H(R), i.e., y0 ∈W . The proof is
complete. ✷
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following set:
E = {x ∈X: there exists a trajectory χ that starts from x and is contained in W}.
Theorem 3. Let R be a T (d)-u.s.c. and T (d−1)-l.s.c. D3-system on a quasi-metric space
(X,d). Then
E =W = {x ∈X: there exists a trajectory χ starting from x
and having the property that u
(
χ(t)
)= u(x)
for all t ∈N and all u ∈H(R)}.
Proof. Obviously E ⊆W . Now let x0 ∈ W . By Proposition 4, there is x1 ∈ R(x0) such
that u(x0)= u(x1) for all u ∈ H(R). By Proposition 5, x1 ∈W . Repeating this argument
we obtain a sequence (xn)n∈ω in X such that xn+1 ∈ R(xn) and u(x0)= u(xn) for all n ∈ ω
and all u ∈ H(R). Thus the trajectory χ given by χ(t) = xt for all t ∈ ω, starts from x0
and clearly satisfies the property that u(χ(t))= u(x) for all t ∈ ω and all u ∈H(R).
Finally, let x be a point in X for which there is a trajectory χ of R starting from x and
having the property that u(χ(t)) = u(x) for all t ∈ ω and all u ∈ H(R). Since χ(t + 1)
∈ R(χ(t)) and u(χ(t + 1)) = u(χ(t)) for all t ∈ ω and all u ∈ H(R), we deduce that
χ(t) ∈Wu for all t ∈ ω and all u ∈H(R), i.e., χ(t) ∈W for all t ∈ ω. Hence x ∈ E. This
concludes the proof. ✷
Example 4. (A) Consider the quasi-metric space (N ∪ {∞}, q) of Remark 2(A) (compare
Example 1). Let R be a T (q)-u.s.c. and T (q−1)-l.s.c. D3-system on (N ∪ {∞}, q) such
that for each x ∈N, every element of R(x) is greater than x . (This is a reasonable condition
because, in this way, every element of R(x) contains more information than x , and thus R
is an efficient preference.)
Then, one may expect that W = {∞}. Indeed, by Theorem 2(b), ∞∈W . Furthermore,
since R is T (q−1)-l.s.c., it immediately follows that there is no x ∈ N with x ∈ R(∞), so
R(∞)= {∞}. Now letw be the weight function for (N∪{∞}, q) obtained in Remark 2(A).
Then the function u = 1/(1 + w) is a semi-Lipschitz utility function for the preference
Rq of the specialization order, by Proposition 2. Since, by assumption, for each x ∈ N,
y ∈ R<q x whenever y ∈ R(x), and as we have shown that R(∞) =∞, it follows that u
is R-isotone. On the other hand, the fact that u is a semi-Lipschitz function implies that it
is lower semicontinuous on (X,q) and upper semicontinuous on (X,q−1). Consequently
u ∈ H(R). Finally, since u(x) = u(y) for all x, y ∈ N with x = y , Theorem 3 shows that
x /∈W whenever x ∈N. We conclude that W = {∞}.
The fact that {∞} is an attractor for R (see Theorem 2(c)), agrees with the computa-
tional interpretation that ∞ possesses as the least upper bound of the increasing chain of
information that the elements of the space form.
An instance of such an R is the following: Fix k ∈N\{1} and j ∈N. For each x ∈N, let
R(x)= {kx, kx+ 1, . . . , kx + j } and R(∞)=∞. Clearly R is a T (q)-u.s.c. and T (q−1)-
l.s.c. D3-system on (N∪ {∞}, q). By the above argument W = {∞}.
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{y ∈ N: y  kx} ∪ {∞} for all x ∈ N, and R(∞) = ∞. Again R is a T (q)-u.s.c. and
T (q−1)-l.s.c. D3-system on (N∪ {∞}, q), and W = {∞}.
(B) Suppose that Σ is a (nonempty) finite alphabet and consider the quasi-metric space
(Σ,q) of Remark 2(B) (compare Example 2). Define a preference R on Σ∞ as follows.
For each finite word x ∈ Σ∞, let R(x) = {y ∈ Σ∞: (y) = (x) + 1}, and for each
infinite word x ∈Σ∞, let R(x)= {x}.
Since Σ is finite, each R(x) is a finite subset of Σ∞, so R is a D3-system on (Σ∞, q).
Obviously x ∈ W for each infinite word x . Next we prove that R is T (q)-u.s.c. and
T (q−1)-l.s.c.
In order to show that R is T (q)-u.s.c., we shall apply Proposition 3. Hence, let (xn)n∈ω
and (yn)n∈ω be a couple of sequences in Σ∞ and let x ∈Σ∞ be such that (xn)n∈ω is T (q)-
convergent to x and yn ∈ R(xn) for all n. It suffices to consider the case that both x and
each xn are finite words and x is a prefix of each xn, with x = xn for all n, because the rest
of cases is almost obvious. Thus, suppose that (x)= j , with j ∈N. Since Σ is finite, there
exists a subsequence (xnk )k∈ω of (xn)n∈ω such that all the words xnk have the same j + 1
term (“letter”), say a (i.e., xnk (j +1)= a for all k). Let y ∈Σ∞ be such that (y)= j +1,
x is a prefix of y and y(j + 1)= a. Then y ∈ R(x) and q(y, ynk)= 0 for all k, because y
is a prefix of each xnk and thus of each ynk . We conclude that R is T (q)-u.s.c.
In order to show that R is T (q−1)-l.s.c., let (xn)n∈ω be a sequence in Σ∞ which is
T (q−1)-convergent to an x ∈ Σ∞ and let y ∈ R(x). It suffices to consider the case that
each xn is a finite word, because the rest of cases is almost obvious. Hence, suppose that
(xn) = jn < ω for all n. By assumption, for each m ∈ N there is n(m) ∈ ω such that
q(xn, x) < 2−m whenever n n(m).
Define a sequence (yn)n∈ω in Σ∞ as follows. If xn is a prefix of x , let yn ∈ R(xn) be
such that yn(jn + 1)= y(jn + 1). If xn is not a prefix of x , let yn be an arbitrary element
of R(xn).
Then q(yn, y)= 0 whenever xn is a prefix of x since, in this case, yn is a prefix of x .
If xn is not a prefix of x , we have (xn) > (xn, x), and (xn, x) = (yn, x) = (yn, y).
Since for n n(m), q(xn, x) < 2−m, we deduce that m (xn, x) for n n(m). Thusm
(yn, y) for n n(m). Since (yn)= (xn)+1, it immediately follows that q(yn, y) < 2−m
for n n(m).
We have shown that (yn)n∈ω is T (q−1)-convergent to y , and, consequently, R is
T (q−1)-l.s.c.
Finally, since the function u= 1/(1+w) obtained in Remark 2(B), is a semi-Lipschitz
utility function for Rq , it easily follows that u is R-isotone. So u ∈H(R). Since w(x)=
2−(x) for all x ∈ Σ∞, we deduce from Theorem 3 that x /∈ W for every finite word x .
Therefore W = {x ∈Σ∞: (x)= ω}.
(C) Let R be a T (dC∗)-u.s.c. and T ((dC∗)−1)-u.s.c. D3-system on the dual complexity
space (C∗, dC∗), such that for each f ∈ C∗\{0}, R(f )  R<dC∗ (f ), where 0 denotes the
function of C∗ which vanishes for every n ∈ ω. Note that an R of this type is a very appro-
priate D3-system, because for each f ∈ C∗\{0}, all elements of R(f ) are more efficient
than f .
We first show that, under the above conditions,R(0)= {0}, and, thus, 0 ∈W . Indeed, let
f ∈ R(0). Choose a sequence (fn)n∈ω in C∗ such that dC∗(0, fn)→ 0. Since, by assump-
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is a sequence (gn)n∈ω in C∗ that is T ((dC∗)−1)-convergent to f and verifies gn ∈ R(fn)
for all n. Thus, dC+(fn, gn) = 0 for all n, and, by the triangle inequality, dC∗(0, f ) = 0,
i.e., f = 0.
Next we show that, actually, W = {0}. Indeed, the function u= 1/(1+w) given in Re-
mark 2(C), is a semi-Lipschitz utility function for RdC∗ . From this it immediately follows
that u ∈ H(R). Suppose that there is f ∈ C∗\{0} such that f ∈W . Then, by Theorem 3,
there exists a trajectory χ starting from f such that u(χ(t))= u(f ) for all t ∈N. In particu-
lar u(χ(1))= u(f ), which is impossible because χ(1) ∈ R(f ) and thus w(χ(1)) < w(f ).
So u(χ(1)) > u(f ).
Since every trajectory of R is semibounded, then {0} is an attractor for R, which
provides a suitable interpretation in this context, because actually 0 is the “optimal” com-
plexity function in C∗.
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