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Abstract
We derive and solve the difference equations on the toric modular kernel following from the
consistency relations in the fusion algebra. The result is explicit and simple series expansion for
the toric modular kernel of non-degenerate Virasoro conformal blocks. We show that this ex-
pansion is equivalent to the celebrated integral representation due to B. Ponsot and J. Teschner.
We also interpret obtained series representation as a non-perturbative expansion and note that
this raises further questions.
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1 Introduction
Conformal blocks are important ingredients for a wide variety of physical theories. Though being
fully determined by the conformal symmetry they are not completely understood. A number of
representations allowing for control over some of their properties, together with a limited amount of
the exactly solvable examples exists. In this paper we study a particular property of the conformal
blocks, namely, their behavior under the modular transformations. This direction seems especially
interesting for the following reason. First, usual definition of the conformal blocks keeps their proper-
ties under the modular transformations well hidden. Second, modular transformations can be studied
indirectly, without calling for the explicit shapes of conformal blocks. Therefore, by investigating the
modular transformations of conformal blocks we can hope to gain a deeper insight at the aspects of
their structure which are not at all visible from the definition or conventional representations.
It was shown recently [1–4] that perturbatively modular transformations of conformal blocks
are nothing but the Fourier transformation. In the present paper we construct a non-perturbative
expansion of the modular kernel on top of this asymptotic Fourier form and show, that the resulting
series is equivalent to the integral representation suggested in papers [5–7]. As mentioned, the
method to obtain this non-perturbative series is indirect. To find the origin of these non-perturbative
corrections in the conformal blocks themselves remains an open question.
Organization of the paper is as follows. In section 2 we remind the definition of conformal blocks
and elaborate on the existing exact examples. In section (3) we remind basic facts about the modular
transformations and give illustrations for the exact conformal blocks. In section (4) we describe the
integral formula from papers [5–7] for the modular transformations of the generic (i.e. not necessarily
degenerate) conformal blocks. In section 5 we present our main result which can be viewed as a series
representation of the integral formula. In subsequent section 6 we discuss the series representation as
a non-perturbative expansion. In sections 7, 8 we derive the series representation in two independent
ways. First, by solving consistency constraints on the modular kernel and second, by explicitly
evaluating the integral of [5–7]. Appendix A presents special functions we use in the main text while
appendix B contains derivation of the difference equations on the modular kernel originating from
the consistency relations.
2 Conformal blocks
2.1 General discussion
Conformal blocks are prime constituents of any conformal field theory (CFT) [8]. In the present
paper we only deal with two-dimensional CFT. Symmetries of 2d CFT are encoded into the Virasoro
algebra spanned by generators Ln, n ∈ Z with commutation relations
[Ln, Lm] = (n−m)Ln+m + c
12
n(n2 − 1)δn+m,0 (1)
In fact, the full symmetry algebra of the theory contains two copies of the Virasoro algebra (holo-
morphic + antiholomorphic). In what follows we will pretend that all operators in the theory are
holomorphic. This will have no effect on our conclusions about conformal blocks which are by def-
inition holomorphic objects. However, disregarding antiholomorphic part will greatly lighten the
notation.
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Space of states in CFT is isomorphic to the space of local operators. It is decomposed into
the direct sum of the irreducible highest weight representations called Verma modules or conformal
families. Highest weight vectors |∆〉 are eigenfunctions of L0 and they are annihilated by all Ln with
positive n
L0 |∆〉 = ∆
Ln |∆〉 = 0, n > 0 (2)
Verma module is conveniently organized into levels labeled by a non-negative integer k. Vectors of
the form
L−Y |∆〉 ≡ Lk1−1Lk2−2 . . . |∆〉 (3)
constitute a basis at level k. Here Y = {k1, k2, . . . } is a partition of k, i.e. |Y | = k1 + 2k2 + · · · = k.
Thus, the operator product expansion (OPE) in 2d CFT can be written in the following form
φ∆1(x)φ∆2(0) =
∑
∆,Y
C∆,Y∆1∆2(x)L−Y φ∆(0) (4)
Conformal invariance fixes functions C∆,Y∆1∆2(x) up to constants C
∆
∆1∆2
independent of partition Y
C∆,Y∆1∆2(x) = C
∆
∆1∆2
β∆,Y∆1∆2x
∆−∆1−∆2 (5)
One normalizes by definition β∆,∅∆1∆2 = 1, then C
∆
∆1∆2
is a three-point correlation function
C∆3∆1,∆2 = 〈φ∆1(0)φ∆2(1)φ∆3(∞)〉 (6)
Here a field inserted at infinity is understood as limit φ∆(∞) = limz→∞ z2∆φ∆(z). One should stress
that coefficients β∆,Y∆1∆2 are completely fixed by the conformal symmetry (requirement that both sides
in (4) transform identically).
By means of the OPE one can decompose any correlation function into a combination of conformal
blocks. Consider four-point correlation function on a sphere 1〈
φ∆1(0)φ∆2(x)︸ ︷︷ ︸
OPE
φ∆3(1)φ∆4(∞)︸ ︷︷ ︸
OPE
〉
=
∑
∆
C∆∆1∆2C
∆
∆3∆4B∆
[
∆2 ∆3
∆1 ∆4
]
(x) (7)
Here function B∆[∆i](x) is the spheric conformal block. It is conveniently depicted graphically as
B∆
[
∆2 ∆3
∆1 ∆4
]
(x) =
∆1
∆2
∆
∆3
∆4
1We want to stress that correlation functions are in fact bilinear combinations of holomorphic and antiholomorphic
conformal blocks. Thus formula (7) does not hold literally.
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By definition, conformal block is a series in powers of x
B∆
[
∆2 ∆3
∆1 ∆4
]
(x) = x∆−∆1−∆2
∞∑
n=0
xnB
(n)
∆
[
∆2 ∆3
∆1 ∆4
]
(8)
where
B
(n)
∆
[
∆2 ∆3
∆1 ∆4
]
=
∑
Y,Y ′
|Y |=|Y ′|=n
β∆,Y∆1∆2β
∆,Y
∆1∆2
〈L−Y φ(0)L−Y ′φ(∞)〉 (9)
We emphasize that conformal block (8) is unambiguously fixed by conformal symmetry. We present
here first few terms of the x-expansion
B∆
[
∆2 ∆3
∆1 ∆4
]
(x) = x∆−∆1−∆2
(
1 + x
(∆−∆1 +∆2) (∆ +∆3 −∆4)
2∆
+
x2
(
(c+ 8∆) (∆−∆1 +∆2) (1 + ∆−∆1 +∆2) (∆ +∆3 −∆4) (1 + ∆+∆3 −∆4)
4∆ (c− 10∆ + 2c∆+ 16∆2) + . . .
)
+
O(x3)
)
(10)
We now turn to the CFT on a torus. Simplest non-trivial example of the toric blocks is the
conformal block for the one-point correlation function
B∆(∆ext|τ) = Tr∆ qL0−c/24, q = e2piiτ (11)
or, graphically
B∆(∆ext|τ) =
∆ext
∆
Here τ is the modular parameter of the torus. The trace is taken over the Verma module of primary
dimension ∆; ∆ext stays for the dimension of the external field. Similarly to the spheric case toric
conformal block naturally admits expansion in powers of q
B∆(∆ext|τ) = q∆−c/24
∞∑
n=0
qnB
(n)
∆ (∆ext) =
q∆−c/24
(
1 + q
(
∆ext(∆ext − 1)
2∆
+ 1
)
+ q2
(
(8∆ + c)∆4ext
4∆(c+ 2c∆− 10∆ + 16∆2) + . . .
)
+O(q3)
)
(12)
Closed expressions for coefficients at arbitrary level n can be obtained via the recently established
connection to gauge theories [9](a complete list of references is impossible to give here; for the less
known case of the toric conformal block see for example [10]). Apart from certain special cases
to be discussed in the next subsection conformal blocks are best understood as such x- or q-series
expansions.
5
2.2 Exactly solvable examples
However, several exceptions corresponding to certain special choices of parameters exist. First is the
case when the central charge equals one and all the external dimensions are equal to 1
16
. Then, the
Zamolodchikov’s recursive formula [11, 12] can be solved exactly to give 2
B∆
[
1/16 1/16
1/16 1/16
]
(x)
c=1
=
eipiτ∆
(x(1− x))1/8 θ3(τ)
, τ = i
K(1− x)
K(x)
(13)
where K(x) is the complete elliptic integral of the first kind; θ3(τ) is the standard elliptic theta-
constant. Another exactly solvable example is found when c = 25 while the all external dimensions
∆i =
15
16
. This case is quite similar to (13) and we do expose it here.
Toric conformal block can be computed exactly when c = 1 and ∆ext = 0
B∆(0|τ) c=1= e
2piiτ∆
η(τ)
(14)
where η(τ) is the Dedekind eta function. Both our examples of the exact conformal blocks rest on the
same simplification occurring in the Zamolodchikov’s recurrence formula. In fact, they are essentially
identical due to the correspondence between spheric and toric conformal blocks [14–16].
Another important class of exact solutions is found when one of the external dimensions takes
specific values corresponding to the degenerate representations of the Virasoro algebra. To describe
them efficiently we introduce the Liouville-type parametrization for the central charge and conformal
dimensions
c = 1 + 6Q2, Q = b+ b−1, ∆(a) = a(Q− a) (15)
Then, degenerate dimensions correspond to the following Liouville momenta
∆deg = adeg(Q− adeg), adeg = −nb
2
− mb
−1
2
, n,m ≥ 0 (16)
When conformal dimension of a field is degenerate its Verma module contains a singular vector. As
a consequence, correlation functions and conformal blocks involving a degenerate field satisfy certain
differential equations.
We illustrate this at the simplest and most important for our purposes case of the degenerate
field with the Liouville momenta −b/2. From commutation relations of the Virasoro algebra (1) it
is easy to check that vector
|sing〉 = (L2−1 + b2L−2) |∆(−b/2)〉 (17)
is indeed a singular vector, i.e. it is annihilated by all Ln with n > 0 (this is only non-trivial
for n = 1, 2). In effect, any correlation function involving |sing〉 must vanish and for four-point
correlation function
C
[
∆(−b/2) ∆3
∆1 ∆4
]
(x) =
〈
φ∆1(0)φ∆(−b/2)(x)φ∆3(1)φ∆4(∞)
〉
(18)
2In fact, one can ascribe a different expression to the conformal block at these values. See [13].
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presence of a singular state produces equation(
b−2x(1 − x)∂2x + (2x− 1)∂x +∆(−b/2) +
∆1
x
− ∆3
x− 1 −∆4
)
C
[
∆(−b/2) ∆3
∆1 ∆4
]
(x) = 0 (19)
Two independent solutions to this equation can be chosen as
Ba1−b/2
[−b/2 a3
a1 a4
]
(x) = xba1(1− x)ba32F1(A,B;C|x)
Ba1+b/2
[−b/2 a3
a1 a4
]
(x) = xb(Q−a1)(1− x)ba32F1(1 + A− C, 1 +B − C; 2− C|x) (20)
where
A = −b
2
2
+ b(a1 + a3 − a4), B = b(a1 + a3 + a4) + 2∆(−b/2), C = −b2 + 2ba1 (21)
One can verify in a first few orders of x-expansion that expressions in the r.h.s. of (20) coincide
with the general formula (10) upon substituting to the latter parametrization (15) and specifying
a = a1 ± b/2, a2 = −b/2.
Thus, for correlation function (18) only two conformal blocks (20) in decomposition (7) are rele-
vant. This is a manifestation of the fusion rules for the OPE involving degenerate fields. Particularly
φa × φ−b/2 = φa+b/2 + φa−b/2 (22)
In words, only operators of momenta a±b/2 may have non-vanishing coefficients in the OPE of fields
φa, φ−b/2. Hence the space of conformal blocks is two-dimensional and functions (20) can be chosen
as a basis.
One can see that our list of explicitly known conformal blocks is quite skimpy and only covers very
special circumstances. Different approaches towards understanding the generic Virasoro conformal
block may be chosen. One is provided by the AGT correspondence [9, 17–24] which in particular
relates conformal blocks to the partition functions of supersymmetric gauge theories, where a lot
of explicit computations can be carried using localization technique [25–27]. Another is given by
the matrix model representation of conformal blocks [28–32]. Intriguing is the recently established
connection between conformal blocks and the theory of Painleve´ equations [33, 34]. Advances are also
being made purely withing the CFT framework [35]. In the present paper we take yet another possible
direction. We wish to study one particular aspect of conformal blocks. Namely, their behavior under
the fusion and modular transformations to be described in the next section.
3 Fusion and modular transformations
3.1 General discussion
In order to obtain decomposition (7) we have chosen a particular pairing of the fields in the correlation
function. Namely, we fused fields with dimensions ∆1,∆2 and ∆3,∆4. Fusing fields in a different
way would result in a different basis for conformal blocks. For example〈
φ∆1(0)φ∆4(∞)︸ ︷︷ ︸
OPE
φ∆2(x)φ∆3(1)︸ ︷︷ ︸
OPE
〉
=
∑
∆
C∆∆1∆4C
∆
∆2∆3
Bt∆
[
∆2 ∆3
∆1 ∆4
]
(x) (23)
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Function Bt∆[∆i](x) appearing in this decomposition is called t-channel conformal block (in contranst
to (2.1) which is called s-channel conformal block) and depicted as
Bt∆
[
∆2 ∆3
∆1 ∆4
]
(x) =
∆1 ∆4
∆
∆2 ∆3
Throughout this section we introduce additional labels s and t to differentiate between s- and
t-channel blocks. In the subsequent sections we only use s-channel blocks and hence, drop the
superscript. There is a simple relation between s- and t- channel conformal blocks
Bt∆
[
∆2 ∆3
∆1 ∆4
]
(x) = Bs∆
[
∆2 ∆1
∆3 ∆4
]
(1− x) (24)
From asymptotic near x = 0 (8) one sees that s-channel conformal blocks are linearly independent.
Then, from (24) we conclude that the t-channel conformal blocks are also linearly independent.
Therefore, decompositions into s- and t-channels (7), (23) are simply decompositions in different
bases. Hence these bases are related by some transformation matrix
Bs∆
[
∆2 ∆3
∆1 ∆4
]
(x) =
∑
∆′
F∆∆′
[
∆2 ∆3
∆1 ∆4
]
Bt∆
[
∆2 ∆3
∆1 ∆4
]
(x) (25)
Here the summation is performed over the spectrum of primary fields’ dimensions. One might
question formula (25) when the spectrum is continuous, but its validity is a common belief confirmed
from various perspectives. Transformation from t- to s-channel is sometimes called fusion. Hence,
we call matrix F∆∆′ [∆i] the fusion kernel.
From relation between s- and t-channel (24) we see that the fusion kernel not only describes fusion
transformation, but rather monodromy properties of the s-channel conformal block itself
Bs∆
[
∆2 ∆3
∆1 ∆4
]
(x) =
∑
∆′
F∆∆′
[
∆2 ∆3
∆1 ∆4
]
Bs∆
[
∆2 ∆1
∆3 ∆4
]
(1− x) (26)
and therefore contains non-trivial information about the structure of the conformal blocks.
Correlation functions on a torus must be invariant under the action of SL(2,Z) generated by
T : τ → τ + 1 and S : τ → −1/τ . As a consequence, toric conformal blocks form a representation
of the modular group. T -transformation acts diagonally and can be read off directly from definition
(11)
B∆(∆ext|τ + 1) = q∆−c/24B∆(τ) (27)
The action of S is non-trivial and close in spirit to the fusion transformation (25)
B∆(∆ext| − 1/τ) =
∑
∆′
M∆∆′(∆ext)B∆′(∆ext|τ) (28)
We call matrix M∆∆′ the toric modular kernel or simply the modular kernel.
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The present paper is mainly concerned with the toric modular kernel. It is simpler then the
fusion kernel (already by counting the number of parameters) and allows for a clearer exposition
while catching all the important features. Though might be tedious, generalization to the spheric
case should be straightforward. In [5–7] the authors proposed formulas describing fusion and modular
kernels for generic conformal blocks . Before presenting and discussing these formulas here we first
illustrate fusion and modular transformations on the exactly solvable examples.
In the following for the sake of brevity we often use the term modular transformations for both,
fusion transformations of the spheric and S-transformations of the toric blocks. Hopefully, this is not
to be a source of confusion.
3.2 Exactly solvable examples
In practice it turns out to be more convenient to use the Liouville-type parametrization (15). Hence
we rewrite (26) as
Ba
[
a2 a3
a1 a4
]
(x) =
∫
da′Faa′
[
a2 a3
a1 a4
]
Ba′
[
a2 a1
a3 a4
]
(1− x) (29)
Note also that we have dropped s-channel superscript. Here and in the sequel spheric conformal
block without superscript always refers to s-channel conformal block.
Consider first Zamolodchikov’s example (13) which is a Gaussian function of the Liouville mo-
menta
Ba
[
i/4 i/4
i/4 i/4
]
(x)
c=1
=
e−ipiτa
2
(x(1− x))1/8 θ3(τ)
(30)
Note that transformation x → 1 − x renders τ → −1/τ . Then, using θ3(−1/τ) =
√−iτθ3(τ) and
performing simple integration one shows that
e−ipiτa
2
(x(1 − x))1/8 θ3(τ)
=
∫
da′e2piiaa
′ eipia
′2/τ
(x(1− x))1/8 θ3(−1/τ)
(31)
Therefore, in the case of the unit central charge and all the external momenta equal to i/4 (corre-
sponding to the dimensions equal to 1/16) the fusion transformation is simply the Fourier transfor-
mation
Faa′
[
i/4 i/4
i/4 i/4
]
c=1
= e2piiaa
′
(32)
In the other case when the Zamolodchikov’s recursion relation for the spheric block can be solved
the result is no different, fusion transformation is the pure Fourier transformation.
As already mentioned, formulas (13) and (14) are basically equivalent and so are the transforma-
tion properties of these conformal blocks. Namely, using η(−1/τ) = √−iτη(τ) one shows that
e−2ipiτa
2
η(τ)
=
∫
da′e4piiaa
′ e2ipia
′2/τ
η(−1/τ) (33)
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Hence,
Maa′(0)
c=1
= e4piiaa
′
(34)
which is again the pure Fourier transform with a slightly different normalization convention.
Now let us consider conformal blocks with a degenerate field of momentum −b/2 (20). Recall
that due to the fusion rules (22) the space of conformal blocks is two-dimensional. Basis s-channel
conformal blocks are given by formulas (20). Let us introduce notation
Bs± = B
s
a1±b/2
[−b/2 a3
a1 a4
]
(x) (35)
Note that permutation a1 ↔ a3 acts on parameters A,B,C (21) in the following way
A→ A, B → B, C → A+B − C + 1 (36)
Therefore, in this case the fusion kernel is nothing else than the matrix of connection coefficients for
the hypergeometric function(
Bs+
Bs−
)
= F
(
Bt+
Bt−
)
, F
[−b/2 a3
a1 a4
]
=
(
Γ(2−C)Γ(A+B−C)
Γ(1+A−C)Γ(1+B−C)
Γ(2−C)Γ(−A−B+C)
Γ(1−A)Γ(1−B)
Γ(A+B−C)Γ(C)
Γ(A)Γ(B)
Γ(C)Γ(−A−B+C)
Γ(−A+C)Γ(−B+C)
)
(37)
4 Toric modular kernel from representation theory of Uq(sl2)
In paper [7] formula for the modular kernel of the generic toric conformal block was presented in the
following form 3
Mαα′(µ) = 2
3/2
i
sin 2πbα′ sin 2πb−1α′
Sb(µ)
∫
C
dξ
Sb(α
′ + µ
2
+ ξ)Sb(α
′ + µ
2
− ξ)
Sb(α′ +Q− µ2 + ξ)Sb(α′ +Q− µ2 − ξ)
e−4piiαξ (38)
Here Sb(z) is a special function we call the double sine function. It is described in appendix A.
Several remarks are in order.
1) Parameters α, α′ in (38) are shifted Liouville momenta for the internal dimensions
α = a−Q/2, α′ = a′ −Q/2 (39)
while µ is the original Liouville momenta for the external dimension. Thus
∆ =
Q2
4
− α2, ∆′ = Q
2
4
− α′2, ∆ext = µ(Q− µ) (40)
2) Modular kernel (38) is presented in a special basis of conformal blocks, with normalization different
from standard (11), (12). The exact relation is as follows. Define renormalization factor for the chiral
vertex
V (a1, a2; a3) =
Γb(2a1)Γb(2a2)Γb(2Q− 2a3)
Γb(2Q− a1 − a2 − a3)Γb(a1 + a2 − a3)Γb(a1 − a2 + a3)Γb(−a1 + a2 + a3) (41)
3We warn the reader of notational difference with the original paper. The exact relation is α = ipa, α
′ = ipb, µ =
Q/2 + ipe, cb = iQ/2, sb(z) = Sb(Q/2 + iz).
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Here Γb(z) is a special function we call the double gamma function A. Toric conformal block contains
a single vertex and thus is renormalized as
Ba(µ|τ) = V (µ, a; a)Ba(µ|τ) (42)
Hence, modular kernel Mαα′(µ) in (38) is related to the modular kernel Mαα′(µ) in the standard
normalization of conformal blocks (11) as
Mαα′(µ) = V (µ, α+Q/2;α+Q/2)
V (µ, α′ +Q/2;α′ +Q/2)
Mαα′(µ) (43)
3) For generic c > 1 integrand in (38) contains four infinite half-lines of poles and integration contour
C is chosen to maneuver between them in a specific way. For certain values of parameters some of
these poles can overlap and merge and formula (38) needs a completion. In some cases this issue is
not resolvable. For example, for c ≤ 1 (and thus for all minimal models) the formula is not valid.
5 Main result: series expansion of the toric modular kernel
Main result of the present work is a series representation of formula (38). With the same notation
and normalization conventions the series expansion reads
Mαα′(µ) = 23/2e4piiαα′e2pii(µα+(Q−µ)α′)eipiµ(Q−µ)/2 sin 2πbα′ sin 2πb−1α′×
∞∑
n,m=0
e4piinbαe4piimbα
′
e2piinmb
2
n∏
k=1
e2piikb
2 − e2piib(b−µ)
e2piikb2 − 1
m∏
l=1
e2piilb
2 − e2piibµ
e2piilb2 − 1 × (b→ b
−1)
+ (α′ → −α′) (44)
Or, less schematically, but more bulky
Mαα′(µ) = 25/2e2piiµαeipiµ(Q−µ)/2 sin 2πbα′ sin 2πb−1α′×
∞∑
n,m,n˜,m˜=0
(
e4pii(nb+n˜b
−1)α cos
(
2πα′(2α +Q− µ+ 2mb+ 2m˜b−1))×
e2piinmb
2
n∏
k=1
e2piikb
2 − e2piib(Q−µ)
e2piikb2 − 1
m∏
l=1
e2piilb
2 − e2piibµ
e2piilb2 − 1 ×
e2piin˜m˜b
−2
n˜∏
k˜=1
e2piik˜b
−2 − e2piib−1(Q−µ)
e2piik˜b−2 − 1
m˜∏
l˜=1
e2piil˜b
−2 − e2piib−1µ
e2piil˜b−2 − 1
)
(45)
Several comments are in order.
1) This representation is valid in any domain of the parameter space where the series is conver-
gent. For example, the default setup in the Liouville theory is c ≥ 1 restricting Q ∈ R while
∆ ≥ (c− 1)/24 ∈ R imposing α ∈ iR, µ ∈ Q
2
+ iR. Then, the series expansion is convergent for
b ∈ R, α ∈ iR+. The formula can be trivially continued to α ∈ −iR+ by requiring that Mαα′(µ)
is an even function of α. In fact, the domain of validity of the series representation seems to be
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the same as for the integral formula. For instance, for the minimal models corresponding to c < 1
we have to pick imaginary b and then exponents e4piinbα refuse to be small rendering the series not
convergent.
2) The necessity to add a second term with α′ → −α′ in (44) is somewhat formal. For instance, since
the conformal block can only depend on α through a conformal dimension ∆ = Q2/4−α2 it must be
an even function of momentum α. Therefore, for the transformations of the conformal blocks α′-odd
part of the modular kernel is not essential.
In the sequel we derive this series expansion both, directly from formula (38) and by solving
consistency equations which are satisfied by the modular kernel. The latter way, though not truly
independent, may be viewed as an additional verification of the integral formula. It is also fruitful
for some border cases not described by (38), such as c = 1.
6 Series representation as non-perturbative completion
Formulas for the generic modular or fusion kernel discussed in the present work are quite formal. As
already mentioned, they are not derived from the modular properties of the generic conformal blocks.
Rather, only properties of the very limited family of the degenerate conformal blocks together with
some indirect arguments (consistency conditions) were used to produce formulas (38),(44). In other
words, we know the transformation laws but we can not appropriately describe the objects subjected
to the transformations.
Attempts to clear this question were made in papers [1–4]. Technically, the main problem is
that by definition the spheric conformal block is a series expansions in powers of x, while fusion
transformation changes x → 1 − x. Likewise, the toric conformal block is a series in e2piiτ while
the modular transformation changes τ → −1/τ . In these expansions properties under the modular
transformations are concealed. Certain techniques were exploited in works [1–4] to rewrite the
conformal block as the series in powers of α−1 with coefficients being exact functions of x or τ . Then,
the modular properties of each coefficient become manifest and one can construct the modular kernel
perturbatively in α−1. The expected result was
Mαα′(µ) = e
4piiαα′+O(α−1,α′−1) (46)
However, it appeared that the perturbative (in the above sense of the large α expansion) conformal
blocks transform exactly according to the Fourier transformation
Mαα′(µ) = e
4piiαα′ (47)
with all the perturbative corrections O(α−1, α′−1) vanishing.
We see 4 that the Fourier kernel is the leading asymptotic in formula (44) at large α, α′, while
terms including e4piibα, e4piibα
′
are exponentially small. The claim of [1–4] was that perturbatively the
modular transform is exactly the Fourier transform. From this point of view formula (44) describes
non-perturbative corrections. It is therefore important and unresolved question to directly relate
these corrections to the conformal blocks. A possibility is, that the very definition of conformal
blocks requires non-perturbative completion [13].
4Apart from a slight normalization difference due to renormalization given below formula (38)
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7 Modular kernel asymptotic expansion from consistency
requirements
7.1 Pentagon identity and difference equations on the fusion kernel
As is well known the fusion kernel satisfies the pentagon identity
Fp1q2
[
a2 a3
a1 p2
]
Fp2q1
[
q2 a4
a1 a5
]
=
∑
l
Fp2l
[
a3 a4
p1 a5
]
Fp1q1
[
a2 l
a1 a5
]
Flq2
[
a2 a3
q1 a4
]
(48)
This formula follows from the requirement of consistency for the fusion transformations of the 5-point
conformal blocks. Labels a1−5 indicate the external momenta in these 5-point blocks. When one of
these momenta, say a2 is set to a degenerate value a2 = −b/2 two interesting phenomena happen:
1) Three out of five fusion matrices entering the pentagon identity become degenerate and therefore
known explicitly. The two other matrices are left with generic values of parameters. This converts
polynomial equation (48) into a linear equation on the generic fusion matrices with degenerate fusion
matrices playing the role of coefficients.
2) Due to fusion rules (22) generally continuous range of summation over momenta l is restricted to
just two values l = q1 ± b/2.
This turns the pentagon identity into a second order linear homogeneous difference equation.
One can attempt to solve this equation directly. In the previous work [36] we took this route and
provided a way to recursively find coefficients in the expansion of the type (44) for the fusion kernel.
In the current work we continue to develop this approach at the example of the toric modular kernel.
This case appears to be simpler and allows for more complete understanding.
7.2 Consistency constraints on the modular kernel
Consistency conditions in the fusion algebra not only restrict the genus zero transformations but also
intertwine them with the genus one transformations [37, 38]. This aspect is perhaps less known and
we give a derivation in appendix B. As a result one obtains the following set of difference equations
on the modular kernel(
sin πb(2α + µ)
sin 2πbα
e
b
2
∂α +
sin πb(2α− µ)
sin 2πbα
e−
b
2
∂α
)
Mαα′(µ) = 2 cos 2πbα′Mαα′(µ)(
e−
b
2
∂α′
sin πb(2α′ + µ)
sin 2πbα′
+ e
b
2
∂α′
sin πb(2α′ − µ)
sin 2πbα′
)
Mαα′(µ) = 2 cos 2πbαMαα′(µ)
1
sin 2πbα
(
e
b
2
∂α − e− b2∂α
)
Mαα′(µ) = 2eb∂µMαα′(µ)
(49)
(50)
(51)
and we have switched to the same notation in which formulas (38), (44) are written. In paper [39] it
was shown that these equations also follow in the language of matrix models from the formalism of
check operators.
Let us discuss these equations. First of them is a second-order difference homogeneous equation
on the modular kernel Mαα′(µ) with shifts in internal momentum α. The second equation is the
counterpart with shifts in the other internal momentum, α′. It can be derived from the first and the
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property that Mαα′(µ) squares to unity. The third equation involves shifts in external momentum
µ. Hereby, we have three equations for the modular kernel which depends on three parameters.
The first and the second equations are second-order and therefore admit two linearly independent
solutions. Furthermore, we deal with the difference equations with b/2-valued shifts. Therefore,
solution is only determined up to a function f(α, α′, µ) which is 2b−1-periodic in all parameters.
These ambiguities are artifacts of our parametrization (15). Both, α and −α correspond to the
same conformal dimension ∆ = Q
2
4
− α2. Since the modular kernel should be in fact a function of
∆ we shall choose Mαα′(µ) to be an even function of α, α′. This eliminates the excess of solutions
related to the degree of the equations. Likewise, the modular kernel should only depend on the
central charge c = 1 + 6(b + b−1)2 and not on b separately. This requirement fixes undetermined
2b−1-periodic function f(α, α′, µ) up to a function g(α, α′, µ) which is both 2b−1- and 2b-periodic in
all parameters. For generic irrational b this obliges function g(α, α′, µ) to be constant. And even this
constant can be fixed from relation M2 = 1. Thus, for a generic irrational b the modular kernel is
uniquely identified as the solution to equations (49),(50),(51) with the desired symmetry properties.
7.3 Solutions to consistency constraints
For generic irrational b our final result is expressed by formula (44) which was stated before. In the
present section we derive this expression from the difference equations (49),(50),(51). Formula (44)
is valid for generic irrational values of b, but not applicable to say b ∈ N. We first discuss these
special cases.
7.3.1 Special values of b
Probably, the two most interesting examples which do not correspond to the irrational values of b is
c = 1 for b = i and c = 25 for b = 1. From the perspective of the difference equations these two cases
are basically equivalent via map b→ ib (and similarly for momenta α, α′, µ) and we will discuss here
only b = 1. Neither of formulas (38),(44) is valid for b = 1. However, equations (49),(50),(51) are
valid and moreover greatly simplify.
To see this consider, for example, the first equation. It contains shifts in α by the value equal
to b/2. At the same time, coefficients in this equation are b−1/2-periodic functions of α. Therefore,
for b = 1 the period of the coefficients coincide with the difference step. This allows to solve the
equation as if it had constant coefficients
Mαα′(µ) = (m(α, α′, µ))2α × f(α, α′, µ) (52)
where function m(α, α′, µ) is determined from the quadratic equation
sin π(2α+ µ)
sin 2πα
m(α, α′, µ) +
sin π(2α− µ)
sin 2πα
m−1(α, α′, µ) = 2 cos 2πα′ (53)
to be
m(α, α′, µ) =
cos 2πα′ sin 2πα±
√
cos2 2πα′ sin2 2πα− sin π(2α + µ) sin π(2α− µ)
sin π(2α+ µ)
(54)
while function f(α, α′, µ) is arbitrary function 1-periodic in α. In contrast to the generic case this
function can not be fixed within our approach. One needs other arguments to find it.
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Our discussion of the c = 25 modular kernel could be translated with little changes to the c = 1
fusion kernel. This question was investigated in detail in paper [36]. On the other hand, for c = 1
fusion kernel exists another formula provided by recently discovered connection with the theory
of Painleve´ equations [40]. Despite the fact that approach of [40] also reduced to solving certain
difference equations the authors were able to fix the ambiguity by matching new general formula
with particular examples found earlier within the Painleve´ theory. Explicit expressions for c = 1
fusion kernel in [36] and [40] look very different (the latter significantly more complicated), but it
was shown that their non-periodic parts coincide.
To sum up, approach based on difference equations (49),(50),(51) is still fruitful for border cases
like c = 1 which are not described by formulas (38),(44). Moreover, solutions are much simpler than
in the generic case. However, in order to remove ambiguities one is forced to resort to some other
arguments. Addressing this issue goes beyond the scope of the present work.
7.3.2 Generic irrational values of b
Equation (49) can be rewritten in the following form(
e−ipibµe
b
2
∂α + eipibµe−
b
2
∂α − 2 cos 2πbα′
)
Mαα′(µ)
= e4piibα
(
eipibµe
b
2
∂α + e−ipibµe−
b
2
∂α − 2 cos 2πbα′
)
Mαα′(µ) (55)
which suggests to look for a solution of this equation in terms of the formal (trans-series) expansion
in powers of e4piibα
Mαα′ =
∞∑
n=0
e4piinbαM˜nαα′ (56)
where each coefficient M˜nαα′ is a perturbative series in α−1 (as we will soon show, each M˜nαα′ is
basically independent of α). We have seen that in the standard region of the Liouville parameter
space exponents e4piibα are indeed small and suitable for perturbative expansion.
Let us look at the zeroth order equation(
e−ipibµe
b
2
∂α + eipibµe−
b
2
∂α − 2 cos 2πbα′
)
M˜0αα′(µ) = 0 (57)
It is easy to find two linearly independent solutions
M˜0αα′(µ) = e±4piiαα
′
e2piiαµ (58)
In the end we are interested in the even combination of these solutions but it is simpler to pick one
exponent and impose the symmetry requirement afterwards. We thus chose zeroth order term as
M˜0αα′(µ) = e4piiαα
′
e2piiαµ (59)
It appears convenient to factor this contribution out of the whole series
Mαα′(µ) = e4piiαα′e2piiαµ
∞∑
n=0
e4piinbαMnαα′(µ), M0αα′(µ) = 1 (60)
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Substituting this ansatz into the equation we find a simple recurrence relation between the corrections(
e2piibα
′
e2piib
2ne
b
2
∂α + e−2piibα
′
e−2piib
2ne−
b
2
∂α − 2 cos 2πbα′
)
Mnαα′(µ) =(
e2piibµe2piibα
′
e2piib
2(n−1)e
b
2
∂α + e−2piibµe−2piibα
′
e−2piib
2(n−1)e−
b
2
∂α − 2 cos 2πbα′
)
Mn−1αα′ (µ) (61)
One possible solution to this recurrence relation is given by α-independent functions Mnαα′(µ) =
Mnα′(µ). In this case shift operators act trivially and the recurrence relation is reduced to(
e2piibα
′
e2piib
2n + e−2piibα
′
e−2piib
2n − 2 cos 2πbα′
)
Mnα′(µ) =(
e2piibµe2piibα
′
e2piib
2(n−1) + e−2piibµe−2piibα
′
e−2piib
2(n−1) − 2 cos 2πbα′
)
Mn−1α′ (µ) (62)
Making use of the elementary trigonometric identities we can write the solution as follows
Mnα′(µ) =
n∏
k=1
sin πb(2α′ + µ+ b(k − 1)) sin πb(µ+ b(k − 1))
sin πb(2α′ + bk) sin πb2k
(63)
Given a function Mn−1αα′ (µ) equation (61) can be viewed as a second-order difference equation on
Mnαα′(µ). It therefore admits two solutions. The first if α-independent, as we just found. The
second is, schematically
Mnαα′(µ) ∝ e−8piiαα
′
e−8piinbαMnα′(µ) (64)
Appearance of the term with e−8piinbα means that we can not use such correction in the expansion
(56) which is performed in powers of e4piibα.
Therefore, formula (63) is the only solution to the recurrence relation compatible with the expan-
sion (56). One can also explain why the other solution is irrelevant by the following simple argument.
Initial equation is of the second order and therefore admits exactly two independent solutions. We
have chosen one of the branches with the choice of the zeroth-order correction (59). After that, all
the remaining corrections must be determined uniquely and therefore the recurrence relation must
admit a single legitimate solution.
Hence, we write the solution to equation (49) as
Mαα′(µ) = e4piiαα′e2piiαµ
∞∑
n=0
e4piinbαMnα′(n)× f(α, α′, µ) (65)
with coefficients given by equation (63). Here f is any b/2-periodic in α function. We can partially
fix it by imposing that expression (65) also satisfies the other two equations (50),(51). It appears,
that the following function solves both, equation (49) and (50)
Mαα′(µ) = e4piiαα′e2piiαµ sin 2πbα′ Sb(2α
′ + µ)
Sb(2α′ +Q)
×
∞∑
n=0
e4piinbα
n∏
k=1
sin πb(2α′ + µ+ b(k − 1)) sin πb(µ+ b(k − 1))
sin πb(2α′ + bk) sin πb2k
× g(α, α′, µ) (66)
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with arbitrary function g(α, α′, µ) which is b/2-periodic in both α and α′. To show this we use the
following series representation for the double sine function
logSb(z) = −iπ
2
(
z2 −Qz + Q
2 + 1
6
)
−
∞∑
n=1
1
n
e2piinbz
e2piinb2 − 1 −
∞∑
n=1
1
n
e2piinb
−1z
e2piinb−2 − 1 (67)
Let us also introduce notation
logS0(z|Q) = −iπ
2
(
z2 −Qz + Q
2 + 1
6
)
(68)
log S˜(z|b) = −
∞∑
n=1
1
n
e2piinbz
e2piinb2 − 1 (69)
so that the double sine function is split into three factors
Sb(z) = S0(z|Q)S˜(z|b)S˜(z|b−1) (70)
First, note that S˜(z|b−1) is b/2-periodic and therefore can be absorbed into g(α, α′, µ). Next, straight-
forwardly
S0(2α
′ + µ)
S0(2α′ +Q)
∼ S0(2α
′ + µ)
S0(2α′ + b)
= e2pii(b−µ)α
′
eipiµ(b−µ)/2 (71)
and we have omitted b/2-periodic function. Finally,
S˜(2α′ + µ|b)
S˜(2α′|b)
n∏
k=1
sin πb(2α′ + µ+ (k − 1)b) sin πb(µ+ (k − 1)b)
sin πb(2α′ + kb) sin πb2k
=
∞∑
m=0
e4piimbα
′
e2piib
2nm
n∏
k=1
e2piikb
2 − e2piib(b−µ)
e2piikb2 − 1
m∏
l=1
e2piilb
2 − e2piibµ
e2piilb2 − 1 (72)
This formula is easily verified on a computer in any desired number of orders. Though the analytical
proof should not be hard, we do not attempt to give it. This formula serves as a simplified version
of the correction coefficients (63). It also is manifestly symmetric w.r.t. to the permutation α↔ α′
supplemented with the change µ → b − µ. Therefore, under these transformations function (66)
behaves as
Mα′α(b− µ) ∼Mαα′(µ) sin 2πbα
sin 2πbα′
(73)
where again, we did not account for periodic terms. As can be seen from comparison of (49) and (50)
transformation (73) converts solution of one of these equations to a solution of the other. Therefore,
function (66), which is invariant under this transformation up to b/2-periodic terms, solves both of
them. Moreover, it is not hard to verify that the same function solves the last equation (51). In
other words, we do not have to include any non-trivial dependence on µ in function g(α, α′, µ).
So far we have seen that function
Mαα′(µ) = e4piiαα′e2pii(µα+(b−µ)α′)e ipi2 µ(b−µ) sin 2πbα′×
∞∑
n,m=0
e4piinbαe4piimbα
′
e2piib
2nm
n∏
k=1
e2piikb
2 − e2piib(b−µ)
e2piikb2 − 1
m∏
l=1
e2piilb
2 − e2piibµ
e2piilb2 − 1 (74)
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solves each of equations (49),(50),(51). It remains to impose symmetry w.r.t. transformation b→ b−1
and to render the function even in α′. The procedure is straightforward and leads to formula (44).
Overall constant normalization factor (which appears to be 23/2) is, of course, not quite important,
but if needed can be determined from condition M2 = 1 and is most easily verified for µ = 0.
8 Series expansion from the integral representation
In this section we derive the series expansion (44) directly from the integral representation (38). As
turns out, the series expansion corresponds to the sum over the residues of the integral. Function
Sb(z) is meromorphic with simple poles and zeros located at
zeroes : z = nb+mb−1, n,m ≥ 1
poles : z = −nb−mb−1, n,m ≥ 0 (75)
Therefore, the integrand of (38) has simple poles at the points
ξII = α
′ +Q− µ/2− nb−mb−1, n,m ≥ 1 ξI = α′ + µ/2 + nb+mb−1, n,m ≥ 0
ξIII = −α′ − µ/2− nb−mb−1, n,m ≥ 0 ξIV = −α′ −Q + µ/2 + nb+mb−1, n,m ≥ 1
(76)
We can depict them in the complex ξ-plane
ℜξ
ℑξ
C
. . .
. . .
. . .
. . .
ξIξII
ξIII ξIV
Possible integration contour C in (38) is shown by the blue line. Assume now that α ∈ iR+ and
b > 0. Then exponent e−4piiαξ in (38) decays for ℜξ < 0 and the integral can be represented as the
sum over the residues collected at z = ξII and z = ξIII .
Note that this figure is a little schematic. In each of the four families poles are not located equidis-
tantly; for complex values of b one would have wedges instead of half-lines; in some circumstances the
four groups are not sharply separated and the contour of integration can not be chosen to run along
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the imaginary axes (we have shifted the contour at the figure from imaginary axis for the clarity
of the picture). However, no matter what the deformation is necessary to correct the figure in any
particular case, the result remains simple: we can compute integral (38) accounting for residues ξII
and ξIII .
Denote the integrand of (38) by I, then
ResξIIII =
Sb(2α
′ + µ+ nb+mb−1)Sb(µ+ nb+mb
−1)
Sb(2α′ +Q + nb+mb−1)Res−1Sb(−nb −mb−1)e
4piiαα′e2piiαµe4piiα(nb+mb
−1) (77)
From definition (76) one sees that the poles corresponding to ξII describe the same set as ξIII but
with α′ replaced by −α′ (recall that Q = b+ b−1). Also, the integrand is α′-even function as can be
seen from property (82). As a consequence the residues of the integrand at ξII are exactly the same
as at ξIII with α
′ replaced by −α′. Thus we can only consider the sum over ξIII residues and then
symmetrize the result to get an even function of α′.
Using property (83) and explicit form of residues (84) we can rewrite the obtained expression in
the following way
ResξIIII = e4piiαα
′
e2piiαµe4piiα(nb+mb
−1)Sb(µ)
Sb(2α
′ + µ)
Sb(2α′ +Q)
×
n∏
k=1
sin πb(2α′ + µ+ (k − 1)b) sin πb(µ+ (k − 1)b)
sin πb(2α′ + kb) sin πb2k
×
m∏
l=1
sin πb−1(2α′ + µ+ (l − 1)b−1) sin πb−1(µ+ (l − 1)b−1)
sin πb−1(2α′ + lb−1) sin πb−2l
(78)
This formula is almost the same as (66), from which representation (44) is derived. The difference
disappears completely if we take into account factor S−1b (µ) sin 2πbα
′ from formula (38). Hence we
see, that summing up all the contributions from ξIII and ξII groups of poles reproduces formula
(66) while automatically choosing the b−1/2-remainder g(α, α′, µ) in the right way. We conclude that
formula (44) indeed serves as a series representation to the original integral expression (38).
Note that for α ∈ −iR+ we can enclose the integration contour in (38) in the right half-plane
collecting ξI and ξIV residues. As is seen from (76) and the symmetry of the integrand the result
will be exactly the same up to replacement α→ −α. This simply means thatMαα′(µ) is even w.r.t.
to α, as it should be. Thus, representation (44) can be trivially continued to α ∈ −iR+.
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A Special functions
Double gamma function Γb(z) can be defined by means of the integral representation
log Γb(z) =
∫ ∞
0
dt
t
(
e−zt − e−Qt/2
(1− e−bt) (1− e−b−1t) −
(Q− 2z)2
8et
− Q− 2z
2t
)
, Q = b+ b−1 (79)
For our purposes the main property of this function is the following difference relation
Γb(z + b) =
√
2π bbz−1/2
Γ(bz)
Γb(z) (80)
Function Sb(z) can be defined by
Sb(z) =
Γb(z)
Γb(Q− z) (81)
From the definition one derives
Sb(Q− z) = 1
Sb(z)
(82)
Sb(z + b) = 2 sin πbz Sb(z) (83)
Note that Γb(z) = Γb−1(z), Sb(z) = Sb−1(z), property often called self-duality.
Double sine function has poles at points z = −nb − mb−1(n,m ≥ 0) and zeros at the points
z = nb+mb−1(n,m ≥ 1). The corresponding residues are
Res Sb(−nb−mb−1) = 1
2π
(−1)nm+n+m∏n
k=1 2 sin πkb
2
∏m
l=1 2 sin πlb
−2
Res S−1b (nb+mb
−1) =
1
2π
(−1)nm∏n−1
k=1 2 sin πkb
2
∏m−1
l=1 2 sin πlb
−2
(84)
B Derivation of the difference equations on the morular ker-
nel
In this Appendix we briefly present a derivation of equations (49), (50), (51). Recall that in order
to obtain the pentagon identity one needs to consider transformation the properties of the five-point
conformal blocks. Likewise, in order to derive equations on the toric modular kernel we have to
consider not a one-point toric conformal block, but a two-point block
m1
m2
µ
Ba(m1, m2;µ|τ) =
a
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Operators corresponding to the legs m1, m2 are inserted close to each other somewhere on the torus.
Conformal block also depends on their relative position, but we will not denote this dependence in
a manifest way.
When one of the legs, say m2 travels a closed path around the torus the conformal block acquires
monodromy. We can express this monodromy via the the fusion matrices by representing a closed
path as a number of analytic continuations each performed by the corresponding operation on the
four-point block. Subsequent manipulations are close to those used to obtain the Verlinde [41] formula
and were extensively applied in papers [42, 43] to compute Wilson/’t Hooft loops in AGT dual gauge
theories.
Assume that a closed loop in our pictorial representation of the two-point block is the B-cycle of
the torus. Then, the series of moves that represent transport of m2 operator along the A cycle is
m1
m2
µ
a
= Fµµ′
m1
m2
µ′
a
→ Ω2
m1
m2
µ′
a
= F−1µ′µ′′
m1
m2
µ′′
a
Therefore, we have the following expression for the conformal block continued along A-cycle
A ◦Ba(m1, m2;µ|τ) =
∑
µ′,µ′′
Fµµ′
[
m1 a
m2 a
]
Ω2(µ′;m2, a)F
−1
µ′µ′′
[
m1 a
m2 a
]
Ba(m1, m2;µ
′′|τ) (85)
In words: the first move uncouples two external legs; the second move transports the m2 leg along
A-cycle (denoted by dotted arrow); the third move fuses two external operators back together.
Quantities Faa′ are the same fusion matrices that relate s- and t-channel spheric conformal blocks
while Ω(a1, a2, a3) is the phase factor representing monodromy of permutation of the two legs in the
conformal block which are ’close’ to each other. It can be read off from the OPE asymptotic and
equals simply
Ω(a1; a2, a3) = e
ipi(∆(a1)−∆(a2)−∆(a3)) (86)
Similarly, B-cycle monodromy is represented as
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m1
m2
µ
a
= Fµµ′
m1
m2
µ′
a
→
m2
m1
a
µ′
= F−1aµ′′
m2
m1
µ′′
µ′
The first and the last moves here are the same as for the A-cycle. However, in contrast to the A-cycle
transport along the direction of the B-cycle does not introduce a phase factor but simply permutes
the two intermediate dimensions a↔ µ′. Quantitatively
B ◦Ba(m1, m2;µ|τ) =
∑
µ′,µ′′
Fµµ′
[
m1 a
m2 a
]
F−1aµ′′
[
m2 µ
′
m1 µ
′
]
Bµ′(m2, m1;µ
′′|τ) (87)
Now, since the modular S-transformation permutes A and B cycles we have the following consistency
condition
S ◦ A = B ◦ S (88)
Spelled out explicitly it reads
Maa′(µ)
∑
µ′′
Fµµ′′
[
m1 a
′
m2 a
′
]
Ω2(µ′′;m2, a
′)F−1µ′′µ′
[
m1 a
′
m2 a
′
]
=
∑
a′′
Fµa′′
[
m1 a
m2 a
]
F−1aµ′
[
m2 a
′′
m1 a
′′
]
Ma′′a′(µ
′) (89)
This is the analog of the pentagon identity intertwining spheric and toric transformations.
We can turn this equation into a second-order difference equation along the lines described in
subsection 7.1. Namely, set momentum m2 to a degenerate value m2 = −b/2. Due to fusion rules
(22) for m2 = −b/2 we have the following selection rules on momenta entering equation (89)
µ = m1 + s1b/2, µ
′′ = m1 + s2b/2, µ
′ = a′ + s3b/2, a
′′ = a+ s4b/2 (90)
where all quantities s1, s2, s3, s4 are either + or −. Denote
Fa=a1+s1b/2, a′=a3+s2b/2
[−b/2 a3
a1 a4
]
= Fs1,s2
[−b/2 a3
a1 a4
]
(91)
Then, equation (89) for m2 = −b/2 can be rewritten as
Maa′(µ)
∑
s2=±
Fs1,s2
[
µ− s1b/2 a′
−b/2 a′
]
Ω2(a′ + s2b/2;−b/2, a′)F−1s2,s3
[
µ− s1b/2 a′
−b/2 a′
]
=
∑
s4=±
Fs1,s4
[
µ− s1b/2 a
−b/2 a
]
F−1−s4,s3
[
b/2 a+ s4b/2
µ− s1b/2 a+ s4b/2
]
Ma+s4b/2,a′(µ+ (s3 − s1)b/2) (92)
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This is indeed a difference equation on the modular kernel Maa′(µ). Note that for s1 = s3 only shifts
in the internal momentum a are presented in the equation, while for s1 6= s3 we also have shifts in
the external momentum µ.
Moreover, all of the fusion matrices entering equation (92) are known explicitly (37). In we
renormalize vertices according to (43) these matrices greatly simplify. Namely, for generic values of
parameters the transformation is
Faa′
[
a2 a3
a1 a4
]
=
V (a1, a2; a)V (a, a3; a4)
V (a3, a2; a′)V (a′, a1; a4)
Faa′
[
a2 a3
a1 a4
]
(93)
If we now set m2 = −b/2 then, according to the fusion rules (22)
a = a1 + s1b/2, a
′ = a3 + s2b/2 (94)
with s1, s2 = ±. For these special choices of parameters the ratios of the double gamma functions
in the renormalization factor reduce to the ordinary gamma functions which in turn almost cancel
with those in the standard normalization (37). The result is
Fs1,s2
[−b/2 a3
a1 a4
]
= s1
sin πb(a4 + s1a3 − s2a1 − (1 + s1 − s2)b/2))
sin πb(2a3 − b) (95)
We can obtain four equations from (92) corresponding to each choice of s1, s3 = ±. Equations for
s1 = s3 = 1 and s1 = −s3 = 1 are(
sin πb(2a− b+ µ)
sin πb(2a− b) e
b
2
∂a +
sin πb(2a− b− µ)
sin πb(2a− b) e
− b
2
∂a
)
Maa′(µ) = −2 cosπb(2a′ − b)Maa′(µ)
1
sin πb(2a− b)
(
e
b
2
∂a − e− b2∂a
)
Maa′(µ− b) = 2Maa′(µ) (96)
Equations with s1 = s3 = −1 and s1 = −s3 = −1 are equivalent to the above equations. Upon
redefinition
a = α +Q/2, a′ = α′ +Q/2 (97)
these equations become (49) and (51). Equation (50) can be derived from condition∫
dα′Mαα′(µ)Mα′α′′(µ) = δ(α− α′′) (98)
Namely,∫
dα′Mαα′(µ)Mα′α′′(µ) =
1
2 cos 2πbα′′
∫
dα′Mαα′(µ)
(
sin πb(2α′ + µ)
sin 2πbα′
e
b
2
∂α′ +
sin πb(2α′ − µ)
sin 2πbα′
e−
b
2
∂α′
)
Mα′α′′(µ) =
1
2 cos 2πbα′′
∫
dα′
[(
e−
b
2
∂α′
sin πb(2α′ + µ)
sin 2πbα′
+ e
b
2
∂α′
sin πb(2α′ − µ)
sin 2πbα′
)
Mαα′(µ)
]
Mα′α′′(µ) =
δ(α− α′′) (99)
Inverting the last equality (integrating over α′′ with the measure Mα′′α′(µ)) we recover equation
(50). This completes the derivation of our main equations (49),(50),(51).
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