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Abstract
We present a family of expectation-maximization (EM) algorithms for bi-
nary and negative-binomial logistic regression, drawing a sharp connection with
the variational-Bayes algorithm of [1]. Indeed, our results allow a version of
this variational-Bayes approach to be re-interpreted as a true EM algorithm.
We study several interesting features of the algorithm, and of this previously
unrecognized connection with variational Bayes. We also generalize the ap-
proach to sparsity-promoting priors, and to an online method whose conver-
gence properties are easily established. This latter method compares favorably
with stochastic-gradient descent in situations with marked collinearity. This
paper summarizes our methods and conclusions, with details of experiments
provided in a supplemental file.
1 Introduction
Consider a logistic regression, where yt ∼ Binom(mt, wt) for a fixed number mt of
binary trials, t = 1, . . . , N ; and where the log-odds of success are modeled as a linear
function of d predictors:
ψt = log
(
wt
1− wt
)
= xTt β .
Suppose further that β is given a normal prior with mean µ and covariance Σ, and
that our goal is to estimate, or approximate, the posterior distribution of β.
The purpose of this article is to derive the solution to this problem embodied by
Algorithm 1, and to study both its subsequent elaborations and its connection with
variational-Bayes inference. The algorithm iterates between two simple steps: (1) use
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Algorithm 1 Expectation-maximization for logistic regression.
Data: pairs (mt, yt) for t = 1, . . . , N ; design matrix X having x
T
t as row t.
Prior: β ∼ N(µ,Σ).
Define: solve(S, d), a routine which solves the system Sβ = d
κ← (y1 −m1/2, . . . , yN −mN/2)T ; d← XTκ
repeat
For t = 1, . . . , N : ψt ← xTt β; ωt ← mt2ψt tanh(ψt/2)
Ω← diag(ω1, . . . , ωN); S ← XTΩX
β ← solve(S + Σ−1, d+ Σ−1µ)
until β converges.
the current value of β to update a diagonal matrix Ω of working parameters {ωt},
and (2) use the new Ω to construct and solve a set of normal equations for the new β.
Using recently developed distributional theory from [2], it is straightforward to show
that these two steps form an exact expectation-maximization (EM) algorithm. The
ωt’s play the role of notionally missing data; their conditional distribution, which falls
within the family of infinite convolutions of gammas, will be described shortly. The
ascent property of the EM algorithm, together with the log-concavity of the posterior
distribution, guarantee that the sequence of iterates {β(1), β(2), . . .} converges to the
posterior mode.
The details of Algorithm 1 may be familiar to many readers in a different guise,
particularly the functional form of the update for the “missing” ωt. This is not an
accident: our method is closely related to the variational-Bayes approach to logistic
regression described by [1]. Indeed, one way of arriving at Algorithm 1 is via a pure
variational argument appealing to convex duality. But we pursue an entirely different,
probabilistic line of argument, giving rise to subtle and importance differences from
the typical variational-Bayes approach.
Section 2 introduces the method. Section 3 pursues the connection with vari-
ational Bayes. Section 4 describes online and sparse variants of the algorithm. A
supplemental file contains a large suite of numerical experiments, beyond the few
described in the main paper.
2 Construction of the EM algorithm
2.1 The Polya-Gamma family and logistic likelihoods
Our EM algorithm exploits a latent-variable representation of logistic likelihoods in-
troduced by [2] and further explored in [3] and [4]. This includes both the logit and
negative-binomial models as special cases. These are likelihoods that involve products
of the form
Lt =
(eψt)at
(1 + eψt)bt
, (1)
2
where ψt is a linear function of parameters, and where at and bt involve the response
for subject t. The authors of [2] exploit these facts to derive an efficient Gibbs sampler
for the logit model. In contrast, our focus is on using the same representation to derive
expectation-maximization algorithms.
The key result is that terms of form (1) are mixtures with respect to a Polya-
Gamma distribution. Define ω ∼ PG(b, 0), b > 0 as the infinite convolution of
gammas having Laplace transform
E{exp(−ωt)} =
t∏
i=1
(
1 +
t
2pi2(k − 1/2)2
)−b
=
1
coshb(
√
t/2)
. (2)
The second equality arises from the fact that the hyperbolic cosine function is holo-
morphic over the entire complex plane, and according to the Weierstrass factorization
theorem, may therefore be represented as a product in terms of its zeros. This Laplace
transform is easily inverted by recognizing each term in the product as the Laplace
transform of a Gamma distribution. We therefore conclude that if ω ∼ PG(b, 0), then
it is equal in distribution to an infinite sum of gammas:
ω
D
=
1
2pi2
∞∑
k=1
gk
(k − 1/2)2 ,
where each gk is an independent Gamma(b, 1) random variable. The general PG(b, c)
class is constructed via exponential tilting of the PG(b, 0) density:
p(ω | b, c) ∝ exp
(
−c
2
2
ω
)
p(ω | b, 0) , (3)
The corresponding Laplace transform may be calculated and inverted by a similar
path. We omit the details of this calculation, which leads directly to the following
definition.
Definition 1. A random variable X has a Polya-Gamma distribution with parameters
b > 0 and c ∈ R, denoted X ∼ PG(b, c), if
X
D
=
1
2pi2
∞∑
k=1
gk
(k − 1/2)2 + c2/(4pi2) , (4)
where each gk ∼ Ga(b, 1) is an independent gamma random variable.
To make matters concrete, we take the case of binomial logistic regression, where
we observe N triplets D = {(mt, yt, xt)}, respectively denoting the number of trials,
the number of successes, and the predictors for case t. In many data sets we simply
have mt = 1 and yt either 0 or 1, but this need not be the case. Indeed, the negative-
binomial case arises when mt = yt + r for some overdispersion parameter r. For all
models of this form, the likelihood in β is
L(β) =
N∏
t=1
(eψt)yt
(1 + eψt)mt
3
where ψt = x
T
t β is the linear predictor. The fundamental integral identity arising
from the Polya-Gamma data-augmentation trick (see [2]) allows us to rewrite each
term in the likelihood as follows.
{exp(ψt)}yt
{1 + exp(ψt)}mt ∝ e
κtψt
∫ ∞
0
e−ωtψ
2
t /2 p(ω | mt, 0) dω , (5)
where κt = yt−mt/2, and where the mixing distribution is Polya-Gamma; this identity
arises from evaluating the Laplace transform (2) at ψ2. Moreover, the conditional
distribution for ωt that arises in treating the above integrand as a joint density is
simply an exponential tilting of the prior, and is therefore also in the Polya-Gamma
family: (ω | ψ) ∼ PG(b, ψ).
Appealing to (5), the complete-data log-likelihoodQ(β), given all ωt, is a quadratic
form in β. This yields a conditionally Gaussian likelihood:
Q(β) = −1
2
N∑
t=1
ωt(x
T
t β)
2 +
N∑
t=1
κtx
T
t β . (6)
This expression is linear in ωt, meaning that the EM algorithm has an especially simple
structure. In the E step, given the current estimate βˆ, we compute E{Q(β) | βˆ} =
Q(β | ωˆ1, . . . , ωˆN), where ωˆt is the conditional expected value of ωt, given the data and
the current iterate for β. We describe this calculation in detail below. Meanwhile, in
the M step, we choose the new βˆ to maximize E{Q(β | βˆ)}. This expression looks
like the kernel of a normal distribution. Collecting terms and completing the square,
we find that the new value of βˆ maximizes a quadratic form involving complete-data
sufficient statistics S and d:
Q(β | ω1, . . . , ωN) = −1
2
βTSβ + βTd where S = XTΩX and d = X tκ .
Here Ω is the diagonal matrix diag(ωt), and κ is the column vector (κ1, . . . , κn).
Thus βˆ solves the linear system Sβˆ = d. We have carried through the calculation
without accounting for the contribution of the prior. But the log prior density is
also a quadratic form in β and therefore combines easily with the above to yield the
complete-data posterior distribution:
pc(β) = N(mβ, Vβ) where V
−1
β = S + Σ
−1 and mβ = Vβ(d+ Σ−1µ) . (7)
If we wish, we can solve this system directly at each step. Alternatively, if this
is too costly, we can simply take a step in the right direction toward the solution
starting from the previous value using, for example, the linear conjugate-gradient
algorithm. This will typically be much faster than a full solve, and will still lead to
global convergence, as it is sufficient to take a partial M step that merely improves
the observed-data objective function.
While the density of a Polya-Gamma random variable can be expressed only as an
infinite series, its expected value may be calculated in closed form. To see this, apply
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the Weierstrass factorization theorem once more to calculate the Laplace transform
of a PG(b, c) distribution as
Eω {exp (−ωt)} =
coshb
(
c
2
)
coshb
(√
c2/2+t
2
) = ∞∏
k=1
1 + c2/22(k−1/2)2pi2
1 + c
2/2+t
2(k−1/2)2pi2
b (8)
=
∞∏
k=1
(1 + d−1k t)
−b , where dk = 2
(
k − 1
2
)2
pi2 + c2/2 .
Differentiating this expression with respect to t, negating, and evaluating the result
at t = 0 yields E(ω) = b
2c
tanh(c/2) for a PG(b, c) random variable ω. Therefore, the
E step in our EM algorithm simply involves computing
ωˆt =
(
mt
2ψˆt
)
tanh(ψˆt/2) with ψˆt = x
T
t βˆ , (9)
and using these to construct the complete-data sufficient statistics previously defined.
The fact that the algorithm converges to the posterior mode follows trivially from the
ascent property of EM algorithms, together with the log-concavity of the posterior
distribution.
2.2 QN-EM: Quasi-Newton acceleration
Quasi-Newton acceleration is a powerful technique for speeding up an EM algorithm.
Suppose that we decompose the observed-data log posterior as L(β) = C(β)−R(β),
where C(β) is the complete-data contribution arising from the Polya-Gamma latent-
variable scheme, and R(β) is the remainder term. The corresponding decomposition
of the Hessian matrix is: −∇2L(β) = −∇2C(β)+∇2R(β); the fact that −∇2R(β) is a
non-negative definite matrix follows from the information inequality. As the complete-
data log-posterior is Gaussian, −∇2C(β) is the inverse of the covariance matrix given
in (7). The idea of quasi-Newton acceleration is to iteratively approximate the Hessian
of the remainder term, ∇2R(β), using a series of inexpensive low-rank updates. The
approximate Hessian H˜ = ∇2L(β) − ∇2R(β) is then used in a Newton-like step to
yield the next iterate, along with the next update to ∇2R(β). Because both Newton’s
method and the M step of the EM algorithm require solving an order-d linear system,
the only extra per-iteration cost is forming a (comparatively cheap) low-rank update
to the approximation for ∇2R(β). See [5] for a full explanation of the general theory
of quasi-Newton acceleration.
A few general conclusions emerge from our experiments. First, iteratively re-
weighted least squares often fails to converge, especially when initialized from a poor
location. As many others have observed, this reflects the numerical instability in
evaluating the true Hessian matrix far away from the solution. Third, the EM algo-
rithm is robust due to the guaranteed ascent property, but slow. Finally, the QN-EM
algorithm is equally robust, but far faster. On our experiments, it usually required
between 10 and 100 times fewer iterations than the basic EM to reach convergence.
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3 The connection with variational-Bayes inference
We now draw a sharp connection with the variational algorithm for Bayesian logistic
regression described by [1]. Let lt(β) denote the contribution to the log-likelihood of
case t:
lt(β) = ytψt −mt log{1 + exp(ψt)}
= (yt −mt/2)ψt −mt log{exp(ψt/2) + exp(−ψt/2)} ,
where ψt = x
Tβ is implicitly a function of β. The second term, φ(ψt) = log{exp(ψt/2)+
exp(−ψt/2)}, is symmetric in ψt and concave when considered as a function of ψ2t .
Appealing to standard results from convex analysis, we may therefore write it in terms
of its Legendre dual φ?:
φ(ψt) = inf
λt
{
λtψ
2
t − φ?(λt)
}
= λˆ(ψt)ψ
2
t − φ?{λˆ(ψt)} ,
where φ?(λt) = infξt{λξ2t − φ(ξt)}. Moreover, by differentiating both sides of the
above equation, the optimal value for λt as a function of ψ, is easily shown to be
λˆ(ψ) =
φ′(ψ)
2ψ
=
1
4ψ
tanh(ψ/2) .
This leads to the following variational lower bound for lt(β):
lt(β) ≥ ft(β, ξt) = (yt −mt/2)(ψt − ξt)−mtλˆ(ξt)(ψ2t − ξ2t ) + lt(ξt) . (10)
This holds for any choice of ξt, with equality achieved at ξ = ψt = x
Tβ. Upon defining
ωt ≡ mtλt/2 and κt ≡ yt −mt/2, it is readily apparent that each summand in (6) is
identical to the expression just given in (10), up to an additive constant involving ξ.
In each case, the approximate posterior takes the Gaussian form given in (7).
This provides a probabilistic interpretation to the purely variational argument of
[1]. It is especially interesting that we are able to identify λ, the argument of the
dual function φ?(λ), as a rescaling of the missing data ωt that arise from a complete
different line of argument under the Polya-Gamma EM approach. Both terms play
the role of the inverse-variance in a conditionally Gaussian likelihood. For further
insight, compare the expression for the optimum value of λ with the expression for
the conditional expected value of ωt in Formula (9) and the inner loop of Algorithm
1.
Despite this equivalence of functional form, the EM and variational-Bayes algo-
rithms do not give the same answers. The former converges to the posterior mode
and treats λt as missing data having a Polya-Gamma mixing distribution, while the
latter operates by a fundamentally different inferential principle. From Formula (10),
the marginal likelihood of the data D satisfy the following lower bound:
m(D) =
∫
Rd
p(β) p(D | β) dβ ≥
∫
Rd
p(β)
N∏
t=1
exp{ft(β, ξt)} dβ .
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The second integral is analytically available, owing to the fact that the lower bound
ft(β, ξt) from (10) is a quadratic form in β. The variational-Bayes approach is to
choose ξt to make this lower bound on the marginal likelihood as tight as possible. It
leads to ξ2t (β) = x
T
t Vβxt + (xtmβ)
2, where (mβ, Vβ) are the mean and variance of the
previous approximation, given in (7). By comparison, the EM algorithm implicitly
sets ξt(β) = x
T
t β = x
T
t mβ. Notice that they differ by a factor that involves the
Mahalonobis norm of xt.
Thus we would summarize the key similarities and differences between the ap-
proaches as follows. First, both algorithms yield updates for βˆ(λ1, . . . , λN) that are
identical in their functional dependence upon “local” parameters λt, even though these
local parameters have different interpretations. Moreover, both algorithms yield up-
dates λˆt(·) that are identical in functional form. But the EM algorithm treats λt
as missing data having a known conditional expected value, and therefore evaluates
λˆt(·) at the current value of the linear predictor. In contrast, the variational-Bayes
approach, λˆt(·) is treated as a function of a further variational parameter ξt, with the
ξt chosen to maximize the lower bound on the marginal likelihood of the data. Thus
at each step the chosen λt’s are different because of the different arguments at which
λˆt(·) is evaluated.
Finally, both algorithms yield an approximate Gaussian posterior that can be in-
terpreted as a complete-data posterior distribution in an EM, where the imputed data
have a Polya-Gamma conditional distribution. In the EM approach, this Gaussian
approximation is centered at the posterior mode. In the variational-Bayes approach,
it is centered on some other point in the parameter space that, by definition, has a
lower posterior density. By a parallel line of reasoning, one also concludes that the
stationary point of EM algorithm leads to a worse lower bound on the marginal like-
lihood, although it is not clear how the tightness of this lower bound translates into
accuracy in approximating the posterior for β. In our numerical experiment reported
in the supplement (which used MCMC as a benchmark), the variational posterior
was typically centered somewhere between the mean and mode of the true posterior
distribution (which is often quite skewed, especially for larger coefficients). The pos-
terior variances of the two algorithms tend to be nearly identical, and much smaller
than the true variances. In fact, we can identify the degree of overconfidence of both
methods using standard tools from EM theory, specifically the fraction of missing
information introduced by the PG data augmentation scheme. See [6] and [7].
4 Extensions
4.1 Sparsity
We can also introduce a penalty function P (β) to the expected log likelihood. The
obvious and popular choice is the `1 penalty, leading to a new complete-data objective
function:
Q˜λ(β) = −1
2
βTSβ + βTd− λ
p∑
j=1
|βj| .
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This is a convex problem that can be solved efficiently using coordinate descent and
an active-set strategy [8]. Most updates are of order k2, where k is the size of the
active set; full d2 steps need be taken only rarely. The updates can be made still more
efficient by exploiting any sparsity that may be present in the design matrix X.
There are many proposals for fitting sparse logistic regression models; see [9] for a
review. Most of these methods share one thing in common: they treat the likelihood
L(β) using the same device employed in Fisher scoring, or iteratively re-weighted least
squares (IRLS). That is, given the current estimates of the parameters β˜, a quadratic
approximation to the log-likelihood is formed:
lQ(β) = −1
2
N∑
t=1
wt(zt − xTt β)2 + C(β˜)2 , (11)
where C is constant in the parameter, and where
zt = x
T
t β +
yt − p˜(xt)
p˜(xt)(1− p˜(xt)) (working responses) (12)
wt = p˜(xt)(1− p˜(xt)) (weights) , (13)
with the estimated success probability p˜(xt) evaluated at the current parameters.
The various approaches differ in the manner by which one finds the solution to the
penalized, iteratively re-weighted least squares objective function:
min
β∈Rp
{−lQ(β) + λP (β)} ,
where P (β) is the penalty function. As a result, these methods potentially inherit the
numerical instability of iteratively re-weighted least squares, especially if initialized
poorly. In contrast, our approach handles the likelihood term using a missing-data
argument, leading to a different quadratic form at each iteration. Numerical evidence
presented in the supplement suggests that the data-augmentation method is more
robust, and leads to solution paths in λ that achieve lower classification error than
those based on penalized iteratively re-weighted least squares.
4.2 Online EM
We now consider an online version of the EM algorithm, which is much more scalable,
has essentially the same convergence guarantees as batch EM, and operates without
ever loading the whole data set into memory. A good reference for the general theory
of online EM algorithms is [10].
Suppose we have observed up through data point t, and that we have a current
estimate of the complete-data sufficient statistics; call these dt and St, in which case
βt is the maximizer of the corresponding complete-data objective function (7). Now
we see a new triplet (mt+1, yt+1, xt+1). In the online E-step, we update the sufficient
statistics as a convex combination of the old statistics and a contribution from the
new data:
St+1 = (1− γt+1)St + γt+1ωˆtxt+1xTt+1
dt+1 = (1− γt+1)dt + γt+1xt+1κt+1 .
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Algorithm 2 Online EM for logistic regression.
Learning rate c ∈ (0.5, 1); starting values β(0), S0, d0
for t = 1, 2 . . . do
Read in batch of data (mt, yt, Xt) of size N .
κt ← (yt1 −mt1/2, . . . , ytN −mtN/2)T ; ψt ← Xtβ(t−1); γt ← (t+ 1)−c
for i = 1, . . . , N do ωti ← mti2ψti tanh(ψti/2)
end for
Ωt ← diag(ωt1, . . . , ωtM); St ← (1−γt)St−1+γtXTt ΩXt; dt ← (1−γt)dt−1+γtXtκt
β ← solve(St, dt)
end for
The simplicity of this step owes to the linearity of the complete-data likelihood in ωt.
Here κt+1 = yt+1−mt+1/2, and ωˆt+1 is given by Formula (9), evaluated at the current
estimate βt. Then in the M -step, we solve (or take a step towards the solution of)
the log-Gaussian posterior density with sufficient statistics St+1 and dt+1.
This can also be done in mini-batches of size N , with the obvious modification
to the the sufficient-stat updates from the single-data-point case. Let mt and yt be
N -vectors of trials and successes for the observations in batch t, and Xt as an N × p
matrix of regressors for these N observations. The updates are then
St+1 = (1− γt+1)St + γt+1XTt+1Ωt+1Xt+1
dt+1 = (1− γt+1)dt + γt+1Xt+1κt+1 ,
where Ωt+1 is the diagonal matrix of ω terms arising from the current mini-batch, each
computed using Equation 9 evaluated at the current estimate for β. Empirically, we
have found that mini-batch sizes within an order of magnitude of d (the dimension of
β) have given robust performance, and that the method is unstable when processing
only a data point at a time.
In our experience, the online version of the algorithm is usually much faster than
the batch algorithm, even in batch settings. It is also just as accurate. The only tuning
parameter is the learning rate γt, which arises in all online-learning algorithms. The
formal convergence requirement from [10] is that the γt follow a decay schedule where
∞∑
t=1
γt =∞ and
∞∑
t=1
γ2t <∞ .
Thus we adapt to new data fast enough (the non-summability condition), but not so
fast that the estimate bounces around the truth forever without ever converging (the
square-summability condition). This is the usual requirement of the updating rule in
any stochastic-approximation algorithm. A simple way of ensuring this is to choose
γt ∝ (t+ t0)−c for some c ∈ (0.5, 1).
We follow the advice of [10], which is to use c very close to 0.5, and then to smooth
the estimate of β using Polyak-Ruppert averaging: taking the final estimate of β to
be the average solution for β over the final T −K iterations, where K is large enough
so that the algorithm has settled down.
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Figure 1: Performance of the online EM algorithm (3 passes, no Polyak-Ruppert
averaging) versus stochastic gradient descent (50 passes) for a logistic regression prob-
lem with correlated predictors.
The online EM is a second-order method that requires working with a d×d matrix.
We therefore do not anticipate that it will scale to the very largest of problems, at
least with present computing technology. Indeed, for ultra-large-scale problems such
as those considered by [11], of order d ≈ 109, it is infeasible to even form the sufficient
statistics S and d, much less to solve the linear system in the final line of Algorithm
2. Here methods based on stochastic gradient descent (e.g. [12]) are probably the
better choice, if only because nothing else beyond a first-order method will run.
Nonetheless, there is a vast middle ground of potential problems where online EM
may offer notable advantages compared to stochastic gradient-descent: problems that
are too large to be solved easily by batch methods, but that are “small enough” (which
may still mean thousands of parameters) to make forming the sufficient statistics S
and d feasible. The fundamental tradeoff is one of per-iteration cost (where a first-
order method clearly wins) versus distance traversed per iteration (where a second-
order method clearly wins). When the design points are highly collinear, SGD can
be extremely slow to converge, and the per-iteration cost of online EM may be worth
it. As argued by [13], constants matter when comparing the actual efficiency of first-
order versus second-order methods, and these constants involve features of the the
xt’s that may not be known beforehand.
As an example, Figure 1 shows the performance of the online EM on a simulated
data set of 250 predictors and 100,000 observations with collinear predictors. We
benchmarked against stochastic gradient descent. The design points xt were corre-
lated multivariate normal draws, with covariance matrix Σ = BBT + 0.1I, B being
a 250 × 50 factor loadings matrix with standard normal entries. The columns of X
were subsequently rescaled to have marginal variance 1/p, ensuring a standard normal
distribution for the linear predictors ψt. We used multiple passes for both algorithms
(50 passes for SGD, 3 passes for online EM), with each pass scanning the data points
in a random order. The algorithms used a similar decay schedule, with the online EM
processing data in batches of size 500. We chose 3 and 50 to yield similar computing
times for the two methods. Although this ratio will clearly depend upon the size of
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the problem, at least for this (nontrivially large) problem, online EM is clearly the
more efficient choice.
There are three other advantages of online EM, at least for problems that live
in this middle ground. First and most obviously, online EM gives an approximation
to the entire posterior distribution, rather than just a point estimate (assuming that
the conditional sufficient statistics are re-scaled by the total number of data points
processed). Even if the error bars that arise from the complete-data posterior are
too optimistic (ala variational Bayes), they are better than nothing, and still allow
meaningful relative comparisons of uncertainty. Second, stochastic gradient descent
is notoriously brittle with respect to the decay schedule of the learning rate, with
poor choices leading to outrageously bad performance. Online EM, especially when
coupled with Polyak-Ruppert averaging, tends to be much more robust.
Finally, merging SGD with sparsity-promoting penalties is known to be challeng-
ing, and is typically restricted to an `1 penalty [11]. In contrast, nonconvex (heavy-
tailed) penalties are easily incorporated into both the batch and online versions of our
approach. For example, the authors of [8] report considerable success with a sparse
second-order method even for very large problems. The disadvantage of their method
is that convergence is not formally guaranteed even without sparsity; by contrast, the
convergence of our approach follows straightforwardly from standard results about
online EM.
5 Remarks
We have introduced a family of expectation-maximization algorithms for binomial
and negative-binomial regression. The existence of such an algorithm, and its inti-
mate connection with variational Bayes, have not previously been appreciated in the
machine-learning community. Indeed, the fact that the same local parameters λt arise
in both algorithms, despite having very different interpretations and constructions, is
noteworthy and a bit puzzling. It suggests interesting connections between two funda-
mental operations in statistics—namely profiling and marginalization—that are not
usually thought of as being part of the same constellation of ideas. The strengths
of our method are: (1) that it is very robust thanks to the ascent property of EMs;
(2) that it leads to error bars very similar to those that arise from variational Bayes,
but with a guarantee of consistency; (3) that is can easily be extended to incorporate
sparsity-inducing priors; and (4) that it leads straightforwardly to a robust second-
order online algorithm whose convergence properties are easily established. Further
research is clearly needed on the performance of the online EM, in order to establish
the circumstances (as suggested by Figure 1) in which it will outperform stochastic
gradient descent for a fixed computational budget.
In conclusion, we refer interested readers to the appendix, which contains several
details not described here:
• A comparison of the quality of posterior approximations arrived at by VB, EM,
and QNEM on a simple example.
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• A study of the data-augmentation approach to handling logit likelihoods, ver-
sus penalized iteratively re-weighted least squares, in the context of sparsity-
inducing priors.
• An extension to the multinomial case.
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A Variational Bayes, EM, and QNEM
This section describes a simple simulate example whose purpose is to understand
two questions. (1) How similar are the variational-Bayes approximation and the
complete-data log posterior arising from the EM algorithm? (2) Does using the
estimated “remainder” Hessian matrix from QNEM lead to more sensible error bars,
when judged against the posterior distribution calculated by MCMC?
We simulated a small data set with d = 10 coefficients β = (−3,−2.33,−1.67, . . . , 2.33, 3),
independent, standard normal predictors xtj, and n = 250 observations from a
logistic-regression model. We then used four algorithms to estimate β:
• Markov Chain Monte Carlo, using the method from [2] and the R package
BayesLogit [14]. This algorithm results in a uniformly ergodic Markov chain
with well understood convergence properties, and so is a reasonable gold stan-
dard.
• Expectation-maximization, as described in the main manuscript.
• Expectation-maximization with quasi-Newton acceleration.
• Variational Bayes, as described in the main manuscript and in [1].
In all cases a vague mean-zero normal prior with precision 10−5 on each coefficient
was used.
Using 106 MCMC samples (after an initial burnin of 105 samples), we computed
central 95% credible intervals for each coefficient. These are show as black lines in
Figure 2. The posterior means are shown as black crosses, and the posterior modes as
black dots (the marginal posteriors for this problem are notably skewed). Using the
other three methods, we constructed symmetric 95% approximate credible intervals
using the estimate and the approximate posterior standard deviations. As Figure
1 shows, the VB and EM estimates have essentially identical approximate posterior
standard deviations. The only visible difference is that the EM estimates are centered
about the posterior mode, while the VB estimates are centered somewhere between
the mean and the mode. The QNEM estimates have significantly higher spread than
either the VB or EM intervals, and in this respect are much more in line with the
true standard deviations.
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Figure 2: Results on the simulated data set. The black lines are the 95% central
credible intervals from the MCMC sample. Black dots: posterior modes. Black
crosses: posterior means. The other lines are approximate 95% credible intervals for
the other three methods.
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B Sparsity in logistic regression
B.1 Penalized IRLS
The main manuscript makes the following claim:
[Existing methods for sparse logistic regression] potentially inherit the
numerical instability of iteratively re-weighted least squares, especially if
initialized poorly. In contrast, our approach handles the likelihood term
using a missing-data argument, leading to a different quadratic form at
each iteration. Numerical evidence presented in the supplement suggests
that our method is more robust, and leads to solution paths in λ that
achieve lower classification error than those based on penalized iteratively
re-weighted least squares.
The goal of this section is to provide the evidence in support of this claim. Consider
a quadratic approximation to the log-likelihood:
lQ(β) = −1
2
N∑
t=1
wt(zt − xTt β)2 + C(β˜)2 , (14)
where C is constant in the parameter, and where
zt = x
T
t β +
yt − p˜(xt)
p˜(xt)(1− p˜(xt)) (working responses) (15)
wt = p˜(xt)(1− p˜(xt)) (weights) , (16)
with the estimated success probability p˜(xt) evaluated at the current parameters.
Most existing approaches use this approximation to the likelihood, and differ in the
manner by which one finds the solution to the penalized, iteratively re-weighted least
squares objective function:
min
β∈Rp
{−lQ(β) + λP (β)} ,
where P (β) is the penalty function. In this section, we simply consider the case nt = 1
for all t, and the `1 penalty: P (β) =
∑P
j=1 |βj|
For example, in [9], a coordinate descent algorithm is used to solve the penalized
weighted least-squares problem. The coordinate-wise update has the form
β˜j ← S(
∑N
i=1wixij(yi −
˜
y
(j)
i ), λ)∑N
i=1wix
2
ij
(17)
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Algorithm 3 Weighted Least Square updates with coordinate descent.
Data: (yt) for t = 1, . . . , N ; design matrix X having x
T
t as row t.
Starting value: β
repeat
Update the quadratic approximation lQ using current β as in 14
for j = 1, . . . , P do
Update βj using coordinate descent as in 17
end for
until β converges.
where
˜
y
(j)
i = x
t
iβ˜ − xijβj is the fitted value excluding the contribution from xij, and
S(z, γ) is the soft-thresholding operator with value
sign(z)(|z| − γ)+ =

z − γ if z > 0 and γ < |z|
z + γ if z < 0 and γ < |z|
0 if γ ≥ |z|
Algorithm 3 summarizes the approach for fixed λ.
Our approach, on the other hand, is to employ the Polya-Gamma data augmen-
tation trick for handling the logit likelihood and to represent the prior distribution
as a mixture of normals:
p(βj|λ) =
∫ ∞
0
φ(βj|0, γj/λ2)dP (γj) .
We then use the linear conjugate gradient algorithm to optimize the resulting log
posterior distribution. The complete-data log posterior, conditioning on the ”missing
data” ωt, γt, can be computed as
Q˜λ(β) = −1
2
βTSβ + βTd−−1
2
λ2
P∑
j=1
γ−1j β
2
j ,
In M step, we employ the same step as in Batch EM without sparsity. The complete-
data sufficient statistics are
S = XTΩX + λ2Γ−1
d = XTκ
Thus βˆ solves the linear system Sβˆ = d.
To perform the E-step, we can simply replace γj and ωt with their conditional
expectations γ
(g)
j and ω
(g)
t , given the observed data and the current β
(g). The condi-
tional moments
ˆ
γ
(g)
j = E(γj|β(g), y) and ˆω(g)j = E(ωj|β(g), y) are given by the following
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Algorithm 4 Batch EM with lasso prior for logistic regression.
Data: (yt) for t = 1, . . . , N ; design matrix X having x
T
t as row t.
κ← (y1 − 1/2, . . . , yN − 1/2)T
d← XTκ
Starting value: β
repeat
for t = 1, . . . , N do
ψt ← xTt β
ωt ← nt2ψt tanh(ψt/2)
end for
for j = 1, . . . , P do
γt ← λ|βj|
end for
Ω← diag(ω1, . . . , ωN)
Γ−1 ← diag(γ−11 , . . . , γ−1P )
S ← XTΩX + λ2Γ−1
β ← S−1d Solve the system by conjugate gradient
until β converges.
expressions:
γˆj = λ|βj| (18)
ωˆt =
(
1
2xTt β
(g)
)
tanh(xTt β
(g)/2) (19)
We can solve the linear system Sβˆ = d directly at each step, or we can instead use
the linear conjugate gradient algorithm to solve the system. Here we have different
variations for conjugate gradient algorithm. We can try n-step (n ≤ p)Conjugate
Gradient (CG) Method, or -tolerance CG Method, or just one-step CG method. In
p-step CG method, we force the algorithm to run until it reached the exact solution.
In n, (n < p)-step CG method, we stop after n iterations, while in -tolerance CG
Method we stop the algorithm when x converges in -tolerance.
B.2 Comparison
Notice that our data-augmentation trick can also be considered as a re-weighted least
squares algorithm, but with different weights. The corresponding weights and working
responses are
ωt =
(
1
2xTt β
(g)
)
tanh(xTt β
(g)/2) (weights) (20)
zt =
2yt − 1
ωt
(working responses) (21)
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Algorithm 5 -tolerance CG Method
i⇐ 0
r ⇐ d− Sx
b⇐ r
δnew ⇐ rT r
δ0 ⇐ δnew
repeat
q ⇐ Sb
α⇐ δnew
bT q
x⇐ x+ αb
r ⇐ r − αq
δold ⇐ δnew
δnew ⇐ rT r
β ⇐ δnew
δold
b⇐ r + βb
i⇐ i+ 1
until i < imax and δnew > 
2δ0
Here we will test different combinations of weights derived from IRLS (1) versus
our data-augmentation scheme (2); and coordinate descent method (3) versus con-
jugate gradient method (4) for solving each iteration’s subproblem. There are four
combinations, and our goal is to see which combination performs best. The numerical
results are presented in the next sub-section.
B.3 Batch EM with Bridge Penalty
Data augmentation also allows us to deal with bridge penalty/prior as well. Here we
want to minimize
l(β) =
N∑
t=1
(yt log p(xt)− (nt − yt) log(1− p(xt)))− λ
P∑
j=1
|βj|α (22)
with 0 < α < 1. The bridge penalty can be represented as a mixture of normals:
p(βj) =
∫
φ(βj; 0, γj/λ
2)dγj
where p(γj) follows a Stable distribution. The conditional moments
ˆ
γ
−1(g)
j = E(γ
−1
j |, β(g), y)
are given by
ˆ
γ
−1(g)
j = αβ
α−2
j sign(βj)/λ
2 (23)
The corresponding algorithm for our batch EM is show above (Algorithm 6).
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Figure 3: Solution path for algorithm IRLS+CD. The x axis is log10λ.
Figure 4: Solution path for algorithm IRLS+CG. The x axis is log10λ.
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Figure 5: Solution path for algorithm Data Augmentation+CD. The x axis is log10λ.
Figure 6: Solution path for algorithm Data Augmentation+CG. The x axis is log10λ.
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Algorithm 6 Batch EM with bridge prior for logistic regression.
Data: (yt) for t = 1, . . . , N ; design matrix X having x
T
t as row t.
κ← (y1 − 1/2, . . . , yN − 1/2)T
d← XTκ
Starting value: β
repeat
for t = 1, . . . , N do
ψt ← xTt β
ωt ← nt2ψt tanh(ψt/2)
end for
for j = 1, . . . , P do
γj ← αβα−2j sign(βj)/λ2
end for
Ω← diag(ω1, . . . , ωN)
Γ−1 ← diag(γ−11 , . . . , γ−1P )
S ← XTΩX + λ2Γ−1
β ← Solve(S, d) by conjugate gradient
until β converges.
B.4 Numerical Results
We now describe our numerical experiments on simulated data sets. For each dataset,
we model them as logistic regression problems. We tested the four combinations of
WLS/DA (for the likelihood) and CG/CD (for the prior/penalty) stated above for
lasso penalty. We also tested our data augmentation approach combining (using the
conjugate gradient algorithm)assuming a bridge penalty with α equal both to 0.5 and
0.75.
We simulated X as a 500 by 50 matrix with random 0 and 1 elements, and set
the true β equal to
√
5 (with alternating signs) for the first 10 coefficients, with the
rest being zero. The four graphs of the solution paths (as a function of λ) for each
algorithm are show in Figures 3 through 6. The grid size is 0.01. There are clear
differences among the solutions paths for each algorithm, with data augmentation
algorithms leading to systematically lower values of the penalized likelihood.
To get a further idea of which algorithm is providing the best solution, we also
looked at out of sample performance. Specifically, we used 80% of the observations to
estimate β for each value of λ using each algorithm, and then used the estimated β
to predict the remaining 20% observations. We calculated the mean of the incorrect
classifications yt = {0, 1} across over 1000 random train/test splits. The results as a
function of λ are shown in Figure 7. Overall the DA + coordinate-descent combination
is a bit better than the others.
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Figure 7: The figure compares the number of average incorrect number of classifica-
tion for all four algorithms along log10λ.
C Batch EM for multinomial regression
C.1 Penalized Partial IRLS
When the response variable y has more than 2 levels, the linear logistic regression
model can be generalized to a multinomial logistic model. Suppose we observe data
(y1,x1, . . . , (yN ,xN )), where yt ∈ {1, . . . K} is an integer outcome denoting member-
ship in one of K classes, and xt is a p-vector of predictors. Under the multinomial
logit model, the probability of observation yt falling in class k is assumed to be
θtk = P (yt = k) =
exp(xTi βk)∑K
l=1 exp(x
T
i βl)
(24)
where βk is a p-vector of regression coefficients for class k.
Let Y be the N × K indicator response matrix, with elements Ytl = I(yt = l).
Then we want to maximize the penalized log-likelihood:
l(β) =
N∑
t=1
[
K∑
k=1
Ytklogθtk + (1− Ytk)log(1− θtk)]−
K∑
k=1
λP (βk) (25)
For lasso penalty, the penalty function is P (βk) =
∑P
j=1 |βjk|.
Allowing only βk to vary for a single class a time, a partial quadratic approximation
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given current estimate βˆ to the log-likelihood part of (25) is
lQk(βk) = −
N∑
t=1
wtk(ztk − xTt βk)2 + C({βˆ}) (26)
where
ztk = x
T
t βk +
ytk − pˆk(xt)
pˆk(xt)(1− pˆk(xt)) (27)
wtk = pˆk(xt)(1− pˆk(xt)) . (28)
The approach is similar to logistic regression, except now for each λ the classes
are cycled over in the outer loop, and for each class k there is a partial quadratic
approximation lQ(βk) about the current parameters βˆ. Then coordinate descent is
used to solve the penalized weighted least-squares problem. Notice that {βk}K1 and
{β − c} give the same log-likelihood, yet a different penalty. Therefore, the estimate
{βk}K1 can be improved by solving
min
c∈RP
K∑
k=1
P (βk − c).
This can be done separately for each coordinate, and leads to β being recentralized
by choosing cj to be the median of the βjk, 1 ≤ k ≤ K.
For each λ, the algorithm is:
Algorithm 7 multinomial regression with coordinate descent.
Data: (ytk) for t = 1, . . . , N and k = 1, . . . , K; design matrix X having x
T
t as row
t.
Starting value: β
repeat
Cycle over k ∈ {1, 2, . . . , K, 1, 2, . . .}
Update the quadratic approximation lQk using current β as in 26
for j = 1, . . . , P do
Update βj using coordinate descent as in 27
end for
After each cycle
for j = 1, . . . , P do
βj = βj −median(βj) where βj = (βj1, . . . , βjK)
end for
until β converges.
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C.2 Data augmentation and expectation/conditional maxi-
mization
Our data augmentation approach can be used in a parallel fashion to the binomial
logit case, leading to an ECM (expectation, conditional maximization) algorithm.
The difference is that we fix β1 corresponding to class 1 to be (0, . . . , 0) to ensure
identifiability, and thus interpret the other coefficients in terms of changes in log-
odds relative to the first category. We phrase the problem as one of maximizing the
posterior density
p(B|y) ∝ {
N∏
t=1
K∏
k=1
θytktk (1− θtk)(1− ytk)} · exp{−
K∑
k=2
P∑
j=1
λ|βj|} (29)
Let ηtk = exp(x
T
t βk−ctk)/{1+exp(xTt βk−ctk)}, where ctk(β(−k)) = log
∑
l 6=k exp(x
T
t βl).
The conditional likelihood in βk, given all other terms β−k, can be written as
L(βk|β−k, y) ∝
N∏
t=1
{ exp(ζtk(x
T
t βk − ctk))
1 + exp(ζ(xTt βk − ctk))
} (30)
where ζtk is the binary indicator ytk re-coded as ±1. Thus the conditional likelihood
in βk looks like a logistic regression for the binary outcome ζtk. And we can find
a solution Bˆ by cycling through each block βk = (βk1, . . . , βkp)
T of item-specific
regression coefficients in turn, iterating this cycle until convergence. At each sub-step
of the cycle, we are facing a logistic regression problem, which we have discussed in
previous sections. See Algorithm 8.
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Algorithm 8 Batch EM with lasso prior for multinomial logistic regression.
Data: (ytk) for t = 1, . . . , N and k = 1, . . . , K; design matrix X having x
T
t as row
t.
for k = 2, . . . , K do
κk ← (y1k − 1/2, . . . , y1K − 1/2)T
dk ← XTκk
end for
Starting value: β
repeat
for k = 2, . . . , K do
for t = 1, . . . , N do
ψtk ← xTt βk − log
∑
l 6=k exp(x
T
t βl)
ωtk ← 12ψtk tanh(ψtk/2)
end for
for j = 1, . . . , P do
γjk ← λ|βjk|
end for
Ωk ← diag(ω1k, . . . , ωNk)
Γ−1k ← diag(γ−11k , . . . , γ−1Pk)
Sk ← XTΩkX + λ2Γ−1k
βk ← S−1k dk Solve the system by conjugate gradient
end for
until β converges.
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