Corrigendum to "Untangling the relatedness among correlations, Part I: Nonparametric approaches to inter-subject correlation analysis at the group level" [Neuroimage (in press 
Introduction
Chen et al. (2016a) , hereafter referred to as Part I, is the first in a series of papers describing novel intersubject correlation (ISC) methodologies and analyses. During the analysis of Chen et al. (2016b) , referred to as Part II hereafter, it was decided to alter the FMRI preprocessing pipeline originally used in Part I in order to more appropriately handle the parcellation of the task time series as well as implementing a more modern procedure in AFNI (v16.1.16; Cox, 1996) . The new sequence of steps was based on the current Example 11 in the afni_proc.py help, which includes, for example, parcellating the time series into movie runs at the start of the analysis, improved alignment to standard space, tissue-based regression using FreeSurfer segmentation (Fischl et al., 2002) and fast ANATICOR (Jo et al., 2010) .
Here, we re-analyze the human subject data in Part I using the new FMRI preprocessing, and re-implement each of the ISC methodologies for mutual comparison. We first describe the new set of preprocessing steps, highlighting differences from the description given in Part I (see the second paragraph of the "Performance comparisons with experimental data" section of Simulations and real experiment results). The main evaluations and conclusions of Part I are not changed with the new preprocessing steps, but we discuss both the similarities and differences in the observed results.
Updated methods
AFNI's afni_proc.py function was implemented for the preprocessing steps, and we note that the succinct command (25 lines) that was used to specify processing steps, to select desired options, and to generate each subject's full processing pipeline is provided in the Appendix B of Part II, for clarity.
The EPI time series was split into its six sections of movies, each of which was treated as separate scanning run (since the sections were not contiguous; in the earlier analysis, splitting had been performed after removing effects of no interest via regression). In total, there were 406 time points of movie-watching FMRI data. As before, de-spiking and slice timing correction were applied at the start. The subsequent registration steps included motion correction, EPI to anatomical alignment, and standard space registration, all concatenated into single transformations, per time point (to avoid multiple resample operations). The standard space registration was done via anatomical alignment to the Talairach (TT_N27) template using nonlinear registration (providing better alignment than affine) and leaving the EPI data in a 3.5 mm 3 resolution (which was closer to the voxel size at which the data were originally acquired, in lieu of upsampling).
Smoothing was performed with a 6 mm isotropic FWHM blur FWHM=6.
Tissue-based regressors were created by first running FreeSurfer's recon-all command to create a parcellation dataset from each subject's anatomical volume, from which lateral ventricle and white matter masks were created and eroded. Regressors were made from the first 3 principal components of the ventricles, as well as applying fast ANATICOR for local white matter regression. Additional regressors included the subject's 6 motion parameters, their derivatives and linear (based on a run length of 142 s) polynomial baseline terms for each of the 6 runs (previously, the scan had been treated as a single, continuous time series), for a total of 28 regressors. Time points were censored from the regression model whenever the per-time point motion (Euclidean norm of the motion derivatives) exceeded 0.3 mm or when at least 10% of the brain voxels were seen as outliers from the trend. Finally, as before, ISC was computed over the final time series (here, having 406 time points) using 3 dTcorrelate in AFNI. The same group analyses as described in Part I were performed on the N =48×47/2=1128 ISC values per voxel. 
MARK
All the bootstrap and permutation approaches (SWB, EWB, SWP and EWP) as well as t-tests for ISC were implemented on the newly processed data, as described in Part I. The ISC Toolbox and 3dttest++ were also re-run, and all statistical analyses and comparisons for the experimental data were performed in the same manner as in Part I. The formats of the figures shown here are directly copied from those shown in Figs. 3 and 4 of Part I, utilizing the same format, arrangement, statistical thresholds, etc.
Results
The ISC results are provided here in Figs. 1A and 2 (mirroring Fig. 3 and 4 , respectively, in Part I), where the Pearson correlation values are shown in voxels whose significances were thresholded at p < 0.001 (for one group; top row) and p < 0.05 (for two groups; bottom row). Fig. 1B contains counts of voxels within the whole brain that were above threshold for each case.
The results are qualitatively similar to those described in Part I: relative to the other one-group comparisons, SWB provides much more specific clusters. This is observed in both the axial slice images and in the suprathreshold voxel counts. Interestingly, compared to Part I results, the re-processed data provide thresholded clusters that are much more localized to GM, and in particular to regions of networks expected to be associated with the movie-watching task (i.e., visual and audio). While the volumes of statistical significance for previously existing methods are less "overwhelming" than those in Part I, it can be observed in the voxel counts that localization for most methods is still extremely difficult, even for small p-values. The importance of accounting for the correlation structure P (n) using "subject-wise" randomization is still apparent (e.g., see SWB in the one group tests).
Conclusions
It is not possible to assign the contributions of individual processing step changes to differences in the output data. However, we would strongly recommend the choice of the several options implemented here (nonlinear alignment to template space, individual regressors for each movie clip, using ANATICOR regressors) for each of the relevant Although not visually obvious in the color coding, the group ISC estimates through averaging across subjects in the ISC Toolbox tend to be biased relative to the medians from the other four nonparametric methods. For two-group comparison (n 1 =n 2 =24, lower panel, two-tailed significance level p=0.05; group comparison testing currently not available in the ISC Toolbox), EWP was much more liberal relative to SWP for some regions, while being over-conservative for others; EWB was too liberal, SWB tended to be slightly more conservative, and both rendered noisier results; and Student's t-test was the worst. The SWP performance for the other two indirect contrasts (R 11 vs R 21 and R 22 vs R 21 ) are shown in Fig. 2 . We note that 1) multiple testing correction was not performed so that voxel-wise comparisons among the methods could be directly visualized; and 2) except for the ISC Toolbox, which adopts direct averaging across ISC values, all other methods rendered virtually the same group estimate for ISC, but differed in significance detection (i.e., the color at each voxel is roughly the same across the first five testing methods if the significance survives the corresponding threshold). The performance comparisons among the five methods with the BGC component R 21 (not shown here) are similar to the one group scenario for males (first row), R 11 . (B) List of voxels (resolution: in 1×1×1 mm 3 ) that pass five significance levels. The default setting in ISC Toolbox does not provide thresholding at voxel-wise significance levels of 0.005 and 0.0005 (marked with * in the table). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.). steps in FMRI processing.
Importantly, the main results and their interpretation from the original Part I remain the same. The relative specificity of SWB compared to other methods was expected from the comparisons of the approaches using the simulations, and this approach remains the recommended one for ISC processing of one group (for two groups, SWP had been shown to provide the best agreement with nominal false positive rates for two group comparisons). We note that Part II provides a linear mixed effects (LME) strategy for ISC analysis, which is compared to the subject-wise methods of this study; in that work features of the derivation and output of LME modeling are shown to provide additional information for the interpretation of even the nonparametric results, shown in here and in Part I. 
