In this paper we present a word encoding and clustering technique that groups web documents based on the importance of the words that appear in the documents. We use a two level self-organizing map architecture to generate clusters of words and documents. We propose that by capturing word importance information of words, similar documents can be then clustered to assist in web document retrieval. A web document retrieval system is presented to demonstrate how this approach could be integrated into web search.
INTRODUCTION
It was recently reported [ 11 that the WWW was composed of approximately 800 million web pages spread over 3 million servers that amounted to about 6 terabytes of text data. With so much information on the Internet, there is a need for effective and useable systems to retrieve relevant web pages. Furthermore, there is a need for tools and frameworks for the searching [2-61, browsing [7-81, visualization [9-lo] , clustering [ l l ] and categorizing is an area within information retrieval that attempts to group documents based on a similarity measure. Clustering is different from categorization and classification in that there are no predefined classes specified for clustering. A clustering technique attempts to create classes o f groups documents that are similar in some way. Various clustering approaches have been researched [ 151.
One method of clustering documents is through the use of self-organizing maps [16-171. The most comprehensive and prominent system that clusters web documents based on self-organizing maps for retrieval and visualization is WEBSOM [11][18-191. It uses a two level Kohonen's self-organizing map approach to group words and documents of similar contextual similarity. The first map, the word category map, attempts to group similar words based on their encoded context using a 270 dimensional feature vector that represents the contextual nature of a word.
To encode a word's context, each word is first assigned a random vector of 90 dimensions. Then all the words that occur before and after the considered word are collected and averaged and combined with the considered word to form the final 270 dimensional feature vector. All unique words are used to generate the word category map that is then used for document encoding. The document encoding for the second map, the document map, results in the generation of document histograms whose dimensions are based on the number of clusters from the word category map. Every word from every document is mapped to the corresponding dimension in the document histogram and then that dimension is incremented. The main advantage of this approach is that an entire document is represented as a histogram of only 315 dimensions. This document histogram is a "blurred" generalized representation of the document. This paper focuses on an alternative word encoding technique to cluster web documents using selforganizing maps. It also describes how the technique will be integrated into current search engine technology to produce clusters of search results to improve a users search experience. The motivation behind this research is the fact that current search engines answer user queries with many thousands of results, most of which are irrelevant to the initial query and presented in an unorganized fashion. Thus, an effective and intuitive way of presenting search results in clusters to allow users to fiter through and find relevant results quicker is needed. This paper is organized in 5 sections. The next section describes the proposed technique based on a two level self-organizing map approach. Section 3 presents the results of a preliminary experiment. Section 4 presents an analysis and discussion of results. In section 5 we conclude and outline the future direction for research.
PROPOSED TECHNIQUE
The proposed technique is based on a two level selforganizing map (SOM) approach. The first SOM, the word category map, groups words and is then used to generate document histograms that are passed as input feature vectors to the second SOM, the document map. The resultant document map is a 2D clustered organization of documents.
The main idea behind our approach is to end up with clusters of documents grouped by importance. We propose that the importance of a word gives a good indication of the type of document that word appears in. We also propose that words of similar importance tend to make up similar types of documents. We consider documents to be similar if they have the same type of information content (see Section 3). By capturing word importance information in the initial stages of our technique, documents can then be clustered according to how much information content they possess. Thus, importance can be interpreted as the amount of information content a particular document contributes to a particular theme. Once clustering has been performed, document clusters can be analyzed and information can be extracted by the system to be used for the ranking and presentation of grouped search results. The overall architecture of the proposed web document retrieval system is depicted in Figure 1 .
Generating the Word Category Map (WCM)
The WCM is a self-organizing map that attempts to cluster words based on their importance. A word is considered an important word for a document the more frequently it appears within that document and the less frequently it appears in other documents in the document collection. The importance of a word can be captured and encoded by the term frequency inverse document frequency [20] calculation:
j is an index to a document in the document collection.
wij is the weight (importance) of term i in tfv is the frequency of term i in document j . N is the number of documents in the collection. n is the number of documents in the document collection where term i occurs at least once. document j .
For the WCM, the overall importance of a word is represented by a 3 dimensional feature vector. The first feature is an average of the importance of the words that occur before the considered word. The second feature is the averaged importance of the considered word. The third feature is an average of the importance of the words that occur after the considered word:
Before a feature vector can be generated for a word, each term weight must first be calculated for every single. word in every single document using the term frequency inverse document frequency calculation (1). Next, the average weight for each unique term i is calculated: n where wi is the averaged weight for term i across the document collection. Refer to equation 1 for descriptions of j and n.
Once the average weights are calculated for each word in the collection, each corresponding feature vector is then created. For example, for the word dog, each word that occurs before dog throughout the entire document collection is recorded and the average weight is computed. The same is done for every word after dog. These averaged before and after weights are then combined with the weight for dog and the 3 dimensional feature vector is now generated. The resulting feature vector for the word dog may look something like this: wdog = [0.345,0.555,0.976] With feature vectors created for every word in the document collection, the WCM can now be trained and tested. After the testing phase we have clusters of words grouped according to their importance. This is depicted in Figure 2 .
Generating the Document Map OM)
The trained and tested WCM is used during the document encoding to generate document histograms for each document in the collection. Each cluster (node) from the WCM is mapped to a single dimension in the document histogram. From the WCM depicted in Figure 2, 
Search Engine Integration
We intend to integrate the proposed clustering technique into current search engine technology by making simple modifications to the index. After the DM is generated we know which documents belong to which clusters. This information is then stored back into the index. When a keyword search is performed and the search on the index returns matched documents, the results will be presented in a clustered manner. This will allow users to view clusters of results rather than just a flat long list of thousands on search results. The main unanswered questions that are outside the scope of this paper are 1.
2.
How is a cluster of documents best represented to a user? How does the user best interact with the clusters and results?
One of the most appealing features of this approach is that since documents have been grouped by a similarity measure based on importance, search results can be ranked using this cluster information. While most search engines base their ranking on word occurrence aid positioning, our approach will rank documents based on document and cluster importance that has been initially captured through the word encoding and mapping stage. -
EXPERIMENTAL RESULTS
and increment by one the histogram dimension to which that word belongs. The resultant document histogram is
We have run a preliminary experiment using the word mentioned the word "spiders" were used as the base then used as the input feature vector for the document clusters of documents based on a similarity of importance. The resultant trained and tested DM contain techque above. 68 web pages that document collection. These documents were obtained by crawling the internet. The documents varied in the information content they contained about "spiders". Each document was labeled with one of the categories from Table 1 depending on how much information content it had about "spiders". The information content of document reflects how important a document is to a particular theme. The importance of a document is measured by how much relevant information it has about "spiders". 18 documents had a label of "no relevant information content", 15 had a label of "some relevant information content" and the remaining 45 had a label of "all relevant information content". In the 68 documents there were 10470 unique words. Each word was encoded and its corresponding feature vector was constructed and used to train and test the word category map. The word category map had a topology of 20 x 20 nodes and was trained for 100000 iterations (i.e. each words was inputted approximately 10 times). After the word category map was trained and tested on the same words, it was used to encode the document histograms for the document map. Each of the 68 documents was used for training and testing. The document map had a topology of 3 x 3 nodes and was trained for 680 iterations (i.e. each document histograms was inputted 10 times).
(NRIC) Some Relevant @@@ @@@ Figure 3 . The labeled DM most number documents that were assigned to that node. For example, if a particular node was assigned 5 documents from the NRIC category and 2 documents from the SRIC category, then that node would be labeled with NRIC. Node 1 (top left) was labeled with NRIC as it was assigned 4 documents, all from the NFUC category. Node 3 (top right) was labeled with ARIC because it was assigned 9 documents from the ARIC category and only 1 document from the NRIC category.
Overall, these results displayed in Table 2 give us a good indication about the potential of this approach and the usefulness of the document cluster information created. Lets say a user was to use the proposed system to search for "spiders". Standard keyword matching search would find X number of documents containing the word "spiders" and then these documents would be presented to the user as clusters of documents. Each cluster would be dominated by documents containing a similar type of information content. So if the user wanted only to read documents that were "all about spiders", then the appropriate documents can quickly be located and identified by the user through the clusters. Alternatively, the user may only want to read documents that mention the word "spiders" but are not about spiders. These documents could also be located quickly through the clusters.
DISCUSSION OF RESULTS
5. CONCLUSION The resultant labeled DM is shown in Figure 3 . Each node is labeled with one of the information content categories. We perform simple labeling by giving a node the label that corresponds to the information content category of the We have proposed a word encoding and clustering technique to capture the importance of words across a document collection. This in turn allows us to cluster documents based on word importance similarity across documents. The information deduced from document clusters could be integrated into current search engine technology. Our' initial experiment has achieved some promising results.
By capturing word importance, we have shown that similar types of documents can be clustered together according to their information content. Consequently, this shows that words of similar importance tend to occur in documents with similar levels of information content.
