Image similarity learning aims to exploit the correlation between different images by learning image appropriate common features. In recent years, the previous CNN-based methods have directly learned the similarity between image features, which effectively improves the learning efficiency of image similarity. However, it has the following limitations: (1) The extracted image features are too single to describe the content of the image accurately; and (2) the network training is limited by the amount of dataset size. Data augmentation and multi-feature fusion have been demonstrated to appropriately improve the model generalization ability for various vision tasks. This paper integrates these methods into the network structure to design three multi-feature fusion network. The input of network training adopts the same data from the multi-input method to realize data augmentation, and the diversity of extracted image features is greatly improved by fusing different features. Then, the trained network of different dataset size is utilized to verify the network training adaptability of multi-feature fusion network. Moreover, the influence of loss function and optimization algorithm on the learning efficiency of complicated networks have been studied. The experimental results show that our proposed method has excellent performance on the self-collected XPU and Totally-Looks-Like (TLL) dataset, the learning and model generalization ability of multi-feature fusion network are significantly improved through data augmentation and multi-feature fusion. The multi-feature fusion network proposed in this paper has strong adaptability to network training.
I. INTRODUCTION
The objective of image similarity learning has drawn much attention in the field of image processing. They aim to learn an appropriate similarity from the existing training dataset to improve the classification or clustering effect for different applications and data distributions. As a fundamental research problem in the field of computer vision, image similarity learning is widely applied in the fields of image quality evaluation [1] , face recognition [2] , image retrieval [3] , pedestrian re-identification [4] , [5] , character recognition [6] , etc. However, due to the complicated correspondences between two natural images, the design feature The associate editor coordinating the review of this manuscript and approving it for publication was Xin Luo . extraction method is more consistent with the characteristics of sample images and network structure. The need for new similarity learning algorithm to model the corresponding relationship between images has become a hot issue and sound research area that need to be addressed.
Traditionally, artificially designed feature descriptors such as scale-invariant feature transform (SIFT) [7] , and speededup robust features (SURF) [8] , have been popularly utilized by many researchers to determine whether two images are similar. With the sharp increase in the size of data and the diversity of application fields, similarity learning methods are constantly being optimized. Following the different constraints, the similarity learning method gradually develops from doublet constraints and triple constraints to new similarity constraints [9] , [10] . According to the changes VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ in the applications, similarity learning methods gradually expand from single modality to multi-modality similarity learning [11] , [12] . In line with the different data scales, similarity learning increasingly changes from image research to image set [13] , [14] . Although the classical similarity learning method continuously improves the model classification or clustering effect. However, the complexity of artificial feature descriptor is high, and the extracted feature information is less, which easily leads to insufficient matching. By designing similarity measure artificially, different feature information between images is not directly used, which brings about lower efficiency in similarity learning. Recently, deep learning networks have been used in feature extraction and similarity learning methods in various forms with the advantages of feature self-learning. Reference [15] proposed a Facenet model by constructing triplet constraints loss function and combining it into the deep convolutional network. The Euclidean Distance of points in the feature space was used to judge whether the two images matched. The study of Fitcher et al. [16] took the first layer convolution kernel in AlexNet as the feature descriptors to compute the local features of the image dataset. It is verified that in image similarity learning the features extracted by CNN provide more advantages than those extracted by SIFT method. Simonyan et al. [17] used the CNN to learn the similarity of the short baseline local region and achieved outstanding results on the KITTI dataset. However, the method only was tested on the scenarios with small changes in the short baseline. Since the process of extracting image features one by one to measure image similarity is relatively complex, the multibranch explicit feature extraction method is gradually applied to extract two image features in parallel, and then directly calculates image similarity. The MatchNet network developed by Han et al. [18] utilized anormalized conjoined network to extract image features and then realized its similarity learning through Euclidean distance for a fully connected network. In the test stage, the feature network and measurement network are separated to avoid the repeated computation of feature extraction in matching images. In [19] , [20] , the proposed Siamese network first extracted image feature vectors by sharing the weights of the left and right branches networks. Then, the Euclidean distance was used as the loss function to estimate the improvement overall time in image similarity matching. However, the extracted feature information from the network is relatively simple, and the efficiency of similarity learning is low due to the weight sharing. [21] , [22] proposed a Two-branch network without weight sharing to improve the diversity of network extraction features. Since the network weights for the left and right branch are not shared, the network training is limited by the amount of data. The literature in [23] proposed a Two-channel network, in which the two-channel images (image pairs) are used as the CNN input, and the similarity learning was carried out by extracting the two-channel fusion features. In addition, to better describe image feature information for image similarity learning, variant network structure based on the convolutional neural network has been continuously applied, such as Sim-Net [24] , NCC-net [25] and Deep Quadlet network [26] .
Although deep learning network has achieved excellent results in image similarity learning, there are still some deficiencies. For example, the Two-branch network is limited by the amount of data without weight sharing in [21] , [22] . In [15] , [17] , [19] , [20] , [23] , deep learning network is relatively single in extracting feature information, which is not enough to accurately describe image content information. This can cause poor similarity in learning problems. Therefore, our research aims to improve the diversity of network extraction features and improve the method of network extraction features through data augmentation and different resolution feature fusion, to enhance the network learning image similarity.
Given the above considerations, three different multifeature fusion network are designed by multi-feature fusion methods based on the network structure characteristics of Two-branch network and Two-channel network. Network learning image similarity is enhanced by multi-feature fusion. In particular, we consider the problems that the network learning efficiency is low due to insufficient data volume, and the extraction of feature information is too single to describe the image feature information accurately. In our proposed paper, the network extraction feature diversity has been improved through data augmentation and multifeature fusion. Comparative experiments on self-collected XPU dataset and TLL [27] dataset show that our proposed method increased the data augmentation and multi-feature fusion. Moreover, it enhances the network learning ability and model generalization ability. The multi-feature fusionnetwork has strong adaptability when the data size is limited.
The contributions of the proposed paper are summarized as follows:
(1)Three different Multi-feature fusion networks are designed to improve the diversity of network extraction feature by extracting different features. The training network input adopts the same data multi-input method to achieve data augmentation and improve network training adaptability.
(2) Our proposed method designs left and right branches network of Two-branch network as weight sharing of multifeature fusion network structure. This would significantly reduce the design parameter and accelerate the network training and to prevent over-fitting when the data size is sufficient. Furthermore, the adaptability of the network is improved.
(3) To improve the complexity of network training caused by multi-feature fusion, we compare the performance of different loss functions and optimization algorithms. Based on the performance comparison, we conclude that our proposed method can quickly converge and obtain the optimization model.
The remainder of this paper is organized as follows. Section II presents the design of the network structure, objective function and optimization algorithm of our proposed method. The discussion of the experimental setup, the dataset used and results are presented in section III. Finally, section IV concludes this paper.
II. THE PROPOSED METHOD A. OUR NETWORK STRUCTURE DESIGN
This section presents the universal principle of network structure design based on the feature that can be learned directly by CNN, the structures of Two-branch network and Twochannel network are designed respectively by multi-branch network structure and two-channel image input. Given that, Two-branch network relies on dataset size without weight sharing, and the two-channel image fusion features extracted by Two-channel network, which leads to low image similarity learning efficiency. The three multi-feature fusion network are designed to increase the data augmentation and to improve multi-feature fusion for similarity learning efficiency, as shown in Figure 1 .
The Figure 1 presents the design of the left and right branches of Two-branch network as weight sharing. It can effectively avoid over-fitting of network training and speed up the network training that consequently improves the adaptability of network training. The two-channel network is designed as two-channel image input to extract two-channel image fusion features and speed up the network training. This improved the efficiency of the similarity learning network when considering the influences of the single-channel image feature extracted by the Two-branch network and the twochannel image fusion feature extracted by the Two-channel network. We use three different fusion strategies to fuse the extracted different features effectively. Finally, the three fusion features are directly inputted into the fully connected layer for similarity learning after fusion.
According to the description of Figure 1 , we can divide the three multi-feature fusion network frameworks into the three feature fusion network and similarity learning network, as shown in Figure 2 . In the feature fusion network, the improved Two-branch network and Two-channel network use the same data input for training inputto enhance the effect of data. Depending on the Two-branch network and the Two-channel network extraction feature, the following three different fusion strategies are used to achieve multi-feature fusion.
Our model-1: The different single-channel image features extracted from the two improved Two-branch networks are fused to compensate for information loss caused by different single-channel image feature extraction, so as to improve the feature diversity of the network extraction single-channel image. The right and left branches of the Two-branch network are designed as weight sharing to prevent over-fitting of network training and improve network training adaptability.
Our model-2: The Two-channel network and Two-branch network with weight sharing are combined by the feature merge layer to extract multi-resolution fusion features (single-channel image features and two-channel image features). Fusing different resolution features considers the detailed feature information on different resolution images, and compensates for information loss caused by different resolution feature extraction, which improves the reliability of the fusion feature and learning efficiency of image similarity.
Our model-3: The two sets of Two-channel networks are combined through the feature merge layer, or the Two-branch network without weight sharing is designed as a two-channel image input. By fusing different two-channel image features extracted by the left and right branch networks, information loss in the process of extracting features from the left and right branch networks is complemented, thereby improving the reliability of the extracted two-channel image fusion features.
The feature fusion network makes up for the information loss caused by the feature extraction process of different branch networks through multi-feature fusion and improves the reliability of the fusion features.Therefore, different fusion features directly input into the similarity learning network for similarity learning, which is beneficial to improve the efficiency of similarity learning. Its network structure is designed as a three-layer full connection layer and Softmax classifier. Meanwhile, the fusion feature similarity is measured by the fully connected layer, and the input image pairs are then outputted with a value of 1 or −1 to determine whether they match.
B. OBJECTIVE FUNCTION
In the study of image similarity learning, the annotation methods of network training data are as follows: if the two pictures are true positive, the output label is 1, and the false negative is marked as −1, and its annotation method can determine whether the two images match instead of the similarity value. Therefore, image similarity learning can be considered as a classification problem. When constructing a deep learning model for compilation, it is usually necessary to specify loss function that can optimize the model. The design of the loss function can directly determine the performance of the optimization algorithm and even determines whether the model can converge. In the classification algorithm, the objective function is expressed as the sum of the loss term and the regular term, as in the following form:
where L(m i (w)) is the loss term; R(w) is the regular term. The common loss function curve obtained in classification algorithms is shown in Figure 3 . When the network is trained, the structure of the network is constant and the layers are directly connected. Different loss functions do not affect the multi-point forward concentration of error transmission. Although, the loss function measures the error between the predictive value and the real value of the model. If the predicted value is closer to the true value, the model can converge. Therefore, the choice of loss function plays a key role in the efficiency of network learning and to generalize the model. The proposed paper considered the used of Hinge loss function.
1) OUR MULTI-FEATURE FUSION NETWORK OBJECTIVE FUNCTION
In the comparison experiment of network structure design feasibility, we adopted the Hinge loss function and the L2 regularization term:
where w is the weight of the neural network; o net i is the output of the ith training sample; data label y i ∈{−1, 1}(1 and −1 represent true positives and false negatives respectively. The input image pair is true positives when y i = 1, and it is false negatives when y i = −1). The advantages of the loss function are to improve the training efficiency and the reduction of the dependence of the number of training samples. L2 is a regularization term to reduce the complexity of the model.
C. OPTIMIZATION ALGORITHM
The optimization algorithm is to minimize (or maximize) the loss function by improving the training method. The common algorithms used in deep learning network to optimize the training data are fixed learning rate optimization (SGD) and adaptive optimization (AdaDelta, Adam, and Nadam). The proposed multi-feature fusion network is to increase the complexity of the network structure which consequently improves the diversity of the extraction feature. This can increase the complexity of the computation of network training. Therefore, we select the best optimization algorithm that learnt the network accurately and converged quickly when constructing our proposed model. Moreover, the selected optimization algorithm should have the provision to adjust the internal parameters to minimize the training loss further. Furthermore, the robustness of different optimization algorithms is verified before the decision to selection. Hence, multi-feature fusion network training is enhanced due to the right selection of the optimization algorithm.
III. EXPERIMENT
Three sets of comparative experiments have been conducted to evaluate the reliability of the model by using the network learning ability and the generalization ability as indicators. Firstly, the XPU dataset and TLL dataset are utilized in the experiments. Then the superiority of our multi-feature fusion network structure and the network training adaptability of the model with different proportional data quantities are demonstrated respectively. Finally, the influence of loss function and optimization algorithm on the complex network training is analyzed. This section can provide details explanation of our proposed method based on the experimental results. Evaluation metric: Our proposed model network is evaluated based on the models network learning ability (i.e., model convergence speed, network training and loss size); model generalization ability (the proximity of network training effects to predictions on unknown data) and the adaptability of the network with different datasets (the requirements of network training for the size of training dataset) through training accuracy, prediction accuracy, curve change, and test accuracy.
A. DATASETS 1) XPU DATASET
The network training used based on XPU dataset is composed of self-collected 16800 pictures, and the image dataset is often used for chip card slot for fault detection. In this paper, two single-channel images are combined into a twochannel image to form a dataset of image pairs, which is used for image similarity learning research. The sample of dataset image pairs is shown in Figure 4 . The division information for the network training set and test set is shown in Table 2 . VOLUME 7, 2019 FIGURE 5. The sample graphs of Totally-Looks-Like dataset. The rich feature set employed by humans in similarity judgments is implicit in these pairs of images, including pairs of images out of (but not limited to) patterns, scenes, objects, animals, and faces across various modalities (cartoon, sketch, natural images). 
2) TOTALLY-LOOKS-LIKE(TLL)DATASET
Let consider an entertaining website, which hosts 6016 pairs of images that are visually considered very similar. These images are of sufficient diversity and complexity for humans. The sample graphs of the original images on the TTL dataset are shown in Figure 5 .
According to the data augmentation for similarity learning method, we first normalize 12032 images on the TLL dataset (the original image size of 200 * 245 is processed into the size of 192 * 192). Then, each of the two images after normalization is longitudinally concatenated (each size of 192 * 192 image is concatenated into the size of 192 * 384), and 12032 pairs of images are obtained after concatenation. The sample graphs of the processed TLL data set are shown in Figure 5 . Finally, the dataset is re-divided, and the division information is shown in Table 3 . The ratio of true positives (labeled 1) to false negatives (labeled -1) pairs of images is 1:1. The implicit image feature information on the TLL dataset is more abundant than the XPU dataset as seen from Figure 6 .
B. RESULTS

1) RESULT ON THE XPU DATASET
In this section, the effectiveness of the network is verified in all respects. In order to evaluate the performance of each network model fairly, a comparative experiment is conducted to test the model with the consistent condition of the parameters setting, for the purposed to demonstrate the reliability of our multi-feature fusion network. The experimental results are analyzed based on the data in Table 4 and the nature of the curve shown in Figure 7 .
Details training parameters: The network structure and parameter settings are shown in Figure 1 and Figure 2 , the learning rate is set to 0.001 and weight attenuation λ = 0.005. The network training epoch is 10, the loss function adopts Hinge loss function, and the optimization algorithm uses Adam.
According to the data comparison in Table 4 and Figure 7 , our multi-feature fusion network has the following advantages:
(1) Quick convergence: From the trend of the training accuracy curve shown in Figure 7 (a), compared with other models, the curves of our proposed model-2 and model-3 converge quickly when epoch=2.
(2) Strong network learning ability: As can be seen from the curve shown in Figure 7 (a), our proposed model-2 and model-3 converge quickly and reach a larger value. The curve gradually tends to smooth (the training loss is close to zero).
(3) The strong generalization ability of the model: As can be seen from Figure 7 , the nature of the curve for training accuracy rate and the prediction accuracy of our proposed model-2 and model-3 are the same, and the test accuracy rate is close to the network training accuracy.
Compared with model-1 and model-3, model-2 fuses features of different resolutions (single-channel image features and two-channel image features), considers detailed feature information of different resolutions, and utilizes complementary feature information between images to improve the reliability of fusion features, which makes the learning efficiency of similarity good.
In the network training, the impact of dataset size on network training adaptability is demonstrated, and the effectiveness of the Two-branch network designed for left and right branches weight sharing is verified. We conduct network training on equal division (25%, 50%, 75%, 100%) division of training dataset.
The curve in Figure 8 shows that the left and right branches of Two-branch network have several network training parameters without the weight sharing, and the over-fitting occurs when the 25% training dataset is used for network training. Then, combined with table 4, we can see that the accuracy of our proposed model-1 is not significantly improved compared with Two-branch network. However, since the adaptability of the weight sharing network is improved, the reliability of the network can be guaranteed when the training dataset size is limited. Compared with Two-branch network and Twochannel network, our proposed multi-feature fusion network has strong network learning ability and model generalization ability with different proportions of the training dataset. Meanwhile, the network has good training adaptability.
2) RESULT ON THE TLL DATASET
This section presents the experimental details procedure carried out to conduct the experiments. The experiments are performed on the TLL dataset that has to reach abundant feature information. The performance of our proposed multifeature fusion network is demonstrated to verifythe impact of different training datasets on the effect of network training. The validation set is divided to ensure the training details that are consistent with section III (1) . The experimental results are analyzed based on the data in Table 5 and the nature of the curve change presented in Figure 9 .
Let consider the data in Table 5 , the input image size in the network training has a direct influence on the network training time. The larger the data image size is, the longer the training time it takes. After comparison with table 4, the ratio of the image size of the XPU to that of TLL dataset determined the time ratio used by the corresponding network training (i.e., approximately 1:1). The Figure 9 shows that our multi-feature fusion network has several advantages in network learning ability and model generalization ability. When compared the results of TTL and XPU dataset, the result on the XPU dataset improves the overall performance of the network. It can be seen that the richer the training dataset for the image features, the better the network training effect.
C. THE INFLUENCE OF LOSS FUNCTION ON NETWORK LEARNING EFFICIENCY
Our multi-feature fusion network is utilized to test different loss functions that demonstrate the impact of loss function on complex network learning efficiency and model generalization ability. Our model-2 network structure is utilized in the comparative experiment, and the XPU dataset is used in the network training. Except for loss function, the other training details are unchanged. The experimental results are analyzed based on the data in Table 6 and the nature of the curve is shown in Figure 10 . Table 6 presents the performance comparison of our model-2 with different loss functions. From Table 6 , the network learning efficiency is different with different loss functions. The loss functions of MSE, Hinge and Kullback-Leibler diverge, but the network learning speed is faster. By considering Figure 10(a) , the training accuracy of different loss functions varies greatly when epoch=1 (the training loss size is different), but the model converges quickly, and the curve has a smooth change when epoch=2. Similarly, if we considered the curve change of Figure 10 (b),it shows that there are significant differences in the network prediction accuracy with different loss functions. The partial curve has a vibration phenomenon that indicates different loss functions have a particular influence on the generalization ability of the model. In summary, the network learning efficiency caused by the selection of different loss functions is different from the same network structure and has a positive influence on the model generalization ability. However, when the network structure changes, the experimental results will change accordingly.
D. THE EFFECT OF OPTIMIZATION ALGORITHM ON NETWORK TRAINING
The computational complexity is increased with increasing the complexity of the network structure. To make the model converge quickly, we test the convergence effect of network training by selecting different optimization algorithms. Our model-2 network structure is utilized in the comparative experiment, and the XPU dataset is used in the network training. Except for the optimization algorithm, the other training details are unchanged. The experimental results are analyzed based on the data in Table 7 and the nature of the curve in Figure 11 .
Let consider the data in Table 7 and Figure 11 , the SGD optimization algorithm has a fast network training speed with less accuracy. Compared to the SGD optimization algorithm, the adaptive optimization algorithm model has a fast convergence speed, but in the later stage of the optimization, the RMSprop and Adadelta optimization algorithms often appear repeatedly vibration, and the optimization effect is slightly attenuated. The optimization algorithms of Adam, Adamax, and Nadam make the model convergence better. Overall, in our multi-feature fusion network training optimization, Adam optimization algorithm makes the network training speed fast, and the optimization effect is slightly better than other adaptive optimization algorithms. However, each optimization algorithm has its advantages. The optimization algorithm is selected according to the task to be solved.
IV. CONCLUSION
In this paper, three different multi-feature fusion networks are proposed by data augmentation and multi-feature fusion. The three network structure design schemes are to extract different features through Two-branch and Two-channel networks, and then feature fusion is performed by three different fusion strategies. Finally, the fusion features input directly into the fully connected layer for image similarity learning. To solve the insufficient network learning caused by limited data volume, we adopt the same data multi-input method for network input. Because the single network extraction feature information will lead to low image similarity learning efficiency, we use multi-feature fusion to enhance network extraction feature diversity. Moreover, the designed model-2 takes into account the detailed feature information of different resolutions, and compensates for information loss caused by the single-resolution image features. Compared with other experiments, the three different resolution feature extraction networks designed by our proposed method have strong network learning ability and model generalization ability. In addition, it maintains strong network training adaptability when the data volume is limited.
The three different multi-feature fusion networks designed by our proposed method can improve the diversity of network extraction features. However, it increases the complexity of the network structure. This consequently increases the computational complexity of the network training. Therefore, the network structure is optimized by comparing different loss functions and optimization algorithms in this paper. Moreover, we introduce the method of separating the feature network. The test phase in [17] is employed to learn image similarity to avoid the repeated computation of feature extraction. In summary, the data augmentation and multi-feature fusion effectively improve the network learning ability and model generalization ability. Furthermore, the proposed method is of considerable significance to the application design of the artificial neural network structure, model optimization, pedestrian re-identification [28] , and behavior recognition [29] .
