In this article, we apply two mathematical tools, namely the first integral method and the rational (G /G)-expansion method to construct the exact solutions with parameters of the nonlinear Biswas-Milovic equation with dual-power law nonlinearity. When these parameters take special values, the solitary wave solutions are derived from the exact solutions. We compare between the results yielding from these integration tools. A comparison between our results in this paper and the well-known results is also given.
Introduction
In the recent years, investigations of exact solutions to nonlinear partial differential equations (PDEs) play an important role in the study of nonlinear physical phenomena such as fluid mechanics, hydrodynamics, optics, plasma physics, solid state physics, biology and so on. Several methods for finding the exact solutions to nonlinear equations in mathematical physics have been presented, such as the inverse scattering method [1] , the Hirota bilinear transform method [2] , the truncated Painlevé expansion method [3] [4] [5] [6] , the Bäcklund transform method [7, 8] , the exp-function method [9] [10] [11] , the tanhfunction method [12, 13] , the Jacobi elliptic function expansion method [14] [15] [16] [17] [18] , the (G /G)-expansion method [19] [20] [21] [22] [23] [24] [25] , the modified (G /G)-expansion method [26] , the (G /G, 1/G)-expansion method [27] [28] [29] [30] , the modified simple equation method [11, [31] [32] [33] , the multiple expfunction algorithm method [34, 35] , the transformed rational function method [36] , the local fractional series expansion method [37] , the first integral method [38] [39] [40] , the generalized Riccati equation mapping method [17, 18, 41, 42] , the soliton ansatz method [11, 33, [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] , the new ansatz method [55, 56] , the complex amplitude ansatz method [57, 58] , the variational method [59, 60] , the extended trail equation method [61] , the Lie symmetry analysis [62, 63] , the F -expansion method [64] , the method of undetermined coefficient [65] and so on.
The objective of this article is to use two mathematical tools, namely the first integral method and the rational (G /G) -expansion method to find the exact solutions and the solitary wave solutions of the Biswas-Milovic equation [66] [67] [68] [69] : * corresponding author; e-mail: eme_zayed@yahoo.com i (q m ) t + a(q m ) xx + bF |q| 2 q m = 0, (1.1)
where q(x, t) is a complex valued function. The coefficients a and b represent the group-velocity dispersion and nonlinearity, respectively. The function F |q| 2 q is considered to be j-times continuously differentiable, e.g.
The independent variables x and t represent the spatial and temporal variables, respectively. The nonlinearity parameter m 1 makes Eq. (1.1) a generalized version of the nonlinear Schrödinger equation (NLSE). If m = 1, then Eq. (1.1) collapses to NLSE that arises in nonlinear optics, fluid mechanics, plasma physics, and several other areas. In this paper, we consider the case F (u) = u n + ku 2n , (
3) where the parameter n indicates the power law nonlinearity, while k is the coefficient of the nonlinear term. The restriction 0 < n < 2 is considered to avoid soliton collapse and in particular n = 2 in order to eliminate self-focusing singularity in nonlinear optics [70] . Now, Eq. (1.1) reduces to the Biswas-Milovic equation with dual-power law nonlinearity
Equation (1.4) has been discussed in [66] using the soliton perturbation theory, in [67] using the extended tanhfunction method, in [68] using the generalized Kudryashov method and in [69] using a special kind of (G /G)-expansion method, where its exact solutions have been presented. This article is organized as follows. In Sect. 2, the description of the first integral method is given. In Sect. 3, the description of the rational (G /G)-expansion method is obtained. In Sect. 4, we apply these two methods to construct the exact solutions and the solitary wave solutions of Eq. (1.4). In Sect. 5, some conclusions are illustrated.
Description of the first integral method
Feng [71] has presented this method originally, which is based on the ring theory of commutative algebra. The main steps [38] [39] [40] 71] of this method are summarized as follows:
Step 1. Consider a general PDE in the form F (u, u x , u t , u xx , u tt , u xt , . . .) = 0, (2.1) where F is a polynomial in u = u(x, t) and its partial derivatives. We use the wave transformation u(x, t) = U (ξ), ξ = kx + ωt, (2.2) to reduce Eq. (2.1) to the following ordinary differential equation (ODE):
3) where k, ω are constants and H is a polynomial in U = U (ξ), while its total derivatives, = d/ dξ.
Step 2. Assume that the solution of Eq. (2.3) has the form
4) and introduce a new independent variable
Step 3. From (2.4) and (2.5), Eq. (2.3) can be converted into a system of nonlinear ODEs
6) where F 1 is a polynomial in X (ξ) and Y (ξ).
If we can find the integrals to Eqs. (2.6), then the general solutions to Eqs. (2.6) can be found directly. However, in general, it is difficult for us to realize this even for one first integral, because for a given plane autonomous system, there is no systematic theory that can tell us how to find its first integrals, or there is no a logical way for telling us what these first integrals are. We will apply the so-called Division Theorem to obtain one first integral to Eqs. (2.6) which reduces Eq. (2.3) to a first integral ODE. Exact solutions to Eq. (2.1) are then obtained by solving this equation.
Division Theorem [72, 73] : Suppose that P (ω, z) and
Description of the rational (G /G)-expansion method
The main steps of the rational (G /G)-expansion method used in our paper can be found in [74] which are different from that obtained in [19] [20] [21] [22] [23] [24] [25] , describing as follows:
Step 1. We consider Eqs. (2.1)-(2.3) of Sect. 2.
Step 2. We assume that the formal solution of the ODE (2.3) can be written in the following new rational form:
where
2) where λ 1 and µ 1 are constants. It is easy to see that
3) Taking into consideration (3.1), we obtain
and similar for higher order differentiation terms.
Step 3. Under the terms of the given method, we suppose that the solution of Eq. (2.3) can be written in the following form:
To calculate the values m and n in (3.6) that is the pole order for the general solution of Eq. (2.3), we progress conformably as in the classical Kudryashov method on balancing the highest order nonlinear terms and the highest order derivatives of U (ξ) in Eq. (2.3) and we can determine a formula of m and n. We can receive some values of m and n.
Step 4. We substitute (3.1) into Eq. (2.3) to get a polynomial R(Q) of Q and equate all the coefficients of Q i (i = 0, 1, 2, . . .) to zero, to yield a system of algebraic equations for a i (i = 0, 1, . . . , n) and b j (j = 0, 1, . . . , m).
Step 5. We solve the algebraic equations obtained in Step 4 using Mathematica or Maple, to get k, λ, λ 1 , µ 1 and the coefficients of a i (i = 0, 1, . . . , n) and b j (j = 0, 1, . . . , m).
Step 6. It is well known [22] that the ratio (G /G) has the following forms: if λ
where c 1 and c 2 are arbitrary constants.
Step 7. We substitute the values a i , b j , k, λ, λ 1 and µ 1 as well as the ratios (3.7)-(3.9) into (3.1) along with (2.2), we have the hyperbolic, trigonometric and rational function solutions of Eq. (2.1).
Mathematical analysis
In order to apply the first integral method and the rational (G /G)-expansion method for finding the exact solutions of Eq. (1.4), we first suppose that the solution of Eq. (1.4) can be written in the complex form
1) where λ, k 1 and ω are constants.
Substituting (4.1) into Eq. (1.4) and equating the real part and the imaginary part to zero, we get
, we have the balance number
which is non-integer. In this case, we take into consideration the transformation 
On solving Eq. (1.4) using the first integral method
In this subsection, we apply the first integral method [73] to solve Eq. (1.4). To this aim, we set
and hence Eq. (4.6) reduces to
, where τ is a new variable, then we have
Now, we deduce that
According to the first integral method, we assume that X(τ ) and Y (τ ) are nontrivial solutions of (4.1.6), and
where a i (X) (i = 0, 1, . . . , M ) are polynomials in X (τ ) and a i (X) = 0. Due to the Division Theorem, there ex-
Let us now discuss the following cases.
In this case, we deduce that
(4.1.10) Equating the coefficients of Y i (i = 2, 1, 0) on both sides of (4.1.10), we get
1.12)
(4.1.13) From (4.1.11), we have
1.14) where c 1 is a constant. Choose
then a 1 (X) is a constant. For simplicity, we take a 1 (X) = 1. Balancing the degrees of h (X) and a 0 (X), Substituting (4.1.16) and (4.1.17) into (4.1.12) and equating the coefficients of powers of X (τ ) on both sides of Eq. (4.1.12), we obtain
Consequently, (4.1.16) becomes
Substituting (4.1.17) and (4.1.18) into (4.1.13) and equating the coefficients of powers of X (τ ) on both sides of Eq. (4.1.13), we obtain a system of algebraic equations
m + 2n 2n ,
Since m = 2n, and by solving algebraic equations (4.1.19), we get the results
provided that abk < 0. Now, (4.1.17) reduces to
From (4.1.1), (4.1.9) and (4.1.21), we deduce that
In order to solve Eq. (4.1.22), we refer to the Bernoulli equation 
(4.1.27)
The constraint conditions for the existence of the soliton solutions (4.1.25)-(4.1.27) are k < 0 and ab > 0.
Note that the solutions (4.1.25) and (4.1.26) are equivalent to that obtained in [67, 68] using different methods, but the solution (4.1.27) is new.
Case 2. M = 2.
In this case, we deduce from (4.1.7) and (4.1.8) that
(4.1.29) Equating the coefficients of Y i (i = 3, 2, 1, 0) on both sides of (4.1.29), we have then a 2 (X) is a constant. For simplicity, we take a 2 (X) = 1. Balancing the degrees of a 0 (X) , a 1 (X) and h (X), we conclude that deg (h (X)) = deg (a 1 (X)) = 2, and deg (a 0 (X)) = 4 only. Therefore, we assume that
1.38) where C i , B i (i = 0, 1, 2) and A j (j = 0, 1, . . . , 4) are arbitrary constants, such that C 2 = 0, B 2 and A 4 = 0. Now, (4.1.31) reduces to m 2n
Equating the coefficients of powers of X (τ ) on both sides of Eq. (4.1.39), we obtain
Consequently, (4.1.36) becomes
Also, (4.1.32) reduces to m n
Equating the coefficients of powers of X (τ ) on both sides of Eq. (4.1.41), we have
Consequently, (4.1.38) becomes a 0 (X) = 33 ) and equating the coefficients of powers of X (τ ) on both sides of Eq. (4.1.13), we obtain a system of algebraic equations, which can be solved to get the results
, ω = amk
On solving Eq. (3.1.24), we have
It is easy to show that a 2 1 − 4a 0 = 0, and consequently, we have
(4.1.46)
From (4.1.1) and (4.1.46), we deduce that 
and consequently,
Substituting (4.2.2)-(4.2.4) into (4.6), collecting the coefficients of each power of Q i , (i = 0, 1, . . . , 8) and setting each of the coefficients to zero, we get a system of algebraic equations, which can be solved using the Maple, to get the following sets:
Set 1
From (4.5),(4.1),(3.7) and using (4.2.6), we have the hyperbolic solution of Eq. (1.4):
where ξ = x − 2amk 1 t and λ 
which is equivalent to the dark soliton solution (4. 
which is equivalent to the singular soliton solution (4. 
which is equivalent to the rational solution (4.1.27). The constraint conditions for the existence of the soliton solutions (4.2.8)-(4.2.10) are k < 0 and ab > 0. Set 2
From (4.5),(4.1),(3.7) and using (4.2.12), we have the hyperbolic solution of Eq. (1.4):
If c 1 = 0, c 2 = 0, then we have the singular soliton solution of Eq. (1.4): 
. 
λ1ξ +c2 cosh 
The constraint conditions for the existence of the soliton solutions (4.2.18)-(4.2.20) are k < 0 and ab > 0. Set 4 
λ1ξ +c2 cosh λ1ξ +c2 sinh 
The constraint conditions for the existence of the soliton solutions (4.2.23)-(4.2.26) are k > 0 and ab < 0. Set 5 2.27) provided that abk < 0. 
