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Abstract 
As image enhancement is the main issue for biomedical image diagnosis, the aim of this paper is to present a 
method to enhance the biomedical images. In this paper, a combination of wavelets is used for the same. In the 
method after applying SIFT(Scale Invariant Feature Transforms)  algorithm on the image the first wavelet D’Mayer 
is applied, then image is extracted and the second wavelet Coieflet is applied on the image. The results of the 
proposed method have been compared with other wavelets on the basis of different metrics like PSNR (Peak signal 
to noise ratio) and Beta coefficient and it has been found that the proposed method provides better results than the 
other methods. 
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1. Introduction 
Image enhancement is designed to improve the picture quality of an image. Various methods like Filtering, Wavelet 
Transformation and Soft Computing techniques are used for biomedical image enhancement. Filtering is the process 
of removing unwanted components from a signal. As non-linear filters like Median filters [9], Wiener filters [15] 
provide better results by providing better edge preservation and good PSNR values so these are mostly used for 
biomedical image denoising. Various other filters like unsharp masking [12], digital unsharp masking [7] and spatial 
band pass filtering [13] have also been used for the contrast enhancement of mammographic images. Soft computing 
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techniques are applied to match the spectra to the type of problem [11]. Some of the soft computing techniques 
include Neural Networks, Fuzzy Logic and Genetic Algorithm. Use of Neural networks for the contrast 
enhancement of images that includes colored images like stained media for TB bacilli has been proved an important 
tool for diagnostic purpose as the visibility is increased [2]. Fuzzy filters are also capable of dealing with the images 
that are highly affected due to noise [10]. Fuzzy Logic is constructive for image enhancement, image segmentation, 
image classification and thresholding value selection. Genetic Algorithm is a technique of breeding computer 
programs and solutions to optimization by taking simulated evolution that helps in contrast enhancement and 
evaluating detailed structure of image [5].  
 2. Biomedical Image Denoising using Wavelets 
The main advantage of Wavelet transform is that it is capable of proving localization in space as well as frequency 
domains. The wavelet transform is more reliable and it can provide the exceptional information for dissimilar 
resolutions [14]. The use of non-linear mapping functions derived for projecting a set of discrete wavelet transform 
(DWT) provides better enhancement in medical images in comparison to fast Fourier transform (FFT) and the 
conventional wavelet based methods [4]. On the other hand, a multiwavelet system enhance the image by 
simultaneously providing perfect reconstruction while preserving length (orthogonality), good performance at the 
boundaries (via linear-phase symmetry) and a high order of approximation (vanishing moments)  [6].  
3. Proposed method 
In the proposed method, a combination of wavelets has been used for medical image enhancement. After applying 
SIFT algorithm, first wavelet D’Mayer is applied on the image. Then image boundaries are extracted and the second 
wavelet Coieflet is applied on the image. Figure 1 shows the flowchart of the image enhancement using the 
proposed 2-D wavelet coefficient mapping. The flowchart of proposed method is 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Fig. 1. Flowchart of proposed method 
Step1: The SIFT algorithm is used for key point selection. SIFT improves the key points and throws out the bad 
ones i.e. the filtering and localization of the key points. It creates the descriptor using histograms of orientations. 
SIFT finds the scale space extrema, key point, localization, orientation assignment, key point descriptor [3]. After 
applying SIFT algorithm the results are shown in figure 2  
 
 
 
 
Fig. 2. Key points after applying SIFT algorithm 
Step2: On the resulting images of SIFT algorithm, the D’Mayer wavelet transformation is applied. The images after 
D’Mayer wavelet transformation is shown in figure 3 
Start
          Upload image 
          Key point selection using SIFT algorithm 
Apply D’Mayer  wavelet on the image 
Extract the image boundaries
Apply Coieflet   wavelet on the extracted image 
Calculate PSNR and BETA values for the extracted image 
Compare the results with other wavelets 
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Fig. 3. Results after applying D’Mayer algorithm 
Step3: The resulting image boundaries are extracted after applying D’Mayer wavelet transformations shown in 
figure 4 
            
 
 
Fig.4 
 
Step 4: After extracting the image the second wavelet Coieflet is applied on the image. The resulting images are 
shown in figure 5. 
 
 
 
 
 
 
Fig.5 Resulting images 
4. Metrics for Comparison 
The table describe comparison of different metrics like PSNR and Beta values with the other wavelets for extracted 
images. PSNR is the ratio between the maximum possible power of a signal and the power of corrupting  noise that 
affects the reliability of its representation [8]. PSNR is described as                        
                                             PSNR = 10 log10 ( =20 log10 ( )                                                         (1) 
The beta metric is used as edge preservation measure in the filtered image [1] 
                       β = ;  (I1,I2)=                                                       (2) 
where ∆I and ∆Î represent the high pass filtered version of original image I(i,j) and its denoising version Î(i,j).  
and are the mean intensities of ∆I and ∆Î respectively. An increasing  indicates a better image quality. 
5. Experimental Results 
The proposed method is applied on various high quality ultrasound images and results are shown in the tabular form. 
Various images particularly Heart, Liver, Kidney and Brain images are selected as shown in figure 6 
                                                                 
Fig. 6:Standard images of Heart,Brain,Kidney and liver used in the proposed method 
The comparision of the proposed method with the other existing wavelets like Coieflet, Daabuchiee, D’ Mayer, 
Symlet for different images like Heart, Brain, Kidney and Liver for average value of ten iterations has been given in 
the below tables as under 
Table 1:  Different values of PSNR and BETA coefficient for Brain      
Noise 
variance 
D’ Mayer 
PSNR          BETA 
Coieflet 
PSNR          BETA 
Symlet 
PSNR          BETA 
Daabuchiee 
PSNR         BETA 
Proposed method 
PSNR         BETA 
10 55.7151 1.1079 55.7156 1.1046 55.7156 1.1391 55.7152 1.1178 83.5727 2.1088 
20 55.6795 1.1054 55.6895 1.1107 55.6894 1.1315 55.6797 1.1284 83.5284 2.1432 
30 55.6658 1.151 55.6768 1.0826 55.6769 1.0924 55.6657 1.0861 83.4988 2.1409 
40 55.6885 1.1515 55.6994 1.1335 55.6994 1.1278 55.6887 1.1611 83.5329 2.1141 
50 55.6647 1.1158 55.6774 1.1194 55.6774 1.1235 55.6649 1.0935 83.4971 2.1375 
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Table 2: Different values of PSNR and BETA coefficient for Kidney 
 
Table 3:Different values of PSNR and BETA coefficient for liver  
  
Table 4: Different values of PSNR and BETA coefficient for Heart 
 
6. Conclusion 
In this paper, a comparative study of the performance of different wavelets with the proposed method has been 
presented. The PSNR value and the BETA coefficient for different wavelets like Symlet, Daabuchiee, Coieflet and 
D’Mayer are compared with the proposed method and it has been found that the proposed method provides better 
results than other wavelets. Four biomedical images brain, kidney, heart and liver have been considered and the 
results are obtained by providing different noise levels. As the proposed method yields better value of Beta, which 
demonstrates clearer boundary or edge values of the biomedical images that are affected due to noise or other 
factors. 
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