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Abstract—Dimension-varying linear systems are investigated.
First, a dimension-free state space is proposed. A cross dimen-
sional distance is constructed to glue vectors of different dimen-
sions together to form a cross-dimensional topological space.
This distance leads to projections over different dimensional
Euclidean spaces and the corresponding linear systems on them,
which provide a connection among linear systems with different
dimensions. Based on these projections, an equivalence of vectors
and an equivalence of matrices over different dimensions are
proposed. It follows that the dynamics on quotient space is
obtained, which provides a proper model for cross-dimensional
systems. Finally, using lifts of dynamic systems on quotient space
to Euclidean spaces of different dimensions, a cross-dimensional
model is proposed to deal with the dynamics of dimension-varying
process of linear systems. On the cross-dimensional model a
control is designed to realize the transfer between models on
Euclidean spaces of different dimensions.
Index Terms—Dimension-varying linear (control) system,
dimension-free state space, s-system, quotient space, dimension
transient process.
I. PRELIMINARIES
Dimension-varying systems (DVSs) appear in various com-
plex systems. Roughly speaking, there are two different kinds
of DVSs. First kind of DVSs have continuously time-varying
dimensions. For example, (i) large-scale networks such as
internet, where users are joining and withdrawing from time
to time [22]; (ii) cellular networks, where cells are birthing
and dying any time [25]; modeling of biological systems [28],
[12], etc. are of this kind of DVSs. Second kind of DVSs
have “short periods” of time-varying process. Examples are
(i) docking, undocking, departure, and joining of spacecrafts
[29], [14], (ii) vehicle clutch system, etc. A classical way
to deal with dimension-varying systems is switching [29].
Recently, a development in optimal control of hybrid systems
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also involves state space and control space dimension changes,
where the control design is also based on switching [20], [21].
This approach ignores the dynamics of the system during the
dimension-varying process. It is obviously not applicable to
first kind of DVSs. Even for second kind of DVSs, the transient
period may be long enough so that the dynamics during this
process can not be ignored. For instance, automobile clutch
takes about 1 second to complete a connection or separation,
docking/undocking of spacecrafts takes even longer. Investi-
gating the dynamics and designing control for transient process
of dimension-varying systems can improve the performance of
mechanical or other systems.
To our best knowledge, there is no proper theory or
technique to model the dimension-varying dynamic process.
This paper attempts to explore the dynamic and control of
dimension-varying process. It is applicable to the first kind
of DVSs and the transient process of second kind of DVSs.
First of all, the dimension-free state space is introduced. A
hybrid vector space structure is posed to it, and an inner
product is obtained, which is then used to deduce norm
and distance of the state space. The distance makes vectors
of different dimensions (i.e., different dimensional Euclidean
spaces) into a connected topological space. As a consequence,
this connection also connected linear systems with state spaces
of different dimensions.
The cross-dimensional distance glues some vectors of dif-
ferent dimensions together (i.e., vectors with zero distance in-
between), which leads to an equivalence relation on the cross-
dimensional topological space. Based on this equivalence rela-
tion, a quotient space is obtained. Linear (control) systems on
quotient space is also defined and discussed. Finally, by lifting
dynamic systems on quotient space to different dimensional
Euclidean spaces, the dynamics for dimension-varying process
of cross-dimensional systems is modeled. Then a technique is
proposed to design a control to realize the required transient
process.
The rest of this paper is organized as follows: Section
2 proposes a dimension free state space. First, a pseudo-
vector space structure and a distance are proposed to make
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Euclidean spaces of different dimensions a path-wise con-
nected topological space. Then a projection among different
dimensional Euclidean spaces is discussed. Third, the vector
space projection is used to deduce a projection of linear
systems on different dimensional spaces. Section 3 considers
cross-dynamic linear dynamic systems. First, a general model
of dynamic systems on dimension free state space is discussed.
Then an equivalence relation on dimension free state space is
proposed. It is essentially deduced from the distance. an equiv-
alence of matrices of different dimensions is also proposed,
which is motivated by the projection of linear systems. Using
these two equivalences, the corresponding quotient space is
obtained, which is a standard vector space and Hausdarff
topological space. Then linear (control) systems on quotient
space are properly defined. In Section 4, by lifting a linear
system on quotient space to Euclidean spaces of different
dimensions, the dynamics of dimension-varying process of
linear control systems is modeled. A technique is proposed
to design required controls to realize the dimension transient
process. Finally, some examples are presented to illustrate the
proposed theory and related design technique.
Before ending this section we list some notations:
1) R: Field of real numbers;
2) Mm×n: set of m× n dimensional real matrices.
3) Col(A) (Row(A)): the set of columns (rows) of A;
Coli(A) (Rowi(A)): the i-th column (row) of A.
4) One-entry vector: 1n = [1, · · · , 1︸ ︷︷ ︸
n
]T .
5) One-entry matrix: 1n×n = [ai,j ] ∈Mn×n, where ai,j =
1, ∀i, j.
6) m∧n = gcd(m,n): The greatest common divisor of m
and n.
7) m ∨ n = lcm(m,n): The least common multiple of m
and n.
8) 〈x, y〉, x, y ∈ Rn: The standard inner product on Rn.
9) 〈x, y〉V , x, y ∈ V: The dimension-free inner product on
V .
10) ‖x‖, x ∈ Rn: The standard norm on Rn.
11) ‖x‖V : A norm on dimension-free vector space V , or an
operator norm of linear operators on V .
12) n: The first semi-tensor product (STP) of matrices.
13) ◦: The second semi-tensor product (STP) of matrices.
14) ~n: The first vector product (or MV-product ) of matrix
with vector.
15) ~◦: The second vector product of matrix with vector.
16)
±
(`): The left M-addition (M-subtraction) of matrices.
17) ~
±
(~` ): The left V-addition (V-subtraction) of vectors.
18) x↔ y: Vector equivalence (V-equivalence).
19) x¯: Vector equivalence class.
20) A ≈ B: Matrix equivalence (M-equivalence).
21) Aˆ: Matrix equivalence class.
II. DIMENSION FREE STATE SPACE
A. Vector Space Structure and Distance
Consider a dimension-varying dynamic system, its state
space should be a dimension free vector space. We construct
such a state space as follows:
V =
∞⋃
n=1
Vn, (1)
where Vn is an n-dimensional vector space. For simplicity,
we may identify Vn = Rn. A vector x ∈ V could be any
finite dimensional vector. A dynamic system with the state x(t)
evolving on V is called a cross-dimensional dynamic system.
As the state space of a dynamic system, V needs (i) a vector
space structure; and (ii) a topological structure.
Remark 2.1: Up to now, a standard way to deal with
dimension-varying system is to assume that the state space
is a disjoint union of finite Euclidean spaces [20]
H :=
k∐
i=1
Rni ,
where Rni , i = 1, · · · , k are considered as clopen components
of H . So the dimension-varying can happen only by switching
(or jumping) from one to another. Such a model is not available
to describe the dimension-varying process.
We first propose a vector space structure on V:
Definition 2.2: Let x, y ∈ V , say, x ∈ Vm and y ∈ Vn, and
t = m∨n. Then an addition of x and y, called the V-addition,
is defined as follows:
x ~
±
y :=
(
x⊗ 1t/m
)
+
(
y ⊗ 1t/n
) ∈ Vt. (2)
Correspondingly, the V-subtraction is defined as
x~`y := x ~
±
(−y). (3)
Recall that a set V with addition and scalar product on R is
a vector space if the following are satisfied: (1) x+y = y+x;
(2)(x+ y) + z = x+ (y+ z); (3) there exists a unique 0 ∈ V ,
such that x+0 = x, and for each x there is a unique −x such
that x+ (−x) = 0; (4) 1 ·x = x; (5) (ab)x = a(bx), a, b ∈ R;
(6) (a + b)x = ax + bx, a, b ∈ R; (7) a(x + y) = ax + ay,
a ∈ R.
If only the uniqueness of 0, and then the uniqueness of −x
for each x, is excluded, V is called a pseudo-vector space [1].
The following result is evident from one by one verification:
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Proposition 2.3: V with addition, subtraction defined by
(2) and (3) respectively, and conventional scalar product is
a pseudo-vector space.
Definition 2.4: Let x, y ∈ V , say, x ∈ Vm and y ∈ Vn, and
t = m∨n. The inner product of x and y is defined as follows:
〈x , y〉V :=
1
t
〈
x⊗ 1t/m , y ⊗ 1t/n
〉
. (4)
Using this inner product, we can define a norm on V .
Definition 2.5: The norm on V is defined as
‖x‖V :=
√
〈x , x〉V . (5)
Finally, we define a distance on V .
Definition 2.6: Let x, y ∈ V . The distance between x and
y is defined as
dV(x, y) := ‖x~`y‖V . (6)
Remark 2.7:
(i) Precisely speaking, in previous three definitions, the
inner product, the norm, and the distance should be
pseudo-inner product, pseudo-norm, and pseudo-distance.
Because the inner product does not satisfy: 〈x, x〉V =
0 ⇒ x = 0 is unique; correspondingly, the norm does
not satisfy: ‖x‖V = 0 ⇒ x = 0 is unique, and the
distance does not satisfy: dV(x, y) = 0 ⇒ x = y. For
statement ease, the “pseudo-” is omitted.
(ii) The metric topology deduced by the distance, denoted
by Td, makes (V, Td) a topological space [13].
A topological space X is a Hausdorff space if for any two
points x, y ∈ X there exist two open sets Ux and Uy , Ux ∩
Uy = ∅, such that x ∈ Ux and y ∈ Uy [13]. Unfortunately,
(V, Td) is not a Hausdorff space.
Proposition 2.8: (V, Td) is not a Hausdorff space.
Proof 2.9: Consider x and y = x ⊗ 1k, k > 1. Then
dV(x, y) = 0. So there is no open set Ux such that x ∈ Ux
but y 6∈ Ux.
Proposition 2.10: (V, Td) is a path-wise connected topolog-
ical space.
Proof 2.11: For any two points x, y ∈ V define a mapping
pi : I → V (where I = [0, 1] ⊂ R) as
pi(λ) := λx ~
±
(1− λ)y, λ ∈ I. (7)
Let O ⊂ V be an open set and O ∩ pi(I) 6= ∅. Then consider
any λ0 such that pi(λ0) ∈ O. Since
dV
(
(λx ~
±
(1− λ)y), (λ0x ~± (1− λ0)y)
)
≤ |λ− λ0| (‖x‖V + ‖y‖V) ,
as |λ− λ0| small enough, pi(λ) ∈ O. That is,
(λ0 − |λ− λ0|, λ0 + |λ− λ0|) ∈ pi−1(O),
which implies pi is continuous. It follows that V is path-wise
connected.
The above proposition shows that the distance dV glues
all Euclidean spaces Rn, n = 1, 2, · · · together to form the
dimension free state space V . This is a key point for further
discussion.
B. Projection From Vm To Vn
Definition 2.12: Let ξ ∈ Vm. The projection of ξ on Vn,
denoted by pimn (ξ), is defined as
pimn (ξ) := argminx∈Vn ‖ξ~`x‖V . (8)
Let m∨n = t and set α := t/m, β := t/n. Then the square
error is
∆ := ‖ξ~`x‖2V =
1
t
‖ξ ⊗ 1α − x⊗ 1β‖2.
Denote
ξ ⊗ 1α := (η1, η2, · · · , ηt)T ,
where
ηj = ξi, (i− 1)α+ 1 ≤ j ≤ iα; i = 1, · · · ,m.
Then
∆ =
1
t
n∑
i=1
β∑
j=1
(
η(i−1)β+j − xi
)2
(9)
Setting
∂∆
∂xi
= 0, i = 1, · · · , n
yields
xi =
1
β
 β∑
j=1
η(i−1)β+j
 , i = 1, · · · , n. (10)
That is, pimn (ξ) = x. Moreover, it is easy to verify that〈
ξ~`x, x
〉
V
= 0.
Summarizing the above argument, we have the following
result.
Proposition 2.13: Let ξ ∈ Vm. The projection of ξ on
Vn, denoted by x, is determined by (10). Moreover, ξ~`x is
orthogonal to x. That is,
[ξ − pimn (ξ)] ⊥ pimn (ξ), ξ ∈ Vm. (11)
Next, we try to find the matrix expression of pimn , denoted
by Πmn , such that
pimn (ξ) = Π
m
n ξ, ξ ∈ Vm. (12)
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Then, we have
η = ξ ⊗ 1α = (Im ⊗ 1α) ξ
x = 1β
(
In ⊗ 1Tβ
)
η
= 1β
(
In ⊗ 1Tβ
)
(Im ⊗ 1α) ξ.
Hence, we have
Πmn =
1
β
(
In ⊗ 1Tβ
)
(Im ⊗ 1α) . (13)
Using this structure, we can prove the following result.
Lemma 2.14:
1) Assume m ≥ n, then Πmn is of full row rank, and hence
Πmn (Π
m
n )
T is non-singular.
2) Assume m ≤ n, then Πmn is of full column rank, and
hence (Πmn )
TΠmn is non-singular.
Proof.
1) Assume m ≥ n: When m = n, Πmn (Πmn )T is an identity
matrix. So we assume m > n. Using the structure of
Πmn , defined by (13), it is easy to see that each row of
Πmn has at least two nonzero elements. Moreover, the
columns of nonzero elements of i-th row pressed the
columns of nonzero elements of j > i rows, except
j = i+ 1. In latter case, they may have one overlapped
column. Hence, Πmn is of full row rank. It follows that
Πmn (Π
m
n )
T is non-singular.
2) It follows from (13) that
Πnm =
β
α
(Πmn )
T
. (14)
The conclusion is obvious.
2
C. Projection of Linear Systems
Consider a linear system:
ξ(t+ 1) = Aξ(t), ξ(t) ∈ Rm. (15)
Our purpose is to find a matrix Api ∈Mn×n, such that the
the projective system of (15) on Rn is described as
x(t+ 1) = Apix(t), x(t) ∈ Rn. (16)
Of course, we want system (16) represents the evolution of the
projection pi(ξ(t)). That is, the “perfect” projective trajectory
should satisfy that
x(t) = pimn (ξ(t)). (17)
But it is, in general, not able to find such Api . So we try to
find a least square approximate system.
Plugging (17) into (16), we have
Πmn ξ(t+ 1) = ApiΠ
m
n ξ(t). (18)
Using (15) and noticing that ξ(t) is arbitrary, we have
Πmn A = ApiΠ
m
n . (19)
With the help of Lemma 2.14, the least square solution can
be obtained.
Proposition 2.15:
Api =
Πmn A(Πmn )T
(
Πmn (Π
m
n )
T
)−1
m ≥ n
Πmn A
(
(Πmn )
TΠmn
)−1
(Πmn )
T m < n.
(20)
Proof. Assume m ≥ n: Right multiplying both sides of (19)
by (Πmn )
T yields the first part of (20).
Assume m < n: We may search a solution with the
following form:
Api = A˜(Π
m
n )
T .
Then the least square solution of A˜ is
A˜ = Πmn A
(
(Πmn )
TΠmn
)−1
.
It follows that
Api = Π
m
n A
(
(Πmn )
TΠmn
)−1
(Πmn )
T ,
which is the second part of (20). 2
Definition 2.16: Let A ∈ Mm×m. A mapping pimn :
Mm×m →Mn×n is defined as
pimn (A) := Api, (21)
where Api is defined by (20).
Corollary 2.17: Consider a continuous linear system
ξ˙(t) = Aξ(t), ξ(t) ∈ Rm. (22)
Its least square approximated system is
x˙(t) = Apix(t), x(t) ∈ Rn, (23)
where Api is defined by (20).
Proof. Since ξ˙(t) ∈ Rm, the proof is exactly the same as the
one for system (16). 2
Similarly, we have the following results for linear control
systems.
Corollary 2.18:
1) Consider a discrete time linear control systemξ(t+ 1) = Aξ(t) +Bu, ξ(t) ∈ Rmy(t) = Cξ(t), y(t) ∈ Rp. (24)
Its least square approximated linear control system isx(t+ 1) = Apix(t) + Πmn Bu, x(t) ∈ Rny(t) = Cpix(t), (25)
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where Api is defined by (20), and
Cpi =
C(Πmn )T
(
Πmn (Π
m
n )
T
)−1
, m ≥ n
C
(
(Πmn )
TΠmn
)−1
(Πmn )
T , m < n.
(26)
2) Consider a continuous time linear control systemξ˙(t) = Aξ(t) +Bu, ξ(t) ∈ Rmy(t) = Cξ(t), y(t) ∈ Rp. (27)
Its least square approximated linear control system isx˙(t) = Apix(t) + Πmn Bu, x(t) ∈ Rny(t) = Cpix(t), y(t) ∈ Rp, (28)
where Api is defined by (20), and Cpi is defined by (26).
III. LINEAR SYSTEMS ON QUOTIENT SPACE
A. Linear Systems on Dimension-Free State Space
The trajectory of any causal dynamic system should have
semi-group property. That is,
x(t, τ, x(τ, t0, x0)) = x(t, t0, x0). (29)
Based on this consideration, the theory of Semi-group sys-
tem (briefly, S-system) has been developed as a fundamental
framework for causal dynamic systems [2], [16].
Definition 3.1:
1) Let G be a semigroup and X a set. If there is an action
ϕ : G×X → X , satisfying
ϕ(g1, ϕ(g2, x)) = ϕ(g1 ◦ g2, x), g1, g2 ∈ G, x ∈ X,
(30)
then (G,ϕ,X) is called an S0-system.
2) If, in addition, G is a monoid (i.e., there is an identity
e ∈ G), and
ϕ(e, x) = x, ∀x ∈ X, (31)
then (G,ϕ,X) is called an S-system
Consider a classical linear system
xt+1 = A(t)x(t), x(0) = x0, x(t) ∈ Rn. (32)
It is obviously an S-system because A(t) ∈ Mn×n. Because
Mn×n is a semi-group with identity e = In. Moreover, for
any x ∈ Rn (30) and (31) are satisfied.
Recall our purpose, we are going to define a cross-
dimensional system. To remove the dimension restriction, we
set
M :=
∞⋃
m=1
∞⋃
n=1
Mm,n,
and consider the action of M on V , which will be the model
of our cross-dimensional linear systems.
To pose a semi-group structure on M, we have to define
a product on M. The semi-tensor product (STP) is a proper
product on it.
Definition 3.2: [5] The first STP of matrices is defined as
follows:
AnB :=
(
A⊗ It/n
) (
B ⊗ It/p
) ∈Mtm/n×tq/p, (33)
where ⊗ is Kronecker product of matrices.
It is worth noting that the STP of matrices has been
proposed and investigated for near two decades, and received
many applications [8], [17], [19].
Remark 3.3: Throughout this paper the default matrix prod-
uct is the first STP. Since it is a generalization of classical
matrix product, as a convention, the symbol n is mostly
omitted. That is, we always assume
AB := AnB. (34)
Of course, when A and B meet the dimension requirement,
i.e., classical matrix product AB is defined, then (34) is
obviously true.
In this paper for our special purpose we define another STP,
called the second STP, as follows:
Definition 3.4: Let A ∈ Mm×n ⊂ M and B ∈ Mp×q ⊂
M. The second STP product on M is defined as follows:
Assume t = n ∨ p, then
A ◦B := (A⊗ Jt/n) (B ⊗ Jt/p) ∈Mtm/n×tq/p, (35)
where Jk := 1k1k×k.
The following proposition is a key for constructing a dy-
namic system.
Proposition 3.5: (M, ◦) is a semi-group.
Proof 3.6: It is enough to prove the associativity, that is,
(A ◦B) ◦ C = A ◦ (B ◦ C), A, B, C ∈M. (36)
Let A ∈Mm×n, B ∈Mp×q , C ∈Mr×s, and denote
lcm(n, p) = nn1 = pp1, lcm(q, r) = qq1 = rr1,
lcm(r, qp1) = rr2 = qp1p2, lcm(n, pq1) = nn2 = pq1q2.
Note that
Jp ⊗ Jq = Jpq.
Then
(A ◦B) ◦ C = ((A⊗ Jn1)(B ⊗ Jp1)) ◦ C
= (((A⊗ Jn1)(B ⊗ Jp1))⊗ Jp2)(C ⊗ Jr2)
= (A⊗ Jn1p2)(B ⊗ Jp1p2)(C ⊗ Jr2).
A ◦ (B ◦ C) = A ◦ ((B ⊗ Jq1)(C ⊗ Jr1))
= (A⊗ Jn2)(((B ⊗ Jq1)(C ⊗ Jr1))⊗ Jq2)
= (A⊗ Jn2)(B ⊗ Jq1q2)(C ⊗ Jr1q2).
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To prove (36) it is enough to prove the following three
equalities:
n1p2 = n2 (a)
p1p2 = q1q2 (b)
r2 = r1q2 (c)
(37)
Using the associativity of least common multiple or greatest
common divisor) [11]
lcm(i, lcm(j, k)) = lcm(lcm(i, j), k), i, j, k ∈ N, (38)
we have
lcm(qn, lcm(pq, pr)) = lcm(lcm(qn, pq), pr). (39)
Using (39), we have
LHS of (37) (b) = lcm(qn, p lcm(q, r))
= lcm(qn, pqq1)
= q lcm(n, pq1)
= qpq1q2.
RHS of (37) (b) = lcm(q lcm(n, p), pr)
= lcm(qpp1, pr)
= p lcm(qp1, r)
= pqp1p2.
(37) (b) follows.
Using (37) (b), we have
n1p2 = n1
q1q2
p1
= n1
q1q2p
p1p
= lcm(n,p)n
lcm(n,pq1)
pp1
= lcm(n,pq1)n = n2.
which proves (37) (a).
Similarly,
r1q2 = r1
p1p2
q1
= t1
p1p2q
q1q
= lcm(q,r)r
lcm(r,qp1)
q1q
= lcm(r,qp1)r = r2.
which shows (37) (c).
Our purpose is to construct an S0 system (M, ϕ,V). We
already know that (M, ◦) is a semigroup. We also need to
define an action ϕ : M× V → V , which is a product of an
arbitrary matrix with an arbitrary vector, called MV-product:
Definition 3.7: Let A ∈ Mm×n ⊂ M and x ∈ Vr ⊂ V .
Assume t = n ∨ r. Then the product of A with x, called the
MV-2 product, is defined as
A~◦x := (A⊗ Jt/n) (x⊗ 1t/r) . (40)
Proposition 3.8: ((M, ◦),~◦,V) is an S0-system.
Proof 3.9: Let A ∈ Mm×n, B ∈ Mp×q , x ∈ Vr. We have
only to prove that
(A ◦B)~◦x = A~◦(B~◦x). (41)
Mimic to the proof of Proposition 3.5, (42) can be proved.
B. Continuity of Generalized Linear Mapping
In a general S- or S0- system, there is no topological
structure on state space X , and hence no continuity can be
defined. But continuity is one of the most important properties
of a dynamic system. Hence we need a topological structure
on X , and then a continuity about the mapping.
Definition 3.10: Let (G,ϕ,X) be an S- (S0-) system.
1) If X is a topological space and for each g ∈ G, ϕ|g :
X → X is continuous, then (G,ϕ,X) is called a weak
dynamic S- (S0-)system.
2) In addition, if X is a Hausdorff space, then (G,ϕ,X)
is called a dynamic S- (S0-)system.
Recall (M,~◦,V). From Section 2 we know that V is a
topological space, but not Hausdorff. To show the continuity
of A~◦x, for a fixed A ∈M, we consider the norm of A.
Definition 3.11: The norm of A, denoted by ‖A‖V , is
defined as
‖A‖V := sup
0 6=x∈V
‖A~◦x‖V
‖x‖V . (42)
First, we give two lemmas, which will be used to estimate
the norm ‖A‖V .
Lemma 3.12: Assume x ∈ Rr. Then
‖x‖V =
√
1
r
‖x‖, (43)
where ‖x‖ is the standard Euclidian norm of x.
Proof 3.13: . It is a consequence of (4) and (5).
Lemma 3.14: Assume A ∈M. Then for any Jr
‖A⊗ Jr‖ = ‖A‖. (44)
Proof 3.15: . We need the following facts, which are either
easily verifiable or well known facts:
(i)
JTr Jr = Jr.
(ii) Denote by σ(A) the set of eigenvalues of A. Then [9]
σ(A⊗B) = {λµ|λ ∈ σ(A), µ ∈ σ(B)} .
It follows that
σmax(A⊗B) = σmax(A)σmax(B).
(iii) A matrix P ∈ Mn×n is called a Markov transition
matrix, if Pi,j ≥ 0, ∀i, j, and
n∑
j=1
Pi,j = 1, i = 1, · · · , n.
A markov transition matrix P is a primitive matrix, if
there is an integer k ≥ 1 such that P k > 0 (where P k > 0
means (P k)i,j > 0, ∀i, j [9].
(iv) Jr is a primitive matrix.
(v) Let P be a primitive matrix. Then [9]
σmax(P ) = 1.
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Hence σmax(Jr) = 1.
Using above facts, we have
‖A⊗ Jr‖ =
√
σmax [(AT ⊗ JTr )(A⊗ Jr)]
=
√
σmax [(ATA)⊗ (JTr Jr)]
=
√
σmax [(ATA)]
= ‖A‖
Proposition 3.16: Let A ∈Mm×n. Then
‖A‖V =
√
n
m
√
σmax(ATA). (45)
Proof 3.17: . First, it follows from Lemma 3.12 that for
x ∈ V , assume x ∈ Rn, then
‖A‖V ≥ sup06=x∈Rn ‖A~◦x‖V‖x‖V
= sup06=x∈Rn
√
1
m‖Ax‖√
1
n‖x‖
=
√
n
m‖A‖ =
√
n
m
√
σmax(ATA).
(46)
The last equality can be found from [9].
On the other hand, for any x ∈ V , say, x ∈ Vr, then
‖A~◦x‖V
‖x‖V ≤ supx∈Vr
‖(A⊗Jt/n)(x⊗1t/r)‖V
‖x⊗1t/r‖V
≤ supz∈Vt
‖(A⊗Jt/n)z‖V
‖z‖V
= supz∈Vt
√
n
mt‖(A⊗Jt/n)z‖√
1
t ‖z‖
=
√
n
m‖A⊗ Jt/n‖ =
√
n
m‖A‖.
(47)
(45) follows from (46) and (47) immediately.
Using this proposition, the following result is obvious.
Theorem 3.18: (M,~◦,V) is a weak dynamic S0-system.
Proof 3.19: . We have only to prove the continuity. Since
the topology adopted is the metric topology, the sequence
continuity is enough. Let xn → x0. Then
‖A~◦xn~`A~◦x0‖V ≤ ‖A‖V‖xn~` x0‖V → 0.
In fact, (M,~◦,V) is a very general class of dimension-
varying systems. We give an example to depict it.
Example 3.20: Consider a constant linear system
x(t+ 1) = A~◦x(t), (48)
where
A =
[
1 0 −1 0
0 −1 0 1
]
.
It is obvious that this system is quite different from the
classical linear systems, because in a classical linear system
the matrix A must be square, and hence the trajectory remains
on fixed dimensional Euclidian space. But the trajectory of this
system is evolving on V .
Find the trajectory for x(0) = x0 = (1, 0, 1)T .
It is easy to calculate that
x(1) = A~◦x(0) = 2
3
(1, 1, 1, 1, 1, 1)T .
Next, it is easy to see that R6 is invariant under the action
of A~◦ := ~◦A. Moreover, when ~◦A is restricted on R6 it has a
matrix expression as
~◦A
∣∣
R6 := A∗,
where
A∗ =
1
3

2 1 0 −2 −1 0
2 1 0 −2 −1 0
2 1 0 −2 −1 0
0 −1 −2 0 1 2
0 −1 −2 0 1 2
0 −1 −2 0 1 2

.
Then the overall trajectory after t = 1 is
x(t+ 1) = (A∗)tx(1), t ≥ 1.
Though in this paper the second STP and the MV-2 product
are used to deduce the dynamic systems to meet the least
square requirement, the dynamic systems constructed by first
STP and MV-1 product have been discussed in [6]. Many
properties of these two kinds of linear systems are similar.
C. Quotient Vector Space
Since V is not a standard vector space and (V, Td) is not
a Hausdorff space, it is reasonable to glue equivalent points
together to form a real vector space as a Hausdorff space. To
this end, we have to find proper equivalence relation.
Definition 3.21: x, y ∈ V are said to be equivalent, denoted
by x↔ y, if there exist 1α and 1β such that
x⊗ 1α = y ⊗ 1β . (49)
The equivalence class is denoted by
x¯ = {y ∈ V | y ↔ x} .
The quotient space is denoted by
Ω := V/↔ .
Remark 3.22: It is necessary to verify that the relation de-
termined by (49) is an equivalence relation (i.e., it is reflexive,
symmetric, and transitive). The verification is straightforward.
Proposition 3.23: Let x, y ∈ V . dV(x, y) = 0, if and only
if, x↔ y.
Proof 3.24: . Observing (4)-(6), the conclusion follows from
definitions.
Next, we transfer the vector space structure from V to Ω.
Definition 3.25: Let x¯, y¯ ∈ Ω and a ∈ R. Then
1)
x¯ ~
±
y¯ := x ~
±
y. (50)
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2)
x¯~` y¯ := x~`y. (51)
3)
ax¯ := ax. (52)
As a corollary of Proposition 3.23, it is ready to check the
following result:
Corollary 3.26:
1) Operators defined by (50)-(52) are properly defined.
2) Ω with addition/subtraction defined by (50)-(51) and
scalar product defined by (52) is a vector space.
To get a topological structure on quotient space Ω, we define
the norm of x¯ as follows:
‖x¯‖V := ‖x‖V . (53)
Proposition 3.27: Let x¯ ∈ Ω. Then the norm of x¯, defined
by (53), is well defined.
Proof 3.28: . Assume the smallest vector in x¯ is z ∈ Vt.
Then any x ∈ x¯ can be expressed as x = z ⊗ 1r for certain
r. According to (5)-(6)
‖z‖V = 1√
t
‖z‖.
Now for x we have
‖x‖V = ‖z ⊗ 1r‖V
= 1√
tr
‖z ⊗ 1r‖
= 1√
tr
√
r(x21 + x
2
2 + · · ·+ x2t )
= 1√
t
‖z‖
= ‖z‖V .
That is, ‖x¯‖V is independent of the choice of x. Hence, (53)
is properly defined.
Using (53), a distance can also be defined on Ω as
dV(x¯, y¯) := ‖x¯~` y¯‖V = dV(x, y). (54)
Then we can also verify the following result:
Corollary 3.29:
1) The distance defined by (54) is properly defined.
2) Ω with the corresponding metric topology is a Hausdorff
space.
Before ending this subsection we propose a vector equiv-
alence for two matrices, which is used in the sequel for
describing control systems on quotient space.
Definition 3.30: Let B, C ∈ M. B and C are said to be
vector equivalent, denoted by B ↔ C, if there exist 1α and
1β such that
B ⊗ 1α = C ⊗ 1β .
The equivalent class of B is denoted by
B¯ := {C | C ↔ B}.
Note that when the vector equivalence of two matrices are
considered, it means both matrices are considered as sets of
vectors, consisting of their columns.
D. Quotient Space of Matrices
Let A ∈ Mm×m, m|n, and n = km, where m,n, k ∈ N.
Using (20), a straightforward computation shows the following
result:
Proposition 3.31: Assume A ∈Mm×m and n = km. Then
pimn (A) = A⊗ Jk. (55)
Proof 3.32: Since n = km, then β = fracm ∨ nn = 1 and
α = fracm ∨ nm = k. Using formula (13), we have
Πmn =
1
β
(
In ⊗ 1Tβ
)
(Im ⊗ 1α)
= In (Im ⊗ 1k) = Im ⊗ 1k.
Plugging it into formula (20) yields
pimn (A) = Π
m
n A
(
(Πmn )
TΠmn
)−1
(Πmn )
T
= (Im ⊗ 1k)A( 1k Im)(Im ⊗ 1Tk )
= 1k (Im ⊗ 1k)A(Im ⊗ 1Tk )
= 1k (Im ⊗ 1k)(A⊗ Ik)(Im ⊗ 1Tk )
= 1k (A⊗ 1k)(Im ⊗ 1Tk )
= 1k
(
A⊗ (1k1Tk )
)
= A⊗ Jk.
Note that in the above deduction A was replaced by A⊗ Ik.
This is because of Remark 3.3.
RecallM := ⋃∞m=1⋃∞n=1Mm×n. Then a natural topology
on M is defined as follows: (i) Each Mm×n is a clopen
subset; (ii) Within each clopen subset Mm×n the Euclidean
topology of Rmn is adopted.
Motivated by Proposition 3.31, we propose an equivalence
relation on M as follows.
Definition 3.33: Let A, B ∈ M. A and B are said to be
equivalent, denoted by A ≈ B, if there exist Jα and Jβ , such
that
A⊗ Jα = B ⊗ Jβ . (56)
The equivalence class is denoted by
Aˆ = {B | B ≈ A}.
The quotient space is denoted by
Ξ =M/ ≈ .
Remark 3.34: It is ready to verify that (56) defines an
equivalence relation.
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Define a product on Ξ as
Aˆ ◦ Bˆ := Â ◦B. (57)
Similarly to the above argument for vector case, one can
verify the following easily:
Proposition 3.35:
1) (57) is properly defined.
2) (Ξ, ◦) is a semi-group.
E. Linear System on Quotient Space
Now we are ready to define a linear system on quotient
space Ω. It has been proved that Ω is a vector space and
topologically it is a Hausdorff space. Hence, Ω is a nice state
space for investigation. A more important fact is: at Ω a point x¯
could be the image of points in Euclidean spaces of different
dimensions, hence, it is proper to describe cross-dimension
dynamic systems.
We use Ξ and Ω to build linear systems on quotient space.
Denote the action of Ξ on Ω as
Aˆ~◦x¯ := A~◦x. (58)
Proposition 3.36: The action of Ξ on Ω, defined by (58), is
properly defined.
Proof 3.37: We have only to show that (58) is independent
of the choice of A ∈ Aˆ and x ∈ x¯. That is, to show that if
A ≈ B and x↔ y, then
A~◦x↔ B~◦y. (59)
It is obvious that in equivalence class Aˆ there exists a
smallest Λ ∈Mn×p such that A = Λ⊗ Js and B = Λ⊗ Jα.
Similarly, there exists z ∈ Vq such that x = z ⊗ 1t and
y = z⊗1β . Denote ξ = p∨ q, η = ps∨ qt, and η = kξ. Then
we have
A~◦x = (Λ⊗ Js)~◦(z ⊗ 1t)
=
(
Λ⊗ Js ⊗ Jη/ps
) (
z ⊗ 1t ⊗ 1η/qt
)
=
(
Λ⊗ Jξ/p ⊗ Jk
) (
z ⊗ 1ξ/q ⊗ 1k
)
=
[(
Λ⊗ Jξ/p
) (
z ⊗ 1ξ/q
)]⊗ (Jk1k)
= (Λ~◦z)⊗ 1k.
Hence
A~◦x↔ Λ~◦z.
Similarly, we have
B~◦y ↔ Λ~◦z.
(59) follows.
Now it is clear that (Ξ,~◦,Ω) is an S0 system. Expressing
it in classical form yields
(i) Discrete time linear system:
x¯(t+ 1) = Aˆ~◦x¯(t). (60)
(ii) Continuous time linear system:
˙¯x(t) = Aˆ~◦x¯(t). (61)
To prove such a system is a dynamic system, we have to
show that for a given Aˆ the mapping x¯ 7→ Aˆ~◦x¯ is continuous.
To this end, we define the norm of Aˆ. The following definition
is natural.
Definition 3.38: Assume Aˆ ∈ Ξ. Its norm is defined as
‖Aˆ‖V := ‖A‖V . (62)
Proposition 3.39: Let Aˆ ∈ Ξ. Then the norm of Aˆ, defined
by (62), is well defined.
Proof 3.40: Assume Λ ∈ Aˆ is the smallest element of the
class. Then each A ∈ Aˆ can be expressed as A = Λ⊗ Jr.
Using Lemma 3.14 and Proposition 3.16, for A ∈ Mm×n
and any Js, we have
‖A⊗ Js‖V =
√
n
m
‖A⊗ Js‖ =
√
n
m
‖A‖ = ‖A‖V .
Hence, we can get
‖A‖V = ‖Λ⊗ Jr‖V = ‖Λ‖V ,
which is independent of the particular choice of A.
Then we have the following result:
Corollary 3.41: The discrete time S0-system (60) or con-
tinuous time S0-system (61) on quotient space Ω are properly
defined dynamic systems.
IV. DYNAMICS OF DIMENSION-VARYING PROCESS
Though the cross-dimensional systems discussed in previous
sections are very general, this section is particulary focused on
the transient dynamics of systems, which has classical fixed
dimensions during normal time, and only on dimension tran-
sient period the system changes its model from one to another,
which have different dimensions. This kind of dimension-
varying systems are practically important.
A. Modeling Transient dynamics via Equivalent Dynamic Sys-
tems
Definition 4.1:
1) Assume a (standard) discrete time linear control system
x(t+ 1) = A(t)x(t) +B(t)u(t), u(t) ∈ Rm
y(t) = H(t)x(t), y(t) ∈ Rp, x(t) ∈ Rn,
(63)
is given. The following system on quotient space Ω is
called the projecting system of (63):
x¯(t+ 1) = Aˆ(t)~◦x¯(t) + B¯(t)u(t)
y(t) = Hˆ(t)~◦x¯(t), x¯(t) ∈ Ω. (64)
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2) Assume a (standard) continuous time linear control
system
x˙ = A(t)x(t) +B(t)u(t), x ∈ Rn, u(t) ∈ Rm
y(t) = H(t)x(t), y(t) ∈ Rp
(65)
is given. The following system on quotient space Ω is
called the projecting system of (65):
˙¯x(t) = Aˆ(t)~◦x¯(t) + B¯(t)u(t)
y(t) = Hˆ(t)~◦x¯(t), x¯(t) ∈ Ω. (66)
3) Assume a discrete time linear control system on quotient
space Ω as (64) is given. System (63) is called its lifting
system on Rn, if A ∈ Aˆ, B ∈ B¯, and H ∈ Hˆ .
4) Assume a continuous time linear control system on
quotient space Ω as (66) is given. System (65) is called
its lifting system on Rn, if A ∈ Aˆ, B ∈ B¯, and H ∈ Hˆ .
Since a system on quotient space is a set of equivalent
systems with various dimensions, dimension-varying is not a
problem for such a system. Then the transient dynamics can
be considered as a dynamic process on quotient space. This
is our main idea for dealing with transient dynamics.
Definition 4.2: Let Θ0 be a linear control system on quotient
space. Θn be its lifting on Rn. Then all such lifting systems
are said to be equivalent.
It follows from definition that
Proposition 4.3: Linear control systems (A,B,C) and
(A′, B′, C ′) are equivalent, if and only if, there exist r, s ∈ N,
such that 
A⊗ Jr = A′ ⊗ Js
B ⊗ 1r = B′ ⊗ 1s
C ⊗ Jr = C ′ ⊗ Js.
(67)
Consider a dimension-varying system. Without loss of gen-
erality, we assume it is evolving from a model Σ1 to another
model Σ2 over a transient period, where
Σ1 : x˙(t) = Ax(t) +Bu(t), x ∈ Rp; (68)
and
Σ2 : y˙(t) = Ey(t) + Fu(t), y ∈ Rq. (69)
We consider the transient dynamics of the system from
starting time t = t0 to ending time t = te > t0.
To keep the dynamics of dimension-varying process a linear
model, we assume the dynamics is a linear combination of the
two models. That is,
• Assumption A1: The dynamics of dimension-varying
process is That is:
z˙(t) = µx˙(t) ~
±
(1− µ)y˙(t),
z(t0) = x(t0), z(te) = y(te).
(70)
We have two ways to choose µ:
(i) Constant Parameter:
Choose 0 < µ < 1 being constant, which leads to a
constant linear system.
(ii) Time-varying Parameter:
Choose 0 ≤ µ(t) ≤ 1, and
µ(t) =
1, t = t00, t = te.
Let n = p ∨ q be the least common multiple of p and q.
Using (20), we can project Σ1 into Rn as
z˙(t) = A1z +B1u, (71)
where
A1 = Π
p
nA
(
(Πpn)
TΠpn
)−1
(Πpn)
T ,
B1 = Π
p
nB.
Similarly, projecting Σ2 into Rn yields
z˙(t) = A2z +B2v, (72)
where
A2 = Π
q
nE
(
(Πqn)
TΠqn
)−1
(Πqn)
T ,
B2 = Π
q
nF.
According to (70), the transient dynamics becomes
z˙(t) = [µA1 + (1− µ)A2] z + µB1u+ (1− µ)B2v. (73)
Definition 4.4: A dimension transience is properly realized if
there exist u(t) and v(t) such that, stating from z0 = x0⊗1n/p,
the ending state of (73) satisfies
z(te) = y(te)⊗ 1n/q ∈ Rq ⊗ 1n/q. (74)
Remark 4.5:
1) If the constant parameter is assumed, the parameter µ
is determined by the system model. Assume m1 and
m2 are “formal masses” of the two systems, then using
the law of conservation of momentum, we have µ =
m1
m1+m2
.
2) If the time-varying parameter is assumed, the easiest
way is to assume the parameter is a linear function. That
is
µ(t) =
(te − t0)− (t− t0)
te − t0 .
The following result is easily verifiable.
Proposition 4.6: A dimension transience is properly realized
if x(t0)⊗ 1n/p is controllable to a point of Rq ⊗ 1n/q .
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B. Illustrative Examples
In this section two examples are presented to illustrate our
results. In first example constant parameter is assumed. In
second example time-varying parameter is used.
Example 4.7: Consider a dimension-varying system, which
has two models as
Σ1 :
{
x˙1 = x2
x˙2 = u;
(75)
Σ2 :

y˙1 = y3
y˙2 = v
y˙3 = y2.
(76)
Assume during the period [0, 10] seconds, the system runs
in Σ1, whereas at the tenth second, the system changes and
evolves in the transient dynamics. Then, after one second, the
system arrives at Σ2. The initial time and the end time of
the transient dynamics are denoted as t0 = 10 and te = 11
respectively. Let x(0) = (0, 0)T, x(t0) = (1,−1)T, y(t0) =
(0, 1, 1)T, µ = 0.5 (i.e,m1 = m2).
Here we have p = 2 and q = 3, hence n = p ∨ q = 6. Using
(13) and (20), the projective systems of Σ1 and Σ2, denoted by
Σpi1 and Σ
pi
2 , respectively, are
z˙ = Api1 z +B
pi
1 u;
and
z˙ = Api2 z +B
pi
2 v,
where
Api1 = Π
2
6A1
[
(Π26)
T (Π26)
]−1
(Π26)
T
= 13

0 0 0 1 1 1
0 0 0 1 1 1
0 0 0 1 1 1
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

;
Bpi1 = Π
2
6B1 = [0, 0, 0, 1, 1, 1]
T .
Api2 = Π
3
6A2
[
(Π36)
T (Π36)
]−1
(Π36)
T
= 12

0 0 0 0 1 1
0 0 0 0 1 1
0 0 0 0 0 0
0 0 0 0 0 0
0 0 1 1 0 0
0 0 1 1 0 0

;
Bpi2 = Π
2
6B2 = [0, 0, 1, 1, 0, 0]
T .
Then the transient dynamics becomes
z˙ = A∗z +B∗1u+B
∗
2v, (77)
where
A∗ = µApi1 + (1− µ)Api2
=

0 0 0 1/6 5/12 5/12
0 0 0 1/6 5/12 5/12
0 0 0 1/6 1/6 1/6
0 0 0 0 0 0
0 0 1/4 1/4 0 0
0 0 1/4 1/4 0 0

.
B∗1 = µB
pi
1 = [0, 0, 0, 1/2, 1/2, 1/2]
T
B∗2 = (1− µ)Bpi2 = [0, 0, 1/2, 1/2, 0, 0]T .
z(t0) = Π
2
6x(t0). (78)
When t ∈ [0, t0], we choose a PD controller (Kp = 10,
Kd = 5) to control system (75) to reach x(t0) = (1,−1). Then,
during [t0, te], to verify whether the dimension transience can
be properly realized, we may choose
z(te) = [1, 1, 2, 2, 1, 1]
T ∈ R3 ⊗ 12
to see if the system (77) is controllable from z(t0) to z(te).
Then we deign an open-loop control law for the transient sys-
tem. When t ∈ [te, 25], we design a state-feedback controller
to stabilize the system (76). The time response of the system
according to the three period, [0, 10], [10, 11], and [11, 25], are
shown in Fig. 1, Fig. 2, and Fig. 3, respectively. Furthermore,
the whole trajectory in the state space with three, actually from
two-dimension to the three-dimension, is as shown in Fig. 5,
where the dashed line represents the projective system of the
transient system (77) in R3. The time response of the projective
system of the system (77) is shown in Fig. 4. It should be noted
that the trajectory during the transient period is re-coordinated
as shown in the note due to the large scale.
0 1 2 3 4 5 6 7 8 9 10
t
0
0.5
1
1.5
x1
0 1 2 3 4 5 6 7 8 9 10
t
-2
0
2
4
6
x2
Fig. 1. The profile of states of the system (75)
Example 4.8: The clutch is a typical device widely used
in automotive engineering. Dynamics of a clutch system is
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Fig. 2. The profile of states of system (77)
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Fig. 3. The profile of states of the system (76)
illustrated in Figure. 6, where only two inertia system is
sketched for sake of simplicity. In Figure. 6, the left side of the
clutch is connected to the power source such as combustion
engine, electric motor, etc. And the right side is connected
to the load, usually the input axis of the transmission box
connected to the differential gear and the wheel along the
powertrain. Obviously, when the clutch is disengaged the
motion of the system consists of two rotational mass, and the
motion of the two inertia does not couple each other. The
dynamics can be represented with two decoupled rotational
dynamics:
Σ1 :
{
Jiω˙i = −diωi + τi
Joω˙o = −doωo − τo,
(79)
where ωi and ωo denote the rotational speed of the axis, τi
and τo denote the active torque generated by the power source
and the load torque which is reacting torque to force the load,
respectively. di and do denote the friction coefficient of the
corresponding axis.
On the other hand, when the clutch is engaged the two axis
connected rigidly and rotational motion becomes one inertia
and one dimensional dynamics.
10 10.1 10.2 10.3 10.4 10.5 10.6 10.7 10.8 10.9 11
t
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0
200
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0
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t
-500
0
500
1000
y3
Fig. 4. The profile of states of the projective system of (77) in R3
Fig. 5. The trajectory of the cross-dimension system
Σ2 : (Ji + Jo)ω˙o = −(di + do)ωo + τi − τo, (80)
and ωi = ωo.
Fig. 6. The clutch system
It means that the clutch system can be described as two
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dimensional system or one dimensional system according to
the state of the clutch. If the state of clutch is ”disengaged”,
the system is two dimension, and the state of ”engaged”
leads to one dimension. The transient process of this system
from ”disengaged” to ”engaged” is conducted by adjusting the
interacting torque τc between the two inertia, i.e., during the
transient process the total torque acts on Ji is τi−τc, and on Jo
is τc−τo, respectively. Adjusting these total torques by τc will
complete the transient from two mass to one combined mass
system. In automotive practice, it is physically implemented
by external force F that acts on the clutch disc since the
interacting torque is generated as τc = FcRaψ(ωi, ωo) by this
operation, in which c is the friction coefficient of the clutch
surface material, Ra is the active radius of the clutch plates,
and ψ(ωi, ωo) is a nonlinear function, see [23], [24]. Usually,
the transient process is requested to be finished quickly, less
than 0.8 ∼ 1.0 sec. Equivalently, this clutch operating process
is nothing but adjusting the total torque acting on the two
inertia to get complete synchronized speed for connecting
rigidly.
This process can be described with the proposed model of
varying dimensional system. Here we have p = 2 and q = 1,
hence n = p ∨ q = 2. Using (13) and (20), the projective
systems of Σ1 and Σ2, denoted by Σpi1 and Σ
pi
2 , respectively,
are
z˙ = Api1 z +B
pi
1 u;
and
z˙ = Api2 z +B
pi
2 u,
where
Api1 =
[
− diJi 0
0 − doJo
]
;
Bpi1 =
[
1
Ji
0
0 − 1Jo
]
;
Api2 = Π
1
2A2
[
(Π12)
T (Π12)
]−1
(Π12)
T
= 12
[
− di+doJi+Jo − di+doJi+Jo
− di+doJi+Jo − di+doJi+Jo
]
;
Bpi2 = Π
1
2B2
=
[
1
Ji+Jo
− 1Ji+Jo
1
Ji+Jo
− 1Ji+Jo
]
;
and
u =
[
τi
τo
]
.
Then the transient process from Σ1 to Σ2 can be represented
as
Σ∗ : z˙ = A∗z +B∗u, (81)
by defining
A∗ =(1− µ)
[
− diJi 0
0 − doJo
]
+
µ
2
[
− di+doJi+Jo − di+doJi+Jo
− di+doJi+Jo − di+doJi+Jo
]
,
B∗ = (1− µ)
[
1
Ji
0
0 −1Jo
]
+ µ
[
1
Ji+Jo
−1
Ji+Jo
1
Ji+Jo
−1
Ji+Jo
]
.
with µ = (t − t0)/T , where T is the period of the transient
process. This leads to Σ∗ = Σ1 when t = t0 (µ = 0) and
Σ∗ = Σ2 when t = T − t0 (µ = 1), respectively.
To do the simulation, we choose Ji = 0.2kgm2, Jo =
0.7753kgm2, di = 0.03Nms, do = 0.03Nms, and T = 0.86.
The initial time of the transient dynamics is denoted as
t0 = 0, and the terminal time is denoted as t1 = 1. Let
(ωi(t0), ωo(t0)) = (150, 0) ωi(t1) = ωo(t1) = 25, which
means the clutch is engaged at t1. We design a control law
such that the trajectory of the closed-loop system composed
of (81) and the control law starting from (ωi(t0), ωo(t0)) can
reach approximately (ωi(t1), ωo(t1)) when t = t1. Simulation
result is shown in Fig. 7 for the time response of the closed-
loop system.
0 0.5 1 1.5 2 2.5 3
0
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Fig. 7. The profile of states of the system (81)
V. CONCLUSION
The problem of modeling dimension-varying dynamic pro-
cess of linear systems is investigated. First, the Euclidian
spaces of various dimensions are put together to form a
state space of dimension free systems. An cross dimensional
addition is introduced, which provides a pseudo vector space
structure on this dimension free state space. The inner product
is then introduced, which suggests norm and distance. The
metric topology follows, which makes the dimension free state
space a path-wise connected topological space. The projection
of vectors and then linear systems on different dimensional
spaces are proposed. Set of matrices with different dimensions
is considered as the general linear mappings on dimension
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free state space. Semi-tensor product is introduced on set
of matrices, which turns the set into a semi-group. Finally,
the S-system is obtained as the action of the semi-group
of dimension-varying matrices on the dimension free vector
space.
To make a trajectory “cross” different dimensional Euclidian
spaces an equivalence relation is proposed, which is basically
deduced from the distance. Then the quotient space is ob-
tained, which is a vector, metric, and Hausdorff space. A
dimension-varying system can be properly projected on this
quotient space, and a dynamic system on quotient space can
be lifted to to Euclidean space of various dimensions. This
project-lift process yields a technique to model dynamics of
dimension-varying process.
Two examples are presented to demonstrate the design
technique. One is a numerical example, which shows (to
be completed). The other one is an engineering application.
It demonstrated the control design technique for dimension-
varying process of clutch system. A comparison with tradi-
tional method is also presented.
There are several interesting and challenging problems
remain for further investigation. Some of them are as follows:
(i) What is the relationship of a linear (control) system
with its projected system? Do they share some common
properties?
(ii) What is the practically meaningful model of the
dynamics of dimensional process? To make the dynamics
linear we propose to use a linear combination of the
pre and after dynamic models. Is this approximation
reasonable?
(iii) How to model large scale dimension-varying systems,
such as internet?
(iv) How to extend this approach to nonlinear case?
REFERENCES
[1] R. Abraham, J. Marsden, Foundations of Mechanics, 2nd
Ed.,Benjamin/Cummings Pub., London, 1978.
[2] J. Ahsan, Monoids characterized by their quasi-injective S-systems,
Semigroup Fourm, 36, 285-292, 1987.
[3] S. Burris, H.P. Sankappanavar, A Course in Universal Algebra, Springer,
New York, 1981.
[4] D. Cheng, H. Qi, Z. Li, Analysis and Control of Boolean Networks - A
Semi-tensor Product Approach, Springer, London, 2011.
[5] D. Cheng, H. Qi, Y. Zhao, An Introduction to Semi-tensor Product of
Matrices and Its Applications, World Scientific, Singapore, 2012.
[6] D. Cheng, On equivalence of Matrices, Asian J. Mathematics, accepted,
(preprint: arXiv:1605.09523).
[7] J. Dugundji, Topology, Allyn and Bacon, Inc., Boston, 1966.
[8] E. Fornasini, M.E. Valcher, Recent developments in Boolean networks
control, J. Contr. Dec., Vol. 3, No. 1, 1-18, 2016.
[9] R.A. Horn, C.R. Johnson, Matrix Analysis, Cambridge Univ. Press,
Cambridge, 1985.
[10] J.M. Howie, Fundamentals of Semigroup Theory, Clarendon Press,
Oxford, 1995.
[11] G. Hua, Fundation of Number Theory, Science Press, Beijing, 1957 (in
Chinese).
[12] R. Huang, Z. Ye, An improved dimension-changeable merix method of
simulating the insect population dynamics, Entomological Knowledge,
Vol. 32, No. 3, 162-164, 1995 (in Chinese)
[13] K. Jamich, Topology, Springer-Verlag, New York, 1984.
[14] P. Jiao, Y. Hao, J. Bin, Modeling and control of spacecraft formation
based on impulsive switching with variable dimensions, Computer
Simulation, Vol. 31, No. 6, 2014, 124-128.
[15] M. Kaku, Introduction to Supersting and M-Theory, 2nd Ed., Springer-
Verlag, New York, 1999.
[16] Z. Liu, H. Qiao, S-System Theory of Semigroup, 2nd Ed., Science Press,
Beijing, 2008 (in Chinese).
[17] J. Lu, H. Li, Y. Liu, F. Li, Survey on semi-tensor product method with
its applications in logical networks and other finite-valued systems, IET
Contr. Thm& Appl., Vol. 11, No. 13, 2040-2047, 2017.
[18] J. Machowski, J.W. Bialek, J.R. Bumby, Power System Dynamics and
Stability, John Wiley and Sons, Inc., Chichester, 1997.
[19] A. Muhammad, A. Rushdi, F.A. M. Ghaleb, A tutorial exposition of
semi-tensor products of matrices with a stress on their representation of
Boolean function, JKAU Comp. Sci, Vol. 5, 3-30, 2016.
[20] A. Pakniyat, P.E. Caines, On the relation between the minimum principle
and dynamic programming for classical and hybrid systems, IEEE Trans.
Aut. Contr., Vol. 62, No. 9, 4347-4362, 2017.
[21] A. Pakniyat, P.E. Caines, Hubrid optimal control of an electric vehicle
with a dual-planetary transmission, Nonlinear Analysis: Hybrid Systems,
Vol. 25, 263-282, 2017.
[22] R. Pastor-Satprras, A. Vespignani, Evolution and Structure of the Inter-
net, A Statistical Physics Approach, Cambridge Univ. Press, Cambridge,
2004.
[23] A. Serrarens, M. Dassen, M. Steinbuch, Simulation and control of an
automotive dry clutch, American Control Conference, 2004. Vol. 5,
4078-4083, Proceedings of the 2004.
[24] R. Temporelli, M. Boisvert, P. Micheau, Accurate Clutch Slip Controllers
During Vehicle Steady and Acceleration States, IEEE/ASME Transac-
tions on Mechatronics, Vol. 23, No. 5, 2078-2089, 2018.
[25] M. Vidal, M.E. Cusich, A.L. Barabasi, Interactome networks and human
disease, Cell, Vol. 144, No. 6, 986-995, 2011.
[26] R. Huang, Z. Ye, An improved dimension-changeable matrix model of
simulating the insect population dynamics, Entomological Knowledge,
Vol. 32, No. 3, 162-164, 1995.
[27] W.M. Wonham, Linear Multivariabel Control - A Geometric Approach,
Springer-Verlag, New York, 1974.
[28] R. Xu, L. Liu, Q. Zhu, J. Shen, Application of a dimension-changeable
matrix model on the simulation of the population dynamics of green-
house whiteflies, ACTA Ecologica Sinica, Vol. 1, No. 2, 147-158, 1981.
[29] H. Yang, B. Jiang, V. Cocquempot, Stabilization of Switched Nonlinear
Systems with Unstable Modes, Chapter 4. Switched Nonlinear Systems
with Varying states, Springer, Switzerland, 2014.
