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Abstract
Longitudinal planned missing, represented in the literature by the time-lag model
(McArdle & Woodcock, 1997) and the cohort sequential design (Nesselroade & Baltes,
1979), has been thus far restricted to growth modeling and often does not fully utilize
the benefits of the planned missingness by estimating a full-longitudinal model. The
accelerated longitudinal design may serve as a more flexible and powerful alterna-
tive. This study presents a test of the accelerated longitudinal design in a simulated
latent panel modeling framework to examine the method’s appropriateness for con-
texts untestable using traditional longitudinal planned missing designs. Three-, four-,
and five-cohort models are tested, using a continuum of sample sizes and cohort effect
sizes. Results indicate that factor loadings, factor variances, and stabilities across time
are replicated well, while characteristics and relationships of the means (i.e., manifest
intercepts, latent means, and especially cohort differences) show low efficiency rela-
tive to the full sample case. In general, the technique is recommended when no cohort
effects are expected, though more expansive research into other possible modeling
situations should follow.
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Introduction
In studying developmental processes, such as early communication (e.g.,Greenwood et al., 2013),
adolescent social and emotional development (see Durlak et al., 2011), and cognitive decline in
older adults (e.g., Small et al., 2012, collection of longitudinal data is a necessity for drawing un-
ambiguous conclusions about the process of change and stability (Singer & Willett, 2003). Further,
correctly controlled longitudinal data can offer a strong basis for making casual conclusions (Ger-
ring, 2005). Nevertheless, collecting longitudinal data can prove a substantial obstacle to applied
researchers in terms of tracking and following up with participants, minimizing attrition, and com-
pensating participants for their continued participation in the study. Findings ways to maximize
the efficiency of longitudinal data collection by reducing or eliminating these obstacles is therefore
of great value to furthering the study of human development. One such approach, as the focus of
this study, involves the use of planned missing data to reduce data collection burdens on develop-
mental researchers. This specific approach, deemed the accelerated longitudinal design, collects
multiple cohorts across a short span of time in order to make conclusions across a longitudinal age
span. The purpose of this study is to investigate the accuracy and precision of model estimation,
specifically for latent panel models, of this particular planned missing data design.
Planned Missing Data
The idea of planned missing efficiency designs for studies (i.e., of sampling subsets of items from
different subsets of respondents) started with the matrix sampling techniques discussed by Shoe-
maker (1973). The goal of this study design was to improve response rates and response quality
by reducing the number of items administered to each participant. While matrix sampling has
substantial limitations (e.g., it can only be used to estimate item means), it planted the seed for a
variety of planned missing methods, including the two-method design, the three-form design, the
time-lag design, and, of most importance to this study, the accelerated longitudinal design.
Much of the development of planned missing data designs has focused on cross-sectional (i.e.,
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single time-point) studies. Specifically, research has focused on the two-method planned miss-
ingness design (Graham et al., 2006) and the three-forms design (Graham et al., 1996a; Allison
& Hauser, 1991). The two-method planned missing design involves administering a cheap but
typically biased or error-prone measure of a construct to all participants and administering a more
expensive but relatively error-free measure of the same construct to only a small random subset of
participants. Using both measures in this way not only allows researchers to cut costs by reduc-
ing the number of expensive measures given, but, in a latent modeling framework, it also allows
the researcher to extract and model the variance in the cheap measure that is due to error. This
extraction of measurement error creates a cleaner common construct among both the cheap and
expensive measures (Graham et al., 2006).
The three-forms design, on the other hand, makes no distinction between measures but still has
participants respond to only a subset of measures. As per its namesake, the three-forms design
has three different but overlapping sets of items, with each participant being randomly assigned
to receive one set or another (Graham et al., 1996b). Each of these three forms usually contains a
set of variables common to each form (typically demographics, important dependent variables, or
auxiliary variables used in predicting unplanned missingness) along with two out of three possible
variable sets. For example, Hecht et al. (2003) used a three-forms design, measuring all adoles-
cent participants on demographic items and key variables related to alcohol and drug use while
randomly splitting the remaining 23 psychosocial questions between three separate forms. Any
given participant was asked to respond to only two of the three forms, shortening the length of the
questionnaire, reducing fatigue and allowing the researchers to collect higher-quality data.
Longitudinal Planned Missing Designs
Longitudinal planned missing designs have received much less attention, comparatively, than their
cross-sectional counterparts, and are generally much more specific to certain questions or situa-
tions. One such example is the time-lag model developed by McArdle & Woodcock (1997). The
design is simple: after an initial data collection, groups of participants are randomly assigned to
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one other data collection point. So some participants might be measured at Time 1 and Time 2,
while others at Time 1 and Time 3 and still others at Time 1 and Time 4, and so on. While this
data collection scheme does allow for more valid estimates of practice effects, since the practice
effects is neither renewed by nor confounded with a single retest time point, it is harder to estimate
patterns of growth more complex than linear models (McArdle et al., 2002).
Focused more on estimating growth rather than accounting for practice effects, the accelerated
longitudinal design provides a useful, if underutilized, method of data collection for longitudinal
researchers. The basic design was introduced as the “convergence” model by Bell (1953), and
made popular by Nesselroade & Baltes (1979) as the cohort-sequential design. This design spec-
ifies that several different cohorts are measured over an identical span of time. What results is a
diagonally-arranged dataset, wherein each age cohort has data spanning a number of time-points
across a particular age range, with all other possible points serving as planned missing for that
particular cohort (see Figure 1). Such a design not only shortens the span of time across which
a researcher would need to collect data, but the planned missingness component also reduces the
cost of the study by decreasing the total number of collected observations. Developmental studies
have found that using the cohort-sequential design in a multiple group framework (see (McArdle
& Anderson, 1990; McArdle & Hamagami, 1992) closely approximates results found when using
a single-cohort true longitudinal design (Duncan et al., 1996). Additionally, having fewer observa-
tions per cohort reduces the amount of attrition, while having multiple cohorts also allows history
effects (i.e., differences based on historical events experienced by the cohorts) to be separated from
the effect of age (Miyazaki & Raudenbush, 2000).
The modeling strategy most commonly used with the accelerated longitudinal planned missing
design is multiple group growth modeling, wherein growth trajectories for each cohort (across that
particular cohort’s age range) are estimated in separate but simultaneous models (Duncan et al.,
1996). With the proper parameter constraints on the loadings of the individual growth models, each
group then represents an individual segment of the growth across all sampled ages, overlapping
with other cohorts depending on the age-span and number of cohorts collected. Estimates like the
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Figure 1: Representation of accelerated longitudinal collection scheme
Note. Solid lines denote collected data. Dashed lines denote planned missing data. Figure based
on Kofler et al. (2011).
average latent slope for these separate growth models can then be constrained to equality between
cohorts to examine the convergence of evidence for a unifying growth trend. One major issue
with this approach to using accelerated longitudinal data is that it necessitates the use of multiple-
group modeling, such that each group is estimated separately; this requirement greatly increases
the sample size necessary to estimate such a model compared to a single-group approach (Muthén,
1989). A goal of this study is to eliminate the need for a multiple-group analysis and instead
make use of MIMIC modeling, wherein groups are represented by dummy-coded predictors of
latent means (see Hancock, 2001), in order to reduce the sample size requirements for accelerated
longitudinal modeling. As long as measurement invariance between groups can be assumed for the
latent variables, the MIMIC modeling approach provides a technique that is even more efficient
and effective than the multiple-group approach.
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Latent Panel Modeling
Another prominent drawback of typical implementations of the accelerated longitudinal design is
its restriction to growth modeling. While latent growth modeling is useful for measuring trends
across time, it is difficult to model stability across time (Little et al., 2006). Latent growth models
are also not able to model relationships between individual timepoints, precluding the ability to
include cross-lagged paths and mediation relationships. These points of weakness for latent growth
modeling are the points of greatest strength for latent panel modeling, and will be features of focus
for this simulation study.
Latent panel modeling is based on means and covariance structures (MACS) analysis and struc-
tural equation modeling (SEM) made popular in the social sciences by Joreskog, Sorbom, Magid-
son, and Cooley (1979) and Bollen (1989). Expanding on factor analysis matrix algebra, the SEM
equations include different matrices to account for mean information and regression pathways:
Σ = Λ(I−β )−1 Φ(I−β )−1′Λ′+Θ (1)
where Σ represents the n x n symmetric covariance matrix of the manifest variables, where n
equals the number of manifest variables; Λ represents an n x m matrix of loadings for the latent
variables on the manifest variables, where m equals the number of latent variables; I is an m x
m identity matrix used to scale the regression pathways; β represents an m x m matrix of latent
regression pathways; Φ represents a symmetric m x m matrix of the covariances between factors;
and Θ represents a symmetric n x n matrix of manifest residual variances and covariances (i.e.,
manifest information not explained by the latent characteristics and relationships). Note that this
equation is a simplification where all manifest variables are dependent (i.e., y-side) and there are
no independent manifest predictors (i.e., x-side variables).
Further, since mean information is also modeled in SEM, parameters are estimated to recreate
the manifest level mean vector:
Y = Λ(I−β )−1 A+T (2)
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where Y represents the n x 1 manifest variable mean vector; A represents the m x 1 vector
of latent means and intercepts; and T represents the n x 1 vector of manifest variable intercepts.
Again, this is a simplification where all manifest variables are dependent (i.e., y-side).
The inclusion of the β matrix lies as the main difference between latent growth modeling and
latent panel modeling. At least when measuring a single construct across time, latent growth mod-
eling does not make use of the β matrix whereas latent panel modeling estimates “stabilities” (i.e.,
autoregressive pathways from latent factors at one timepoint to the next). Even when expanding
to multiple latent variables, latent regressions are typically only estimated between higher-level
growth factors, if at all, rather than between latent factors at individual timepoints as in latent
panel modeling. The significance of latent panel modeling’s reliance on the β matrix plays into the
model’s flexibility with measuring timepoint-to-timepoint relationships and its ability to answer
categorically different questions versus those answered by latent growth modeling.
Latent panel modeling is crucial in identifying relations among individual time-points on im-
portant substantive phenomena measured via multiple indicators. These relationships can be auto-
regressive (i.e., the same construct correlated with itself across time), cross-lagged (i.e., a construct
at one time-point regressed on a different construct at another time-point), or even mediation re-
lationships (i.e., the effect of one construct on another as carried through a third construct) (Little
et al., 2007). Specific examples of where latent panel modeling has been used to study steady-
change constructs genetic effects on alcohol abuse (van Beek et al., 2012) and BMI (Silventoinen
et al., 2011), and Mathew effects in reading (Bast & Reitsma, 1997). Given that latent panel mod-
eling answers distinctly different questions than latent growth modeling and steps should be taken
to make the convenience and efficiency of the accelerated longitudinal design applicable to sets of
research questions uniquely answered by latent panel modeling.
Multiple Imputation
The other major disadvantage of the prior research using accelerated longitudinal data is that the
multiple group framework means that the planned missing data component is ignored in favor
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of fitting models only to the (planned) complete data within each group. Whereas in the cross-
sectional planned missing designs the missing completely at random (MCAR) data imposed by the
design is accounted for by modern missing data techniques in order to maximize efficiency and
maintain optimal power, the longitudinal planned missing designs tend to remain using complete
data analytic techniques to work around the planned missingness instead of utilizing it to its fullest
extent. If the planned missing longitudinal data could be accounted for by modern missing data
techniques, true longitudinal data structures could be realized such that each participant would be
treated as having data across the full span of timepoints by utilizing data from other cohorts to infer
the participant’s missing scores.
Unfortunately, full information maximum likelihood (FIML), a popular and powerful modern
missing data method that uses a separate likelihood function for each different pattern of missing-
ness (Arbuckle, 1996), is not appropriate for the pattern of missingness in accelerated longitudinal
designs. This restriction is due to the requirement of the accelerated longitudinal design that some
ages have no coverage with other ages; for example, in the 6-cohort design illustrated in Figure
1, there are no rows in the dataset which contain observations at both age 12 and age 19. Since
relationships between these ages are represented in the model, and because there are no likelihood
functions which would include both ages, there is a disconnect between the model and the data
that cannot be remedied by FIML estimation.
One modern missing data technique that is appropriate for addressing the accelerated longitu-
dinal design is multiple imputation. Multiple imputation, proposed by Rubin (1987), involves the
repeated prediction and insertion of plausible values based on other available data. Earlier EM im-
putation (see Dempster et al., 1977) only created one set of complete data, thereby overestimating
the precision of the resulting estimates. Multiple imputation was created to account for the vari-
ability due to missingness, pooling estimates across imputations while simultaneously accounting
for the between-imputation variance imposed by the missingness itself. The most popular form
of multiple imputation uses Bayesian methods of prediction based on a multivariate normal dis-
tribution with uninformative priors to create a Markov chain based on initially-random parameter
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draws (Schafer, 1997). This technique is commonly referred to as Markov Chain Monte Carlo
imputation and is generally recommended for imputation of multivariate normal data. Since this
technique does not depend on separate functions for each pattern of missingness, the lack of cov-
erage between certain ages within the accelerated longitudinal design is no hindrance for multiple
imputation. Therefore, it is the modern missing data method of choice for this study.
Accelerated Longitudinal Planned Missing Design
Making use of multiple imputation to account for the planned missingness within the accelerated
longitudinal design, allowing the then-complete data to be fit to a latent panel model to assess
factor stability across time while a MIMIC modeling approach accounts for between-cohort differ-
ences is the specific focus of this simulation. Such an approach allows for more varied models over
growth curves and would increase the power of the analysis by making many fewer estimates and
separations than the multiple-group approach. Further, whereas previous modeling (e.g., Duncan
et al., 1996) has depended on the invariance of growth across cohorts in order to make infer-
ences about overall longitudinal trajectories, the accelerated longitudinal planned missing design
approach investigated here would allow researchers to delve deeper into cohort effects (i.e., differ-
ences in means between cohorts) through MIMIC modeling without sacrificing the ability to make
true longitudinal inferences.
No studies to date have used or investigated this rethinking and expansion of the accelerated
longitudinal design. The current simulation, then, represents a proof-of-concept to show that this
technique is viable, accurate, and efficient for answering longitudinal questions. It explores the
efficiency gained by using the accelerated longitudinal planned missing design for latent panel
modeling, and it tested the effects of low sample size or strong cohort effects on parameter estima-
tion under the design. Specifically, this Monte Carlo simulation study investigated the efficiency
and accuracy of parameter estimation when fitting accelerated longitudinal data to a latent panel
MIMIC model, varying sample size, number of cohorts, and the strength and direction of cohort
differences.
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Method
The Monte Carlo simulation consisted of 10,000 replications across three separate cohort condi-
tions. Each replication began with a data generation phase, wherein samples of randomly varying
size and randomly varying cohort effects were drawn from a population multiple-group latent panel
model to represent the multiple cohorts across time. Data generation was followed by analysis of
the full sample for the particular replication according to the specified MIMIC model, including
extraction of relative bias and efficiency for each parameter family. Missing data was imposed on
the sample in a manner matching the appropriate accelerated longitudinal design, and the miss-
ing data was then multiply imputed. The multiply imputed dataset was analyzed with the same
MIMIC model as the full sample, and parameter bias and efficiency were calculated as well as
relevant statistics comparing the full sample design to the accelerated longitudinal design. These
procedures are each detailed below.
Data Generation
Several points of consideration were involved in developing the population model for use in the
simulation, including the age span, the number of cohorts, the magnitude of cohort effects, and the
sample size ranges to investigate. The age span was fixed at 6, so to allow for multiple even distri-
butions of timepoints across cohorts and in order to isolate the effect of the number of overlapping
ages between cohorts. The number of cohorts was either 3, 4, or 5, representing data collected
across 4, 3, or 2 ages, respectively. The 3, 4, and 5 cohort designs represent a 33%, 50%, and 67%
reduction in the total number of observed datapoints and in the overall length of the theoretical
study being conducted. While this more categorical, fixed nature is necessary for representing the
number of cohorts given the nature of its scale and how it drastically changes the structure of the
data, representing the effect of cohort differences and sample sizes was included in a more contin-
uous, random fashion. The methods of including and varying the cohort effects and sample size
are delineated below, as part of the specific data generation process.
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Figure 2: Population model for a Single Cohort
Note. “A” represents the generated cohort effect parameter.
The structural equation model from which data were generated for each replication consisted of
6 ages, with a single latent variable at each age. Each latent variable was identified by 3 indicators,
allowing for a just-identified model for each factor (Little et al., 2002a). Given the conceptual
foundation of collecting multiple cohorts, separate equivalent latent panel models were created in
a multiple-group framework to act as the generating model. To represent cohort differences, the
latent means of all of the latent variables were given values from a uniform distribution ranging
from -0.8 (representing a strong negative cohort effect) to 0.8 (representing a strong positive cohort
effect) for each cohort except the last cohort. The last cohort, in this case, represented the baseline
group with latent means at zero to serve as a reference point. Since the latent means represented the
only population parameters that were different between groups, meaning all other parameters were
invariant between groups, the MIMIC models used in the analysis of the data (see Analysis section
below) could adequately recreate the population structure despite the difference in specification.
For a graphical presentation of the population model for a single cohort, please see Figure 2.
The parameters within the population latent panel model correspond to common values typ-
ically used in most simulation research regarding such structural equations. The loadings for
each indicator were set at 0.7, meaning that the latent variable associated with each indicator ac-
counted for 49% of the variance for each indicator. This percentage lies near the average variance-
accounted-for by many social science articles (see Shafer, 2006; Peterson, 2000), and has been
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used previously in seminal simulations (e.g., Kenny & McCoach, 2003; Bandalos, 2002; Curran
et al., 1996). Keeping the loadings equal between all indicators and across all ages also assumes
tau-equivalence (i.e., equal item weighting in determining the construct) and weak measurement
invariance over age. Both of these assumptions allowed for more control over the model and elim-
ination of sources of error that are extraneous to the research questions at hand. In order to further
maintain simplicity at the item level, item residual variances were set to 0.51 and intercepts to 0,
allowing the indicators to correspond to a standard normal distribution with a mean of 0 and total
variance of 1. To account for correlated measurement error for the same item across age, a simplex
structure (Little et al., 2006) was fit to the θ matrix, such that the residual error is correlated at
0.30 between adjacent ages; 0.302, or 0.09, between ages that are two age-units apart; 0.303, or
0.027, between ages that are three age-units apart, etc. Latent stabilities also corresponded to a
strict simplex structure (also referred to as a lag 1 autoregressive model; Jöreskog, 1970), such that
each time-point was regressed on the previous time-point with a β of 0.8.
For each replication, the estimates for the population model for each group (including the vary-
ing cohort effect size) were used in Equations 1 and 2 to derive the population covariance matrix
and mean vector, respectively. Sample data for each group were drawn from a multivariate distri-
bution with the population characteristics using the rmvnorm function from the mvtnorm package
(Genz et al., 2013; Genz & Bretz, 2009), using a random draw from a uniform distribution varying
between 50 to 1000 in order to identify the sample size per cohort. These sample size boundaries
represent the general range that has been used in previous simulations regarding missing data in
structural equation modeling (Enders, 2004; Graham, 2003; Enders & Bandalos, 2001). Once gen-
erated from the population covariance matrix and mean vector, the data could then be analyzed and
assessed.
Analysis
Each generated sample was analyzed according to its respective SEM MIMIC model (see Figure
4 for an example) using maximum likelihood estimation through the sem function in the lavaan
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package (Rosseel, 2012). As required for unambiguous testing for latent characteristics (Little
et al., 2007), strong invariance across time was enforced in the estimated model. With the loadings
and intercepts constrained to be equal across ages, the variances and means of the latent constructs
at Age 2 through 6 were allowed to be estimated while the variance and mean at the first ages
were fixed to 1 and 0, respectively, to set the latent scale. Therefore, variances at subsequent
ages represent proportional increases or decreases versus the first age and the means at subsequent
ages represent standard deviations from the first age. To detect cohort differences, dummy coded
indicators corresponding to cohort were included as singly-indicated latent constructs, with un-
constrained regression effects on each of the latent age variables. These constructs function iden-
tically to their corresponding manifest variables (see Little et al., 2002b), though they are more
easily incorporated into the lavaan modeling procedure. Finally, latent autoregressive pathways
and manifest residual variances and covariances were allowed to be freely estimated across ages
in order to allow for possible differences in accuracy and efficiency of estimating latent stabilities
and manifest errors between different timepoints.
For the accelerated longitudinal data, certain data cells based on the number of cohorts (see
Figure 3) were changed to missingness to mimic the data collection scheme of the accelerated
longitudinal approach. The resulting data with missing constituted the accelerated longitudinal
sample. After missing data was imposed, 100 MCMC multiple imputations were generated us-
ing the amelia function in the Amelia II package (Honaker et al., 2011) using all of the focal
manifest variables as well as the cohort dummy codes as predictors of missing values. The pro-
cedure used, by default, sufficient statistics without specified priors from the dataset with missing
as starting values to begin the multiple imputation. The multiple imputations were then analyzed
according to the estimation model and the results pooled using Rubin’s (1987) rules via the sem.mi
function implemented in the semtools package (Pornprasertmanit et al., 2013).
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Figure 3: Accelerated longitudinal data structures
A) Three cohorts
B) Four cohorts
C) Five cohorts
Note. Boxes with solid, black lines represent data is present for given cohort and age, while dashed,
grey boxes represent imposed missingness by design.
For each set of results, the difference of the estimated parameters versus the replication’s pop-
ulation parameters constituted parameter bias caused by sampling, the MIMIC approach, and/or
the accelerated longitudinal design. In order to put the biases of separate parameters on similar
scales, each calculated bias was scaled by the corresponding population parameter to represent rel-
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Figure 4: Estimation model for four-cohort condition
Note. Asterisks indicate free values. Letters indicate values constrained to equality. Correlated
residuals modeled
ative bias of the sample. Estimates of relative bias then represent the percentage that the estimated
parameters are over- or under-estimated versus their ideal, population values. To effectively test
the bias introduced by the accelerated longitudinal planned missing design specifically, the relative
difference in bias between the accelerated longitudinal design and the full sample was calculated
by dividing the difference in average bias for a particular parameter group (e.g., λ ) by the ac-
tual value of the population parameter, again putting the measure (this time, difference in bias) of
separate parameters onto similar scales.
While systematic (i.e., directional) bias is adequately assessed via average parameter bias (and
thus the relative difference in average bias), one risk of using this statistic is that issues are masked
when positive and negative bias are involved. In these cases, the efficiency of the measure is use-
ful in determining the magnitude of bias, regardless of direction. Calculated as the mean square
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error (MSE), or the average of the squared deviation of individual parameter estimates from their
population values, it generally serves as an estimate of the precision of the estimated parameter.
The ratio of the efficiency of the full sample estimates against the efficiency of the accelerated lon-
gitudinal estimates represents the relative efficiency of the accelerated longitudinal design, where
lower values indicate lower precision for the planned missing design in comparison to the full
sample.
Results
A very small proportion of replications were discarded due to non-convergence either in estimation
or in imputation; 2, 1, and 0 replications for the Three, Four, and Five Cohort conditions, respec-
tively, were discarded out of the 10,000 replications for each condition. Additionally, replications
which produced inadmissible parameter estimates (i.e., ±400% relative bias versus population
values) were excluded, as it is expected that applied researchers would regard such estimates as
blatantly false Enders & Bandalos (2001). Only 1-2% of the replications in each cohort condi-
tion violated the criteria, allowing for 9897, 9890, and 9888 admissible replications for the Three,
Four, and Five Cohort conditions, respectively. From these admissible replications, data regarding
relative bias and efficiency, as well as the comparative statistics of relative difference in bias and
relative efficiency were summarized and assessed by condition.
Relative Bias and Efficiency
Across conditions, descriptive statistics related to the relative bias and efficiency showed very good
estimation of factor loadings, factor variances, and stabilities (see Table 1). Each of these families
of estimates were accurately and precisely estimated between both the full-sample and accelerated
longitudinal designs, with all conditions having less than 6% bias relative to their population values
and substantially low MSEs. Together, these results indicate that the variance/covariance structure
of the latent factors is adequately represented by both the full-sample and accelerated longitudinal
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designs.
While manifest intercepts also showed very low relative bias on average (below 1% across all
conditions), the variance across samples was exceedingly high. The same pattern of low average
bias but high sampling variability affected the latent means, as well. Specifically, when two cohort
effects are strong in a consistent direction (i.e., both positive or both negative), the efficiency of the
manifest and latent mean information for the full-sample data tended to decrease dramatically (see
Figures 5 and 6 for examples). However, the variance was much smaller when the cohort effects
were mixed in terms of their direction or when one or more were near zero, as represented by the
lighter-colored diagonal in Figures 5 and 6. For the accelerated longitudinal design, on the other
hand, the variance for the manifest intercepts was much more a function of the magnitude of the
first cohort’s effect (see Figure 7 for an example) and the variance for the latent means was only
associated with the magnitude of the penultimate cohort’s effect (e.g., Cohort 3 in the four cohort
design) (see Figure 8 for an example). In short, while the manifest and latent mean information
was estimated with no directional bias on average by either full-sample or accelerated longitudinal
designs, samples with strong cohort effects tended to be problematic in the estimation of these
parameters for both designs.
Estimates of manifest residual errors and residual covariances, as well as estimates of the co-
hort effects themselves, were produced for the full-sample data with very low average bias (less
than 5%) and high precision (MSEs of 0.010 and below), meaning that correlated measurement er-
ror and cohort differences were adequately represented using the MIMIC model with full-sample
data. In contrast, the accelerated longitudinal design generally underestimated the manifest resid-
ual errors and error covariances (by about 20%) and the cohort effects (from 73.5% on average for
three cohorts to 89.9% on average for five cohorts). The low MSE values indicate that there was
low variance of the manifest residual errors and error covariances, and that the estimates tended
to be closer to the population values from the underestimated average rather than further away.
However, the alternatively high MSE values for the cohort effects denote low efficiency for the
estimation of cohort differences in the accelerated longitudinal design.
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Table 1: Relative Bias and MSE Across Conditions
Three Cohorts Four Cohorts Five Cohorts
RB MSE RB MSE RB MSE
Estimates
Average
(95% ECI)
Median
(95% ECI)
Average
(95% ECI)
Median
(95% ECI)
Average
(95% ECI)
Median
(95% ECI)
Factor
Loadings
Full-Sample
-0.003
(-0.071, 0.058)
0.000
(0.000, 0.003)
-0.002
(-0.059, 0.050)
0.000
(0.000, 0.002)
-0.003
(-0.055, 0.044)
0.000
(0.000, 0.002)
Accelerated
Longitudinal
-0.004
(-0.116, 0.100)
0.000
(0.000, 0.010)
-0.007
(-0.123, 0.096)
0.001
(0.000, 0.010)
-0.011
(-0.130, 0.093)
0.001
(0.000, 0.010)
Manifest
Intercepts1
Full-Sample
-0.002
(-0.880, 0.872)
0.107
(0.000, 0.913)
0.005
(-1.095, 1.125)
0.164
(0.000, 1.571)
-0.006
(-1.290, 1.272)
0.211
(0.001, 2.128)
Accelerated
Longitudinal
0.003
(-0.539, 0.540)
0.077
(0.000, 0.321)
0.001
(-0.543, 0.541)
0.080
(0.000, 0.323)
0.000
(-0.542, 0.540)
0.078
(0.000, 0.323)
Manifest
Residual
Variances/
Covariances
Full-Sample
-0.005
(-1.187, 1.186)
0.000
(0.000, 0.003)
-0.020
(-1.085, 1.009)
0.000
(0.000, 0.002)
-0.012
(-0.948, 0.887)
0.000
(0.000, 0.002)
Accelerated
Longitudinal
-0.218
(-1.115, 0.674)
0.001
(0.000, 0.006)
-0.184
(-0.699, 0.276)
0.001
(0.000, 0.006)
-0.205
(-0.482, 0.011)
0.001
(0.000, 0.005)
Latent
Variances
Full-Sample
0.003
(-0.126, 0.157)
0.004
(0.001, 0.044)
0.001
(-0.112, 0.130)
0.003
(0.000, 0.031)
0.002
(-0.098, 0.120)
0.003
(0.000, 0.026)
Accelerated
Longitudinal
0.015
(-0.196, 0.285)
0.009
(0.001, 0.126)
0.023
(-0.193, 0.303)
0.010
(0.001, 0.136)
0.051
(-0.168, 0.358)
0.013
(0.002, 0.175)
Latent
Means1
Full-Sample
-0.001
(-0.996, 1.004)
0.148
(0.004, 1.194)
0.006
(-1.237, 1.266)
0.237
(0.010, 1.976)
-0.006
(-1.469, 1.456)
0.322
(0.017, 2.765)
Accelerated
Longitudinal
-0.003
(-0.386, 0.383)
1.390
(0.071, 4.465)
0.003
(-0.541, 0.537)
2.829
(0.162, 8.615)
-0.002
(-0.500, 0.490)
3.568
(0.152, 13.814)
Stabilities
Full-Sample
0.000
(-0.034, 0.035)
0.001
(0.000, 0.005)
0.001
(-0.028, 0.031)
0.000
(0.000, 0.004)
0.001
(-0.026, 0.029)
0.000
(0.000, 0.003)
Accelerated
Longitudinal
0.002
(-0.047, 0.053)
0.001
(0.000, 0.012)
0.000
(-0.049, 0.055)
0.001
(0.000, 0.013)
-0.009
(-0.060, 0.048)
0.002
(0.000, 0.015)
Cohort
Effects
Full-Sample
0.002
(-0.516, 0.540)
0.006
(0.001, 0.046)
0.009
(-0.468, 0.558)
0.006
(0.002, 0.044)
-0.001
(-0.531, 0.510)
0.006
(0.002, 0.043)
Accelerated
Longitudinal
-0.735
(-1.041, -0.441)
0.611
(0.034, 1.698)
-0.811
(-1.284, -0.345)
0.652
(0.089, 1.610)
-0.899
(-1.378, -0.401)
0.601
(0.106, 1.511)
Note. RB = relative bias; MSE = mean square error; ECI = empirical confidence interval
1Since the population vector contains only zeroes, relative bias is not calculable. Instead, absolute
bias is used.
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Figure 5: Manifest Intercept MSE across Both Cohort Effects for Three Cohort Condition with
Full-Sample Data
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Note. Lighter shades represent higher MSE/lower efficiency.
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Figure 6: Latent Mean MSE across Cohort Effects for Cohorts 2 and 4 for Five Cohort Condition
with Full-Sample Data
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Figure 7: Manifest Intercept MSE across Both Cohort Effects for Three Cohort Condition with
Accelerated Longitudinal Data
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Figure 8: Latent Mean MSE across Cohort Effects for Cohorts 2 and 4 for Five Cohort Condition
with Full-Sample Data
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Figure 9: Actual vs. Imputed Values for the First Variable in a Four Cohort Replication
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Upon further inspection of the cohort effects for the accelerated longitudinal design, it was
found that estimates of cohort effects on the latent variable corresponding to the first age were
consistently estimated near 0 across cohorts, magnitude of population cohort effects, and sample
sizes, while cohort effect estimates at other ages varied considerably across replications. The
source of the consistent zero estimation at the first age, as well as the general underestimation of
the cohort effects, was attributed to the negative bias of the imputed values versus the actual values
in each corresponding replication’s full-sample dataset (see Figure 9 for an example). In turn, the
negative bias imposed by the imputation was connected with the magnitude of the cohort effects
themselves, since replications where the cohort effects were zero or near zero had much lower
bias in the imputed values (see Figure 10 for an example). As a result, replications with cohort
effects at or near zero produced the least bias in the estimation of cohort effects for the accelerated
longitudinal design.
Attempts to mitigate or eliminate the bias created by the cohort effects on the imputations were
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Figure 10: Actual vs. Imputed Values for the First Variable in a Four Cohort Replication with No
Cohort Effects
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unsuccessful. These strategies included alterations to the population model (e.g., adding a baseline
positive linear trend across ages, mean differences between cohorts only at the first age or only at
age available for a given cohort in the accelerated longitudinal design), alterations to the analysis
model (e.g., constraining the effects of a given cohort to be equal across ages, eliminating strong
invariance constraints across ages), and alterations to the imputations (e.g., imputing the data ac-
cording to a tall, multilevel structure rather than a wide, multivariate structure, including generated
auxiliary variables to bolster the imputation procedure). While changing the imputation method
from multivariate normal imputation in Amelia II (Honaker et al., 2011) to Multivariate Impu-
tation by Chained Equations (MICE) in the mice package(van Buuren & Groothuis-Oudshoorn,
2011) did eliminate the imputation bias at the first age, the procedure merely introduced the same
phenomenon of underestimation to the last age. This difference between imputation methods was
most likely caused by the visit sequence of mice compared to the multivariate imputation method
of Amelia II, since mice sequentially imputes each variable in the order they were entered (i.e.,
23
from indicator 1 at Time 1 to indicator 3 at Time 6) while Amelia II imputes the data all at once
without regard to order. Therefore, neither specific population conditions nor modeling constraints
nor imputation changes were sufficient to correct the underestimation of present cohort effects;
only by not having cohort effects in the population were cohort differences (or, rather, the lack of
cohort differences) accurately estimated.
Comparison of Full-Sample to Accelerated Longitudinal Design
A more direct comparison of the full-sample design to the accelerated longitudinal design showed
that, for factor loadings and latent stabilities, the accelerated longitudinal approach was no more
biased than the full-sample design but generally showed wide variance in efficiency. For other
estimates, however, the accelerated longitudinal design was substantially more biased and less
efficient than the full-sample approach (see Table 2). Results for the factor loadings showed that
there was no directional bias introduced by the accelerated longitudinal approach versus the full-
sample approach, but there were strong and varied efficiencies. The empirical 95% confidence
intervals of the relative efficiencies (RE) illustrated this instability across replications, covering
between a 92.5% reduction in variance due to the accelerated longitudinal approach (i.e., RE =
13.294) to an increase in variance of 83.3 times (i.e., RE = 0.012), using the three cohort results as
an example. These wild swings in efficiency were not linked to either sample size or cohort effects;
their variance was simply due to chance fluctuations across replications (see Figures 11 & 12 for
examples). Therefore, while the accelerated longitudinal loadings are accurate on the whole, each
individual loading may not be trustworthy.
The manifest intercepts and, to a smaller extent, the latent variances, means, and stabilites also
exhibited a wide variance in relative efficiency; some replications showed much greater efficiency
for the accelerated longitudinal estimates while estimates from other replications demonstrated
strong support for the full-sample approach. As with the factor loadings, this variance in efficiency
did not show a substantial association with cohort effect sizes or sample size and could only be
attributed to random sampling differences. These random sampling differences did not tend to
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Table 2: Relative Difference in Bias and Relative Efficiency Between Designs
Three Cohorts Four Cohorts Five Cohorts
RDB RE RDB RE RDB RE
Estimates
Average
(95% ECI)
Median
(95% ECI)
Average
(95% ECI)
Median
(95% ECI)
Average
(95% ECI)
Median
(95% ECI)
Factor
Loadings
-0.002
(-0.090, 0.087)
0.380
(0.012, 13.294)
-0.005
(-0.103, 0.085)
0.281
(0.008, 11.765)
-0.009
(-0.062, 0.061)
1.582
(0.004, 10.734)
Manifest
Intercepts
–
1.963
(0.004, 278.74)
–
2.558
(0.008, 403.33)
–
130.334
(0.008, 593.66)
Manifest
Residual
Variances/
Covariances
-0.212
(-1.532, 1.053)
0.533
(0.321, 0.859)
-0.164
(-1.273, 0.965)
0.441
(0.251, 0.779)
-0.192
(-1.165, 0.734)
0.418
(0.211, 0.755)
Latent
Variances
–
0.444
(0.052, 3.087)
–
0.313
(0.030, 2.716)
–
0.374
(0.017, 1.828)
Latent
Means
–
0.176
(0.002, 0.677)
–
0.098
(0.003, 1.558)
–
0.508
(0.003, 4.089)
Stabilities
0.001
(-0.032, 0.040)
0.535
(0.094, 2.555)
0.000
(-0.039, 0.044)
0.390
(0.058, 2.203)
-0.010
(-0.054, 0.040)
0.361
(0.034, 1.483)
Cohort
Effects
-0.737
(-1.220, -0.296)
0.011
(0.002, 0.260)
-0.820
(-1.438, -0.204)
0.010
(0.002, 0.122)
-0.898
(-1.609, -0.208)
0.023
(0.002, 0.119)
Note. RDB = relative difference in bias; RE = relative efficiency; ECI = empirical confidence interval
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Figure 11: Relative Efficiency of Factor Loadings across Sample Size for Four Cohort Condition
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create more average bias in the stabilities, however. Across conditions, the relative difference
in bias for the stabilities tended to be less than 5% in either direction, meaning the accelerated
longitudinal design provided stability estimates that were as accurate, on average, as the full-
sample approach.
The accelerated longitudinal design was not as accurate as the full-sample approach, how-
ever, in estimating residual variances and covariances or in estimating cohort effects. For each,
there was more underestimation versus the full-sample approach, and this underestimation was
especially consistent for cohort effects. Specifically, the 95% empirical confidence intervals show
that the cohort effects could be expected to be between 29.6% to 122% more biased on aver-
age in the accelerated longitudinal design (using the three cohort condition as an example), while
the manifest residual variances and covariances could be expected to be underestimated by 1.5
times to overestimated by 1.05 times (again, using the three cohort condition as an example). The
consistent underestimation present in the cohort effects also substantially reduced the accelerated
26
Figure 12: Relative Efficiency of Factor Loadings across Cohort 1 Effect Size for Four Cohort
Condition
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longitudinal design’s efficiency in estimating such pathways, such that the accelerated longitudi-
nal approach was generally between 0.2% and 15.4% as efficient as the full-sample design across
conditions according to the 95% empirical confidence intervals. Estimation of residual variances
and covariances, on the other hand, was between 24% and 81% as efficient across conditions as the
full-sample design. Therefore, while the accelerated longitudinal approach produced biased esti-
mates on average for manifest residuals and cohort effects, the residuals and residual covariances
at least were close enough to maintain a moderate level of efficiency versus the full-sample design.
Discussion
Overall, the prospects of using the accelerated longitudinal planned missing design for latent panel
modeling are mixed according to this simulation study. The results for the variance and covari-
ance components of the latent variables (represented by the factor loadings, factor variances, and
stabilities) were very promising. These parameters were accurately estimated by the accelerated
longitudinal design, producing no more bias on average than the corresponding full-sample ap-
proach, and they had low variance overall. While there was high variance in the relative efficiency
of the accelerated longitudinal design’s loadings, factor variances, and stabilities versus the full-
sample approach, the miniscule magnitude of the MSEs themselves show that the estimates have
very low variance in an absolute sense even if they are less than ideal in a relative sense. Practically
speaking, using the accelerated longitudinal design to efficiently collect longitudinal data should
provide accurate, precise conclusions about the communalities between variables (via the load-
ings) (e.g., the composition of verbal and nonverbal communication across early childhood; Blaga
et al., 2009) and stability of the focal construct across time (e.g., relationship of job performance
with itself across time; Hülsheger et al., 2010).
Estimation of mean information (i.e., manifest intercepts and latent means) was also unbi-
ased on average, though large amounts of variance for these estimates within both the full-sample
and accelerated longitudinal approaches is less than encouraging for any single given application.
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Given small or nonexistent cohort effects, however, the efficiency of both approaches becomes
more acceptable. Thus studies looking to examine strong/metric longitudinal invariance (e.g., es-
tablishing consistency of a physical activity enjoyment scale across time; Mullen et al., 2011) or
the difference of latent means across time (e.g., difference in peer victimization across grade levels;
Williford et al., 2012) can and should make use of the more cost- and time-efficient accelerated
longitudinal approach as long as strong cohort effects are not expected.
Regardless of cohort effects, the accelerated longitudinal approach also had some issues in
accurately estimating residuals and residual covariances. Underestimated by about 20% on aver-
age, these parameters would under-represent the amount of variance due to measurement error,
both time-specific (e.g., weather’s effect on negative affect, as a barrier to physical activity; Geller
et al., 2012) and common across time (e.g., specific variance associated only with autonomy in a
model about positive school experiences; Stiglbauer et al., 2013). However, given the high rela-
tive efficiency versus the full-sample design and the low MSEs, the average underestimation does
not seem too severe as to substantially hinder the residuals. Further, since residual variances and
covariances are typically included only to provide cleaner, better estimates of latent characteristics
and relationships (Kline, 2011), and are not typically part of substantive hypotheses or conclu-
sions, the impact of some minor underestimation in such parameters is minimal from a practical
standpoint.
The underestimation present for the cohort effects, on the other hand, does present a con-
siderable obstacle for utilizing the accelerated longitudinal design with latent panel modeling. Al-
though this study found that cohort effects will be accurately estimated when they are not present in
the population, departures from this specific circumstance (e.g., when children’s birth cohort/peer
group influences their baseline level of aggression; Stanger et al., 1997) lead to consistent and
substantial underestimation caused by biased imputations. Additionally, different population con-
ditions (aside from absent cohort effects), model specifications, or imputation methods did not
appear to correct this parameter bias. The silver lining to this dilemma of inaccurate cohort effects
is that, even with strongly biased estimates of cohort differences, the cohort effects are extracted
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by the dummy codes and do not appear to bias the stabilities or latent means. In other words,
the accurate estimation of other important latent characteristics depends on the possibly inaccu-
rate estimation of the cohort effects. While future studies may perfect aspects of the accelerated
longitudinal design to better evaluate differences between cohorts, current applied researchers can
still make use of the technique to effectively and efficiently answer questions about longitudinal
stability and change.
Limitations and Future Research
In the interest of focusing attention on the performance of the accelerated longitudinal design un-
der generally ideal circumstances, several restrictions were put on the simulation that should be
examined and tested fully in future research. The first among these restrictions was the use of
constant stabilities. While a consistent autoregressive effect across time does fit with an ideal sim-
plex structure, exploring the effect of differential stabilities and extra lag effects could provide
more information about the accelerated longitudinal design’s use in circumstances where the latent
panel model is less-than-perfect. For example, Eisenhower, Blacher, & Baker (2013) found sig-
nificant one- and two-year autoregressive effects of child behavior problems, such that the effect
of a two-year delay predicted a significant portion of variance in child behavior problems above a
simple one-year delay. Testing the ability of the accelerated longitudinal design to estimate such
relationships would assess its usefulness and flexibility for other researchers in need of efficient
longitudinal data collection methods to fit their complex models of stability and change.
In addition to testing the accelerated longitudinal design’s capacity to incorporate more nu-
anced autoregressive effects, priority should be given to identifying the ability of accelerated lon-
gitudinal latent panel models to detect model mispecification. Based on the previous example,
would the model fit from the accelerated longitudinal approach be able to highlight an issue if only
a one-year autoregressive were used, or would the increased variance due to the missingness make
detection of a two-year autoregressive difficult? Researchers should also investigate the effects
of forcing longitudinal invariance when it is violated, given the necessity of longitudinal invari-
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ance for inclusion and unambiguous testing of across-time latent characteristics (e.g., stabilities)
(Kline, 2011). If longitudinal invariance cannot be safely assumed, or if parameters are missing
that should be included, then the method should be powerful enough to provide the researcher with
an adequate warning.
In the same way that this study chose to maintain simplicity with constant stabilities and cor-
rectly specified analysis models, so too was simplicity enforced by examining only one latent con-
struct over time. A sizeable amount of latent panel research tends to consider multiple constructs
across time, however, often with cross-lagged pathways to denote lagged effects of one construct
on another (Little et al., 2007). A number of these studies also include mediational models (up to
65% of studies in some journals; Rucker, Preacher, Tormala, & Petty, 2011), testing an indirect
chain of cross-lagged effects from one variable through another to an outcome. Given the pop-
ularity cross-lagged and mediational panel models and the prospective boon that the accelerated
longitudinal approach could provide saavy researchers, it is critical that efforts be made to test the
performance of the accelerated longitudinal design with multiple variables across time. If it proves
useful under such circumstances, this longitudinal planned missing design could ease the burden
of data collection for large percentages of developmental researchers.
Conclusions and Implications
With the goal of expanding the popular cohort sequential data design, this study proposed utilizing
the design’s planned missing data component with latent panel modeling. In this way, the efficiency
gains realized by the planned missingness can be applied to more than the common implementa-
tions of multiple-group growth modeling, and can instead be used in assessing stability rather than
overall growth. While strong cohort effects can cause issues both with their own estimation and es-
timation of manifest and latent mean information, estimates of the factor loadings, variances, and
stabilities remain unbiased and generally efficient regardless of cohort effect size and direction.
More work testing the design under other models and situations should follow these encouraging
results, providing the flexibility and empirical support needed to inspire applied researchers to use
31
the accelerated longitudinal planned missing design to make their studies fast, cheaper, and more
efficient.
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