There are a variety of choices which need to be made when setting up a multi-agent community. In particular, which agents communicate with which, what protocols they use, and what information flows from one to another. Such design choices will affect the efficiency of the community with respect to several parametersaccuracy, speed of solution, and message load.
Protocols for service provision
A service provision problem is one in which some agent, a client, has a task which it cannot carry out itself. (eg [1] , [2] ) It must be matched with another agent, the service provider, which is able to carry out this task for it, possibly receiving some payment. We consider a simple, abstract, form of this problem. We assume that there are N providers of a given service, each giving the same quality of service, and receiving no payment. Each provider may be unavailable; it has a probability p of being unavailable at any given time, and is unavailable for tL, seconds on average. A group of clients make, on average, M requests per second to these providers. The clients receive contact information from a facilitator agent, acting in recommend mode [3] .
We consider three protocols. In Naive Broadcast, (nb), a client receives a list of all providers from the facilitator, and broadcasts its request to all of them. Those providers currently available reply, and the client chooses one of them. in Naive One to One, (no), the client sends its request to one of the providers. If it is available, it carries it out. If not, it informs the client it is busy, and the client tries, another. in informed One to One, (io), service providers send information to the facilitator when they become busy or free. The facilitator gives a client a list of currently available providers, and the client contacts any one directly.
Messages generated by each protocol
We can determine the number of messages each protocol generates for a service problem with the parameters listed above. The average number of messages generated by the naive broadcast protocol for the client to get an offer of service, c(nb), is given by;
Note that, a s p can range between 0 and 1, c(nb) can range between N+2 and 2N+2.
The average number of messages generated by the naive one-to-one protocol, c(no), is the probablistic summation;
Solving the summation for p # 0, the equation
becomes:
As p ranges from 0 to 1, c(no) is a monotonically
We can use these equations to make some general decreasing [unction which ranges between 2N+2 and 4.
observations:
As p tends towards 1, c(nb) will increase, tending towards 2N -t 2. However, c(no) will decrease, tending towards 4. As 4 < 2N+2 for all D 1 , we can conclude that, for high values of p , the naive one-to-one protocol will be more communications efficient than the naive broadcast strategy in any system with more than one service provider.
As p decreases towards 0, c(nb) will decrease tending towards N + 2, c(no) will increase tending towards 2N f 2. Hence, for low values of p , the naive broadcast strategy will be more communications efficient than the naive one-to-one strategy.
c(io) increases as N increases and p decreases, but the most significant factor in c(io) is the size of Mt, . As Mt, tends to zero, then 2N(I-p)l Mt,, tends to infinity (providedpgl), and therefore c(io) does too. Hence, one of the other strategies will be more communications efficient.
However, if Mt,,>N then c(io) I 4 + 2(1-p).
Furthermore, as Mt,, increases, c(io) rapidly decreases towards 4. Hence, in almost all circumstances where Mt,,>N, informed one-to-one will be the most communications efficient strategy.
Using these equations, it is therefore possible to determine which protocol is the most communications efficient for a given set of parameter values. However, as parameter values such as the number of providers and the rate of service requests per second may vary with time, it is not possible to say in advance which of the protocols will be most efficient for a given problem. We propose instead that this decision is made dynamically by the agent community. In [4] , we demonstrate mathematically that if each agent chooses the protocol that will minimise the total number of messages it sends and receives, then the community as a whole will choose the protocol which is most efficient. We also present experimental results to back this up. We summarise these here.
Experimental Results
We have implemented a system in which client agents can choose to request via broadcast or one-to-one. Service provider agents vote every 10 time units as to whether they should inform the facilitator of their availability or not, with all providers abiding by that decision until the next vote. We call this protocol the vote collector (vc) protocol. Figure 1 gives the results of one of the experiments, in which the system was run for parameter values of N=5, t,, = 2 and M = 1. We allowp to range from 0.05 to 1. For each value, we run the system 100 times for each of the four protocols, and plot the mean number of messages. We can see that of the three basic protocols, naive one to one is most efficient for high values of p , naive broadcast is most efficient for low values of p , and naive broadcast is briefly most efficient aroundp = 0.3. The vote collector protocol tends to choose the more efficient protocols at different probability values. It uses naive broadcast when p is between 0.05 and 0.2. It wavers between all three protocols between 0.2 and 0.4, and then settles on informed one to one for higher values o f p . In this last range, naive one to one is most efficient, but the difference is so small so the system remains on informed one to one. Hence, we have demonstrated both mathematically and experimentally the appropriate protocol to carry out a simple service provision problem can be determined dynamically in a distributed fashion. To extend this work to be widely applicable, the assumptions used (such as the fact that every provider has the same probability of being unavailable) would need to be weakened. Nonetheless, we believe that this work demonstrates a practical and fruitful approach to multi agent system design, and that protocol choices can more effectively be made dynamically in response to a changing environment rather than being built in at design time.
