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THE BEHAVIOR OF FUNCTIONS OF OPERATORS
UNDER PERTURBATIONS
V.V. PELLER
Abstract. This is a survey article. We consider different problems in connection
with the behavior of functions of operators under perturbations of operators. We
deal with three classes of operators: unitary operators, self-adjoint operators, and
contractions. We study operator Lipschitz and operator differentiable functions. We
also study the behavior of functions under perturbations of an operator by an operator
of Schatten–von Neumann class Sp and apply the results to the Livschits–Krein and
Koplienko–Neidhardt trace formulae. We also include in this survey article recent
unexpected results obtained in a joint paper with Aleksandrov on operator Ho¨lder–
Zygmund functions.
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1. Introduction
This survey article is devoted to problems in perturbation theory that arise in an
attempt to understand the behavior of the function f(A) of an operator A under per-
turbations of A.
Consider the following example of such problems. Suppose that ϕ is a function on
the real line R, A is a self-adjoint operator on Hilbert space. The spectral theorem for
self-adjoint operators allows us to define the function ϕ(A) of A. Suppose that K is a
bounded self-adjoint operator. We can ask the question of when the function
K 7→ ϕ(A+K) (1.1)
is differentiable. We can consider differentiability in the sense of Gaˆteaux or in the sense
of Fre´chet and we can consider the problem for bounded self-adjoint operators A or for
arbitrary self-adjoint operators (i.e., not necessarily bounded).
It is obvious that for this map to be differentiable (in the sense of Fre´chet) it is
necessary that ϕ is a differentiable function on R. Functions, for which the map (1.1)
is differentiable are called operator differentiable. This term needs a clarification: we
can consider operator differentiable functions in the sense of Gaˆteaux or Fre´chet and we
can consider this property for bounded A or arbitrary self-adjoint operators A. In [W]
Widom asked the question: when are differentiable functions differentiable?
We also consider in this survey the problem of the existence of higher operator deriva-
tives.
Another example of problems of perturbation theory we are going to consider in this
survey is the problem to describe operator Lipschitz functions, i.e., functions ϕ on R, for
which
‖ϕ(A) − ϕ(B)‖ ≤ const ‖A−B‖ (1.2)
for self-adjoint operators A and B. Sometimes such functions are called uniformly op-
erator Lipschitz. Here A and B are allowed to be unbounded provided the difference
A−B is bounded. If ϕ is a function, for which (1.2) holds for bounded operators A and
B with a constant that can depend on ‖A‖ and ‖B‖, then ϕ is called locally operator
Lipschitz. It is easy to see that if ϕ is operator Lipschitz, then ϕ must be a Lipschitz
function, i.e.,
|ϕ(x) − ϕ(y)| ≤ const |x− y|, x, y ∈ R, (1.3)
and if ϕ is locally operator Lipschitz, then ϕ is locally a Lipschitz function, i.e., (1.3)
must hold on each bounded subset of R.
We also consider in this survey the problem for which functions ϕ
‖ϕ(A) − ϕ(B)‖ ≤ const ‖A−B‖α (1.4)
for self-adjoint operators A and B. Here 0 < α < 1. If ϕ satisfies (1.4), it is called
an operator Ho¨lder function of order α. Again, it is obvious that for ϕ to be operator
Ho¨lder of order α it is necessary that ϕ belongs to the Ho¨lder class Λα(R), i.e.,
|ϕ(x)− ϕ(y)| ≤ const |x− y|α (1.5)
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and if ϕ is operator Ho¨lder of order α, then ϕ must satisfy (1.5) on each bounded subset
of R.
We also consider functions f on R for which
‖ϕ(A −K)− 2ϕ(A) + ϕ(A+K)‖ ≤ const ‖K‖ (1.6)
for selfadjoint operators A and K. Functions ϕ satisfying (1.6) are called operator Zyg-
mund functions.
In this paper we also study the whole scale of operator Ho¨lder–Zygmund classes.
Another group of problems we are going to consider is the behavior of functions of
operators under perturbations of trace class (or other classes of operators). In particular,
the problem to describe the class of functions f , for which
f(A+K)− f(A) ∈ S1 whenever K ∈ S1,
is very important in connection with the Livshits–Krein trace formula. We use the
notation Sp for Schatten–von Neumann classes.
We also consider problems of perturbation theory related to the Koplienko trace for-
mula, which deals with Hilbert–Schmidt perturbations.
It is also important to study similar problems for unitary operators and functions on
the unit circle T and for contractions and analytic functions in the unit disk D.
The study of the problem of differentiability of functions of self-adjoint operators on
Hilbert space was initiated By Daletskii and S.G. Krein in [DK]. They showed that for
a function ϕ on the real line R of class C2 and for bounded self-adjoint operators A and
K the function
t 7→ ϕ(A+ tK) (1.7)
is differentiable in the operator norm and the derivative can be computed in terms of
double operator integrals:
d
dt
ϕ(A+ tK)
∣∣∣
t=0
=
∫∫
R×R
ϕ(x)− ϕ(y)
x− y
dEA(x)K dEA(y), (1.8)
where EA is the spectral measure of A. The expression on the right is a double operator
integral. The beautiful theory of double operator integrals due to Birman and Solomyak
was created later in [BS1], [BS2], and [BS4] (see also the survey article [BS6]). A brief
introduction into the theory of double operator integrals will be given in § 2.
The condition ϕ ∈ C2 was relaxed by Birman and Solomyak in [BS4]: they proved
that the function (1.7) is differentiable and the Daletskii–Krein formula (1.8) holds under
the condition that ϕ is differentiable and the derivative ϕ′ satisfies a Ho¨lder condition
of order α for some α > 0. The approach of Birman and Solomyak is based on their
formula
ϕ(A +K)− ϕ(A) =
∫∫
R×R
ϕ(x)− ϕ(y)
x− y
dEA+K(x)B dEA(y). (1.9)
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Actually, Birman and Solomyak showed in [BS4] that formula (1.9) is valid under the
condition that the divided difference Dϕ,
(Dϕ)(x, y) =
ϕ(x)− ϕ(y)
x− y
,
is a Schur multiplier of the space of all bounded linear operators (see § 2 for definitions).
Nevertheless, Farforovskaya proved in [Fa1] that the condition ϕ ∈ C1 does not imply
that ϕ is operator Lipschitz, which implies that the condition ϕ ∈ C1 is not sufficient
for the differentiability of the map (1.7) (see also [Fa3] and [KA]).
A further improvement was obtained in [Pe2] and [Pe4]: it was shown that the function
(1.7) is differentiable and (1.8) holds under the assumption that ϕ belongs to the Besov
space B1∞1(R) (see § 4) and under the same assumption ϕ must be uniformly operator
Lipschitz. In the same paper [Pe2] a necessary condition was found: ϕ must locally
belong to the Besov space B11(R) = B
1
11(R). This necessary condition also implies
that the condition ϕ ∈ C1 is not sufficient. Actually, in [Pe2] and [Pe4] a stronger
necessary condition was also obtained; see §7 for further discussions. Finally, we mention
another sufficient condition obtained in [ABF] which is slightly better than the condition
ϕ ∈ B1∞1(R), though I believe it is more convenient to work with Besov spaces. We refer
the reader to Sections 6 and 7 of this survey for a detailed discussion.
After it had become clear that Lipschitz functions do not have to be operator Lipschitz,
many mathematicians believed that Ho¨lder functions of order α, 0 < α < 1, are not
necessarily operator Ho¨lder functions of order α. In [Fa1] the following upper estimate
for self-adjoint operators A and B with spectra in an interval [a, b] was obtained:
‖ϕ(A) − ϕ(B)‖ ≤ const ‖ϕ‖Λα(R)
(
log
(
b− a
‖A−B‖
+ 1
)
+ 1
)2
‖A−B‖α,
where ϕ ∈ Λα(R). A similar inequality was obtained in [FN] for arbitrary moduli of
continuity.
Surprisingly, it turns out that the logarithmic factor in the above inequality is unnec-
essary. In other words, for an arbitrary α ∈ (0, 1), a Ho¨lder function of order α must be
operator Ho¨lder of order α. Moreover, the same is true for Zygmund functions and for
the whole scale of Ho¨lder–Zygmund classes. This has been proved recently in [AP2], see
also [AP1]. We discuss the results of [AP2] in § 10.
The problem of the existence of higher order derivatives of the function (1.7) was
studied in [St] where it was shown that under certain assumptions on ϕ, the function
(1.7) has a second derivative that can be expressed in terms of the following triple
operator integral:
d2
dt2
ϕ(A+ tB)
∣∣∣
t=0
= 2
∫∫∫
R×R×R
(
D
2ϕ
)
(x, y, z) dEA(x)B dEA(y)B dEA(z),
where D2ϕ stands for the divided difference of order 2 (see § 8 for the definition). To
interpret triple operator integrals, repeated integration was used in [St] (see also the
earlier paper [Pa], in which an attempt to define multiple operator integrals was given).
However, the class of integrable functions in [Pa] and [St] was rather narrow and the
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assumption on ϕ imposed in [St] for the existence of the second operator derivative
was too restrictive. Similar results were also obtained in [St] for the nth derivative and
multiple operator integrals.
In [Pe8] a new approach to multiple operator integrals was given. It is based on integral
projective tensor products of L∞ spaces and gives a much broader class of integrable
functions than under the approaches of [Pa] and [St]. It was shown in [Pe8] that under the
assumption that f belongs to the Besov space Bn∞1(R) the function (1.7) has n derivatives
and the nth derivative can be expressed in terms of a multiple operator integral. Similar
results were also obtained in [Pe8] in the case of an unbounded self-adjoint operator A.
To study the problem of differentiability of functions of unitary operators, we should
consider a Borel function f on the unit circle T and the map
U 7→ f(U),
where U is a unitary operator on Hilbert space. If U and V are unitary operators and
V = eiAU , where A is a self-adjoint operator, we can consider the one-parameter family
of unitary operators
eitAU, 0 ≤ t ≤ 1,
and study the question of the differentiability of the function
t 7→
(
eitAU
)
and the question of the existence of its higher derivatives. The results in the case of
unitary operators are similar to the results for self-adjoint operators, see [BS4], [Pe2],
[ABF], [Pe8].
Similar questions can be also considered for functions of contractions. It turns out
that to study such problems for contractions, one can use double and multiple operator
integrals with respect to semi-spectral measures. This approach was proposed in [Pe3]
and [Pe9]. We discuss these issues in § 9.
In Sections 2 and 3 of this survey we give a brief introduction in double operator
integrals and multiple operator integrals. In §4 we introduce the reader to Besov spaces.
In §5 we define Hankel operators and state the nuclearity criterion obtained in [Pe1].
It turns out that Hankel operators play an important role in perturbation theory and
the nuclearity criterion is used in § 7 to obtain necessary conditions for operator differ-
entiability and operator Lipschitzness.
The last 3 sections are devoted to perturbations of operators by operators from
Schatten–von Neumann classes Sp. In §11 we discuss the problem of classifying the
functions ϕ for which the Livshits–Krein trace formulae are valid. This problem is
closely related to the problem of classifying the functions ϕ on R for which a trace class
perturbation of a self-adjoint operator A leads to a trace class perturbation of ϕ(A).
We present in § 11 sufficient conditions obtained in [Pe2] and [Pe4] that improve earlier
results by M.G. Krein and Birman–Solomyak. We also discuss necessary conditions.
Section 12 deals with perturbations of class S2 and trace formulae by Koplienko and
Neidhardt. We discuss the results of [Pe7] that improve earlier results by Koplienko and
Neidhardt.
Finally, in the last section we present recent results of [AP3] (see also [AP1]) that
concern the following problem. Suppose that A and B are self-adjoint operators such
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that A − B ∈ Sp and let ϕ ∈ Λα(R). What can we say about ϕ(A) − ϕ(B)? We also
discuss a similar problem for higher order differences.
It was certainly impossible to give proofs of all the results discussed in this survey. I
tried to give proofs of certain key results that demonstrate principal ideas.
2. Double operator integrals
In this section we give a brief introduction in the theory of double operator integrals
developed by Birman and Solomyak in [BS1], [BS2], and [BS4], see also their survey
[BS6].
Let (X , E1) and (Y, E2) be spaces with spectral measures E1 and E2 on a Hilbert
spaces H1 and H2. Let us first define double operator integrals∫
X
∫
Y
Φ(x, y) dE1(x)QdE2(y), (2.1)
for bounded measurable functions Φ and operators Q : H2 → H1 of Hilbert–Schmidt
class S2. Consider the set function F whose values are orthogonal projections on the
Hilbert space S2(H2,H1) of Hilbert–Schmidt operators from H2 to H1, which is defined
on measurable rectangles by
F (∆1 ×∆2)Q = E1(∆1)QE2(∆2), Q ∈ S2(H2,H1),
∆1 and ∆2 being measurable subsets of X and Y. Note that left multiplication by
E1(∆1) obviously commutes with right multiplication by E2(∆2).
It was shown in [BS5] that F extends to a spectral measure on X × Y. If Φ is a
bounded measurable function on X × Y, we define∫
X
∫
Y
Φ(x, y) dE1(x)QdE2(y) =
 ∫
X1×X2
Φ dF
Q.
Clearly, ∥∥∥∥∥∥
∫
X
∫
Y
Φ(x, y) dE1(x)QdE2(y)
∥∥∥∥∥∥
S2
≤ ‖Φ‖L∞‖Q‖S2 .
If the transformer
Q 7→
∫
X
∫
Y
Φ(x, y) dE1(x)QdE2(y)
maps the trace class S1 into itself, we say that Φ is a Schur multiplier of S1 associated
with the spectral measures E1 and E2. In this case the transformer
Q 7→
∫
Y
∫
X
Φ(x, y) dE2(y)QdE1(x), Q ∈ S2(H1,H2), (2.2)
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extends by duality to a bounded linear transformer on the space of bounded linear
operators from H1 to H2 and we say that the function Ψ on X2 ×X1 defined by
Ψ(y, x) = Φ(x, y)
is a Schur multiplier of the space of bounded linear operators associated with E2 and E1.
We denote the space of such Schur multipliers by M(E2, E1)
Birman in Solomyak obtained in [BS4] the following result:
Theorem 2.1. Let A be a self-adjoint operator (not necessarily bounded) and let K be
a bounded self-adjoint operator. Suppose that ϕ is a continuously differentiable function
on R such that the divided difference Dϕ ∈M(EA+K , EA). Then
ϕ(A+K)− ϕ(A) =
∫∫
R×R
ϕ(x)− ϕ(y)
x− y
dEA+K(x)K dEA(y) (2.3)
and
‖ϕ(A +K)− ϕ(A)‖ ≤ const ‖Dϕ‖M‖K‖,
where ‖Dϕ‖M is the norm of Dϕ in M(EA+K , EA).
In the case when K belongs to the Hilbert Schmidt class S2, the same result was
established in [BS4] under weaker assumptions on ϕ:
Theorem 2.2. Let A be a self-adjoint operator (not necessarily bounded) and let K
be a self-adjoint operator of class S2. If ϕ is a Lipschitz function on R, then (2.3) holds,
ϕ(A+K)− ϕ(A) ∈ S2,
and
‖ϕ(A +K)− ϕ(A)‖S2 ≤ sup
x 6=y
|ϕ(x) − ϕ(y)|
|x− y|
‖A−B‖S2 .
Note that if ϕ is not differentiable, Dϕ is not defined on the diagonal of R × R, but
formula (2.3) still holds if we define Dϕ to be zero on the diagonal.
Similar results also hold for functions on the unit circle and for unitary operators.
It is easy to see that if a function Φ on X ×Y belongs to the projective tensor product
L∞(E1)⊗ˆL
∞(E2) of L
∞(E1) and L
∞(E2) (i.e., Φ admits a representation
Φ(x, y) =
∑
n≥0
fn(x)gn(y), (2.4)
where fn ∈ L
∞(E1), gn ∈ L
∞(E2), and∑
n≥0
‖fn‖L∞‖gn‖L∞ <∞), (2.5)
then Φ ∈M(E1, E2), i.e., Φ is a Schur multiplier of the space of bounded linear operators.
For such functions Φ we have∫
X
∫
Y
Φ(x, y) dE1(x)QdE2(y) =
∑
n≥0
∫
X
fn dE1
Q
∫
Y
gn dE2
 .
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Note that if Φ belongs to the projective tensor product L∞(E1)⊗ˆL
∞(E2), its norm in
L∞(E1)⊗ˆL
∞(E2) is, by definition, the infimum of the left-hand side of (2.5) over all
representaions (2.4).
One can define in the same way projective tensor products of other function spaces.
More generally, Φ is a Schur multiplier if Φ belongs to the integral projective tensor
product L∞(E1)⊗ˆiL
∞(E2) of L
∞(E1) and L
∞(E2), i.e., Φ admits a representation
Φ(x, y) =
∫
Ω
f(x, ω)g(y, ω) dσ(ω), (2.6)
where (Ω, σ) is a measure space, f is a measurable function on X ×Ω, g is a measurable
function on Y × Ω, and∫
Ω
‖f(·, ω)‖L∞(E1)‖g(·, ω)‖L∞(E2) dσ(ω) <∞. (2.7)
If Φ ∈ L∞(E1)⊗ˆiL
∞(E2), then∫
X
∫
Y
Φ(x, y) dE1(x)QdE2(y) =
∫
Ω
∫
X
f(x, ω) dE1(x)
Q
∫
Y
g(y, ω) dE2(y)
 dσ(ω).
Clearly, the function
ω 7→
∫
X
f(x, ω) dE1(x)
Q
∫
Y
g(y, ω) dE2(y)

is weakly measurable and∫
Ω
∥∥∥∥∥∥
∫
X
f(x, ω) dE1(x)
 T
∫
Y
g(y, ω) dE2(y)
∥∥∥∥∥∥ dσ(ω) <∞.
Moreover, it can easily be seen that such functions Φ are Schur multipliers of an
arbitrary symmetrically normed ideal of operators.
It turns out that all Schur multipliers of the space of bounded linear operators can be
obtained in this way. More precisely, the following result holds (see [Pe2]):
Theorem 2.3. Let Φ be a measurable function on X×Y. The following are equivalent:
(i) Φ ∈M(E1, E2);
(ii) Φ ∈ L∞(E1)⊗ˆiL
∞(E2);
(iii) there exist measurable functions f on X ×Ω and g on Y ×Ω such that (2.6) holds
and ∥∥∥∥∫
Ω
|f(·, ω)|2 dσ(ω)
∥∥∥∥
L∞(E1)
∥∥∥∥∫
Ω
|g(·, ω)|2 dσ(ω)
∥∥∥∥
L∞(E2)
<∞. (2.8)
Note that the implication (iii)⇒(ii) was established in [BS4]. Note also that the
equivalence of (i) and (ii) is deduced from Grothendieck’s theorem. In the case of matrix
Schur multipliers (this corresponds to discrete spectral measures of multiplicity 1), the
equivalence of (i) and (ii) was proved in [Be].
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It is interesting to observe that if f and g satisfy (2.7), then they also satisfy (2.8),
but the converse is false. However, if Φ admits a representation of the form (2.6) with
f and g satisfying (2.8), then it also admits a (possibly different) representation of the
form (2.6) with f and g satisfying (2.7).
Let us also mention one more observation by Birman and Solomyak, see [BS4]. Sup-
pose that µ and ν are scalar measures on X and Y that are mutually absolutely continu-
ous with E1 and E2. Let Nµ,ν be the class of measurable functions k on X ×Y such that
the integral operator from L2(µ) to L2(ν) with kernel function k belongs to the trace
class S1.
Theorem 2.4. A measurable function Φ on X × Y is a Schur multiplier of S1 asso-
ciated with E1 and E2 if and only if Φ is a multiplier of Nµ,ν, i.e.,
k ∈ Nµ,ν ⇒ Φk ∈ Nµ,ν .
3. Multiple operator integrals
The equivalence of (i) and (ii) in the Theorem 2.3 suggests the idea explored in [Pe8]
to define multiple operator integrals.
To simplify the notation, we consider here the case of triple operator integrals; the
case of arbitrary multiple operator integrals can be treated in the same way.
Let (X , E1), (Y, E2), and (Z, E3) be spaces with spectral measures E1, E2, and E3
on Hilbert spaces H1, H2, and H3. Suppose that Φ belongs to the integral projective
tensor product L∞(E1)⊗ˆiL
∞(E2)⊗ˆiL
∞(E3), i.e., Φ admits a representation
Φ(x, y, z) =
∫
Ω
f(x, ω)g(y, ω)h(z, ω) dσ(ω), (3.1)
where (Ω, σ) is a measure space, f is a measurable function on X ×Ω, g is a measurable
function on Y × Ω, h is a measurable function on Z × Ω, and∫
Ω
‖f(·, ω)‖L∞(E)‖g(·, ω)‖L∞(F )‖h(·, ω)‖L∞(G) dσ(ω) <∞.
Suppose now that T1 is a bounded linear operator from H2 to H1 and T2 is a bounded
linear operator from H3 to H2. For a function Φ in L
∞(E1)⊗ˆiL
∞(E2)⊗ˆiL
∞(E3) of the
form (3.1), we put∫
X
∫
Y
∫
Z
Φ(x, y, z) dE1(x)T1 dE2(y)T2 dE3(z) (3.2)
def
=
∫
Ω
∫
X
f(x, ω) dE1(x)
T1
∫
Y
g(y, ω) dE2(y)
T2
∫
Z
h(z, ω) dE3(z)
 dσ(ω).
The following lemma from [Pe8] (see also [ACDS] for a different proof) shows that the
definition does not depend on the choice of a representation (3.1).
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Lemma 3.1. Suppose that Φ ∈ L∞(E1)⊗ˆiL
∞(E2)⊗ˆiL
∞(E3). Then the right-hand
side of (3.2) does not depend on the choice of a representation (3.1).
It is easy to see that the following inequality holds∥∥∥∥∥∥
∫
X
∫
Y
∫
Z
Φ(x, y, z) dE1(x)T1 dE2(y)T2 dE3(z)
∥∥∥∥∥∥ ≤ ‖Φ‖L∞⊗ˆiL∞⊗ˆiL∞ · ‖T1‖ · ‖T2‖.
In particular, the triple operator integral on the left-hand side of (3.2) can be defined
if Φ belongs to the projective tensor product L∞(E1)⊗ˆL
∞(E2)⊗ˆL
∞(E3), i.e., Φ admits
a representation
Φ(x, y, z) =
∑
n≥1
fn(x)gn(y)hn(z),
where fn ∈ L
∞(E1), gn ∈ L
∞(E2), hn ∈ L
∞(E3) and∑
n≥1
‖fn‖L∞(E1)‖gn‖L∞(E2)‖hn‖L∞(E3) <∞.
In a similar way one can define multiple operator integrals, see [Pe8].
Recall that earlier multiple operator integrals were considered in [Pa] and [St]. How-
ever, in those papers the class of functions Φ for which the left-hand side of (3.2) was
defined is much narrower than in the definition given above.
Multiple operator integrals arise in connection with the problem of evaluating higher
order operator derivatives. It turns out that if A is a self-adjoint operator on Hilbert
space and K is a bounded self-adjoint operator, then for sufficiently nice functions ϕ on
R, the function
t 7→ ϕ(A+ tK) (3.3)
has n derivatives in the norm and the nth derivative can be expressed in terms of multiple
operator integrals. We are going to consider this problem in § 8.
Note that recently in [JTT] Haagerup tensor products were used to define multiple
operator integrals. However, it is not clear whether this can lead to a broader class of
functions ϕ, for which the function f has an nth derivative and the nth derivative can
be expressed in terms of a multiple operator integral.
4. Besov spaces
The purpose of this section is to give a brief introduction to the Besov spaces that
play an important role in problems of perturbation theory. We start with Besov spaces
on the unit circle.
Let 1 ≤ p, q ≤ ∞ and s ∈ R. The Besov class Bspq of functions (or distributions) on
T can be defined in the following way. Let w be an infinitely differentiable function on
R such that
w ≥ 0, suppw ⊂
[
1
2
, 2
]
, and w(x) = 1− w
(x
2
)
for x ∈ [1, 2]. (4.1)
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and w is a linear function on the intervals [1/2, 1] and [1, 2].
Consider the trigonometric polynomials Wn, and W
#
n defined by
Wn(z) =
∑
k∈Z
w
(
k
2n
)
zk, n ≥ 1, W0(z) = z¯+1+z, and W
#
n (z) =Wn(z), n ≥ 0.
Then for each distribution ϕ on T,
ϕ =
∑
n≥0
ϕ ∗Wn +
∑
n≥1
ϕ ∗W#n .
The Besov class Bspq consists of functions (in the case s > 0) or distributions ϕ on T such
that {
‖2nsϕ ∗Wn‖Lp
}
n≥0
∈ ℓq and
{
‖2nsϕ ∗W#n ‖Lp
}
n≥1
∈ ℓq (4.2)
Besov classes admit many other descriptions. In particular, for s > 0, the space Bspq
admits the following characterization. A function ϕ belongs to Bspq, s > 0, if and only if∫
T
‖∆nτϕ‖
q
Lp
|1− τ |1+sq
dm(τ) <∞ for q <∞
and
sup
τ 6=1
‖∆nτϕ‖Lp
|1− τ |s
<∞ for q =∞, (4.3)
where m is normalized Lebesgue measure on T, n is an integer greater than s, and ∆τ
is the difference operator:
(∆τϕ)(ζ) = ϕ(τζ)− ϕ(ζ), ζ ∈ T.
We use the notation Bsp for B
s
pp.
The spaces Λα
def
= Bα∞ form the Ho¨lder–Zygmund scale. If 0 < α < 1, then ϕ ∈ Λα if
and only if
|ϕ(ζ)− ϕ(τ)| ≤ const |ζ − τ |α, ζ, τ ∈ T,
while f ∈ Λ1 if and only if
|ϕ(ζτ)− 2ϕ(ζ) + ϕ(ζτ¯ )| ≤ const |1− τ |, ζ, τ ∈ T.
It follows from (4.3) that for α > 0, ϕ ∈ Λα if and only if
|(∆nτϕ)(ζ)| ≤ const |1− τ |
α,
where n is a positive integer such that n > α.
It is easy to see from the definition of Besov classes that the Riesz projection P+,
P+ϕ =
∑
n≥0
ϕˆ(n)zn,
is bounded on Bspq and functions in
(
Bspq
)
+
def
= P+B
s
pq admit a natural extension to
analytic functions in the unit disk D. It is well known that the functions in
(
Bspq
)
+
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admit the following description:
ϕ ∈
(
Bspq
)
+
⇔
∫ 1
0
(1− r)q(n−s)−1‖ϕ(n)r ‖
q
p dr <∞, q <∞,
and
ϕ ∈
(
Bsp∞
)
+
⇔ sup
0<r<1
(1− r)n−s‖ϕ(n)r ‖p <∞,
where ϕr(ζ)
def
= ϕ(rζ) and n is a nonnegative integer greater than s.
Besov spaces play a significant role in many problems of operator theory and it is also
important to consider Besov spaces Bspq when p or q can be less than 1. Everything
mentioned above also holds for arbitrary positive p and q provided s > 1/p − 1.
Let us proceed now to Besov spaces on the real line. We consider homogeneous Besov
spaces Bspq(R) of functions (distributions) on R. We use the same function w as in (4.1)
and define the functions Wn and W
#
n on R by
FWn(x) = w
( x
2n
)
, FW#n (x) = FWn(−x), n ∈ Z,
where F is the Fourier transform. The Besov class Bspq(R) consists of distributions ϕ on
R such that
{‖2nsϕ ∗Wn‖Lp}n∈Z ∈ ℓ
q(Z) and {‖2nsϕ ∗W#n ‖Lp}n∈Z ∈ ℓ
q(Z).
According to this definition, the space Bspq(R) contains all polynomials. However, it is
not necessary to include all polynomials. It is natural to assume that the space Bspq(R)
contains no polynomial of degree greater than s− 1/p.
Besov spaces Bspq(R) admit equivalent definitions that are similar to those discussed
above in the case of Besov spaces of functions on T.
We refer the reader to [Pee] and [Pe6] for more detailed information on Besov spaces.
5. Nuclearity of Hankel operators
It turns out (see [Pe2]) that Hankel operators play an important role in our problems
of perturbation theory. For a function ϕ on the unit circle T, the Hankel operator Hϕ
on the Hardy class H2 ⊂ L2 is defined by
Hϕ : H
2 → H2−
def
= L2 ⊖H2, Hϕf
def
= P−ϕf,
where P− is the orthogonal projection onto H
2
−. By Nehari’s theorem,
‖Hϕ‖ = distL∞(ϕ,H
∞)
(see [Pe6], Ch. 1, § 1).
In this paper we need the following result that describes the Hankel operator of trace
class S1.
Theorem 5.1. Hϕ ∈ S1 if and only if P−ϕ ∈ B
1
1 .
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Theorem 5.1 was obtained in [Pe1], see also [Pe6], Ch. 6, § 1.
Consider now the following class of integral operators. Let ϕ ∈ L∞. The operator Cϕ
on L2 is defined by
(Cϕf)(ζ) =
∫
T
ϕ(ζ)− ϕ(τ)
1− τ¯ ζ
f(τ) dm(τ).
The following result can be deduced from Theorem 5.1 (see [Pe6], Ch. 6, §7˙).
Theorem 5.2. Let ϕ ∈ L∞. Then Cϕ ∈ S1 if and only if ϕ ∈ B
1
1 .
Proof. Indeed, it is easy to show that
Cϕf = Hϕf+ −H
∗
ϕf−,
where f− = P−f and f+ = f − f−. Theorem 5.2 follows now immediately from Theorem
5.1. 
6. Operator Lipschitz and operator differentiable functions.
Sufficient conditions
In this section we discuss sufficient conditions for a function on the unit circle or on
the real line to be operator Lipschitz or operator differentiable. We begin with unitary
operators.
The following lemma gives us an estimate for the norm of Dϕ in the projective tensor
product L∞⊗ˆL∞ in the case of trigonometric polynomials ϕ. It was obtained in [Pe2].
We give here a slightly modified proof given in [Pe8].
Lemma 6.1. Let ϕ be a trigonometric polynomial of degree m. Then
‖Dϕ‖L∞⊗ˆL∞ ≤ constm‖ϕ‖L∞ . (6.1)
Proof. First of all, it is evident that it suffices to consider the case when m = 2l.
Next, it suffices to prove the result for analytic polynomials ϕ (i.e., linear combinations
of zj with j ≥ 0). Indeed, if (6.1) holds for analytic polynomials, then it obviously also
holds for conjugate trigonometric polynomials. Let now ϕ be an arbitrary trigonometric
polynomial of degree 2l. We have
ϕ =
l∑
j=1
ϕ ∗W#j +
l∑
j=0
ϕ ∗Wj
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(see § 4). Applying (6.1) to each term of this expansion, we obtain
‖Dϕ‖L∞⊗ˆL∞ ≤
l∑
j=1
∥∥D(ϕ ∗W#j )∥∥L∞⊗ˆL∞ + l∑
j=0
‖D(ϕ ∗Wj)‖L∞⊗ˆL∞
≤ const
 l∑
j=1
2j
∥∥ϕ ∗W#j ∥∥L∞ + l∑
j=0
2j‖ϕ ∗Wj‖L∞

≤ const
l∑
j=0
2j‖ϕ‖L∞ ≤ const 2
l‖ϕ‖L∞ .
Assume now that ϕ is an analytic polynomial of degree m. It is easy to see that
(Dϕ)(z1, z2) =
∑
j,k≥0
ϕˆ(j + k + 1)zj1z
k
2 .
We have∑
j,k≥0
ϕˆ(j + k + 1)zj1z
k
2 =
∑
j,k≥0
αjkϕˆ(j + k + 1)z
j
1z
k
2 +
∑
j,k≥0
βjkϕˆ(j + k + 1)z
j
1z
k
2 ,
where
αjk =
{ 1
2 , j = k = 0,
j
j+k , j + k 6= 0
and
βjk =
{ 1
2 , j = k = 0,
k
j+k , j + k 6= 0.
Clearly, it is sufficient to estimate∥∥∥∥∥∥
∑
j,k≥0
αjkϕˆ(j + k + 1)z
j
1z
k
2
∥∥∥∥∥∥
L∞⊗ˆL∞
.
It is easy to see that∑
j,k≥0
αjkϕˆ(j + k + 1)z
j
1z
k
2 =
∑
k≥0
(((S∗)k+1ϕ) ∗∑
j≥0
αjkz
j
)
(z1)
 zk2 ,
where S∗ is backward shift, i.e., (S∗)kϕ = P+z¯
kϕ.
Thus ∥∥∥∥∥∥
∑
j,k≥0
αjkϕˆ(j + k + 1)z
j
1z
k
2
∥∥∥∥∥∥
L∞⊗ˆL∞
≤
∑
k≥0
∥∥∥∥∥∥((S∗)k+1ϕ) ∗
∑
j≥0
αjkz
j
∥∥∥∥∥∥
L∞
.
Put
Qk(z) =
∑
i≥k
i− k
i
zi, k > 0, and Q0(z) =
1
2
+
∑
i≥1
zi.
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Then it is easy to see that∥∥∥∥∥∥((S∗)k+1ϕ) ∗
∑
j≥0
αjkz
j
∥∥∥∥∥∥
L∞
= ‖ψ ∗Qk‖L∞ ,
where ψ = S∗ϕ, and so∥∥∥∥∥∥
∑
j,k≥0
αjkϕˆ(j + k + 1)z
j
1z
k
2
∥∥∥∥∥∥
L∞⊗ˆL∞
≤
∑
k≥0
‖ψ ∗Qk‖L∞ .
Consider the function r on R defined by
r(x) =
{
1, |x| ≤ 1,
1
|x| , |x| ≥ 1.
It is easy to see that the Fourier transform Fr of r belongs to L1(R). Define the functions
Rn, n ≥ 1, on T by
Rk(ζ) =
∑
j∈Z
r
(
j
k
)
ζj.
An elementary estimate obtained in Lemma 4.3 of [Pe8] shows that
‖Rk‖L1 ≤ const .
It is easy to see that for f ∈ H∞, we have
‖f ∗Qk‖L∞ = ‖f − f ∗Rk‖L∞ ≤ ‖f‖L∞ + ‖f ∗Rk‖L∞ ≤ const ‖f‖L∞ .
Thus
∑
k≥0
‖ψ ∗Qk‖L∞ =
m∑
k=0
‖ψ ∗Qk‖L∞ ≤ constm‖ψ‖L∞ ≤ constm‖ϕ‖L∞ . 
The following result was obtained in [Pe2].
Theorem 6.2. Let ϕ ∈ B1∞1. Then Dϕ ∈ C(T)⊗ˆC(T) and
‖Dϕ‖L∞⊗ˆL∞ ≤ const ‖ϕ‖B1
∞1
.
Proof. We have
ϕ =
∑
j>0
ϕ ∗W#j +
∑
j≥0
ϕ ∗Wj.
15
By Lemma 6.1, each of the functions D
(
ϕ ∗W#j
)
and D(ϕ ∗Wj) belongs to C(T)⊗ˆC(T)
and ∑
j>0
∥∥D(ϕ ∗W#j )∥∥L∞⊗ˆL∞ +∑
j≥0
∥∥D(ϕ ∗Wj)∥∥L∞⊗ˆL∞
≤ const
∑
j>0
2j
∥∥ϕ ∗W#j ∥∥L∞ +∑
j≥0
2j‖ϕ ∗Wj‖L∞

≤ const ‖ϕ‖B1
∞1
. 
It follows from Theorem 6.2 that for ϕ ∈ B1∞1, the divided difference Dϕ belongs to
the space M(E,F ) of Schur multipliers with respect to arbitrary Borel spectral measures
E and F on T (see § 2). By the Birman–Solomyak formula for unitary operators, we
have
ϕ(U)− ϕ(V ) =
∫∫
T×T
ϕ(ζ)− ϕ(τ)
ζ − τ
dEU (ζ) (U − V ) dEV (τ), (6.2)
which implies the following result:
Theorem 6.3. Let ϕ ∈ B1∞1. Then ϕ is operator Lipschitz, i.e.,
‖ϕ(U) − ϕ(V )‖ ≤ const ‖U − V ‖,
for unitary operators U and V on Hilbert space.
Proof. It follows from (6.2) that
‖ϕ(U) − ϕ(V )‖ ≤ ‖Dϕ‖M(EU ,EV )‖U − V ‖
≤ ‖Dϕ‖L∞⊗ˆL∞‖U − V ‖ ≤ const ‖ϕ‖B1
∞1
‖U − V ‖. 
Let us now show that the condition ϕ ∈ B1∞1 also implies that ϕ is operator differen-
tiable.
Theorem 6.4. Let ϕ be a function on T of class B1∞1. If A is a bounded self-adjoint
operator and U is a unitary operator, and Us
def
= eisAU , then the function
s 7→ ϕ(Us) (6.3)
is differentiable in the norm and
d
ds
(
ϕ(Us)
)∣∣∣
s=o
= i
(∫∫
ϕ(ζ)− ϕ(τ)
ζ − τ
dEU (ζ)AdEU (τ)
)
U. (6.4)
Moreover, the map
A 7→ ϕ
(
eiAU
)
(6.5)
defined on the space of bounded self-adjoint operators is differentiable in the sense of
Fre´chet.
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Proof. Let us prove that the function (6.3) is norm differentiable and that formula
(6.4) holds. By Theorem 6.2, there exist continuous functions fn and gn on T such that
(Dϕ)(ζ, τ) =
∑
n≥1
fn(ζ)gn(τ), ζ, τ ∈ T,
and ∑
n≥1
‖fn‖L∞‖gn‖L∞ <∞. (6.6)
By the Birman–Solomyak formula (6.2),
ϕ(Us)− ϕ(U) =
∫∫
T×T
(Dϕ)(ζ, τ) dEUs(ζ)(Us − U) dEU (τ)
=
∑
n≥1
fn(Us)(Us − U)gn(U).
On the other hand,
i
(∫∫
ϕ(ζ)− ϕ(τ)
ζ − τ
dEU (ζ)AdEU (τ)
)
U = i
∑
n≥1
fn(U)Agn(U)U.
We have
1
s
(
ϕ(Us)− ϕ(U)
)
− i
∑
n≥1
fn(U)Agn(U)U
=
∑
n≥1
(
1
s
fn(Us)(Us − U)gn(U)− ifn(U)Agn(U)U
)
=
∑
n≥1
(
1
s
fn(Us)(Us − U)gn(U)−
1
s
fn(U)(Us − U)gn(U)
)
+
∑
n≥1
(
1
s
fn(U)(Us − U)gn(U)− ifn(U)Agn(U)U
)
.
Clearly, ∥∥∥∥1s (Us − U)
∥∥∥∥ ≤ const .
Since, fn ∈ C(T), it is easy to see that
lim
s→0
‖fn(Us)− fn(U)‖ = 0.
It follows now easily from (6.6) that
lim
s→0
∥∥∥∥∥∥
∑
n≥1
(
1
s
fn(Us)(Us − U)gn(U)−
1
s
fn(U)(Us − U)gn(U)
)∥∥∥∥∥∥ = 0.
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On the other hand, it is easy to see that
lim
s→0
∥∥∥∥1s (Us − U)− iAU
∥∥∥∥ = 0
and again, it follows from (6.6) that
lim
s→0
∥∥∥∥∥∥
∑
n≥1
(
1
s
fn(U)(Us − U)gn(U)− ifn(U)Agn(U)U
)∥∥∥∥∥∥ = 0
which proves that the function (6.3) is norm differentiable and (6.4) holds.
One can easily see that the same reasoning also shows that the map (6.5) is differen-
tiable in the sense of Fre´chet. 
The above results of this section were obtained in [Pe2]. Recall that earlier Birman
and Solomyak proved in [BS4] the same results for functions ϕ whose derivatives belong
to the Ho¨lder class Λα with some α > 0.
In the case of differentiability in the Hilbert–Schmidt norm, the following result was
proved by Birman and Solomyak in [BS4].
Theorem 6.5. Let ϕ ∈ C1(T). If under the hypotheses of Theorem 6.4 the self-
adjoint operator A belongs to the Hilbert–Schmidt class S2, then formula (6.4) holds in
the Hilbert–Schmidt norm.
Let us state now similar results for (not necessarily bounded) self-adjoint operators.
The following result shows that functions in B1∞1(R) are operator Lipschitz.
Theorem 6.6. Let ϕ be a function on R of class B1∞1(R) and let A and B be self-
adjoint operators such that A−B is bounded. Then the operator ϕ(A)−ϕ(B) is bounded
and
‖ϕ(A) − ϕ(B)‖ ≤ const ‖ϕ‖B1
∞1
(R)‖A−B‖.
Theorem 6.7. Let ϕ ∈ B1∞1(R). Suppose that A is a self-adjoint operator (not
necessarily bounded) and K is a bounded self-adjoint operator. Then the function
t 7→ f(A+ tK)− f(A)
is norm differentiable and
d
dt
f(A+ tK)
∣∣∣
t=0
=
∫∫
R×R
ϕ(x)− ϕ(y)
x− y
dEA(x)K dEA(y).
Moreover, the map
K 7→ f(A+K)− f(A)
defined on the space of bounded self-adjoint operators is differentiable in the sense of
Fre´chet.
We refer the reader to [Pe4] and [Pe8] for the proofs of Theorems 6.6 and 6.7.
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7. Operator Lipschitz and operator differentiable functions.
Necessary conditions
Theorem 7.1. Let ϕ be a continuously differentiable function on T. If ϕ is operator
Lipschitz, then ϕ ∈ B11 .
Note that the condition ϕ ∈ B11 implies that∑
n≥0
|ϕ̂′(2n)| <∞.
This follows easily from (4.2). On the other hand, it is well known that for an arbitrary
sequence {cn}n≥0 in ℓ
2, there exists ϕ ∈ C1(T) such that
ϕ̂′(2n) = cn, n ≥ 0.
Thus the condition ϕ ∈ C1(T) is not sufficient for ϕ to be operator Lipschitz.
Proof. Let U be multiplication by z on L2 (with respect to Lebesgue measure) and
let A be a self-adjoint operator on L2 of class S2. Put Vt = e
itAU , t ∈ R. It is easy to
see that
1
t
‖Vt − U‖ ≤ const ‖A‖,
and since ϕ is operator Lipschitz, we have∥∥∥∥1t (ϕ(Vt)− ϕ(U))
∥∥∥∥ ≤ const ‖A‖.
By Theorem 6.5,
lim
t→0
1
t
(
ϕ(Vt)− ϕ(U)
)
= i
(∫∫
ϕ(ζ)− ϕ(τ)
ζ − τ
dEU (ζ)AdEU (τ)
)
U
in the Hilbert–Schmidt norm. It follows that∥∥∥∥∫∫ ϕ(ζ)− ϕ(τ)ζ − τ dEU (ζ)AdEU (τ)
∥∥∥∥ ≤ const ‖A‖.
This means that the divided difference Dϕ is a Schur multiplier in M(EU , EU ).
Consider now the class N of kernel functions of trace class integral operators on L2
with respect to Lebesgue measure. By Theorem 2.4,
k ∈ N⇒ (Dϕ)k ∈ N.
Put now
k(ζ, τ)
def
= τ.
Clearly, the integral operator with kernel function k is a rank one operator. We have(
(Dϕ)k
)
(ζ, τ) =
ϕ(ζ)− ϕ(τ)
1− τ¯ ζ
, ζ, τ ∈ T.
Thus Cϕ ∈ S1 and it follows now from Theorem 5.2 that ϕ ∈ B
1
1 . 
Remark. It is easy to see that the reasoning given in the proof of Theorem 7.1 also
gives the following result:
19
Suppose that ϕ ∈ C1(T) and the divided difference Dϕ is not a Schur multiplier in
M(EU , EU ) (or, in other words, Dϕ is not a multiplier of the class N of kernel functions
of trace class integral operators on L2(m)). Then ϕ is not operator Lipschitz.
Theorem 7.1 was proved in [Pe2]. A more elaborate application of the nuclearity
criterion for Hankel operators allowed the author to obtain in [Pe2] a stronger necessary
condition. To state it, we introduce the class L.
Definition. A bounded function ϕ on T is said to belong to L if the Hankel operators
Hϕ and Hϕ¯ map the Hardy class H
1 into the Besov space B11 , i.e.,
P−ϕg ∈ B
1
1 and P−ϕ¯f ∈ B
1
1 ,
whenever f ∈ H1.
It is easy to see that L ⊂ B11 .
The following result was obtained in [Pe2].
Theorem 7.2. Let ϕ be an operator Lipschitz function of class C1(T). Then ϕ ∈ L.
The proof of Theorem 7.2 is given in [Pe2]. It is based on the nuclearity criterion for
Hankel operators, see Theorem 5.1. Actually, it is shown in [Pe2] that if ϕ ∈ C1(T) \ L,
then Dϕ is not a multiplier of the class N.
S. Semmes observed (see the proof in [Pe5]) that ϕ ∈ L if and only if the measure
‖Hessϕ‖ dx dy
is a Carleson measure in the unit disk D, where Hessϕ is the Hessian matrix of the
harmonic extension of ϕ to the unit disk.
M. Frazier observed that actually L is the Triebel–Lizorkin space F 1∞1. Note that the
definition of the Triebel–Lizorkin spaces F˙ spq on R
n for p = ∞ and q > 1 can be found
in [T], § 5.1. A definition for all q > 0, which is equivalent to Triebel’s definition when
q > 1, was given by Frazier and Jawerth in [FrJ]. Their approach did not use harmonic
extensions, but a straightforward exercise in comparing kernels shows that Frazier and
Jawerth’s definition of F˙ 1∞1 is equivalent to the definition requiring ‖Hessϕ‖dxdy to be
a Carleson measure on the upper half-space. Our space L is the analogue for the unit
disc.
The condition ϕ ∈ L (and a fortiori the condition ϕ ∈ B11) is also a necessary condition
for the function ϕ to be operator differentiable.
Similar results also hold in the case of functions of self-adjoint operators:
Theorem 7.3. Let ϕ be a continuously differentiable function on R. If ϕ is locally
operator Lipschitz, then ϕ belongs to B11(R) locally.
Note that the latter property means that the restriction of ϕ to any finite interval
coincides with the restriction to this interval of a function of class B11(R).
Theorem 7.4. Let ϕ be a continuously differentiable function on R. If ϕ is operator
Lipschitz, then ϕ belongs to the class L(R).
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Note that the class L(R) can be defined by analogy with the class L of functions on
T. The same description in terms of Carleson measures also holds. Theorem 7.3 can be
improved: if ϕ is locally operator Lipschitz, then ϕ must belong to L(R) locally.
Theorems 7.3 and 7.4 were proved in [Pe2] and [Pe4].
To conclude this section, we mention that the same necessary conditions also hold for
operator differentiability.
8. Higher order operator derivatives
For a function ϕ on the circle the divided differences Dkϕ of order k are defined
inductively as follows:
D
0ϕ
def
= ϕ;
if k ≥ 1, then in the case when λ1, λ2, · · · , λk+1 are distinct points in T,
(Dkϕ)(λ1, · · · , λk+1)
def
=
(Dk−1ϕ)(λ1, · · · , λk−1, λk)− (D
k−1ϕ)(λ1, · · · , λk−1, λk+1)
λk − λk+1
(the definition does not depend on the order of the variables). Clearly,
Dϕ = D1ϕ.
If ϕ ∈ Ck(T), then Dkϕ extends by continuity to a function defined for all points
λ1, λ2, · · · , λk+1.
The following result was established in [Pe8].
Theorem 8.1. Let n ≥ 1 and let ϕ be a function on T of class Bn∞1. Then D
nϕ
belongs to the projective tensor product C(T)⊗ˆ · · · ⊗ˆC(T)︸ ︷︷ ︸
n+1
and
‖Dnϕ‖L∞⊗ˆ···⊗ˆL∞ ≤ const ‖ϕ‖Bn∞1 . (8.1)
The constant on the right-hand side of (8.1) can depend on n.
As in the case of double operator integrals, the following lemma gives us a crucial
estimate.
Lemma 8.2. Let n and m be a positive integers and let ϕ be a trigonometric polyno-
mial of degree m. Then
‖Dnϕ‖L∞⊗ˆ···⊗ˆL∞ ≤ constm
n‖ϕ‖L∞ . (8.2)
Note that the constant on the right-hand side of (8.2) can depend on n, but does not
depend on m.
The proof of Lemma 8.2 is based on the same ideas as the proof of Lemma 6.1. We
refer the reader to [Pe8] for the proof of Lemma 8.2.
We deduce now Theorem 8.1 from Lemma 8.2.
Proof of Theorem 8.1. We have
ϕ =
∑
j>0
ϕ ∗W#j +
∑
j≥0
ϕ ∗Wj.
21
By Lemma 8.2,
‖Dnϕ‖L∞⊗ˆ···⊗ˆL∞ ≤
∑
j>0
∥∥Dn(ϕ ∗W#j )∥∥L∞⊗ˆ···⊗ˆL∞ +∑
j≥0
∥∥Dn(ϕ ∗Wj)∥∥L∞⊗ˆ···⊗ˆL∞
≤ const
∑
j>0
2jn‖ϕ ∗W#j ‖L∞ +
∑
j≥0
2jn‖ϕ ∗Wj‖L∞

≤ const ‖ϕ‖Bn
∞1
. 
Suppose now that U is a unitary operator and A is a bounded self-adjoint operator
on Hilbert space. Consider the family of operators
Ut = e
itAU. t ∈ R.
The following result was proved in [Pe8].
Theorem 8.3. Let ϕ ∈ Bn∞1. Then the function
t 7→ ϕ(Ut)
has n derivatives in the norm and
dn
dtn
(
ϕ(Ut)
)∣∣∣
s=0
=inn!
∫ · · · ∫︸ ︷︷ ︸
n+1
(Dnϕ)(ζ1, · · · , ζn+1) dEU (ζ1)A · · ·AdEU (ζn+1)
Un.
Similar results hold for self-adjoint operators. The following results can be found in
[Pe8]:
Theorem 8.4. Let ϕ ∈ Bn∞1(R). Then D
nϕ belongs to the integral projective tensor
product L∞⊗ˆ · · · ⊗ˆL∞︸ ︷︷ ︸
n+1
.
Theorem 8.5. Suppose that ϕ ∈ Bn∞1(R)∩B
1
∞1(R). Let A be a self-adjoint operator
and let K be a bounded self-adjoint operator on Hilbert space. Then the function
t 7→ ϕ(A+ tK) (8.3)
has an nth derivative in the norm and
dn
dtn
(
ϕ(A + tK)
)∣∣∣
s=0
=n!
∫
· · ·
∫
︸ ︷︷ ︸
n+1
(Dnϕ)(x1, · · · , xn+1) dEU (x1)A · · ·AdEU (xn+1). (8.4)
Note that under the hypotheses of Theorem 8.5, the function (8.3) has all the deriva-
tives in the norm up to order n. However, in the case of unbounded self-adjoint operators
it can happen that the nth derivative exists in the norm, but lower order derivatives do
not exist in the norm. For example, if ϕ ∈ B2∞1(R), but ϕ 6∈ B
1
∞1(R), then it can happen
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that the function (8.3) does not have the first derivative in the norm, but it is possible
to interpret its second derivative so that the second derivative exists in the norm and
can be computed by formula (8.4); see detailed comments in [Pe8].
Earlier sufficient conditions for the function (8.3) to have n derivatives in the norm
and satisfy (8.4) were found in [St]. However, the conditions found in [St] were much
more restrictive.
9. The case of contractions
Let T be a contraction (i.e., ‖T‖ ≤ 1) on Hilbert space. Von Neumann’s inequality
(see [SNF]) says that for an arbitrary analytic polynomial ϕ,
‖ϕ(T )‖ ≤ max
|ζ|≤1
|ϕ(ζ)|.
This allows one to define the functional calculus
ϕ 7→ ϕ(T )
on the disk-algebra CA.
In this case we consider the questions of the behavior of ϕ(T ) under perturbations of
T . As in the case of unitary operators a function ϕ ∈ CA is called operator Lipschitz if
‖ϕ(T ) − ϕ(R)‖ ≤ const ‖T −R‖
for arbitrary contractions T and R. We also consider differentiability properties.
For contractions T and R, we consider the one-parameter family of contractions
Tt = (1− t)T + tR, 0 ≤ t ≤ 1,
and we study differentiability properties of the map
t 7→ ϕ(Tt) (9.1)
for a given function ϕ in CA.
It was observed in [Pe3] that if ϕ is an analytic function in
(
B1∞1
)
+
, then ϕ is operator
Lipschitz. To prove this, double operator integrals with respect to semi-spectral measures
were used.
Recently in [KS] it was proved that if ϕ ∈ CA, the the following are equivalent:
(i) ‖ϕ(U) − ϕ(V )‖ ≤ const ‖U − V ‖ for arbitrary unitary operators U and V ;
(ii) ‖ϕ(T ) − ϕ(R)‖ ≤ const ‖T −R‖ for arbitrary contractions T and R.
In [Pe9] it was shown that the same condition
(
B1∞1
)
+
implies that the function (9.1)
is differentiable in the norm and the derivative can be expressed in terms of double
operator integrals with respect to semi-spectral measures. It was also established in
[Pe9] that under the condition ϕ ∈ Bn∞1, the function (9.1) is n times differentiable in
the norm and the nth derivative can be expressed in terms of a multiple operator integral
with respect to semi-spectral measures.
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Definition. Let H be a Hilbert space and let (X ,B) be a measurable space. A map
E from B to the algebra B(H) of all bounded operators on H is called a semi-spectral
measure if
E(∆) ≥ 0, ∆ ∈ B,
E(∅) = 0 and E(X ) = I,
and for a sequence {∆j}j≥1 of disjoint sets in B,
E
 ∞⋃
j=1
∆j
 = lim
N→∞
N∑
j=1
E(∆j) in the weak operator topology.
If K is a Hilbert space, (X ,B) is a measurable space, E : B → B(K) is a spectral
measure, and H is a subspace of K, then it is easy to see that the map E : B → B(H)
defined by
E(∆) = PHE(∆)
∣∣H, ∆ ∈ B, (9.2)
is a semi-spectral measure. Here PH stands for the orthogonal projection onto H.
Naimark proved in [Na] (see also [SNF]) that all semi-spectral measures can be ob-
tained in this way, i.e., a semi-spectral measure is always a compression of a spectral
measure. A spectral measure E satisfying (9.2) is called a spectral dilation of the semi-
spectral measure E .
A spectral dilation E of a semi-spectral measure E is called minimal if
K = clos span{E(∆)H : ∆ ∈ B}.
It was shown in [MM] that if E is a minimal spectral dilation of a semi-spectral
measure E , then E and E are mutually absolutely continuous and all minimal spectral
dilations of a semi-spectral measure are isomorphic in the natural sense.
If ϕ is a bounded complex-valued measurable function on X and E : B → B(H) is a
semi-spectral measure, then the integral∫
X
f(x) dE(x) (9.3)
can be defined as ∫
X
f(x) dE(x) = PH
(∫
X
f(x) dE(x)
)∣∣∣∣H, (9.4)
where E is a spectral dilation of E . It is easy to see that the right-hand side of (9.4) does
not depend on the choice of a spectral dilation. The integral (9.3) can also be computed
as the limit of sums ∑
f(xα)E(∆α), xα ∈ ∆α,
over all finite measurable partitions {∆α}α of X .
If T is a contraction on a Hilbert space H, then by the Sz.-Nagy dilation theorem (see
[SNF]), T has a unitary dilation, i.e., there exist a Hilbert space K such that H ⊂ K and
a unitary operator U on K such that
T n = PHU
n
∣∣H, n ≥ 0, (9.5)
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where PH is the orthogonal projection onto H. Let EU be the spectral measure of U .
Consider the operator set function E defined on the Borel subsets of the unit circle T by
E(∆) = PHEU (∆)
∣∣H, ∆ ⊂ T.
Then E is a semi-spectral measure. It follows immediately from (9.5) that
T n =
∫
T
ζn dE(ζ) = PH
∫
T
ζn dEU (ζ)
∣∣∣H, n ≥ 0. (9.6)
Such a semi-spectral measure E is called a semi-spectral measure of T. Note that it is not
unique. To have uniqueness, we can consider a minimal unitary dilation U of T , which
is unique up to an isomorphism (see [SNF]).
It follows easily from (9.6) that
ϕ(T ) = PH
∫
T
ϕ(ζ) dEU (ζ)
∣∣∣H
for an arbitrary function ϕ in the disk-algebra CA.
In [Pe9] double operator integrals and multiple operator integrals with respect to
semi-spectral measures were introduced.
Suppose that (X1,B1) and (X2,B2) are measurable spaces, and E1 : B1 → B(H1) and
E2 : B2 → B(H2) are semi-spectral measures. Then double operator integrals∫∫
X1×X2
Φ(x1, x2) dE1(x1)QdE2(X2).
were defined in [Pe9] in the case when Q ∈ S2 and Φ is a bounded measurable function
and in the case when Q is a bounded linear operator and Φ belongs to the integral
projective tensor product of the spaces L∞(E1) and L
∞(E2).
Similarly, multiple operator integrals with respect to semi-spectral measures were
defined in [Pe9] for functions that belong to the integral projective tensor product of the
corresponding L∞ spaces.
Let us now state the results obtained in [Pe9].
For a contraction T on Hilbert space, we denote by ET a semi-spectral measure of T.
Recall that if ϕ′ ∈ CA, the function Dϕ extends to the diagonal
∆
def
=
{
(ζ, ζ) : ζ ∈ T
}
by continuity: (Dϕ)(ζ, ζ) = ϕ′(ζ), ζ ∈ T.
Theorem 9.1. Let ϕ ∈
(
B1∞1
)
+
. Then for contractions T and R on Hilbert space the
following formula holds:
ϕ(T )− ϕ(R) =
∫∫
T×T
ϕ(ζ)− ϕ(τ)
ζ − τ
dET (ζ) (T −R) dER(τ). (9.7)
Theorem 9.2. Let ϕ be a function analytic in D such that ϕ′ ∈ CA. If T and R are
contractions such that T −R ∈ S2, then formula (9.7) holds.
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Remark. Theorem 9.2 can be extended to the more general case when ϕ′ ∈ H∞. In
this case we can define Dϕ to be zero on the diagonal ∆.
The following result is an immediate consequence of the above remark; it was obtained
recently in [KS] by a completely different method.
Corollary 9.3. Suppose that ϕ is a function analytic in D such that ϕ′ ∈ H∞. If T
and R are contractions on Hilbert space such that T −R ∈ S2, then
ϕ(T )− ϕ(R) ∈ S2
and
‖ϕ(R) − ϕ(T )‖S2 ≤ ‖ϕ
′‖H∞‖T −R‖S2 .
We proceed now to the differentiability problem. Let T and R be contractions on
Hilbert space and let ϕ ∈ CA. We are interested in differentiability properties of the
function (9.1).
Let Et be a semi-spectral measure of Tt on the unit circle T, i.e.,
T nt =
∫
T
ζn dEt(ζ), n ≥ 0.
Put E
def
= E0.
The following results were established in [Pe9].
Theorem 9.4. Suppose that ϕ ∈
(
B1∞1
)
+
. Then the function (9.1) is differentiable
in the norm and
d
ds
ϕ(Ts)
∣∣∣
s=t
=
∫∫
T×T
ϕ(ζ)− ϕ(τ)
ζ − τ
dEt(ζ) (R− T ) dEt(τ).
Note that the same result holds in the case when T − R ∈ S2 and ϕ is an analytic
function in D such that ϕ′ ∈ CA. In this case the derivative exists in the Hilbert –Schmidt
norm; see [Pe9].
We conclude this section with an analog of Theorem 8.5 for contractions.
Theorem 9.5. Suppose that ϕ ∈
(
Bn∞1
)
+
. Then the function (9.1) has nth derivative
in the norm
dn
dsn
ϕ(Ts)
∣∣∣
s=t
= n!
∫
· · ·
∫
︸ ︷︷ ︸
n+1
(Dnϕ)(ζ1, · · · , ζn+1) dEt(ζ1) (R− T ) · · · (R− T ) dEt(ζn+1).
We refer the reader to [Pe9] for proofs.
10. Operator Ho¨lder–Zygmund functions
As we have mentioned in the introduction, surprisingly, Ho¨lder functions of order α
must also be operator Ho¨lder functions of order α. The same is true for all spaces of the
scale Λα of Ho¨lder–Zygmund classes.
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Recall that the results of this section were obtained in [AP2] (see also [AP1]).
Let us consider the case of unitary operators.
Theorem 10.1. Let 0 < α < 1 and ϕ ∈ Λα. If U and V are unitary operators on
Hilbert space, then
‖ϕ(U)− ϕ(V )‖ ≤ const ‖ϕ‖Λα · ‖U − V ‖
α.
Note that the constant on the right-hand side of the inequality depends on α.
In the proof of Theorem 10.1 we are going to use the following norm on Λα (see §4):
‖f‖Λα = sup
n≥0
2nα‖ϕ ∗Wn‖L∞ + sup
n>0
2nα‖ϕ ∗W#n ‖L∞ .
Proof of Theorem 10.1. Let ϕ ∈ Λα. We have
ϕ = P+ϕ+ P−ϕ = ϕ+ + ϕ−.
We estimate ‖ϕ+(U) − ϕ+(V )‖. The norm of ϕ−(U) − ϕ−(V ) can be estimated in the
same way. Thus we assume that ϕ = ϕ+. Let
ϕn
def
= ϕ ∗Wn.
Then
ϕ =
∑
n≥0
ϕn. (10.1)
Clearly, we may assume that U 6= V . Let N be the nonnegative integer such that
2−N < ‖U − V ‖ ≤ 2−N+1. (10.2)
We have
ϕ(U)− ϕ(V ) =
∑
n≤N
(
ϕn(U)− ϕn(V )
)
+
∑
n>N
(
ϕn(U)− ϕn(V )
)
.
By Lemma 6.1,∥∥∥∥∥∥
∑
n≤N
(
ϕn(U)− ϕn(V )
)∥∥∥∥∥∥ ≤
∑
n≤N
∥∥ϕn(U)− ϕn(V )∥∥
≤ const
∑
n≤N
2n‖U − V ‖ · ‖ϕn‖L∞
≤ const ‖U − V ‖
∑
n≤N
2n2−nα‖ϕ‖Λα
≤ const ‖U − V ‖2N(1−α)‖ϕ‖Λα ≤ const ‖U − V ‖
α‖ϕ‖Λα ,
the last inequality being a consequence of (10.2).
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On the other hand,∥∥∥∥∥∑
n>N
(
ϕn(U)− ϕn(V )
)∥∥∥∥∥ ≤ ∑
n>N
2‖ϕn‖L∞ ≤ const
∑
n>N
2−nα‖ϕ‖Λα
≤ const 2−Nα‖ϕ‖Λα ≤ const ‖U − V ‖
α‖ϕ‖Λα . 
Consider now the case of an arbitrary positive α.
Theorem 10.2. Let n be a positive integer, 0 < α < n, and let f ∈ Λα. Then for a
unitary operator U and a bounded self-adjoint operator A on Hilbert space the following
inequality holds: ∥∥∥∥∥
n∑
k=0
(−1)k
(
n
k
)
ϕ
(
eikAU
)∥∥∥∥∥ ≤ const ‖ϕ‖Λα‖A‖α.
The proof of Theorem 10.2 given in [AP2] is based on multiple operator integrals and
Lemma 8.2. Let me explain how we arrive at triple operator integrals in the case n = 2.
In this case the following formula holds:
f(U1)− 2f(U2) + f(U3) =2
∫∫∫
(D2f)(ζ, τ, υ) dE1(ζ)(U1 − U2) dE2(τ)(U2 − U3) dE3(υ)
+
∫∫
(Df)(ζ, τ) dE1(ζ)(U1 − 2U2 + U3) dE3(τ),
where U1, U2, and U3 are unitary operators and f is a function on T such that the
function D2f belongs to the space C(T)⊕ˆiC(T)⊕ˆiC(T). We refer the reader to [AP2] for
the proofs.
Consider now more general classes of functions. Suppose that ω is a modulus of
continuity, i.e., ω is a nonnegative continuous function on [0,∞) such that ω(0) = 0 and
ω(x+ y) ≤ ω(x) + ω(y), x, y ≥ 0.
The class Λω consists, by definition, of functions ϕ such that
|ϕ(ζ)− ϕ(τ)| ≤ constω(|ζ − τ |), ζ, τ ∈ T.
We put
‖ϕ‖Λω
def
= sup
ζ 6=τ
|ϕ(ζ)− ϕ(τ)|
ω(|ζ − τ |)
Given a modulus of continuity ω, we define
ω∗(x) = x
∫ ∞
x
ω(t)
t2
dt.
Theorem 10.3. Let ω be a modulus of continuity and let U and V be unitary operators
on Hilbert space. Then for a function ϕ ∈ Λω,
‖ϕ(U)− ϕ(V )‖ ≤ const ‖ϕ‖Λωω
∗
(
‖U − V ‖
)
.
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Note that if ω is a modulus of continuity, for which
ω∗(x) ≤ constω(x),
then for unitary operators U and V the following inequality holds:
‖ϕ(U) − ϕ(V )‖ ≤ const ‖ϕ‖Λωω
(
‖U − V ‖
)
.
We refer the reader to [AP2] for an analog of Theorem 10.3 for higher order moduli
of continuity.
Finally, to conclude this section, I would like to mention that similar results also hold
for self-adjoint operators and for contractions. In particular, the analog of Theorem 10.3
for self-adjoint operators improves the estimate obtained in [FN]. We refer the reader to
[AP2] for detailed results.
11. Livshits–Krein trace formulae
The spectral shift function for a trace class perturbation of a self-adjoint operator was
introduced in a special case by I.M. Lifshitz [L] and in the general case by M.G. Krein
[Kr1]. It was shown in [Kr1] that for a pair of self-adjoint (not necessarily bounded)
operators A and B satisfying B−A ∈ S1, there exists a unique function ξ ∈ L
1(R) such
that
trace
(
ϕ(B)− ϕ(A)
)
=
∫
R
ϕ′(x)ξ(x) dx, (11.1)
whenever ϕ is a function on R such that the Fourier transform of ϕ′ is in L1(R). The
function ξ is called the spectral shift function corresponding to the pair (A,B).
A similar result was obtained in [Kr2] for pairs of unitary operators (U, V ) with
V − U ∈ S1. For each such pair there exists a function ξ on the unit circle T of
class L1(T) such that
trace
(
ϕ(V )− ϕ(U)
)
=
∫
T
ϕ′(ζ)ξ(ζ) dm(ζ), (11.2)
whenever ϕ′ has absolutely convergent Fourier series. Such a function ξ is unique modulo
an additive constant and it is called a spectral shift function corresponding to the pair
(U, V ). We refer the reader to the lectures of M.G. Krein [Kr3], in which the above
results were discussed in detail (see also [BS3] and the survey article [BY]).
Note that the spectral shift function plays an important role in perturbation theory.
We mention here the paper [BK], in which the following remarkable formula was found:
detS(x) = e−2piiξ(x),
where S is the scattering matrix corresponding to the pair (A,B).
It was shown later in [BS4] that formulae (11.1) and (11.2) hold under less restrictive
assumptions on ϕ.
Note that the right-hand sides of (11.1) and (11.2) make sense for an arbitrary Lips-
chitz function ϕ. However, it turns out that the condition ϕ ∈ Lip (i.e., ϕ is a Lipschitz
function) does not imply that ϕ(B) − ϕ(A) or ϕ(V ) − ϕ(U) belongs to S1. This is
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not even true for bounded A and B and continuously differentiable ϕ. The first such
examples were given in [Fa2].
In this section we present results of [Pe2] and [Pe4] that give necessary conditions and
sufficient conditions on the function ϕ for trace formulae (11.1) and (11.2) to hold.
We start with the case of unitary operators. Recall that the class L of functions on T
was defined in § 7.
Theorem 11.1. Let ϕ ∈ C1(T). Suppose that ϕ 6∈ L. Then there exist unitary oper-
ators U and V such that
U − V ∈ S1,
but
ϕ(U)− ϕ(V ) 6∈ S1.
Corollary 11.2. Let ϕ ∈ C1(T) \B11 . Then there exist unitary operators U and V
such that
U − V ∈ S1,
but
ϕ(U)− ϕ(V ) 6∈ S1.
Proof of Theorem 11.1. As we have discussed in § 7, if ϕ 6∈ L, then the divided
difference Dϕ is not a multiplier of the class N of kernel functions of trace class integral
operators on L2(m). Now, the same reasoning as in the proof of Theorem 7.1 allows us
to construct sequences of unitary operators {Un}n≥1 and {Vn}n≥1 such that
lim
n→∞
‖Un − Vn‖S1 = 0
but
lim
n→∞
‖ϕ(Un)− ϕ(Vn)‖S1
‖Un − Vn‖S1
=∞.
It is easy to see now that we can select certain terms of these sequences with repetition
(if necessary) and obtain sequences {Un}n≥1 and {Vn}n≥1 of unitary operators such that∑
n≥1
‖Un − Vn‖S1 <∞,
but ∑
n≥1
‖ϕ(Un)− ϕ(Vn)‖S1 =∞.
Now it remains to define unitary operators U and V by
U =
∑
n≥1
⊕Un and V =
∑
n≥1
⊕Vn. 
The following sufficient condition improves earlier results in [BS4].
Theorem 11.3. Suppose that ϕ ∈ B1∞1. Let U and V be unitary operators such that
V −U ∈ S1 and let ξ be a spectral shift function corresponding to the pair (U, V ). Then
ϕ(V )− ϕ(U) ∈ S1 (11.3)
and trace formula (11.2) holds.
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Proof. Let us first prove (11.3). By Theorem 6.2, Dϕ ∈ C(T)⊗ˆC(T) which implies
that Dϕ ∈M(EV , EU ). Thus by the Birman–Solomyak formula,
ϕ(V )− ϕ(U) =
∫∫
T×T
ϕ(ζ)− ϕ(τ)
ζ − τ
dEV (ζ) (U − V ) dEU (τ).
It follows that ϕ(V )− ϕ(U) ∈ S1.
To prove that (11.2) holds, we recall that by the results of [Kr2], (11.2) holds for
trigonometric polynomials. It suffices now to approximate ϕ by trigonometric polyno-
mials in the norm of B1∞1. 
Let us proceed to the case of self-adjoint operators. The following results were obtained
in [Pe4].
Theorem 11.4. Suppose that ϕ is a continuously differentiable function on R such
that ϕ 6∈ L(R). Then there exist self-adjoint operators A and B such that
B −A ∈ S1,
but
ϕ(B)− ϕ(A) 6∈ S1.
In particular, Theorem 11.4 implies that the condition that ϕ ∈ B11(R) locally is a
necessary condition for trace formula (11.1) to hold.
Theorem 11.5. Suppose that ϕ ∈ B1∞1(R). Let A and B be self-adjoint operators
(not necessarily bounded) such that B − A ∈ S1 and let ξ be the spectral shift function
that corresponds to the pair (A,B). Then ϕ(B) − ϕ(A) ∈ S1 and trace formula (11.1)
holds.
The proof of Theorem 11.5 is more complicated than the proof of Theorem 11.3,
because nice functions are not dense in B1∞1(R), and to prove (11.1) we have to use a
weak approximation, see [Pe4].
12. Koplienko–Neidhardt trace formulae
In this section we consider trace formulae in the case of perturbations of Hilbert–
Schmidt class S2.
Let A and B be self-adjoint operators such that K
def
= B − A ∈ S2. In this case the
operator ϕ(B) − ϕ(A) does not have to be in S1 even for very nice functions ϕ. The
idea of Koplienko in [Ko] was to consider the operator
ϕ(B)− ϕ(A)−
d
ds
(
ϕ(A+ sK)
)∣∣∣
s=0
and find a trace formula under certain assumptions on ϕ. It was shown in [Ko] that
there exists a unique function η ∈ L1(R) such that
trace
(
ϕ(B)− ϕ(A)−
d
ds
(
ϕ(A+ sK)
)∣∣∣
s=0
)
=
∫
R
ϕ′′(x)η(x) dx (12.1)
31
for rational functions ϕ with poles off R. The function η is called the generalized spectral
shift function corresponding to the pair (A,B).
A similar problem for unitary operators was considered by Neidhardt in [Ne]. Let U
and V be unitary operators such that V − U ∈ S2. Then V = exp(iA)U , where A is
a self-adjoint operator in S2. Put Us = e
isAU , s ∈ R. It was shown in [Ne] that there
exists a function η ∈ L1(T) such that
trace
(
ϕ(V )− ϕ(U)−
d
ds
(
ϕ(Us)
)∣∣∣
s=0
)
=
∫
T
ϕ′′η dm, (12.2)
whenever ϕ′′ has absolutely convergent Fourier series. Such a function η is unique modulo
a constant and it is called a generalized spectral shift function corresponding to the pair
(U, V ).
We state in this section results of [Pe7] that guarantee the validity of trace formulae
(12.1) and (12.2) under considerably less restrictive assumptions on ϕ.
Theorem 12.1. Suppose that U and V = eiAU are unitary operators on Hilbert space
such that U − V ∈ S2. Let ϕ ∈ B
2
∞1. Then
ϕ(V )− ϕ(U) −
d
ds
(
ϕ
(
eisAU
))∣∣∣
s=0
∈ S1
and trace formula (12.2) holds.
Theorem 12.2. Suppose that A and B are self-adjoint operators (not necessarily
bounded) on Hilbert space such that K = B −A ∈ S2. Let ϕ ∈ B
2
∞1(R). Then
ϕ(B)− ϕ(A) −
d
ds
(
ϕ(A+ sK)
)
∈ S1
and trace formula (12.1) holds.
13. Perturbations of class Sp
In the final section of this survey article we consider the problem of the behavior of
the function of an operator under perturbations by operators of Schatten–von Neumann
class Sp. In § 11 we have already considered the special case of perturbations of trace
class. We have seen that the condition ϕ ∈ Lip (i.e., ϕ is a Lipschitz function) does not
guarantee that trace class perturbations of an operator lead to trace class changes of the
function of the operator.
On the other hand, Theorem 2.2 shows that for a Lipschitz function ϕ the condition
A−B ∈ S2 implies that ϕ(A) − ϕ(B) ∈ S2.
The same problem for Lipschitz functions and perturbations of class Sp, 1 < p < ∞,
p 6= 2, is still open.
In the case p < 1 the following results were found in [Pe3]:
Theorem 13.1. Let 0 < p < 1 and let ϕ ∈ B
1/p
∞p . Suppose that U and V are unitary
operators such that U − V ∈ Sp. Then ϕ(U) − ϕ(V ) ∈ Sp.
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Theorem 13.2. Let 0 < p < 1. Suppose that ϕ is a continuously differentiable
function on T such that ϕ(U) − ϕ(V ) ∈ Sp, whenever U and V are unitary operators
such that U − V ∈ Sp. Then ϕ ∈ B
1/p
p .
As in the case p = 1, Theorem 13.2 can be improved: under the hypotheses of Theorem
13.2, the Hankel operators Hϕ and Hϕ¯ must map the Hardy class H
1 into the Besov
space B
1/p
p .
The same results also hold for contractions and analogs of these results can also
be obtained for self-adjoint operators (in the analog of Theorem 13.2 for self-adjoint
operators the conclusion is that ϕ belongs to B
1/p
p locally).
We proceed now to the results of [AP3] (see also [AP1]) that describe the behavior of
ϕ(U) for functions of class Λα under perturbations of U by operators of class Sp.
Definition. Let p > 0. We say that a compact operator T belongs to the ideal Sp,∞
if its singular values sn(T ) satisfies the estimate:
‖T‖Sp,∞
def
= sup
n≥0
sn(T )(1 + n)
1/p <∞.
Clearly,
Sp ⊂ Sp,∞ ⊂ Sq
for any q > p. Note that ‖ · ‖Sp,∞ is not a norm, though for p > 1, the space Sp,∞ has a
norm equivalent to ‖ · ‖Sp,∞ .
Theorem 13.3. Let p ≥ 1, 0 < α < 1, and let ϕ ∈ Λα. Suppose that U and V are
unitary operators on Hilbert space such that U − V ∈ Sp. Then
ϕ(U)− ϕ(V ) ∈ S p
α
,∞
and
‖ϕ(U) − ϕ(V )‖S p
α ,∞
≤ const ‖f‖Λα‖B −A‖
α
Sp
.
In the case when p > 1 Theorem 13.3 can be improved by using interpolation argu-
ments.
Theorem 13.4. Let p > 1, 0 < α < 1, and let ϕ ∈ Λα. Suppose that U and V are
unitary operators on Hilbert space such that U − V ∈ Sp. Then
ϕ(U) − ϕ(V ) ∈ Sp
and
‖ϕ(U) − ϕ(V )‖Sp ≤ const ‖f‖Λα‖B −A‖
α
Sp
.
Note that the constants in the above inequalities depend on α.
Let us sketch the proof of Theorem 13.3. We refer the reader to [AP3] for a detailed
proof.
As in the proof of Theorem 10.1, we assume that ϕ ∈
(
Λα
)
+
and we consider the
expansion (10.1). Put
QN =
∑
n≤N
(
ϕn(U)− ϕn(V )
)
and RN =
∑
n>N
(
ϕn(U)− ϕn(V )
)
.
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Then
‖RN‖ ≤ 2
∑
n≥N
‖ϕn‖L∞ ≤ const 2
−αN‖ϕ‖Λα .
It follows from Lemma 6.1 that
‖ϕn(U)− ϕn(V )‖Sp ≤ const 2
n‖ϕn‖L∞‖U − V ‖Sp
which implies that
‖QN‖Sp ≤ const 2
(1−α)N‖ϕ‖Λα‖U − V ‖Sp .
The proof can easily be completed on the basis of the following estimates:
sn(QN ) ≤ (1 + n)
−1/p‖QN‖Sp
and
sn
(
ϕ(U)− ϕ(V )
)
≤ sn(QN ) + ‖RN‖. 
Consider now the case of higher order differences.
Theorem 13.5. Let 0 < α < n and p ≥ n. Suppose that U is a unitary operator and
A is a self-adjoint operator of class Sp. Then
n∑
k=0
(−1)k
(
n
k
)
ϕ
(
eikAU
)
∈ S p
α
,∞
and ∥∥∥∥∥
n∑
k=0
(−1)k
(
n
k
)
ϕ
(
eikAU
)∥∥∥∥∥
S p
α ,∞
≤ const ‖f‖Λα‖A‖
α
Sp
.
Again, if p > n, Theorem 13.5 can be improved by using interpolation arguments.
Theorem 13.6. Let 0 < α < n and p > n. Suppose that U is a unitary operator and
A is a self-adjoint operator of class Sp. Then
n∑
k=0
(−1)k
(
n
k
)
ϕ
(
eikAU
)
∈ S p
α
and ∥∥∥∥∥
n∑
k=0
(−1)k
(
n
k
)
ϕ
(
eikAU
)∥∥∥∥∥
S p
α
≤ const ‖f‖Λα‖A‖
α
Sp
.
We refer the reader to [AP3] for the proofs of Theorems 13.5 and 13.6.
Note that similar results also hold for contractions and for self-adjoint operators.
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