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Abstract 
We determine all minimal polynomials for second order homogeneous linear differential equa- 
tions with algebraic solutions decomposed into invariants and we show how easily one can 
recover the known conditions on differential Galois groups [ 10,17,24] using invariant theory. 
Applying these conditions and the differential invariants of a differential equation we deduce an 
alternative method to the algorithms given in [lo, 18,241 for computing Liouvillian solutions. 
For irreducible second order equations our method determines solutions by formulas in all but 
three cases. 
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1. Introduction 
Algorithms computing algebraic solutions of second order differential equations are 
well-known since last century. Already in 1839, J. Liouville published such a proce- 
dure. However, the degree of the minimal polynomial of a solution must be known. 
Among other renowned mathematicians, Fuchs [4,5] developed from 1875 to 1877 
a method for computing algebraic solutions, which is based only on binary forms. He 
wanted to clear up the question of when a second order linear differential equation has 
algebraic solutions and he solved it by determining the possible orders of symmetric 
powers associated with the given differential equation for which at least one needs to 
have a root of a rational function as a solution (see e.g. [4, No. 22, Satz]). Thereby, he 
gave a method - presumably, without taking note of it - that remains valid for deter- 
mining Liouvillian solutions of irreducible linear differential equations of second order. 
Modem algorithms for computing Liouvillian solutions are based on differential 
Galois theory. These algorithms determine a minimal polynomial of the logarithmic 
derivative of a Liouvillian solution since one knows that these derivatives are algebraic 
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of bounded degree (see [15, Theorem 2.41). This approach for second order equations 
stems from Kovacic [lo] and has been implemented in Maple and some other computer 
algebra systems. A more accessible version of this algorithm was given by Ulmer and 
Weil [24] and is implemented in Maple, too. 
Even when the solutions are algebraic, one can determine the minimal polynomial 
of a solution. In Singer and Ulmer [ 181 this is used to solve equations with a finite 
primitive unimodular Galois group by extending the Fuchsian method to arbitrary order. 
For this, one first has to compute a minimal polynomial decomposed into invariants 
for every possible Galois group. 
In this paper we take up the ideas from Fuchs once again, Applying invariant theory 
we reformulate these ideas and state them more precisely. From that we obtain an 
alternative method for computing Liouvillian solutions. Unlike the known algorithms 
[ 10,18,24] we compute for irreducible second order equations - except for three cases 
- all Liouvillian solutions directly by formulas and not via their minimal polynomials 
(Theorem 11). 
In the three exceptional cases we get a minimal polynomial of a solution using 
exclusively absolute invariants and their syzygies by computing - depending on the 
case - one rational solution of the 6th, 8th or 12th symmetric power of the differential 
equation and determining its corresponding constant (Theorem 16). There is no need 
for a Griibner basis computation in these cases. In [4, p. 1001 and [ 18, p. 671 one 
needs to substitute in these cases a minimal polynomial decomposed into invariants in 
the differential equation. But this is very expensive. 
We note, that it is possible to extend the algorithm presented here at least to all 
linear differential equations of prime power order. 
The paper is organized as follows. In the rest of this section we briefly introduce 
differential Galois theory and the concept of invariants. In Section 2 we summarize im- 
portant properties of linear differential equations with algebraic solutions, which we use 
in Section 3 to compute minimal polynomials decomposed into invariants. In Section 4 
we show, how easily one can obtain the known criteria for differential Galois groups 
[ 10, 17,241 using invariant theory. These criteria result in an algorithm for computing 
Liouvillian solutions of a second order linear differential equation which is presented 
in Section 5. Finally we give for every (irreducible) case an example. 
The rest of this section and the following one contains nothing new, but are included 
to complete the picture. 
1.1. D@erential Galois theory 
For the exact definitions of the following concepts we refer to [8,9,16]. 
Functions, which one gets from the rational functions by successive adjunctions of 
nested integrals, exponentials of integrals and algebraic functions, are the Liouvillian 
functions. 
A diSj^erential field (k, ‘) is a field k together with a derivation ’ in k. The set of 
all constants V = {a E k ( a’ = 0) is a subfield of (k, ‘). 
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Let % be algebraically closed and k be of characteristic 0. Consider the following 
ordinary homogeneous linear differential equation 
L(y) = y(“) + a,_, y("-1) + . . . + a*y' + soy = 0 (Ui E k) (1) 
over k with a system {yt,. . . , y,,} of fundamental solutions. 
By extending the derivation ’ to a system of fundamental solutions and by adjunction 
of these solutions and their derivatives to k in a way the field of constants does not 
change, one gets K=k(yl,..., y”), the so-called Picurd-T/essiot extension (PVE) of 
L(y) = 0. With the above assumptions, the PVE of L(y) = 0 always exists and is unique 
up to differential isomorphisms. This extension plays the same role for a differential 
equation as a splitting field for a polynomial equation. 
The set of all automorphisms of K, which fix k elementwise and commute with the 
derivation in K, is a group, the differential Gulois group Q(K/k)=B(L) of L(y)=O. 
Since the automorphisms must commute with the derivation, they map a solution to 
a solution. Therefore 9?(L) operates on the v-vector space of the fundamental solu- 
tions and from that one gets a faithful matrix representation of B(L), hence Y(L) is 
isomorphic to a linear subgroup of GL(n,%?). Moreover, it is isomorphic to a linear 
algebraic group. Furthermore, there is a (differential) Galois correspondence between 
the linear algebraic subgroups of 9(L) and the differential subfields of K/k (see [8, 
Theorems 5.5 and 5.91). 
The choice of another system of fundamental solutions leads to an equivalent rep- 
resentation. Hence, for every differential equation L(y) = 0, there is exactly one repre- 
sentation of 3(L) up to equivalence. 
Many properties of L(y) = 0 and its solutions can be found in the structure of 9(L). 
Such an important property is: The component of the identity of Y(L)” of Y(L) in 
the Zariski topology is solvable, if and only if K is a Liouvillian extension of k (see 
Kolchin [9, Section 25, Theorem]). By this, we have a criterion to decide whether 
a linear differential equation L(y) = 0 has Liouvillian solutions. An ordinary homoge- 
neous linear differential polynomial L(y) is called reducible over k, if there are two 
homogeneous linear differential polynomials Ll(y) and Lz(y) of positive order over k 
with L(y) =Ll(Ll(y)), otherwise L(y) is called irreducible. L(y)=0 is reducible, if 
and only if the corresponding representation of 9(L) is reducible (see [9, Section 22, 
Theorem 11). If an irreducible linear differential equation L(y) = 0 has a Liouvillian 
solution over k, then all solutions of L(y) = 0 are Liouvillian (see [15, Theorem 2.41). 
However, if L(y) = 0 is reducible then Liouvillian solutions only possibly exist. Against 
this, a second order linear differential equation has either only Liouvillian solutions or 
no Liouvillian solutions (see e.g. [24, Section 1.21). 
1.2. Invuriunts 
In this section we introduce informally some concepts of invariant theory. For the 
exact definitions we refer the reader to [20,19] or [14]. 
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Let V be a finite dimensional g-vector space and G a linear subgroup of GL(V). 
An (absolute) invariant is a polynomial function f E %[V] which remains unchanged 
under the group action, i.e. f =f o g for all g E G. If, for some g E G, f and fog 
differ from each other only by a constant factor then the polynomial function f is 
called a relative invariant. The set of all invariants of G forms the ring of invariants 
9?[ VIG. For irreducible groups G E GL( V), the rings of invariants %[ VIG are finitely 
generated by Hilbert’s finiteness theorem (see e.g. [20]). 
For finite groups G E GL( V) the Reynolds operator RG( f) = ( l/]GJ)&G f og maps 
a polynomial function f E U[V] to the invariant RG(f) E %?[VIG. With the Hessian 
H(Zl) = det(a2Zi/& c%,) and the Jacobian .Z(Zl , . . . ,I,) = det(aZi/ilaai) it is possible to 
generate new invariants from the invariants Ii(v), . . . ,Zn(v) (see e.g. [20, 19, 141). 
Molien and Hilbert series (see e.g. [20]) of a ring of invariants allow us to decide 
whether a set of invariants already generates the whole ring. 
Let V be the g-vector space of a system of fundamental solutions of L(y) = 0 and 
let Z(v) E %?[ I’]“@) be an invariant of g(L). If one evaluates the invariant Z(v) with 
the fundamental solutions and takes into account that exactly the elements u E k are 
invariant under the Galois group g(L) then Z( yi, . . . , y,,) must be an element of k. An 
important ool for computing such an element are the symmetric powers of L(y) = 0. 
The mth symmetric power L@“(y) = 0 of L(y) = 0 is the differential equation whose 
solution space consists exactly of all mth power products of solutions of L(y) = 0. 
There is an efficient algorithm to construct symmetric powers described e.g. in [17, 
p. 201 or [2, p. 141. 
2. Algebraic solutions 
In this section we briefly give some important properties of linear differential equa- 
tions with algebraic solutions. 
Theorem 1 (Ulmer [22, Theorem 2.21; Singer [15, Theorem 2.41). Let k be a differ- 
ential field of characteristic 0 with an algebraically closed field of constants. Zf an 
irreducible linear difSerentia1 equation L(y) = 0 has an algebraic solution, then 
_ all solutions are algebraic; 
- Y(L) is finite; 
_ the PVE of L(y) = 0 is a normal extension and coincides with the splitting field 
k(yl,...,y,). 
For many statements on differential equations it is assumed that the Galois group 
corresponding to L(y) = 0 is unimodular (i.e. C SL(n, U)). 
Theorem 2 (Kaplansky [8, p. 411; Singer and Ulmer [18, Theorem 1.21). Let L(y) be 
the linear difj”erentia1 equation (l), then 9(L) is unimodular, if and only if there is 
a W E k such that W’IW = a,_l. 
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Using the variable transformation y = z . exp( - J a,_r/n), it is always possible to 
transform the equation L(y) = 0 into the equation 
LSL(Z) =Zcn) + b,_*Zcne2) + ’ ’ ’ + blZ’ + bl)Z = 0 (bi E k). 
According to Theorem 2, B&L) is unimodular. For second order equations we get 
&L(Z) = z” + (a0 - a:/4 - ai/2)z = 0. 
Under such a transformation it is clear that L(y) = 0 has Liouvillian solutions if and 
only if &L(Z) = 0 has Liouvillian solutions. Furthermore, if L(y) = 0 has only algebraic 
solutions, then &L(Z) = 0 has only algebraic solutions (cf. [22, p. 1841). 
Theorem 3 (Singer and Ulmer [ 18, Corollary 1.41). Let k c K be a dzjterential field 
of characteristic 0 and let the common field of constants of k and K be algebraically 
closed. If y E K is algebraic over k and y’Jy is algebraic of degree m over k, then 
the minimal polynomial P(Y) = 0 of y over k can be written in the following way 
P(Y) =Yd.m + U&Yd++‘) + . . . + 110 = n (Yd - (a(y))d), 
0El 
(2) 
where [k(y) : k(y’/y)] = d = (H/NI, H/N is cyclic, aj E k, H = S(K/k(y’/y)) is a 
1 -reducible subgroup of G = %(K/k) and F is a set of left coset representatives 
of H in G of minimal index m. 
3. Minimal polynomials decomposed into invariants 
Theorems 3 and 1 imply that any irreducible linear differential equation L(y) = 0 
with algebraic solutions has a minimal polynomial P(Y) of the form (2). Therefore, it 
remains to compute for any finite differential Galois group such a minimal polynomial. 
In this section, we compute for any finite unimodular group a minimal polynomial 
written in terms of invariants. The restriction to unimodular groups is necessary, since 
only these groups are all known. However, Theorem 2 ensures that we can construct 
a linear differential equation with unimodular Galois group from any linear differential 
equation L(y) = 0. 
3.1. Imprimitive unimodulur groups of degree 2 
The finite imprimitive algebraic subgroups of SL(2, U) are the binary dihedral groups 
DzLz of order 4n [24]. These are central extensions of the dihedral groups D,. They 
are generated by [19, p. 891 
ZJ,,=(~: e_Oi,n) and v=(: i). 
A simple calculation shows that these representations are irreducible. The invariants of 
the binary dihedral groups are generated by 
14 = y:y:, Izn=y:“+(-l)“yP, 12n+2 = YlYZ(Y:” - (-l)“Y22”) 
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and they satisfy the relation 
Iin+ - z‘& + (- 1)*4I;+l = 0: 
see [19, p. 951. Let {yi, yz} be a set of fundamental solutions of an equation 
of second order. 
Theorem 4. Let L(y) = 0 be an irreducible second order linear dtserential 
over k with a jinite unimodular Galois group 9(L) Z Dz’2. Then 
P(Y)=Y4” -z2,YZ”+(-l)“zqn 
(3) 
L(Y) = 0 
equation 
is a minimal polynomial decomposed into invariants for a solution of L(y) = 0. 
Proof. The degree of a minimal polynomial for a solution of L( y) = 0 of order 2 equals 
the order of the group Y(L), see e.g. [18, p. 551. Comparing this with P(Y) from 
Theorem 3 shows that d . m = 19(L)[. H = (u,) with IHI = 2n is a maximal subgroup 
of g(L). H is a cyclic group and hence Abelian and l-reducible and the elements of 
H have the common eigenvector z = yi (z is a solution of L(y) = 0). F = {u$ vu:} is 
a set of left coset representatives of H in Y(L). 
Together with m = [9(L) : H] = 2 and thus d = 2n one can calculate the minimal 
polynomial in the following way: 
P(Y) = OPT (Y2n - a(z)2”) 
= (Y2n - (-y1,j2”)(Y2” - (-iy2)2”) 
= Y4n - (y:” + (-l)“yP)Y2” + (-l)“y:“y22”. 
Decomposing this expression into the above mentioned invariants completes the 
proof. q 
3.2. Primitive unimodular groups of degree 2 
Up to isomorphisms, there are three finite primitive unimodular linear algebraic 
groups of degree 2. These groups are the tetrahedral group (AiL’), the octahedral 
group (Sp) and the icosahedral group (A?), see e.g. [24]. 
In contrast to Fuchs, the minimal polynomials in this section are determined using 
exclusively absolute invariants. The definitions of the matrix groups stem from Miller 
et al. [ 11, p. 22 11, while the necessary l-reducible subgroups, left coset representa- 
tives and eigenvectors are found in [18]. All the fundamental invariants are computed 
with the algorithms and implementations given in Fakler [2,3] (see also the relative 
invariants given in [l 1, p. 2251). 
W. Faklerl Theoretical Computer Science I87 (1997) 2748 33 
3.2.1. The tetrahedral group 
Y24 + 48ZIY18 + (9013 + 228Zf)Y12 + (288Z1 ZJ + 2368Zf)Y6 
- 31; + 36Z;Z3 - 108Zf 
is a minimal polynomial decomposed into invariants for the tetrahedral group. The 
invariants of this group are generated by 
11 = ;R,:L,(Y:Y2)(Y) = NY: - y:y*, 
z, = -$(I,) = y; + 14y;y; + y;, 
13 = &I(z~,z2)=y;2 - 33y:y; - 33y;y; + y:* 
and they satisfy the relation Zz - 12 + 108Zf = 0. 
Using Molien and Hilbert series one can show that the ring of invariants can be 
written as the direct sum of graded W-vector spaces 
WYl, Y*l@ =~[h,z2,131 =~[4,z21 @ 13 . ~[b,z,]. 
In this expression for the minimal polynomial, Z, was multiplied by --p3 and Z3 by the 
factor-~~2+~~-~,where~4-2~3+5~2-4~+1=0,2 andi=fl=2p3- 
3/L* + 9/l - 4. 
The above representation needs an algebraic extension. It can be an advantage to 
choose a representation which is less sparse but does not require an algebraic extension. 
One obtains such a representation e.g. by computing a lexicographical Griibner basis 
from the three equations of the fundamental invariants for y3 + y1 F 13 + 12 F I,: 
Y24 + 10Z*Y’6 + 513Y’* - 15Z,2Y8 - Z*Z3Y4 + Zp. (4) 
In this expression for a minimal polynomial decomposed into invariants for the tetra- 
hedral group II was multiplied by k, 12 by - & and Z3 by the factor - A. 
3.2.2. The octahedral group 
y4* + 20Z1Y4’ + 70Z,2Y32 + (27021; + 100Z;)Y24 + (- 10601,Z; + 65Zf)Y16 
+ (78Z;Z; + 16Z;)Y* + 1; 
is a minimal polynomial decomposed into invariants for the octahedral group. The ring 
of invariants of this group is generated by 
Zl = $&b(YfY;)(Y) = Y28 + 14YfY;+ Yk 
4 
z* = &H(ZI) = Y:Y:” - 2Y:Y; + Y:OYL 
z3 = -$jJ(Z*?Z2)=Y1Y:7 - 34y:yi3 + 34yi3y: - Yi7Y2. 
’ This algebraic extension becomes necessary for computing an eigenvector. 
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These three invariants satisfy the sysygy Zi + 1081,” - Z:Z2 = 0. That this syzygy is 
the only relation among the fundamental invariants is confirmed by the Molien and 
the Hilbert series. They also show, that the ring of invariants decomposes as the direct 
sum of graded V-vector spaces 
WY*, Y2P =~[b,z22,131 =v]Zl,Z21 @ Z3 ’ g[Zl,Z21. 
In the above-mentioned expression for the minimal polynomial Ii was multiplied by 
- & and Z2 by the factor k. 
3.2.3. The icosahedral group 
Y”’ + 20570Z2Y100 + 91Z3Y9’ - 86135665Z;Y*’ - 78254Z2Z3Y7’ 
+ (149937016901; + 11 137761250Z;)Y6’ + 897941Z,2Z3Y5’ 
+ (-116029192951; + 273542733750Z;Z2)Y4’ 
+ (-1517341; - 6953000Z;)Z3Y30 + (503123324Z; - 7854563750Z;Z;)Y2’ 
+(1331Z,4 + 500Z;Z2)ZsYi” 10 +3125Z, 
is a minimal polynomial decomposed into invariants for the icosahedral group. The 
three invariants 
z1= -&+Y~Y;)(Y)=YlY:l - llYfY,6 - Y:lY2, 
Z2 = - $+(I, ) = y;” + 228~;~;~ + 494~1”~;’ - 228~;‘~; + y:“, 
13 = &J(Zl,Z2) = y23o - 522~;~;~ - 10005y;“y;o 
- 10005y;“Y;o + 522~:~~; + y;‘, 
are the fundamental invariants of the icosahedral group and satisfy the algebraic relation 
Z3’ - 1; + 17281; = 0. 
Molien and Hilbert series verify that this relation is the only syzygy and show that 
the ring of invariants decomposes as the direct sum of graded W-vector spaces 
WYl, Y2P =~[~1,~2,~3]=~[~1,~21 @I3 ’ +9[b,121. 
In the above-mentioned expression for the minimal polynomial Ii was multiplied by 
&, 12 by -& and Z3 by the factor -A. 
4. Criteria for differential Galois groups 
The numbers and degrees of the invariants of all finite unimodular linear algebraic 
groups determined in the previous section yield conditions for the Galois group of a 
second order differential equation. In this section, we show how easily one can recover 
the known results (see [ 10, 17,241) using invariant theory. 
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If the Galois group Q(L) is an imprimitive group, it is not easy to distinguish 
between a finite and an infinite group (see [ 17, p. 251). The only infinite imprimitive 
unimodular Galois group of degree 2 is 
L&,= { (; .“,), (.!!r ia)} where aE@*. 
This group has only one hmdamental invariant 14 = y:yg (see [24, Section 3.21). 
The following lemma allows a simple method to distinguish all Galois groups 
Y(L) for which an irreducible second order linear differential equation L(y) = 0 has 
Liouvillian solutions. This is no longer true in higher order. 
Lemma 5 (cf. Sturrnfels [20, Lemma 3.6.31; Schur and Grunsky [14, p. 471). A bi- 
nary form of positive degree over k cannot vanish identically. In particular, this 
holds for homogeneous invariants in two independant variables. 
Rational solutions of the mth symmetric power L@.(y) = 0 correspond to 
homogeneous invariants of degree m of ‘9(L) (cf. [2,18]). Hence, as a conse- 
quence of Lemma 5, any invariant of degree m corresponds bijectively to a non-trivial 
rational solution of the mth symmetric power of L(y) = 0 (see [18, Lemma 
3.5 (iii)]). 
Corollary 6 (see Ulmer and Weil [24, Lemma 3.21). Let L(y) = 0 be an irreducible 
second order linear differential equation over k with 9(L) S DtL2. Then L@‘(y) = 0 
has a non-trivial rational solution. In particular, 
(1) L@‘(y) = 0 has two non-trivial rational solutions, if and only if 9(L) g DiL2. 
(2) Otherwise, L@(y) = 0 has exactly one non-trivial rational solution. 
Proof. Dy has two fundamental invariants of degree 4 (see Section 3.1). All the 
other binary dihedral groups D, sLz have exactly one fundamental invariant of fourth 
degree. 0 
The determination of the fundamental invariants of all finite unimodular groups in 
the last section allows the following result. 
Proposition 7. Let L(y) = 0 be a second order linear differential equation over k with 
O- an unimodular Galois group 9(L). If L (y) = 0 has a non-trivial rational solution 
for m = 2 or odd m E N, then L(y) = 0 is reducible. 
Proof. If L(y) = 0 is irreducible, L@“(y) = 0 has at most non-trivial rational solutions 
for even m > 4. q 
It ought to be clear that the practical use of such a statement is restricted. However, 
the following proposition allows effective computations. 
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Proposition 8 (see Ulmer and Weil [24, Lemmata 3.2 and 3.31). Let L(y)=0 be an 
irreducible second order linear difSerentia1 equation over k with an unimodular Galois 
group Y(L). Then the following holds 
(1) 9(L) is imprimitive, tf and only tf L@‘( y) = 0 has a non-trivial rational solution. 
(2) C!?(L) 2 D,, if and only if L@‘“(y) = 0 has exactly one non-trivial rational solu- 
tion for any m E N. 
(3) ‘9(L) 2 DzL2, if and only ifL@“( y) = 0 has one and L@‘“( y) = 0 has two or exactly 
one non-trivial rational solution depending on whether 412n or not. 
(4) 9(L) is primitive and finite, if and only if Lo”< y) = 0 has none and L@‘*(y) = 0 
has at least one non-trivial rational solution. 
(5) B(L) %A,SL2 (tetrahedral group), if and only if L@‘(y) = 0 has none and 
L@‘(y) = 0 has a non-trivial rational solution. 
(6) ‘9(L) Z S4sL2 (octahedral group), if and only if L@“(y) = 0 for m E (4, 6) has none 
and L@“(y) = 0 has a non-trivial rational solution. 
(7) ‘9(L) 2 A? (icosahedral group), zf and only tf LO”(y) = 0 for m E (4, 6, 8) has 
none and LO”(y) = 0 has a non-trivial rational solution. 
(8) 9(L) 2 SL(2,%), zf none of the above cases hold. 
Proof. From Corollary 6 and the above remarks on the infinite imprimitive group D, 
one gets immediately (l)-(3). 
The Galois group of an irreducible linear differential equation L(y) = 0 is irreducible 
(see [9, Section 22, Theorem 11). An irreducible group is either imprimitive or primi- 
tive. Comparing the degrees of the fundamental invariants of the three finite primitive 
unimodular linear algebraic groups of degree 2 and the fact that there is no infinite 
primitive algebraic subgroup of SL(2,V) (see [17, p. 131) together with Lemma 5 
yields (4). (5)-(7) are simple consequences of Lemma 5 and the invariants computed 
in the previous section. 
If none of the above cases hold, then Y(L) is primitive and infinite and thus, as 
stated above, equals SL(2,V). 0 
As a consequence, we get a nice criterion to decide, whether an irreducible second 
order linear differential equation has Liouvillian solutions (cf. [17, Proposition 4.4; 10; 
4, Satz II, No. 17 and Satz I & II, No. 201). 
Corollary 9. Let L(y) = 0 be an irreducible second order linear difSerentia1 
equation over k with an unimodular Galois group Q(L). Then L(y)=0 has a 
Liouvillian solution, tf and only tf L@‘*(y) = 0 has a non trivial rational 
solution. 
In particular, L(y) = 0 has a Liouvillian solution, tf and only tf Lo”< y) = 0 has a 
non-trivial rational solution for at least one m E (4,6,8,12). 
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Proof. L(y) = 0 has a Liouvillian solution, if and only if the corresponding Galois 
group is either imprimitive, or primitive and finite. Now, the result follows from 
Proposition 8. 0 
5. An alternative algorithm 
In this section we derive a direct method to compute Liouvillian solutions of irre- 
ducible second order linear differential equations with an imprimitive unimodular Galois 
group. Computing a minimal polynomial is no longer necessary, but to compute it is 
still possible. When the differential equation has a primitive unimodular Galois group, 
we show how one can determine a minimal polynomial of a solution by knowing the 
group explicitly and using all the fundamental invariants. There is no longer a need to 
substitute a minimal polynomial decomposed into invariants in the differential equation 
as it is in [4, p. 100; 18, p. 671. 
Let { ~1,. . . , ye} be a system of fundamental solutions of ,5(y) = 0 and 
Yl ... yn y 
Y: .‘. Y:, Y' 
A=. . . . . . 
40 
f : 
Y1 ... n 
y(n) y(“) 
Further let K = &l/ay(‘) (i = 0 >..., n), and let W = W,, the Wronskian, and W’ = Wn-] 
its first derivative. With this, the differential equation L(y) =0 is uniquely deter- 
mined by 
qy)dLy(“)-W (n-l)+!% ‘“-2’+...+(_l)n~y=0 
W WY wy W 
or 
ai=(-1)“-‘$ (i=O,...,n - 1). 
n 
Transforming a fundamental system into another system of fundamental solutions of 
L(y) = 0 does not change ,5(y) = 0, e.g. the coefficients are differentially invariant under 
the general linear group GL(n, g). Because these transformations depend on L(y) = 0, 
we will denote their group with G(L). 
The coefficients a& are nth order differential invariants. They form a basis for the 
differential invariants of G(L), see [13, p. 161. Hence, one can represent any differential 
invariant of G(L) as a rational function in the as,. . . , a,_~ and their derivatives. 
Definition 10. Let L(y) = 0 be a linear differential equation with Galois group 29(L) 
and I an invariant of degree m of Q(L). The rational solution R of the mth symmetric 
power L@“(y) = 0 corresponding to I, is called the rationalvariant of I. An algebraic 
equation, which determines the constant c (c E %?, c # 0) for I I-+ c . R, R # 0 is the 
determining equation for the rationalvariant R. 
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5.1. The imprimitive case 
All imprimitive Galois groups possess the common invariant I, = yfyz (see 
Sections 3.1 and 4), which consists of a single monomial. This common invariant 
allows to compute Liouvillian solutions with ease. 
Theorem 11. Let L(y) = 0 be an irreducible second order linear dtfferential equation 
with an imprimitive unimodular Galois group Y(L). Then L(y) = 0 has a fundamental 
system in the following two solutions 
and y2= fiexp 
Thereby, W is the Wronskian, r is the rationalvariant of the invariant Id = & . r 
(CE@, C#O) and 
4r”r - 3(r’)2 W2 
16r2 
+ FC2 
its determining equation. 
In particular, (cf [4, p. 
+gal+ao=O 
llS]), ifal =0 then 
and yz=fiexp 
(5) 
form a system of fundamental solutions, where C is determined by Eq. (5). 
Proof. Let r be a rational solution of L@“(y) = 0 with I4 = y: y; = c . r (c E %?, c # 0). 
Hence, it is yz = $. If we substitute this expression for y2 and for yi its derivative 
in the Wronskian W = y1 yi - y{ ~2, we have 
A_ 7-l W -- 
Y1 -4y 2&T 
(6) 
or 
respectively. Substituting yi in the differential equation L(y) = 0 we obtain the deter- 
mining Eq. (5) for the constant c= l/C’. 
If al = 0 e.g. W is constant, then yi is simplified to fiexp[- 5 J-$] and we get 
with C = W/& for Eq. (5) 
4r”r - 3(r’)2 1 -2 
1 6r2 
+GC +ao=O. q 
Remark 12. Eq. (6) is already the solved minimal polynomial of the logarithmic 
derivative of a solution, which is computed in the second case of Kovacic’s algo- 
rithm [lo]. Indeed, Kovacic has used the invariant I4 to prove the second case of his 
algorithm [lo, p. lo]. 
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In the case of an imprimitive unimodular Galois group, L@“(y) = 0 has exactly one 
non-trivial rational solution except for 0; * by Proposition 8. Now, suppose L@‘(y) = 0 
has exactly one non-trivial rational solution. Then, using Theorem 11, we can directly 
compute both Liouvillian solutions of L(y) = 0. Since the determining equation for the 
constant C must be valid for all regular points of L(y) = 0, we only have to evaluate 
this equation for an arbitrary regular point. 
When L@‘(y) = 0 has two linearly independent on-trivial rational solutions ri and 
F-2 (e.g. 9(L) Z Dy ) then we have two ways to compute Liouvillian solutions. In the 
first way we only set Y = ciri + czr2 and C = 1 and get the solutions by solving the 
determining Eq. (5). 
The second possibility is to compute a further non-trivial rational solution r3 of 
L@“(y) = 0. With this rational solutions one makes the ansatz 
and 
14a = CI rl + c2r2, hb = c3rl + C4r2, 
substitute into the syzygy 
1; - I&& + 4Ii:, = 0. 
16 = c5r3 
From the numerator of the thereby obtained rational function we get a system of 
polynomial equations for the constants cl,. . . , 125. Solving this system can be done by 
computing a lexicographical Grobner basis (cf. [20]). This gives a necessary condition 
for the previous invariants. It can be made sufficient by choosing the constants in a way 
that makes &,ldb and I, non-trivial and furthermore Ida and 146 linear independent. 
Since there are infinite many solutions for the invariants this is always possible. Using 
Theorem 11 we can now compute the Liouvillian solutions from the just constructed 
invariant &. 
Another way to compute the solutions is to solve the minimal polynomial of Theo- 
rem 4 explicitly. 
The condition that a linear differential equation in the imprimitive case has algebraic 
solutions is based on a Theorem of Abel, see [4, p. 1181. One can state this condition 
more precisely as follows. 
Lemma 13. Let L(y) = 0 be a second order linear difSerentia1 equation with a jinite 
imprimitive unimodular Galois group Y(L). Then the following equation holds: 
s 
I2n+2 + 12, a 
5 = kz log IZnf2 - I2&’ 
Proof. Theorem 4 implies that the solutions of L(y) = 0 are of the form 
(7) 
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Substituting Ii,, by syzygy (3) together with further manipulations gives 
.Y1,2 = ?z 2n 
d 
u2n+2 + 12, a 
2@ . 
Once more applying syzygy (3) on 1i+l and manipulating we get by Theorem 11 
and therefore 
s 
* L ,og -r2n+2 + I2ndz 
4n 12n+2 - 12n& q 
The solutions of ,C(y) = 0 are algebraic, if and only if one can write the integral 
J W/G in the form (7). 
Remark 14. It seems Lemma 13 allows us to determine xplicitly the (imprimitive) 
Galois group of L(y) = 0. We will study this in a seperate paper. 
5.2. The primitive case 
This section presents the tools for determining the rationalvariant of an invariant of 
degree m. The idea stems from [S, p. 221. 
Lemma 15. Let yl, y2 be independent functions in x, and let f(yl, ~2) and g(y1, ~2) 
be binary forms of degree m and n, respectively. Then the following identities hold 
(1) for the Hessian off (yl, ~2) 
H(f) = $ [($J+rn ($l+rnal (5) +rn2a0] f2 
(for al = 0, cf [5, p. 221) and 
(2) for the Jacobian of _OYI, ~2) and dyl, ~2) 
J(f,g)= 
mfg’ - nf ‘9 
w . 
Thereby, W is the Wronskian of yl and y2 and further a0 = WO/ W and al = - WI/W 
are dtrerential invariants of second order. 
Proof. For an arbitrary binary form f(yl, y2) = CEO b&-‘yi the following identity 
holds 
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In particular, this is valid for the forms 8f jay, = f,, and af lay2 = f,, of degree m - 1: 
From this one gets the identities by reverse substitution in H(f) = fy,,,, fyzvz - fyIY2fyzY, 
and J(f,g) = f,,g,, - fy2gYI if one takes the Wronskian and the differential equation 
A/W = 0 for n = 2 into account. 0 
Thus, it suffices to compute the non-trivial rational solution of the smallest possible 
symmetric power of L(y) = 0. The two remaining fundamental rationalvariants can be 
determined with Lemma 15. If the rationalvariants are known, one gets the constants 
from the sygyzies. 
Theorem 16. Let L(y) = 0 be an irreducible second order linear differential equation 
over k with finite primitive unimodular Galois group S(L) and let Y be the smallest 
rationalvariant (e.g. I, = c. r (c E %?, c # 0)). If one sets the Wronskian W = 1 in the 
case of al = 0, then a determining equation for the rationalvariant r for each case is 
given by 
9(L) 2 ‘44sL’ : (25J(r,I1L(r))~ + 64I1Z(r)~)c~ + lo6 . 108r4 = 0, 
Y(L) = sp : (49J(r,H(r))2 + 144H(r)3)c - 1 18013952r3H(r) = 0, 
Y(L) ” A? : ( 121b(r,H(r))2 + 400H(r)3)c + 708624400. 1728r5 = 0. 
Proof. Let us denote H(f)=(1/W2)I?(f), J(f,g)=(l/W).?(f,g) and for constant 
W let J(f,H(f))=(1/W3)J”(f,fi(f)). Then 
H(c . r) = c’H(r) = &B(r), 
J(c . r,H(c . r)) = c3.1(r,H(r)), 
and for constant W (e.g. al =0) 
J(c . r,H(c . r)) = &J?(r)). 
Furthermore, let Ii = c . r. Substituting the respective expressions for the fundamental 
invariants in the corresponding syzygies, see Section 3.2, one obtains in the case of 
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For satisfying these equations one can arbitrary choose one of the two non-zero con- 
stants c and IV, respectively. The assertion follows from the previous relations by 
setting W = 1 in each of them. In a similiar way, one gets for ai # 0 the equations 
It is possible to solve the determining equation for the smallest rationalvariant 
through evaluation of an arbitrary regular point of L(y) = 0, since it must hold for 
all regular points. 
Consequently, Theorem 16 allows to determine for second order linear differential 
equations with primitive unimodular Galois group a minimal polynomial of a solution 
without a Grobner basis computation. 
5.3. The algorithm 
Based on the results of the previous two sections, we propose the following method 
as an alternative to the already known algorithms of [ 10,18,24]. Thereby, for solv- 
ing a reducible differential equation we refer to one of these procedures. Computing 
rational solutions can be done e.g. with the algorithm described in [l]. Moreover, ra- 
tionalvariants can be determined by the method of van Hoeij and Weil [25] without 
computing any symmetric power. 
Algorithm 1 
Input: A linear differential equation L(y) = 0 with 9(L) C SL(2, %?). 
Output: Fundamental system of solutions { yi , ~2) of L(y) = 0 or minimal polynomial 
of a solution. 
0) 
(ii) 
(iii) 
(iv) 
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Test, if L(y) = 0 is reducible. If yes, then compute an exponential and a further 
Liouvillian solution by applying e.g. one of the previous algorithms. 
Test, if i?“(y) = 0 has a non-trivial rational solution. 
(a) If the rational solution space is one-dimensional: Apply Theorem 11. 
(b) If the rational solution space is two-dimensional: 
Either set r = ciri + c2r2, C = 1 and apply Theorem 11, 
06 OY compute the rational solution of L (y) = 0 and determine the three ra- 
tionalvariants Ida, 146 and I6 (with a Grijbner basis computation) from syzygy 
(3) for n = 2. Subsequently3 substitute the rationalvariants in Eq. (8). 
Test successively, for m E {6,8,12}, if L@“(y) = 0 has a non-trivial rational so- 
lution. If yes, then: compute both remaining rationalvariants with Lemma 15 and 
determine their constants (Proposition 8) by Theorem 16. Substituting the ratio- 
nalvariants in the matching minimal polynomial decomposed into invariants from 
Section 3.2 gives the minimal polynomial of a solution. 
t(y) = 0 has no Liouvillian solution. 
In the following we solve for each of the cases 2(a), 2(b) and 3 of Algorithm 1 an 
example with the computer algebra system AXIOM 1.2 (see [7]). 
Example 17 (see Ulmer and 
uation 
Weil [24, p. 1931, Weil [26, p. 931). The differential eq- 
L(Y) = y” - &Y’ + 
(27x4 - 54x3 + 5x2 + 22x + 27)(2x - 1)2 y = o 
144X2(X - 1)2(x2 - x - 1)2 
is irreducible and has a unimodular Galois group, since W’/W = 2/(2x - 1) and W E k. 
Its fourth symmetric power L@“(y) = 0 has a one-dimensional rational solution space 
generated by Y =x(x - 1 )(x2 - x - 1)2. 
The constant C is determined by 
(36C2 - 4)x2 + (-36C2 + 4)x + 9C2 - 1 
36x6 - 108x5 + 36x4 + 108x3 - 36x2 - 36x 
=. 
or e.g. for the regular point no = 2 by 
9c2 - l=O. 
For the integral SW/&& one gets 
SJ 
2x-l 
= ; log 
(-2X-l)~x~+2X2-1 
9x(x - 1)(x2 -x - 1)2 (-2x+3)dm+2x2 -4x+ 1’ 
Therefore L(y) = 0 has a fundamental system in the solutions 
y1,2 = 
(-2X+3)Jx~+2x2-4x+l 
(-2.X - l)Jxx7x’-iT+2.X’ - 1 . 
3 Or apply Theorem 11 to the rationalvariant of Id9 
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To this fundamental system corresponds the invariant 1, =x(x - 1)(x* - x - 1 )*. Sub- 
stituting both solutions in I,,, for n = 3 we get 
16 =4x*(x - 1)*(x* --x - l)*. 
Hence, 9(L) g Dy . By the relation (3) we obtain the remaining fundamental invariant 
z*=~~~1~+4~~=2r*(~*-X+l)(X-l)*(X*-X-l)3. cl 
Example 18 (see 
equation 
L(y) = y” + 
Ulmer [23, p. 396; 271). Consider the irreducible differential 
27x 
qx3 -2)2y=o 
constructed from Hendriks. Its 4th symmetric power L@‘(y) = 0 has a two-dimensional 
rational solution space, generated by rl =x3 - 2 and r2 =x(x3 - 2). Corollary 6 implies 
that Y(L) % 02s”’ is the corresponding Galois group of L(y) = 0. The rational solution 
space of L@“(y) = 0 is generated by r3 =(x3 - 2)*. 
Substituting the ansatz 
z,, = Cl (x3 - 2) + c*x(x3 - 2), &b = c3(x3 - 2) + cd(x3 - 2), 
1, = cs(x3 - 2)* 
in the relation (3) for n = 2 gives the necessary condition: 
(C: - c2ci + 4cz)n’* + (-clci - 2c2cyq + 12 qc~)xl’ 
+( -~c~c~Q-c~c:+ 12~f~2)~'~+(-8~:+6~2~~-~l~:-24~:+4~~)~~ 
+(6c1c42 + l2C2C3Cq - 72~1~:)~~ i-(12C1C3C4 + 6~2~: - 72cfc2)X7 
+(24c: - 12c2c; + 6qc; +48c; -24&x6 
+(-12C& -24QC3Cq + 144C,C;)X5 +(-24C,c$q - 12C& + 144C&)x4 
+(-32~: + 8~7.C: - 12~~~32 - 32~; +48&x3 
+(8qc; + 16c2c3c4 - 96qc;)x* 
+(16qc3c4 + 8c2c: - 96&)x + 16~: + SC& - 32~; =O. 
In order to satisfy this condition all the coefficients must vanish identically. For in- 
stance, we can add c4 - A = 0 to the coefficient equations and compute for this system 
a lexicographical Grijbner basis for cl + cz + c3 + q + ~5. If one computes an ideal 
decomposition from this result with the algorithm groebnerFactorize and take therein 
the secondary condition cg # 0 into account, one gets the (parametrized) ideal (A # 0) 
{i3c, + $c3c5, * PC* - ;c:, c: - 213, c4 -A, c; + $n">, 
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or the variety 
9 = I 
{c,_-y}, {_32}, 
{c,=m,c,=(&~Fi& ;)m}, {c4 = A), 
(,= l ~qzc5=*dqq-s} 
I 
45 
B contains all possible choices for the constants of the fundamental invariants. For 
instance, the points (cl, ~2, ~3, ~4) = (i -aA, - k GA, aA, A) satisfy the suITi- 
cient condition for the rationalvariants. Substituting these points in Eq. (8) for n = 2, 
we get the two solutions 
Y1,2 = :1(x3 - 2)(3x + 3%! f 2dw)). Cl 
Example 19 (see Singer and Ulmer [18, p. 681; Kouacic [lo, p. 231, [24,6]). In or- 
der to illustrate the given method in the primitive case, we consider the irreducible 
differential equation [lo] 
2 3 
9(x - 1)2 - 16x(x - 1) 
y=o. 
Its 4th symmetric power L@“(y) = 0 has no non-trivial rational solutions. While L@“(y) 
= 0 has the rationalvariant Y =x2(x - 1)2 which generates its one-dimensional rational 
solution space. Therefore, by Proposition 8 Q(L) SAY is the corresponding Galois 
group of L(y) = 0 (cf. [lo]). For W = 1, the further two rationalvariants are computed 
with 
H(r) = Tx’(x - 1)s 
and 
J(r,H(r)) = - Yx3(x - 1)4(x - 2). 
From these rationalvariants one gets the determining equation of Y: 
(c2 +27648)x”j + (-8~~ - 221184)~‘~ + (28~~ + 774144)~‘~ 
+ (-56~~ - 1548288)~~~ +(70c2 + 1935360)~‘~ 
+ (-56~~ - 1548288)x” + (28~~ + 774144)x” 
+ ( -8c2 - 221 184)x9 + (c2 + 27648)x8 = 0, 
respectively, e.g. for the regular point x0 = 2 the equation 
c2 + 27648 = 0. 
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Hence, c = f 96G. Substituting 
11 = ; .c.r=24J--5x2(x- 1)2, 
I, = -& * +iyr) = 432X2(x - 1)3, 
13 = -A . f . $‘J(r,H(r))= 10368a x3(x - 1)4(x - 2), 
in the minimal decomposed into invariants (4), we obtain the minimal polynomial of 
a solution: 
Y24 -4320x2(x- 1)3Y16+518402/-3 x3(x - 1)4(~-2)Y’2 -2799360x4(x- 1)6Y8 
+ 4478976n x5(x - 1)7(x - 2)Y4 + 2985984x*(x - l)! 0 
6. Conclusions 
The work of Fuchs is difficult to read. The author has first developed the algorithm 
presented here by himself and noticed afterwards that it is basically a reformulation 
and improvement of the Fuchsian method. Nevertheless, our method is essentially more 
efficient. The reason for this lies in using all absolute fnndamental invariants of the 
Galois group associated with the differential equation; this enables us to compute the 
constants from the syzygies. 
But in principle our algorithm cannot be more efficient than the algorithm given 
by Ulmer and Weil [24]. Indeed, both methods have the same time complexity. The 
algorithm from Ulmer and Weil computes a minimal polynomial of the logarithmic 
derivative of a solution via a recursion for the coefficients in all cases, while our 
method tries to determine the solutions explicity as much as possible. If the associated 
Galois group is the tetrahedral or the octahedral group one can represent both algebraic 
solutions in radicals. 4
We feel that this paper shows the connection between determining the Galois group, 
the rationalvariants and the Liouvillian solutions of a given (irreducible) second order 
differential equation very clearly. For instance, in the imprimitive case it is easier to 
compute first the Liouvillian solutions and determine from them the (possibly) missing 
rationalvariants and the Galois group. Against it, in the primitive case the better way 
is to compute first the Galois group and to determine from it the remaining rational- 
variants and the minimal polynomial of a solution. The behaviour in the case of Dp 
is somehow special (cf. [23]). Also it becomes clear, that a Liouvillian solution or a 
minimal polynomial of a solution always contains all fundamental rationalvariants. 
4 The basic ideas to solve this problem are described in [20, Problem 2.7.51 (cf. also [26, Section IIIS]). 
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