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We calculate the phase diagram of identical fermions in a 2-dimensional (2D) lattice immersed
in a 3D Bose-Einstein condensate (BEC). The fermions exchange density fluctuations in the BEC,
which gives rise to an attractive induced interaction. The resulting zero temperature phase diagram
exhibits topological px+ ipy superfluid phases as well as a phase separation region. We show how to
use the flexibility of the Bose-Fermi mixture to tune the induced interaction, so that it maximises
the pairing between nearest neighbour sites, whereas phase separation originating from long range
interactions is suppressed. Finally, we calculate the Berezinskii-Kosterlitz-Thouless (BKT) critical
temperature of the topological superfluid in the lattice and discuss experimental realisations.
I. INTRODUCTION
Ever since topological superfluids/superconductors
with Majorana modes were predicted to exist [1], it has
been a major research goal to detect them. Experi-
mental evidence for Majorana modes have been reported
in 1D wires [2–8], and Sr2RuO4 is a promising candi-
date for realising a 2D topological superconductor [9–12].
An unambiguous detection of topological superconduc-
tivity/superfluidity is however still lacking, partly due
to the complexity of these condensed matter systems.
There are several proposals to use the clean and highly
flexible atomic quantum gases to overcome this difficulty.
The first scheme was based on Fermi gases interacting
via a p-wave Feshbach resonance [13], but these systems
suffer from short lifetimes [14–17]. Other quantum gas
proposals include schemes based on optical lattices [18–
21], synthetic spin-orbit coupling [22–24], driven dissipa-
tion [25, 26], dipolar molecules [27–29], and mixed di-
mension Fermi-Fermi mixtures [30]. Unfortunately, none
of these systems have been realised so far.
Very recently, two of us (ZW and GMB) demonstrated
that a mixed dimension Fermi-Bose mixture constitutes
a promising system to realise a 2D topological super-
fluid [31]. In this proposal, identical fermions are con-
fined in a 2D plane and they interact via density modu-
lations in a surrounding BEC. Due to the high compress-
ibility of the BEC, this induced interaction is strong, and
one can moreover control the range by varying the BEC
coherence length. This flexibility can be used to make the
critical temperature of the topological superfluid high,
while keeping three-body losses small. The purpose of
the present paper is to examine this promising scheme
in a setup, where the fermions are moving in a 2D op-
tical lattice. Optical lattices offer the particular advan-
tage of single site resolution spectroscopy [32, 33], which
presents unique opportunities to detect and manipulate
Majarona edge modes [34, 35]. We therefore investigate
the phase diagram of identical fermions moving in a 2D
square lattice immersed in a 3D BEC, which gives rise to
an attractive induced interaction between the fermions.
As a result, the ground state of the fermions is a topo-
logical px + ipy superfluid, but the system also suffers
from a phase separation instability originating from an
underlying particle-hole symmetry in the lattice. Tak-
ing the competition of these two instabilities into ac-
count, we calculate the zero temperature phase diagram
of the fermions as a function of the Bose-Fermi coupling
strength and the filling fraction. We show how to use
the flexibility of the Bose-Fermi system to tune the in-
teraction in order to maximise the pairing strength, while
keeping the system stable against phase separation. The
key point to solve this delicate problem turns out to be to
adjust the range of the interaction by changing the BEC
coherence length, so that it induces pairing on neighbor-
ing sites, while it does not lead to a significant long range
interaction effects beyond nearest neighbors. We finally
calculate the BKT critical temperature for the superfluid
phase and discuss experimental realisations.
II. MODEL
We consider fermionic atoms of mass m moving in a 2D
square lattice in the xy-plane. The lattice is immersed
in a 3D BEC consisting of atoms with mass mB, which
is weakly interacting with n0a
3
B  1, so that it can be
accurately described by Bogoliubov theory. Here n0 de-
notes the condensate density and aB the boson-boson
scattering length. The setup is illustrated in Fig. 1. The
Hamiltonian is
H =− t
∑
〈i,j〉
(a†iaj + h.c.) +
∑
k
Ekγ
†
kγk +Hint, (1)
where t is the hopping matrix element of the fermions be-
tween nearest neighbor sites 〈i, j〉, a†i creates a fermion
at lattice site i, and γ†k creates a Bogoliubov mode in
the BEC with momentum k and energy Ek = [
B
k (
B
k +
8pin0aB/mB)]
1/2 where Bk = k
2/2mB. We use units for
which kB = h¯ = 1. Within the pseudopotential approx-
imation, the interaction between the fermions and the
bosons is
Hint = g
∫
d3r ψ†F(r)ψ
†
B(r)ψB(r)ψF(r), (2)
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2FIG. 1. (Color online). Illustration of the mixed-dimensional
system. The fermions (blue balls) move in a 2D square lattice
in the xy-plane with lattice constant a and hopping matrix
element t. The lattice is immersed in a 3D BEC (red balls)
and the fermions and bosons interact through a contact in-
teraction with strength g.
where ψB(r) and ψF(r) is the field operator for the
bosons and fermions respectively. The coupling strength
is g = 2pia/mr, with a the Bose-Fermi scattering length
and mr = mmB/(m + mB) the reduced mass. For
a deep optical lattice, the fermion field operator can
be approximated by ψF(r) =
∑
i φ0(r − ri)ai where
φ0(r − ri) is the lowest Wannier function for site i lo-
cated at ri. We approximate the Wannier function by
a Gaussian φ0(r) = exp(−r2⊥/2`2⊥ − z2/2`2z)/pi3/4`⊥
√
`z
where r⊥ = (x, y) is a vector in the lattice plane, and
`z and `⊥ are the oscillator lengths of the potential wells
of the 2D lattice perpendicular and parallel to the plane.
Using this in Eq. (1), we obtain
Hint =
g
V
∑
i,k,q
e−
1
4 `
2
zq
2
z e−
1
4 `
2
Lq
2
⊥ e−iq⊥·ri b†k+qbka
†
iai (3)
for the Bose-Fermi interaction, where V is the system
volume and b†k creates a boson with momentum k. We
have the usual Bogoliubov relation bk = ukγk − vkγ†−k
with u2k = [1 + (
B
k + 4pin0aB)/Ek]/2 and v
2
k = [−1 +
(Bk + 4pin0aB)/Ek]/2.
III. EFFECTIVE HAMILTONIAN FOR THE
FERMIONS
Since the bosons live in 3D whereas the fermions are
confined to a 2D lattice, we expect the BEC to be es-
sentially unaffected by the fermions. On the other hand,
the fermions interact with each other via the bosons and
we will in this section derive an effective Hamiltonian de-
scribing this. One fermion will either attract or repel the
bosons thereby changing the local density of the BEC,
which is felt by the second fermion. This results in the
induced interaction
Vind(i, j, iωq) = g
2
∫
d3q
(2pi)3
eiq⊥·(ri−rj)e−(`
2
zq
2
z−`2⊥q2⊥)/2
× χB(q, iωq) (4)
between the fermions, where q⊥ = (qx, qy) is a 2D mo-
mentum, q = (qx, qy, qz) is a 3D momentum, and iωq
is a bosonic Matsubara frequency. The density-density
correlation function of the BEC is
χB(q, iωq) =
q2
mB
n0
(iωq)2 − E2q
. (5)
Equation (4) includes an integration over the z compo-
nent qz of the boson momentum, since this is not con-
served by the Bose-Fermi interaction given by Eq. (3).
For simplicity, we take the limit `⊥ → 0 and `z → 0 in
the following. We furthermore assume that the speed of
sound cs =
√
4piaBn0/mB in the BEC is much larger than
ta, where a is the lattice constant. This means that re-
tardation effects are negligible so that the frequency can
be set to zero in the induced interaction. When cs be-
comes comparable to ta, we expect retardation effects to
significantly suppress pairing in analogy with what hap-
pens for the corresponding system without a lattice [31].
Ignoring retardation effects by setting iωq = 0 in Eq. (4)
yields the usual Yukawa interaction [36, 37]
Vind(i, j) = −g2n0mB
pi
e−
√
2|ri−rj |/ξB
|ri − rj | , (6)
where ξB = (8piaBn0)
−1/2 is the BEC coherence length.
It follows from Eq. (6) that the dimensionless parame-
ter determining the strength of the induced interaction
between the fermions in the lattice is
G =
g2n0mB
piat
. (7)
Equation (6) illustrates another important fact: By vary-
ing the Bose density n0 and/or the scattering lengths aB
and aI, one can experimentally control both the strength
as well as the range (determined by ξB) of the induced
interaction between the fermions.
Using the induced interaction, the effective Hamilto-
nian for the fermions is
Heff = −t
∑
〈i,j〉
a†iaj − µ
∑
j
a†jaj +
∑
i<j
Vind(i, j) a
†
ia
†
jajai,
(8)
where Vind(i, j) is given by Eq. (6) and we have sub-
tracted the chemical potential µ as usual. Note that the
system is symmetric under the particle-hole transforma-
tion PaiP−1 = a†i , where the filling fraction transforms
as n → 1 − n, the hopping matrix element as t → −t,
and the chemical potential as µ→ −µ+∑j Vind(0, j).
3IV. ZERO TEMPERATURE PHASE DIAGRAM
Using the effective Hamiltonian given by Eq. (8), we
will now calculate the T = 0 phase diagram of the
fermions in the lattice. We shall consider two possible
instabilities of the system caused by the induced interac-
tion: A superfluid and a phase separation instability. To
do this, we decouple the interaction in the Hartree-Fock
and BCS channels. Assuming pairing between k and −k
states, the mean-field Hamiltonian becomes (apart from
a constant)
HMF =
1
2
∑
k
[
a†k a−k
] [ ξk ∆k
∆∗k −ξk
] [
ak
a†−k
]
, (9)
where ξk = k + Σk − µ. Here, k =
−2t (cos kxa+ cos kya) is the kinetic energy dispersion of
the 2D lattice and
Σk =
1
2V
∑
k′
[Vind(0)− Vind(k− k′)]
×
[
1− ξk′
Ek′
tanh
(
Ek′
2T
)]
(10)
is the Hartree-Fock self-energy. The Fourier transform
Vind(k) is given by
Vind(k) =
1
N
∑
i6=0
Vind(0, i)e
ik·ri , (11)
where N is the number of lattice sites. The quasiparticle
dispersion is Ek = (ξ
2
k+|∆k|2)1/2 with the gap parameter
determined by
∆k = − 1
2V
∑
k′
Vind(k− k′)∆k
′
Ek′
tanh
(
Ek′
2T
)
. (12)
As usual, we solve Eqs. (10) and (12) self-consistently
together with the number equation
n =
1
2
[
1− 1
N
∑
k
ξk
Ek
tanh
(
Ek
2T
)]
, (13)
which gives the filling fraction 0 ≤ n ≤ 1 of the lattice.
Our numerical calculations are performed on aN = 121×
121 lattice of k-values in the first Brillouin zone.
A. Topological px + ipy superfluid
At zero temperature, we find a solution characterised
by a gap with px+ ipy symmetry. Indeed, the gap is very
close to the pure l = 1 angular momentum form ∆k ∝
sin kxa+ i sin kya as illustrated in Fig. 2. This solution is
the most stable energetically, as it fully gaps the Fermi
surface, in contrast to for instance a solution with px
symmetry [38]. The px+ ipy pairing breaks time-reversal
kxa
−pi −pi/2 0 pi/2 pi
-0.01
0
0.01
kya
−pi −pi/2 0 pi/2 pi
∆
k
/t
-0.01
0
0.01
FIG. 2. The gap parameter ∆k as a function of momentum
k for the coupling strength G = 3, BEC coherence length
ξB/a = 1, and filling fraction n = 0.2. The solid (blue) line
shows the real part of the gap parameter, while the dashed
(red) line shows the imaginary part. In the upper figure, we
have taken ky = 0 and in the lower we have taken kx = 0.
symmetry and it is a class D topological superfluid with
Majorana modes at its edges [39–42]. The topological
invariant is the Chern number
ν =
1
4pi
∫
BZ
d2k
[
sˆ(k) · (∂kx sˆ(k)× ∂ky sˆ(k))] , (14)
where sˆ(k) = S(k)/|S(k)|. Here S(k) is defined as usual
by writing the BCS Hamiltonian as
[
ξk ∆k
∆∗k −ξk
]
= S(k) ·
σ, with σ = (σx, σy, σz) the vector of Dirac spin 1/2
matrices. For our model, the Chern number is ν = −1 for
a filling fraction 0 < n < 1/2 and ν = 1 for 1/2 < n < 1.
There is therefore a topological phase transition at half
filling, n = 1/2, where the spectral gap closes at the
points (kx, ky) = (0,±pi/a) and (kx, ky) = (±pi/a, 0) in
the Brillouin zone.
B. Phase separation
The system becomes unstable towards phase separa-
tion when the induced interaction between the fermions
is too attractive, which originates from the underlying
particle-hole symmetry due to the lattice. The instability
arises from the compressibility κ = n−2∂µn being nega-
tive for certain filling fractions. As an example, we plot
in Fig. 3 the chemical potential µ as a function of filling
fraction n for coupling strength G = 3, range ξB/a = 1,
and temperatures T = 0, T = 0.3t, and T = 0.6t. For
T = 0 and T = 0.3t, we see that µ decreases with n for a
range of filling fractions, which corresponds to a negative
compressibility, signalling that the system is unstable to-
wards phase separation. The region of phase separation
can be determined by the Maxwell construction. Due to
4the particle-hole symmetry, this simplifies into the con-
dition that a system with average filling fraction n phase
separates into regions with filling fractions n1 < n and
n2 = 1− n1 > n determined by µ(n1) = µ(1/2) = µ(n2).
The resulting range of filling fractions where the system
phase separates, is shown in Fig. 3 for T = 0. We also
see from Fig. 3 that this range shrinks with increasing
temperature. Indeed, the system does not separate at
all for T = 0.6t. The reason is that the entropy of mix-
ing stabilises the system against phase separation for a
non-zero temperature.
FIG. 3. Plot of the chemical potential µ as a function of
filling fraction n for G = 3, ξB/a = 1, and different temper-
atures. The solid (blue) curve for T = 0 has the Maxwell
construction indicated, where the system is unstable towards
phase separation for the filling fractions between the vertical
dashed lines, and superfluid outside that region. The dashed
(red) curve for T = 0.3t and the dot-dashed (black) curve for
T = 0.6t show how the phase separation region shrinks and
finally disappears with increasing temperature.
C. Phase diagrams
We now present T = 0 phase diagrams taking the
pairing and phase separation instabilities into account.
In Fig. 4, we plot phase diagrams as a function of the
filling fraction n and the Bose-Fermi coupling strength
G for two different values of the BEC coherence length:
ξB/a = 1 and ξB/a = 1/2. The system is phase sepa-
rated in the gray regions, whereas it is in the px + ipy
superfluid state in the other regions with the color code
indicating the maximum value of |∆k| in the Brillouin
zone. The vertical line at half filling indicates a topo-
logical phase transition between a superfluid state with
Chern number ν = −1 and ν = 1. As expected, an in-
creasing coupling strength G increases the pairing. How-
ever, it also increases the range of densities where the
system phase separates. Because of this competition, it
is not simply a matter of increasing G in order to in-
crease the pairing. If the attraction becomes too strong,
the system simply phase separates into regions with fill-
ing fractions close to n = 0 and n = 1, which strongly
suppresses pairing. Instead, one has to tune G to an
intermediate value to optimise the pairing. For a given
G, one should choose an average filling fraction n in the
phase separated region, i.e. n1 ≤ n ≤ 1 − n1. The sys-
tem will then phase separate into two superfluid regions
with filling fractions n1 and 1−n1, which have the same
pairing strength. An important conclusion from Fig. 4 is
that a smaller coherence length ξB allows one to obtain
a larger pairing strength by tuning (n,G). Indeed, the
maximum value of the pairing one can achieve by tun-
ing (n,G) is maxk |∆k| = 0.0142t for (ξB/a,G) = (1, 3)
and n1 < n < 1 − n1 with n1 = 0.2, compared to
maxk |∆k| = 0.0382t for (ξB/a,G) = (1/2, 16.4) and
n1 < n < 1 − n1 with n1 = 0.23. The positions (n1, G)
and (1−n1, G) of the maxima are indicated by the num-
bered circles 1© for ξB/a = 1 and 2© for ξB/a = 1/2 in
Fig. 4. The reason that one can achieve a larger pair-
ing for smaller ξB/a, is that it determines the range
of the induced interaction. Since phase separation is
mainly driven by long range interactions whereas pairing
is mainly driven by the nearest neighbour interactions, a
smaller range will suppress pairing less than it suppresses
phase separation. As a result of this delicate competition,
a small coherence length effectively favours pairing, since
it allows a stronger coupling strength before the system
phase separates. This shows that our proposed system is
very useful for realising a topological superfluid in a lat-
tice, since it allows the tuning of both the strength and
the range of the induced interaction.
V. CRITICAL TEMPERATURE OF
SUPERFLUID PHASE
Since the Fermi system is 2D, the superfluid phase
melts via the BKT mechanism [43–46]. In this section,
we calculate the critical temperature TBKT of this tran-
sition following the approach of Ref. [47]. The melting
is determined by the phase stiffness of the order param-
eter, which can be calculated from the free energy cost
associated with imposing a phase twist on the system. If
the overall phase (in addition to the px+ ipy phase wind-
ing) of the order parameter changes by a small amount
δθ between neighbouring sites along the x-direction, the
corresponding change in the free energy is
Fθ − F0 = N Jx
2
δθ2, (15)
where Jx is the phase stiffness along the x-direction. Im-
posing such a linear phase twist on the system is equiv-
alent to using periodic boundary conditions on a system
described by the gauge transformed Hamiltonian [48]
Heff(θ) = e
−i δθ2
∑
l xl/aHeffe
−i δθ2
∑
l xl/a. (16)
5FIG. 4. Zero temperature phase diagram of the fermions as a function of filling fraction n and coupling strength G for ξB/a = 1
(left) and ξB/a = 1/2 (right). The color code indicates the maximal magnitude of the gap parameter in the Brillouin zone
for a given set of (n,G). The grey central regions indicate phase separation, and they are centered around half filling. The
numbered circles indicates the values (n,G) where the pairing is maximal in the phase diagram. The kinks in the bottom of the
phase separation regions are due to the finite resolution of the G-axis. An inspection of the phase separation condition shows
that the region boundary must be smooth and have a vanishing derivative at the bottom. The vertical dashed lines indicate a
topological phase transition between a phase with Chern number ν = −1 and a phase with ν = 1.
Here, xl is the x-coordinate of particle l and we gauge
transform each particle with half the angle δθ/2, since
the order parameter ∆k involves two particles. From Eq.
(15), it is sufficient to calculate the energy shift due to the
gauge transformation to second order in δθ to determine
the superfluid stiffness. Expanding Eq. (16) to second
order in δθ, and calculating the corresponding corrections
to the energy yields after a lengthy but straightforward
calculation [47]
Jx =
t
2N
∑
k
[
nk cos kxa− 2t
T
fk(1− fk) sin2 kxa
]
(17)
for the superfluid stiffness along the x-direction. Here,
nk = 〈a†kak〉 = |uk|2fk + |vk|2(1 − fk) is the number of
fermions with momentum k and fk = (expβEk + 1)
−1 is
the Fermi function. An equivalent formula holds for the
phase stiffness along the y-direction. We find that Jx =
Jy = J for px + ipy pairing. The critical temperature for
the superfluid phase can now be determined by the BKT
condition [43–46]
J(TBKT) =
2
pi
TBKT. (18)
In Fig. 5, we plot the calculated phase stiffness J(T )
as a function of temperature for the two different pa-
rameter sets 1© and 2© shown in Fig. 4. The critical
temperature is from Eq. (18) determined by the cross-
ing of J(T ) with the line 2T/pi, which is also plotted in
Fig. 4. This condition yields the BKT transition tem-
peratures 0.006t and 0.017t for (ξB/a, n,G) = (1, 0.2, 3)
and (ξB/a, n,G) = (1/2, 0.23, 16.4) respectively. In these
calculations, we use that the critical temperature Tc of
the BEC typically is much larger than TBKT, so that we
can set T = 0 when calculating the induced interaction
mediated by the BEC. It is straightforward to include
non-zero temperature effects on the BEC if necessary.
T/t
0 0.002 0.004 0.006 0.008 0.01 0.012 0.014 0.016
J
/t
0
0.01
0.02
0.03
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0.08
1
2
FIG. 5. The phase stiffness given by Eq. (17) as a function
of temperature for the two optimal parameter sets 1© and 2©
shown in Fig. 4. The critical temperature is determined when
J(T ) crosses the line 2T/pi, which is also plotted.
VI. DISCUSSION
Despite the fact that we have used the flexibility of the
Bose-Fermi system to optimise the interaction for topo-
logical pairing, the obtained BKT critical temperatures
are still fairly low. As an example, if one takes 6Li atoms
in an optical lattice with a wavelength of 1000nm and
a lattice depth of V0 = 5ER, the critical temperature is
TBKT ' 2nK using the parameters corresponding to 2©
in Fig. 4. The reason for this rather low temperature
is that phase separation in the lattice prohibits the use
of too strong interaction. One could of course obtain a
higher absolute value of the critical temperature by tun-
ing the lattice parameters or by decreasing the coherence
length, but here we have chosen to use commonly used
experimental values as an example. Another possibility
6is to use subwavelength lattices in order to increase the
energy scales [49–51]. Finally, it is tempting to suppress
phase separation by increasing the temperature, but as
we saw from the discussion in connection with Fig. 3,
the phase separation instability is unfortunately essen-
tially unaffected by the low temperatures T ≤ TBKT,
since TBKT  t. We note however that the critical tem-
peratures one can obtain in the present system in general
are higher than in other lattice proposals, since one can
tune both the strength and the range of the interaction.
For instance, we find a much lower critical temperature
for the system of rotating dipoles in an optical lattice
considered in Ref. [28], when the density is the same [52].
Since the Bose-Fermi mixture is a very tunable sys-
tem compared to other proposals, the fact that we ob-
tain rather low critical temperatures indicates that it will
be experimentally challenging to realise a topological su-
perfluid using atoms in an optical lattice. This should
be compared with the similar Bose-Fermi system with-
out a lattice, where high critical temperatures can be
achieved [31]. The advantage however of using an op-
tical lattice is the available schemes for directly detect-
ing the Majorana edge states. Current experiments with
single site resolution [32, 33] could specifically image the
edge states using for instance their time-evolution in real
space [53, 54] or RF spectroscopy [34]. Intriguingly, we
note that since the two phase separated regions with fill-
ing fractions n1 and 1− n1 have Chern numbers ν = −1
and ν = 1 respectively, there will be topologically robust
edge states at the boundary between these two phases.
VII. CONCLUSIONS
In this paper, we have analysed the phase diagram of
identical fermions in a 2D square lattice immersed in a
3D BEC. The attractive induced interaction between the
fermions mediated by the BEC was shown to give rise to
topological px + ipy pairing as well as phase separation.
We calculated the phase diagram at zero temperature
as a function of the Bose-Fermi coupling strength and
the filling fraction. The Bose-Fermi mixture was demon-
strated to allow one to maximise topological superfluid
pairing by tuning the range of the interaction, so that
it favours pairing between nearest neighbour fermions,
while long range interaction effects leading to phase sep-
aration are suppressed. We then calculated the BKT crit-
ical temperature for the superfluid phase, and we finally
discussed the prospect for an experimental realisation of
a topological superfluid in the present system.
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