Introduced by Solomon in his 1976 paper, the descent algebra of a finite Coxeter group received significant attention over the past decades. As proved by Gessel, in the case of the symmetric group its structure constants give the comultiplication table for the fundamental basis of quasisymmetric functions. We show that this property actually implies several well known relations linked to the Robinson-Schensted-Knuth correspondence and some of its generalisations. We further use the theory of type B quasisymmetric functions introduced by Chow to provide analogue results when the Coxeter group is the hyperoctahedral group.
Introduction
For any integer n denote [n] = {1, · · · , n}, Sn the symmetric group on [n] and idn the identity permutation of Sn. A composition α of n denoted α n or |α| = n is a sequence of positive integers α = (α1, α2, · · · , αp) of (α) = p parts such that α1 + α2 + · · · = n. If a composition λ has its parts sorted in decreasing order, we say that λ is a partition of n and denote λ n. A partition λ is usually represented as a Young diagram of n = |λ| boxes arranged in (λ) left justified rows so that the i-th row from the top contains λi boxes. A Young diagram whose boxes are filled with the elements of [n] such that the entries are strictly increasing along the rows and down the columns is called a standard Young tableau. The partition given by the number of boxes in each row is its shape. As an example the following diagram is a standard Young tableau of shape λ = (6, 4, 2, 1, 1). 1 3 4 8 9 14 2 6 7 10 5 12 11 13 Compositions of n are in natural bijection with subsets of [n − 1]. For α n and I = {i 1 , i 2 , · · · , i m } a subset of [n − 1] such that i 1 < i 2 < · · · i m , we denote set(α) = {α 1 , α 1 + α 2 , · · · , α 1 + α 2 + · · · α p−1 } and comp(I) = (i 1 , i 2 − i 1 , · · · , i m − i m−1 , n − i m ) this bijection and its inverse. As a result the number of compositions of n is 2 n−1 . One important feature of a permutation π of S n is its descent set, i.e the subset of [n − 1] defined by set(π) = {1 ≤ i ≤ n − 1 | π(i) > π(i + 1)}. For any subset I ⊆ [n − 1], denote D I (resp. B I ) the subset of S n containing all the permutations π such that set(π) = I (resp. set(π) ⊆ I). Similarly we define the descent set of a standard Young tableau T as the subset of [n − 1] defined by set(T ) = {1 ≤ i ≤ n − 1 | i is in a strictly higher row than i + 1}. For instance the descent set of the tableau in the previous example is {1, 4, 9, 10, 12}. We denote d λI the number of standard Young tableaux of shape λ and descent set I. By abuse of notation, we also denote D I (resp. B I ) the element of the algebra CS n defined as the formal sum of the permutations it contains. In the more general context of finite Coxeter groups, Solomon showed in [15] that the D I 's (resp. B I 's) generate a subalgebra of CS n of dimension 2 n−1 usually referred to as the Solomon's descent algebra. More specifically, he showed that there exists a collection of (nonnegative integral) structure constants (a
As a result the number of ways to write a fixed permutation π of D K as the ordered product of two permutations π = στ such that σ ∈ D I and τ ∈ D J depends only on set(π) = K and is equal to a K IJ . If we require instead σ and τ to be respectively in B I and B J then the number of such products is K ⊇K b K IJ . Remark 1. The two families of structure constants are linked through the formula
Because of its important combinatorial and algebraical properties the descent algebra received significant attention afterwards. In particular, Garsia and Reutenauer in [7] provide a decomposition of its multiplicative structure and a new combinatorial interpretation of the coefficients b K IJ in terms of the number of non-negative integer matrices with specified constraints. Bergeron and Bergeron give analogue results in [4] when the symmetric group is replaced by the hyperoctahedral group (Coxeter group of type B). As shown by Norton in [12] , the descent algebra of a finite Coxeter group is also strongly related to its 0 -Hecke algebra. In particular, she proves that the dimension of each left principal indecomposable module of the 0-Hecke algebra is equal to the cardinality of the analogue of one the D I 's. She further shows that the analogues of the coefficients a K IJ for K = ∅ are the entries of the Cartan matrix giving the number of times each irreducible module is a composition factor of each indecomposable module. In the specific case of the symmetric group S n , Carter in [5] uses the celebrated Robison-Schensted (RS) correspondence to explain the following relation obtained by computation of the Cartan matrix a
Finally, Solomon's descent algebra is dual to the Hopf algebra of quasisymmetric functions (see Section 2) introduced by Gessel in [8] . In particular, he shows that the comultiplication table for their fundamental basis is given by the a K IJ 's. Using the decomposition of Schur symmetric functions in terms of fundamental quasisymmetric functions one can easily show that Equation (2) is a direct consequence of Gessel's result. In Section 2, we review this property and show that the consequences of Gessel's result also include a more general form of Equation (2) relating the structure constants and the Kronecker coefficients as well as the equivalent of Equation (2) for the generalisation of the RS correspondence provided by Knuth in [10] (RSK correspondence). Then we use the theory of quasisymmetric functions of type B introduced by Chow ([6] ) in Section 3 to show how these results transpose to the descent algebra of the hypercotahedral group.
2 Descent algebra of the symmetric group
Quasisymmetric functions
Let X = {x 1 , x 2 , · · · , x i , · · · } be a totally ordered set of commutative indeterminates. As introduced by Gessel in [8] a quasisymmetric function is a bounded degree formal power series in C[X] such that for any composition (α 1 , · · · α p ) and any strictly increasing sequence of distinct indices
In particular all symmetric functions on X are quasisymmetric. Quasisymmetric functions are naturally indexed by compositions of n and admit the monomial and fundamental quasisymmetric functions as classical bases.
These two bases are related through
For λ n denote also p λ (X) and s λ (X) the power sum and Schur symmetric functions indexed by partition λ. The decomposition of Schur symmetric functions in the fundamental basis (see e.g. [16, 7.19.7] ) is given by
A semistandard Young tableau is a Young diagram whose entries are strictly increasing down the column and non-decreasing along the rows. A tableau is said to have type µ = (µ 1 , µ 2 , · · · ) if it has µ i entries equal to i. Denote K λµ the number of semistandard Young tableaux of shape λ and type µ. The decomposition of Schur symmetric functions in the monomial basis is
In what follows, using the natural correspondence between compositions and subsets we may denote M I and F I instead of M comp(I) and F comp(I) for I ⊆ [n − 1] and remove the reference to indeterminate X when there is no confusion.
Generating series and RSK-correspondence
For two commutative sets of variables
We can say that F K (XY ) is the generating series for the coefficients a
As stated in introduction, Equation (2) is a direct consequence of Equation (6) . Indeed according to Equation (4) F ∅ = s (n) . Then using the Cauchy identity for Schur functions and applying Equa-tion (4) once again one gets:
Denote λ the partition corresponding to the transposed Young diagram of λ. We have the following similar lemma:
Proof. According to Equation (4)
. Then use the alternative Cauchy identity for Schur functions
and apply Equation (4) to s λ and s λ .
Generalising the RS-correspondence to matrices with non-negative integral entries, Knuth ([10] ) proved that for r, c n the number m r,c of such matrices with row and column sums equal respectively to r and c is given by
Theorem 1. Equation (8) is also a consequence of Equation (6).
As a result,
It remains to prove that A ∅ I,J = m comp(I),comp(J) . The combinatorial interpretation of [7] states that b K IJ is the number of non-negative integer matrices M with row and column sums equal to comp(I) and comp(J) respectively and with the word obtained by reading the entries of M row by row from top to bottom equal to comp(K) (zero entries being omitted). But according to Equation (1
Relation to Kronecker coefficients
We look at a more general version of Equations (2) and (8) . Let a
We have the following result Theorem 2. Let I, J and K be subsets of
Proof. The result of Gessel obviously extends to multi-index coefficients. In particular, the a
Then use the generalised Cauchy identity (see [11, I.7 Equation (7.9)]) for Schur functions to deduce that
and apply Equation (4) to get Equation (10).
For p, q, r n denote m p,q,r the number of three-dimensional arrays M = (M i,j,k ) with non-negative integer entries such that
Similarly as Theorem 1, we have the following corollary to Theorem 2. Corollary 1. Let p, q and r be three compositions of integer n. The quantity m p,q,r defined above is given by
A bijective proof of Equation (11) is provided in [2] . The proof involves semistandard Young tableaux and Littlewood-Richardson tableaux.
3 Descent algebra of the hyperoctahedral group
Signed permutations and domino tableaux
Let B n be the hyperoctahedral group of order n. B n is composed of all permutations π on the set {-n, · · · , -2, -1, 0, 1, 2, · · · , n} such that for all i in {0} ∪ [n], π(−i) = −π(i) (in particular π(0) = 0). As a result, such permutations usually referred to as signed permutations are entirely described by their restriction to [n]. The descent set of a signed permutation π of B n is the subset of {0} ∪
The main difference with respect to the case of the symmetric group is the possible descent in position 0 when π(1) is a negative integer. There is a natural analogue of the RSK-correspondence for signed permutations involving domino tableaux. For λ 2n, a standard domino tableau T of shape sh(T ) = λ is a semistandard Young tableau filled with the elements of [n] such that each integer is used exactly twice and that for all i in [n], the two occurrences of i are adjacent to each other. Merge the two squares labelled i to get a rectangle with a single label i. We name such a rectangle a domino. A domino can be either vertical (if the two i's were on the same column) or horizontal. Note that not all the shapes λ 2n may be entirely tiled by dominos (for example λ = (3, 2, 1) may not). In the sequel we consider only the set P 0 (n) of empty 2-core partitions λ 2n that fit such a tiling. Barbash and Vogan ( [3] ) built a bijection between signed permutations of B n and pairs of standard domino tableaux of equal shape in P 0 (n). A standard domino tableau T has a descent in position i > 0 if i + 1 lies strictly below i in T and has descent in position 0 if the domino filled with 1 is vertical. We denote set(T ) the set of all its descents. For λ in P 0 (n) and
B λI is the number of standard domino tableaux of shape λ and descent set I. (2).
Quasisymmetric functions of type B and main results
Chow defines in his PhD thesis ( [6] ) an analogue of Gessel's algebra of quasisymmetric functions for signed permutations that is dual to Solomon's descent algebra of type B 1 . Let X = {. . . , x −i , . . . , x −2 , x −1 , x 0 , x 1 , x 2 , . . . , x i , . . .} be a set of totally ordered commutative indeterminates with the further assumption that x −i = x i and I be a subset of {0} ∪ [n − 1], he defines:
where i 0 = 0. Note the particular rôle played by variable x 0 .
Example 2. Let n = 2 and X
1 Prior to Chow, Poirier ([14] ) introduced an alternative type B analogue of the quasisymmetric functions used for example in [1] . However Poirier's quasisymmetric functions are dual to the Mantaci-Reutenauer algebra and not Solomon's descent algebra of type B. See [13] for further details.
Let Y be a second copy of X such that X and Y commute between each other. Chow uses the theory of P -partitions of type B to show that for K ⊆ {0} ∪ [n − 1]
Theorem 3. Equation (12) is a consequence of Equation (13).
The irreducible characters of B n are naturally indexed by partitions of P 0 (n). Denote ψ λ the character indexed by λ ∈ P 0 (n) and define the Kronecker coefficients of the hyperoctahedral group
. A more general form of Theorem 3 can be stated as follows. 
The proof of Theorems 3 and 4 uses Equation (13) and generating functions for domino tableaux. We detail it in the two following sections.
Remark 2. Using the combinatorial interpretation of type B structure constants in [4] , one can find an analogue of Equations (8) and (11) as a corollary to Theorem 4.
Domino functions and 2-quotient
Generating functions for domino tableaux sometimes called domino functions are well studied objects (see e.g. [9] ). We introduce a modified definition to get an analogue of Schur functions verifying Propositions 1 and 2 that we need to prove Theorem 4. Our development differs by the addition of '0' entries to the domino tableaux in some cases. A semistandard domino tableau of shape λ ∈ P 0 (n) and weight µ = (µ 0 , µ 1 , µ 2 , · · · ) with µ i ≥ 0 and i µ i = n is a tiling of the Young diagram of shape λ with horizontal and vertical dominos labelled with integers in {0, 1, 2, · · · } such that labels are non decreasing along the rows, strictly increasing down the columns and exactly µ i dominos are labelled with i. If the top leftmost domino is vertical, it cannot be labelled 0 (we leave it to the reader to check that the only possible sub-pattern of dominos with label 0 in a semistandard domino tableau is a row composed of horizontal dominos). The standardisation T st of a semistandard domino tableau T of weight µ is the standard domino tableau obtained by relabelling the dominos of T with 1, 2, · · · , n such that the dominos labeled with i m = min{i | µ i > 0} are relabelled with 1, 2, · · · , µ im from left to right and so on. The following lemma is left to the reader.
Lemma 2. Let T be a semistandard domino tableau of shape λ ∈ P 0 (n) and weight µ and let T st be its standardisation. Denote µ the composition of n obtained by removing the 0's in µ and let S(T ) be the union of set(µ) and possibly {0} if the top leftmost domino is vertical. We have
Conversely given a standard domino tableau T 0 , and µ = (µ 0 , µ 1 , µ 2 , · · · ) such that µ 0 = 0 if the top leftmost domino of T 0 is vertical and set(T 0 ) \ {0} ⊆ set(µ) there exists exactly one semistandard domino tableau T of weight µ with
Proceed with the definition of the domino functions. Given indeterminate X and a semistandard domino tableau T of weight µ, denote X T the monomial
we call the domino function indexed by λ the function G λ defined as
where the sum is on all semistandard domino tableaux of shape λ. The following proposition links domino functions and type B quasisymmetric functions. Proposition 1. For λ ∈ P 0 (n), denote G λ the domino function indexed by λ defined in Equation (16) . We have
Proof. From the definition of Equation (16) x i1 x i2 · · · x in . As a result
There is a well known bijection between semistandard domino tableaux of weight µ and bi-tableaux, i.e. pairs of semistandard Young tableaux of respective weights µ − and µ + such that µ
The respective shapes of the two Young tableaux depend only on the shape of the initial semistandard domino tableau. Denote (T − , T + ) the bi-tableau associated to a semistandard domino tableau T of shape λ and (λ − , λ + ) the shapes of T − and
is the 2-quotient of T (resp. λ). One can build T − and T + by filling each box of T (a domino is composed of two boxes) by a '-' or a '+' sign such that the top leftmost box is filled with '-' and two adjacent boxes have opposite signs. T − (resp. T + ) is obtained from the sub-tableau of T composed of the dominos with top rightmost box filled with '-' (resp. '+').
Remark 3. If the top leftmost domino of a semistandard domino tableau is vertical (rep. horizontal), its label is used for T − (resp. T + ). Therefore only T + may have entries equal to 0.
Example 3. Figure 2 shows a domino tableau of weight µ = (2, 0, 2, 0, 0, 4, 0, 1), its standardisation and its 2-quotient. 
efinition of the 2-quotient above and Remark 2, one can rewrite The following theorem links domino functions and quasisymmetric functions of typ Theorem 3. For l 2 P 0 (n), denote G l the domino function indexed by l defined in Eq tion (3.4). We have 2 · · · for any semistandard domino tableau T of weight µ with µ 0 = 0 if top leftmost domino of T is vertical. Classify the set of semistandard domino table according to their standardisation and add the monomials corresponding to the table in the same class. According to Lemma (2), for each standard domino tableau T 0 , sum of the monomials corresponding to the semistandard domino tableaux T such t
Generating series formulas
As a final step to state and prove our main results, we show the properties of dom functions on products of indeterminates. For X and Y two set of commutative variab denote XY the set of variables x i y j totally ordered by the lexicographical order. Comp
The following lemma is a generalisation of the Cauchy identity for Schur functions.
Lemma 2.
The domino function G (2n) indexed by partition (2n) 2 P 0 (n) verifies
Proof. Use classical identities for Schur functions and the 2-quotient of partitions. Let X − = {x −i } i>0 and X + = {x i } i≥0 (note that because x −i = x i , X − = X + \ {x 0 }). We have the following proposition.
Proposition 2. For λ ∈ P 0 (n), the domino function G λ and the Schur symmetric functions are related through
Proof. According to the definition of the 2-quotient above and Remark 3, one can rewrite Equation (16) 
Domino functions on products of indeterminates
We are now ready to give the proof of Theorem 3. Although it can be deduced directly from Theorem 4, a direct proof using classical properties of Schur functions is of interest. According to Proposition 1, for sets of indeterminates X and Y , F B ∅ (XY ) = G (2n) (XY ). Further, note that (XY ) + = {(x i , y j )} (i,j)≥(0,0) = {(x 0 , y j )} j≥0 ∪ {(x i , y j )} i>0,j∈Z ,
As a consequence, using Proposition 2 one has 
As a result
Replacing Y by the product Y Z in Equation (19) and applying Equation (20), we deduce that
One ends the proof of Theorem 4 by applying proposition 1.
