Abstract-In this paper, a novel methodology is proposed to solve the state estimation problem combining the extended Kalman filter (EKF) with a kernel recursive least squares (KRLS) algorithm (EKF-KRLS). The EKF algorithm estimates hidden states in the input space, while the KRLS algorithm estimates the measurement model. The algorithm works well without knowing the linear or nonlinear measurement model. We apply this algorithm to vehicle tracking, and compare the performances with traditional Kalman filter, EKF and KRLS algorithms. Results demonstrate that the performance of the EKF-KRLS algorithm outperforms these existing algorithms. Especially when nonlinear measurement functions are applied, the advantage of the EKF-KRLS algorithm is very obvious.
II. REVIEW OF KALMAN FILTERING
The concept of state is fundamental in the Kalman filter. The state vector or simply state, denoted by x i , is defined as the minimal model that is sufficient to uniquely describe the unforced dynamical behavior of the system; the subscript i denotes discrete time. Typically, the state x i is unobservable.
To estimate it, we use a set of observed data, denoted by the vector y i . The model can be expressed mathematically as:
(1)
where F i is the transition matrix taking the state x i from time i to time i + 1, and H i is the measurement matrix. The process noise w i is assumed to be zero-mean, additive, white, and Gaussian noise, with the covariance matrix defined by
Similarly, the measurement noise v k is assumed to be zero-mean, additive, white, and Gaussian noise, with the covariance matrix defined by
Suppose that a measurement on a linear dynamical system, described by (1) and (2) has been made at time i. The requirement is to use the information contained in the new measurement y i to update the estimation of the unknown hidden state x i . Letx − i denote a priori estimate of the state, which is already available at time i. In the algorithm of Kalman filter, the hidden state x i is estimated as the linear combination ofx − i and new measurement y i , in the form of
where matrix K i is called Kalman gain.
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The algorithm of Kalman filter is summarized in Algorithm 1. The details can be found in [2] [4].
Here, P − i and P i are a priori covariance matrix and a posteriori covariance matrix, respectively, defined as
III. KERNEL RECURSIVE LEAST SQUARES ALGORITHM
In this section we discuss another filter algorithm, the kernel recursive least squares (KRLS) algorithm. The algorithm is a non-linear kernel-based version of the recursive least squares (RLS) algorithm proposed by Y. Engel [10] . We consider a recorded sequence of input and output samples y 1 ) , . . . , (x i , y i )}, arising from some unknown source. In the prediction problem, one attempts to find the best predictorŷ i for y i given D i−1 ∪{x i }. In this context, one is often interested in on-line applications, where the predictor is updated following an arrival of each new sample. The KRLS algorithm assumes a functional form, e.g.ŷ i = f (x i ) and minimizes the cost function J
In the reproducing kernel Hilbert space (RKHS) denoted by H, a space of functions, a function f (·) is expressed as an infinity dimensional vector in H, denoted by w ∈ H, and evaluation of the function f (x) is expressed as the inner product between w and ϕ(x), where ϕ(·) maps x into H [12] - [15] ,
So the cost function is rewritten as
The KRLS algorithm solves the cost function (10) recursively and estimate w as a linear combination of {ϕ(
where
and
The KRLS algorithm is summarized in Algorithm 2. The details can be found in [10] [11].
Algorithm 2: Kernel Recursive Least Squares (KRLS) Initialize:
In this paper, y i and y i are used to denote a scalar and a d × 1 vector, respectively. 1 d denotes a d × 1 vector of ones in the next section.
IV. EKF-KRLS ALGORITHM
Recalling the measurement model in the Kalman filter, we can extend it to a nonlinear model as
If we map the hidden state x k into a RKHS H which contains the function h(·), then (12) is expressed as
We reformulate the Kalman filter in two spaces: the hidden state model is still in the input space, while the measurement model is constructed in the RKHS H. The whole system is reformulated as
Here we assume the transition matrix F i is known, but the nonlinear function h i (·) is unknown. The assumptions on noise w i and v i are the same as mentioned in section II. Now, we review the Kalman filter algorithm to derive the novel algorithm. Because the hidden state model is the same, the things we need to consider are the Kalman gain matrix K i and the error covariance update equations. In light of [2] , the Kalman gain is defined as
It is important to note that e i and e(i) are different. According to the orthogonality principle, we have
with the terms E x i e
and E w i e
given by
Like the error covariance
T ] in the Kalman filter algorithm, we also need to construct
T . We employ a first-order Taylor approximation of the nonlinear function h i (·) aroundx
With the above approximate expression, we can approximate K i by substituting from (17) to (18) into (16),
. The error covariance update equation is the same with the approximated Kalman gain.
OnceH i is estimated at time i, we can apply the Kalman filter algorithm to solve the prediction problem. Until now the derivation is very similar to the EKF algorithm, except that the hidden state model is not nonlinear and the function h i (·) is assumed unknown. In order to obtainH i = ∂hi ∂x − i we will use the KRLS algorithm mentioned in section III to estimate the function h i (·) based on the predicted hidden stateŝ x j (j ≤ i). At every time step, the EKF algorithm estimates state using the current estimated functionĥ i (·), while the KRLS algorithm estimates the unknown functionĥ i+1 (·) using all available estimated hidden states. We concatenate these two algorithms to obtain a novel algorithm, EKF-KRLS algorithm, summarized in Algorithm 3.
For state filter:
The reason is that we estimate the measurement function h i (·) based on the estimated hidden states {x j } i j=1 . However, the hidden states are not trusted at the beginning of filtering. So we use the forgetting factor to get rid of the impact of wrong early estimates.
In practice, we should also consider sparsification and approximate linear dependency (ALD) [10] [11] to restrict computational complexity. We can also consider discarding some beginning estimated states or just computing recent several estimated states in a running window.
V. EXPERIMENTS AND RESULTS
In this paper we give two experiments to evaluate the EKF-KRLS algorithm: first, a vehicle tracking problem with linear measurement model; second, a vehicle tracking problem with nonlinear measurement model. The proposed algorithm, KF/EKF algorithm and KRLS algorithm are tested and evaluated to track the vehicle in a popular open surveillance dataset, PETS2001 [16] . Since our goal is to evaluate the prediction performance of these algorithms, we mark manually the vehicle which we want to track. The figures below show the frames and the trajectory of the vehicle. 
where w i and v i are process noise and observation noise with covariances Q i and R i respectively. For the vehicle tracking, we choose the Ramachandra's model. Each position coordination of the moving vehicle is assumed to be described by the following equations of motion:
where x i ,ẋ i andẍ i are the vehicle position, the vehicle velocity and the vehicle acceleration at frame i, T is the sample time, and a i is the plant noise that perturbs the acceleration and accounts for both maneuvers and other modeling errors. a i is assumed to be zero mean and of constant variance σ 2 a and also uncorrelated with its values at other time intervals.
One can find that with a larger σ 2 a we can obtain better performance when the acceleration changes sharply, while with a smaller σ 2 a we can obtain better performance when the acceleration changes smoothly. So for a rich position surveillance, we have to choose a proper σ 2 a to get the best performance in the sense of the whole surveillance. We scan the parameter σ The linear measurement equation is written as:
where y i is the measured position at frame i, v i is the random noise corrupting at frame i and for each position coordination of the moving vehicle the measurement matrix
The covariance of observation noise is
where I 2 denotes the 2 × 2 identical matrix. We set the covariance of measurement noise r i = 0.1.
KRLS:
We use the KRLS algorithm to predict the next position based on the previous N positions. We choose the Gaussian kernel in the KRLS algorithm, defined as
where σ is called kernel size. Here the kernel size is set as 500 through trials. The forgetting factor ς is 0.85. For the 2-D vehicle tracking, actually we use 2N data to predict the coordinates x and y of next position respectively. We set the parameter N as 6 to obtain the best performance of the KRLS algorithm.
EKF-KRLS:
For the EKF-KRLS algorithm we only need to know the transition matrix and function h(·) can be learned from the data. We choose the same transition matrix F i as the Kalman algorithm to track the vehicle.
The EKF-KRLS algorithm learns the function h(·) using the KRLS algorithm with the previously estimated hidden states, and the hidden states themselves are estimated by the previous function h(·). The beginning estimated hidden states are not trustable. Therefore, we need a forgetting factor 0 < ς < 1 to make current hidden states more important with larger weights. We also use the running window to control the updating of the function h(·), which means that we learn the current h(·) based on the only previous m estimated hidden states. We choose these parameters as ς = 0.69 and m = 35. We set the covariance of process noise as a zero matrix and the same covariance of measurement noise as the Kalman algorithm where r i = 0.1. We also use the Gaussian kernel in the algorithm and the kernel size is set as 2000. These parameters are chosen to obtain the best performance.
The performances of these three algorithms are presented in Fig. 3 and the errors of the 1-step prediction are plotted in Fig. 4 . The mean square errors (MSE) are summarized in TABLE I. 
Fig. 4. Comparison of KF, KRLS and EKF-KRLS algorithms
From TABLE I, it is obvious that the EKF-KRLS algorithm has the best performance in this experiment when it uses the same transition matrix F i as the Kalman filter algorithm.
In order to compare these three algorithms statistically, a Gaussian noise with a constant variance σ 2 n is added to the original data. We run these three algorithms 100 times on the noisy data and compare the means and standard deviations of the MSE. The results are summarized in TABLE II. It shows that the EKF-KRLS algorithm has the best performances statistically for the application of vehicle tracking with a linear measurement model. Nonlinear measurement model: In this experiment our observations are the distance r between the vehicle and the origin P (0, 0) and the slope k with respect to the origin. The distance and the slope can be expressed as
Here we use the same state model mentioned before and the nonlinear measurement functions (29) and (30). We first generate the new data from the position data using (29) and (30). Then we predict the 1-step output of the data like the first experiment. Finally, we compare the performances of these three algorithms.
EKF: Because the measurement functions are nonlinear, we use the original EKF algorithm [3] instead of the Kalman filter algorithm. The state transition matrix is the same matrix F i . The covariance of process noise and the covariance of measurement noise are set as σ 2 a = 240 and r i = 0.1, respectively.
KRLS: In this experiment we still use the Gaussian kernel and set the kernel size as 100. The parameter N and the forgetting fact are still 6 and 0.85, respectively.
EKF-KRLS:
We choose the same transition matrix F i as the EKF algorithm and set these parameters as ς = 0.64 and m = 35. We set the covariance of process noise as a zero matrix and the same covariance of measurement noise r i = 0.1 as the EKF algorithm. We also choose the Gaussian kernel in the algorithm and set the kernel size as 1000.
All parameters above are chosen to obtain the best performances.
Because the ranges of the distance r and the slope k are so different, we compare their performances separately. For the distance r, the trajectories and errors are plotted in In order to compare their performances more correctly and visually, we transform the distance r and the slope k to the position P (x, y) using the below equations:
The trajectories and errors are plotted in Fig. 9 and Fig. 10 . The TABLE IV summarizes the prediction performances of these three algorithms. The results are the MSE between predicted position and true position from the 50th frame to the end. One can find that the EKF-KRLS algorithm has the best tracking performance and the advantage is very obvious. The EKF-KRLS algorithm is presented in this paper. We construct the state model in the input space, as a linear model. The transition matrix determines the dimensionality and the dynamics of the hidden states. We construct the measurement model in the RKHS, which is a space of functions. A nonlinear function h(·) is expressed as a linear combination of mapped hidden states. In other words, the measurement model is linear in the RKHS, but is non-linear from the input space point of view.
We connect these two models in different spaces. Like the EKF algorithm, we estimate the function h(·) with respect to hidden states and obtain the measurement matrix H i . However, our algorithm is different from the EKF algorithm. The reason is that for the EKF algorithm, the measurement function h(·) should be known in advance, but it is not required by the EKF-KRLS algorithm. Because the measurement function for our algorithm can be learned directly from the real data.
The goal of the EKF-KRLS algorithm is to estimate the output. The transition matrix is the design parameter, which can be chosen to obtain the best performance. Since the measurement function h(·) is learned from the data, the choice of this transition matrix is very important, which reflects the dynamics of the system. The experiments of vehicle tracking in section V show that the EKF-KRLS algorithm obtains significantly obvious advantage when the measurement functions are nonlinear. The reason is as follows. For the linear measurement model, the Kalman filter is optimal and the designed state model is very close to the real model. So the EKF-KRLS algorithm just outperforms the Kalman filer a little. For the nonlinear measurement model, the EKF is not optimal. It uses the Taylor first order expansion of the fixed nonlinear measurement function to approximate the nonlinear function. A little error in the linear state model could be amplified through the approximated nonlinear model. Although the EKF-KRLS algorithm also uses the Taylor first order expansion of the estimated nonlinear measurement function, the nonlinear function is not fixed. It is updated at every step. Therefore, the system can choose a better function to compensate the error in the state model and the measurement model. The adaptivity of the EKF-KRLS algorithm results in its obvious advantage over the other algorithms in the second experiment.
Actually, the KRLS algorithm is a special case of the EKF-KRLS algorithm. Adding the input u i to the state model, we have
If we consider the input u i as zero-input, we get our algorithm discussed previously. If we set the matrices F i and G i as In this paper, we apply the EKF-KRLS algorithm to the vehicle tracking problem, which can be modeled with a linear state model and a linear measurement model. Furthermore, this algorithm can also be used to solve the problem with a linear state model and a nonlinear measurement model. Even for those problems that the measurement model is unknown, this algorithm still works. However, when the transition matrix is unknown, how to choose proper transition matrix to obtain the best performance is still an open question which needs more research in the future.
