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We propose a simple reflection measurement setup and a motion evaluation procedure based on a two dimensional recording of sub-
sequent speckle images. The averaging of cross correlation functions is used to measure displacements. We demonstrate experimentally
a 10 nm precision on a 50 µm measurement range limited by systematical errors. An image library is proposed to extend the mea-
surement range. Limitations are given and documented improvements predicted an accuracy better than 5 nm over a range of 150 µm.
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1 INTRODUCTION
If a laser beam illuminates a rough surface, which has a
surface roughness larger than the wavelength, the resulting
intensity distribution shows a particular granular structure
(speckle pattern). This phenomenon is well known and can
be explained with classical methods of statistical optics [1, 2].
Whereas the speckle pattern might be a major drawback for
many applications, it can be used in several ways as mo-
tion or vibration detector. An outstanding and successful end
costumer application is the state-of-the-art computer mouse.
In such devices, a lateral relative translation resolution of
5000 dpi or 5 µm is obtained by observing the speckle fields
and applying specific signal processing [3]. These values have
to be compared to industrially available absolute position
encoders reaching 25000 dpi, i.e. 1 µm resolution [4] based
on magnetic transducers or 50000 dpi (500 nm) with optical
methods [5]. Such results are only possible by using averag-
ing on a multisensor arrangement. To be more precise in the
measurement would require the recording of finer structures.
If optical sensing is used, the smallest structure size that can
be sensed with conventional optics, is given by the diffrac-
tion limit of the optical system, mainly determined by the
wavelength of light and the numerical aperture. Because of
the diffraction limited nature of the statistical light field in
speckles, one can expect to achieve very accurate measure-
ments of surface displacements. Theoretical calculations and
measurements are given for instance in [6]. Since then, a lot
of experiments were done using speckle metrology for dis-
placement measurements. To the best of our knowledge and
surprisingly, a resolution smaller than a tenth of a microm-
eter was not demonstrated experimentally in classical reflec-
tion setups. In [7], an accuracy of 0.1 µm without magnifica-
tion optics is predicted. By measuring the position of optical
vortices an accuracy of 20 nm was achieved in [8] using white
light and a magnification of 20 times. The position could only
be extracted with computationally expensive analysis.
In this work, we present a simple setup to achieve accuracies
better than 10 nm over a range of 50 µm. The range can be ex-
tended via an image library as will be shown in the following.
The limitations will be pointed out, as well as future improve-
ments.
2 MEASUREMENT PRINCIPLE
Figure 1 shows the measurement principle. A laser beam il-
luminates a rough surface which moves in one direction. The
diffused light is observed in specular reflection by an objective
lens. A detector array records the appearing speckle pattern.
For small displacements, the speckle pattern follows linearly
the motion as shown in [6]. The displacement of a discrete
one-dimensional signal A can be measured in general by eval-
uating the shift of the peak of the cross correlation R between
A and the displaced signal B. The cross correlation R can be
expressed as
R(A, B; L) =∑
k
A(k) ∗ B(k+ L). (1)
The calculation of the peak shift can be done via Gaussian
interpolation. Since the motion goes in one direction only, it
would be sufficient to measure the displacement with respect
to a fixed signal with a single line detector array. A two di-
mensional detector array like a charged coupled device (CCD)
can be seen as an ensemble of a large number of line detec-
tors. This offers the possibility of statistically evaluating the
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FIG. 1 Functional principle of the measurement system. A laser beam points on a
diffusing surface. A camera positioned in specular reflection records subjective speckle
images from the magnified image of the surface. The test surface can be moved
with high precision. The magnification allows to increase the sensitivity to lateral
displacements.
?
FIG. 2 Histograms of line wise measurements of different shifts for an experiment with
a magnification of m = 5 and a CCD resolution of 1280 × 1024 pixels. The variance
gets larger for longer shifts and the peak’s distribution can assumed to be Gaussian.
results obtained for each line, hence providing an increased
accuracy. In our approach the displacements of the surface
were calculated by line wise evaluation of the displacements
with respect to a reference image and afterwards the data
were fitted with a Gaussian bell curve. The center of this bell
curve is taken as the displacement value. For small displace-
ments the assumption of a bell curve is justified. Three typical
histograms for different shifts with low magnification can be
seen in Figure 2 for displacements of 0.4, 10 and 20 µm, re-
spectively. With longer distance, the variance of the line wise
measured positions increases caused by decorrelation. How-
ever, we observed that there is only a very small difference
between calculating the line wise achieved displacements and
fitting these data, or adding up the line wise cross correlations
and fitting the resulting peaked data. One can also use this ap-
proach to save computing time, if it is sure that this variation
of the method is justified.
?
FIG. 3 Experimental setup. A stabilized laser beam (with a polarizer) illuminates an
aluminum target-surface, which is mounted on a piezoelectrically driven table. The
combination of the object lens and tube length realizes a magnification of about
m = 25 on the CCD camera.
3 EXPERIMENTAL SETUP AND SPECKLE
IMAGES
The measurement principle has been realized in the setup il-
lustrated in Figure 3. The piezoelectrically driven stage is a
P-762.1L from Physik Instrumente with a theoretical resolu-
tion of 10 nm in closed loop operation. As a CCD we used a
monochrome camera model BCN-B013-U from Mightex with
a pixel pitch px of 5.2 µm. The objective lens, a microscope ob-
jective L25/0.22 from Leica, corrected for 160 mm tube length,
along with a 160 mm tube caused a magnification of about
25× on the camera. The surface of the aluminum target was
preconditioned with fine sandpaper to achieve better statisti-
cal properties of the reflected light. This was stipulated by the
knowledge that contrast and speckle statistics might change
under certain conditions [9]–[11].
Whereas amplitude variations are of minor importance, a po-
larization stabilized laser has to be used to achieve the highest
stability of the speckle field. We used a HeNe laser from Ag-
ilent made for interferometer applications (model HP5517A)
[12]. Since the laser has two linear orthogonal polarizations,
a sheet polarizer from Polaroid (HN32) was applied to en-
sure stable speckle images by using only one polarization. The
setup was highly sensitive to mechanical disturbances. The
absence of the experimenter, as well as the improvisatory iso-
lation from air flow, was necessary to obtain reproducibility
and precision.
The best results were achieved using specular reflection. The
illumination and detection were realized under an angle of
approximately 25◦ to the normal of the plane of diffusion. In
most of the measurements, the effective field on the CCD cam-
era was reduced to a resolution of 320× 240 pixels. This cor-
responds to an area of about 66 µm × 50 µm on the object
surface. A typical speckle image recorded by the camera can
be seen in Figure 4
10035s- 2
Journal of the European Optical Society - Rapid Publications 5, 10035s (2010) R. Filter et. al.
?
FIG. 4 A typical measured speckle image. Surface conditioning with fine sandpaper
was needed to obtain speckle images with good statistical properties.
4 EXPERIMENTAL RESULTS
The setup was prone to some systematical errors like aber-
rations of the imaging optics and calibration errors of the
piezoelectric table. It is very difficult to determine these er-
rors without reference measurements. We followed a more
pragmatic approach by studying the repeatability and drift to
estimate the relative errors for a defined measurement range
rather than qualify the system for absolute distance measure-
ments. Systematic errors could be identified that bear the po-
tential of being corrected in a compact measurement system.
We found that the measured results for displacements in the
positive direction were systematically linearly shifted com-
pared to the ones in the negative direction. This behavior is
unlikely to be caused by piezo calibration problems. A pos-
sible reason might be that the cross correlation curves of the
speckle images are not symmetric around the zero displace-
ment peak position, whichwould result in a systematic shift of
the peak positionswhen using a Gaussian bell curve fit. There-
fore, left and right movements change the shape of the cross-
correlation peak rather than its position. Such effects were not
corrected in the measurements allowing better judgment of
the quality of the raw data. Since all systematic errors were
reproducible with a fixed setup, they could be corrected for a
given implementation. So it is convenient to define the error
as derivation to some smoothed line that respects a possible
calibration error and systematic shifts.
In Figure 5, two examples of measurements for an identical
measurement range are shown. The upper panel of the sub-
figures gives a direct comparison between the measured posi-
tion values and the position values read at the piezoelectric
stage over the full measurement range. The lower panel of
each subfigure shows the difference to a linear fit and a con-
fidence band of 10 nm. One can see that the derivation from
the linear fit is clearly within the confidence band of ±10 nm
for a range of 50 µm. Furthermore, the shape of the confidence
band is unchanged between two different measurements pre-
sented in Figure 5. This behavior was reproducible for all mea-
surements. This leads to the conclusion that systematic errors
are the main reason of error in the proposed experiment.
	  
FIG. 5 Two different measurements of displacements for the same measurement range.
In the upper part of each subfigure, measurements of shifts compared with the po-
sitions given by the piezo-electronics are plotted. In the lower part of the subfigure,
deviations from the linear fit are shown. For both cases, the results are within a
smoothed confidence band of ±10 nm. The shape of the confidence band remains
nearly unchanged between the measurements. This shows that systematical errors
are responsible for the position evaluation.
The extension of themeasurement range is one of themost im-
portant demands. An approach to extend the range by using a
two-image-library is described in [7]. A convincing concept is
the stitching of measurements by recording reference speckle
images for calibrated positions and measuring the displace-
ment with reference to those images.
As a feasibility test we propose the following measurement.
Two reference images are recorded within a distance of good
correlation. The positions of test-measurements within this
range can then be evaluated with respect to these reference
images. If thesemeasurements relativematchwith sufficiently
high precision, the measurement range can be extended by us-
ing more reference images. To achieve an absolute measure-
ment scale, only the knowledge of magnification, thus the re-
lation of displacement in pixels with respect to the real dis-
placement, and the absolute position of one reference image
has to be known. Hence, this process of building a library of
reference images is a self-calibrating process.
As an example, a measurement with two reference images at
0 µm and 25 µm is shown in Figure 6. The extended measure-
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FIG. 6 Test of a library with two reference images at 0 µm and 25 µm to extend the
measurement range up to 70 µm. Upper diagram: Measured positions compared to
the ones given by the piezo-electronics, shifted apart for visibility reasons. Middle
diagram: half of the difference between calculations for the two reference images.
The absolute value staying under 10 nm is the error of a total measurement in the
overlap. Lower diagram shows the calculated positions compared to the linear fit
obtained by the 0 µm reference image. The linear drift of the second range is caused
by aberrations.
ment range is 70 µm. In the upper part of the figure, the mea-
sured positions are compared to the positions indicated by the
piezoelectrically driven table. The curves are matching within
the error limits, but are shifted apart in the figure for visibil-
ity reasons. In the middle of Figure 6, half of the difference
between the evaluated positions with respect to the two ref-
erence images is shown. In the overlap region, the absolute
difference value stays smaller than 10 nm and represents the
error of a total measurement. In the lower diagram of Figure 6,
the calculated positions are compared to the linear fit obtained
with the reference image at 0 µm. In our measurements, dis-
placements larger than 20 µmcause errors in the position eval-
uation. Aberrations of the optical system lead to magnifica-
tions that vary over the field of view of the CCD camera. This
results in an increased measurement error for long displace-
ments as the evaluation procedure assumes constant magni-
fication over the whole field of view. Nevertheless, the mea-
sured shifts in the overlapping region are highly consistent,
confirming the 10 nm accuracy. Using a library with more ref-
erence images would give the possibility to further extend the
measurement range.
5 DISCUSSION
In speckle displacement measurements, the precision of the
displacement evaluation depends on several factors. Aberra-
tions appear when the acquisition of optical signals by imag-
ing under oblique observation is done. Often, a deformation
of the speckle field can be observed where the characteristic
speckle size varies over the field of view [13]. This is also
the case in our measurement system. In general aberrations
lead to two effects: decorrelation of the speckle pattern and
alteration of the displacement value [14]. Some of the aberra-
tions might be corrected and the sensitivity of the displace-
ment value can be evaluated [15]. In our experiment, we used
	  	  
FIG. 7 Change of speckle images subjected to aberrations: top the original and bottom
the deformed speckle image that shows image distortions of s = −40 and a shift of
d = 30. The severe distortions lead to a modification of characteristic speckle sizes.
a microscope objective with a high degree of correction in
oblique observation. It can be assumed that spherical aberra-
tions, coma and astigmatism are small. We observed never-
theless a difference of the displacement over the field of view,
hence varying magnifications, which is typical for distortion.
To study the influence of such distortions on the measurement
precession, we performed simulations.
An experimental recorded speckle pattern that is subjected to
field distortion can be modeled in a simple way by assuming
that a recorded image is stretched proportional to its squared
distance from the center point. Either the inner parts have a
higher magnification than the outer parts leading to a barrel-
shaped distortion, or conversely pincushion-shaped distor-
tion. Figure 7 gives an example of a measured speckle image
and a corresponding artificially deformed one. The displace-
ment value between images of constant deformation can be
evaluated using autocorrelation and averaging as described
above. We limit our analysis to field distortion. Computation-
ally, this can be achieved in terms of a two-step coordinate
transformation. Step one is simply the translation given by
A : (x, y)→ (x± d, y), (2)
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whereas step two, defined as
B : (x, y)→ (x · (1+ a · r); y · (1+ a · r)) (3)
with r =
￿
x2 + y2, corresponds to the nonlinear deformation
where the parameter a sets the degree of distortion. The new
image Fn is found using the interpolation of a reference image
Fo via
Fn (x, y) = Fo (BA (x, y)) . (4)
Thus, the intensity value initially found at (x, y) is found
at a different position afterwards. All directions are equally
treated by using the distance from the center as scaling factor.
One can further define a parameter s that gives the deforma-
tion on the horizontal axis in terms of pixels,
s =
￿
Nx
2
￿2
· a · px, (5)
where Nx is the resolution of the image in the direction of
translation and px is the pixel pitch. For Nx × Ny = 320× 240
points and a pixel pitch of px = 5.2 µm, the image size is
1.664 mm × 1.248 mm. An image shift of 1 pixel, thus s = 1,
leads to a value for the parameter a of a = 1202 m−1. We eval-
uated the displacement measurements with values for s of up
to ±50. This represents a maximal horizontal deformation of
50 pixels, which is enormous. In Figure 8, we show the devel-
opment of the autocorrelation curves for a shift of d = 100 pix-
els, a shift that corresponds to 520 µm in our measurement ge-
ometry. Without distortion, the curve has a narrow shape that
gets wider and shifted as the distortion is increased, which in-
dicates an increased decorrelation. For s = −50 one finds a
relative error of about 20%. Small deformations below 5 pix-
els lead in good approximation to a linear behavior. For a dis-
placement of d = 100, one finds for s = −10 an evaluated
position value of 105, hence 5% deformation. The precision
we are aiming on is 10 nm over a maximum measurement
range of 50 µm. This represents an error of 0.02%. Assuming
a linear behavior we see that the maximum permitted defor-
mation has to be smaller than s = 1/25, a twenty-fifths of a
?
FIG. 8 The auto-correlation evaluated for a shift of 100 pixels for different distortion
values of the speckle image. A shift of the peaks marks the severe error on the
measurement for large distortions. At the same time decorrelation happens and leads
to broader peaks resulting finally in a shortening of the measurement range.
pixel pitch. Such deformations are at the limit what could be
recorded if interpolation between pixels is considered [16].
We predict that the following modifications will improve the
precision to better than 5 nm over a range of at least 150 µm for
the case of one reference image. The peak position of the cross
correlations can be calculated more accurately with an ap-
proach like the one given in [17]. A modification using Cheby-
shev polynomials instead of Fourier series might be useful.
Cross correlations are normally computed using a fast Fourier
transformation. To employ a non equidistant Fourier transfor-
mation following [18] will help to correct the known aberra-
tions and distortions. This will also open the possibility to use
images with higher resolutions. Using a larger field of view,
the correlation can be improved and the accessible measure-
ment range is extended. Furthermore, constraints on the pre-
cision of the optical setup can be limited if different optical
components are used. Scaling parameters like smaller pixel
pitch px on the CCD will directly lead to higher accuracy. To-
days available cameras reach pixel pitches of 1.2 µm. The re-
duction of the pixel size by a factor of three leads in Eq. (4) to
three times smaller s values and to a direct increase in preci-
sion by the same factor. At the same image field with the same
number of points, the field size will be smaller leading to less
distortion.
6 CONCLUSION
We have presented a method to measure linear motions us-
ing speckle metrology with high accuracy using a new algo-
rithm based on statistical evaluation of one dimensional cross
correlation. The method was successfully tested with a rather
simple setup. Along with integrated computer hardware, the
implementation of an image library will give the possibility
to determine absolute positions on long ranges up to several
centimeters, which is interesting for industrial applications.
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