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Abst ract - -We establish new Kamenev-type criteria for oscillation of the second-order linear dif- 
ferential equation, (p(t)xA(t)) zx + q(t)x(a(t)) = 0, on a measure chain. Our results are extensions of
those for differential equations and provide new oscillation criteria for difference quations. Several 
examples are given to show the significance of the results. (~) 2005 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
In this paper, we study the self-adjoint second-order scalar equation, 
(p (t) x ~ (t)) ~ + q (t) x (~ (t)) = 0, (1.1) 
on a measure chain T, that  is, on a nonempty closed subset ~ of ll~, the set of real numbers. 
We assume throughout that p, q E Crd(T,N) (see Definition 1.3) with p(t) > 0. This guarantees 
that  any initial value problem associated with (1.1) has a unique solution existing on the whole 
measure chain "1['. Without  loss of generality, we assume throughout hat  sup T = co, since we 
are interested in extending oscillation criteria for the corresponding differential and difference 
equations, namely, 
(p(t) x' (t))' + q (t) x (t) = 0, (1.2) 
with T the interval ~+ := [0, co), and 
A (p~Axn) + q,~x~+l = 0, (1.3) 
with T -- N, the set of nonnegative integers. 
Numerous oscillation and nonoscillation criteria have been established for (1.2),(1.3), see, for 
example, [1-16] and the references therein. Many of the criteria involve the integral of q(t) or 
the sum of qn and hence, require information concerning the equation on the whole set R+ or N. 
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instance, for (1.2) with p = 1, define Q(t) = f2 q(s) ds. Then, three well-known conditions 
guarantee that all solutions of (1.2) oscillate are as follows, 
limt__,~ Q(t) dt = oe (see [4]), 
l imt_~(1/ t )  fo Q(s) ds = c~ (see [16]), 
-oe < liminft__.~(1/t) fo Q(s) ds < limsupt__.~(1/t ) f t  Q(s) ds <_ oc (see [5]). 
Coles [3], Willett [15], and many others extended these criteria by considering a weighted 
average of the integral of q in the form, 
(t) -- f°t ¢ (s) Q (s) ds 
f0 t ¢ (s) ds 
Kamenev [7], gave another condition for the oscillation of (1.2), i.e., 
(A4) l imsupt_,~(1/t n) f2(t - s)'~q(s) ds = ee, n > 1. 
We can easily see that (A1) and (A2) imply (A4) with n = 2. We should note that (A4) with 
n = 1 alone is not sufficient for the oscillation of (1.2), see [5]. 
The Kamenev criterion has been extended by several authors including Philos [12], Kong [8], 
and, most recently, Sun [13]. Each of these authors obtained new results on oscillation by 
repIacing the kernel function ( t - s )  ~ by a general class of functions atisfying certain assumptions. 
Philos [12] utilized the class of functions as follows. Let H : D - {(t, s) : t > s > to} ~ R be a 
continuous function, such that 
H( t , t )=0,  fort_>t0 and H( t , s )>0,  fo r t>s_>t0 ,  (1.4) 
and has a continuous and nonpositive partial derivative Hs (t, s) on D with respect o the second 
variable. Moreover, let h : D ~ R be a continuous function with 
H~ (t, s) = -h  (t, s) ~ (t, s), for all (t, s) c D. 
PROPOSITION 1.1. 
to _> O, 
The following is the main result of [12]. 
Let p =- 1 and H(t, s) and h(t, s) be defined as above. Assume that for any 
SI [ 1 ] 
t--.~ g( t ,  to) H(t ,s)  q (s ) -  h 2(t,s) ds=ec .  
Then, (1.2) is osciIlatory. 
Clearly, the Kamenev criterion is the special case of Proposition 1.1 where H(t, s) = (t - s) n 
for n > 1. 
Kong [8] obtained interval criteria for oscillation, i.e., criteria for oscillation using the informa- 
tion of the equation on a sequence of intervals approaching c~. An application of these criteria 
provides an improvement of Philos' result in [8]. 
PROPOSITION 1.2. Let H : D --* R satisfy (1.4) and 
Ht ( t , s )=h l ( t , s )v / -H( t , s )  and Hs(t,s) =-h2( t , s )  v/H(t ,s) ,  
for some locally integrable functions hi and h2. Assume that, for any l >_ O, 
limsup, ~ l f '  [H(s , l )q (s ) - lp (s )h2(s , / ) ]  ds >O 
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and 
lim sup H(t , s )q (s ) -~p(s )h~(t , s )  ds>O.  
$ --~ 00 
Then, (1.2) is oscillatory. 
In particular, let p -= 1. Assume there exists r > 1, such that, for any 1 > O, 
and 
lim sup ~ (s - l) ~ q (s) ds > - -  
t---~OO 
lira sup (t - s) ~ q (s) ds > - -  
t---*OO 
r 2 
4 (r  -- 1) 
r 2 
4 (r - 1)" 
Then, (1.2) is oscillatory. 
Most recently, Sun [13] further modified the function class to obtain different Kamenev-type 
criteria for a class of second-order nonlinear damped differential equations. In [13], a function 
o¢ Lloc(E), 4)(t,t,l) 0, ¢b = ~(t, s, l) belongs to the function class !P = {~5(t, s, l) E C(E,  R) : ~ E = 
~(t, l , l )  = 0, ~( t ,s , l )  #0 ,  for l  < s < t} whereE= {(t,s, l)  : to < 1 < s < t < oo}. The 
following is the main result of [13] as applied to (1.2). 
PROPOSITION 1.3. (1.2) is oscillatory, provided that, for each l > to, there exists a function 
a¢(t,s,O = ¢(t, s, l)~(t, s, l) and 6 ~, such that 
lim sup f t  ~2 (t, s, l) [q (s) - p (s) ¢2 (t, s,/)] ds > O. 
t --* oo  J1  
(1.5) 
Parallel results to the oscillation criteria (A1)-(A3) and their improvements were found for the 
difference quation (1.3), under certain upper-bound assumptions on l /p,  see [1,2]. Recently, such 
criteria have already been obtained by Erbe [17], Erbe and Peterson [18], for (1.1) on measure 
chains. There are also other results on the oscillation of (1.1) on measure chains, see [19-24]. 
In [25], Kamenev-type and interval oscillation criteria were established for (1.1), and as a 
special case, such new oscillation criteria were found for the difference equation (1.3). In this 
paper, we will extend the work in [25] by modifying the class of kernel functions and thereby 
deriving new criteria of Sun's type. With careful discussions on the Riccati variable and the 
Riccati equation, we will establish Kamenev-type criteria as well as interval criteria for (1.1), 
different from those in [25]. Obviously, our results will cover Sun's results for the differential 
equation (1.2) as a special case. We will apply our results to the discrete case to get a new set of 
oscillation criteria for (1.3). Three examples will be given to show the significance of the results. 
Before stating the main results, we recall the following concepts related to measure chains for 
the convenience of the reader. For further knowledge on measure chains, the reader is referred 
to [19,20,26,27] and the references therein. 
DEFINITION 1.1. Let T be a measure chain with the inherited Euclidean topology. For t E T, 
we define the forward-jump operator a and the backward-jump operator p on T by 
, ,  (t) := inf {s e "r: > t} and ; (t) := sup e Z :  s < t} ,  
where inf @ := sup ~ and sup @ := inf T. I f  G(t) > t, t is said to be right-scattered; otherwise, it 
is right-dense. If  p(t) < t, t is said to be left-scattered; otherwise, it is left-dense. Finally, the 
gr~niness function p:  T -* [0, oo) is defined by p(t) := a(t) - t. 
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DEFINITION 1.2. For f : T ~ l~ and t E T, (if t = supT, assume t is not left-scattered), define 
the A-derivative fA(t) o f f ( t )  to be the number, provided it exists, with the property that, for 
any e > 0, there is a neighborhood U oft, such that 
[[f (~ (t)) - f (s)] - f~ (t) [o (t) - s][ _<, Io (t) - sl, 
for a11 s E U. We say that f is A-differentiable on T provided f/ ' (t)  exists, for aI1 t E T. 
It is easily seen that if f : T ~ R is continuous at t E T and t is right-scattered, then 
f~  (t) = f (~ (t)) - f (t) 
o (t) - t 
Note that if T = Z, the set of integers, then 
fA( t )=Af ( t )=f ( t+ l ) _ f ( t ) .  
If t E T is right-dense and f : T --~ ~ is differentiable at t, then 
fzx (t) = f '  (t) = lim f (t) - f (s) 
s -~t  t - -  S 
The following formula involving the graininess function is valid for all points at which fA(t) 
exists, 
f (~ (t)) = f (t) + f~ (t) ~ (t). (1.6) 
DEFINITION 1.3. Let f : T ~ • be a function. We say that f is rd-continuous f l i t  is continuous 
at each right-dense point in T and l ims~t-  f(s) exists as a finite number for a11 left-dense points 
t E T. We denote by Crd(T,~) the set of all rd-continuous functions f : T ~ R. 
DEFINITION 1.4. I f  FZ~(t) = f(t), then we define the integral o f f  on [a,b] fq T by 
b 
f I('r) A7 = F(b) - F (a) ,  
and f f  : (~)a~ = limb-~oo f~ f(~)A~. 
It  has been shown that if f is rd-continuous on [a, b] M T, then f :  f(r)A~- exists. Note that 
fb(b ) f ( r )A~ = f(p(b))(b - p(b)), we see that the single value f(b) has no contribution to the 
integral. 
The next are integration by parts formulae on measure chains, 
: (~ (t)) gt, (t) At  = [f (t) g (t)]b~ - b I A (t) g (t) At  
and 
b f b f f (t) g~ (t) At = [f (t) g (t)]b. - :~  (t) g (~ (t)) At. 
2. NEW KAMENEV-TYPE  CR ITER IA  
We recall that a solution x(t) of (1.1) is said to have a generalized zero at t* E T if either 
x(t*) = 0 or x(t*)x(a(t*)) < 0, and it is said to be nonoscillatory on T if there exists r E T, 
such that x(t)x(a(t)) > 0, for t > T. Otherwise, it is oscillatory. It is well known that either 
all solutions of (1.1) are oscillatory or none axe, so (1.1) may be classified as oscillatory or 
nonoscillatory. 
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Let D = {(t, s) C T2: t > s > 0}. For any function f(t, s) : "I[ "2 --~ N, denote by f~x and f~x the 
partial derivatives of f with respect to t and s, respectively. Define 
(H~ (t, .))2 
,7" : H( t , s )  EC  I (D ,R+) :  H( t , . )  EC( (0 ,  p ( t ) ]NT) ,  
H(t , t )= O, H( t , s )>O and H2a(t,s)<_O, fo r t>s>_0},  
(H~ (., s))' 
J ' .=  H( t , s )  EC  I (D ,R+) :  H( . , s )  EC( (~(s ) ,ec )OT) ,  
(t,t)---- 0, H( t , s )  >0 and H1 zx (t, s) >_ 0, fo r t>s_>0/ ,  H 
J 
and J=J*MJ . .  
The following are tile main results of [25]. 
PROPOSITION 2.1. Let H E J * .  Assume that for any to E T, 
[/, r " '  t o(t> (H 2 (t,s)) < " As lim sup 1 H(t ,~r (s ) )q (s )As -  t -~  H (t, to) j~o -4-N-(t,-~(-~ pts) 
(2.1) 
I 
+H~ (t, p (t)) xt-.(t>; (~ (t)) / = (x), 
J 
0, t=0 
where ~ : R+ ~ R satisfies that )/t = 1, t 6 (0, oc). Then, (1.1) is oscillatory. 
PROPOmTION 2.2. Let H E J .  and Iet ~'t - {s 6 ~I" : s is right-dense} and ~1" 2 = {s E "IF : s is 
right-scattered}. Then, (1.1) is oscillatory, provided there exists {t,,}~_l C T2, t~ ~ 0% such 
that for any to E T, one of the following holds, 
(i) l im) ,~ H(L,, to)p(t,,)/#(t~) = oc and 
limsuP H(t.,,,to)p(tn) H(#(s )  to) q (s )As -  =oc;  ' 4H (s, to) p (s) As  (2.2) n--,oc (to) 
(ii) limsup~__.~ H(t~,to)p(t~)/#(t~) = oc and 
. ( tn )  t.. t. (H 1 (s, to)) . .~s  ] 
lim H(a(s ) , to )q (s )As -  .p (s )~ | =oc ;  (2.3) 
n-*oo H (t~, to) p (tn) (to) ] 
(iii) limsup~_+~H(t,~,to)p(t,~)/#(t~) < oc and 
limsup t t (a(s) , to)q(s)As-  4H(s, to) p(s)As =oo. 
n~c~ (to) 
PROPOSITION 2.3. Assume that for anyT  _> 0, there exists H E ,7 and a, b, e E ~2 with a < c < b 
and 
H (c, a) H (~ (s), a) q (s) As + H (b, c~ H (b, (~(s)) q (s) As 
1 1 /~  (H~ (s,a)) 2 1 fp (b) (H~ (b,s)) 2 1 
> 4 H (c, a) (~) H (s, a) p (s) As + H (b, c~ ~ H (b, a (s)) p (s) As (2.5) 
H1 'x (a, a) a H~ (b, p (b)) . 
+ H (< ~) x.(o)v ( ) -H-gK~ x~-~(~)v ~p (b)) 
Then, (1.1) is oscillatory. 
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Now, we establish a new set of generalized Kamenev-type criteria for the oscillatory behavior 
of (1.1) using a different class of kernel functions. Our approach to the oscillation problems of (1.1) 
is based largely on the application of the Riccati equation. Suppose that x(t) is a solution of (1.1) 
with x(t)x(a(t)) > O, for t E [to, ec) N T with to c R+. We let 
(t) - p (t) ~ (t) 
(t) (2.6) 
Then, for t C [to, co) N T, u = u(t) satisfies the Riceati equation, 
~2 (t) 
~ (t) + + q (t) = 0. (2.7) 
p (t) + ~ (t) ~ (t) 
The following lemma plays an important role in the proofs in this paper, see [26, Theorem 4.36]. 
LEMMA 2.1. A soIution x(t) of (1.1) satisfies x(t)x(a(t)) > 0, for t E [to, oc) N T if and only if 
the corresponding solution u(t) of the Riccati equation (2. 7) exists and satisfies 
p(t) + #(t) u(t) > 0, for t • [to,oC) n T. (2.8) 
Let D = {(t,s, to) E "ii'3 : t > s > to _> 0}. For any function f(t,s, to) : 2 ` 3 ~ R, denote by f~  
and f~ the partial derivatives of f with respect o t and s, respectively. Define a function class 
( (H~ I~ t0~ 2 (t, = {H(t,s,to) E C 1 (D,R+) : • C((to,p(t)] AT) 
H (t,-, to) ( 
H(t,t, to) = H(t, to, to) = 0, H(t,s, to) > 0 for t > s > to >_ 0} .  
This function class will be used throughout this paper. 
The first theorem gives oscillation conditions using functions in 7-( and are analogous to Propo- 
sitions 2.1 and 2.2. 
THEOREM 2.1. Let H E TI. Assume that, for any to E T, 
l imsup E fP(t) H(t, cr(s),to)q(s)As fp(t) (H2~(t,s, to)) 2 
~-~ Jto J~(~o) 4 [z ( t ,~ , to )  ; ( s )A .~ 
-H~ (t, to, to) Xu(to)P (to) + H~ (t, p (t), to) Xt-p(t)P (P (t)) ] > O, 
(2.9) 
where 
(t, s, to) = rnin {H (t, ~ (s), to), H (t, s, to)}, (2.10) 
0, t=0 and X :]~+ --~ R satisfies Xt = 1, t E (0, c~). • Then, (1.1) is oscillatory. 
rP(t) I(HA(t s, to))2/4Yt(t, s, to))p(s)As PROOF. First, we observe that for t C T, the integral J~(to)kk 2 ~ , 
in (2.9) may or may not be convergent. Denote 
T*= {tcv: f p(~) (H~(t's't°))2 } 
J~(~o) 4fiI (t, s, to) p (s) As  < ~ . 
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Then, (2.9) holds if and only if V* ¢ ~ and 
lirn sup H(t,~r(s) ,to)q(s)As- = 
~'*~t~ LJto Ja(to) 4H(t,s, to) p(s) As 
(2.11) 
"1 
(t, to, to) ~.(~o)p (to) + H~ (t, p (t), to) x~-~(~)p (p (t)) J I H~ > 0. 
Assume (1.1) is not oscillatory. Without loss of generality, we may assume there exists to E 
[0, oc) n '1", such that x(t) > 0, for t E [to,oC) n ~7. Let u(t) be defined by (2.1). Then, by 
Lemma 2.1, u(t) is a solution of (2.7) on [to, oo) C~ V and satisfies (2.8). 
For simplicity in the following, we let H = H(t, s, to), Ha = H(t, a(s), to), H2 A = H2A(t, s to), 
and omit the arguments in the integrals. Let t E 2i"*. Multiplying (2.7), where t is replaced by s, 
by H~, and integrating it with respect o s front to to t, we obtain 
=-  t + H~p ~__#u ) AS" 
Note that H(t, t, to) = H(t, to, to) = 0. Then, 
L ~ H (t, ~ (s), to) (s) q (t) 
In fact, if p(t) = t, then (2.13) clearly 
H(t, t, to) = 0. Hence, by the integration by parts formula (1.7), we have 
fl H~qAs = H~qAs 
J to 
(2.12) 
As = H (t, o- (p (t)), to) (t - p (t)) = 0. (2.13) 
holds. Otherwise, a(p(t)) = t and H(t,a(p(t)),to) = 
t H~p+yu ) As (2.14) 
Note from (1.6) 
= /42  (t, to, to) ~ (to) - H (t, ~ (to), to) p (to) + ~ (to) u (to) 
. (to) ~ (to) (2.15) 
p (to) + ~ (to) ~ (to) 
• [ (@ (t, to, to) ~ (to) - H (t, ~. (to), to)) u (to) + @ (t, to, to) ;  (to)] 
= #(to) u(to) [-H(t, to,to)u(to) + H2 ~ (t, to, to)p(to)]. 
p (to) + ~ (to) u (to) 
Since H(t,to,to) = 0, and it is easy to see that H~(t, to, to) >_ O, from (2.8) and (2.15), 
( ~2 ) t ,(to)u(to) 
f ~(t°) H~u-H~ As=H~(t ,  o,to)p(to)p(t~T;~t-~u(to) 
g to (2.16) 
#(to) u(to) < H~ (t, to,to)p(to)X,(to). = H~ (t, to, to)p (to) ~.(~O)p (to) + .  (to) u (to) 
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For t > a(to),  s • [a(to), p(t)), and u(s) <_ O, 
~2 U2 
< Ho--  p+#u p 
u2 H~ Pu + + - -  
p H~ \ 2H~ ] ] 4Ho 
H~ [ H~p] 2 (H¢)2p (H~)Zp 
- -  u - -  + - - <  
p 2H~, J 4H~, - 4H~, 
For t > a(t0),  s • [a(to), p(t)), and u(s) > 0, and from (1.6), 
u 2 1 
H~ u - H~ - -  - p + #u p + ~u 
1 
p+#u 
- -  [(Ho - pHi )u  2 - H~pu] 
__  _ _  U 2 _ _ _ _  
p+pu 
,,[ 
- -  - -  U p+ pu 
< 
- 4H (p + #u) 
From (2.17),(2.18), we see that 
(2.17) 
H~pu] 2 (H~)2p 2 
2H ] + 4H (p + pu) 
(H~)2p 2 (H~X)2p 
4Hp 4H 
u: ) o(t) 
/p(t) Htu-H~P~-# u As< f (H2A)2~ p (2.19) 
Jo(to) - J~(to) 4H ' 
where B =/ t ( t ,  s,t0) is defined by (2.10). 
Similar to (2.13), 
(2.20) + ~As  : H (t, ~ 0 (t)), to) p (p (t)) + ~ 0 (t)) ~ 0 (t)) 
Note that  H~(t, p(t),to) < O. From (2.8), 
jj H~ (~, to) ~ (s) zxs : H~ (t, (t),  Co) u (p (t)) (t - p (t)) St P 
(t) (2.21) 
= H~ (t, p (t), to) u (p (t)) # (p (t)) Xt-p(t) <<- H~ (t, p (t), to) p (p (t)) Xt-p(t). 
Finally, combining (2.14), (2.16), and (2.19)-(2.21), we obtain that  for t C [a(to), oo) n ~* 
H (t, e7 (s),  to) q (s) As - 
Jto a~(to) 4H(t,s,  to) (2.22) 
- H~ (t, to, to) x.(~o); (to) + H~ (t, p ( t) , to) x~-~(~)p (~ (t) ) < o, 
which contradicts (2.11) and completes the proof. | 
In the sequel, we define 
~]l" 1 = {S E ~J~ : 8 is r ight-dense} and T2 = {s E T : s is r ight-scattered}. 
For to, t E T, let "iI'1 (to, t) = [to, t) N "~1 and T2(to, t) = [to, t) C~ T2. 
The following corol lary follows from Theorem 2.1 with 
H (t, s, to) = (t - s) ~ (s - to) ~ , a,/3 > 1. (2.23) 
H + \ 2H ] J 4H(p+uu)  (2.18) 
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COROLLARY 2.1. Assume there exist c~,fl > 1, such that, for any to C T, 
/ , ( t )  
lira sup (t a (s ) )~(a(s ) - - to )~q(s )As  
t~  ko, to 
-- fT l ( t _  s)~_2 (s to)Z-2[(a + C~)s- /3t-ato]2p(s)  ds 
l(c~(to),p(t)) ~ 
[(t - ~ ( , )F  (~ (4  - to) ~ - (t - sF  (~ - to) 9] 2 
s~v~(~(to),p(t)) 4p (s) min ~ (t - cr (s) ) ~ (a (s) - to)", (t - s )  ~ (s - to)" ~ 
- (t - ~ (to)) ~ S -1 ( to ) ;  (to) - (t - ~ (t)) ~-~ (p (t) - to) ' ;  (p (t)) ] > 0. 
(2.24) 
Then, (1.1) is oscillatory. 
PROOF. Let H(t, s, to) be defined by (2.23), then H E 7/. For to, t E T, we note that [a(t0), p(t)) 
= Tl(cr(to), p(t)) U T2(a(to), p(t)) and 
(~o) 4h  (t, s, to) p (s) A.~ = + = l(o-(to),p(t)) 2(o-(t,),p(t)) 4H (t, s, to) 
Observe that, for t E ~2 N [to, o~), 
/, ~(~(to),p(t)) 4_fii(t,s, to) p(s) As = ~(~(to),p(t)) 4H p(s) ds 
/~ 1 (t - s) ~-2 (s - to) ~-2 (2.26) 
= l(a(to),p(t)) "~ 
• [(~ + Z) s - 9 t  - ~to] 2 p (s) ds 
and 
f~2(~(to),p(t)) (H~ (t, s, to))2.p (s) As 
4f i  (t, s, to) 
72 
[(t - ~ (s )F  (~ (s) - to) 9 - (t - .~)~ (s - to ) ' /  
Z k J (s ). 
(s) mien { (t - - - -~  -~ (---s))~ (-~ (s 7 -- to--)7 (t -- s) ~ ( s ~ t o)Z } 
P 
sE~f2(~r(to),p(t)) 4# 
(2.27) 
\Ve also note that 
H~ (t, to, to) = ( t - a (to))" t~ z-1 (to) (2.28) 
and 
H~ (t, p (t), to) = - (t - p (t)) ~-1 (p (t) - to) z . (2.29) 
Therefore, by substituting (2.25)-(2.29) into (2.24), we see (2.9) holds and hence, the conclusion 
follows fiom Theorem 2.1. 
REMARK 2.1. By applying Theorem 2.1 to the case when ~I" = IR, wc obtain an oscillation 
criterion which covers Proposition 1.3. In fact, if we let H(t, s, to) = ~52(t, s to), then/ t ( t ,  s, to) = 
H(t, s, to) and H~(t,  s, to) = 2~(t, s, to)~s(t, s, to). 
Now, we establish an analogue of the interval criterion given by Proposition 2.3. 
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LEMMA 2.2. Let a, b E T, such that a < p(b). Assume that, for some H E 7-f, 
f p(b) H(b ,~r (s ) ,a )q (s )As_  fp(b) (H~(b ,s ,a ) )  2a o(,) 4t7t (b, s, a) p (s) As (2.30) 
-H~ (b, a, a) p (a) Xt,(~) + H~ (b, p (b), a) Xb-p(b)P (P (b)) > O. 
Then, every solution of (1.1) has at least one generalized zero in (a, b). 
PROOF. Suppose the contrary. Then, without loss of generality, we may assume there exists a 
solution x(t) of (1.1), such that x(t) > 0, for t C (a, b). Then, as in the proof of Theorem 2.1, we 
see that (2.22) holds with to = a and t = b. This is a contradiction to (2.30). 
THEOREM 2.2. Equation (1.1) is oscillatory provided that, for any T >_ O, there exists H E 7-{ 
and a, b E R, such that T < a < p(b) and (2.30) holds. 
PROOF. Pick a sequence Ti C T, such that Ti ~ oo as i --* oo. By the assumption, for each i E N, 
there exist a~, b~ C R, such that Ti <_ ai < p(b~) and (2.30) holds with a, b replaced by ai, bi, 
respectively. From Lemma 2.2, every solution x(t) has at least one generalized zero t~ E [a~, p(b~)). 
Noting that ti >_ ai ~_ Ti, i E I~, we see that every solution has arbitrarily large generalized zeros. 
Therefore, (1.1) is oscillatory. 
The following follows from Theorem 2.2 with H(t, s, to) defined by (2.23). 
COROLLARY 2.2. Assume that for any T >_ O, there exist ~, /3 > 1 and a, b E R, such that 
+ 
a p(b) (b - ~7 (s) ) a (~7 (s) - a) ~ q ( s) As  
f~ 1 s)~_2 > - (b - (s - a)  " -2  [ (~ +/3)  s - /3b  - ~a]2  p (s )  ds  
l(cr(a),p(b)  4 
sE%(~(a),p(b)) 4# (S) rain {(V -- (~ (s) ) a (or (s) -- a) ~ , (b -- s) ~ (s - a)" } p (s) 
+ (b - a (a)) ~/Z f3-1 (a) p (a) + (b - p (b)) ~-1 (p (b) - a)" p (p (b)). 
(2.31) 
Then (1.1) is oscillatory. 
REMARK 2.2. Assume Ta = t~, i.e., T2 = 1". Then, in Corollaries 2.1 and 2.2, we may use 
H(t ,s ,  to) defined by (2.23) for a,/3 > 0 instead of c~,/3 > 1, since the sum on 1"2(a(to),p(t)) 
is well defined for any fixed t E 1" N (a(to), oc). In this case, Corollary 2.1 can be improved by 
assuming 
l imsup[  t~ ' ( t - c r (s ) )~(cr (s ) - to ) "q(s )#(s )  
t-~oo k=eT=(o,p(0) 
[(t  - ~ (s )F  (~ (s)  - to)"  - (t - s)  ~ (s  - to ) " ]  2 
- E L . ~p(s )  (2.32) 
,El"20,(to),p(t)) 4p (s)rain {(t - ~ (s)) ~ (a (s) - to)", (t - s) ~ (s - to ) ' j  ~ 
-- (t -- O" (t0)) c~ ,fl--1 (to) p (to) -- (t -- P (t)) c~-1 (P (t) t0)fl p (p (t)) / > 0 
1 
holds for some a,/3 > 0. Similarly for Corollary 2.2. 
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3. APPL ICAT IONS TO D IFFERENCE EQUATIONS 
Here, we apply the results in Section 2 to obtain Kamenev-type and interval criteria for oscil- 
lation for the difference quation (1.3). 
The first two theorems are direct consequences of Corollary 2.1 and Theorem 2.2 with T = N. 
THEOREM 3.1. Assume for any no C N, there exists c~ > O, such that 
limsup [k~_~o(n-k-  a)~ (k+l  
k(~o+,~- l ) /2 J  (n  - -  k )  ~ [ (k  + i - no)  ~ - (k  - no)~]  2 
-- Z 4 (~ -- ?%0) a (Pk ~- Pno+n--k--1) (3.1) 
k=no-I-1 
- 1) ~ (P~o +P,~-I)]  > O, (~ 'n, 0 
where L'] is the integer part function. Then, (1.3) is oscillatory. 
PROOV. Note that for "ii" = N, T1 = 0, and ~1"2 = N, and hence, Remark 2.2 applies. For any 
no C N and c~ = ¢? > 0, (2.24) is equivalent to 
l imsup ]~2~  (n -  k -  1) ~ (k + 1 -  no)~qk 
n--+cx) I --[.k=no 
n-2 [(n - k - 1) '~ (k + 1 - no) '~ - (n k) '~ (k - no)'~] 2 (3.2) 
- Z 4min{(n_k_ l )~(h+l_no)  ~ (n_k) '~(k -no)~} pk 
k=no+l  
(n -no  - 1) ~ (Pno + P~-I) 
For no+l<k< (no+n- i ) /2 ,  
and 
Hence, 
>0.  
min{(n -  k - 1) ~ (k + 1 - no) s , (n -  k) ~ (k -  no) s } = (n -  k) ~ (k -  no) ~ 
0 < AHk = (n -  k -  1) ~ (k  + 1 - no)  ~ - (n -  k)  ~ (k -  no)  ~ 
< (~ - k)  ~ (k  + 1 - ~o)  ~ - (~  - k)  ~ (k  - ~o)  ~ 
=(n-k )  ~[ (k+l  no)  ~- (k -no)s ] .  
0 _< (AHk)  2 _< (~ - k )  2~ [ (k  + 1 - ~o)  ~ - (k  - ~o)~]  ~ . 
For (no+n-1) /2<h<n-2 ,  
min{(n -  k -  1) ~ (k + 1 - no) m , (n -  k) ~ (k -  no) s } = (n -  k -  1) ~ (k + 1 - no) ~ 
and 
Hence, 
0 > AHk = (n -  k -  1) ~ (k + 1 - no)  ~ - (n -  k)  ~ (k -  no)  ~ 
_> (n  - k - 1) ~ (k  + 1 - ~o)  ~ - (~  - k)  ~ (k  + 1 - ,~o) ~ 
: (k  + 1 - ,~o) '~ [ (~ - k - 1) '~ - (,,~ - k )~] .  
(3.3) 
0 < (AHk) 2 < (k + 1 - no) 2~ [ (n -  k -  1) ~ - (n -  k)~] 2. (3.4) 
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We first consider the case where no + n is even. From (3.3) and (3.4), the second summat ion  
in (3.2) becomes 
n- -2  
E 
k=no+l  
[ (n - -  k - 1) a (k + 1 - no) a - (n -  k)"  (k - no)a] 2 
4min  { (n -  k -  1) a (k + 1 - no) a , (n -  k) a (k - no)a} pk 
(no+n-2)~2 
E [ (n -  k -  1) a (k + 1 - no) a - (n -  k)" (k -  no)" l  2 
4min{(n -  k -  I) a (k + 1 - no)" ,  (n -  k) a (k -  no)a} pk 
k=no+l  
n -2  
+ E 
[ (n - -  k -  1) a (k + 1 - no) c' - (n -  k) a (k -  no)C'] 2 
4min{(n -  k - 1)" (k + 1 - no) ~, (n -  k) a (k -  no)"} pk 
k=(no+n)/2 
(3.5) 
< 
(no+. -2 ) / :  (~ _ k ) .  [(k + 1 - ,~o)" - (k - ~o)" ]2  
4(k  - 
k=no-+-i 
+ 
n--2 
Z 4 (n_k_ l )  a 
k=(no+n)/2 
(k+l  no)a [(n k 1) ~ (n .2  . . . . . k) ] p~. 
Let k + 1 = no + n - i in the second summat ion  in (3.5). Then,  
n -2  
E 
k=(no+n)/2 
(k+ 1 - no)"  [ (n -  k -  1) a - (n -  k)~] 2 
4 (n - k - 1) a Pk 
(no+n--2)~2 ('rt -- i ) "  [( i  - -  'riO) ~ - -  ( i  ~- 1 - -  T t0 )c~]2pno_Fn_ i _ l .  
4 ( i  - no) a 
i :no- [ -1  
(3.6) 
It fo l lows  from (3.5) and (3.6) that  
n 2 
E 
k=no+l  
[ (n -  k - 1)" (k + 1 - no) ~ - (n -  k) ~ (k - no)a] 2 
4min{(n -  k - 1)" (k + 1 - no) a , (n - k) a (k - no)a} pk 
(,~o+,~-2)/2 (n - k) a [(k - no) a - (k + 1 - no)'~] 2 (Pk + Pno-.[-n-k-1) (3.7) 
-< Z 4 (k -  
i=noW1 
[(n°+n--1)/2] (n -- k) a [(k -- n0) a -- (k -F 1 -- no)a] 2 Z 
k=uo+l  
4 (k  - no)  "~ 
(Pk q- P~o+~-k 1) - 
Now, we consider the case when no + n is odd. Again, from (3.3),(3.4), the second summat ion  
in (3.2) becomes 
n-2  
E 
k=no+l  
[ (n -  k - 1)" (k + 1 - no) a - (n -  k) a (k - no)a] 2 
4min{(n -  k -  1)" (k + 1 - no) " ,  (n -  k) a (k - no)a} pk 
(no4-n--1)/2 
= Z [(n - k - 1 ) "  (k + 1 - no)"  - (n  - k)  a (k no)a]  2 
k=no 4-1 4min  {(n -- k - 1) ~ (k + 1 - no) a , (n - k)"  (k - no)"}  pk 
(3.s) 
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+ 
n-2  
E 
k=(no+n+l)/2 
[(~ - k - 1) ~ (k + 1 - ~o)  ~ - (~  - k)  a (k  - no)~]  ~ 
4min  {(n - -  k - 1) ~ (k + 1 - no)  a , (n -  k) ~ (k -  no)~} pk  
< 
(no+- -W2 (n  - k) ~ [(k + 1 - no)  ~ - (k - no)a]2pk  
4 (k - no) ~ 
k=no+l  
+ 
n-2  
E 4(n_k_l) a 
k=(no+n+l)/2 
(k + 1 -- no) ~ [(n k 1) ~ (n  ~ 2 . . . .  k ) ]  ;~ .  
Let  k + 1 = no + n - i in  the  second summat ion  i (3.8).  Then ,  
n 2 
E 
k=(no+n+l)/2 
[ (n -  k --  1) ~ (k  + 1 --  no)  ~ - (n - -  k )  ~ (k  --  no)a ]  2 
4min  {(n  - k - 1) a (k + 1 - no)  a , (n -  k) ~ (k - no)~} pk 
< 
( ,~o+~-3) /2  (~ _ i )a  [( i  _ no)~ _ ( i  + 1 - no)a]  2 E 4 (i -- no) c~ Pno+n i -1 
i=no+l  
< 
(~o+n ~>/~ (~ _ i )~  [( i  - ~oF  - ( i  + 1 - no)~]  ~ 
E 4 (i - no) ~ Pno+n- i -1 .  
i=no÷l  
I t  fo l lows f rom (3.8) , (3 .9)  we have  
n-2  
E 
k=no+l  
[(n -- k - 1) a (k ÷ 1 - no)  a - (n  - k) a (k - no)a]  2 
4min  { (n -  k - 1) a (k + 1 - no)  a , (n -  k) a (k - no)a}  pk 
Z 4 (k - no) ~ 
k=na+l  
L (n°+n-W2]  (n  - k) ~ [(k + 1 - no)  a - (k - no)a ]  2 E 
k=no+l 
4 (k  - ~o)  ~ 
(Pk + Pno+n-k -1)  • 
Combin ing  (3 .7) , (3 .10) ,  we have  that  for any  no E N 
n-2  
E 
k=no+l  
[ (n  - k - i F  (k  + 1 - no)  ~ - (n  - k)  a (k  - no)~]  2 
4min{(n - -  k -  1) ~ (k + 1 - no)  ~* , (n -  k)  ~ (k  - no)~} pk 
< 
[(no+,~-,) /2 j  (n  - k) ~ [(k - no)  ~ - (k + 1 - no)a]  2 E 
k=no+l  
4 (k  - noF  
(Pk + Pno+~-k- ] )  - 
Thus ,  
n - -2  
E (n -k - l )  ~'(k+l-no) ~qk 
k=r~ 0
n- -2  
E 
k=no+l  
[ (n -  k - 1) ~ (k + 1 - no)  a - (n -  k) ~ (k -  no)~]  2 
4min{(n -  k - 1) ~ (k + 1 - no) a , (n -  k) ~ (k -  no)~} pk 
- (n  - no  - 1) ~ (P~o ÷P~- I )  
(3.8) (cont . )  
(3 .9 )  
(3.10) 
(3.11) 
(3.12) 
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~--2  
>- E (n -k -1 )a (k+l -n° )aqk  
k~n o 
Lb*o+~*-l)/2J (n - k) ~ [(k - no) ~ - (k H- 1 - no)a] 2 E 
k=no+l  
4 (k - n0) 
- (n  - no - l )  ~ (p,o -]-Pn--1). 
(Pk+P~o+~-k-1) (3.12)(cont.) 
Therefore, (3.1) implies (3.2) and hence, (2.24) holds. Then, the conclusion follows from Corol- 
lary 2.1. 
THEOREM 3.2. Assume for any K > O, there exist no, n E N and a > O, such that K <_ no < n -1  
and 
n--2 
E (n -k - l )  ~(k+l -no)  ~qk 
k=n0 
L(,~o+n-1)/2J (n - k) ~ [(k - n0)" - (k + 1 -- n0)"] 2 (Pk + Pno+n-k-1) (3.13) 
- Z 4(k -  no) 
k=no+l  
-- (n  -- no -- 1) ~ (Pno ÷Pn-1)  > 0. 
Then, (1.3) is oscillatory. 
PROOF. Note that in this case, Remark 2.2 applies. Let H(n, k, no) = (n - k)~(k - no) a. From 
thc proof of Theorem 3.1, we see that (3.12) holds. Then, under the assumptions of Theorem 
3.2, we have that for any K > 0, there exist no, n E N, such that K _< no < n - 1 and 
n- -  2 
E (n -k - l )  a (k+l -no)  ~qk 
n-2  
-E  
k=no+l  
[ (n - -  k -  1) '~ (k + 1 - no) ~ - (n -  k) ~ (k -  no)~]  2 
4min{(n -  k - 1) ~ (k + 1 - no) ~ , (n -  k) ~ (k -  no)~} pk 
- - (n - -no  1)c* (pn,, + p,~-l) > 0. 
(3.14) 
This shows that (2.32) holds and the conclusion follows from Corollary 2.2. | 
For (3.1) with p - 1, we obtain the following oscillation criteria by applying Theorems 3.1 
and 3.2 with a = 1. 
COROLLARY 3.1. Let Pr~ ~ 1. Assume, for any no C N, 
n 2 
1 
l imsup ,~ 1 E (n -k -1 ) (k+l -no)qk  > 2' 
~-~ ~ lnk k=-o 
k=l  
(3.15) 
Then, (1.3) is oscillatory. 
PROOF. Let a = 1. Then, for pn -= 1, (3.1) is equivalent to 
I 
n 2 L(~o-I-n-1)/2J n - -k  ] 
limsup 2(n- 0-1) 
n. - -}~ k=no k=no+l  
>0. (3.16) 
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Note that 
1 (n--k 1)(k÷l--no)qk lim sup ~ 
n-+¢~ ~ In k kk=no 
k=l  
L(no+~- 1) /2 J~ 2 (kn -_ kno) 2 (n - no - i)] 
J k=no+l  
n--2 
>_limsup ~ 1 E (n -k -1 ) (k+l -no)qk  
k=l  
1 
- lim sup 
~--,c¢ ~ ink 
k=l  
-~,no+n-l_2~l( ~/ / n --  k 
k=no+l  
+ 2 (n - no - 1)] 
(3.17) 
n--2 
1 E (n -- k --1) (k q- l -- no) qk 
= limn_oosup k In k k=~0 
k=l  
1 [(~o+~-1)/2J n - k 
- lim sup ,~ E 2 (k - no)' 
n--+c~ ~ in k k=no-I-1 
k=l  
Now, we show that, for any no C N, 
1 L(n°+'~-l)/2J n - k 1 
Z 2(k -  ~o) - 2 l im ~ ink k=~o+l 
k=l  
Without loss of generality, assume no is odd. 
Then, 
i L(,~o+~-l)/2Jv_~ n - k 
n- -~o- - l im ~ 2__, 2 (k -no)  
2_. ink k=no+l 
k=l  
By the Stolz theorem, 
1 (~o+2,~-1)/2 m-  k 
.~im 2,,,~ E 2(k - no) In k k=no+l  
k=l  
1 
lim 
. . . .  In (2m + 2) + in (2m + 1) 
(no+2m--1)/2 
2m - k 
- ~ 2(k-,~o) 
k=no+l  
F 
1 lim 1--}-- [ 2m-no+3 
2 -~ in m L2 (2m - no + 1) 
(3.17) (cont.) 
(3.18) 
First, we consider the l imsup as n = 2m -+ oc. 
1 (n°+2m-U/2 2rn-- k 
.!i% ~.< ~ 2 (k - ,~o) 
In k k=no+l 
k=l  
(3.19) 
2m+2-k  
2 (k - no) 
(3.20)(cont.) 
(no+2m-1)/2 1 ] 
+ E k - no 
k=no÷l  
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(no +2m-- 1)/2 
1 1 
=-  l im 
2 - , -*~ in m 
k=no+l  
1 
k - no 
1 1 
= 2 ~!i~moo in (m+l ) - lnm 
(~,o+2m-1)/2~_~ k-nol ] "(no+2m+ 1)/2 1 
E k - no 
k=no+l  k=no+l  
(3.20) (cont.) 
2 ln (m+ 1) - lnm 2m-n0+l  
By the mean value theorem, for m E N, there exists ~(rn) E (m, m + 1), such that 
1 
ln (m + 1) - lnm -- (.J" 
Hence, 
1 lim 1 2 -- lim ~(m) _ 1 (3.21) 
2 . . . .  ln (m + 1) - lnm 2m-n0 +1 -~--*~ 2rn -  n0 + 1 2 
Therefore, for the case when n = 2m --* c~, (3.18) follows from (3.19)-(3.21). In the same way, 
we can show that (3.18) holds when n = 2m + 1 ~ c~. Therefore, (3.18) holds in general. 
Applying (3.15) and (3.18) to (3.17), we have 
n--2 
1 
l imsup EL ,  lnk  ~ ('~ -- k -- 1 ) (k  + 1 -- no)q~ > 0. 
~ --+OO ~:rL O 
This implies that (3.16) is atisfied and the conclusion follows from Theorem 3.1. 
COROLLARY 3.2.  
| 
Let p~ =- 1. Assume for any K > O, there exist no, n E N, such that K < no < 
n - 1 and 
n-2  L (~°+~- l ) /2 J  1~ - -  ]~ 
(n - k - i) (k + i - no) qk > 
2 (k  no)  
k=no k :no+l  
Then, (1.3) is oscillatory. 
+ 2 (n -  no - 1). (3.22) 
PROOF. This follows directly from Theorem 3.2 with pi - 1 and a : 1. 
4.  EXAMPLES 
In the last section, we give examples to i l lustrate our results. The first two examples are for 
difference quations, while the third deals with the case when the measure chain is the union of 
disjoint closed intervals. 
EXAMPLE 1. Consider the difference quation, 
(-I)'~ 0. (4.1) A2xn+ ~Xn+l  : 
x /n+ 1 
Here, p~ _-- 1 and q,~ = ( -1)** /x /~+ 1. We show that (3.15) holds for any no E N and hence, (4.1) 
is oscil latory by Corollary 3.1. Without  loss of generality, assume no is odd. We observe that  
n--2 
l imsup ,~1 E (n -k  1 ) (k+1 no)qk 
k=l  
n -2  
= limsup- n 1 E (-l)k (n -  k - 1) 
k=l  
k + 1 -no  
x/~-+ 1 (4.2) 
2m--2 1 
>_ l imsup 2m E 
k=l  
( -1 )  k (2 .~ - k - 1)  
k+l  -no  
, /k+i 
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We claim that 
2m--2  1 
mlimoo 2--~----- E (-1)k (2m - k 1) 
in k k==o 
k=l  
In fact, by the Stolz theorem 
k+l  -no  
v/k+ i
00.  (4.3) 
2rr~-- 2 
1 lim 2 ~  E ( -1 )k (2m-k -1)k+l -n°  
m-~ E Ink k=~o v~+l  
k=l  
= 2imcc in (2m + 2) + In (2m + 1) kk=no 
2m--2  
E 
k=no 
k+ 1 --no 1 (-1) k(2m-k-1) ~ ] 
1 [ (2m+ l_-no 
2m--2  +2 F~ (-1) ~ k + 1-~o] 
2 (2m--no)~ 
2v~ ) 
1 [ (2 re+l -no  2 (2m-  no)~ 
m_, (2z+1-,~o 2z-,~o)] 
+2 ~ t ,~ l  ~ 
l=(no÷l ) /2  
k+l  -no  
v~+l 
(4.4) 
(4.4)(cont.) 
Note that, for x > 0, ((x-no)/x/~)' = (x+no)/2x 3/2. Then, by the monotonicity of (x -no) /v~ 
and the mean value theorem, we have 
2m + 1 - no 2 (2m - no) 2m - no > 
2v~+1 ~ ~ ' 
and for 1 e [(no + 1)/2, m - 1], there exists ~(1) E (2/, 21 + 1), such that 
21 + 1 - no 2l - no ~ (1) + no 
Hence, (4.4) implies that 
2m--2  
lim 1 E 
m-+oo 2m 
Ink k=no 
k=l  
(-1) k (2m-  k -  1) k+l -no  
x/k÷ 1 
1 
> lira 
- -  m---+~ 2 In m 
2m - n 0 +2 m-1 {±+nol 
F~ 2~3/2(0 J" 1=(~o+1)/2 
In view of the fact that (2m - no) /~ m-1 = o(~z=(,~o+1)/2(~(l ) + no)/2~3/2(I)) as m --+ oo and 
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using the Stolz theorem, we have 
'~m--2 
lim - -1  E 
m---~-oo 2m 
In k ~=~o 
k=l  
(-i) k (2m - k - I) k+l -n0  
x /k+ 1 
rn--1 
> lim 1 ~ (I) + no 
~-~ ln---m E - 2( 3/2 (I) 
I=(no"bl)/2 
i ~ (m) + ~o = lim 
m~oo ln(m + 1) - lnm 2~3/2 (m) 
From the mean-value theorem, there exists ~(m) E (m,m + 1), such that ln(m + 1) - lnm = 
1/r/(m). Therefore, 
2m--2 
1 
limoo 2 ~  E ( -1 )k (2m-k - t )  
in k k=~o 
k=l  
k+l -no  
v/k+l 
---- lim ~(m)[~(m)+n°]  = lim m(2m) 
rn-*c~ 2~3/2 rn-~oo 2 (2m) 3/2 
~OO.  
This verifies (4.3). Then, (3.15) follows from (4.2) and (4.3). Note that in this equation, q,~ is 
oscillatory and }-']~,~°°__ 1 q,~ is convergent. 
EXAMPLE 2.. Consider the difference quation, 
A (p~Ax,~) + q~x~+l = O, (4.5) 
where 
and 
e k, n = 5k + l, 5k + 2, 5k + 3, 
pn = k E N, 
>0,  n=5k+4,  
2e k, 
qn = arbitrary, 
We show that (4.5) is oscillatory• 
n = 5k+ 1, 5k + 2,5k + 3, 
n = 5k+4,  
kEN.  
In fact, by a simple computation, we see that condition (3.13) holds with no = 5m, n = 5m+3,  
and a = 1. Hence, the conclusion follows from Theorem 3.2. Note that in this case, p,~ and q,~ can 
be defined properly at n -- 5k + 4 for k E N, so that }-'~n~__l 1/pn either convergent or divergent, 
and n Y]~k=l qk may approach oo or -oo ,  or is unbounded oscillatory. 
EXAMPLE 3. Consider the differential equation, 
(p (t) x ~ (t)) ~ + q (t) x (~ (t)) = 0, (4.6) 
on the measure chain T = oo a~ .. Ui=l[ai, bi] with < bi and ai --* oo as i --* co. Here, for i = 1,2,. , 
there exist t~i > 1 and ci E (ai,bi), such that 
= 1, t e [a,, bd, [ , , /4 ,  t e [a,, a, + <),  
p (t) and q (t) = / , , / ( t  - ad 2 , t e [a, + ~,, bd, 
> 0, t ---- hi, arbitrary, t -= bl. 
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Thus, for i = 1, 2 , . . . ,  
- s )2 (s  - a i )2q(s )  ds  > #~ (bi  - s) 2 ds = (b~ - a i  - c~) 3 
i+e~ 
and 
i 1 (b~ - a~) 3 b~ 1 (48 -- 2hi - 2ai )2p(s)  ds = -~ 
4 
I f  ci < (1 - (1/#~/3))(bi  - as), then  
ib~ f b~ l (4s_  2b i _  2a~)2p(s) ds" (bi - s) 2 (s - ai) 2 q (s) ds > 
i i 
Hence, (2.30) holds where H is defined by (2.23) with a = f] = 2. Therefore, (4.6) is oscillatory 
by Corollary 2.2. Note that in this case, fo  q(t)At may be convergent or divergent, in particular, 
it may be -co .  
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