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Abstract
Twitter is a rich source of data for opinion mining and sentiment analysis that companies can
use to improve their strategy with the public and stakeholders. However, extracting and ana-
lysing information from unstructured text remains a hard task. The aim of this research is
to investigate the use of Twitter by “controversial” companies and other users. In particular, it
looks at the nature of positive and negative sentiment towards oil companies and shows how this
relates to cultural effects and the network structure. This has required the evaluation of existing
automated methods for sentiment analysis and the development of improved methods based on
user classification. The research showed that tweets about oil companies were noisy enough
to affect the accuracy. In this thesis, we analysed data collected from Twitter and investigated
the variance that arises from using an automated sentiment analysis tool versus crowd sourced
human classification. Our particular interest lay in understanding how users’ motivation to post
messages affected the accuracy of sentiment polarity. The dataset used Tweets originating from
two of the world’s leading oil companies, BP America and Saudi Aramco, and other users that
follow and mention them, representing Western and Middle Eastern countries respectively. Our
results show that the two methods yield significantly different positive, natural and negative
classifications depending on culture and the relationship of the poster of the tweet to the two
companies. This motivated the investigation of the relationship between sentiment and user
groups extracted by applying machine learning classifiers. Finally, clustering based on similar-
ities in the network structure was used to connect user groups, and a novel technique to improve
the sentiment accuracy was proposed. The analytical technique used here provided structured
and valuable information for oil companies and has applications to other controversial domains.
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1Chapter 1
Introduction
Social networking has dramatically changed our lives and the way that we interact with the
world [4]. Recent research shows that millions of people are using social network services such
as Facebook and Twitter for various purposes, such as finding and sharing information, making
friends and entertaining themselves [5]. A social network is a web-based utility which allows
people to register under an identity so as to make new friends, socialize with old friends, and
post news, pictures and videos using a central location [6, 7]. As a rule, new users connect
with their friends and other friends whom these friends recommend. However, as their exper-
ience grows, they make friends with quite unknown people who have similar interests. This
can be observed in both Facebook and Twitter. In Twitter, new users follow popular users and
their friends, before gaining enough confidence to choose others more carefully on the basis of
similar interests. These social networks are managed by international companies who generate
their revenues through paid advertisements [8]. A major advantage of social networks is that
they can tell us other users’ opinions and the enormous amount of data present on the social
sites can be useful for purposes such as analysing the current suitation and predicting the future
[9]. There are multiple ways through which a user can interact with others on social networks,
such as chatting, messaging, audio, video, voice and file sharing. Today all the activities that are
conducted on special online services are included in social network platform. These services
provide software and tools that allow users to build a network of people [6]. Recently, research
into social networks has been carried out on data collected from online platforms such as Face-
book, Twitter, LinkedIn and Flickr in different sectors such as business, education, politics and
medicine.The capacity to collect such data is very important in social network research and has
led to the appearance of the new field of “computational social science” [10, 11].
The use of social networks in business is an area which considers the communication between
humans in order to create long-term relationships between companies and their customers, build
trust between these two and keep people informed when new events, products or services are
offered in the market [12]. It uses two-way communications that target suitable listeners among
the wider audience. Social networks in business can have great influence on the marketing and
success of corresponding businesses [13]. The use of social networks in marketing and busi-
2 1.1 Research Problem and Motivation
nesses will help consumers to get to know about any relevant information about products and
services [14]. The media help network members to share their ideas and trusted information
about different products or services. When businesses use social networks, whatever inform-
ation presented is not necessarily interesting to everyone, but it is considered important that
people should learn about all the products and services offered by these businesses [13, 14]. If
one interested customer responds, then it may encourage more customers to respond similarly
[14]. If nobody responds at first, it does not mean that the application is wrong; it could be a
matter of time, until someone respond positively. Social networks today exhibit the principle
of “word of mouth at the speed of light” [15], in which a bad experience can be propagated
more quickly than a good experience. Social networks are, therefore, the effective media for
enhancing business performance and any company that sells business-to-business services is
strongly recommended to use social networks [16]. Twitter, introduced in October 2006, is one
of the most popular social network sites. It is a micro-blogging site, which allows the users to
post or receive instant messages up to 140 characters long. These messages can be viewed or
composed on Twitter websites, smartphones or tablets, as well as in applications such as Face-
book, TweetDeck or a web page aggregator [15]. An example of the positive effect of using
social network channels such as Twitter, Facebook, YouTube and Flickr in business is studied
in [17]. This study observed and analysed how an oil company, BP, used the above channels to
implement a new strategy (following the theory of image restoration discourse) to restore their
image in the wake of the 2010 Gulf Coast oil spill. Micro-blogging in particular helps business
owners to share intensive information more quickly with the public about their products and
services. Customer satisfaction can also be surveyed using social networks as it demonstrates a
company’s commitments to its consumers to improve the quality of service offered [16]. Con-
versely, social networks offer consumers an opportunity for both negative and positive feedback
and comments, which lead companies to consider ways of dealing with their consumers [16].
1.1 Research Problem and Motivation
Mining information from text is a very important research area which aims to discover and
extract knowledge from unstructured text. In this era of Web 2.0, text is the most common
vehicle for the formal and informal exchange of information, but automating the extraction
of meaningful information from the text is still difficult. The huge number of unstructured
data generated by social networks are called big data. Gartner IT glossary defines big data
as“high-volume, high-velocity and high-variety information assets that demand cost-effective,
innovative forms of information processing for enhanced insight and decision making” [18].
Many researchers tend to focus on automated methods across large datasets and consequently
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miss the subtleties that may nevertheless be significant. Other people have found problems with
big data but in this work problems arise from little data. This research investigates the sentiment
issues within individual tweets and tries to resolve them, finally moving from little data to big
data by improving the sentiment in groups of tweets clustered together, but not individual tweets.
The aim of this research is to investigate the use of Twitter by ‘controversial’ companies and
other users. In particular, it looks at the nature of positive and negative sentiment towards oil
companies and asks how this relates to the cultural effects of the network structure. This has
required an evaluation of the current automated tools for sentiment analysis, and the develop-
ment of improved methods based on user classification. Machine learning algorithms are used,
both supervised and unsupervised, for learning and prediction purposes. In this research text
mining method was used for learning the diverse emotions/sentiments of different groups of
users from their tweets/postings scraped from Twitter. One purpose was to predict these groups
and investigate the role of groups in the nurturing of sentiment. Additionally, with the help of
these intelligent learning algorithms it was a motivation to show the relationship between user
groups by clustering them and evaluating the sentiments in different clusters. To improve the
accuracy of sentiment prediction a novel technique was proposed.
1.2 Hypothesis and Research Questions
This research proposes the following main hypothesis to be examined:
Automated Twitter analysis tools can be a reliable and effective means of data interpretations
for companies to make proactive or reactive decisions regarding communications with their
stakeholders, provided they take account of their local cultural environment and personal mo-
tivation.
In order to verify this hypothesis, a number of important research questions were addressed.
1. Tweets Sentiment Analysis
RQ1. Are automated sentiment analysis tools a reliable and effective means of data inter-
pretation for companies?
(a) Are automated sentiment analysis tools suitable for all companies’ tweets and men-
tions?
(b) Is there any need for manual sentiment analysis for companies’ tweets and men-
tions?
4 1.3 Case Study
(c) How can automated and manual tools be combined to get accurate results effi-
ciently?
2. Twitter Users Classification (Supervised Learning Techniques)
RQ2: Can the type of users/followers be used to improve automated sentiment analysis?
(a) How accurately can the type of users (e.g. media, government or non-government
organisations, environmentalist, politicians, business analysts, oil company employee
and general public) be predicted by using machine learning classifiers with simple
features?
3. Twitter Users Clustering (Unsupervised Learning Techniques)
RQ3. How do the clusters in the network structure of friends and followers relate to
negative and positive sentiment?
(a) Is the accuracy of automated sentiment analysis related to the structure/ clustering
of users?
(b) Can a closely connected group of users and a contrasting group be easily observed
within each cluster?
4. Cultural Differences
RQ4. Is there any difference between oil companies in the Middle East and Western
countries in the structure of users, sentiment accuracy and the quality of prediction?
1.3 Case Study
In order to achieve the research aim and address the research questions, two oil companies, Brit-
ish Petroleum (BP) 1 based in America (Western), and Saudi Aramco 2 based in Saudi Arabia
(Middle East). Oil industry was a preferred case study because of the controversial nature of
their business. They often face more backlash and negative public comments in the community
in which they operate. Both companies have active Twitter accounts and the rationale for choos-
ing these companies is based on factors such as: similar business size, industry, objectives and
the fact that they are in culturally distinct countries. Twitter was a preferred choice of social
media platform because these companies are more active on Twitter than others. Twitter data
also makes it easier to accurately categorize the sources and targets of their activities on social
1https://www.bp.com/
2http://www.saudiaramco.com/en/home.html
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media. All data used in this work were solely sourced from Twitter. It is also noteworthy to
mention that these companies were personally contacted for information about their communic-
ation strategy via social media that could aid this research but they both decline to provide any
useful information for security purposes. Saudi Aramco as a company have only one official
Twitter account (@Saudi_Aramco) and BP has different Twitter accounts dedicated to each of
the countries where it operates but (@BP_America) account being the most active of them all.
1.4 Research Contributions
The contribution of this research lies in building a predictive model and discovering relation-
ships between tweets posted by people belonging to different categories; by extracting senti-
ment information and applying supervised and unsupervised machine learning techniques. In
answering the research questions, the main contributions made in this research work are outlined
below:
• Analysis of public sentiment towards oil companies on social media and investigation of
the limitations of such analysis.
• Investigation of the role of groups based on the accuracy of the sentiment - multi-text cat-
egorization models are used for categorizing incoming tweets automatically into a number
of pre-defined classes.
• Proposal of a novel technique to improve the accuracy of automated sentiment prediction
using clustering, multi-class clustering models of tweets, used by applying hard clustering
algorithm.
1.5 Thesis Structure
This thesis is organized as follows: Chapter 2 gives an overview of social networking in general
in business and Twitter analysis in particular, reviewing the relevant literature across the range
of topics addressed in the thesis.
Chapter 3 describes the collection datasets used in this work. It also provides primary analysis
about Twitter and the features of its use by oil companies.
Chapter 4 presents an evaluation of automated sentiment analysis for oil companies on Twitter
and discusses the initial results.
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Chapter 5 proposes the use of machine learning algorithms to group the tweets according to
different types of user.
Chapter 6 introduces a clustering algorithm that can be used to find the groups in the given
tweets in an unsupervised way. The accuracy measures of the sentiment prediction within dif-
ferent clusters is also presented.
Chapter 7 the final contributory chapter, concludes the thesis by underlining the major contri-
butions and suggesting some directions for future research.
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Background and Literature Review
Introduction
This chapter serves three main purposes. First, it provides a general overview of social networks
and a background to the techniques used in social network analysis. Second, it investigates the
use of Twitter analysis by businesses. Finally, various Twitter and related data analysis tech-
niques are discussed. Social networks can be broadly divided into those that focus on the content
(content-centric) and those that focus on user profiles (user-centric). Twitter, according to this
means of categorization, falls into both categories. The present analysis of Twitter content by
companies focuses on its benefits and the influence of cultural differences on such analysis. It
has been found that most of the tweets posted by users are positive, negative or neutral with
respect to situations, circumstances, products or brands. These tweets are usually mined and
analysed to determine the orientation of the users, who may be customers, stakeholders or the
general public. This process is called sentiment analysis. The importance and problems iden-
tified with this process in Twitter are examined in the present chapter. The use of supervised
learning techniques (classification) and unsupervised learning ones (clustering) in Twitter are
also examined. Several algorithms of each are discussed and their uses in business are high-
lighted.
Section 2.1 presents an overview of definitions and a brief history of social network. In Section
2.2 Twitter analysis in business is briefly discussed. The benefits of social networks in business
and the impact of cultural differences on social networks are summarised in this section. This
chapter concludes with the discussion of Twitter and data analysis techniques in Section 2.3.
Sentiment analysis is important in data analysis; therefore, its importance and problems are
discussed with respect to Twitter. Classifications in Twitter, a supervised learning technique,
with respect to its applications in business, are outlined. Various machine learning classifiers are
also briefly examined. Clustering in Twitter, an unsupervised learning technique, is discussed.
A summary of various clustering algorithms is presented. This chapter concludes with a report
on precision, recall and the F-measure as evaluation measures related to this project in section
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2.4.
2.1 Social Network Background
The evolutionary process of “social networks” can be traced back to the late 1970s when Bul-
letin Board Systems (BBS) were in vogue. Popular platforms for BBS included vBulletin and
PhP BB. These BBS allowed data and software to be uploaded and downloaded; reading news
and bulletins and exchanging messages with other users through emails and public message
boards were also possible. Forums were the direct descendants of BBS and they in turn played
an important role in the evolution of social networks [19]. Forums, like public message boards,
allow people to hold conversations on a topic, or thread. Unlike BBS, forums are widely avail-
able since the advent of inexpensive dial-up modems and modern mosaic browsers. Social
networks are built on the foundations of BBS and forums, to which they add features such as
multi-user chatting; selecting some of the users as friends or followings, as in Twitter; and cre-
ating or joining groups of interest, among others. Six Degree, which was launched in 1997, is
generally accepted as the first form of modern social media. In 2002, Friendster was launched
for the US public while MySpace and LinkedIn were launched in 2003. Facebook and Twitter
became available to users in 2004 and 2006 respectively. A large amount of data can now be
found on social media because of the increasing number of users. The available data on these
social networks is of great importance when mined and used for such purposes as analysis and
prediction.
2.1.1 Definition
Although social networks have become an integral part of our everyday lives, it is important to
give a formal definition that that encapsulate them all. A social network can be defined as "a
group of internet-based applications that build on the ideological and technological foundations
of web 2.0 and allow the creation and exchange of user-generated content" [5]. They offer
a web-based service that helps users to create their own profile within a bounded system [6].
Safko [15] views social networks as a set of tools and a technology that allows people to connect
with others and build relationships more efficiently. In the view of Hogan [20], a social network
can be defined through its network - a set of nodes linked with each other by relations. These
nodes can be individuals, groups of individuals or web pages. Hogan [20] observes that these
networks can be grouped into whole, personal and partial networks. A whole network is used to
define the relationships between people within a limited population, where useful active data are
collected in order to make a subjective assessment of individuals’ views and to examine their
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behaviours. A personal network, however, is used to compare the characteristics of people, such
as the size, shape and quality of their personal networks; while a partial network is recognised
as an efficient solution for data collection, as shown in Figure 2.1.
Figure 2.1: Whole, partial and personal network types [20]
From another perspective, social networks can be seen as large-group interventions. In the
popular micro-blogging social network, Twitter, the features can be related closely to the char-
acteristics of a large-group intervention [21] as shown in Table 2.1:
Table 2.1: Similarity between large-group interventions and corresponding Twitter features
Large-Group Interventions Corresponding Twitter Features
Comprehending the requirement for change
(such as business expansion, training needs etc.).
Making decisions based on the analysed opinionated
tweets of customers.
Inspecting the existing facts and
determining what should be changed (in the case
of previous ineffective training sessions).
Predicting the consequences of business actions
through the sentiment analysis of customers’ tweets.
Effecting a change to current procedures (such as
hiring a new trainer with the required expertise).
Changing or continuing business actions based on
the desired outcomes predicted.
Applying and encouraging change and ensuring
that it works (re-tweets, circulating tweets).
Carrying out the business actions and analysing
the feedback generated.
Although large-group intervention exercises are growing, many analysts are of the opinion that
the theory supporting them is not effectively articulated. Large-group intervention is "a struc-
tured process for engaging large numbers of people to enhance the amount of relevant inform-
ation brought to bear on a problem, to build commitment to problem definitions and solutions,
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to fuse planning and implementation, and to shorten the amount of time needed to conceive and
execute major policies, programs, services or projects" [22].
Manning and Binzgar [23] report that most large-group intervention techniques involve a great
number of individuals representing all organizational stakeholder groups that get together in a 2
or 3-day conference to evaluate data, make informed decisions and produce action plans. They
also observe that the effort of large-interventions was often formally earmarked for small groups
at senior levels in the organizational chain of command. Holman and Devane [21] highlighted
six conditions that were they employed to determine large-group interventions. Each method of
doing so had to:
i involve individuals in an important way;
ii find out and generate contributed assumptions;
iii come with fundamental exploration;
iv continue to be used for a minimum of 5 years;
v offer a methodological procedure for change; and
vi be competent at producing remarkable benefits from a modest level of resources.
2.1.2 Types of Social Network
Generally, social networks can be divided into content-centric and user-centric platforms.
1. Content-centric: These are informational platforms where users post on a variety of
topics. These posts can be commented on or forwarded by other people. Usually, the
comments add more information than the original posts held. Popular examples of a
content-centric platform are blogs such as Twitter, Tumblr and WordPress. Twitter is a
microblog that allows users to interact and communicate with others. Users are able to
broadcast real-time messages called tweets of up to 140 characters in length. These tweets
can take the form of texts, pictures or videos in which people express their opinions,
inform others of breaking news, activities or events. These tweets can be used for a
variety of research in different fields [24]. Other examples of a content-centric platform
include YouTube and Flickr, where users share images, videos and discuss contents posted
by other people. On Last.fm (a music website), users listen to audio songs and receive
suggestions on related tracks, based on the choices made by previous users [25].
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2. User-centric: These platforms emphasise the identity of the users, supplying profile and
personal interests of each [12]. Users can update their status, share pictures, videos and
links. A popular example of this type of social network is Facebook. It is estimated that
57% of online American adults use Facebook and 64% of these adults check their profile
on a daily basis [26]. Similar platforms include MySpace and Bebo. Another method of
representing users as they are is by depicting their appearance and personality as avatars
in a virtual world [27]. An example of this is "second life". Users can interact through
voice chats and messages. These user-centric platforms can be used to select candidates of
interest, conduct interviews and recruit specific people by checking or sorting users’ pro-
files. This method of recruitment is more cost-effective than the conventional recruitment
process [28].
Twitter, both a user-centric and content-centric platform, has been chosen as the social medium
to be analysed in the present work, since its data are publicly available and each tweet is small
enough to crawl, store and process easily. People share news and opinions in real time on
Twitter. Petrovic et al. [29] observe that Twitter communicates news faster than a conventional
news system. They analysed tweets and news articles over a 77-day period and found that local
and minor events were reported in more detail in Twitter than in other news sources. Although
the increasingly large data due to its characteristics of speedily updating and disseminating
information provides a more accurate view of users in sentiment analysis, the latter can be a
difficult task. As David Ediger et al. [30] observe, analysis of Twitter data poses a challenge
both from the hardware and software points of view, because of their abundance. These writers
used the Graph Characterization Toolkit (CT) to analyse a cloud of conversations and ranked
famous personalities such as actors and actresses from their analysis.
2.2 Twitter Analysis in Business
Organizations can engage in online dialogues to enhance their prosperity by using social net-
work platforms such as Twitter. Lovejoy and Saxton [31] show how non-profit organizations
are using micro-blogging applications to analyse their business activities; they classify these
organizations into three categories: information, community and action. Waters and Jamal
[32] identify four models of public relations by which non-profit organizations communicate
through Twitter: public information, press agentry and both one-way and two-way communic-
ation. The study concludes that these non-profit organizations are more likely to use one-way
communication than the more rewarding two-way communication. The creation and manage-
ment of internal and external relational networks are critical factors in the success of innovative
and small companies. Relational networks represent the aggregation of interactions through
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membership in official organizations and relational encounters that business owners create and
nurture with providers, distributors, consultants and customers, or some of the wide range of
additional social contacts including friends, loved ones and acquaintances [33].
In a study conducted by Barnes and Andonian [34], it was observed that the top 200 of the For-
tune 500 companies on the 2011 listing had an active Twitter account - being active was defined
as having had an update in the past thirty days. An extended study was made by Rybalko &
Seltzer [35] in order to investigate how the 500 richest companies benefited from building an
online relationship with the stockholders when they started using popular social networks such
as Twitter. A dialogue can be fostered between the company and the public through social net-
works, in order to present useful information about the organizations and to arrange dialogic
loops and continuous online customers care. Wigley & Lewis [36] examine how the engage-
ment between the companies and the stakeholders can be made through Twitter. It shows that
positive Tweet were received from the highly engaged companies in particular when the com-
pany holds a practised dialogical communication. On the other hand, less engaged companies
can receive more negative tweets because of lack of communication. Jansen et al. [37] examine
two approaches related to micro-blogging: the first one is companies’ use of micro-blogging as
electronic ‘word-of-mouth’ in order to share consumers’ opinions and concerns about products,
services or brands. The second one examines the overall structure of a micro-blog posting, the
types of expressions and the movement in positive and negative sentiment. It has been observed
that companies can use micro-blogging in order to explore their branding strategy.
Web communication and social network activities and trends are closely related to the concept
of co-creation as a marketing and business activity. Co-creation focuses on the generation and
consistent realization of shared company-consumer value. Because co-creation is generally
assumed to be a personal activity, little is known about the collaborative customer participation
process and the implications for the customer and the brand of the combined effort of social
networks and co-creation [38].
2.2.1 The Benefits of Social Networks to Business
Social networks offer many benefits to businesses which know how to mine and process vast
amounts of available data on the social media. They thus obtain useful information which can
help in decision-making and learning the required actions. A few of these benefits are discussed
below.
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2.2.1.1 Analytical resources
Companies use social networks to analyse the efficiency and effectiveness with which they
meet their customers’ needs [39].This in turn influences their overall strategy. The feedback
of customers can be consulted to learn their expectations and to monitor whether these are
being met. Companies can also create awareness of new products or services and monitor the
acceptability rate of these innovations. This is particularly useful during the development phase
[34], since it makes customers feel that they are part of the developments if their concerns and
suggestions are appropriately addressed. This also increases the acceptability rate. For example,
companies can monitor the buying patterns of customers or groups of customers to enable them
to discover which products - their key products - occupy the largest percentage of their sales and
the customers or group of customers - key customers - who contribute the largest percentage to
their revenues. This enables the companies to target their marketing activities towards the key
customers and focus on their key products. This task is mostly handled by social business
analysts [34].
2.2.1.2 Crises management and reputation protection
Paul [40] suggests that the rapid adoption of new media has led to a shift in the practice of
crisis management. According to Wright and Hinson [41] “blogging and other aspects of social
media have the potential to bring about dramatic changes to many aspects of public relations”.
In a study carried out by Wigley and Lewis [36] a company in crisis can keep its reputation
if it deeply engages its stakeholders and the public through two-way communication. When
crises ensue, companies need to explain to the stakeholders and the general public what the
root causes are and what current actions they themselves are taking to correct and prevent any
repetition of the occurrence. This can be done through the conventional news media - print,
radio and TV - and the social media. It has been found that social media ‘travels’ faster than
the conventional news media and is more economical. During the 2010 oil spill in the Gulf of
Mexico which affected the coasts of Louisiana, Mississippi, Alabama and Florida - triggered
by an explosion on a platform operated by British Petroleum (BP) - BP did not have a Twitter
presence. It thus could not meet the demand for an explanation through the conventional social
media that it adopted. This led to the severe damage of BP’s corporate image [17]. The lack
of presence in the social media did not allow BP to respond to stakeholders and other people’s
concerns in real time. This had a negative effect on their crisis management. But a new study
by Watson [42] compares the coverage of the BP oil spill by the Gulf Coast journalists and the
Twitter users. The study found that the journalists’ and Twitter users’ attitudes to the crises
was similar but their thematic frames differed. While the Twitter users used a thematic frame
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and focused more on the government’s role, the journalists were found less likely to use a
thematic frame and focused on BP’s role. This analysis reveals that Twitter represented a good
alternative medium. American Airlines in 2008 were confronted with a crisis brought about by
numerous delayed flights. In an attempt to manage the crisis, the airline issued a press release
informing readers how to access the advisory section on its official website; sent updated emails
to its customers and compensated stranded passengers. They claimed to have been monitoring
people’s responses on social media but they failed to engage people whose posts were either
condemnations or commendations. The consequent of the cancellations was estimated to be
$15 million per day [43]. Still, their strong online presence helped them to respond to and
reassure their customers in real time and this had a positive effect on their crisis management.
2.2.1.3 Business-customer relationship
Social networks have improved the communication between businesses and their customers.
Businesses can now track comments on their products and services and respond to them [16].
This has promoted two-way communication and creates a sense of involvement among the cus-
tomers, which can pose an advantage but also a disadvantage. It will be an advantage if com-
panies can quickly and honestly respond to a customer’s concerns and a disadvantage if they fail
to do so [44]. A company which has developed a reputation for quick responses to its followers
can manage the shift from conventional customer service through phone conversations to online
interactions through Twitter and other social networks. Some companies have taken the initiat-
ive to solicit their customers’ feedbacks in order to obtain objective and quantitative evaluation
of the quality of products or services being rendered. This customer feedback can be mined and
evaluated further. Their sentiments with regard to the products or services of the companies can
be classified as positive, negative or neutral. The consequence of evaluating these customers’
data is effective decision-making, such as the customization of products and services to suit
various customers’ needs.
2.2.1.4 New approach to marketing
Tweets reach millions of users quicker than conventional media messages do [45]. This par-
ticular attribute has been harnessed by many companies to launch campaigns for products or
services, and to introduce new products or services. Customers’ anticipation and expectations
of a new product can be created by this means. Another advantage of social network marketing
is its comparatively low cost and quicker results. An example is Blendtec which created a cheap
YouTube campaign that had quickly increased its sales to five times what it had been before
the campaign [46]. Automated sentiment analysis on social networks can help to monitor the
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effect of a marketing campaign in real time, on Twitter in particular. This is consistent with the
experiments performed in this research where users’ classification and clustering improve the
automated sentiment analysis.
2.2.2 The Impact of Cultural Differences
Differences among corporate and public posts on social networks indicate that culture plays a
significant role in shaping the dialogue between organizations and the public in different coun-
tries. This implies that the perspectives of different individuals are influenced by their culture.
By using a cross-cultural perspective, Men and Tsai [39] have advanced the understanding of
relationship cultivation on social networks. Their study examines how companies use popular
social network sites to facilitate dialogues with the public in two countries with diverse cultures:
China and the United States. The study demonstrates that while the specific tactics - relation-
ship cultivation strategies; having corporate posts and customers posts on corporate pages - vary
across the two markets, the companies in both countries have recognized the importance of so-
cial networks in relationship development and have employed the appropriate online strategies
(disclosure, information dissemination, interactivity and involvement). Furthermore, the ways
of and reasons for using social network sites are different, depending upon the social and cul-
tural milieu [47, 48]. These studies examine the mixed and complex nature of social influence
to understand how the cultural context shapes the use of social networks by considering the
weight of motivation in different countries. This study shows that a single type of dialogue
does not apply across cultural boundaries. Companies’ messages must adapt to different target
cultures to produce efficient results. In this research, it is important to understand the cultural
background of the companies’ target community which reflects a deeper understanding of the
Twitter users’ sentiment and the user network structure.
2.3 Twitter and Data Analysis Techniques
It has been estimated that more than 316 million per month active Twitter users post approx-
imately 500 million tweets per day in 35 languages [49]. This quantity of data contains useful
information when gathered and analysed. Various techniques of Twitter data analysis, both
manual and automatic, have been proposed by different authors, a few of which are discussed
in this section.
16 2.3 Twitter and Data Analysis Techniques
2.3.1 Network Structure
Twitter can be classified as a user-centric platform because it possesses “high degree assort-
ativity, small shortest path lengths, large connected components, high clustering coefficients,
and a high degree of reciprocity” [50]. Degree assortativity measures the preference for similar
vertices of a graph to attach to one another [51]. Each path length is the number of move-
ments along the edges required from one user to reach another. Therefore, shortest path length
measures the closeness of users’ connection [50]. Clustering coefficients are a measure of the
fraction of users whose friends are friends of one another [52]. In this case, users are followed
by other users because of who they are or of their offline relationships such as following a cousin
or a colleague. However, it tends to be content-centric when the ‘follow’ attribute of Twitter is
considered. A user follows a company primarily to receive news about its products and services.
A basic attribute that can be used to differentiate user-centric platforms and content-centric plat-
forms is the degree assortativity a measure of the closeness of a graph’s virtues [50]. In most
cases, the assortative measure for user-centric platforms is typically between 0.1 and 0.4 [53].
For example, a measure of Facebook’s assortativity is 0.226. In their analysis of the Twitter
follow graph, Myers et al. [50] observe that Twitter exhibits the characteristics of being user-
centric in some ways and the opposite characteristics in some other ways. Twitter contains two
user-centric attributes: The more users one follows, the higher the probability of these users fol-
lowing other users. As the number of one’s followers increases, the higher the probability grows
of the users being followed, following other users. The opposing attributes to a user-centric plat-
form exhibited by Twitter include: The greater the number of users being followed, the lower
the probability of growing the number of their followers; and as the number of one’s followers
increases, the number of users being followed, following other users’ followers, decreases.
Myers et al. [50] observe that the behaviour of Twitter as both user-centric and content-centric is
with respect to the users. They argue that when a new Twitter user is more interested in content,
this influences the people that the user follows, such as users with many followers, companies
or popular periodic events. The tendency of the user to follow this set of users decreases with
time as the user begins to consider more than content, but factors such as common interests will
further influence the choice of whom to follow. The user is said to be homophily - driven -
users with similar interests have a higher probability of following one another than users with
different interests [54].
The visibility of a tweet posted by a user is in proportion to the number of the user’s followers.
Unlike most user-centric platforms, Twitter users cannot invite other users to be their followers.
Other than posting personal information, users can also join important and ad hoc conversations,
generally preceded by the hashtag symbol. Rossi and Magnani investigate the factors that affect
2.3 Twitter and Data Analysis Techniques 17
the acquisition of new followers [55]. Logically, one may think that the level of activity of a
user in a conversation will strongly influence the increase in the user’s number of followers.
Although this affects the followers’ acquisition, it is not as strong as the number of mentions
of a user, or the number of retweets of a user’s original tweet. They conclude that in order to
acquire new followers, a user not only has to be active, but s/he must pay attention to the content
of this tweet in order to increase the probability of replies or retweets. This is consistent with the
observation of Myers et al. [50] that Twitter is both a user-centric and content-centric platform.
2.3.2 Sentiment Analysis
Sentiment analysis aims at determining opinions, emotions and attitudes reported in source ma-
terials such as documents, short texts and sentences from reviews, blogs and news among others
[56, 57, 58]. Opinion mining and sentiment analysis have witnessed significant developments in
research over the past few years. Consumers and users have enthusiastically raised their voices
and expressed their sentiments - which can be positive, negative or neutral - in the form of tex-
tual posts on social media for virtually anything they care about. Sentiment analysis has been
applied to predict best travel destinations [59], public opinion in political debates and the sub-
sequent elections [60], online reviews and product sales [61]. The large volume of opinionated
data poses severe challenges for data processing and related sentiment extraction. Contempor-
ary solutions such as machine learning have been proposed for the sentiment analysis of online
textual data [62]. Existing machine learning approaches have given promising results [63].
2.3.2.1 Importance of sentiment analysis in Twitter
The importance of sentiment analysis in Twitter grows by the day, as evident from the following
instances. The recent terrorist events in Boston, USA; Woolwich, London, the UK and Borno,
Nigeria sparked widespread reaction and news reporting via social media. In each case informa-
tion pertaining to the events had both positive and negative impacts in the immediate aftermath.
In relation to positive impacts, Twitter was used by law enforcement officials and journalists to
request information and relay assurances to the public. On the negative side, in Boston the vast
amount of information posted by the public on Twitter led to law enforcement becoming over-
whelmed with multiple lines of enquiry. In the UK a number of arrests were made following
the event, due to the allegedly religiously offensive comments being posted on Twitter [64]. In
Nigeria the then incumbent government was labelled weak due to the antagonistic commentar-
ies posted on Twitter. In each case, the tension expressed in each tweet affects its propagation
by retweets. The potential damage of these tweets can be minimized by direct engagement with
the users to provide the required update and clarify any pressing issues.
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2.3.2.2 Sentiment analysis approaches
Sentiment analysis is a process of determining the orientation of public opinion, which can
be positive, negative or neutral. It is a method used to extract subjectivity and polarity from
public opinion, usually in textual form. The two main sentiment analysis approaches are the
lexicon-based method and machine learning.
1. Lexicon-based approach
The lexicon-based approach involves the calculation of a document’s orientation from the
polarity and strength of words, phrases, or texts [65]. It is often assumed by researchers
that words have prior polarity - that is, that words have an inherent polarity independent
of their use in context. The classification involves building classifiers from predefined
instances of texts and sentences [56]. These instances make up the dictionaries which can
be created manually or automatically through the use of seed words - sets of words with
strong positive or negative associations - to expand the existing list of words [66]. The
popular dictionaries used by various researchers are based on adjectives, adverbs, nouns
and verbs. The polarity of a document based on these dictionaries involves three steps:
construction of word/value pairs; replacement of the words in a document with their val-
ues; and aggregating the values. Generally, the orientation of a document is determined
by the aggregated effects of the values of the words as ranked in their dictionaries. The
values of these words can be constructed on weighted values by modifying them through
intensifiers. Some of the popular opinion lexicons in use are WordNet and General En-
quirer. But the general assumption that a word or phrase has an inherent polarity is a
major drawback of this method. Most of the posts on social network are informal and
words can be of different polarity, depending on the context in which they are used.
2. Machine learning approach
The other approach of sentiment analysis is machine learning, machine learning involves
parameter-value pairs. The parameter represents the existing words; the value represents
their frequencies if the position of the words in a document is ignored [67]. In this re-
search, tweets were collected to produce their representatives’ bag-of-words, discarding
all information about the order of words. The text in each tweet and user profile was
used to form the bag-of-words excluding the words in the stop-word list. Each word was
stemmed using the built-in capabilities of the software AlchemyAPI and the frequencies
of each stem were computed for each tweet. The machine learning classifiers are de-
scribed in the eponymous subsection 2.3.2.3. AlchemyAPI has been used in this work
as a principal automated sentiment analysis method because of its robust and simple in-
terface. AlchemyAPI was also able to provide a discounted subscription package for
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research purposes that enabled the required dataset to be processed without restriction
and at no extra cost. AlchemyAPI have also been used successfully in previous related
research [68, 69, 70]. However, there are a number of different automated sentiment ana-
lysis tools such as Sentistrength [71],SentiWordNet [72] and SenticNet [73] but all of
them suffer from similar problems as highlighted in the following section.
2.3.2.3 Problems of sentiment analysis in Twitter
As with most Natural Language Processing (NLP) tasks, sentiment analysis is faced with chal-
lenges that can negatively impact on its accuracy. Some of the notable challenges are:
• Context: When a text expresses an opinion, context plays a huge role in determining
its true polarity. In order to boost the accuracy of sentiment analysis systems, domain
specific knowledge and context awareness often play an important part. A particular
opinion word that is considered positive in one situation or domain may be considered
negative in another scenario [74]. For example, "stubborn" can be classified as positive in
"The Prime Minister is stubborn, he will not give in to the pressure of smugglers", whereas
the same "stubborn" can be classified in the negative domain in "What a stubborn Prime
Minister, he will not listen to wise counsel". However, generic sentiment analysis systems
often fail to account for these idiosyncrasies, thus lowering their accuracy. In addition,
the sparse nature of tweets (140 characters at most) makes it difficult to effectively convey
context - which may refer to local tweets in the timeline.
• Presence of ambiguous terms: updates shared on Twitter contains many ambiguous
terms such as misspelt words, abbreviations, ad hoc short forms, emoji, social media slang
and many other irregularities that are not within the confines of a standard language. The
presence of these terms can significantly affect the accuracy of traditional NLP tools for
Twitter sentiment analysis. For instance, when carrying out parts of speech tagging, the
models in use are often trained on lexically correct grammar, which makes them ineffect-
ive on the incorrect ones frequently expressed on Twitter. Furthermore, misspelt words
and abbreviations result in inconsistencies in word count when using statistical techniques
[75].
• Diversity in user expression and validity of opinion lexicons: in techniques using
dictionary-based methods such as a lexicon of opinion words, the effectiveness of the
setup heavily depends on the accuracy of the lexicon. This introduces additional ambi-
guity because many words are neither positive nor negative in absolute terms but rather
depend heavily on the context in which they are used. In addition, some individuals tend
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to use unusual words to express emotions [56]. For instance the use of negative adjectives
to express emotion is common on social media, for example, "the movie is insanely awe-
some". While this tweet can be easily interpreted by humans and classified as positive,
the use of ’insanely’ in describing the movie introduces ambiguities into knowledge-based
methods.
• The use of slang and sarcastic words: Twitter is a casual form of social media where
people frequently use slang and sarcasm, giving words several conflicting meanings. This
can also negatively impact the efficiency of generic sentiment analysis systems [76]. The
operation of most automated sentiment analysis tools depends on predefined algorithms.
Such settings dictate which tweet content will be viewed as relevant and which content
will be identified as irrelevant. If the automated programme is too general, there is a
possibility that a great deal of irrelevant content will be included in the brand, product or
service evaluation. Similarly, if the programme or tool is very sensitive, a great amount
of relevant content may be excluded from the evaluation process.
2.3.3 Supervised and Unsupervised Machine Learning
The term machine learning includes algorithms, which operate by building a model from input
data and then using this model to make predictions for decision making [77]. Machine learning
is primarily divided into supervised [78] and unsupervised learning [79] paradigms. Supervised
learning is termed target-based learning [78], whereas unsupervised learning is a target free
learning criterion [79]. Feature selection [80] and feature extraction [81] are two major tech-
niques used in machine learning for dimensionality reduction. Feature extraction transforms the
existing features into a lower dimensional space whereas feature selection selects a subset of the
existing features without transformation [82].
2.3.3.1 Text categorization (supervised machine learning)
Text Categorization (TC) has been shown to be a powerful building block in several information
frameworks and methods of data management. Automated text categorization is attractive be-
cause it liberates the classifier from manually curating document databases, which, as the num-
ber of documents increases, can be time-consuming and inefficient. In addition, automated text
classification is applied using information retrieval (IR) technology and machine learning (ML)
technology, which are more accurate than manual optimization. Published approaches mainly
assign text to a specific category by comparing them with a bag-of-words model of documents.
However, during this process the linguistic features such as micro-text [83], semantics [84] and
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syntax recognitiion [85] are still ignored in the automated learning. Spam recognition and filter
are widely used examples of applying text categorization whereby received emails are automat-
ically categorized as spam/junk or non-spam [86]. Applying text classification in practice is an
interesting topic for research since so much text-based data is generated every day. A deep un-
derstanding of text classification gives researchers the chance to develop new applications, for
they can easily obtain data which require classification, including emails and micro-text. Early
techniques used in text categorization were built up from linear classifiers, which focused on
efficiency. Other aspects of text categorization include, for example, leveraging cross-category
dependencies, ways of "borrowing" training examples surrounded by mutually dependent cat-
egories and ways of discovering latent structures in a functional space for the joint modeling of
dependent categories [87, 88]. Current research focuses on classifying data according to topic;
other types of classification are also interesting, for example, classifying data by sentiment: or
determining whether a review is positive or negative [76] or, when texts are being classified,
whether a text is misleading or not. Nevertheless, the models and procedure for topic categoriz-
ation are also significant in these problems and some remarkable deliberations over the qualities
of the categorization seem to be the best guides for improving performance. Notable current
applications include the use of text mining techniques to predict the rise and fall of the stock
market. For instance, [89] used the classifier ANN (Artificial Neural Network) on Twitter data
to understand users’ moods in relation to the stock market and on this basis to predict its fluctu-
ations. [88] predicted the results of stock market indicators such as the Dow Jones, NASDAQ
and S&P 500 by analyzing Twitter posts. [90] is an exploratory study of Twitter user attribute
detection which uses simple features such as n-gram models, simple sociolinguistic features
such as the presence of emoticons, statistics about the user’s immediate network such as the
number of followers/friends and retweet frequency as communication behaviour. Common-
sense knowledge-based approaches for text analysis have also gathered plenty of buzz in this
field of research. Some of the notable machine learning classifiers include:
• Support Vector Machines (SVM): Support Vector Machines are discriminate classifiers
formally defined by a separating hyper-plane which is efficient for text categorisation.
SVMs were developed from statistical learning theory by Vapnik & Vapnik [91] on the
basis of the structural risk minimisation principle. The algorithm classifies opinionated
text vectors by separating it into positive and negatives classes with a hyper-plane, which
can be further extended to non-linear decision boundaries using the kernel trick [63].
• Naïve Bayes (NB): The Naïve Bayes classifier is a probabilistic classifier based on apply-
ing Bayes’ theorem (from Bayesian statistics) with strong (naïve) independent assump-
tions. A more descriptive term for the underlying probability model would be the “inde-
pendent feature model”. NB classifiers have worked unexpectedly well in many complex
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situations in practice [92].
• Decision Tree (DT): A decision tree is a tree in which each branch node represents a
choice between a number of alternatives and each leaf node represents a decision [93].
Decision trees are easily interpretable, because the tree structure can be represented graph-
ically and we can follow branches down the tree according to the input variables, requiring
less training time.
• K-Nearest Neighbour Classifier: The K-nearest (KNN) classifier is an instance based
classifier that relies on the class labels of training documents which are similar to the
test document. Thus, it does not build an explicit declarative model for the class. KNN
classifications proceed in two stages; the first determines the nearest neighbours and the
second determines the class using those neighbours [94].
2.3.3.2 Clustering (unsupervised machine learning)
Data clustering is the process of identifying natural groupings or clusters within multidimen-
sional data based on some similarity measures [95]. Clustering can be defined as “the organ-
isation of a collection of patterns (usually represented as a vector of measurements, or a point
in a multi-dimensional space) into clusters based on similarity” [95]. While classification is su-
pervised learning in which the categories are known beforehand and given in advance for each
training document, clustering is the unsupervised version of in which the goal is to discover
the natural grouping (clustering) of patterns [96]. In clustering, there is no predefined class but
groups of cognate documents are sought. Clustering algorithms are used in many applications,
such as image segmentation [97], vector and colour image quantization, data mining, compres-
sion and machine learning [98]. The first studies of cluster analysis were conducted in the field
of analytical psychology. According to Bailey [99], it was Robert C. Tryon who originally con-
ceived clustering and first applied it to psychological data in 1930. It was not until three decades
later, in 1965, that the method was implemented as part of a software package, following the
introduction of the first modern computer, at the University of California. Tryon referred to this
particular practice of clustering as variable analysis or V-analysis. The main purpose was to
identify composites of abilities that could serve as more "general" and relevant descriptors than
the whole set of scores, to provide a more accurate analysis of human differences. This clus-
tering method, called "key-cluster factor analysis", was proposed as an alternative to the factor
analysis generally adopted at the time. In recent years, researchers have focused on various
problems such as the summarization and detection of topics for Twitter messages, as well as the
mass clustering of tweets. For example, TweetMotif [100] (an exploratory search application
for Twitter) uses an unsupervised approach to message clustering. The weakness of this method
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as presented in [100] is that it does not report metrics on the system performance, nor provide
comments on the generalizability of the approach. This happens due to the lack of applicable
performance metrics and gold standard labels. Another application of unsupervised techniques
on Twitter data, given by [101], focuses on predicting the geo-location of a tweet based on the
text in the tweet, which made use of the geo-tagged information in the tweets as the gold stand-
ard label for measurement. In [102] the authors propose a novel clustering hashtag criteria for
tweets. The authors argue that two hashtags are similar if they co-occur in a tweet. As in [103],
the authors expand this concept by introducing a novel method for measuring the similarity
between two hashtags. The authors use a larger set of hashtags and test several clustering meth-
ods instead of focusing on only one. Another work on clustering text-related entries typically,
to make clustering computationally feasible, focuses on a bag-of-words model that takes all the
words of the entity followed by dimensionality reduction [104, 105]. Since Twitter provides
a constant stream of real-time updates from around the globe, much research has focused on
detecting noteworthy, unexpected events as they rise to prominence in the public feed. These
include the detection of influenza outbreaks [106], seismic events [107] and the identification of
breaking news stories [108]. These applications are similar to the efforts to stream data mining
focused on other media outlets such as [109]. Clustering has a number of algorithms; one of the
most popular, which is used in this study, is K-Means.
K-Means
Assuming that some elements are drawn from a certain probability distribution, objective of k-
means is to find the values of the prototype vectors to minimize the error [110]. In the k-means
algorithm, the search for the optimum weights of the prototypes is performed iteratively through
a stochastic gradient descent on the error surface. For example, n data points are divided into
k clusters such as to minimize the distance between each data point and the centroid of the
nearest cluster. Two major methods have been used to measure the distance between any data
point and the centroid of the nearest cluster: Euclidean distance and Cosine distance. In this
study, Euclidean distance was used to measure the distance between the centroid of k clusters
and the data points. The main advantages of k-means are its fast convergence and thus the low
computational cost of the algorithm [111]. It is one of the simplest partitional algorithms [112].
K-means clustering is one of the most widely used clustering techniques in the commercial
field and also works efficiently on high dimensional data [113]. The k-means algorithm is very
easy to implement and its linear time complexity makes it suitable for very large amounts of
data [112]. However, the main limitation associated with k-means algorithm is its proneness to
converge to a local optimum, depending on the choice of the initial prototypes. The k-means
clustering algorithm attempts to split a given dataset into a fixed number (k) of clusters. Initially
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k number called centroids are chosen. A centroid is a data point at the centre of a cluster. In each
centroid is an existing data point in the given dataset, picked at random, such that all centroids
are unique (ci and cj , ci neq cj). The resulting classifier is used to classify the data (using k = 1)
and thereby produce an initial randomized set of clusters. Each centroid is thereafter set to the
arithmetic mean of the cluster it defines. The process of classification and centroid adjustment
is repeated until the values of the centroids stabilize and converge. The final centroids will
be used to produce the final clustering of the input data, effectively turning the set of initially
anonymous data points into a set of data points, each with identified class.
2.4 Evaluation Measures
Some of the common systems of measurement to evaluate information retrieval methods are
precision and recall and F-measure. These metrics are used for validating accuracy in different
ways, yet they can be applied to other purposes also and are useful in describing how Twitter
classification methods are successful. In data mining, precision is generally defined as the
ratio of true positive documents to the documents that are correctly real positives, that is, the
summation of true positive and false positive documents [114] as shown in Equation 2.1. Recall
is the ratio of true positive documents to those that are correctly predicted, that is, the summation
of false negatives and true positives [114], as shown in Equation 2.2.
precision =
true positives
true positives+ false positives
(2.1)
Recall =
true positives
false negatives+ true positives
(2.2)
In their study to assess retrieved tweets, Castilo et al. [115] define precision as the ratio of the
number of correct credible classifications to the number of total classifications made and recall
as a ratio of the correct classifications to potential classifications (see Equations 2.3 and 2.4).
precision =
Number of correct classifications
Total classifications made
(2.3)
Recall =
Number of correct classifications
Total number of potential classifications
(2.4)
In another study carried out by Hong et al. [116] they observed that the goal is to maximize
both precision and recall. In their efforts to determine the interestingness of tweets, they defined
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precision as a ratio of the number of interesting tweets available to a user to the total number
of available tweets to a user and recall as a ratio of the number of interesting tweets available
to a user to the number of interesting tweets available to all users. They conclude that recall
increases with the increasing number of followers while precision decreases with the increasing
number of followers. This form of measurement was also employed by Pak and Paroubek
[117] in their sentiment analysis method in order to determine if a tweet is positive, negative
or neutral. The authors used accuracy and decision instead of precision and recall respectively.
They defined accuracy as precision was defined by Castillo et al. [115]. On the other hand, they
defined decision as:
Decision =
Number of retrieved tweets
Number of all tweets
(2.5)
In the present study however, precision is the ratio of the number of tweets that correctly cat-
egorized by automated sentiment tool to the number of total categorizations made automatically;
and recall as the number of correct automated sentiment categorizations to the total number of
manual sentiment categorizations of tweets as mathematically shown in Equations 2.1 and 2.2.
The categorization of a tweet into positive, negative or neutral is correct if decisions such as pre-
dicting the market trend for a business is consistent with the categorization. Another widely used
quality metrics are the F-measure and the accuracy; these are also used in this research. They es-
sentially measure the quality of sentiment methods. This statistical tool is the harmonized mean
of precision and recall while the accuracy is the total correctly classified tweets normalized by
the total number of tweets [118]. They can be mathematically described as follows:
F −measure = 2×
(precision× recall
precision+ recall
)
(2.6)
Accuracy =
true positive+ true negative
true positive+ false positive+ true negative+ false negative
(2.7)
Additionally, this study uses sensitivity and specificity measures to verify the clustering al-
gorithm. Sensitivity also known recall or true positive rate while specificity called true negative
rate [114] that defined as:
Specificity =
true negative
true negative+ false negative
(2.8)
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2.5 Conclusion
Social media platforms such as Twitter and Facebook have proven to be a powerful communic-
ation media for companies in recent years. This work aim to use sentiment analysis techniques
to analyse company communication from Twitter. It is worthy of mention that Twitter seems to
be the preferred option because of its more compact data size compared to others. Facebook for
instance allows users to write up to 5000 characters while Twitter restricts tweets to a maximum
of 140 characters. Although analysis done on Twitter data could easily be extended to data from
other social media platforms with some modifications. This chapter explored the two major
sentiment analysis approaches, lexicon-based and machine learning. Majority of existing sen-
timent analysis tools are based on these two approaches. Any of the existing tools could have
been successfully used for analysis of the datasets in this research with similar result. How-
ever, only one is used as the overall aim is to compare automated sentiment results with manual
method. In addition, both automated and manual sentiment methods can be combined in some
cases. Automated sentiment performed well with the tweets issued by some user groups and
failed with others. To reduce this problem the indirect tweets issued by specific groups that
difficult to evaluate automatically or give inaccurate accuracy both techniques should be used.
Supervised machine learning is applied to predict the user groups and investigate the role of user
type in the sentiment accuracy. Various classifiers with different algorithms are implemented in
this work to reach the accurate results. In addition, unsupervised machine learning is also used
to investigate the sentiment accuracy within similar group of tweets by applying the k-means as
a popular clustering algorithm.
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Chapter 3
Twitter Usage by Oil Companies
Introduction
This chapter gives an overview of the data used in this research. It explains how the data was
extracted and sets collected. Since tweets may contain other objects, apart from simply words
and phrases, such as hashtags (#), hyperlinks, mentions (@), and retweet (RT) among others;
this chapter also gives brief details of each of these objects as well as comparison of their usage
between the two principal oil companies adopted as a case study.
This study considers two of the biggest oil companies in the world as ranked by the Petroleum
Intelligence Weekly [119]. British Petroleum (BP) based in America represents western, and
Saudi Aramco based in Saudi Arabia, represents Middle Eastern cultural background. Both
companies have active Twitter accounts; and for the remainder of this thesis BP will be referred
to as BP_America and Aramco as Saudi_Aramco. The rationale for choosing these companies
is based on factors such as: similar business size, industry, objectives and the fact that they
are in culturally distinct countries. BP_America is a global oil company located in the U.S.
The company reported revenue was $358 billion in 2014, with 84,500 people employed by the
company worldwide and a production of 3.2 million barrels per day [120]. BP_America joined
Twitter in August 2008 with total 14,800 tweets, 115,000 followers and follow 568 users till
2015. Further, Saudi_Aramco is located in the kingdom of Saudi Arabia, with revenue of $378
billion, 60,000 employees, and production of around 12.5 million barrels per day [121]. In
June 2009 Saudi_Aramco joined Twitter. They have, until 2015, generated 2403 tweets and
were followed by 240,000 followers, and follow 70 users. Another reason why oil companies
were chosen is that they face significant challenges to overcome in their public relations. This
is particularly in light of recent negative environmental issues such as the oil spill in Gulf of
Mexico incident caused by an explosion on a platform operated by British Petroleum (BP) in
2010 [17]. Since their followers on Twitter belong to a wide variety of groups and as such
express many different reactions in their user mentions.
Section 3.1 provides an overview of datasets used in this thesis. The subsection 3.1.1 presents
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the tweet rate over time by the two oil companies. The utilization percentage of Twitter features
(hashtags, hyperlinks, retweets and mentions) and the differences between both companies are
presented in subsections 3.1.2, 3.1.3, 3.1.4, 3.1.5 respectively.
3.1 Overview of Primary Analysis Dataset Collection
A Python script was developed to consume the Twitter API and fetch the tweets from both ac-
counts. The tweets retrieved were stored in a SQLite database for further processing. Two types
of datasets were used in this research: (1) companies tweets (tweets generated by companies)
and (2) companies mentions (tweets generated by users mentioning the companies’ name). The
companies’ tweets datasets were continuously collected from April 2011 to August 2014, while
the "mentions" datasets were collected on two different time periods from November 2012 to
August 2014 (see Table 3.1).
Dataset I (A, B) is the total set of tweets and mentions collected within the given time frame.
Dataset II (A, B) is a subset of Dataset I and represents the tweets and mentions that under-
goes sentiment analysis in chapter 4. Further, Datasets II (B) is used in the classification and
clustering experiments in chapters 5 and 6 respectively.
Moreover, Dataset I was further reduced to Dataset II by modifying the extraction script to
exclude tweets and mentions that are not relevant for sentiment analysis. Tweets and mentions
that are:
• Arabic or any language other than English as the sentiment analysis tool used in this work
is restricted to specific languages and does not support Arabic
• Retweets; as they will amount to duplication of original tweets
Due to the type of companies chosen as case study, the volume of their tweets and mentions is
low compared to companies in other sectors. In addition, the search by Twitter API is focused
Table 3.1: Datasets details
Tweets (A)
April 2011 - August 2014
Mentions (B)
November 2012 - August 2014
Saudi_Aramco BP_America Saudi_Aramco BP_America
Dataset I 1550 5951 4567 5662
Dataset II 1000 1000 3000 3000
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on relevant tweets and not completeness. This means that some tweets and users may be missing
from search results.
3.1.1 Tweet Rate over Time
As shown in Table 3.2, BP_America have a high daily average tweet rate of approximately 5
while Saudi_Aramco have a meagre 1. This difference may be attributed to the cultural and so-
cial differences between the two environments where these companies operate. The information
in Table 3.2 reveals that BP_America daily tweet rate is three times more than Saudi_Aramco.
Table 3.2: The rate of companies’ tweets over time (01/04/2011- 14/08/2014)
Total tweets
Average daily
tweets
Average weekly
tweets
Average monthly
tweets
BP_America 5951 4.83 33.60 140.31
Saudi_Aramco 1550 1.30 8.82 37.60
Figure 3.1: BP_America tweets rate over time
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Figure 3.2: Saudi_Aramco tweets rate over time.
Figures 3.1 and 3.2 show the trend of activities on the Twitter pages of BP_America and
Saudi_Aramco respectively. The spikes seen in these figures are related to some hot topics or
events such as publication of reports, release of products and important talks. For example, on
08/06/2011 BP tweeted (42) tweets because of statistical review of world energy was released.
Another example on 05/05/2014, BP tweeted (55) tweets about America’s Energy Renaissance
event.
3.1 Overview of Primary Analysis Dataset Collection 31
Similarly, figure 3.2 shows the tweet rate of Saudi Aramco is higher on some dates. For example,
on 24/07/2012, they tweeted (11) tweets because of the publication of a new edition of “Aramco
Journal of Technology”:
The tweet rate on 30/12/2012 is (10) tweets; mainly related to the "Traffic and Safety Research
Chair" established by Aramco at the university of Dammam which was considered as a big
research achievement for the company. For example:
3.1.2 Hashtags
A hashtag is a word or unspaced phrase preceded by a hash symbol (#). Hashtags are usually
used as a label or a tag to mark keywords or topics in a tweet [122]. Companies use Hashtags
to categorize their tweets and attract users that may not be followers of their pages, brands,
products, services or events. When users search by hashtags they will find tweets on specific
subject easily than searching for full text of specific tweets [123]. Hashtags also allow trending
topics to be readily identified. The extracted data used in this thesis shows that BP often use
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the hashtag (#BP) in each tweet–a brand hashtag unique to its business. Brand hashtags can be
company name or a tagline (a slogan or phrase convey company theme) that people associate
with a company. They are often short, easy to spell, and memorable. When companies use
brand hashtags consistently potential followers are easily attracted and the company name gets
extended reach. The tweet below is an example of using BP a brand hashtag:
Additionally, companies can use content hashtags which are related to their post such as products,
events or news hashtags. For example:
As shown in Table 3.3 the average number of hashtags used by BP is 1.62 per tweet while
Aramco used 0.79 hashtags per tweet. After investigating Aramco tweets, the brand hashtag
(#SaudiAramco) seems not to be used consistently whereas content hashtags are used more in
special events or when important news is released. A good example of a hashtag in Aramco
tweets is:
Table 3.3: BP_America and Saudi_Aramco hashtags usage (01/04/2011- 14/08/2014)
Total tweets Average daily tweets Average weekly tweets
BP_America 5951 9670 1.62
Saudi_Aramco 1550 1231 0.79
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3.1.3 Hyperlinks
Hyperlinks in social network sites reference other data or webpages. In Twitter, all hyperlinks
(URLs) posted in tweets are automatically shortened to a maximum of 22 characters by Twitter’s
links shortener service (t.co) in this format: http://t.co. This service allows users to share
long URL without exceeding the character limit and also check links against a list of potentially
dangerous sites to protect users [124]. Companies can use hyperlinks in their tweets to drive
users to their websites, blogs or any related sites. Hyperlinks can be internal which lead to
companies’ websites or external which lead to different websites. It is clear that both BP and
Aramco post links in most of their tweets, however, the main difference between them is the
type of links that they share. Table 3.4 shows that BP frequently post external links to other
websites such as YouTube to clarify projects or issues, while Aramco often shares internal links
referring to information on its website.
Table 3.4: BP_America and Saudi_Aramco hyperlinks usage (01/04/2011- 14/08/2014)
Total tweets Total hyperlinks Hyperlinks per tweet
Total internal
Hyperlinks
Total external
Hyperlinks
BP_America 5951 4635 0.78
878
(18.94%)
3757
(81%)
Saudi_Aramco 1550 1307 0.84
821
(62.81%)
486
(37.18%)
3.1.4 Retweets
A retweet (RT) is an original tweet that has been re-posted by another user and appears as
(RT@ user name). Twitter users can use the retweet feature to share and spread any tweet to
their followers [125]. Users can retweet any kind of information from other users even if they
are not followers and such tweets will be visible on their timeline as a normal tweet. Companies
use the retweet feature to distribute interesting and positive tweets published by other users
about their company. This can be a good way to attract more followers. From Table 3.5 it is
obvious that both BP and Aramco have a relatively low percentage of retweeting of other users’
tweets. Less than 1% of their tweets were retweeted and these tweets are often related to other
company’s department Twitter accounts, for example:
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Table 3.5: RT rate of BP_America and Saudi_Aramco (01/04/2011- 14/08/2014)
Total tweets Total RTs Percentage RTs
BP_America 5951 4635 0.09%
Saudi_Aramco 1550 56 0.04%
3.1.5 Mentions
A mention is a tweet which contains another Twitter username, preceded by the “@” symbol
(example: @username) [126]. Mentions appear in the recipient’s timeline if they are following
the sender but can also be sent from followers or non-followers. Companies can engage directly
with users who mention their Twitter user name. Monitoring mentions helps companies to work
out issues before they escalate to preserve their reputation and publicly respond to complaints.
Mentions also give the company a good idea about the categories of their online followers
and their trends. Companies usually have high mention rate when they are involved in events
that affect fellow Twitter users. Table 3.6 and 3.7 shows the mention rate of BP_America and
Saudi_Aramco respectively. The unusual spike seen in Figure 3.3 of BP_America mentions was
the period when an oil spillage court case was decided against BP_America, hence the high rate
of mentions from Twitter users hailing the court decision [127]. Below are a couple of mention
examples:
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Table 3.6: The rate of BP_America Mentions over two time period
Time period Date Total tweets
Average daily
mentions
Average weekly
mentions
Average monthly
mentions
I (3 months) 09/11/2012 - 06/02/2013 1656 32 226 574
II (2 months) 15/06/2014 - 22/08/2014 4006 114 696 1501
Figure 3.3: BP_America mentions rate for period 1 between 09/11/2012 and 06/02/2013
Figure 3.4: BP_America mentions rate for period 2 between 15/06/2014 and 22/08/2014
It is clear that the average rate of Saudi_Aramco mentions is lower than BP_America as in-
dicated in Table 3.7. Some information and news released from Aramco resulted in increased
mention rate; as seen in Figure 3.5, the spike shows large amount of mention in that date, a
couple of mention examples from this date include:
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Table 3.7: The rate of Saudi_Aramco mentions over two time period
Time period Date Total tweets
Average daily
mentions
Average weekly
mentions
Average monthly
mentions
I (3 months) 05/11/2012 - 06/02/2013 1327 28 197 800
II (2 months) 20/06/2014 - 28/08/2014 1672 84 495 708
Figure 3.5: Saudi_Aramco mentions rate for period 1 between 05/11/2012 and 06/02/2013
Figure 3.6: Saudi_Aramco mentions rate for period 2 between 20/06/2014 and 28/08/2014
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3.2 Conclusion
A review of tweets extracted from the Twitter pages of BP_America and Saudi_Aramco over
a given period of time shows that BP_America have a more pronounced online presence than
Saudi_Aramco. This is also evident in their use of other Twitter features such as hashtags
(#), hyperlinks, mentions (@), and retweet (RT) among others. Saudi_Aramco have limited
use of Twitter and other social media tools may be attributed to the more reserved culture of
individuals from the Middle Eastern part of the world. Further features can be used in Twitter is
“favourite” feature with star icon which changed lately in 2015 to “like” feature with heart icon
(after the data collection period of this theses). Users usually favourite interesting tweets even
positive or negative. That means this feature does not support the sentiment polarities decision.
In future work, using “like” feature by users when they like company’s tweets will be examined
to evaluate its role in the sentiment analysis and user categories classification.
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Chapter 4
Sentiment Analysis
Introduction
Sentiment Analysis or (Opinion Mining) refers to the research area that deals with extracting
the opinion or emotion conveyed in text [128], and is commonly handled as a Natural Language
Processing (NLP) task. Sentiment information is found in text across diverse domains such
as product reviews, tweets, blog comments, movie reviews, instant messaging and many other
sources of textual information.
Social media platforms such as Twitter allow people to share experiences and user opinion
across a wide range of different sectors. The public information found on Twitter is therefore a
valuable source of data to be mined to investigate sentiment in different domains. At the time of
this research, no application of sentiment analysis to the oil sector was found neither was there
any of similar approach to this work. Oil companies were chosen because they have significant
challenges to overcome in their public relations. This is particularly true in the light of negative
environmental issues usually blamed on this sector. In addition, Twitter users who follow or
mention these companies belong to a wide variety of groups and as such express many different
opinions in their tweets.
The research work presented in this chapter focuses on investigating the sentiment expressed
about oil companies across different cultures. The tweets collected and described in chapter 3
are analysed and investigated in order to identify any differences between the public and stake-
holders opinions, and if any cultural factors can be discerned. The hypothesis is that the way
people express themselves in different cultures will be evident in their tweets. The analysis
performed in this work is referred to as sentiment polarity classification, which involves clas-
sifying tweets as either positive, negative or neutral. Two techniques are used for this task:
(1) manual human classification through online crowdsourcing platforms, and (2) an automated
method through the AlchemyAPI. The manual sentiment analysis technique represents the gold
standard or ground truth as it is conducted by humans. While it is hard for machines to cor-
rectly identify the different types of emotions expressed through the complexities of human
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language, human judgment can detect this easily. This chapter aims to rigorously evaluate the
effectiveness of existing automated technique compared to the manual method, across different
user groups and cultures.
This chapter is organized as follows: Section 4.1 presents sentiment analysis techniques in-
cluding manual and automated approaches used in this research. Some experimentation details
regarding results and an initial comparison in two phases are explained. Firstly, between two
techniques of sentiment analysis and secondly, between the sentiments (positive, negative or
neutral) expressed by the tweets of BP_America and saudi_Aramco are discussed in Section
4.2. Finally, the companies’ mentions are classified into different groups and analyse the senti-
ment for each group by both manual and automated techniques and then combine them to suit
each category in section 4.3.
4.1 Sentiment Analysis Techniques Used in This Work
This section looks to the manual sentiment to know what the real sentiment is then investig-
ate how close the automated sentiment is to that. To achieve that two distinct methods were
used for sentiment analysis in this research. The first is a manual technique which involves
humans annotating tweets with the sentiment polarity conveyed. The second technique used is
an automated technique using the AlchemyAPI. The aim of using automated and manual senti-
ment techniques is to investigate the effectiveness of automated tools compared to the manual
method. The intricacies of both methods and the motivation for choosing AlchemyAPI as a
representative of automated tools are described in subsection 4.1.2.
4.1.1 Manual Sentiment Analysis
The manual approach to sentiment analysis involves asking humans to read a document (or
tweet in this case) and decide the polarity of sentiment. The manual method to sentiment ana-
lysis can be seen as the most accurate because it represents how human perceive sentiment
polarity in text. For example, using indirect expression could be miss-interpreted by automated
methods such as “It’s difficult to take a bad picture with this camera” it is a positive statement
but automated method can failed to evaluate it correctly because of the word (bad) is negat-
ive. Although manual approaches are considered as accurate, they are very time consuming.
Therefore, large-scale manual sentiment analysis, in particular in systems requiring real-time
sentiment information would be impractical. Another grey area in manual sentiment analysis is
that humans are known to differ in opinion about sentiment expressed in text. This often res-
ults in different humans’ judgment conflicting sentiment polarity of the same statement. This
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research aims to investigate such conflicts by estimating the extent to which humans agree on
the sentiment expressed in text.
Manually labelling a large corpus with sentiment information is often performed via crowd-
sourcing platforms like Amazon Mechanical Turk (AMT) or CrowdFlower [129, 130, 131].
These platforms provide an interface to outsource the annotation task at a fee for each parti-
cipant. AMT and CrowdFlower were used in this thesis.
4.1.2 Automated Sentiment Analysis
There are a number of different automated sentiment analysis tools such as AlchemyAPI [68],
Sentistrength [71], SentiWordNet [72] and SenticNet [73] but all of them suffer from similar
problems as highlighted in chapter 2.3.2. In this work, AlchemyAPI was used as the principal
automated sentiment analysis tool because of its robust and simple interface. AlchemyAPI was
also able to provide a discounted subscription package for research purposes that enabled us to
process the required dataset without restriction and at no extra cost. AlchemyAPI has also been
used successfully in previous related research [68, 69, 70].
AlchemyAPI offers a very simple and easy-to-use method of identifying the positive and neg-
ative sentiments within any web page or document [68]. It has the capability of computing sen-
timent for a user-specified target, quotation-level sentiment, document-level sentiment, entity-
level sentiment, keyword-level sentiment and directional-sentiment. These several types of sen-
timent analysis offer a variety of useful cases ranging from social media monitoring to trend
analysis. The underlying algorithm of AlchemyAPI sentiment analysis looks for words in a text
that contain either a positive or negative connotation then it finds out which place, person or
thing they are referring to. The algorithm also understands negations and modifiers. This tool
works well on both large and small documents including product reviews, tweets, comments,
news articles, and blog posts [69].
4.2 Experiments, Findings and Discussion
The sentiment analysis task was carried out using both manual and automated methods. The
following subsections describe the sentiment classification process followed for both methods.
It should be noted that three distinct classification tasks were carried out, each of them are
outlined below:
• In the first phase the tweets and mentions were classified as positive, negative or neutral
using both the manual and automated methods.
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• In the second phase, the role of neutral sentiment was assessed.
• In the third phase the Twitter account of users and organisations mentioning the oil com-
panies were categorized into eight main groups and analysed, then investigate the role of
user group in the accuracy of both sentiment methods.
4.2.1 Experiments and Analysis
The dataset used in this chapter is a subset of the data described in the previous chapter 3.
Manual and automated sentiment analysis have been carried out on the tweets dataset (Dataset
II-A) and the mentions dataset (Dataset II-B).
4.2.1.1 Manual sentiment analysis techniques
Manual sentiment analysis was done using two crowdsourcing platforms, namely Amazon
Mechanical Turk and CrowdFlower. Since humans are known to differ in their opinion about
sentiment in text, each tweet was classified by different annotators (people that perform tasks
on crowdsourcing platforms) to get a balanced view. In previous works, researchers tend to
evaluate their data by 3-5 annotators to get the average agreement for best results [130]. In this
research, a trial of 100 tweets was carried out with 3 annotators for each tweet, another 100
tweets for 5 annotators. Analysis of the outcomes from both trials revealed that where annotat-
ors differ, they only do so between neutral and positive, or between neutral and negative. None
of the 200 tweets in both trails have annotators split between positive and negative sentiments.
Given this outcome, 3 annotators were considered sufficient for this experiment to draw a good
human judgement of each tweet. Hence, the overall sentiment assigned to a tweet was defined
as the average of the sentiment assigned by all annotators. As a requester (people that add tasks
to crowdsourcing platforms) the HITs (Human Intelligent Tasks) were added and provided a de-
scription for the annotators to help them perform the task. Additionally, golden questions were
added to the tasks which include the ideal answers and evaluation for different tweets belong to
different sentiment polarities and user groups. These golden questions can guide the annotators
if they have any confusion.
Amazon Mechanical Turk (AMT)
Amazon Mechanical Turk1 (AMT) is a platform that allows humans to perform tasks that are
very difficult for automation tools to execute intelligently, such as extracting data from images,
1Amazon mechanical Turk can be accessed at: https://www.mturk.com/
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audio transcription, and filtering adult content. The platform makes it easy to distribute the task
across multiple individuals and generate high quality labelled datasets for artificial intelligence
related tasks. The service is ideal for sentiment analysis because humans can effectively identify
the sentiment conveyed in a 140-character tweet. Humans are better at accurately detecting
sarcasm and identifying the context in which a word when compared to machines. Figure 4.1
represents a screenshot of the task page as seen on AMT with the instruction and a sample task.
Figure 4.1: Example of AMT task page
The cost assigned to each task was $0.10 per tweet. In the literature [129, 132, 133], there were
various experiments have been made to identify suitable payment for AMT with rates as low
as $0.02 and as high as $0.50. Further, in some cases the cost could be increased based on
the task scope and expected completion time. AMT allows verification of the qualification of
AMT annotators for tasks assigned to them. For these experiments, annotators who are native
English speakers based in the US and familiar with Twitter conventions were selected. This was
verified using the results sheets that contained annotator id, country, region, city and their IP
address. The manual classification of the data was carried out using AMT. However, just before
all classification was completed, a restriction was placed on the use of AMT outside the US in
2013. Hence the use of another crowdsourcing platform called CrowdFlower was explored.
CrowdFlower
CrowdFlower2 is a crowdsourcing platform which functions in a similar way to AMT. To use
CrowdFlower, a job is posted with instructions on how to complete it and then assigned to
2http://crowdflower.com
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annotators. The classification task was assigned on CrowdFlower in a similar way. Each tweet
was allocated as a task to three annotators to classify as positive, negative or neutral, then decide
which category a Twitter user belongs to based on defined groups options. Since categories
may overlap, each Twitter user is classified in one group that considered the dominant category
in the user description. Initially, single category is adequate to understand the main users’
categories who are tweeting about oil companies. The actual polarity assigned to the tweet was
the agreement of the three annotators’ judgment. The cost of classifying a single tweet by three
annotators was $0.30. Figure 4.2 shows a screenshot of the task on CrowdFlower; with the
instructions and questions.
Figure 4.2: Example of CrowdFlower task page
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4.2.1.2 Automated sentiment analysis technique (AlchemyAPI)
AlchemyAPI is a cloud platform that attempts to make Machine Learning algorithms available
for general consumption. AlchemyAPI claims to have over 40,000 users which makes it easy
for developers to integrate specific API tasks into their applications without the need for training
data. Some of their APIs use billions of data for training that makes AlchemyAPI reliable for the
purpose of research. AlchemyAPI has components for several machine learning tasks including
sentiment analysis. In this research, AlchemyAPI was used classify sentiment expressed in
the tweets of companies we investigated. The sentiment function exposed via AlchemyAPI
returns results as a floating point number between -1 and 1, that represents the evaluation of the
emotional content in the tweet (>0 for positive sentiment; <0 for negative sentiment and 0 for
neutral). The function can process approximately 30 to 100 tweets per second. For approved
academic users, Alchemy allows 30,000 sentiment analysis API calls per day. This member of
API calls are appropriate for current sentiment analysis due to the low scale of oil companies’
tweets and mentions.
4.2.2 Findings and Discussion
As mentioned earlier, existing experimentation involves analysis of the sentiment expressed in
the tweets from Twitter accounts of two oil companies. The results from manual and auto-
mated sentiment analysis methods are compared to identify the efficiency and accuracy of both
methods. To achieve that, the following research questions will be answered:
1. How close are the results of the automated method when compared to the manual gold
standard?
2. What percentage accuracy is achievable, and in what application (manual or automated)
is this sufficient?
3. Can the result of the automated method be considered accurate enough to be used as an
approximation to the manual one?
4.2.2.1 Manual sentiment analysis finding
Summary results obtained from manual sentiment analysis can be found in Figure 4.3 and 4.4.
As expected, companies usually do not publish negative tweets about themselves, hence the
reason for 0% negative tweet in Figure 4.3. This shows some accuracy of manual process.
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However, for the mentions classifications, the companies have a fair share of neutral and negat-
ive mentions according to Figure 4.4. This is most likely a result of these mentions generated
by their customers and other stakeholders directly or indirectly affected by the activities of the
company.
Figure 4.3: Manual sentiment analysis for companies’ tweets (Dataset II-A)
Figure 4.4: Manual sentiment analysis for companies’ mentions (Dataset II-B)
As mentioned earlier, each annotator was allowed to categorize a tweet into either positive,
neutral or negative. Tables 4.1 and 4.2 show a breakdown of the agreements among annotators
for tweets and mentions. The agreements of the annotators are mainly positive as expected of
tweets from any company (Figure 4.3). There were no tweets or mentions that had no agreement
across three annotators. In all cases, at least two annotators agreed for a given tweet as seen in
the tables.
46 4.2 Experiments, Findings and Discussion
The tweets that have two annotators agreeing account for more than 60% while the third dis-
agreeing annotators were never incompatible completely. For instance, cases where two annot-
ators agreed on positive, the third one choose neutral; and cases where negative was agreed, the
third annotator settled for neutral as well. Therefore, we can conclude that manual classification
is very effective.
Table 4.1: Manual sentiment agreement for BP_America
Manual sentiment
agreement
Number of
Tweets
Percentage
Agreement
Number of Men-
tions
Percentage
Agreement
Three annotators 373 37.3% 1034 34.5%
Two annotators 627 62.7% 1966 65.5%
No agreement 0 0% 0 0%
Total tweets and
mentions 1000 100% 3000 100%
Table 4.2: Manual sentiment agreement for Saudi_Aramco
Manual sentiment
agreement
Number of
Tweets
Percentage
Agreement
Number of Men-
tions
Percentage
Agreement
Three annotators 341 34.1% 1186 39.5%
Two annotators 659 65.9% 1814 60.5%
No agreement 0 0% 0 0%
Total tweets and
mentions 1000 100% 3000 100%
4.2.2.2 Automated sentiment analysis results finding
AlchemyAPI was applied to both companies’ datasets that have been analysed via the manual
platforms to identify the sentiment of tweets and mentions automatically. Figure 4.5 and 4.6
shows the polarity distribution of tweets and mentions for both companies using the AlchemyAPI
for automatic classification.
4.2 Experiments, Findings and Discussion 47
Figure 4.5: Automated sentiment analysis for companies’ tweets (Dataset II-A)
Figure 4.6: Automated sentiment analysis for companies’ mentions (Dataset II-B)
From these results, it can be observed that BP_America still had more positive tweets when
compared to Saudi_Aramco which indicates the automated approach is correctly identified the
positive sentiment in tweets. On the other hand, there are more negative sentiment conveyed in
the mentions when compared to the company tweets. This may be explained by the reasoning
that, while companies are more likely to tweet positive things, regular users will express their
opinions on the activities of the oil companies without constraint. However, the actual variation
between manual and automated is quite high.
Tables 4.3 and 4.4 present the comparisons between manual and automated techniques from
the results obtained for both companies’ tweets and mentions. Unlike the manual method, the
automated classification detected some of the positive tweets as either neutral or negative.
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Table 4.3: Agreement between automated and manual sentiment for companies’ tweets
Methods
BP_America Saudi_Aramco
Positive Neutral Negative Positive Neutral Negative
Manual sentiment 84.6% 15.4% 0% 72% 28% 0%
Automated sentiment 69.4% 25.1% 5.5% 61.9% 22.7% 15.4%
Total sentiment
polarities agreement
between methods
68.1% 52.2%
As seen in the Table 4.3, the total sentiment polarities agreement between both automated and
manual methods were calculated generally. After that, sentiment polarities percentage of both
methods were calculated separately by counting how many positive, neutral and negative were
marked by each method. The automated technique gives comparable sentiment classification to
the manual approach in general: 68.1% of BP_America and 52.2% of Saudi_Aramco. Further-
more, it can be observed that the automated sentiment analysis technique is not as accurate as
the manual technique so that the difference is 32% and 48% for each company respectively. The
most evident error can be found in the classification of negative tweets where 5.5% of the tweets
were wrongly classified as negative for BP_America and 15.4% were incorrectly classified as
negative for saudi_Aramco.
Table 4.4: Agreement of automated and manual sentiment for companies’ mentions
Methods
BP_America Saudi_Aramco
Positive Neutral Negative Positive Neutral Negative
Manual sentiment 21.46% 32.23% 46.26% 17.5% 77.1% 5.3%
Automated sentiment 54.8 % 20.4% 24.76% 36.5% 37.9% 25.5%
Total sentiment
polarities agreement
between methods
43.86% 43.7%
Table 4.4 shows that both methods give generally similar sentiment classification: 43.86% and
43.7% for BP_America and Saudi_Aramco respectively, which is less than 50% of the total
3000 mentions for each company. Since mentions are from external sources to the companies,
they tend to contain more sarcasm than tweets originating from the companies directly. Below
are a couple of examples of sarcasm in mentions from external users directed at BP_America.
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Hence, this is the reason why the automated method has erroneously classified most of the
negative and neutral mentions as positive tweets. This implies that the automated technique is
less reliable with mentions due to the higher degree of sarcasm introduced by the peculiarities
of mentions from different sources.
4.2.3 Results Evaluation
4.2.3.1 Statistical Analysis
To comparatively evaluate manual and automated sentiment analysis techniques, statistical ana-
lysis was carried out to compare the results of both techniques. All tests (Chi-square and Fisher
exact) were carried out using IBM SPSS.
The null and alternative hypotheses tested are:
H0: There is no significant difference between manual and automated sentiment analysis
tools.
Ha: There is significant difference between manual and automated sentiment analysis
tools.
The level of statistical significance determines whether to reject the null hypothesis and accept
the alternative one or fail to reject it if there is no evidence to prove it. Chi-square test is appro-
priate to examine the significance of relationships between two nominal (categorical) variables
with large data size [134]. It has been used since both sentiment analysis methods were utilised
on the same data. When Chi-square test is run on the data, a p-value is obtained which indicates
the degree of agreement or difference between variables of interest. However for a small data
size below 10 in any cell of data table, the Fisher exact test was used to compute the p-value
[135]. The Fisher exact test has the same concept as Chi-square test but is more effective and
accurate when the analysis involves a smaller dataset. The implications of different p-value
ranges are shown below:
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P > 0.05 No significant difference
P < 0.05 (0.01 to 0.05) Minimum significant difference
P < 0.01 (0.001 to 0.01) Higher significant difference
P < 0.001 (0.0001 to 0.001) Strong significant difference
AlchemyAPI renders its output as floating-point numbers between -1 and 1 that represents its
evaluation of the emotional content in the text (> 0 = positive sentiment; < 0 = negative sen-
timent; 0 = neutral). The dataset was normalised to represent negative, neutral and positive
sentiment as -1, 0 and 1 respectively. The results of our statistical analysis can be found in
Tables 4.5 and 4.6
Table 4.5: Statistical test for companies’ tweets
Automated sentiment
BP_America tweets Saudi_Aramco tweets
Manual sentiment
Total
Manual sentiment
Total
.00 1.00 .00 1.00
-1.00 9 46 55 57 97 154
.00 66 185 251 63 164 227
1.00 79 615 694 160 459 619
Total 154 846 1000 280 720 1000
Chi-square p-value .000 .022
Table 4.6: Statistical test for companies’ mentions
Automated sentiment
BP_America mentions Saudi_Aramco mentions
Manual sentiment
Total
Manual sentiment
Total
-1.00 .00 1.00 -1.00 .00 1.00
-1.00 533 149 62 744 32 678 55 765
.00 169 322 121 612 51 948 140 1139
1.00 687 496 461 1644 78 687 331 1096
Total 1389 967 644 3000 161 2313 526 3000
Chi-square p-value .000 .000
From the Chi-Square test results above, a p-value of (.000) was obtained for @BP_America
tweets and (.000) for mentions. This implies that the results from both techniques have a high
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significance difference relationship. The same goes for the @saudi_Aramco tweets where the
p-value is (.022) and (.000) for mentions. The p-values indicate that there are significant differ-
ences between sentiment methods which mean the null hypothesis was rejected. This implies
that results from the automated technique requires improvement or cannot be relied on as an
accurate measure.
4.2.3.2 Evaluation metrics
To further investigate the nature of differences in the sentiment analysis results from both tech-
niques, we adopt the standard performance measures for text categorization, such as precision,
recall, F-measure and accuracy. In the context of information retrieval, precision and recall are
defined in terms of a set of retrieved and relevant documents. Buckland and Gey [136] describe
them as following: “Recall is a measure of effectiveness in retrieving (or selecting) performance
and can be viewed as a measure of effectiveness in including relevant items in the retrieved set.
Precision is a measure of purity in retrieval performance, a measure of effectiveness in excluding
non-relevant items from the retrieved set”.
The F-measure is the harmonized mean of precision and recall, while the accuracy is the total
correctly classified tweets normalized by the total number of tweets [118].
In this work we define them as follow:
Let N+A and N
+
M denote the sets of tweets classified as having positive sentiment by automated
and manual techniques respectively. Similarly, N0A, N
0
M and N
−
A , N
−
M represents neutral and
negative tweets respectively. Considering the human classification from crowdsourcing plat-
forms as the ground truth, the precision and recall can be defined for the automated classification
of positive tweets as:
P+ =
|N+A ∩N+M |
|N+A |
(4.1)
R+ =
|N+A ∩N+M |
|N+M |
(4.2)
F+ = 2 ∗
( P+ ∗R+
P+ +R+
)
(4.3)
P 0, R0, F 0, P−, R− and F− are defined similarly.
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Accuracy =
Total correctly classified tweets (CCT)
Total number of tweets (NT)
(4.4)
where CCT is the total tweets accurately classified and NT is the total number of tweets.
Table 4.7: BP_America and Saudi_Aramco tweets performance measures
BP_America tweets Saudi_Aramco tweets
Positive Neutral Negative Positive Neutral Negative
Precision 0.886 0.262 0 0.742 0.278 0
Recall 0.726 0.428 0 0.638 0.225 0
F-Measure 0.798 0.325 0 0.686 0.249 0
Accuracy 0.681 0.522
Table 4.8: BP_America and Saudi_Aramco mentions performance measures
BP_America mentions Saudi_Aramco mentions
Positive Neutral Negative Positive Neutral Negative
Precision 0.280 0.526 0.716 0.302 0.832 0.042
Recall 0.716 0.333 0.384 0.629 0.410 0.199
F-Measure 0.403 0.408 0.500 0.408 0.550 0.070
Accuracy 0.438 0.437
These relevancy measure metrics obtained are in agreement with the results obtained through the
statistical tests and further prove that the automated classifier is unsuitable for the classification
of mentions. This is because mentions contain more sarcasm that the automated tool wrongly
classifies in most cases. Table 4.7 confirms that because both companies do not publish negative
or sarcastic tweets about themselves, it is easier to measure their sentiment (0.79 and 0.68 F-
measure). Table 4.7 also shows that the positive and negative classes (the classifier does not
correctly classify any tweets as negative as there were none) can be easily discriminated while
the neutral class was the most challenging (0.32 and 0.24 F-measure). The poor reliability of
the classifiers is more evident in Table 4.8. For example, while similar result to Table 4.7 is
expected, i.e., reliable (or high precision-recall statistics) for the positive and negative classes
is found, this is evidently not the case. For example, the F-measure is very low (0.40) for
the positive class of BP_America and less than (0.1) for the negative class of Saudi_Aramco in
mentions. A possible explanation may be the use of layman terms and expressions such as slang
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and sarcasm in mentions. For example, tweet using sarcasm such as “Thanks to @BP_America
we now have to teach shrimp braille before we eat them” is miscategorised as positive. Similarly,
AlchemyAPI performs poorly in identifying positive mentions.
4.2.4 Sentiment Analysis as Binary Classification Task
Further investigation of the automated technique gives more insight into the nature of misclassi-
fication. Motivated by the observation that manual classifiers only differ in interpreting neutral
tweets, the classification problem was reduced to a binary classification task such that the prob-
lem can be handled in two distinct ways, namely identifying each tweet simply as positive or
non-positive by merging neutral with the negative class, and as negative or non-negative by
merging neutral with the positive class. This approach was used on purpose to investigate if the
classification errors can be reduced for the automated technique by simplifying the problem. In
addition, analysing sentiment as positive or negative is of greater importance when evaluating
public perception of a brand. This merging helps to eliminate the noise added to the dataset by
the neutral class. In this section, the performance measure was defined similarly to subsection
4.2.3.2.
Let N1A and N
1
M denote the sets of tweets classified as having non-positive sentiment (neutral +
negative) by automated and manual techniques respectively.
P 1 =
|N1A ∩N1M |
|N1A|
(4.5)
R1 =
|N1A ∩N1M |
|N1M |
(4.6)
F 1 = 2 ∗
( P 1 ∗R1
P 1 +R1
)
(4.7)
Non-negative sentiment (neutral + positive) is described by N2A for automated and N
2
M for
manual technique and P 2,R2 and F 2 are defined similar to non-positive sentiment class.
Accuracy =
Total correctly classified tweets (CCT)
Total number of tweets (NT)
(4.8)
The results obtained for each of the binary classification tasks are discussed below.
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4.2.4.1 Positive vs. non-positive tweets
The classification of tweets was considered as positive or non-positive (i.e. either negative or
neutral), the aim to make it easier to retrieve positive tweets from all company tweets. Reducing
the problem to this form makes it easy to identify tweets belonging to the class of interest. The
Chi-square statistical test results are presented in Table 4.9 for both companies.
Table 4.9: Positive vs. non-positive tweets
Automated sentiment
BP_America tweets Saudi_Aramco tweets
Manual sentiment
Total
Manual sentiment
Total
Positive Non-positive Positive Non-positive
Positive 615 79 694 459 160 619
Non-positive 231 75 306 261 120 381
Total 846 154 1000 720 280
Chi-square p-value .000 .053
From the results obtained, it can be observed that the p-values indicate that the classification
of the two methods differ significantly in both companies’ tweets. The null hypothesis was
rejected with BP_America while accepted with Saudi_Aramco. This implies that by reducing
the problem to a binary classification task of positive vs. non-positive, both techniques pro-
duce results that are comparable and usable. Table 4.10 shows the precision and recall metrics
obtained.
Table 4.10: Companies (positive vs. non positive) tweets performance measures
BP_America tweets Saudi_Aramco tweets
Positive Non-positive Positive Non-positive
Precision 0.886 0.245 0.741 0.314
Recall 0.726 0.487 0.637 0.428
F1-Measure 0.798 0.326 0.685 0.363
Accuracy 0.644 0.579
The classifier shows a precision of (88%) in identifying the positive tweets for BP_America
while a precision of (74%) was obtained for saudi_Aramco. The precision relevancy measure
looks good but it does not tell the complete story due to class imbalance - a case where a
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classification category is under represented and other majorly represented. Using BP_America
as a case study, 84.6% of the tweets are positive as presented in table 4.3. This implies that a
classifier that always predicts the positive class will have a precision of 84.6% which is 3.4% less
than the automated sentiment classifier (88%). A relevancy measure that combines the precision
with the recall (F1-measure) is therefore the ideal measure of the effectiveness of the algorithm.
For example, considering the F1-measure, the classifier was able to reliably discriminate the
positive classes: BP_America (0.80) and saudi_Aramco (0.69), while the non-positive classes
were notably more challenging: 0.22 and 0.26 respectively.
4.2.4.2 Negative vs. non-negative tweets
The second binary classification task makes it easy and more efficient to retrieve negative tweets
and non-negative (positive and neutral) by merging the neutral and positive classes together.
Negative tweets are often the focus of brand monitoring tools because they help give an opin-
ion of the areas that need improvement in an organisation. Hence, a more efficient way of
identifying them will prove useful. The results obtained can be seen in Table 4.11.
Table 4.11: Statistical test for companies’ (negative vs. non-negative) tweets
Automated sentiment
BP_America tweets Saudi_Aramco tweets
Manual sentiment
Total
Manual sentiment
Total
Negative Non-negative Negative Non-negative
Negative 0 55 55 0 154 154
Non-negative 1 944 945 1 845 846
Total 1 999 1000 1 999 1000
Fisher’s Exact Test
p-value
.809 .669
During statistical analysis, the Fisher exact test was also introduced since it is more effective
than the Chi-square when the number of data points in one of the results being compared is less
than 10, and especially when it is ≤ 1 [135]. The p-value obtained shows that the results for the
automated and manual technique do not differ significantly which accept the null hypothesis.
That indicates the neutral sentiment has an effective role on the accuracy. Since human classi-
fication represents the ground truth, the opinions on the company tweets were formed based on
the manual classification results.
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Table 4.12: Companies’ (negative vs. non negative) tweets performance measures
BP_America Tweets Saudi_Aramco Tweets
Negative Non-negative Negative Non-negative
Precision 0 0.998 0 0.998
Recall 0 0.944 0 0.845
F1 - Measure 0 0.971 0 0.915
Accuracy 0.944 0.845
Table 4.12 shows that reducing the problem to a binary classification task for tweets: negative
vs. non-negative, gave a very reliable results. Notably, 0.97 and 0.92 F 2−measure resulted for
the non-negative classes for BP_America and Saudi_Aramco tweets respectively. The high rate
of F 2 −measure indicates that merging neutral with positive class is effective way to increase
the accuracy.
As expected, it can be observed that all tweets from the company accounts were positive and
neutral which shows that the companies are keen on painting a good picture of themselves on
social media and they understandably start conversations that enhance their brand. To get a
better picture of how the companies are perceived on social media, mentions were analysed as
well. The following section discusses the results obtained after analysing the mentions of both
companies.
4.2.4.3 Positive vs. non-positive mentions
Companies’ mentions are binary classified as the tweets. The results obtained for both compan-
ies can be seen in Table 4.13. The Chi-square statistical test results are also presented in the
table.
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Table 4.13: Statistical test for companies’ (positive vs. non positive) mentions
Automated sentiment
BP_America mentions Saudi_Aramco mentions
Manual sentiment
Total
Manual sentiment
Total
Positive Non-positive Positive Non-positive
Positive 461 1183 1644 331 765 1096
Non-positive 183 1173 1356 195 1709 1904
Total 644 2356 3000 526 2474 3000
Chi-square p-value .000 .000
From the result obtained, it can be observed that the p-values are (.000) for both companies
which indicates the variables differ significantly and reject the null hypothesis. Mentions clas-
sification are affected severely by layman terms and expressions (e.g. sarcasm); this was unlike
the company’ tweets results, where the language used was not ambiguous. Table 4.14 presents
the performance metrics obtained which show that reducing the classification problem from a
multi-class problem seen in Table 4.8 to a binary class problem can result in a more reliable
results. However, the positive class seems to still be a challenge for the automated method.
Table 4.14: Companies’ (positive vs. non positive) mentions precision and recall
BP_America Mentions Saudi_Aramco Mentions
Positive Non-positive Positive Non-positive
Precision 0.280 0.865 0.302 0.898
Recall 0.716 0.498 0.629 0.691
F1 - Measure 0.403 0.632 0.408 0.781
Accuracy 0.545 0.680
4.2.4.4 Negative vs. non-negative mentions
As in the case of company tweets, the second binary classification task of negative vs. non-
negative for companies’ mentions. The statistical results obtained can be seen in Table 4.15.
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Table 4.15: Negative vs. non-negative mentions
Automated sentiment
BP_America mentions Saudi_Aramco mentions
Manual sentiment
Total
Manual sentiment
Total
Negative Non-negative Negative Non-negative
Negative 533 211 744 32 733 765
Non-negative 856 1400 2256 129 2106 2235
Total 1389 1611 3000 161 2839 3000
Chi-square p-value .000 .092
From the Chi-square test results above, a p-value of (.000) was obtained for BP_America. This
implies that the results from both manual and automated techniques have a high significant
difference which reject the null hypothesis. Otherwise, Saudi_Aramco have accepted the null
hypothesis with a p-value of (.092) which indicates there is no significant difference when the
neutral is merged with the positive class between both techniques. This difference can be at-
tributed to the use of sarcasm and vulgar words, which is more common in America where
BP_America is based, rather than in the more conservative host region of Saudi_Aramco.
Table 4.16: Companies’ (negative vs. non negative) mentions precision and recall
BP_America Mentions Saudi_Aramco Mentions
Negative Non-negative Negative Non-negative
Precision 0.716 0.621 0.041 0.942
Recall 0.383 0.869 0.198 0.741
F1-Measure 0.499 0.724 0.069 0.830
Accuracy 0.644 0.712
Similarly, Table 4.16 shows that reliable results can be obtained by reducing the problem to
a binary classification problem. However, while the classification of the non-negative class
shows good performance, the negative class shows unreliable performance with 0.50 and 0.07
F 2 −measure for BP_America and saudi_Aramco respectively. It can be concluded from this
section that the sentiment methods performed better with binary classification when tweets and
mentions are classified as negative and non-negative (positive + neutral). This indicates that
misclassification occurred more with positive and neutral classes.
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4.3 Sentiment Analysis for Different User Groups
Section 4.2 identified the use of sarcasm as a potential problem for automated sentiment analysis
techniques. This section hypothesizes that, since different types of user may be less disposed
to using sarcasm, that some groups will show more accuracy than others. To further understand
the nature of the sentiment expressed in the mentions and identify the nature of the source,
the Twitter account of users mentioning the oil companies were classified into one of eight
main groups which are general public, media, environmentalist, business analysts, oil company
employee, politicians, government and non-government organisations.
The aim of the classification is to establish a relationship between the mentions and the source
of the tweet. The classification was carried out using the manual technique and the features
exposed to the annotators on CrowdFlower were the Twitter handle (@username) and Twitter
account biography (profile description). The Twitter user profiles often provide useful inform-
ation especially if the user belong to professional body. In contrast, users from general public
sometimes can use nicknames and provide ambiguous description in their profiles which af-
fect the classification accuracy. The classification details are described previously in subsection
4.2.1.1. The groups are listed in Table 4.17.
Table 4.17: BP_America and Saudi_Aramco users’ groups
No. Category BP users number Aramco users number
1 General public 784 2354
2 Media 732 112
3 Environmentalist 380 25
4 Business analysts 134 63
5 Oil company employee 34 190
6 Politicians 29 42
7 Government organisation 303 23
8 Non-government organisation 604 191
Total 30000 30000
Users classified as part of ‘General public’ are owners of Twitter accounts with an empty bio-
graphy or ambiguous description. The ‘Media group’ is used to identify accounts belonging to
journalists, writers or news agencies. Accounts classified under the ’Environmentalists group’
are organisations that condemn pollution activities of oil companies e.g. @Greenpeace. Em-
ployees of oil companies that indicate their employer information in their account description
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were all classified into one group called ‘oil company employee’. Since oil companies are
known to have a significant contribution on the economy of host countries, a group was cre-
ated to identify ‘Business Analysts’ who are often employees of companies like McKinsey and
provide opinions on the economic implication of oil company activities. Politicians, govern-
ment organisations and non-government organisation were also classified into individual groups
based on their description data and prior public knowledge.
4.3.1 BP_America User Groups
The efficiency of both sentiment analysis methods was investigated on each of the user groups
for tweets mentioning BP_America. We used Chi-square test and Fisher’s exact tests were used.
General public and media groups showed a difference between manual and automated with p-
value (.000) as did government and non-government organisations. On the other hand, envir-
onmentalists group represent p-value (.743), business analysts (.109), oil company employees
(.007) and politicians (.113). From the p-values obtained, there was a significant difference in
the result obtained from both classification techniques for four of the user groups, namely, gen-
eral public, media, government organisations and non-government organisation. Table 4.18a
and 4.18b shows the performance measures of these user groups with a p-value indicating a
significant difference.
Table 4.18: BP_America user groups with significant difference in using sentiment tool
(a)
General Public Media
Positive Neutral Negative Positive Neutral Negative
Precision 0.177 0.404 0.894 0.253 0.680 0.575
Recall 0.784 0.342 0.498 0.640 0.356 0.426
F1-Measure 0.289 0.371 0.640 0.363 0.467 0.489
Accuracy 0.498 0.434
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(b)
Government Organisation Non-goverment Organisation
Positive Neutral Negative Positive Neutral Negative
Precision 0.505 0.484 0.389 0.435 0.549 0.628
Recall 0.664 0.378 0.273 0.803 0.307 0.362
F1-Measure 0.574 0.424 0.321 0.564 0.394 0.459
Accuracy 0.4785 0.491
Table 4.18 generally shows poor performance with the classifier achieving less than 0.50 in
F-measure for the majority of classes across different user groups. Yet, across these groups it
can be seen that the negative class was easier to discriminate for the General public and Media,
while the classifier showed better performance on the positive class from Government and Non-
government organisations. Conversely, classification results from the four other groups (envir-
onmentalists, business analysts, politicians and oil company employees) indicate that there is
no significant difference. The precision, recall and F-Measure for each of these groups can be
found in Table 4.19a and 4.19b .
Table 4.19: BP_America user groups with non-significant difference in using sentiment tool
(a)
Environmentalist Business analysts
Positive Neutral Negative Positive Neutral Negative
Precision 0.053 0.121 0.844 0.254 0.622 0.205
Recall 0.736 0.142 0.199 0.608 0.318 0.304
F1-Measure 0.099 0.131 0.322 0.358 0.421 0.245
Accuracy 0.221 0.365
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(b)
Oil Company Employee Politicians
Positive Neutral Negative Positive Neutral Negative
Precision 0.833 0.083 0.750 0.188 0.714 0.830
Recall 0.576 0.250 0.750 1.000 0.333 0.454
F1 - Measure 0.681 0.125 0.750 0.315 0.454 0.588
Accuracy 0.558 0.365
From the results, it is evident that most of the groups have good precision and recall values,
which is comparable to the results from the manual method. This is because such accounts
were handled by organisations who post tweets in plain terms without the use of ambiguous
expressions or slangs that introduce noise into the automated classification system. Further,
these scores are derived from the evaluation of a small number of labels which makes these
results unreliable.
4.3.2 Saudi_Aramco User Groups
In the same way of analysing BP_America user groups, Saudi_Aramco user groups were also
analysed to investigate the efficiency of both sentiment analysis techniques. In terms of stat-
istical analysis results, different different p-values were obtained in the user groups. General
public showed a difference between manual and automated with p-value (.000), as did non-
government organisations (.003). The nature of inaccuracy is expected in these groups because
they can use indirect expression about Aramco Company. On the other hand, media group
represents(.497), environmentalists and business analysts’ groups represent (.473), oil company
employees (.007), politicians (.489) and government organisations group (.837). From the p-
values obtained, there was a significant difference in the result obtained from both techniques for
general public and non-government organisation while there was non-significant difference for
media, government organisations, environmentalists, business analysts, oil company employ-
ees and politicians. For example, media in Saudi Arabia is more respectful and guided from
the government. Table 4.20 shows the performance measures of user groups with a p-value
indicating a significant difference.
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Table 4.20: Saudi_Aramco user groups with significant difference in using sentiment tool
General Public Non-government Organisation
Positive Neutral Negative Positive Neutral Negative
Precision 0.308 0.839 0.037 0.283 0.780 0.108
Recall 0.607 0.423 0.198 0.800 0.226 0.400
F1-Measure 0.409 0.563 0.063 0.418 0.351 0.170
Accuracy 0.443 0.440
Table 4.20 shows poor classification performance with notably unreliable results (e.g., the neg-
ative class across both user groups). In addition, the few number of labels used for the eval-
uation, for the non-government organisation group in particular, makes it problematic to draw
any conclusion.
Table 4.21a, 4.21b and 4.21c showed that the performance measures for each of the six other
groups (media, government organisations, environmentalists, business analysts, oil company
employees and politicians) indicate that there is no significant difference.
Table 4.21: Saudi_Aramco user groups with non-significant difference in using sentiment tool
(a)
Media Environmentalist
Positive Neutral Negative Positive Neutral Negative
Precision 0.227 0.820 0.055 0.500 0.500 0
Recall 0.588 0.465 0.142 0.666 0.416 0
F1-Measure 0.327 0.594 0.080 0.571 0.454 0
Accuracy 0.464 0.492
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(b)
Oil company employee Business analysts
Positive Neutral Negative Positive Neutral Negative
Precision 0.313 0.848 0.048 0.277 0.812 0
Recall 0.666 0.400 0.181 0.714 0.500 0
F1-Measure 0.426 0.543 0.076 0.400 0.619 0
Accuracy 0.442 0.492
(c)
Government Organisation Politicians
Positive Neutral Negative Positive Neutral Negative
Precision 0.250 0.625 0 0.200 0.888 0.125
Recall 0.333 0.294 0 1.000 0.242 0.250
F1-Measure 0.285 0.400 0 0.333 0.380 0.166
Accuracy 0.304 0.333
Table 4.21a, 4.21b and 4.21c show notably poor classification performance as a result of these
scores are derived from the evaluation of a small number of labels which makes these results
unreliable.
4.4 Conclusion
Sentiment can be classified manually as well as automatically. Manual classification is however
tedious and cumbersome when large datasets need to be classified. Automated classification can
be achieved using commercially available tools such as the AlchemyAPI used in this project.
Automated methods allow sentiment classification of large dataset within a short time frame.
However, automated methods tend to not be accurate enough for all domains. In this chapter, it
has been shown that automated tools can also be as effective as the manual method for sentiment
analysis of tweets under certain conditions. Some of these cases are listed below as related to
tweets from the Twitter page of the two oil companies analysed in this project:
• Tweets that are originated from the company
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• Tweets originating from Governmental organisations and other professional bodies
• Tweets from different countries where more or less use of sarcasm and layman terms
occurs
Two oil companies operating in different geographical regions were considered in this project,
BP_America based in America and Saudi_Aramco based in Saudi Arabia. For the reasons listed
above, the automated tool was more effective and accurate for companies’ tweets and mentions
from some users groups. The inferences were drawn from result produced by a variety of tests
from IBM SPSS statistical tool. The outcome of this work will enable users to use automated
sentiment analysis tools in efficient way.
In the next chapters machine learning classifiers and clustering algorithm are used to predict
user groups and cluster these groups based on their similarities. More details are provided
about the level of sentiment accuracy within the groups. Then determining which groups are
appropriate to evaluate by automated sentiment method and which groups faced difficulties with
it and should use manual method.
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Chapter 5
User Categorization Using Machine
Learning
Introduction
Text categorization is a well-known machine learning method for understanding text. It can
be applied in many forms, such as authorship detection and text mining by extracting useful
information from documents to assign one or more predefined categories to text documents
automatically [84, 137]. In this research, the terms “documents” and “tweets” refer to a similar
concept. Considering each tweet as a document, the text-categorization concepts, such as token-
ization, stemming, term-frequency, and document-frequency [138] were used to encapsulate a
flexible representation of the problem, making it easy for text categorization algorithms to be
efficiently applied to this problem. The aim of this chapter is to categorize incoming tweet users
automatically into a number of pre-defined classes. As was pointed out in the previous chapter,
the automated tools can not predict the sentiment very well that was a motivation to investigate
how easier to predict user groups. Classification of users into different groups helps to predict
the level of accuracy in sentiment by understanding which of automated or manual methods
suits each groups. Machine learning was investigated as a method to identify those who posted
tweets into categories of user. The task is performed by extracting key features from tweets
and subjecting them to a machine learning classifier. This work can be termed a multi-class
categorization problem where multi-class refers to the problem where the input documents can
be classified into more than two classes or categories [139]. Classification also can suffer from
class imbalance, whereby a class that has more training data is more likely to be predicted as
an output class. Multi-class categorization is typically more difficult than binary-class classific-
ation (with only two output classes or categories). Current problem specifically concerns users
who tweet about oil companies, most of data are noisy enough to affect the accuracy, how-
ever the analytical techniques used here are still capable of providing structured and valuable
information for oil companies.
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Section 5.1 discusses the categorization experiment setup including pre-processing descriptions,
applied methods and evaluation. Section 5.2 gives detailed classification findings and discus-
sion. The chapter is concluded in section 5.3.
5.1 Experimental Methodology
This section gives an overview about the primary analysis and the methods that have been used
to build categorization experiments. Figure 5.1 shows the process of the experiment in general.
Figure 5.1: Categorization process
5.1.1 Primary Analysis
As described in Chapter 4 crowdsourcing platform was used to categorise the users who men-
tioned each company name in their tweets to identify the main user groups into eight categories:
general public, media, environmentalists, politicians, business analysts, oil company employee,
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government and non-government organisations. Then the sentiment within the categories by
both automated and manual techniques was analysed, the details of these methods were dis-
cussed previously in chapter 4. As was pointed out in the previous findings, the sentiment
analysis was not accurate within the role of types of users. These results show sarcasm and
layman terms as a potential mechanism behind inaccurate classification, and it is reasonable
to assume these affect some groups more than others. That was motivated to predict the types
of users and investigate the groups’ structure by using machine learning classifiers based on
different features.
5.1.2 Pre-Processing
This section describes the pre-processing steps that are applied to the tweet datasets to enable
classification.
5.1.2.1 Feature extraction
Feature extraction techniques aim to find the specific pieces of data in natural language docu-
ments [137], which are used for building (training) classifiers. Documents usually consist of
string characters. Machine learning algorithms (e.g. Text Categorization algorithms) cannot
work with these strings directly. They have been converted into a format which is suitable for
the machine learning classifiers. The sequence of steps that has been performed to carry out this
task is, as follows:
1. Convert the documents into tokens’ sequences of letters and digits.
2. Perform the following modifications
• Remove HTML and other tags, e.g. Author tag (@), hash tag (#)
• Remove URLs
• Remove stop words
• Perform stemming
Stop words are frequently occurring words that carry no (or very little) information; it is usual
in machine learning to remove them before feeding the data to any learning algorithms. Re-
moving stop words will not affect the results because tweet semantic for sentiment analysis is
not considered in this experiment. Hashtags and URLs should be removed, because they can
confuse the classifier with irrelevant information. On the other hand, URLs and Hashtags have
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been used as a boolean values. Stemming eliminates the case and inflection information from
a word and maps them into the same stem. For example, the words categorization, categorized
and categories all map into the same root stem ‘category’. As an example, the concepts of
feature extraction were applied to the following tweet (from the dataset) one by one.
“RT @BP_America: Did you know the first service stations opened around 1910? Self-service
stations did not become the norm until 1970s: http://t.co/4obuMaCS”
The given tweet is processed and after each step yields the following:
After tokenization
“RT @BP_America: Did you know the first service stations opened around 1910? Self-service
stations did not become the norm until 1970s: http://t.co/4obuMaCS”
After removing HTML and other tags
“RT @BP_America Did you know the first service stations opened around 1910 Self-service
stations did not become the norm until 1970s http://t.co/4obuMaCS”
After removing URLs
“RT Did you know the first service stations opened around 1910 Self-service stations did not
become the norm until 1970s http://t.co/4obuMaCS”
After removing stop words
“RT Did you know the first service stations opened around 1910 Self-service stations did not
become the norm until 1970s ”
After performing stemming
“RT Did you know first service stations opened around 1910 Self-service stations become the
norm until 1970s ”
5.1.3 Description of Pre-Processing
This section presents the detailed description of pre-processing phase.
5.1.3.1 Bag-of-words representation
The indexing step gives us a bag-of-words (where the word order is not taken into account)
representation of documents, which is also called attribute-value representation in machine
learning. Tokens were characterised as attributes and weights corresponding to these tokens’
importance as values. First stop words were removed, and then assign a weight to each word
based on their occurrence in each document / tweet (in this example using Term-frequency
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approach). The words having more weight are considered more important features compared
with the words having less weight. The order of the input words does not matter and hence this
representation is also called bags-of-word representation.
5.1.3.2 Indexing
Each document is typically characterized by a vector of n weighted index terms. A Vector
Space [140] is the most widely used document representation technique. In this model each
document is represented by a vector of words. A collection of documents (in this case collection
of tweets) was represented by a word-by-document matrix ‘a’, where every element aij of a
matrix represents the occurrence of the word i in the document j. DF i be the number of times
word i occurs in the number of documents containing i, and TF (i, z) be the frequency of word
i in each document z. As an example of Term Frequency of each word is shown in the given
sample tweet:
“RT (TF=1) Did (TF=1) know (TF=1) first (TF=1) service (TF=1) station (TF=2) opened
(TF=1) around (TF=1) 1910 (TF=1) Self-service (TF=1) station (TF=2) become (TF=1)
norm (TF=1) until (TF=1) 1970 (TF=1)”
There are different heuristics to define the weight of word i in document z. In this work, the
Term-Frequency Inverse Document Frequency (TF-IDF) technique has been used. The main
idea of (TF-IDF) is if a word appears in the document in the high frequency (TF) and rarely
appears in other documents, this word has a good ability to distinguish between categories. It
employs the frequency of a word in a given tweet as well as in the collection of tweets for
computing weight. The weight w of a word i in document z is computed as a combination of
TFiz and IDFi, i.e.
wiz = TFiz × IDFiz (5.1)
where IDF is calculated from DF as follows:
IDFi = log
(DFi
N
)
(5.2)
Where N is total number of documents in the corpus. Intuitively, the IDF of a word is high if it
occurs in one document and is low if it occurs in many documents. This scheme assigns weight
to word i in document z that is:
• Highest when it occurs many times within a small number of documents
• Lower when it occurs few times in one document or many documents
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• Lowest when it occurs in almost all documents
TF-IDF approach does not take the length of each document into account, which could be a
potential problem in certain situations where documents have different length. This problem
can be eliminated, by normalizing the weight (Normalized TF- IDF Weighting) [141, 142]. In
this work normalized TF-IDF approach was used for assigning the weight to individual words
in a tweet. Instead of using the term count the relative frequencies have been used to nor-
malize by document size. There are other approaches as well for finding the features weight
in a document, such as, Boolean weighting, word frequency weighting, logarithmic TF-IDF
weighting, and entropy [137]; however, normalized TF-IDF has been used as it is the simplest.
Furthermore, the TF-IDF approach has successfully been used in many text categorization ap-
plications; for example [143, 144] used this approach for building a text-categorization based
movie recommender system, and reported good results. Further details of using text features for
classification purposes can be found in [145, 146].
5.1.4 Features and Categorization Labels
This section presents the features used in these experiments. There are different reasons to
choose these features such as: they are easy to extract, simple but salient and intuitive and
any machine learning classifier can be trained over them. The list of features extracted from
the applied datasets in this chapter are shown in Table 5.1. Firstly tweet content information
is used to support user classification because it includes the users’ lexical usage and the main
interested topics to the users. In addition, profissional classes use more formal expressions
than others. N-grams are collected from the demonstrated corpus which can be considered as a
contiguous sequence of n terms extracted from a given sequence of each textual tweet. Secondly
the TF-IDF of pre-processed tweet content is considered as one of the extracted feature; which
is then followed by inclusion of automated sentiments of tweets or manual sentiment, number
of followers, pre-processed user description and features concerning re-tweet, tweet length, user
URLs, tweet URL and hashtags as shown in Table 5.1.
The value of in-depth features such as n-gram models, sociolinguistic feature (e.g., tweet senti-
ment), statistics about the user’s immediate network (e.g., number of followers) and communic-
ation behavior (e.g., retweet frequency) can reflect a deeper understanding of the Twitter user
stream and the user network structure. Furthermore,user profiles may significantly help in es-
timating the authority of a user on a topic for example, a user primarily interested in politics is
more likely to be authoritative on political issues than a user who has an attention among other
interests.
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Table 5.1: Features details
No. Feature name Type Feature details
1 Tweet content N-grams Sequence of the words in the tweet
2 Tweet content String Content of the tweet itself
3 Automated sentiment Positive, Negative, Neutral Sentiment of the tweet marked automatically
4 Manual sentiment Positive, Negative, Neutral Sentiment of the tweet marked manually
5 Number of followers Any non-negative Integer value Number of followers of the user who tweeted
6 User description String Description of the user who tweeted
7 Re-Tweet (RT) Boolean (Yes, No) If the tweet is original or has been re-tweeted
8 Tweet length Discrete Length of the tweet
9 User URLs Boolean (Yes, No) Does the user description have a URL?
10 Tweet URL Boolean (Yes, No) Does the tweet content have a URL?
11 Tweet hashtags Boolean (Yes, No) Does the tweet have a Hashtag?
These features are used for categorizing the tweets into eight categories as mentioned earlier.
The classification model trained on the following categories:
• General public
• Media
• Environmentalists
• Politicians
• Business analysts
• Oil company employees
• Government organisations
• Non-Government organisations
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5.1.5 Text Categorization Methods
The following algorithms were used extensively for recommender/expert system and in particu-
lar for solving text categorization problems [138] - [140], [147]. These classifiers have different
characteristic which can classify the data in different way to get good prediction accuracy, their
features were discussed previously in Chapter 2.
• K-Nearest Neighbours (KNN) classification based on similarity.
• Naïve Bayes (NB) classification based on probability.
• Support Vector Machines (SVM) classification based on statistics.
• Decision Tree (DT) classification based on graphs.
5.1.6 Partitioning the Data into Testing and Training Sets
The 5-fold cross validation scheme was used to partition the given data files into a testing and
training sets. The average accuracy of results that obtained over the 5-folds was reported. The
5-fold cross validation approach to partition the dataset has been the preferred approach in the
machine learning literature for reporting results. Many researchers have used it, for example
[138, 147]. For the same experiments, the dataset was randomly divided into 80% training set
and 20% test set across 5-folds. It has been used in [144].
5.1.7 Evaluation Metric
The accuracy metric for measuring the performance of the classification approaches has been
used. Formally, it is defined as [149, 96] :
Accuracy =
Number of correctly classified tweets
Total number of classified tweets
(5.3)
The objective is to increase the accuracy score [96], which corresponds to lowering the rate of
classification error.
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5.2 Experiment Finding and Discussion
This section presents the experiment results obtained from different classifiers.
5.2.1 Classifiers Results
The following tables and figures present the user groups predicted by four different machine
learning classifiers, namely, SVM, KNN, NB and DT for both companies’ datasets.
5.2.1.1 BP_America dataset
The detailed results of predicted user categories on BP_America dataset are shown in Table
5.2, 5.3, 5.4 and 5.5 whereas the in-depth classifiers’ visualizations are shown in Figure 5.2,
5.3, 5.4 and 5.5. The leftmost column in each table shows the list of all row categories and the
columns on the right show the predicted categories against actual one. It is obvious that the
dominant category is general public because users sometimes use nicknames and provide am-
biguous description in their profiles which is hard to find their original affiliation, then they have
been classified as a general public. However, Twitter user accounts that belong to professional
organization or affiliation provide correct and clear description. It can be clearly seen from the
descriptive results shown in the following 4 tables including all features that the Naïve Bayes
algorithm has produced most of correct predictions with general public and media categories;
which has produced the minimum misclassification compared to other classifier results. Due to
that, Naïve Bayes algorithm outperforming other algorithms.
Table 5.2: SVM results for BP_America dataset
Row categories
Predicted Categories
Grand Total
Business
analysts
Enviromentlists General public
Government
organisation
Media (Journalists,
Writers, etc)
Non-Government
organisation
Oil Company
employee
Politicians
Business ana-
lysts
8 10 6 16 1 41
Enviromentlists 1 18 1 4 24
General public 104 28 25 9 166
Government
organisation
2 1 17 12 10 1 16 2 61
Media (Journ-
alists, Writers,
etc)
12 38 18 54 1 19 1 143
Non-
Government
organisation
7 1 31 45 40 4 25 1 154
Oil Company
Employee
3 3 4 1 11
Politicians 1 1
Grand Total 30 2 222 113 149 6 74 5 601
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Figure 5.2: SVM results for BP_America dataset.
Table 5.3: KNN results for BP_America dataset
Row categories
Predicted Categories
Grand Total
Business
analysts
Enviromentlists General public
Government
organisation
Media (Journalists,
Writers, etc)
Non-Government
organisation
Business ana-
lysts
7 9 1 20 4 41
Enviromentlists 1 17 5 1 24
General public 12 93 7 26 28 166
Government
organisation
1 1 17 5 22 15 63
Media (Journ-
alists, Writers,
etc)
9 28 3 80 23 143
Non-
Government
organisation
3 1 26 8 59 57 154
Oil Company
Employee
3 5 3 11
Politicians 1 1
Grand Total 20 15 194 24 217 131 601
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Figure 5.3: KNN results for BP_America dataset.
Table 5.4: NB results for BP_America dataset
Row categories
Predicted Categories
Grand Total
Enviromentlists General public
Government
organisation
Media (Journalists,
Writers, etc)
Non-Government
organisation
Business ana-
lysts
3 33 5 41
Enviromentlists 18 5 1 24
General public 2 121 38 5 166
Government
organisation
1 19 26 15 61
Media (Journ-
alists, Writers,
etc)
1 24 100 18 143
Non-
Government
organisation
1 33 1 82 37 154
Oil Company
Employee
1 6 4 11
Politicians 1 1
Grand Total 5 220 1 290 85 601
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Figure 5.4: NB results for BP_America dataset.
Table 5.5: DT results for BP_America dataset
Row categories
Predicted Categories
Grand Total
Business
analysts
Enviromentlists General public
Government
organisation
Media (Journalists,
Writers, etc)
Non-Government
organisation
Business ana-
lysts
7 9 1 20 4 41
Enviromentlists 1 1 17 4 1 24
General public 1 10 94 8 24 29 166
Government
organisation
2 2 13 9 17 18 61
Media (Journ-
alists, Writers,
etc)
9 2 20 10 68 34 143
Non-
Government
organisation
3 5 25 16 51 54 154
Oil Company
Employee
2 5 4 11
Politicians 1 1
Grand Total 20 15 194 24 217 131 601
5.2.1.2 Saudi_Aramco Dataset
Predicted user groups of Saudi_Aramco dataset are shown in Table 5.6, 5.7, 5.8 and 5.9 respect-
ively. The leftmost column in each table shows the row categories and the right columns show
the predicted categories against actual one. Similar to BP_America user categories the general
public category is dominant in Saudi_Aramco for the same reasons explained earlier. From the
descriptive results shown in the following tables that general public is the most frequent cat-
egory of all tweets in Saudi_Aramco dataset. The minimal misclassification was produced by
SVM algorithm. The best predictive category of SVM is general public category which is one of
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Figure 5.5: DT results for BP_America dataset.
the main reason of producing maximum accuracy compared to other classifiers. Visualizations
of the four classifiers are shown in Figure 5.6, 5.7, 5.8 and 5.9.
Table 5.6: SVM results for Saudi_Aramco dataset
Row categories
Predicted Categories
Grand Total
Business analysts General public Non-Government organisation Oil company employee
Business analysts 10 1 1 12
Enviromentlists 10 10
General public 7 417 33 17 474
Government organisation 4 1 5
Media (Journalists, Writers, etc) 1 22 3 3 29
Non-Government organisation 1 18 14 21 54
Oil Company Employee 8 8
Politicians 1 1 7 9
Grand Total 10 490 58 290 601
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Figure 5.6: SVM results for Saudi_Aramco dataset.
Table 5.7: KNN results for Saudi_Aramco dataset
Row categories
Predicted Categories
Grand Total
General public Non-Government organisation
Business analysts 12 12
Enviromentlists 10 10
General public 474 474
Government organisation 5 5
Media (Journalists, Writers, etc) 26 3 29
Non-Government organisation 54 54
Oil Company Employee 8 8
Politicians 9 9
Grand Total 490 58 601
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Figure 5.7: KNN results for Saudi_Aramco dataset.
Table 5.8: NB results for Saudi_Aramco dataset
Row categories
Predicted Categories
Grand Total
General public Non-Government organisation Oil Company employee
Business analysts 10 1 1 12
Enviromentlists 10 10
General public 379 67 28 474
Government organisation 5 5
Media (Journalists, Writers, etc) 22 6 1 29
Non-Government organisation 50 3 1 54
Oil Company Employee 7 1 8
Politicians 8 1 9
Grand Total 491 77 33 601
Figure 5.8: NB results for Saudi_Aramco dataset.
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Table 5.9: DT results for Saudi_Aramco dataset
Row categories
Predicted Categories
Grand Total
Business
analysts
General public
Government
organisation)
Media (Journalists,
Writers, etc)
Non-Government
organisation
Business ana-
lysts
10 1 1 12
Enviromentlists 10 10
General public 7 417 33 17 474
Government
organisation
4 1 5
Media (Journ-
alists, Writers,
etc)
1 22 3 3 29
Non-
Government
organisation
1 18 6 21 8 54
Oil Company
Employee
8 8
Politicians 1 1 7 9
Grand Total 10 490 50 43 8 601
Figure 5.9: DT results for Saudi_Aramco dataset.
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Table 5.10: Prediction accuracy on BP_America datasets
No. of Features Features SVM KNN NB DT
1 All features 38.37 35.81 42.56 39.94
2 Tweet content N-grams 34.65 36.98 42.09 37.67
3 Tweet content string 36.98 35.17 42.79 38.84
4 Automated sentiment 38.84 35.81 42.56 38.14
5 Manual sentiment 36.74 34.19 42.56 38.37
6 Number of followers 40.23 37.44 42.09 39.07
7 User description string 39.07 36.28 42.33 39.30
8 RT 38.84 35.81 42.56 39.77
9 Tweet length 38.60 39.07 42.56 37.67
10 URL in user description 38.84 36.51 42.56 38.14
11 URL in Tweet content 37.44 34.42 40.47 37.44
12 Hashtag in Tweet content 39.07 37.21 42.33 38.84
Table 5.11: Prediction accuracy on Saudi_Aramco datasets
No. of Features Features SVM KNN NB DT
1 All features 79.56 78.22 57.56 68.89
2 Tweet content N-grams 79.56 79.33 78.89 69.11
3 Tweet content string 79.56 78.89 57.56 67.78
4 Automated sentiment 79.56 78.89 57.56 70.22
5 Manual sentiment 79.56 79.11 57.56 68.67
6 Number of followers 79.56 79.11 57.56 68.22
7 User description string 78.44 78.89 57.56 78.22
8 RT 79.56 78.89 57.56 70.44
9 Tweet length 80.0 79.11 57.56 71.78
10 URL in user description 79.56 79.11 57.56 68.44
11 URL in Tweet content 79.56 78.67 57.56 69.56
12 Hashtag in Tweet content 79.56 78.89 57.56 76.89
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5.2.2 Prediction Accuracy
Tables 5.10 and 5.11 present the predictive accuracy percentage of 4 different machine learn-
ing classifiers based on 11 extracted features for both companies. For both of the datasets, the
N-gram is the most important feature, as can be seen in Tables 5.10 and 5.11. The manual senti-
ment feature can increase the accuracy slightly but the general accuracy was quite low because
user group prediction is a hard task. The accuracy was low for the BP_America dataset, because
the tweets in this dataset were very noisy. The best overall predictive accuracy including all fea-
tures on BP_America dataset was recorded with Naïve Bayes algorithm which is (42.56%). It
can also be noted that inclusion of selective features with Naïve Bayes produced better results
compared to including all features which is shown clearly in Table 5.10. The second best clas-
sifier recorded in BP_America dataset is DT with accuracy percentage of (39.94%) followed
by SVM (38.37%) and KNN (35.81%) algorithm. However, each feature performed differently
within classifiers. For example, number of followers feature performed well with NB (42.09%),
SVM (40.23) and DT (39.07) while tweet length produced higher accuracy with KNN (39.07%)
and NB (42.56%). Table 5.10 also shows that user description was very because of its high per-
formance within all classifiers. On the other hand, URL in tweet content did not make big
difference in the prediction accuracy with the four classifiers. On the Saudi_Aramco dataset,
the accuracy obtained was satisfactory. SVM with percentage of accuracy (79.56%) followed
by KNN classifier (78.22% ), performed better than other algorithms on Saudi_Aramco dataset.
Table 5.11 revealed that the features affected the prediction accuracy in different way within
the classifiers. For instance, tweet length feature gave very high accuracy with SVM (80%),
(79.11%) with KNN and (71.78%) with DT. All other features performed similarly with SVM
and NB classifiers. By contrast, with DT classifier features such as user description, RT and
automated sentiment produced higher accuracy while URL in user description and number of
follower produced lower accuracy.
Figures 5.10a and 5.10b show the accuracy of the classifiers of both datasets. Table 5.11 re-
vealed that the features affected the prediction accuracy in different way within the classifiers.
For instance, tweet length feature gave very high accuracy with SVM (80%), (79.11%) with
KNN and (71.78%) with DT. All other features performed similarly with SVM and NB clas-
sifiers. By contrast, with DT classifier features such as user description, RT and automated
sentiment produced higher accuracy while URL in user description and number of follower pro-
duced lower accuracy. It can be seen that Naïve Bayes proved a better classifier than SVM on
BP_America dataset, while SVM classifier produced more accurate results for Saudi_Aramco
dataset. For other oil company datasets, or any controversial ones, Naïve Bayes or SVM classi-
fiers are suggested to use, owing to their high rate of accuracy in classification.
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5.2.3 Discussion
The results suggest that the Twitter data collected in this experiment are actually non-linear in
nature, i.e. it is very hard to classify the data with a linear classifier. However, SVM in particular
performed best, because of its non-linear poly kernel function. Other classifiers suffered in their
lack of a non-linear function as an error function. It is true that multilayer perceptron (MLP)
has a feature for classifying non-separable data linearly but the sigmoid function used in MLP
cannot classify the data well. On the other hand, the nature of Twitter data is usual noisy as a
result of including various labels, abbreviations and irregular form which can affect the accurecy
of prediction. In the pre-processing data phase some of noisy data was removed to reduce the
noise. All features were used to evaluate the importance of each feature. Tables 5.10 and 5.11
reported when the best performance was obtained. The classifiers showed poor results with the
BP_America dataset but performed very well with the Saudi_Aramco dataset. After observing
both datasets, the BP_America dataset was very noisy and its tweets contain mainly URL. To
enhance the accuracy of classification much of the noise will be removed in the future work
such as dataset sparsity which is an important factor that affects the overall performance of a
typical machine learning classifiers. As showed in [69] Twitter data are sparser than other types
of data due to the large number of infrequent words present within tweets.
(a) Classifiers accuracy on BP_ America data-
set.
(b) Classifiers accuracy on Saudi_Aramco
dataset.
Figure 5.10: Accuracy of the classifiers.
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5.3 Conclusion
This chapter presents the users categorization framework based on 6000 Twitter post mention-
ing oil companies. The proposed approach is similar to predicting the authorship of textual data.
The results clearly show SVM outperformed other classifiers while classifying Saudi_Aramco
datasets, whereas Naïve Bayesian Classifier gives the highest classification accuracy for BP_America
dataset. This concludes that the performance of classifiers for textual classification is fully de-
pendent on the characteristic of data. Thus, understanding of group structure in both companies’
network is required to cluster them to find the similarities and relationship between them, and
this is addressed further as part of the clustering analyses in the following chapter.
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Chapter 6
An Approach to Tweets Clustering
Introduction
Clustering belongs to unsupervised machine learning algorithms, which are used for identifying
natural groupings or clusters within multidimensional data based on some similarity measure
(e.g. Euclidean distance) [95]. Text mining is one of the common clustering applications, the
analysis of large numbers of texts to find similarities between documents and extract underlying
patterns in the data [150]. Since it is a quite hard to predict user groups as was mentioned in the
previous chapter, this chapter aims to demonstrate the clustering of tweets derived from two oil
companies, BP_America and Saudi_Aramco, as a different approach based on automated sen-
timent feature and other features. The number of tweets are predicted rather than an individual
tweet and then investigate the accuracy of the sentiment and find the relationships between the
user categories in each cluster. In this chapter three different experiments were performed us-
ing k-means, the most widely used clustering algorithm in Twitter data mining [150]. The first
one considers the whole dataset as a training set to find the similarity in tweets based on user
categories. In the second, predictive modelling is proposed based on automated and manual sen-
timent was proposed. A hybrid sentiment analysis technique is applied in the final experiment
which is a better way of assessing sentiment by looking at users’ behaviour in clusters.
In Section 6.1 a primary analysis including overview of pre-processing steps and feature labels
is presented. The implicit unsupervised clustering of tweets by applying a hard clustering al-
gorithm is discussed in Section 6.2. The demonstration of predictive modelling based in the
automated and manual sentiment is described in Section 6.3. In Section 6.4 a novel method of
hybrid sentiment analysis within predicted clusters is presented. The chapter concludes with
Section 6.5.
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6.1 Primary Analysis
In the clustering experiments, the same datasets were used as in previous experiments mentioned
earlier in this research. Automated and manual sentiment analysis techniques are discussed in
Chapter 4. Methods of categorizing Tweet users are outlined in Chapter 5.
6.1.1 Pre-Processing
To allow clustering, the pre-processing steps were applied to the tweet datasets. Pre-processing
was needed to remove noise from the tweets, such as stop words, URLs, and HTML tags fol-
lowed by tokenization and stemming. In the same way, this technique was used in text categor-
ization described in detail in Chapter 5.
6.1.2 Feature Extraction Labels
A total of 11 features were used, namely, tweet content (N-grams), tweet content (string), auto-
mated sentiment, manual sentiment, number of followers, user description, RT, tweet length,
user URLs, tweet URLs and tweet hashtags. In Chapter 5 more details of these features were
described.
6.2 Unsupervised Learning by K-Means
In this section the demonstration of k-means by considering all the data as a training dataset for
both Saudi_Aramco and BP_America was described. The rationale for doing this was to find
the similarities in the tweets that belonged to different categories.
6.2.1 Experiments Methods/Algorithm
In order to correctly analyse the relationship between tweets belonging to different categories,
the value of the k centres in k-means is considered to be far higher than the total number of
categories. This helps to find the dissimilarities between tweets in each category that might
result in being spread across multiple clusters. Similarly, the frequency of the same kind of
tweet in each category have been seen. Additionally the relationship of different users belong-
ing to both the same and different categories can also be highlighted. In fact that there is no
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way to automatically set the right “k” or know how many clusters are needed before perform-
ing the algorithm. K-means is highly dependent on the initializations of the centroids. Since
these initializations are random, multiple runs of k-means produce different results. Therefore,
empirically setting “k” with different values k = 10 through 50. Then k-means was run a final
time with the optimal value which suited the rationale that came out as k = 20. The Euclidean
Distance approach was used in k-means as a distance measure in this experiment. Euclidean
distance is the magnitude of the distance between the data points. For example, if two data
points represented two sentences both containing three words in common, Euclidean distance
takes into account the magnitude of similarity between the two sentences. Thus, a sentence
containing the words “oil” and “media” 3 times and another containing those words 300 times
are considered more dissimilar by Euclidean distance.
6.2.2 Results of Saudi_Aramco Dataset
Table 6.1 presents the row results that have been found which cluster the similar users together.
General public category appeared in each cluster and came with media and non-government
organisation in different clusters. On the other hand, environmentalist, government organisation,
oil company employee and politicians clustered together in different clusters. That indicates
these groups have similar behaviour. For example, general public, media and non-government
organisation can focus more on the latest news about oil companies and crisis that faced them.
In contrast, tweets that issued by other categories would be included more direct and logical
criticism in both positive and negative sides. After presenting the main clusters, the variation
of automated sentiment in these groups was investigated. Figure 6.1 shows the percentage of
tweets (positive, negative and neutral automated sentiment) in each cluster. Positive automated
sentiments are mostly clustered in clusters 0, 4, 9, 14 and 19, whereas neutral sentiments are
generally clustered in clusters 2, 9, 16 and 18. Finally, negative sentiments are grouped most
often in clusters 1 and 9. This shows the dissimilarities in the emotions of tweets which are
predictable since positive tweets should obviously be different from negative tweets and both
should be dissimilar from neutral tweets.
Similarly, Figure 6.2 shows the percentage of tweets (positive, negative and neutral manual
sentiment) in each cluster. Positive manual sentiments are mostly clustered in clusters 0, 1 and
9, whereas neutral sentiments are most of the time clustered in clusters 0, 1, 9, 12, 14, 16, 18
and 19. Finally negative sentiments are grouped mostly in clusters 0 and 9. The clustering
of manual sentiments shows somewhat abnormal behaviour but was expected due to the fact
that they were labelled manually, which shows more closeness to each other than is shown in
automated sentiments which are far different from each other in terms of their sentiment type.
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Table 6.1: The row clusters in Saudi_Aramco dataset
Cluster
User Categories
Grand Total
General
public
Business
analysts
Enviromentlists
Media (Journalists,
Writers, etc)
Government
organisation)
Non-Government
organisation
Oil Company
employee
Politicians
0 255 2 4 8 1 8 24 3 305
1 520 8 2 11 5 30 28 6 610
2 198 7 9 1 7 18 3 244
3 1 1 2
4 24 1 1 1 5 33
5 14 14
6 4 4
7 24 2 2 1 29
8 1 1
9 1060 33 17 78 8 122 94 23 1435
10 17 1 4 2 24
11 12 1 13
12 17 2 3 4 2 28
13 3 1 4
14 96 3 2 1 3 5 110
15 1 1 2
16 53 2 3 1 5 4 68
17 4 1 5
18 48 2 1 1 1 4 57
19 33 1 1 4 39
Figure 6.1: Percentage of automated sentiment in Saudi_Aramco clusters
Figure 6.3 shows the combined chart counting both manual and automated sentiments category-
wise. It can be clearly seen from this figure that most of the manual and automated sentiments
belong to the general public category. Other categories have a lower count of tweets than this
one has. That can show the clustering results of the counts of tweets belonging to different
categories. Figure 6.4 illustrates the count of tweets belonging to different categories as shown
in 20 clusters after k-means. It can be seen clearly from Figure 6.4 that business analysts’,
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Figure 6.2: Percentage of manual sentiment in Saudi_Aramco clusters
non-government organizations’ and government organizations’ tweets came out very close to-
gether, demonstrating a close relationship between the communications of those belonging to
the three categories above. Similarly, the tweets of politicians and the general public emerged
as obviously very close to one another, due to the fact that politicians are meant to interact with
the general public on Web 2.0. The sentiments of environmentalists seemed self-contained.
The tabular view of the detailed count of each tweet category-wise in each cluster with both
automated and manual sentiment given in Appendix A.
Figure 6.3: Percentage of manual and automated sentiment in Saudi_Aramco user categories
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Figure 6.4: Count of tweets in Saudi_Aramco clusters
6.2.3 Results of BP_America Dataset
The row results of BP_America clusters reveals that some user groups usually cluster with
each other such as (media and environmentalist) and (general public and non-government or-
ganisation). Table 6.1 presents more details about the row clusters results. Figure 6.5 shows
the percentage of tweets (positive, negative and neutral automated sentiment) in each cluster.
Positive automated sentiments are mostly clustered in cluster 0, 13, 14, 15 and 16, whereas
neutral sentiments are most of the time clustered in 0, 8, 9, 13, 14, 15 and 16. Finally negative
sentiments are grouped mostly in clusters 0, 13, 15, 16 and 19. This time there were many com-
monalities found in the attributes of emotions belonging to different categories. This clearly
shows the closeness in tweets belonging to different emotions.
Similarly, Figure 6.6 shows the count of tweets (positive, negative and neutral manual senti-
ment) in each cluster. Positive manual sentiments are mostly clustered in clusters 0, 13, 14,
15 and 16, whereas neutral sentiments are most of the time clustered in clusters 0, 9, 13, 14,
15 and 16. Finally negative sentiments are grouped mostly in clusters 0, 1, 8, 9, 10, 15 and 17.
The clustering of manual sentiments shows neutral and positive sentiments as very close to each
other and most of the time clustered together, unlike negative sentiments for which the results
were quite dissimilar.
Figure 6.7 shows the combined chart of the percentage of both manual and automated senti-
ments category-wise. A symmetrical distribution of tweets among all the categories can be seen
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Table 6.2: The row clusters in BP_America dataset
Cluster
User Categories
Grand Total
General
public
Business
analysts
Enviromentlists
Media (Journalists,
Writers, etc)
Government
organisation)
Non-Government
organisation
Oil Company
employee
Politicians
0 111 39 45 223 88 169 12 11 698
1 95 2 19 11 9 26 1 163
2 2 6 1 1 10
3 5 20 9 8 6 48
4 1 1
5 1 1
6 4 1 26 7 2 4 44
7 1 1 1 1 4
8 5 1 12 1 1 5 25
9 82 8 16 37 13 40 196
10 10 56 17 12 9 2 108
11 4 50 14 12 10 90
12 4 1 2 7
13 1 16 11 22 8 12 1 71
14 14 21 8 85 25 56 5 3 341
15 299 34 61 222 86 231 11 10 954
16 15 12 6 64 20 34 5 1 157
17 10 38 16 15 6 85
18 1 1 1 1 4
19 15 1 2 18
Figure 6.5: Percentage of automated sentiment in BP_America clusters
in Figure 6.7. That can show the clustering results of the count of tweets belonging to different
categories. Figure 6.8 shows the count of tweets belonging to different categories shown in
20 clusters after k-means. First, a very close relationship between media workers (journalists,
writers, etc.) and environmentalists resulted after clustering. This reveals that environmental-
ists have made some very new and interesting findings and communicated them to the media
workers. Some very interesting discussions may have ensued between these two, for example
their tweets about oil companies usually focus on the negative news, crisis and issues related
to the impact of oil companies to damage the environment. Second, government organizations
came out very self-contained. Third, a very close connection was discovered between the gen-
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Figure 6.6: Percentage of manual sentiment in BP_America clusters
eral public and non-government organizations. Last, politicians were mostly seen linked with
business analysts and government organizations as they often tweet directly and logically about
any issue. The tabular view of the detailed count of each tweet category-wise in each cluster is
given in Appendix B.
Figure 6.7: Percentage of manual and automated sentiment in BP_America user categories
Finally, after running the experiment of both companies datasets 5 times randomly with different
k values (10, 20, 30, 40 and 50), k = 20 produced better results. The main idea of considering
the whole dataset as a training set to find the relationship between tweet authors based in the
tweet similarity. This experiment results revealed which Twitter user categories come often
together in one cluster. That can help to find out what the dominant sentiment of these groups
in different clusters.
94 6.3 Predictive Modelling
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Figure 6.8: Count of tweets in BP_America clusters
6.3 Predictive Modelling
This section describes the application of predictive modelling for automated and manual senti-
ments in both the Saudi_Aramco and BP_America datasets. The aim of this model is to predict
the sentiment of the testing tweets which could be positive, negative and neutral according to
the given set of tweets as training data.
6.3.1 Experiment Method/Algorithm
The pre-processed features of Saudi_Aramco and BP_America datasets were split into training
and testing, using the k-means hard clustering algorithm which labelled the training data of the
tweets as positive, negative and neutral, using k = 3 (the number of classes). The labels of the
automated sentiments was first tested followed by training and testing the labels of the manual
sentiments. There were in total 3000 tweets extracted from each dataset, as described in Chapter
3. First the data was divided into training and testing subsets. K-fold cross validation was used
by initializing k = 10 for the training and testing of datasets, which proved helpful in further
maximizing the predictive accuracy. The distance measure used in k-means, as noted above,
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is the Euclidean Distance approach. The False Positives (FP), True Positives (TP), True Neg-
atives (TN), predictive accuracy, sensitivity and specificity of both the manual and automated
sentiments of both datasets are shown in Tables 6.3 and 6.4.
6.3.2 Results of Saudi_Aramco Dataset
It can be seen from Table 6.3 which summarises the results of the Saudi_Aramco dataset that
the predictive accuracy of manual sentiment came out a little higher than that of the automated
sentiment. Table 6.3 shows the misclassification of 32.36 % of manual sentiment, which after
training were wrongly predicted. Similarly the second row of Table 6.3 shows the misclassi-
fication accuracy of 33.83 % of automated sentiment wrongly predicted, compared with their
original labels. To further demonstrate the ratio between sensitivity and specificity, each fold
in terms of manual sentiment is tested by receiver operating characteristic (ROC) curve. It
is a graphical plot that illustrates the performance of a binary classifier as its discrimination
threshold is varied. The curve is created in this experiment by plotting (TP) against (FP) at 10
threshold as shown in Figure 6.9a; and Figure 6.9b, the barplot which shows a comparison of
TP, TN, FP and FN is drawn. Similarly, to demonstrate the ratio between sensitivity and spe-
cificity, each fold in terms of automated sentiment is shown in Figure 6.10a; and Figure 6.10b,
shows the barplot which shows a comparison of TP, TN, FP and FN is drawn.
Table 6.3: Predictive accuracy of manual and automated sentiment of Saudi_Aramco dataset
Sentiments FP TP TN FN Accuracy Senstivity Specificity
Manual 10.4 197.2 5.7 86.7 0.676333 0.694610 0.35403727
Automated 49.2 171.2 27.3 52.3 0.661666 0.765995 0.356862
6.3.3 Results of BP_America Dataset
Likewise, Table 6.4 shows the results of the BP_America dataset. The application of BP_America
dataset shows the predictive accuracy of the automated sentiments to be higher than the manual.
Table 6.4 shows the misclassification of 44.26% of automated sentiments wrongly predicted,
compared with their original labels. In the same way, the second row of Table 6.4 shows the
misclassification of 48.26% of manual sentiment which after training were wrongly predicted.
Again, to further demonstrate the ratio between sensitivity and specificity, each fold in terms
of manual sentiment is tested by ROC curve as shown in Figure 6.11a; and Figure 6.11b, the
barplot which shows a comparison of TP, TN, FP and FN is drawn. Similarly, to demonstrate
the ratio between sensitivity and specificity, each fold in terms of automated sentiment is shown
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(a) ROC curve. (b) Barplot of FP, TP, TN and FN.
Figure 6.9: Predictive modelling results of Saudi_Aramco manual sentiment.
(a) ROC curve. (b) Barplot of FP, TP, TN and FN.
Figure 6.10: Predictive modelling results of Saudi_Aramco automated sentiment.
in Figure 6.12a; and Figure 6.12b, shows the barplot which shows a comparison of TP, TN, FP
and FN.
Table 6.4: Predictive accuracy of manual and automated sentiment BP_America dataset
Sentiments FP TP TN FN Accuracy Senstivity Specificity
Manual 97.9 114.2 41.0 46.9 0.517333 0.7088764 0.2951763
Automated 44.0 136.8 30.4 88.8 0.557333 0.6063829 0.4086021
6.4 Hybrid Sentiment Analysis 97
(a) ROC curve. (b) Barplot of FP, TP, TN and FN.
Figure 6.11: Predictive modelling results of BP_America manual sentiment.
(a) ROC curve. (b) Barplot of FP, TP, TN and FN.
Figure 6.12: Predictive modelling results of BP_America automated sentiment.
6.4 Hybrid Sentiment Analysis
This section describes a novel predictive modelling mechanism which uses automated senti-
ment as an adjustment factor to investigate the accuracy of manual sentiment in each cluster.
In section 6.3 predictive modelling was based on the types of sentiments whereas this section
demonstrates the percentage of error in predicting the actual sentiment of tweets by provid-
ing training on the basis of the number of tweets and the automatically computed sentiments.
The reason for using automatically computed sentiments as a part of training is because of the
previously computed results; where training and testing were done individually on the basis
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of manual and automated sentiments. The results were mentioned previously are not giving
accuracy on the basis of true sentiments which can only be possible by using automated senti-
ments as an adjustment factor which can further reduce the error while calculating the predictive
sentimental accuracy of the tweet.
6.4.1 Experiment Method/Algorithm
The rationale of the experiment in this section was to demonstrate predictive modelling by train-
ing the k-means algorithm on the basis of pre-processed tweets and the automatically computed
sentiments. The total length of each set was 3000. The first half of each dataset was selected
for training and the remaining half for testing. This split was validated by repeating it five times
across ten folds. The value of the k centres in k-means was empirically set to 20. The basic
idea of applying adjustment is first to cluster training tweets and then look for true sentiment
based on crowdsourcing, compared to automated sentiment. Next the clusters were predicted
in testing tweets, followed by applying the adjustment in order to reduce the misclassification
error. The objective was to use automated sentiment as an adjustment factor to investigate the
accuracy of the manual sentiments in each cluster. Groups of similar tweets were expected
to be mislabelled in the same way; this technique could be used to devote a small amount of
crowdsourcing to improving the predictive accuracy.
To clarify this method, it was applied on cluster (3) as stated in Table 6.5. This cluster contains
(26) tweets, all of which were marked as negative by AlchemyAPI. The ground truth from
crowdsourcing indicates the correct values to be: (1) positive, (1) negative and (24) neutral. It
is marked as negative, a score of 0.038 was added to the total for positive; 0.038 to negative
and 0.923 to neutral. That is, 3.8% of the tweet were marked negative categorized correctly;
3.8% should have been marked as positive, and 92.3% should have been neutral. These values
were used to define adjustment rules for any new addition to this cluster as follows: if tweet is
marked positive or neutral by AlchemyAPI, it is left unchanged.
6.4.2 Results of Saudi_Aramco Dataset
The output of training and testing of the Saudi_Aramco dataset is shown in Tables 6.5 and
6.6. Table 6.5 shows the training outputs of the arrangement of tweets based on the predicted
automated sentiments and actual manual sentiment in each cluster. Table 6.6 show the testing
outputs of automated and manual sentiments. In order to calculate the error in each cluster,
based on the training and testing results, first the difference between the actual and predicted
sentiments was calculated by dividing the training count of manual sentiments in each cluster
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by the sum of the predicted automated sentiments in each cluster as shown in Table 6.7. This
gives the ratio of adjustments to predicted automated sentiments according to the count of actual
positive, negative and neutral manual sentiments of the Saudi_Aramco dataset in each cluster.
Further in Table 6.8 the adjustment predictions were calculated by taking the product of ad-
justment to the automated predictions to find the cluster-wise sentimental error by calculating
its difference from the resulting actual manual sentiments. Last in Table 6.9 the percentage of
misclassification of actual manual sentiments based on the automated adjustment predictions
was shown, which leads to the calculation of the percentage of total misclassification error of
each cluster. It can be seen in Table 6.9 that those clusters having high misclassification error
such as clusters 3, 7, 8, 11, 17 and 18 can be considered misbehaving in comparison to the rest,
which should be considered well-behaved clusters.
Table 6.5: Training results of automated and manual sentiment of Saudi_Aramco dataset
Count of clusters
Count of prediction (automated) Count of actual (manual)
Grand Total
1 -1 0 1 -1 0
1 1 1 1
2 3 1 2 3
3 26 1 1 24 26
4 51 4 5 42 51
5 10 1 1 8 10
6 62 18 19 2 59 80
7 11 4 2 13 15
8 7 4 3 7
9 2 1 1 2
10 3 1 2 3
11 7 2 5 7
12 39 4 2 33 39
13 394 126 28 240 394
14 447 54 20 373 447
15 265 19 2 244 265
16 1 1 1
17 25 5 1 19 25
18 42 2 12 18 42
19 29 5 3 21 29
20 53 14 5 34 53
Additionally, to see the number of tweets clustered and categorized, a histogram chart is shown
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in Figure 6.13, which diagrammatically gives the reader a view of the test results of the tweets
clustered and labelled according to category. This chart shows the similarity between categories
of tweets lying in the same cluster and also the opposite.
Table 6.6: Testing results of automated and manual sentiment of Saudi_Aramco dataset
Count of clusters
Count of prediction (automated) Count of actual (manual)
Grand Total
1 -1 0 1 -1 0
1 2 2 2
2 5 5 5
3 23 4 2 17 23
4 40 8 1 31 40
5 8 1 7 8
6 51 19 14 6 50 70
7 6 9 2 13 15
8 5 2 2 1 5
9 5 2 3 5
10 3 1 2 3
11 7 2 5 7
12 34 4 1 29 34
13 400 119 33 248 400
14 479 58 16 405 479
15 261 16 1 244 261
16 0
17 30 7 2 21 30
18 48 4 7 37 48
19 13 3 10 13
20 52 18 3 31 52
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Table 6.7: Adjustment to automated sentiment which is computed by calculating the ratio
between actual manual and predicted automated sentiment in training dataset of Saudi_Aramco
Cluster
Prediction (automated) Actual (manual) Adjustment to automated
1 -1 0 1 -1 0 1 -1 0
1 1 1 0 0 1
2 3 1 2 0.3333 0 0.666667
3 26 1 1 24 0.038462 0.038462 0.923077
4 51 4 5 42 0.078431 0.098039 0.823529
5 10 1 1 8 0.1 0.1 0.8
6 62 18 19 2 59 0.3064 0.1111 0.7375
7 11 18 2 13 0.181818 0 0.8666
8 7 4 3 0.571429 0 0.428571
9 2 1 1 0.5 0 0.5
10 3 1 2 0.333333 0 0.666667
11 7 2 5 0.285714 0 0.714286
12 39 4 2 33 0.102564 0.051282 0.846154
13 394 126 28 240 0.319797 0.071066 0.609137
14 447 54 20 373 0.120805 0.044743 0.834452
15 265 19 2 244 0.071698 0.007547 0.920755
16 1 1 1 0 0
17 25 5 1 19 0.2 0.04 0.76
18 42 2 12 28 0.047619 0.285714 0.4285
19 29 5 3 21 0.172414 0.103448 0.724138
20 53 14 5 34 0.264151 0.09434 0.641509
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Table 6.8: Adjustment to prediction (automated) sentiment and error calculation in testing data-
set of Saudi_Aramco
Cluster
Raw predictions
(automated)
Adjusted predictions Actual (manual)
Error
1 -1 0 1 -1 0 1 -1 0 1 -1 0
1 2 0 0 2 0 0 2 0 0 0
2 5 1.67 0 3.33 0 0 5 0 0 0.33
3 23 0.88 0.88 21.23 4 2 17 0.78 0.56 0.25
4 40 3.14 3.92 32.94 8 1 31 0.61 2.92 0.06
5 8 0.8 0.8 6.4 1 0 7 0.2 0 0.09
6 51 19 15.63 2.11 51.63 14 6 50 0.15 0.64 0.03
7 6 9 1.09 0 13 2 0 13 0.45 0 0
8 5 2.86 0 2.14 2 2 1 0.43 1 1.14
9 5 2.5 0 2.5 2 0 3 1 0 0.17
10 3 1 0 2 1 0 2 0 0 0
11 7 2 0 5 0 2 5 0 1 0
12 34 3.49 1.74 28.77 4 1 29 0.13 0.74 0.01
13 400 127.92 28.43 243.65 119 33 248 0.08 0.14 0.02
14 479 57.87 21.43 399.7 58 16 405 0 0.34 0.01
15 261 18.71 1.97 240.32 16 1 244 0.17 0.97 0.02
16 0 0 0 0 0 0 0 0 0
17 30 6 1.2 22.8 7 2 21 0.14 0.4 0.09
18 48 2.29 13.71 20.57 4 7 37 0.42 0.96 0.44
19 13 2.24 1.34 9.41 0 3 10 0 0.55 0.06
20 52 13.74 4.91 33.36 18 3 31 0.24 0.64 0.08
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Table 6.9: Calculation of misclassified sentiment classes and the total error percentage of
Saudi_Aramco dataset
Cluster Calculation of Misclassification
Percentage of total error
1 0 0 0
2 0 0 1.67 33.4
3 3.12 1.12 4.23 30.22
4 4.86 2.92 1.94 24.3
5 0.2 0.8 0.6 20
6 1.63 3.89 1.63 10.20
7 0.91 0 0 6.06
8 0.86 2 1.14 80
9 2 0 0.5 50
10 0 0 0 0
11 2 2 0 133.33
12 0.51 0.74 0.23 4.37
13 8.92 4.57 4.35 4.46
14 0.13 5.43 5.30 2.27
15 2.71 0.97 3.68 2.82
16 0 0 0 0
17 1 0.8 1.8 12
18 1.71 6.71 16.43 51.79
19 2.24 1.66 0.59 34.48
20 4.26 1.91 2.36 16.40
104 6.4 Hybrid Sentiment Analysis
Figure 6.13: Count of categories in each cluster based on manual sentiment of Saudi_Aramco
dataset.
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6.4.3 Results of BP_America Dataset
The output of training and testing of BP_America tweets is shown in Tables 6.10 and 6.11. Table
6.10 shows the training output of the arrangement of tweets based on the predicted automated
sentiments and actual manual sentiment in each cluster. Table 6.11 shows the testing outputs
of automated and manual sentiments. In order to calculate the error in each cluster derived
from the training and testing results, the difference between the actual and predicted sentiments
was calculated by dividing the training count of manual sentiment in each cluster by the sum
of the predicted automated sentiment in each cluster which shown in Table 6.12. This gave
the ratio of adjustment to the predicted automated sentiment according to the count of actual
positive, negative and neutral manual sentiments in each cluster. Second in Table 6.13 the
adjustment predictions were calculated by taking the product of adjustment to the automated
predictions and the testing results of the automated sentiments. The reason for calculating
the adjustment to the automated predictions is to find the cluster-wise sentimental error by
calculating its difference from the resulting actual manual sentiments. Last, in Table 6.14 the
percentage of misclassification of actual manual sentiments based on the automated adjustment
predictions was shown, which lead to the calculation of the total misclassification error of each
cluster. It can be seen from Table 6.14 that those clusters having a high misclassification error
such as clusters 20, 19 and 11, can be considered somewhat misbehaving in comparison to the
others in which some of them, such as 3, 5, 6, 7 and 9, can be considered moderate whereas the
remaining were identified as well-behaved predicted clusters.
Furthermore, to see the number of tweets clustered and categorized, a histogram chart is shown
in Figure 6.12 which diagrammatically gives the reader a view of the test results of tweets
clustered and labelled according to category. This chart clearly shows the similarity between
the categories of tweets lying in the same cluster and also the opposite.
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Table 6.10: Training results of automated and manual sentiment of BP_America dataset
Count of clusters
Count of prediction (automated) Count of actual (manual)
Grand Total
1 -1 0 1 -1 0
1 95 7 1 87 95
2 75 8 1 66 75
3 16 3 13 16
4 81 15 3 63 81
5 39 3 4 32 39
6 32 9 2 21 32
7 80 16 3 61 80
8 95 13 9 73 95
9 156 38 8 110 156
10 19 1 3 15 19
11 155 31 6 118 155
12 35 8 5 22 35
13 32 4 1 27 32
14 224 43 12 169 224
15 87 15 9 63 87
16 89 18 5 66 89
17 43 12 2 29 43
18 107 24 4 79 107
19 15 1 3 11 15
20 25 7 1 17 25
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Table 6.11: Testing results of automated and manual sentiment of BP_America dataset
Count of clusters
Count of prediction (automated) Count of actual (manual)
Grand Total
1 -1 0 1 -1 0
1 102 8 3 91 102
2 62 8 1 53 62
3 12 3 9 12
4 74 12 3 59 74
5 28 5 2 21 28
6 36 9 2 25 36
7 72 8 3 61 72
8 78 15 4 59 78
9 176 27 11 138 176
10 18 1 2 15 18
11 138 16 6 116 138
12 38 7 3 28 38
13 37 3 34 37
14 233 50 12 171 233
15 98 21 9 68 98
16 93 22 5 66 93
17 50 10 2 38 50
18 117 21 6 90 117
19 15 2 1 12 15
20 23 2 4 17 23
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Table 6.12: Adjustment to automated sentiment which is computed by calculating the ratio
between actual manual and predicted automated sentiment in training dataset of BP_America
Training
Prediction (automated) Actual (manual) Adjustment to automated
1 -1 0 1 -1 0 1 -1 0
95 7 1 87 0.07 0.01 0.92
75 8 1 66 0.11 0.01 0.88
16 3 13 0.19 0 0.81
81 15 3 63 0.19 0.04 0.78
39 3 4 32 0.08 0.1 0.82
32 9 2 21 0.28 0.06 0.66
80 16 3 61 0.2 0.04 0.76
95 13 9 73 0.14 0.09 0.77
156 38 8 110 0.24 0.05 0.71
19 1 3 15 0.05 0.16 0.79
155 31 6 118 0.2 0.04 0.76
35 8 5 22 0.23 0.14 0.63
32 4 1 27 0.13 0.03 0.84
224 43 12 169 0.19 0.05 0.75
87 15 9 63 0.17 0.1 0.72
89 18 5 66 0.2 0.06 0.74
43 12 2 29 0.28 0.05 0.67
107 24 4 79 0.22 0.04 0.74
15 1 3 11 0.07 0.2 0.73
25 7 1 17 0.28 0.04 0.68
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Table 6.13: Adjustment to prediction (automated) sentiment and error calculation in testing
dataset of BP_America
Cluster
Raw predictions
(automated)
Adjusted predictions Actual (manual)
Error
1 -1 0 1 -1 0 1 -1 0 1 -1 0
1 102 7.14 1.02 93.84 8 3 91 0.11 0.66 0.032
2 62 6.82 0.62 54.56 8 1 53 0.15 0.38 0.03
3 12 2.28 0 9.72 3 0 9 0.24 0 0.08
4 74 14.06 2.96 57.72 12 3 59 0.17 0.02 0.02
5 28 2.24 2.8 22.96 5 2 21 0.552 0.4 0.09
6 36 10.08 2.16 23.76 9 2 25 0.12 0.08 0.04
7 72 14.4 2.88 54.72 8 3 61 0.8 0.04 0.11
8 78 10.92 7.02 60.06 15 4 59 0.272 0.755 0.018
9 176 42.24 8.8 124.96 27 11 138 2.84 0.2 0.094
10 18 0.9 2.88 14.22 1 2 15 0.1 1.76 11.7
11 138 27.6 5.52 104.88 16 6 116 0.725 2.88 1289.92
12 38 8.74 5.32 23.94 7 3 28 0.25 0.77 0.145
13 37 4.81 1.11 31.08 3 0 34 0.61 0 0.08
14 233 44.27 11.65 174.75 50 12 171 0.12 0.03 0.02
15 98 16.66 9.8 70.56 21 9 68 0.21 0.08 0.04
16 93 18.6 5.58 68.82 22 5 66 0.15 0.116 0.04
17 50 14 2.5 33.5 10 2 38 0.4 0.25 0.12
18 117 25.74 4.68 86.58 21 6 90 0.23 0.22 0.038
19 15 1.05 3 10.95 2 1 12 0.475 2 0.08
20 23 6.44 0.92 15.64 2 4 17 2.22 0.77 0.08
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Table 6.14: Calculation of misclassified sentiment classes and the total error percentage of
BP_America dataset
Calculation of Misclassification
Percentage of total error
1 -1 0
0.484210526 1.92631579 2.41052632 4.726522188
1.386666667 0.17333333 1.56 5.032258065
0.75 0 0.75 12.5
1.703703704 0.25925926 1.44444444 4.604604605
2.846153846 0.87179487 1.97435897 20.32967033
1.125 0.25 1.375 7.638888889
6.4 0.3 6.1 17.77777778
4.326315789 3.38947368 0.93684211 11.09311741
15.87179487 1.97435897 13.8974359 18.03613054
0.052631579 0.84210526 0.78947368 9.356725146
11.6 0.65806452 10.9419355 16.8115942
1.685714286 2.42857143 4.11428571 21.65413534
1.625 1.15625 2.78125 15.03378378
5.272321429 0.48214286 4.79017857 4.525597793
4.103448276 1.13793103 2.96551724 8.374384236
3.191011236 0.2247191 2.96629213 6.862389755
3.953488372 0.3255814 4.27906977 17.11627907
5.242990654 1.62616822 3.61682243 8.962377187
1 2 1 26.66666667
4.44 3.08 1.36 38.60869565
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Figure 6.14: Count of categories in each cluster based on manual sentiment of BP_America.
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6.5 Conclusion
This chapter has presented three major models of the implicit clustering of tweets in two extrac-
ted datasets of tweets from the companies Saudi_Aramco and BP_America:
1. Clustering on the basis of categories of users
2. Clustering on the basis of automated and manual sentiments
3. Clustering on the basis of tweets
First, the unsupervised prognosis model was described which clusters tweets based on the basis
of the similarity between them and finds the relationships between the categories of user in each
cluster. Second, the unsupervised prognosis model was described which clustered the tweets
into three sentiment polarities: positive, negative and neutral. The results show the predictive
accuracy of testing tweets after training. The predictive accuracy regarding the Saudi_Aramco
dataset produced higher accuracy for manual sentiments than for automated sentiments; whereas
in the case of the BP_America dataset, the accuracy for automated sentiments was higher than
for manual sentiments. Third, a hybrid sentiment analysis was applied to both the BP_America
and Saudi_Aramco datasets. A novel criterion for calculating the misclassification error was
described: using automated sentiments as an adjustment factor to calculate the misclassification
errors of actual manual sentiments for both datasets. The results show the misclassification
in each cluster which helped to show the resulting well-behaved, moderate and misbehaving
clusters.
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Chapter 7
Conclusion and Future Work
The final chapter of this thesis provides a summary of the research with the possible future
direction. Initially, the chapter explores the thesis contributions. It ends by focusing on future
work that is related to this research.
7.1 Thesis Summary and Contributions
Returning to the research hypothesis which examined in this thesis “automated Twitter analysis
tools can be a reliable and effective means of data interpretations for companies to make proact-
ive or reactive decisions regarding communications with their stakeholders, provided they take
account of their local cultural environment”. The aim was to investigate the use of Twitter by
“controversial” companies and other users. In particular, it looks at the nature of positive and
negative sentiment towards oil companies and asks how this relates to the cultural effects of
the network structure. This has required an evaluation of the current automated tools for senti-
ment analysis, and the development of improved methods based on user classification. In order
to achieve this, three main experiments were implemented which are sentiment analysis, text
categorization and clustering. These experiments were conducted on datasets extracted from
Twitter belonging to two oil companies BP_America and Saudi_Aramco. Datasets divided into
two types, the companies’ tweets and mentions; along with their details are presented in chapter
3.
In chapter 4 two sentiment analysis methods were applied to the dataset to investigate the ef-
fectiveness of automated tools compared to the manual method. The first is a crowdsourced
method which involves human annotating tweets with the sentiment polarity conveyed. The
second one used is an automated using the AlchemyAPI. To investigate if the automated tool
accuracy comparable to the crowdsourcing one, the sentiment analysis was carried out in three
phases. In the first phase the tweets and mentions were classified as positive, negative or neut-
ral using both the manual and automated methods. This phase results revealed that automated
sentiment is often correctly identified the positive sentiment in companies’ tweets but not with
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the negative sentiment. On the other hand, there are more negative sentiment conveyed in the
mentions when compared to the companies’ tweets. This may be explained by the reasoning
that, while companies are more likely to tweet positive things, regular users will express their
opinions on the activities of the oil companies without constraint. However, the actual vari-
ation between manual and automated is quite high. The second phase, classified the tweets
and mentions in binary classes namely: positive vs. non-positive or negative vs. non-negative
by merging the neutral group once with positive and once with negative respectively. This ex-
periment was applied for further investigation about the nature of misclassification. Motivated
by the observation that manual classifiers only differ in interpreting neutral tweets. The res-
ults showed that the sentiment methods performed better with binary classification when tweets
and mentions were classifies as negative and non-negative (positive + neutral). This indicates
that misclassification occurred more with positive and neutral classes. In the third phase the
Twitter accounts of users and organisations mentioning the oil companies were categorized into
eight main groups, then investigate the accuracy of both sentiment methods within the groups.
The aim of this analysis was to investigate the role of user category in the sentiment accur-
acy. BP_America results showed that the automated method performed better with some user
categories such as environmentalist, business analysts, oil company employee and politicians
while less performance with other groups. In addition, Saudi_Aramco results revealed that the
automated method not performed well with general public and non-government organisation
groups while the sentiment accuracy was better with other user categories.
Chapter 4 concludes that automated methods tends not to be accurate enough for all domains
and all types of data. Despite this, automated methods allow sentiment classification of large
dataset within a short time frame. The automated sentiment analysis showed a better results and
reliable when analysing tweets originated from the companies because conventional wisdom
would dictate that the companies’ tweets are written by PR departments and consequently sub-
jected to intense scrutiny before posting. In addition, the more direct and official tweets such as
those that are originated from some users groups who represent professional bodies (e.g. gov-
ernmental organizations and politicians). As a results of the two oil companies are located in
two different culturally distinct, tweets generated from more conservative culture with less of
sarcasm or slang terms which easier to analyse automatically. The exploration of manual and
automated sentiment analysis in individual tweet revealed that there are problems with a little
data such as tweets from some user groups like general public. Companies need to understand
the difference between “more data” and “more valuable data” [151]. When they focus on spe-
cific types of data which not consider a big data to understand which are the important attributes
and which are just noise then tend to solve the small issues. This can provide companies with
more valuable insight to Twitter users.
After analysing individual tweets as discussed above the structure of user groups was investig-
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ated in chapter 5. Multi-text categorization models were used for automatically categorize the
users who mentioning the two oil companies in their tweet into a number of pre-defined classes.
In addition, to investigate the role of groups based on the accuracy of the sentiments. Four differ-
ent machine learning classifiers, namely, support vector machine (SVM), k-Nearest Neighbors
(KNN), Naïve Bayes (NB) and Decision Tree (DT) were applied to the datasets. The task was
performed by extracting 11 key features from tweets and subjecting them to the classifiers. The
value of these features which reflect a deeper understanding of the users and their network struc-
ture. Chapter 5 proposed an approach which is similar to predicting the authorship of textual
data. From the experiment results, the performance of classifiers was found different based on
the characteristic of data. The results clearly showed SVM outperformed other classifiers while
classifying Saudi_Aramco datasets, whereas Naïve Bayesian Classifier gave the highest classi-
fication accuracy for BP_America dataset. However, some features play an important role in
the prediction accuracy such as N-gram and user description. Generally, classifiers showed poor
results with BP_America dataset but performed very well with the Saudi_Aramco dataset. This
can be attributed to the cultural difference as well, the most likely causes of that is BP_America
dataset was containing very noisy tweets with various labels, abbreviations and irregular form
which can affect the accuracy of prediction.
Chapter 6 demonstrates the clustering of tweets derived from both oil companies based on dif-
ferent features. The number of tweets was predicted rather than an individual tweet and then
investigate the accuracy of the sentiment and find the relationships between the categories of
user in each cluster. To achieve that, k-means algorithm was applied to dataset in three different
experiments. The first one is the unsupervised model which considering the whole dataset as a
training to find the similarity in tweets based on categories of user and the relationships between
them in each cluster. The results revealed that some user categories often come together in one
cluster for example in Saudi_Aramco dataset general public, media and non-government organ-
isation appeared together in many clusters while environmentalist, government organisation, oil
company employee and politicians clustered together in different clusters. That indicates the
user groups who usually clustered together have similar interest or behaviour. In the second,
predictive model was proposed which clustered the tweets into three sentiment polarities: pos-
itive, negative and neutral. The results showed that the predictive accuracy of testing tweets
after training. The predictive accuracy regarding the Saudi_Aramco dataset produced higher
accuracy for manual sentiments than for automated sentiments; whereas in the case of the
BP_America dataset, the accuracy for automated sentiments was higher than for manual senti-
ments. Third, a hybrid sentiment analysis model. A novel criterion for calculating the misclas-
sification error was described: using automated sentiments as an adjustment factor to calculate
the misclassification errors of actual manual sentiments for both datasets. The results showed
that the misclassification in each cluster which helped to show the resulting well-behaved, mod-
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erate and misbehaving clusters. To conclude from all experiments that have been done in this
theses, the cultural differences can be a significant factor as expected to play an important role
in shaping the dialogue between oil companies in the Middle East and Western countries and the
public. These differences can affect the structure of users, sentiment accuracy and the quality
of prediction. At the same time, there are common issues between both companies’ datasets. A
consequence of the social media sites nature that enabled people to keep their personal inform-
ation and location it was very difficult to fully explore the cultural differences factor. On the
other hand, due to the data limitation in this research the obtained results were not enough to
differentiate between both cultures in details.
7.2 Future Work
This thesis has made a substantial step in addressing the accuracy in sentiment and prediction
analysis for oil business sector. Throughout this work a number of research problems have been
identified and needs to be addressed.
To extend this thesis work further research can be done in the sentiment analysis area. Different
automated sentiment analysis method can be used such as SentiStrength which accept various
languages. Arabic language is very important to take in account when social media data belong
to companies from Middle East are analysed. In addition, comparison between the results out-
come from Twitter and Facebook or another popular social media can give a deep insight about
people behaviour and cultures which enable companies to improve their online communication
strategy with public.
As a future research, all tweets written by a particular user can be used. This extra users’
information can be used to increase accuracy of categorization and clustering models. For
example, there are certain users termed as ‘leaders’ (the user who tweet a lot) and there are
other users termed as ‘follower’ who follow the leaders (the users who retweet leader’s tweets).
These concepts can be applied to increase accuracy of our model and can help in overcoming
certain limitation of the system.
Another interesting area for further research is building a framework for detecting signals from
Twitter data for oil companies. To get the real value out of social media companies need to
analyse large amounts of data in order to find interesting information. This process can be
simplified by automatically looking for special data patterns, which are likely to warrant further
investigation. Simple algorithms are proposed for this analysis namely Static Signal Detector
and Gaussian Signal Detector and Gaussian Signal Detector which can effectively be used to
detect any spikes, signals, and abnormality in given data. This research focuses on the role of PR
executive, Community manager and Campaign manager. That can be helpful for oil companies
and their campaign to understand country specific issues, engage to address them, and/or target
future PR or marketing at them.
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Saudi_Aramco dataset: The count of
manual and automated sentiment of each
tweet category-wise in each cluster
Cluster Positive (M) Neutral (M) Negative (M) Positive (A) Neutral (A) Negative (A)
0 92 188 25 305 0 0
Business Analyst 0 2 0 2 0 0
Environmentalist 0 2 2 4 0 0
General Public 76 159 20 255 0 0
Government Organization 1 0 0 1 0 0
Media (Journalist, Writers, etc) 0 8 0 8 0 0
Non-Government Organization 3 5 0 8 0 0
Oil company employee 11 10 3 24 0 0
Politician 1 2 0 3 0 0
1 39 567 4 0 0 1
Business Analyst 0 8 0 0 0 8
Environmentalist 0 2 0 0 0 2
General Public 34 483 3 0 0 520
Government Organization 1 4 0 0 0 5
Media (Journalist, Writers, etc) 1 9 1 0 0 11
Non-Government Organization 1 29 0 0 0 30
Oil company employee 2 26 0 0 0 28
Politician 0 6 0 0 0 6
2 17 222 5 0 243 1
Business Analyst 0 7 0 0 7 0
General Public 14 180 5 0 198 1
Government Organization 1 0 0 0 1 0
Media (Journalist, Writers, etc) 0 9 0 0 9 0
Non-Government Organization 1 6 0 0 7 0
Oil company employee 1 17 0 0 18 0
Politician 0 3 0 0 3 0
3 1 1 0 0 0 2
General Public 1 0 0 0 0 1
Non-Government Organization 0 1 0 0 0 1
4 2 30 1 33 0 0
Environmentalist 1 0 0 0 0 1
General Public 1 23 0 0 0 1
Government Organization 0 1 0 1 0 0
Media (Journalist, Writers, etc) 0 1 0 1 0 0
Non-Government Organization 0 5 0 5 0 0
5 1 13 0 0 14 0
General Public 1 13 0 0 14 0
6 0 4 0 0 0 4
General Public 0 4 0 0 0 4
Cluster Positive (M) Neutral (M) Negative (M) Positive (A) Neutral (A) Negative (A)
7 1 27 1 1 26 2
Business Analyst 1 0 1 0 2 0
General Public 0 24 0 1 21 2
Oil company employee 0 2 0 0 2 0
Politicians 0 1 0 0 1 0
8 0 1 0 0 1 0
General Public 0 1 0 0 1 0
9 312 1017 106 620 695 120
Business Analyst 4 26 3 10 20 3
Environmentalist 8 7 2 7 9 1
General Public 225 759 76 407 564 89
Government Organization 2 6 0 3 4 1
Media (Journalist, Writers, etc) 14 58 6 35 36 7
Non-Government Organization 32 80 10 93 23 6
Oil company employee 22 65 7 46 37 11
Politician 5 16 2 19 2 2
10 4 19 1 2 16 6
Business Analyst 0 1 0 0 0 1
General Public 4 13 0 1 12 4
Non-Government Organization 0 4 0 0 4 0
Oil company employee 0 1 1 1 0 1
11 2 8 3 9 0 4
General Public 2 7 3 8 0 4
Government Organization 0 1 0 1 0 0
12 4 21 3 11 15 2
General Public 3 12 2 5 10 2
Media (Journalist, Writers, etc) 0 2 0 0 2 0
Non-Government Organization 1 2 0 3 0 0
Oil company employee 0 4 0 3 1 0
Politicians 0 1 1 0 2 0
13 0 4 0 1 0 3
General Public 0 3 0 0 0 3
Non-Government Organization 0 1 0 1 0 0
14 16 58 8 75 1 6
Business Analyst 0 3 0 3 0 0
General Public 15 45 8 62 1 5
Government Organization 0 1 0 1 0 0
Media (Journalist, Writers etc) 0 2 0 2 0 0
Non-government Organization 1 2 0 3 0 0
Oil company employee 0 5 0 4 0 1
15 0 2 0 2 0 0
Business Analyst 0 1 0 1 0 0
General Public 0 1 0 1 0 0
Cluster Positive (M) Neutral (M) Negative (M) Positive (A) Neutral (A) Negative (A)
16 11 54 3 4 61 3
Business Analyst 0 2 0 0 1 1
General Public 8 43 2 2 49 2
Government Organization 0 1 0 0 1 0
Media (Journalist, Writers, etc) 1 1 1 1 2 0
Non-Government Organization 1 4 0 0 5 0
Oil company employee 1 3 0 1 3 0
17 0 5 0 0 5 0
General Public 0 4 0 0 4 0
Media(Journalist, Writers, etc) 0 1 0 0 1 0
18 6 50 1 0 57 0
Business Analyst 0 2 0 0 2 0
Environmentalist 0 1 0 0 1 0
General Public 5 42 1 0 48 0
Government Organization 1 0 0 0 1 0
Non-Government Organization 0 1 0 0 1 0
Oil company employee 0 4 0 0 4 0
19 18 22 0 33 5 2
Business Analyst 1 0 0 1 0 0
General Public 14 19 0 27 4 2
Media (Journalist, Writers, etc) 1 0 0 1 0 0
Non-Government Organization 0 1 0 0 1 0
Oil company employee 2 2 0 4 0 0
Grand Total 526 2313 161 1096 1139 765
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BP_America dataset: The count of manual
and automated sentiment of each tweet
category-wise in each cluster
Cluster Positive (M) Neutral (M) Negative (M) Positive (A) Neutral (A) Negative (A)
0 184 314 221 184 220 173
Oil company’s employee 9 3 0 9 3 0
Business analysts 11 24 4 11 16 6
Enviromentlists 4 10 31 4 13 23
General public 5 16 90 5 18 73
Goverment organisation 40 30 18 40 31 13
Media (Journalists, Writers, etc) 50 147 26 50 93 19
Non-Government organisation 62 74 33 62 41 22
Politicians 1 6 4 1 1 3
FALSE 2 4 15 2 4 14
1 5 18 149 5 0 0
Business analysts 1 0 1 1 0 0
Enviromentlists 0 4 15 0 0 0
General public 0 7 88 0 0 0
Goverment organisation 4 1 4 4 0 0
Media (Journalists, Writers, etc) 0 5 6 0 0 0
Non-Government organisation 0 0 26 0 0 0
Politicians 0 0 1 0 0 0
FALSE 0 1 8 0 0 0
2 1 1 8 1 0 0
Enviromentlists 0 0 6 0 0 0
General public 0 0 2 0 0 0
Goverment organisation 1 0 0 1 0 0
Non-Government organisation 0 1 0 0 0 0
3 3 4 42 3 0 0
Enviromentlists 0 0 20 0 0 0
General public 0 0 5 0 0 0
Goverment organisation 3 0 5 3 0 0
Media (Journalists, Writers, etc) 0 2 7 0 0 0
Non-Government organisation 0 2 4 0 0 0
FALSE 0 0 1 0 0 0
4 0 0 1 0 0 0
FALSE 0 0 1 0 0 0
5 0 0 1 0 0 1
Non-Government organisation 0 0 1 0 0 1
6 0 2 42 0 0 0
Business analysts 0 1 0 0 0 0
Enviromentlists 0 0 26 0 0 0
General public 0 0 4 0 0 0
Goverment organisation 0 0 2 0 0 0
Media (Journalists, Writers, etc) 0 0 7 0 0 0
Non-Government organisation 0 1 3 0 0 0
Cluster Positive (M) Neutral (M) Negative (M) Positive (A) Neutral (A) Negative (A)
7 0 1 4 0 0 4
Enviromentlists 0 0 1 0 0 1
Media (Journalists, Writers, etc) 0 0 1 0 0 1
Non-Government organisation 0 1 1 0 0 2
FALSE 0 0 1 0 0 0
8 0 0 27 0 26 1
Business analysts 0 0 1 0 1 0
Enviromentlists 0 0 12 0 12 0
General public 0 0 5 0 5 0
Goverment organisation 0 0 1 0 0 1
Media (Journalists, Writers, etc) 0 0 1 0 1 0
Non-Government organisation 0 0 5 0 5 0
FALSE 0 0 2 0 2 0
9 24 44 124 24 18 94
Business analysts 0 4 4 0 1 2
Enviromentlists 1 1 14 1 0 14
General public 7 10 65 7 7 40
Goverment organisation 6 3 4 6 3 6
Media (Journalists, Writers, etc) 6 20 11 6 4 17
Non-Government organisation 4 6 20 4 3 10
FALSE 0 0 6 0 0 5
10 3 4 101 3 0 0
Enviromentlists 0 1 55 0 0 0
General public 1 1 8 1 0 0
Goverment organisation 1 0 11 1 0 0
Media (Journalists, Writers, etc) 1 2 14 1 0 0
Non-Government organisation 0 0 9 0 0 0
Politicians 0 0 2 0 0 0
FALSE 0 0 2 0 0 0
11 4 3 86 4 0 0
Enviromentlists 0 1 49 0 0 0
General public 0 0 4 0 0 0
Goverment organisation 3 0 9 3 0 0
Media (Journalists, Writers, etc) 1 0 13 1 0 0
Non-Government organisation 0 2 8 0 0 0
FALSE 0 0 3 0 0 0
12 1 0 8 1 0 0
Enviromentlists 0 0 4 0 0 0
Media (Journalists, Writers, etc) 1 0 0 1 0 0
Non-Government organisation 0 0 2 0 0 0
FALSE 0 0 2 0 0 0
Cluster Positive (M) Neutral (M) Negative (M) Positive (A) Neutral (A) Negative (A)
13 20 40 13 20 11 61
Oil company’s employee 1 0 0 1 0 1
Business analysts 2 14 0 2 0 16
Enviromentlists 0 3 8 0 6 4
General public 0 0 1 0 1 0
Goverment organisation 4 3 1 4 1 7
Media (Journalists, Writers, etc) 7 13 2 7 1 21
Non-Government organisation 6 6 0 6 0 12
Politicians 0 1 0 0 1 0
FALSE 0 0 1 0 1 0
14 38 126 55 38 55 61
Oil company employee 4 0 1 4 3 1
Business analysts 1 18 2 1 7 3
Enviromentlists 1 1 6 1 2 4
General public 1 1 12 1 2 9
Goverment organisation 8 16 1 8 8 5
Media (Journalists, Writers, etc) 12 51 22 12 19 31
Non-Government organisation 11 35 10 11 12 7
Politician 0 3 0 0 1 0
FALSE 0 1 1 0 1 1
15 286 343 378 286 195 327
Oil company employee 8 1 2 8 4 1
Business analysts 5 20 9 5 13 7
Enviromentlists 12 14 35 12 3 30
General public 48 63 188 48 51 144
Goverment organisation 49 23 14 49 14 26
Media (Journalists, Writers, etc) 42 116 64 42 50 51
Non-Government organisation 107 73 51 107 44 51
Politicians 2 5 3 2 3 3
FALSE 13 28 12 13 13 14
16 69 55 38 69 85 10
Oil company employee 4 0 1 4 2 1
Business analysts 3 7 2 3 7 0
Enviromentlists 0 0 6 0 5 1
General public 0 2 13 0 12 2
Goverment organisation 15 5 0 15 6 0
Media (Journalists, Writers, etc) 33 23 8 33 32 6
Non-Government organisation 14 16 4 14 17 0
Politicians 0 0 1 0 1 0
FALSE 0 2 3 0 3 0
Cluster Positive (M) Neutral (M) Negative (M) Positive (A) Neutral (A) Negative (A)
17 2 4 80 2 0 0
Enviromentlists 1 0 37 1 0 0
General public 0 0 10 0 0 0
Goverment organisation 1 1 13 1 0 0
Media (Journalists, Writers, etc) 0 2 14 0 0 0
Non-Government organisation 0 1 5 0 0 0
FALSE 0 0 1 0 0 0
18 1 1 2 1 0 0
Enviromentlists 0 0 1 0 0 0
General public 0 0 1 0 0 0
Goverment organisation 1 0 0 1 0 0
Media (Journalists, Writers, etc) 0 1 0 0 0 0
19 3 7 9 3 2 12
General public 2 6 7 2 1 10
Goverment organisation 1 0 1 1 1 1
Media (Journalists, Writers, etc) 0 0 1 0 0 0
FALSE 0 1 0 0 0 1
Grand Total 644 967 1389 644 612 744
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