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a b s t r a c t
This paper discusses the solution of large-scale linear discrete ill-posed problems with
a noise-contaminated right-hand side. Tikhonov regularization is used to reduce the
influence of the noise on the computed approximate solution. We consider problems in
which the coefficient matrix is the sum of Kronecker products of matrices and present
a generalized global Arnoldi method, that respects the structure of the equation, for the
solution of the regularized problem. Theoretical properties of the method are shown and
applications to image deblurring are described.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
We are concerned with the solution of linear discrete ill-posed matrix equations of the form
p−
i=1
AiXBi = G, (1)
where the matrices Ai, Bi ∈ Rn×n are of ill-determined rank; in particular, they are severely ill-conditioned and may be
singular. If thematrix equation is inconsistent, then (1) should be considered aminimization problem inwhich the Frobenius
norm ‖ · ‖F of the residual error is minimized.
Let the vector x = vec(X) ∈ Rn2 be obtained by stacking the columns of the matrix X . Eq. (1) can be expressed as a linear
system of equations for the vector xwith a matrix that is a sum of Kronecker products of the matrices BTi and Ai,
p−
i=1
BTi ⊗ Ai

x = vec(G), (2)
where the superscript T denotes transposition and the Kronecker product of two matrices C ∈ Rmc×nc and D ∈ Rmd×nd is
defined as the (mcmd) × (ncnd)matrix C ⊗ D = [cijD]; see, e.g., [1]. The representation (2) can be helpful for determining
properties of Eq. (1); however, we are interested in developing a solution method that respects the structure of Eq. (1).
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The right-hand side matrix G ∈ Rn×n in (1) represents the available data, such as a blurred and error-contaminated
image. The error E in G is assumed to be additive and unknown. We will refer to E as ‘‘noise’’. Thus,
G =G+ E, (3)
whereG represents an unknown error-free matrix associated with G.
LetX denote the solution of minimal Frobenius norm of the unavailable matrix equation with the error-free right-hand
side,
p−
i=1
AiXBi =G,
whichwe for notational simplicity assume to be consistent.Wewould like to determine an approximation ofX by computing
a suitable approximate solution of the available equation with contaminated right-hand side (1). However, straightforward
solution of (1) typically does not yield ameaningful approximation ofX due to the error E in G and the ill-conditioning of the
matrices Ai and Bi. Tikhonov regularization remedies this difficulty by replacing the matrix equation (1) by a minimization
problem, whose solution is less sensitive to the error E than the solution of (1). We consider the minimization problem
min
X∈Rn×n

 p−
i=1
AiXBi − G

2
F
+ λ
 q−
i=1
LiXL′i

2
F
 , (4)
where the matrices Li, L′i ∈ Rn×n are regularization matrices and λ > 0 is a regularization parameter; see, e.g., [2–6] for
discussions on Tikhonov regularization. The minimization problem (4) has a unique solution X = Xλ for any λ > 0 under
suitable conditions on the regularization matrices Li and L′i . It is straightforward to analyze the unique solvability of (4) by
transforming the problem to a minimization problem for the vector x = vec(X); cf. (2).
Our solution method is applicable when the matrices Ai, Bi, Li, L′i are square and of the same size. No other structure is
required, because thematrices are only used in the evaluation ofmatrix–matrix products. Moreover, the size-restriction can
be circumvented by zero-padding. We note that many popular regularization matrices are finite difference approximations
of a derivative and are not square; see Section 4 for an illustration. Several approaches to construct square regularization
matrices are discussed in [7].
It is the purpose of the present paper to describe a structure-preserving iterative method for the solution of (4) based on
a generalization of the global Arnoldi method. The latter scheme, which was introduced in [8], is a block Arnoldi method
that requires many fewer inner product evaluations than the standard block Arnoldi method; see also [9] for properties of
the global Arnoldi method. The reduction in arithmetic operations is particularly significant when the block size is large.
This is the case in the image deblurring application considered in this paper. A detailed comparison of the arithmetic work
required by different block Arnoldi methods is provided in [8] and timings are reported in [2]. Our generalization of the
global Arnoldi method described in [8] is analogous to the generalization of the standard Arnoldi process presented in [10].
The latter scheme has been applied to the solution of linear discrete ill-posed problems in [11].
We remark that image deblurring problems of the form (4) arise when the point-spread function is separable. This
is, for instance, the case for Gaussian blur. Examples can be found in Section 4. Moreover, many blurring matrices can
be approximated well by a sum of the form (1) with p small; see the discussion in [12] on how a large matrix can be
approximated by a Kronecker product, a topic also is treated in [13,14].
This paper is organized as follows. Section 2 presents a generalized global Arnoldi method for a matrix pair {A, L} and
shows some properties of this method. An application to the solution of the Tikhonovminimization problem (4) is discussed
in Section 3, a few computed examples are described in Section 4, and concluding remarks can be found in Section 5.
We conclude this section by introducing some notation. The Frobenius inner product is given by
⟨V ,W ⟩F = trace(V TW ),
where V andW arematrices of appropriate sizes. Then ‖V‖F = ⟨V , V ⟩1/2F . Thematrices V andW are said to be F-orthogonal
if ⟨V ,W ⟩F = 0. Moreover, the sequence of matrices V1, V2, V3, . . . is said to be F-orthonormal if
⟨Vj, Vk⟩F =

0 j ≠ k,
1 j = k.
Above and throughout this paper, matrices are treated as ‘‘vectors’’ in the linear space Rn×n. We also will use the standard
inner product
⟨f , g⟩2 = f Tg, f , g ∈ Rr
and Euclidean vector norm
‖f ‖2 = ⟨f , f ⟩1/22 , f ∈ Rr .
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2. Generalized global Arnoldi methods
2.1. A generalized global Arnoldi method for matrix pairs
Let A, L ∈ Rn×n be large, possibly sparse or structured, matrices. Application of k steps of the generalized global Arnoldi
method to the matrix pair {A, L}with initial matrix V ∈ Rn×s, where 1 ≤ s ≪ n2, determines the matrix
V(:, 1 : (2k+ 1)s) = [V1, V2, . . . , V2k+1], (5)
whose F-orthonormal blocks Vj ∈ Rn×s form a basis for the (2k + 1)s-dimensional generalized matrix Krylov subspace
spanned by the first 2k+ 1 of the blocks
V , AV , LV , A2V , ALV , LAV , L2V , . . . .
The generalized global Arnoldi process also determinesmatricesHA andHL with k columns and about 2k+1 rows; see below
for details. The choice of k is commented on in Section 4.
In (5) and below,we useMATLAB-like notation:V(:, 1 : js) denotes a submatrix that ismade up of all rows and columns 1
through js of the matrix V . We refer to the scheme implemented by Algorithm 1 below as the generalized global Arnoldi
process, because it generalizes the global Arnoldi process discussed in [2,8,9]. When s = 1, the algorithm reduces to the
generalized Arnoldi process introduced in [10].
Algorithm 1. The generalized global Arnoldi process for the matrix pair {A, L} and initial matrix V :
1. V1 := V/‖V‖F ; N := 1;
2. for j = 1, . . . , k do
2.1. if j > N then exit;
2.2. V˜ := AVj ;
2.3. for i = 1, . . . ,N do
HA(i, j) := ⟨V˜ , Vi⟩F ;
V˜ := V˜ − HA(i, j)Vi ;
2.4. end for
2.5. HA(N + 1, j) := ‖V˜‖F ;
2.6. if HA(N + 1, j) > 0 then
N := N + 1;
VN := V˜/HA(N, j)
else
exit;
2.7. end if
2.8. V˜ := LVj;
2.9. for i = 1, . . . ,N do
HL(i, j) := ⟨V˜ , Vi⟩F ;
V˜ := V˜ − HL(i, j)Vi ;
2.10. end for
2.11. HL(N + 1, j) := ‖V˜‖F ;
2.12. if HL(N + 1, j) > 0 then
N := N + 1;
VN := V˜/HL(N, j)
else
exit;
2.13. end if
3. end for
Let αk and βk be the values of the number N at the end of lines 2.7 and 2.13 of Algorithm 1, respectively, at the last
iteration (when j = k). We obtain from Algorithm 1 the relations
AV(:, 1 : ks) = V(:, 1 : αks)(HA,k ⊗ Is),
LV(:, 1 : ks) = V(:, 1 : βks)(HL,k ⊗ Is),
where HA,k = HA(1 : αk, 1 : k) and HL,k = HL(1 : βk, 1 : k). The iterations with Algorithm 1 are terminated in the case of
breakdown, i.e., when the inequalities in lines 2.6 or 2.12 are violated.
A. Bouhamidi et al. / Journal of Computational and Applied Mathematics 236 (2012) 2078–2089 2081
2.2. A generalized global Arnoldi method for linear operator pairs
Consider the two linear operators
A : Rn×n −→ Rn×n
X −→ A(X) =
p−
i=1
AiXBi
and
L : Rn×n −→ Rn×n
X −→ L(X) =
q−
i=1
LiXL′i,
which are applied in (4). The generalized global Arnoldi algorithm for the solution of (4) is deduced from Algorithm 1 by
replacing lines 2.2 and 2.8 by
V˜ := A(Vj) (6)
and
V˜ := L(Vj), (7)
respectively, and by setting s = n. It is not difficult to show the relations
[A(V1),A(V2), . . . ,A(Vk)] = V(:, 1 : αkn)(HA,k ⊗ In), (8)
[L(V1),L(V2), . . . ,L(Vk)] = V(:, 1 : βkn)(HL,k ⊗ In) (9)
for the algorithm so obtained. The following section applies this algorithm to the solution of (4).
3. Solution of the Tikhonov regularization problem
Introduce the subspaces
Ek = span{V1, V2, . . . , Vk}, k = 1, 2 . . . ,
and define
Vr = V(:, 1 : r n) = [V1, V2, . . . , Vr ],
where V1, V2, . . . , Vr are F-orthonormal matrices generated by Algorithm 1with the expressions (6) and (7) replacing those
of lines 2.2 and 2.8, respectively, and with initial block V1. After k steps of the algorithm, we determine an approximate
solution Xk ∈ Ek of (4) of the form
Xk =
k−
i=1
y(i)k Vi = Vk(yk ⊗ In), (10)
where y(i)k is the ith component of the vector yk ∈ Rk. We need the following result to describe the computation of Xk.
Proposition 1. The F-orthogonal projection G of the matrix G onto the space Er is given by G = Vr(zG ⊗ In) with zG =
(⟨V1,G⟩F , . . . , ⟨Vr ,G⟩F )T . For all z, g ∈ Rr , we have the following:
1. ⟨Vr(z ⊗ In),Vr(g ⊗ In)⟩F = ⟨z, g⟩2 and ‖Vr(z ⊗ In)‖F = ‖z‖2.
2. ⟨Vr(z ⊗ In),G⟩F = ⟨z, zG⟩2.
3. ‖G−G‖2F = ‖G‖2F − ‖zG‖22 ≥ 0.
4. ‖Vr(z ⊗ In)− G‖2F = ‖z − zG‖22 + ‖G‖2F − ‖zG‖22.
Proof. It is clear thatG ∈ Er and since the block vectors {V1, . . . , Vr} are F-orthonormal, we have
⟨G− G, Vi⟩F = 0, i = 1, 2, . . . , r.
Property 1 follows from the fact that
⟨Vr(z ⊗ In),Vr(g ⊗ In)⟩F =
r−
i,j=1
⟨ziVi, gjVj⟩F =
r−
i=1
zigi = ⟨z, g⟩2
for all z = [zi] ∈ Rr and g = [gi] ∈ Rr .
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Property 2 is a consequence of the relation
⟨Vr(z ⊗ In),G⟩F =

r−
i=1
ziVi,G

F
=
r−
i=1
zi⟨Vi,G⟩F = ⟨z, zG⟩2
for all z = [zi] ∈ Rr .
Finally, properties 3 and 4 are immediately obtained from the F-orthogonal projection properties. 
Requiring the solution of the Tikhonov regularization problem (4) to live in Ek yields the minimization problem
min
Xk∈Ek
{‖A(Xk)− G‖2F + λ‖L(Xk)‖2F }. (11)
Using the representation (10) of Xk, we obtain
A(Xk) =
k−
i=1
y(i)k A(Vi) and L(Xk) =
k−
i=1
y(i)k L(Vi),
which also can be written as
A(Xk) = [A(V1),A(V2), . . . ,A(Vk)](yk ⊗ In) (12)
and
L(Xk) = [L(V1),L(V2), . . . ,L(Vk)](yk ⊗ In). (13)
Substituting (8) and (9) into (12) and (13), respectively, gives
A(Xk) = Vαk(HA,k ⊗ In)(yk ⊗ In) = Vαk(HA,kyk ⊗ In) (14)
and
L(Xk) = Vβk(HL,k ⊗ In)(yk ⊗ In) = Vβk(HL,kyk ⊗ In). (15)
The relations (14) and (15) in conjunction with Proposition 1 show that
‖A(Xk)− G‖2F = ‖Vαk

HA,kyk ⊗ In
− G‖2F
= ‖HA,kyk − zG‖22 + ‖G‖2F − ‖zG‖22
and
‖L(Xk)‖F = ‖Vβk(HL,kyk ⊗ In)‖F = ‖HL,kyk‖2.
Consequently, the minimization problem (11) can be expressed as the low-dimensional Tikhonov regularization problem
min
yk∈Rk
{‖HA,kyk − zG‖22 + λ‖HL,kyk‖22}. (16)
We illustrate the use of the initial blocks
V1 = A(G)‖A(G)‖F and V1 =
G
‖G‖F (17)
in the numerical examples of Section 4.
It is important to use a suitable value of the regularization parameter λ in Tikhonov regularization (4) and (16). A variety
of techniques are available for determining such a value. We will describe the use of generalized cross-validation (GCV) and
the L-curve criterion. Since the size of the reduced Tikhonov regularization problem (16) is small, the computations required
for determining a suitable value of λ are not very demanding.
We first discuss the application of GCV; see [4,15]. Here λ is chosen to minimize the GCV function
GCV(λ) = ‖HA,kyk,λ − zG‖
2
2
[trace(Iαk − HA,kH−1λ,kHTA,k)]2
= ‖(Iαk − HA,kH
−1
λ,kH
T
A,k)zG‖22
[trace(Iαk − HA,kH−1λ,kHTA,k)]2
, (18)
where yk,λ is the solution of (16) and
Hλ,k = HTA,kHA,k + λHTL,kHL,k.
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It is convenient to express (18) with the aid of the generalized singular value decomposition (GSVD) of the matrix pair
{HA,k,HL,k} given by
HA,k = UkCkMk,
HL,k = VkSkMk,
where Uk ∈ Rαk×αk and Vk ∈ Rβk×βk are orthogonal matrices,
Ck = diag[c1, c2, . . . , ck] ∈ Rαk×k, Sk = diag[s1, s2, . . . , sk] ∈ Rβk×k
are diagonal matrices with nonnegative diagonal entries such that c2i + s2i = 1 for all i, and Mk ∈ Rk×k is a nonsingular
matrix; see, e.g., [16] for details. The GCV function can be written as
GCV(λ) =
λ2
k∑
i=1

s2i bi
c2i +λs2i
2
+
αk∑
i=k+1
bi2
k∑
i=1
c2i
c2i +λs2i
− αk
2
with b = [b1, . . . , bαk ]T := UTk zG.
Alternatively, we may avoid the computation of the GSVD by first determining the QR factorization
HL,k = QL,kRL,k,
where QL,k ∈ Rβk×k has orthonormal columns and RL,k ∈ Rk×k is upper triangular. Typically, RL,k is nonsingular and not
very ill-conditioned. We will assume this to be the case. Then setting zk = RL,kyk, the Tikhonov minimization problem (16)
reduces to the simpler minimization problem
min
zk∈Rk
{‖H˜A,kzk − zG‖22 + λ‖zk‖22}, (19)
where
H˜A,k = HA,kR−1L,k . (20)
The GCV function for the problem (19) is
GCV(λ) = ‖H˜A,kzk,λ − zG‖
2
2
[trace(I − H˜A,kK−1λ,k H˜TA,k)]2
= ‖(Iαk − H˜A,kK
−1
λ,k H˜
T
A,k)zG‖22
[trace(Iαk − H˜A,kK−1λ,k H˜TA,k)]2
, (21)
where zk,λ is the solution of problem (19) given by
zk,λ = K−1λ,k H˜TA,kzG, and Kλ,k = H˜TA,kH˜A,k + λIk.
Consider the singular value decomposition (SVD)
H˜A,k = Uk′S ′k(V ′k)T , (22)
where Uk′ ∈ Rαk×αk and V ′k ∈ Rk×k are orthonormal matrices. The matrix
S ′k = diag[s′1, s′2, . . . , s′k] ∈ Rαk×k
contains the singular values s′1 ≥ s′2 ≥ · · · ≥ s′k ≥ 0. From (21), we obtain the expression
GCV(λ) =
λ2
k∑
i=1

b˜i
s′2i +λ
2 + αk∑
i=k+1
b˜2i
k∑
i=1
s′2i
s′2i +λ
− αk
2 , (23)
where b˜ = [b˜1, . . . , b˜αk ]T := (Uk′)T zG. We used (23) in the computed examples reported in Section 4.
The L-curve criterion [17,18] is another popular method for determining a suitable value of λ. Consider the graph
λ −→ {‖HA,k yk,λ − zG‖2, ‖HL,kyk,λ‖2}.
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This graph often has the shape of the letter ‘‘L’’ at least in a neighborhood of the desired λ-value and is referred to as the
L-curve. The L-curve criterion prescribes that the value of λ that corresponds to the ‘‘vertex’’ of the ‘‘L’’ be chosen.
It is attractive to express the L-curve in terms of quantities of the minimization problem (19). Thus, the L-curve is the
graph
λ −→ {‖H˜A,kzk,λ − zG‖2, ‖zk,λ‖2},
where H˜A,k is defined by (20). The singular value decomposition (22) of H˜A,k yields
‖H˜A,kzλ − zG‖22 =
k−
i=1

λb˜i
s′i
2 + λ
2
+
αk−
i=k+1
b˜2i , (24)
‖zk,λ‖22 =
k−
i=1

s′ib˜i
s′i
2 + λ
2
. (25)
Suppose that the ‘‘vertex’’ of the L-curve is associated with a value smaller than λmax of the parameter λ. We then allocate
N points,
0 = λ1 < λ2 < · · · < λN−1 < λN = λmax,
in the interval [0, λmax], and use the formulas (24)–(25) to determine, for each iteration k, the points
Pi,k = {‖H˜A,kzλi − zG‖, ‖zλi‖}, i = 1, 2, . . . ,N, (26)
on the L-curve. These points are employed to compute the approximate location of the vertex of the L-curve by using a slight
modification of the algorithm in [19, p. 80]. Our implementation does not use the logarithm of the coordinates of the points
(26). We found this modification to perform better for the problems considered in this paper. In the examples of Section 4,
we let λmax = 500 and N = 5000, however, smaller values also can be used.
When the ‘‘vertex’’ of the L-curve is determined by visual inspection, often the logarithm of the coordinates of the points
Pi,k, defined by (26), are plotted instead of the points Pi,k. We plot Pi,k in the next section, because the graphs are not used
to locate the ‘‘vertex’’.
4. Numerical examples
This section presents a few numerical examples concerned with the solution of linear discrete ill-posed problems of
the form (1) with a right-hand side matrix G that is contaminated by an error E. We illustrate the performance of our
method in the context of image deblurring. All computationswere carried out usingMATLAB version 6.5 on an Intel Pentium
workstation with about 16 significant decimal digits.
The exact (blur- and noise-free) gray scale image is denoted byX in all examples. It is represented by an array of n × n
pixels with values in the range [0, 255] and is assumed not to be available. The matrix
G = A(X) = p−
i=1
AiXBi,
represents an unavailable blurred, but noise-free, image associated withX . Here Ai and Bi are blurring matrices. Finally, the
matrix (3) represents the available blur- and noise-contaminated image that we would like to restore. The noise-matrix E
has normally distributed random entries with zero mean and with variance chosen so that
‖E‖F/‖G‖F = 10−η (27)
for some specified value of η > 0.
We show the exact, contaminated, and restored images. This provides a qualitative measure of the restored images Xk.
Quantitative measures are provided by the relative error
ek = ‖
X − Xk‖F
‖X‖F
and the peak signal-to-noise ratio (PSNR)
PSNR(X, Xk) = 10 log10

n2d2
‖X − Xk‖2F

.
The parameter d is 255, the largest pixel value.
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Original Image Blurred and noisy Image
Fig. 1. Exact image (left) and contaminated image (right).
Example 4.1. We let the exact (blur- and noise-free) image be the enamel image from MATLAB. It is represented by an
array of 256 × 256 pixels and is shown on the left-hand side of Fig. 1. In this example, we let p = 1 and q = 1 in (4). The
blurring matrices of size 256× 256 are the uniform Toeplitz matrix A1 = [aij] given by
aij =

1
2r − 1 , |i− j| ≤ r,
0, otherwise,
and the Gaussian Toeplitz matrix B1 = [bij] defined by
bij =

1
σ
√
2π
exp

− (i− j)
2
2σ 2

, |i− j| ≤ r,
0, otherwise.
The variance is σ = 7, and r = 2 for both matrices. The matrix A1 models out-of-focus blur and B1 models atmospheric
blur. The noise satisfies (27) with η = 0.95. The PSNR-value for the blur- and noise-contaminated image G, i.e., PSNR(X,G),
is 4.17. This image is shown on the right-hand side of Fig. 1.
We use the regularization matrices
L1 =

1 −1 0 · · · 0
0 1 −1 . . . ...
...
. . .
. . .
. . . 0
...
. . . 1 −1
0 · · · · · · 0 0

∈ R256×256, L′1 = LT1 .
These matrices represent discrete first order derivatives.
We applied the L-curve criterion to determine a suitable value of the regularization parameter λ at each iteration with
Algorithm 1. Fig. 2 shows the L-curves at iterations k = 3 and k = 17 and the ‘‘vertex’’ determined by the algorithm in [19].
The vertices correspond to the parameter values λ3 ≃ 201.099 and λ17 ≃ 0.0244 after 3 and 17 iterations, respectively. The
fact that λ3 ≫ λ17 indicates that three iteration steps are insufficient. Indeed, the choice of kmay be based on the behavior
of the regularization parameter values λk. For instance, we may increase k until the values λk do not vary much with k.
Table 1 displays values of the relative error ek and PSNR-values for restorations Xk determined after k iterations for a
few values of k. The initial blocks for Algorithm 1 are given by (17). The relative errors ek are seen to be smaller and the
PSNR-values larger for the initial block V1 = A(G)/‖A(G)‖F than for the initial block V1 = G/‖G‖F . This is in agreement
with Fig. 3, which shows restored images obtained with these initial blocks. 
Example 4.2. The exact (blur- and noise-free) image fruit is represented by an array of 512×512 pixels. It is shown on the
left-hand side of Fig. 4. In this example, we let p = 1 and q = 1 in (4). The Gaussian Toeplitz blurring matrix A1 ∈ R512×512
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Fig. 2. L-curves with the location of the chosen ‘‘vertices’’, which correspond to λ3 ≃ 201.99 at iteration k = 3 (left) and λ17 ≃ 0.0244 at iteration k = 17
(right).
Restored Image Restored Image
Fig. 3. Restored images with V1 = G‖G‖F (left) and with V1 =
A(G)
‖A(G)‖F (right).
Table 1
Relative errors and PSNR-values for a few restorations Xk .
k V1 = G‖G‖F V1 =
A(G)
‖A(G)‖F
Relative error ek PSNR Relative error ek PSNR
1 9.734e−001 16.331 1.180e−001 19.956
5 1.232e−001 19.583 1.100e−001 20.567
15 9.859e−002 21.522 9.698e−002 21.664
20 9.739e−002 21.628 9.650e−002 21.708
has the entries
aij =

1
σ
√
2π
exp

− (i− j)
2
2σ 2

, |i− j| ≤ r,
0, otherwise,
with σ = 5 and r = 5. We let B1 = A1. The noise satisfies (27) with η = 2. The PSNR-value of the contaminated image G,
i.e., PSNR(X,G), is 11.99. The image G is shown on the right-hand side of Fig. 4. The regularization matrices L1 and L′1 are of
size 512× 512 and of the same kind as in Example 4.1.
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Original Image Blurred and noisy Image
Fig. 4. Exact image (left) and contaminated image (right).
Fig. 5. L-curves with the location of the ‘‘vertices’’, which correspond to λ7 ≃ 9.882 at the iteration k = 7 (left) and λ19 ≃ 0.162 at the iteration k = 19
(right).
Table 2
Relative errors and PSNR-values for a few restorations Xk .
k V1 = G‖G‖F V1 =
A(G)
‖A(G)‖F
Relative error ek PSNR Relative error ek PSNR
1 1.309e−001 23.394 1.512e−001 22.148
5 1.220e−001 24.006 1.086e−001 25.020
15 1.082e−001 25.052 9.845e−002 25.874
20 9.539e−002 26.149 8.746e−002 26.903
Weapplied the L-curve criterion to determine a suitable value of the regularization parameterλ for the projected problem
at each iteration. Fig. 5 shows the L-curves at iterations k = 7 and k = 19. They gave the parameter values λ7 ≃ 9.882 and
λ19 ≃ 0.162, respectively.
Table 2 shows relative errors ek and PSNR-values for a few iterates Xk for the initial blocks V1 = G/‖G‖F and V1 =
A(G)/‖A(G)‖F . The table shows the latter to yield the best restorations. This is also illustrated by Fig. 6. 
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Restored Image Restored Image
Fig. 6. Restored images with V1 = G‖G‖F (left) and with V1 =
A(G)
‖A(G)‖F (right).
Blurred and noisy Image Restored Image
Fig. 7. Contaminated image (left) and restored image (right).
Table 3
Relative errors, PSNR-values and the optimal values of
the regularized parameter λk (with GCV).
k Relative error ek PSNR λk with GCV
1 1.387e−001 22.892 10.00
5 9.163e−002 26.499 1.458
15 8.035e−002 27.639 0.126
20 7.196e−002 28.598 0.002
Example 4.3. In this experiment, we consider the case p = 2 and q = 1 in (4) with
A(X) = A1XB1 + A2XB2.
Here A1 and B1 are the same matrices as in Example 4.2 with σ = 5 and r = 5. The matrices A2 and B2 are of the same kind
as the matrices A1 and B1 in Example 4.1 with σ = 7 and r = 3. The regularization matrices L1 and L′1 are the same as in
Example 4.2.
The exact (blur- and noise-free) image, fruit, is the same as in Example 4.2. It is shown on the left-hand side of Fig. 4.
The noise satisfies (27) with η = 2. The PSNR-value for the blur- and noise contaminated image G is 22.373. This image
is shown on the left-hand side of Fig. 7. In this example, we applied the GCV criterion to determine a suitable value of the
regularization parameter λ at each iteration with Algorithm 1, starting with the initial block V1 = A(G)/‖A(G)‖F . Table 3
shows the PSNR-value to improve from 22.373 to 28.598. The restored image with the latter PSNR-value is displayed on the
right-hand side of Fig. 7. 
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5. Conclusion
We derived a generalized global Arnoldi method, which is a block method analogous to the single-vector scheme
described in [10], and discussed its application to Tikhonov regularization of linear discrete ill-posed problems with a
structured matrix. Image restoration examples are presented.
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