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Abstract 
Han, Weimin, Notes on “A separation of the variables method for solving coupled systems of second-order 
partial differential equations: exact, approximate solutions and error bounds”, Journal of Computational and 
Applied Mathematics 36 (1991) 259-263. 
We provide several notes on a paper by Jodar (1990). published in this journal. 
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Note 1. A conceptually simpler derivation of the solution 
The aim of [I] is to find a series expansion for the solution U(x, y, t) of the initial-boundary 
value problem: 
q, =A2(Kx + u,,), 0 ‘x<a, O<y<b, t>o, (1) 
U(0, y, t) = u(a, y, t) = u(x, 0, t) = u(x, b, t) =o, t zo, (2) 
ub, Y? 0) =fk YL UT Y9 0) =dx, Y), O<x<a, O<y<b, (3) 
where U(x, Y, t), f(x, Y), g(x, Y) E R”, and 
A is an m X m invertible symmetric matrix. (4) 
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Since each component Uk(x, y, t), 1 < k < m, of the vector function U(x, y, t) vanishes on 
the boundary of the square (0, a) X (0, b), we may expand Uk(x, y, t) into a series 
uk(x, Y, t> = C C sin( 5x) sin( $y)hi,j,k(‘), 
i>l jr1 
where hi.,.kW are functions to be determined. Denote h,,,(r) = (h ;.,, r( t), . . . , i~~,,,,(t))~, an 
m-dimensional vector function; then the solution U(x, y, t) can be written in the form 
(5) 
To find h!,,(t), we substitute (5) into (1). Equating the coefficients of sin(( iT/a)x)sin(( ja/b)y) 
on both sides of the equation for each pair of positive integers i, j, we get 
hj;i(t) = -vy,TiA2h;*,.(f), (6) 
where vi. j = (( i/~)~ + ( j/b)2)“2~. A general solution of (6) is 
h;,;(t) =cos(t~,,~A)c~~~+ sin(tv,,jA)d,,j. 
Therefore, the solution 
U(x, y, t) = C C sin( 5x) Sin( $y)[cOS(IVj+jA)cj,j+ sin(tvi,jA)d;,,], (7) 
i>l /gl 
where the constant vectors ci,,, d,,j are to be determined from the initial conditions 
Hence, 
c,,~ = $i”[ sin( 2x) sin( $y )/(x, y) dx dy, 
d,,, = $ib[ sin( Gx] sin( $y)g(x, y) dx dy. 
(8) 
(9) 
We have formally derived a series expansion for the solution U(x, y, t). Under the following 
assumptions, 
ai+Jf 
-!?!‘C exist and are continuous for (x, y ) E [0, LZ] x [0, b] , 
ax1 ayj’ axi ayj 
OGi, jG4, 
f(O, y> =f(a, y) =f(x, 0) =f(x, b) = 0, 
(12) 
03)l 
$0, y) = $2, y) = $(x, 0) = $(x, b) =o, W2 
j$(o2 y)=$(u, Y)=~(x,o)=$(x, +o, 
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x E (0, a), y E (0, b), we have the following conclusions. 
(a) 3 constant c > 0, such that 1 c,,~ 1 < ~/(ij)~, 1 d,,, 1 G ~/(ij)~, Vi, j. 
(b) The vector function U(x, y, t) defined in (7) is second-order continuously differentiable, 
and is the classical solution of the problem (l)-(3). 
As explained in [l], (b) is a consequence of (a), so we need only to prove (a). By using 
assumptions (12) (13),-(13),, we easily get 
c,., = -$( $)4[[ sin( Gx) sin( $_v) ‘Ly$s’ dx dy, 
diqj= 4A-’ 6 ($)‘i”[ sin( !$x) sin( fy) a;?;;) dx dy. 
Hence, (a) holds. 
The assumptions (13),, (13) 3 are compatible to the homogeneous boundary condition (2). 
(13),-(13), are not stated in [l], the corresponding assumption (1.6) in [l] is incorrect. 
Note 2. Solutions for problems with other homogeneous boundary conditions 
Using the idea presented in Note 1 for the solution of the problem (l)-(3), it is easy to find 
solutions for the same equation (l), with initial condition (3) and certain other homogeneous 
boundary conditions. We always assume A satisfies (4). Let now the boundary condition be 
$0, y, t) = $&z, y, t) = U(x, 0, t) = U(x, b, t) =O, t>,O. (14) 
Then, under the assumptions (12) and 
$0: v) = $a, y) =f(x, 0) =f(x, 6) = 0, 
$(o, ~)=$$(a, y)=$$x,O)=$$x, b)=O, 
$0, y) = %(a, y) = g(x, 0) = g(x, b) = 0, 
%(O, .Y)=?$z, y)=$(x,O)=$$x, b)=O, 
05)’ 
(192 
(1513 
0514 
x E (0, a), y E (0, b), the vector function 
u(x, Y, t) = c c (16) 
i>l j>l 
COS( 5~) sin( $y)[cos(t~j,jA)c,,, + sin(tv;,jA)di,j], 
is the classical solution of the problem (l), (14), (3), 
and 
where again v,, j = ((i/a)* + ( j/b)*)‘/*a, 
c,,, = $i’[ cos( Gx) sin( $y)f(x, _v) dx dy, (17) 
d,,j = K/,“/,” cos( 2x1 sin( $y)g(x, y) dx dy. (18) 
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As another example, if the boundary condition is 
U(0, y, t) = U(a, y, t) = U(x, 0, t) = g(x, b, t) =O, ta 0, (19) 
we assume (12) and 
f(0, _Y) =f(a, Y) =f(x, 0) = 3(x> b) = 0, (2O)I 
$(O, _JJ) = $(a, y) = 3(x, 0) = 3(x, b) = 0, (20), 
g(0, _Y) = g(a, v) = g(x, 0) = $(x, b) = 0, (20), 
s(O, _JI) = +&z, y) = 3(x, 0) = s(x, b) =O. (20)4l 
Then, the classical solution of the problem (l), (19), (3) is: 
Wx, Y, t) = c c sin( ;x) sinj (jbf)n ) y [cos(tvi,jA)ci,j+ sin(tvi,iA)di,j], 
r>l j>l 
(21) 
where 
c,,, = &/,“I sin( Gx) sin( ( jbf)“,)/(x, y) dx dy, 
d,,, = %[I sin( Gx) sin( (jbf)Ty)g(x, y) dx dy. 
(22) 
(23) 
Note 3. Generalization to higher-dimensional problems 
Generalization of the previous results to higher-dimensional problems is straightforward. Let 
sz = rI;=,<o, aj) E R”, where a, > 0, 1 <j < n. Consider the following initial, homogeneous 
Dirichiet boundary value problem: 
&=A2 2 K,X,> x=(x1,..., x&Q, t>o, 
j=l 
u(x, t) = 0, xEa2, t>o, 
u(x, 0) =f(x), q(x, 0) = gb), x E 52. 
Assume A has the property (4), and in addition 
a I, + ... +inf ai, + ... +ing 
ax;1 . . . ax> ’ ax;l . . . ax: 
exist and are continuous on 2, 0 < i,, 
f(x) = 0, g(x) = 0, xEaf2, 
$(x)=%(x)=0 at xj=O, a,, l<j<n. 
J J 
(24) 
(25) 
(26) 
i, < 4, (27) 
(28) 
(29) 
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Define 
U(X, t)= C sin 
;,>I j=l 
1 <jgn 
with vi,,...,; n = (CJ= 1( ~,/Lz,)Z)‘/~TT, and 
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(30) 
(31) 
(32) 
Using (27)-(29), it is easily seen that 
for some constant c. Hence, U( x, l) is second-order continuously differentiable for (x, 1) E E X 
[0, co), and it solves the problem (24)-(26). 
For higher-dimensional problems with other homogeneous boundary conditions, solutions can 
be found similarly. 
Note 4. Correction of a minor mistake 
The inequality (3.3) and the sentence before it in [I] should be replaced by: “Given a positive 
number E, from (2.14) there exist positive integers i,, j, such that 
i,-1 h-1 
C ([cj,jl+ldi,,I)<cC ie3Cje3+cCje3Cim3+ C C (ij)-’ 
rai, or jaj, i=l .i z_i0 j=l iz,i, i> 10 ;a,/0 
E 
=G mp(A) *” 
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