In this paper we study the stochastic Galerkin approximation for the linear transport equation with random inputs and diffusive scaling. We first establish uniform (in the Knudsen number) stability results in the random space for the transport equation with uncertain scattering coefficients and then prove the uniform spectral convergence (and consequently the sharp stochastic asymptotic-preserving property) of the stochastic Galerkin method. A micro-macro decomposition-based fully discrete scheme is adopted for the problem and proved to have a uniform stability. Numerical experiments are conducted to demonstrate the stability and asymptotic properties of the method.
Background
We consider the linear transport equation in one-dimensional slab geometry:
Lf (t, x, v, z) = 1 2 and the characteristic length (such as the length of the domain). The Dirichlet boundary conditions are given in the incoming direction by
while the initial condition is given by
We are interested in the problem that contains uncertainty in the collision cross section, source, initial or boundary data. The uncertainty is characterized by the random variable z ∈ R d with probability density function ω(z). Thus in our problem f, σ , σ a and S all depend on z.
In recent years, there have been extensive activities to study partial differential equations or engineering problems with uncertainties. Many numerical methods have been introduced. In this article, we are interested in the polynomial chaos (originally introduced in Wiener's work [26] )-based stochastic Galerkin method which has been shown to be competitive in many applications, see [4, 27, 28] . The stochastic Galerkin method has been used for linear transport equation with uncertain coefficients [25] . Here we are interested in the problem that contains both uncertainty and multiscale. The latter is characterized by the Knudsen number ε, which, in the so-called optically thin region (ε 1), due to high scattering rate of particles, leads the linear transport equation to a diffusion equation, known as the diffusion limit [1, 3, 18] . For the past decades, developing asymptotic-preserving (AP) schemes for (deterministic) linear transport equation with diffusive scaling has seen many activities, see for examples [5, [7] [8] [9] 17, 19, 20, 22] . Only recently AP scheme for linear transport equation with both uncertainty and diffusive scaling was introduced in [15] (in the framework of stochastic Galerkin method, coined as s-AP method). See more related recent works along this line in [6, 12, 13] . A scheme is s-AP if the stochastic Galerkin method for the linear transport equation, as ε → 0, becomes a stochastic Galerkin method for the limiting diffusion equation. It was realized in [15] that the deterministic AP framework can be easily adopted to study linear transport equations with uncertain coefficients. Moreover, as shown in [6, 12] , kinetic equations, linear or nonlinear, could preserve the regularity in random space of the initial data at later time, which naturally leads to spectral accuracy of the stochastic Galerkin method.
When ε 1, however, the energy estimates and consequently the convergence rates given in [6, 12] depend on the reciprocal of ε, which implies that one needs the degree of the polynomials used in the stochastic Galerkin method to grow as ε decreases. In fact, this is typical of a standard numerical method for problems that contain small or multiple scales. While AP schemes can be used with numerical parameters independent of ε, to prove this rigorously is not so easy and has been done only in a few occasions [5, 14] . A standard approach to prove a uniform convergence is to use the diffusion limit, as was done first in [5] in the deterministic case and then in [11] for the uncertain transport equation. See also the review article [7] . However such approaches might not give the sharp convergence rate.
In this paper, we provide a sharp error estimate for the stochastic Galerkin method for problem (1) . This requires a sharp (ε-independent) energy estimate on high-order derivatives in the random space for f , as well as [f ] − f where [f ] is the velocity average of f defined in (5) which is shown to be bounded even if ε → 0. Then the uniform in ε spectral convergence naturally follows, without using the diffusion limit.
The s-AP scheme in [15] uses the AP framework of [8] that relies on the even-and odd-parity formulation of the transport equation. In this paper, we use the micro-macro decomposition-based approach (see [22] ) to develop a fully discrete s-AP method. The advantage of this approach is that it allows us to prove a uniform (in ε) stability condition, as was done in the deterministic counterpart in [23] . In fact, we will show that one can easily adopt the proof of [23] for the s-AP scheme.
The paper is organized as follows. In Sect. 2 we summarize the diffusion limit of the linear transport equation. The generalized polynomial chaos-based stochastic Galerkin method for the problem is introduced in Sect. 3 and shown formally to be s-AP. The uniform in ε regularity of the stochastic Galerkin scheme is proven in Sect. 4 , which leads to a uniform spectral convergence proof. The micro-macro decomposition-based fully discrete scheme is given in Sect. 5, and its uniform stability is established in Sect. 6 . Numerical experiments are carried out in Sect. 7. The paper is concluded in Sect. 8.
The diffusion limit
as the average of velocity-dependent function φ. For each random realization z, there exists a positive function φ(v) > 0, the so-called absolute equilibrium state that satisfies
Define in the Hilbert space L 2 (−1, 1); φ −1 dv the inner product and norm
The linear operator L satisfies the following properties [1] :
• L admits a pseudo-inverse, denoted by
. For each fixed z, the classical diffusion limit theory of linear transport equation [1, 3, 18] gives that, as ε → 0, ρ converges to the following random diffusion equation:
where the diffusion coefficient
The micro-macro decomposition, a useful tool for the study of the Boltzmann equation and its fluid dynamics limit [24] , and for the design of asymptotic-preserving numerical schemes for kinetic equations [2, 16, 22] , takes the form
where [g] = 0. Introducing (10) into (1), one gets its micro-macro form:
Diffusion limit (8) can be easily seen now. When ε → 0, (11b) gives
which, when plugged into (11a), gives diffusion equation (8)- (9).
The gPC-stochastic Galerkin approximation
We assume the complete orthogonal polynomial basis in the Hilbert space
where φ i (z) is a polynomial of degree i and satisfies
Here φ 0 (z) = 1, and δ ij is the Kronecker delta function. The inner product and norm in this space are, respectively,
Since the solution
The mean and variance of f can be obtained from the expansion coefficients as
The idea of the stochastic Galerkin (SG) approximation [4, 28] is to truncate the above infinite series by
from which one can extract the mean and variance of f M from the expansion coefficients as
Furthermore, we define
Let Id be the (M + 1) × (M + 1) identity matrix. , a are symmetric positive-definite matrices satisfying [27] ≥ σ min Id .
If one applies the gPC ansatz (13) into transport equation (1), and conduct the Galerkin projection, one obtains [15, 25] :
whereŜ is defined similarly as (13) . We now use the micro-macro decomposition
with initial datâ
It is easy to see that system (16) formally has the diffusion limit as ε → 0:
where
Thus the gPC approximation is s-AP in the sense of in [15] . One can easily derive the following energy estimate for system (16)
On the other hand, the direct gPC approximation of the random diffusion equation (8)- (9) is:
The regularity in the random space and a uniform spectral convergence analysis of gPC-SG method
In this section, we assume σ a = S = 0 for clarity and periodic boundary condition
for simplicity. We prove that, under some suitable assumptions on σ (z), the solution to the linear transport equation with random inputs preserves the regularity in the random space of the initial data uniformly in ε. Then based on the regularity result, we conduct the spectral convergence analysis and error estimates for the gPC-SG method and will also obtain error bounds uniformly in ε.
Notations
We first recall the Hilbert space of the random variable introduced in Sect. 3,
equipped with the inner product and norm defined in (12) . We also define the kth-order differential operator with respect to z as
and the Sobolev norm in H as
Finally, we introduce norms in space and velocity as follows:
where 1] denotes the domain in the phase space. For simplicity, we will suppress the dependence of t and just use f , f k in the following proof.
Regularity in the random space
We will study the regularity of f with respect to the random variable z. To this aim, we first prove the following lemma. For simplicity, we state and prove the following lemma only for one-dimensional case. Proof for high-dimensional case is identical except the change of coefficient.
Proof Since
we have
By Young's inequality
and Cauchy-Schwarz inequality
Combining (27), (28) and (29), one obtains
This completes the proof of Lemma 4.1.
Now we are ready to prove the following regularity result.
Theorem 4.1 (Uniform regularity) Assume
If for some integer m ≥ 0,
then the solution f to linear transport equation (1)- (2), with σ a = S = 0 and periodic boundary condition (19) , satisfies,
where C σ , C 0 and C are constants independent of ε.
Proof For σ a = S = 0, the kth (0 ≤ k ≤ m)-order formal differentiation of (1) with respect to z is,
where [·] is the average operator defined in (5) . Multiplying D k f to both sides of (33) and
Integration by parts yields
where we have used periodic boundary condition (19) . Notice that
combining with (34) one obtains
Energy estimate We will establish the following energy estimate by using mathematical induction with respect to k: for any k ≥ 0, there exist k constants c kj > 0, j = 0, . . . , k − 1 such that
When k = 0, (37) becomes
which satisfies (38).
Assume that for any k ≤ p where p ∈ N, (38) holds. Adding all these inequalities together we get
which is equivalent to
When k = p + 1, (37) reads
According to Lemma 4.1 with
the right-hand side satisfies the estimate
where C p+1 = (p + 1)4 p+1 . Now we have the estimate
Adding this equation (45) with (41) multiplied by C 2 σ C p+1 /σ 2 min gives,
This shows that (38) still holds for k = p + 1. By mathematical induction, (38) holds for all integer k ∈ N. Finally, according to (38), we have
which yields
where C is clearly independent of ε. This completes the proof of the theorem.
Theorem 4.1 shows the derivatives of the solution with respect to z can be bounded by the derivatives of initial data. In particular, the D k f bound is independent of ε! This is crucial for our later proof that our scheme is s-AP. However, this estimate alone is not sufficient to guarantee that the whole gPC-SG method has a spectral convergence uniform in ε (since there is O(1/ε 2 ) coefficient in front of the projection error, such we need O(ε 2 ) estimation of [f ] − f to cancel this coefficient). To this aim, we first provide the following lemma.
Lemma 4.2 Assume for some integer m
Then holds:
Proof First note that ∂ x f satisfies the same equation as f itself,
Thus according to Theorem 4.1 and our assumption (50),
with C independent of ε. Then by Young's inequality,
where C 1 = C 2 is a constant. This completes the proof.
Now we are ready to prove the following theorem. 
for any t ∈ (0, T ] and 0 ≤ k ≤ m,, where C and C are constants independent of ε.
so [f ] − f satisfies the following equation:
As the proof in Theorem 4.1, differentiating this equation k times with respect to z, multiplying by D k ([f ] − f ) and integrating on Q, one obtains
Notice that
and using Lemma 4.2, we have
For the second part by Lemma 4.1,
So we get the following estimate,
To prove the theorem we use mathematical induction. When k = 0 (62) turns to
By Grönwall's inequality,
which satisfies (55). Assume for any k ≤ p where p ∈ N, (55) holds. This implies
So when k = p + 1 by (62),
which means
Again, the Grönwall's inequality yields
where C p+1 is a constant independent of ε. So by mathematical induction, we complete the proof of the theorem.
Remark 4.1
We remark that all the above lemma and theorems are proved for z ∈ R and σ depending only on z. However, our conclusions and techniques are not limited to these cases. For z ∈ R d , it is straightforward to prove and for σ (x, z) also a function of x, we only need to modify the proof of Lemma 4.2 by using the same technique as in the proof of Theorem 4.1.
A spectral convergence uniformly in ε
Let f be the solution to linear transport equation (1)- (2). We define the Mth-order projection operator
The error arisen from the gPC-SG can be split into two parts r N and e N ,
where r M = f − P M f is the truncation error, and e M = P M f − f M is the projection error. For the truncation error r M , we have the following lemma
Lemma 4.3 (Truncation error). Under all the assumptions in Theorems 4.1 and 4.2, we have for t ∈ (0, T ] and any integer k
Moreover,
where C 1 and C 2 are independent of ε.
Proof By the standard error estimate for orthogonal polynomial approximations and Theorem 4.1, for 0 ≤ t ≤ T ,
with C independent of M.
In the same way, according to Theorem 4.2,
which completes the proof It remains to estimate e M . To this aim, we first notice f M satisfying
On the other hand, by doing the Mth-order projection directly on original linear transport equation we get
(75) subtracted by (74) gives
Now we can give the following estimate of the projection error e M ,
Lemma 4.4 Under all the assumptions in Theorems 4.1 and 4.2, we have for t ∈ (0, T ] and any integer k
= 0, . . . , m, e M ≤ C(T ) M k ,(77)
where C(T ) is a constant independent of ε.
Proof We use basically the same energy estimate as before: multiply (76) by e M and integrate on Q, notice that
then one gets
Notice the projection operator P M is a self-joint operator
and
where for the last two inequalities we have used Young's inequality and Lemma 4.3. Then by a integral over t we get
since e 0 M = P M f 0 − f 0 M = 0 we complete the proof of this lemma. Finally, we are now ready to state the main convergence theorem:
Then the error of the whole gPC-SG method is
where C(T ) is a constant independent of ε.
Proof From Lemmas 4.3 and 4.4, one has
which completes the proof.
Remark 4.2 Theorem 4.3 gives a uniformly in ε spectral convergence rate; thus, one can choose M independent of ε, a very strong s-AP property. If the scattering is anisotropic, namely σ depends on ν, then one usually obtains a convergence rate that requires M ε (see for example [12] ). In such cases the proof of s-AP property is much harder, and one usually needs to use the diffusion limit, see [5] in the case of deterministic case and [11] in the random case.
The Full discretization
As pointed out in [15] , by using the gPC-SG formulation, one obtains a vector version of the original deterministic transport equation. This enables one to use the deterministic AP scheme. In this paper, we adopt the AP scheme developed in [22] for gPC-SG system (16) . One of the most important and challenge problems for linear transport equation is the treatment of boundary conditions; here, we refer to the early work by Jin and Levermore [10] and more recent work by Lemou and Méhats [21] for their study of AP property and numerical treatment of physical boundary conditions.
We take a uniform grid x i = ih, i = 0, 1, . . . N , where h = 1/N is the grid size, and time steps t n = n t. ρ n i is the approximation of ρ at the grid point (x i , t n ), while g n+1 i+ 1 2 is defined at a staggered grid
The fully discrete scheme for gPC system (11) iŝ
It has the formal diffusion limit when ε → 0 as can be easily checked, which iŝ
where K = 1 3 −1 . This is the fully discrete scheme for (17) . Thus the scheme is stochastically AP as defined in [15] . We also notice that [ĝ n i+ 1 2 ] = 0 for every n which will be used later.
The uniform stability
One important property for an AP scheme is to have a stability condition independent of ε, so one can take t O(ε) when ε becomes small. In this section we prove such a result. The proof basically follows that of [23] for the deterministic problem.
For clarity in this section we assume σ a = S = 0. The main theoretical result about the stability is the following theorem:
If t satisfies the following CFL condition
then the sequencesρ n andĝ n defined by scheme (85) satisfy the energy estimate
for every n, and hence scheme (85) is stable.
Remark 6.1 Since the right-hand side of (87) has a lower bound when ε → 0 (and the lower bound being that of the stability condition of discrete diffusion equation (86)), the scheme is asymptotically stable and t remains finite even if ε → 0.
Notations and useful lemma
We give some useful notations for norms and inner products that are used in our analysis. For every grid function μ = (μ i )
For every velocity-dependent grid function
If φ and ψ are two velocity-dependent grid functions, their inner product is defined as:
Now we give some notations for the finite difference operators that are used in scheme (85). For every grid function φ = (φ i+ 1 2 ) i∈Z , we define the following one-sided difference operators:
We also define the following centered difference operators:
Finally, for every grid function μ = (μ i ) i∈Z , define the following centered operator:
We first recall some basic facts. For every grid functions φ = (φ i+
, one has (see [23] ):
Energy estimates
Now we provide the details of the energy estimate. The proof is similar to that for deterministic problem in [23] . First, multiplying (85a) and (85b) byρ n+1 and ε 2ĝ n+1 , respectively. With the assumption that σ a i = 0,Ŝ i = 0, and using the fact that ≥ σ min Id, one has
Combining the second term on the left hand side and the last term on the right-hand side, one gets
Using the Young's inequality,
where (a) + = max(0, a) denotes the positive part of a. Applying this in (6.2) then gives solution, we will use the collocation method (see [27] ) with the same time and spatial discretization to micro-macro system (11) as a comparison in the following examples.
For more details about the collocation method, especially the s-AP property, we refer to the discussion in the work of Jin and Liu [12] . In addition, the standard 30-points GaussLegendre quadrature set is used for the velocity space to compute ρ in the following example.
To examine the accuracy, we use two error norms: the differences in the mean solutions and in the corresponding standard deviation, with 2 norm in x:
where u h , u are the numerical solutions and the reference solutions, respectively. In Fig. 1 , we plot the errors in mean and standard deviation of the gPC numerical solutions at t = 0.01 with different gPC orders. Three sets of results are included: solutions with x = 0.04 (squares), x = 0.02 (circles), x = 0.01 (stars). We always use t = 0.0002/3. One observes that the errors become smaller with finer mesh. One can see that the solutions decay rapidly in N and then saturate where spatial discretization error dominates. It is then obvious that the errors due to gPC expansion can be neglected at order M = 4 even for ε = 10 −8 . The solution profiles of the mean and standard deviation are shown on the left and right of Fig. 2 , respectively.
We also plot the profiles of the mean and standard deviation of the flux vf in Fig. 3 . Here we observe good agreement among the gPC-Galerkin method, stochastic collocation method with 20 Gauss-Legendre quadrature points and analytical solution (103).
In Fig. 4 , we examine the difference between the solution t = 0.01 obtained by the 4th-order gPC method with x = 0.01, t = x 2 /12 and limiting analytical solution (103). As expected, we observe the differences become smaller as ε is smaller in a quadratic fashion, before the numerical errors become dominant.
Example 2: mixing regime
In this test, we still set σ = 2 + z. We consider ε > 0 depending on the space variable in a wide range of mixing scales: ε(x) = 10
which varies smoothly from 10 −3 to O(1) as shown in Fig. 5 . This tests the ability of the scheme for problems with mixing regimes or its uniform convergence in ε. In order to keep the conservation of the mass, the proper linear transport equation should be in the following form, 
then micro-macro decomposition (11) changes to
We can find only the last term changed. For limiting equation (8), it also need to be changed to
where we assume that
exists. For the corresponding numerical scheme we only need to replace the last term
by
in (85b). The initial data are
The reference solution is obtained using collocation method with 30 points. The parameters are set up as the following: the mesh size is x = 0.01, and the corresponding t direction mesh size is t = x 2 /3. And we use the 5th-order gPC-Galerkin method to evolve the equation to different time t = 0.005, t = 0.01, t = 0.05, t = 0.1. For the v integral, we use Legendre quadrature of 30 points. Figure 6 shows the 2 error of the mean and standard deviation with respect to the gPC order. We also see the fast (spectral) convergence of the method.
Example 3: random initial data
We then add randomness on the initial data (σ = 2 + z still random).
where f (x, v, 0) is the same as in (111). This time we set x = 0.01 and t = x 2 /12 and final time T = 0.01. First we test in the fluid limit regime ε = 10 −8 as shown in Fig. 7 . Then we test in ε = 1 which is shown in Fig. 8 .
One can see a good agreement between the gPC-SG solutions and the solutions by the collocation method.
Example 4: random boundary data
For the next example, we then add randomness on the boundary conditions:
We also test when ε = 10 −8 and ε = 10 as shown in Figs. 9 and 10, again, good agreements are observed between the gPC-SG solutions and the solutions by the collocation method. 
where we set σ = 4 and z 1 , z 2 are both uniformly distributed in (−1, 1) . The mean and standard deviation of the solution ρ at t = 0.01 obtained by the 5th-order gPC Galerkin with x = 0.025, t = 0.0002/3 are shown in Fig. 11 . We then use the highorder stochastic collocation method over 40×40 Gauss-Legendre quadrature points to compute the reference mean and standard deviation of the solutions. In Fig. 12 , we show the errors of the mean (solid lines) and standard deviation (dash lines) of ρ with respect to the order of gPC expansion. The fast spectral convergence of the errors can be clearly seen. 
Conclusions
In this paper we establish the uniform spectral accuracy in terms of the Knudsen number, which consequently allows us to justify the stochastic asymptotic-preserving property of the stochastic Galerkin method for the linear transport equation with random scattering coefficients. For the micro-macro decomposition-based fully discrete scheme we also prove a uniform stability result. These are the first uniform accuracy and stability results for the underlying problem. It is expected that our uniform stability proof is useful for more general kinetic or transport equations, which is the subject of our future study.
