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A multi-configuration quasi-degenerate second-order perturbation method based on the occupation
restricted multiple active space (ORMAS-PT/ORMAS) reference wavefunction is presented. OR-
MAS gives one the ability to approximate a complete active space self-consistent field (CASSCF)
wavefunction using only a subset of the configurations from the CASSCF space. The essential idea
behind ORMAS-PT is to use the multi-reference Møller-Plesset formalism to correct the ORMAS
reference energy. A computational scheme employing direct CI methodology is presented. Several
tests are presented to demonstrate the performance of the ORMAS-PT method. © 2011 American
Institute of Physics. [doi:10.1063/1.3609756]
I. INTRODUCTION
The multi-configurational self-consistent field (MCSCF)
approach is routinely used to treat chemical systems that
exhibit near degeneracies and therefore require a multi-
reference description.1 Near degeneracies occur, for example,
in the vicinity of conical intersections, during bond break-
ing, in free radical chemistry, electronic excited states, and
unsaturated transition metal compounds. Every MCSCF
wavefunction is expanded within a basis of configurations
that are typically determined by a user-defined active space.
An active space is comprised of a set of molecular or-
bitals (and electrons) that are needed to appropriately treat
properties of interest. Each configuration corresponds to a
unique distribution of electrons among the orbitals in the ac-
tive space. It is common to employ a complete active space
(CAS), which is a full configuration interaction (CI) compu-
tation within the active space. The CAS approach to MCSCF
is known as the complete active space self-consistent field
(CASSCF)2 or the fully optimized reaction space (FORS)3
method.
Although MCSCF provides qualitatively correct zeroth-
order wavefunctions, the absence of dynamic correlation
generally prevents quantitative agreement with experiment.
Therefore, one needs to use the MCSCF wavefunction as
a starting point for multi-reference configuration interaction
(MRCI) or multi-reference perturbation theory (MRPT) cal-
culations. Compared to MRCI, MRPT methods scale better
with system size. To overcome the computational bottlenecks
associated with MRCI, the Graphical Contracted Function
(GCF) approach4 shows promise. The Density Matrix Renor-
malization Group (DMRG) approach5 also shows promise
as a practical tool in the treatment of strongly correlated
systems.6 The present work is concerned with the MRPT
methodology.
a)Electronic mail:mark@si.msg.chem.iastate.edu.
The conventional approach to nth order perturbation the-
ory considers the exact non-relativistic Hamiltonian as a
perturbed independent particle (zeroth-order) Hamiltonian,
with the energy and wavefunction expanded in n orders of
perturbation.7, 8 In contrast to single reference perturbation
theory, MRPT (including restricted open shell (ROHF) PT)
is not uniquely defined. Consequently, there have been nu-
merous MRPT methods developed.9–12 Some of the most
popular MRPT approaches are the complete active space
second-order perturbation theory (CASPT2),13 multi-state
CASPT2 (MS-CASPT2),14 multi-reference Møller-Plesset
(MRMP) perturbation theory,15 and multi-configurational
quasi-degenerate perturbation theory (MCQDPT).16 Both
CASPT2/MS-CASPT2 and MRMP/MCQDPT employ a CAS
reference wavefunction.
Over the past 15 years, developments in approximate
CAS MRPT methods have facilitated the expansion of fea-
sible CASSCF active spaces within the MRPT approach.
Examples of such methods are the restricted active space per-
turbation theory through second order (RASPT2),17, 18 quasi-
complete active space quasi-degenerate perturbation theory
(QCASQDPT),19 general MCQDPT (GMCQDPT),20 and the
reduced model space MRMP.21 The reference wavefunctions
for RASPT2 and QCASQDPT are the restricted active space
self-consistent field (RASSCF)22 and the quasi-complete ac-
tive space (QCAS) type,23 respectively.
The main difference between CAS MRPT and approx-
imate CAS MRPT methods is that there are configurations
that are normally present in the CAS but not in the ap-
proximate CAS reference space. These configurations, re-
ferred to here as IECs (internally excited configurations),
can be significant,20 and they should therefore be accounted
for in the MRPT correction. The current implementation of
RASPT2 does not consider the IECs,17 while QCASQDPT
and GMCQDPT do. However, the computational efficiency
of the latter two methods suffers since the PT contributions
are determined indirectly. That is, the reference configura-
tions that couple to the excited configurations are not directly
0021-9606/2011/135(4)/044101/11/$30.00 © 2011 American Institute of Physics135, 044101-1
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FIG. 1. Schematic representation of the ORMAS method. The full valence
space orbitals are partitioned into S subspaces each containing N,M,. . . O or-
bitals, respectively. Minimum and maximum electron occupation restrictions
are assigned to each subspace to determine which determinants from the orig-
inal full valance space are used to construct the ORMAS Hamiltonian.
determined. It would therefore be beneficial to develop a gen-
eral MRPT method that takes advantage of direct PT method-
ology and considers the IEC contributions to the MRPT prop-
erties.
The present paper introduces an alternative MRPT
method that employs the occupation restricted multiple ac-
tive space (ORMAS)24 wavefunction as the zeroth order refer-
ence function. Similar to RASSCF and QCAS, the ORMAS
method expands the wavefunction within a multi-electron ba-
sis that is typically much smaller than the corresponding CAS
basis. The configurations included in the ORMAS expansion
are specified through user-defined restrictions on the mini-
mum and maximum electron occupation numbers for each
user-defined orbital subspace (see Figure 1). Using ORMAS
to appropriately partition a CAS, one can eliminate many in-
effective electronic configurations (“deadwood”25) that con-
tribute negligibly to the non-dynamic correlation. In this
sense, the ORMAS approach has an analogous effect to that
of the pre-screening of two-electron integrals. Thus, ORMAS
has the ability to retain only the most important configurations
in a CI space.
There are other methods that are similar to the OR-
MAS approach. Among these methods are the restricted
configuration interaction (RCI) approach,26 the generalized
active space (GAS) method,27 and the macroconfiguration
approach.28 ORMAS, RCI, GAS, and the macroconfigura-
tion methods partition a set of active molecular orbitals into
several subspaces (or groups) with restrictions imposed on
the electron occupation numbers in each subspace. From the
subspace specifications, a multi-electron basis is generated in
which the wavefunction is expanded.
In comparison to RASPT2, ORMAS-PT provides greater
flexibility within the reference wavefunction. ORMAS can
generate a RASSCF wavefunction if desired, but it cannot
generate a QCAS wavefunction. ORMAS does have the abil-
ity to generate a similar function (referred to as ORMAS0)
that includes the QCAS reference determinants as a subset
of the ORMAS0 CI expansion basis. Another feature of OR-
MAS is that the ORMAS wavefunction is expanded within a
basis of determinants, thereby eliminating I/O by efficiently
computing Hamiltonian matrix elements “on the fly” (direct
CI). The direct CI methodology is adapted for the ORMAS-
PT energy contributions described below.
II. THEORY
The ORMAS-PT method presented here follows the
perturb-then-diagonalize prescription, based on the Hi-
rao parallel direct determinant implementation15, 29, 30 for
FORS/CASSCF reference wavefunctions. As a consequence
of the underlying ORMAS reference, there are distinct dif-
ferences in how ORMAS-PT must be formulated compared
to the MRMP/MCQDPT approach that is intended for a CAS
reference. This section presents the Hirao MRPT procedure,15
followed by a summary of the modifications that are required
for ORMAS-PT.
In any PT method (single or multiple reference), the ex-
act Hamiltonian (H) from the time-independent Schrödinger
equation (Eq. (1)) is partitioned into a zeroth-order Hamilto-
nian (H0) and a perturbation (V) (Eq. (2)).
H= E, (1)
H = H0 + V. (2)
Hirao’s MRMP approach defines H0 as15
H0 =
∑
c
|ϕc〉 εc 〈ϕc| +
∑
a
|ϕa〉 εa 〈ϕa| +
∑
e
|ϕe〉 εe 〈ϕe| .
(3)
In Eq. (3) ϕc, ϕa, and ϕe refer to the core-plus-inactive, ac-
tive, and external molecular spin orbitals, respectively; εc, εa,
and εe are the core-plus-inactive, active and external orbital
energies, respectively. The orbital energies are defined as
εi = 〈ϕi |F|ϕi〉 , (4)
where F is the standard closed-shell Fock operator31 given by
Fij = hij +
∑
kl
Dαkl
[(ij |kl ) − 12 (ik |jl )]. (5)
In Eq. (5) i,j,k,l correspond to molecular spin orbitals, α de-
notes a particular MCSCF state, hij is an element of the one-
electron Hamiltonian, (ij|kl) is an electron repulsion integral,
and Dα is the MCSCF one-particle density matrix for state
α. The standard Fock operator is block diagonalized within
the core-plus-inactive, the active, and the external orbital sub-
blocks since the reference energy is invariant to orbital rota-
tions within these orbital sub-blocks. Block diagonalization of
F produces a set of canonical orbitals {ϕ} and orbital energies
{ε} that are required in the MRPT expansion. This definition
of H0 (Eq. (3)) sets the zeroth-order energy for MCSCF state
α to be the sum of the orbital energies {εi} weighted by the
corresponding diagonal elements of the one-particle density
matrix Dαii (Eq. (6)).
E(0)α =
〈
(0)α
∣∣H0 ∣∣(0)α 〉 = ∑
i
Dαiiεi. (6)
A variety of correction functions can be incorporated into
the MRMP H0 in an attempt to improve the reliability of
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MRPT; a summary of these is beyond the scope of the cur-
rent work.10 The present study is based on the “barycentric”
definition of H0 (Eq. (6)) used by Hirao15 and is equivalent to
the H0 used in the Kozlowski-Davidson MROPT1 method.10
The scheme adopted here first performs the perturbation
problem and then removes the degeneracy (if any) by solving
the secular problem that corresponds to the effective Hamil-
tonian (Heff):
〈
(0)α
∣∣Heff∣∣(0)β 〉 = EMCSCFβ δαβ + 12
SD(CAS)∑
K
×
{〈
(0)α |H|(0)K
〉〈

(0)
K |H|(0)β
〉
E(0)β − E(0)K
+
〈

(0)
β |H|(0)K
〉〈

(0)
K |H|(0)α
〉
E(0)α − E(0)K
}
. (7)
In Eq. (7), MCSCF states are denoted by α and β, (0)α is
the MCSCF reference wavefunction for state α, EMCSCFβ is the
MCSCF reference energy for state β, E(0)β is the zeroth-order
energy for state β (defined by Eq. (6)), E(0)K is the zeroth-order
energy (Eq. (6)) for a configuration K that is external to the
MCSCF reference space, and the summation runs over all ex-
ternal configurations that do not differ by more than two spin
orbitals from the reference configurations. For single state
MRPT (MRMP), the effective Hamiltonian (Heff) is a 1×1
matrix, so the perturbative correction to that state is just the
matrix itself. For more than one state, a multi-state MRPT re-
quires the diagonalization of Heff (MCQDPT).
Now consider a reformulation of the original Hirao
MRPT method for the ORMAS-PT implementation. Modi-
fications of the orbital canonicalization and the second order
correction are necessary, whereas the definition of the zeroth-
order Hamiltonian given above is retained (Eq. (3)).
To ensure that the ORMAS-PT energy is consistent re-
gardless of how the reference wavefunction is constructed,
the ORMAS-PT second-order energy correction is deter-
mined from a set of canonical orbitals that are obtained
by block diagonalization of the standard Fock operator
(Eq. (5)). The core-plus-inactive and external orbital sub-
blocks are treated as previously described. Since the OR-
MAS reference energy is not invariant under orbital rota-
tions between active subspaces, the active orbital sub-block
of the Fock matrix itself is block diagonalized according
to the user-defined orbital subspaces. For example, sup-
pose an ORMAS active space is configured for three or-
bital subspaces. There would then be three active orbital sub-
blocks in the standard Fock matrix, instead of a single active
block as is used in a MRMP/MCQDPT treatment of a CAS
reference.
In the limit of merging all ORMAS orbital subspaces,
the second-order ORMAS-PT energy correction would be
equivalent to the result obtained by the corresponding MRMP.
Since a general ORMAS employs an incomplete active space,
the second-order ORMAS-PT energy correction must be
formulated to account for internally excited configurations
(IECs). The IECs considered here correspond to single and
double excitations from active orbitals to active orbitals such
that the configurations that are created are not consistent with
the ORMAS reference occupation restrictions on the orbital
subspaces. IECs that correspond to triple and higher excita-
tions from active molecular orbitals to active molecular or-
bitals are not considered. The general ORMAS-PT effective
Hamiltonian is constructed according to Eq. (8).
〈
(0)α |Heff|(0)β
〉 = EMCSCFβ δαβ + 12
SD(ORMAS)∑
K/∈CAS
×
{〈
(0)α |H|(0)K
〉〈

(0)
K |H|(0)β
〉
E(0)β − E(0)K
+
〈

(0)
β |H|(0)K
〉〈

(0)
K |H|(0)α
〉
E(0)α − E(0)K
}
+1
2
CAS∑
K/∈ORMAS
{〈
(0)α |H|(0)K
〉〈

(0)
K |H|(0)β
〉
E(0)β − E(0)K
+
〈

(0)
β |H|(0)K
〉〈

(0)
K |H|(0)α
〉
E(0)α − E(0)K
}
. (8)
Similar to the MRMP/MCQDPT method, the MCSCF states
are denoted by α and β. The first term on the right hand side
(RHS) of Eq. (8) contributes the reference energy of MCSCF
state β to the diagonal of the effective Hamiltonian. The first
summation runs over all configurations K that are external to
the CAS and do not differ by more than two spin-orbitals from
the reference configurations. The second summation runs over
all IECs. Neglecting the second summation on the RHS of
Eq. (8) can potentially still provide satisfactory results,17 but
for a rigorous MRPT it is essential that this second summation
be included. In implementing Eq. (8), the main challenge is
to create an algorithm that enumerates the IECs and directly
determines their contributions to Heff. This is discussed next.
The IECs are determined by initially relaxing the OR-
MAS reference restrictions on the minimum and maximum
electron occupancies for each orbital subspace. Appropriately
modifying the occupation restrictions provides criteria that
the IECs must satisfy. Orbital subspace specifications permit-
ting, these modifications allow each subspace to accommo-
date one or two additional electrons and to lose one or two
electrons. The minimum and maximum orbital subspace oc-
cupation restrictions are modified as follows:
¯NmaxI =
⎧⎪⎨
⎪⎩
NmaxI + 2 if
(
NmaxI + 2
) ≤ number of orbitals in subspace I
NmaxI + 1 if
(
NmaxI + 1
)= number of orbitals in subspace I For I = 1, X
NmaxI if NmaxI = number of orbitals in subspace I
, (9)
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¯NminI =
⎧⎪⎨
⎪⎩
NminI − 2 if
(
NminI − 2
) ≥ 2
NminI − 1 if NminI = 1 For I = 1, X
NminI if NminI = 0
. (10)
In Eqs. (9)–(10), X is the number of ORMAS orbital sub-
spaces, NminI (NmaxI ) specifies the reference occupation restric-
tions on the minimum (maximum) electron occupations for
subspace I, and ¯NminI ( ¯NmaxI ) is the modified minimum (maxi-
mum) electron occupation restriction for subspace I.
Modified occupation restrictions are used to generate α-
groups and β-groups, which describe the distribution of the
α-electrons and β-electrons among the X ORMAS orbital
subspaces. These α-groups and β-groups are then combined
in a pair-wise procedure to find combinations that adhere to
the modified electron occupation restrictions. For each valid
combination, α-strings and β-strings are enumerated24 from
the α-group and β-group, respectively. These α-strings and
β-strings are combined to form determinants; the α-strings
and β-strings indicate which α and β molecular spin-orbitals
are occupied. The resulting determinants correspond not only
to the IECs, but also to the reference determinants.
It is necessary to categorize each IEC specifically, be-
cause a single algorithm cannot directly determine the en-
ergy contributions for all IECs. This is analogous to the
need for separate treatments of determinants that correspond
to valence-to-external vs. active-to-external electronic excita-
tions, as is required in MRMP/MCQDPT formulations. The
scheme introduced here classifies each IEC into one of eight
types; these types are listed in Table I and are discussed in
detail in the following paragraphs.
Each IEC classification is based upon how the electron
occupations in each orbital subspace are not consistent with
the minimum and maximum electron occupation restrictions
of the reference specifications (NminI and NmaxI ; for I = 1, X).
With respect to reference occupation restrictions, an inconsis-
tency would correspond to a subspace being ‘over-occupied’
(too many electrons) or ‘under-occupied’ (too few electrons).
For example, if NmaxI = 4 for subspace I and subspace I actu-
ally contains five electrons, then subspace I is ‘over-occupied’
by one electron.
The symbol RP,QI is introduced here to monitor whether
subspace I is consistent with the reference occupation re-
strictions when α-group P is combined with β-group Q. In
Eq. (11) below, NαI,P (NβI,Q) is the number of α-electrons (β-
electrons) assigned to subspace I from α-group P (β-group
Q), NminI and NmaxI (defined above) are the minimum and max-
imum occupation restrictions for reference subspace I. An
‘under-occupied’ (‘over-occupied’) subspace corresponds to
RP,QI < 0 (RP,QI > 0) while RP,QI = 0 indicates subspace I is
consistent with the reference occupation restrictions. For ex-
ample, RP,QI = −2 indicates subspace I is ‘under-occupied’
by two electrons.
RP,QI =
⎧⎪⎨
⎪⎩
(
NαI,P + NβI,Q − NminI
)
if
(
NαI,P + NβI,Q − NminI
)
< 0(
NαI,P + NβI,Q − NmaxI
)
if
(
NαI,P + NβI,Q − NmaxI
)
> 0 For I = 1, X
0 otherwise
. (11)
RP,QI can be used to compute a label, P,Q (employing
Eqs. (12)–(15) below) that classifies a set of IECs that
are generated from the combination of α-group P with
β-group Q.
YP,Q =
X∑
I
RP,QI , (12)
ZP,Q =
X∑
I
∣∣RP,QI ∣∣, (13)
γP,Q =
{
1 if YP,Q ≥ 1
−1 if YP,Q < 1,
(14)
P,Q = γP,Q(|YP,Q| + 2ZP,Q ). (15)
In Eqs. (12)–(15), YP,Q is a sum over all ‘under-occupations’
and ‘over-occupations’ (RP,QI ) for each subspace, ZP,Q is
an absolute sum over all ‘under-occupations’ and ‘over-
occupations’ for each subspace, γP,Q is a sign transfer func-
tion, and P,Q is the resulting IEC label. All IEC labels are
calculated on the fly since their storage requirements can be
excessive.
The first column in Table I lists all possible P,Q
labels (IEC types). Regardless of the how the ORMAS
wavefunction is constructed, only eight unique values of
P,Q correspond to single or double IECs. The value P,Q
= 1 corresponds to the reference configurations. Each of
these values is described next. Unless indicated otherwise,
all subspaces are consistent with the reference occupation
restrictions.
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TABLE I. Classification types of internally excited configurations (IEC). IEC type corresponds to how the sub-
spaces have too many (positive integer) or too few (negative integer) electrons with respect to the ORMAS
reference specifications. RP,QI indicates how subspace I is “under-occupied”/“over-occupied” upon combining
α-group P with β-group Q (a zero integer means there is no violation in that subspace). P,Q = 1 corresponds to
IECs that are reference determinants.
Electron “over-occupations”/“under-occupations” in subspace:
IEC type P,Q RP,Q1 R
P,Q
2 R
P,Q
3 R
P,Q
4 R
P,Q
5 R
P,Q
6 . . . R
P,Q
N−1 R
P,Q
N
1a 0 0 0 0 0 0. . . 0 0
− 3 –1 0 0 0 0 0. . . 0 0
3 1 0 0 0 0 0. . . 0 0
4 1 − 1 0 0 0 0. . . 0 0
− 6 –2 0 0 0 0 0. . . 0 0
− 6 –1 − 1 0 0 0 0. . . 0 0
6 2 0 0 0 0 0. . . 0 0
6 1 1 0 0 0 0. . . 0 0
− 9 –2 1 0 0 0 0. . . 0 0
− 9 –1 − 1 1 0 0 0. . . 0 0
9 –1 2 0 0 0 0. . . 0 0
9 –1 1 1 0 0 0. . . 0 0
16 –2 2 0 0 0 0. . . 0 0
16 –2 1 1 0 0 0. . . 0 0
16 –1 − 1 2 0 0 0. . . 0 0
16 –1 − 1 1 1 0 0. . . 0 0
aP,Q = 1 corresponds to determinants that are part of the ORMAS reference space.
P,Q = 1: all subspaces adhere to reference occupation
restrictions (not excited configurations)
P,Q = −3: one subspace is ‘under-occupied’ by one
electron.
P,Q = 3: one subspace is ‘over-occupied’ by one elec-
tron.
P,Q = 4: one subspace is ‘over-occupied’ by one elec-
tron and one other subspace is ‘under-occupied’ by one elec-
tron.
P,Q = −6: either one subspace is ‘under-occupied’ by
two electrons or two subspaces are both ‘under-occupied’ by
one electron.
P,Q = 6: either one subspace is ‘over-occupied’ by two
electrons or two subspaces are both ‘over-occupied’ by one
electron.
P,Q = −9: one subspace is ‘over-occupied’ by one elec-
tron and either one other subspace is ‘under-occupied’ by two
electrons or two other subspaces are both ‘under-occupied’ by
one electron
P,Q = 9: one subspace is ‘under-occupied’ by one elec-
tron and either one other subspace is ‘over-occupied’ by two
electrons or two other subspaces are both ‘over-occupied’ by
one electron.
P,Q = 16: (four situations are possible)
(1) one subspace is ‘under-occupied’ by two electrons and
one other subspace in ‘over-occupied’ by two electrons.
(2) one subspace is ‘under-occupied’ by two electrons and
two other subspaces are both ‘over-occupied’ by one
electron.
(3) two subspaces are both ‘under-occupied’ by one elec-
tron and one other subspace is ‘over-occupied’ by two
electrons.
(4) two subspaces are both ‘under-occupied’ by one electron
and two other subspaces are both ‘over-occupied’ by one
electron.
As illustrated in Table I, the different cases for a given
P,Q are distinguished by the corresponding values of RP,QI .
Configurations that have P,Q = 1 are reference configura-
tions and are not included in the summation over the IEC
(second summation in Eq. (8)). In addition, some α-group and
β-group combinations can correspond to triple and higher ex-
cited determinants. These IECs cannot couple with any of the
reference configurations and are also not considered in the
ORMAS-PT.
From each α-group/β-group pair corresponding to an
IEC label that characterizes a single or double excitation, α-
strings and β-strings are enumerated and combined pair-wise
to form the proper IECs. These IECs are treated with the ap-
propriate algorithm that corresponds to their P,Q labels. This
classification scheme allows for a highly efficient algorithm
that directly computes the ORMAS-PT energy contributions.
To illustrate the above scheme, consider employing OR-
MAS to partition a singlet system of 6 electrons and 12 or-
bitals into three 4-orbital subspaces. The minimum (maxi-
mum) reference occupation restrictions for the three orbital
subspaces are set to 0,0,0 (6,6,6). Thus, any distribution of
electrons among the subspaces is allowed. There are 28 pos-
sible distributions of the 6 electrons (seen in Table II); the
total number of electrons in subspace I for distribution J is
indicated by NI,J. These 28 distributions correspond to a total
of 48,400 determinants. This is identical to a full CAS, so the
IECs are not relevant in this case.
Next, consider the minimum (maximum) reference oc-
cupation restrictions for each subspace to be 2,2,2 (2,2,2).
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TABLE II. All possible distributions of 6 electrons among the three four-
orbital subspaces. Distribution 13 is the only allowable distribution of elec-
trons with the minimum (maximum) electron occupation restrictions of 2 (2)
for each subspace. NI,J indicates the number of electrons assigned to sub-
space I from distribution J.
Distribution (J) N1,J N2,J N3,J # Determinants
1 6 0 0 16
2 5 1 0 192
3 5 0 1 192
4 4 2 0 768
5 4 1 1 1664
6 4 0 2 768
7 3 3 0 1184
8 3 2 1 4416
9 3 1 2 4416
10 3 0 3 1184
11 2 4 0 768
12 2 3 1 4416
13 2 2 2 7552
14 2 1 3 4416
15 2 0 4 768
16 1 5 0 192
17 1 4 1 1664
18 1 3 2 4416
19 1 2 3 4416
20 1 1 4 1664
21 1 0 5 192
22 0 6 0 16
23 0 5 1 192
24 0 4 2 768
25 0 3 3 1184
26 0 2 4 768
27 0 1 5 192
28 0 0 6 16
These restrictions allow for just a single distribution (distri-
bution 13) while all other distributions correspond to IECs
(distributions 1–12, 14–28). Not all of the distributions that
correspond to IECs will contribute to the ORMAS-PT en-
ergy. For example consider distribution 2 in Table II: sub-
space one is ‘over-occupied’ by three electrons, subspace two
is ‘under-occupied’ by one electron, and subspace three is
‘under-occupied’ by two electrons. IECs corresponding to
distribution 2 represent triple excitations since subspace one
is ‘over-occupied’ by three electrons. IECs corresponding to
triple excitations cannot couple to determinants in the OR-
MAS reference space, so these IECs will not contribute to
the ORMAS-PT energy. On the other hand, consider distri-
bution 4 in Table II: subspace one is ‘over-occupied’ by two
electrons, subspace two is consistent with the reference occu-
pation restriction, and subspace three is ‘under-occupied’ by
two electrons. Therefore, IECs from distribution 4 correspond
to double excitations from the ORMAS reference space. Be-
cause of this, IECs corresponding to distribution 4 will make
contributions to the wavefunction and energy. The numeri-
cal IEC label given to any α-group P and β-group Q com-
bination that results in the distribution 4 is P,Q = 16 (see
Eqs. (11)–(15) and Table I).
An appropriate P,Q label is assigned for each α-group
P/β-group Q pair. Once P,Q for a particular pair is known, the
appropriate algorithm can be executed to directly determine
the IEC contributions to the energy and wavefunction. The
above prescription is also applied to the excited configurations
that are external to the CAS (the first summation on the RHS
of Eq. (8)). These external terms require the greatest amount
of computational effort.
III. APPLICATIONS
The ORMAS-PT method has been implemented in the
GAMESS (General Atomic and Molecular Electronic Struc-
ture System)32 suite of programs. GAMESS has been used
for all calculations that are presented here. The ORMAS-PT
method is benchmarked against full MRMP/MCQDPT results
for four test cases, including a state averaged MCSCF wave-
function, singlet and higher spin states, and ionic systems.
A. Potential energy surface of lithium fluoride
The LiF dissociation energy curves for the two lowest
energy 1
+ states at the equilibrium LiF ground state ge-
ometry are examined to determine whether ORMAS-PT can
properly account for the avoided crossing between these two
surfaces. Near the LiF equilibrium geometry, the lower en-
ergy 1
+ state may be described as ionic, or at least highly
polar, while the higher energy state may be described as
covalent. After the avoided crossing the lower 1
+ state
becomes covalent, while the higher energy 1
+ state is
ionic. In C2v symmetry, the reference CAS wavefunction is
constructed from six electrons and nine active orbitals
CAS(6,9): 4a1,5a1,6a1,1b1,2b1,3b1,1b2,2b2,3b2. Molecular
orbitals 1a1, 2a1, and 3a1 correspond to the fluorine 1s and 2s
and lithium 1s atomic orbitals. These orbitals are chemically
inactive and remain in the core.
Using ORMAS, the CAS(6,9) space is partitioned into
three 3-orbital subspaces: {4a1, 5a1, 6a1}, {1b1, 2b1, 3b1},
and {1b2, 2b2, 3b2}. The electron occupation restrictions for
each orbital subspace are set to a minimum (maximum) of 2
(2) electrons. These occupation restrictions permit only two
electrons to occupy any of the subspaces, irrespective of spin.
The 6-311++G(3df,3pd)33 basis set is used for all MCQDPT
and ORMAS-PT calculations. The orbitals are state-averaged
over the two lowest energy 1
+ states.
Figure 2 shows the two lowest 1
+ potential en-
ergy curves for ORMAS-PT and MCQDPT. Note that in
Figure 2 that there are actually four curves but the ORMAS-
PT and MCQDPT curves overlap making it difficult to dis-
tinguish between the two. Additionally, ORMAS-PT is able
to account for the qualitative features of the two surfaces,
namely the equilibrium geometry and the avoided crossing
around 12-13 bohr. Figure 3 shows the relative error of the
singlet-singlet ORMAS-PT energy splitting relative to the
MCQDPT values. Beyond 2.9 bohr (req = 2.98 bohrs)34 there
is less than 0.2 kcal/mol error between ORMAS-PT and MC-
QDPT. At shorter distances ORMAS-PT overestimates the
energy splitting by up to 3 kcal/mol. The large error [2.4 and
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
129.186.176.217 On: Wed, 02 Dec 2015 16:22:08
044101-7 ORMAS-PT2 J. Chem. Phys. 135, 044101 (2011)
-107.35
-107.30
-107.25
-107.20
-107.15
-107.10
-107.05
-107.00
2 4 6 8 10 12 14 16 18 
E
ne
rg
y 
(h
ar
tr
ee
) 
LiF Bond Length (bohr) 
FIG. 2. Potential energy curve (hartree) for the dissociation of LiF. The ●
and  designate the two lowest 1
+ states.
3.0 kcal/mol] in the singlet-singlet energy splitting at the two
shortest bond distances may arise because ORMAS does not
give an adequate reference wavefunction for both 1
+ states,
and this carries over to the ORMAS-PT results. For increased
accuracy, the ORMAS molecular orbital subspace restrictions
should be relaxed to generate a more reliable reference wave-
function.
B. Potential energy surface of Si15H16 dimer
buckling modes
Whether or not Si(100) ground state surface dimers are
buckled is an unresolved matter since highly correlated meth-
ods are impractical for the large surface models needed to
eliminate edge effects. To circumvent the computational ex-
pense of large cluster models, small surface clusters are rou-
tinely used (Figure 4(a)). To investigate the geometry of the
Si(100) surface dimers on the MRPT ground state PES, one
can first calculate the MCSCF vibrational modes that corre-
spond to the buckling frequencies. The geometries are then
perturbed along these modes while calculating MRPT single
point energies.
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FIG. 3. ORMAS-PT relative error (kcal/mol) for the energy splitting for the
two lowest 1
+ states compared to MCQDPT.
(c) 154.8 (154.1) cm-1(b)     159.4 (159.0) cm-1
(a)
FIG. 4. (A) Optimized structure of Si15H16. (B) buckling mode-1, (C) buck-
ling mode-2. For clarity, the hydrogen atoms in B and C been removed. The
buckling mode frequencies in B and C correspond to those calculated with
CASSCF and ORMAS(in parentheses).
At both the FORS/CASSCF and ORMAS-SCF levels of
theory, the cc-pVDZ basis set35 was used to optimize Si15H16.
Subsequently, the Hessian (matrix of second order energy
derivatives) was diagonalizated to determine the vibrational
modes. Geometric distortions along two buckling modes of
Si15H16 were then performed. The CASSCF active space in-
cludes one σ /σ * and one π /π* pair from each dimer, leading
to a total of 8 electrons distributed among 8 molecular orbitals
(8,8).
For ORMAS-SCF, each dimer is given its own subspace.
This results in two subspaces, each containing four molecular
orbitals (one σ /σ * and one π /π* pair). The reference occupa-
tion restrictions for the ORMAS-SCF subspaces are set to a
minimum (maximum) of 4 (4) electrons. The FORS/CASSCF
and ORMAS-SCF buckling vibration modes for Si15H16 may
be seen in Figure 4. The hydrogen atoms are eliminated for
clarity in Figures 4(b) and 4(c). The two buckling modes are
referred to as mode-1 and mode-2.
As seen in Figure 5, displacements along the two buck-
ling modes show that the ORMAS-PT surface features agree
nicely with the MRMP result that the MRPT energy in-
creases as the atoms are displaced along the buckling modes.
The absolute errors in mode-1 and mode-2 between the two
0.00
0.04
0.08
0.12
0.16
0.20
0 10 20 30 40 
E
ne
rg
y 
(k
ca
l/m
ol
)
Displacement (%)
FIG. 5. MRPT potential energy curves (kcal/mol) for the displacement
Si15H16 from the optimized geometries of FORS/CASSCF and ORMAS
along buckling mode 1 (●, ©) and mode 2 (❚,). The filled markers refer to
the MRMP energy while the unfilled markers refer to ORMAS-PT.
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FIG. 6. Relative mode 1 (●) and mode 2 ( ) errors (kcal/mol) with respect
to the minimum energy structure for ORMAS-PT compared to MRMP.
methods are negligible (Figure 6). The energy error
(kcal/mol) is small, even though the displaced geometries
are slightly different, since the structures are perturbed
along modes that correspond to an ORMAS-SCF vs. a
FORS/CASSCF reference. This good agreement attests to the
reliability of a properly constructed ORMAS wavefunction,
and that ORMAS-PT is suitable for predicting MRMP energy
differences.
C. Singlet-triplet and doublet-quartet splitting
of OxoMn(salen) and OxoMn(salen)−1
The catalyst chloro-4,4’-(1,2-ethanediyldinitrilo)bis(2-
pentanonato)(2-)N,N’,O,O’)-m-oxomanganese, referred to
here as oxoMn(salen) (Figure 7), has been previously
studied36 using the CAS MRPT method, but is reexamined
here to determine the suitability of ORMAS-PT for transi-
tion metal complexes. Geometry optimizations on the sin-
glet (neutral) and the doublet and quartet (ionic) species
were performed using the 6-31G(d) basis set.37 The triplet
MCSCF state spontaneously dissociates the oxygen atom
upon optimization from the bound singlet geometry.38 Con-
sequently, triplet calculations presented here were done at
the corresponding optimized singlet geometries. In addition,
ORMAS-PT singlet-triplet splittings were computed at both
the CASSCF and ORMAS optimized geometries. ORMAS-
PT doublet-quartet splittings were computed at the ORMAS
optimized geometries only.
Three different active spaces are employed to treat
the singlet and triplet spin states for oxoMn(salen).
FIG. 7. OxoMn(salen).
σ σ* π1 π1*
π2 π2*
πL πL* πR πR*
dMn
FIG. 8. OxoMn(salen) CASSCF/6-31G(d) MCSCF optimized orbitals.
The first active space corresponds to a CAS with 12
electrons distributed among the 11 active orbitals de-
picted in Figure 8. The second active space (ORMAS-
3) partitions the active orbitals into three subspaces:
{πLπL*},{πRπR*}, and {π1π1*π2π2*σσ*dMN} with elec-
tron occupations restricted to a minimum (maximum)
of 2,2,8 (2,2,8), respectively. The final active space
(ORMAS-6) partitions the active orbitals into six sub-
spaces: {πLπL*},{πRπR*},{π1π1*},{π2π2*},{σσ*}, and
{dMN} with electron occupations restricted to a minimum
(maximum) of 2,2,2,2,2,1 (2,2,4,4,4,2), respectively.
There are only slight modifications to two of the ac-
tive subspaces for the anionic doublet and quartet states of
oxoMn(salen)−1. Here the FORS/CASSCF active space is
specified to have 13 electrons distributed among the same 11
active orbitals (13,11). For ORMAS, the subspace orbitals for
the anionic species are partitioned in the same way as in the
neutral species. The difference between the neutral and an-
ionic specifications concerns the electron occupation restric-
tions. The electron occupation restrictions for the ORMAS-3
orbital subspaces are set to a minimum and maximum of 2,2,9
(2,2,9), while the ORMAS-6 orbital subspace restrictions are
the same as those used for the neutral species.
Table III shows the singlet-triplet energy splitting of neu-
tral oxoMn(salen) for the three selected active spaces. Us-
ing the CAS MRPT energy as the benchmark, the ORMAS-3
active space is in the best agreement for the predicted singlet-
triplet splitting. If one uses the CAS geometry to calculate
the ORMAS-3 PT singlet-triplet splitting, the ORMAS-3 PT
error is ∼1.8 kcal/mol. However, when the geometry is op-
timized with ORMAS-3, the ORMAS-3 PT error decreases
to only ∼0.1 kcal/mol. The ORMAS-6 PT predicted singlet-
triplet splitting is in error by ∼2.5 kcal/mol at the CASSCF
geometry and by ∼2.6 kcal/mol at the ORMAS-6 geometry.
The ORMAS-6 and ORMAS-6//CAS PT prediction that the
singlet state lies lower in energy than the triplet state is incor-
rect. Since the singlet-triplet splitting is small, this error may
imply that a more compete active space is needed.
For the oxoMn(salen)−1 anion, the doublet-quartet split-
ting (Table IV) is calculated to be much larger than the singlet-
triplet splitting in the neutral species. For the anion, both the
ORMAS-3 PT and ORMAS-6 PT predicted splittings agree
with CAS MRPT to within ∼0.6 kcal/mol. The good agree-
ment between both the neutral and anionic oxoMn(salen)
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TABLE III. MCSCF and MRPT singlet-triplet energy splitting for oxoMn(salen) using a complete active space and two different ORMAS partitions.
System Method Active Space
MCSCF
Singlet-Triplet
Splitting (kcal/mol)
MRPT
Singlet-Triplet
Splitting
(kcal/mol)
# of Deter-
minants
Time for
PT
correction
(min)a
1A oxoMn
(salen)
CAS (12,11) – – 213,444 209
ORMAS-3b//CASc {dMn,σ ,σ*,π1,π1*,π2,π2*},
{πL,πL*},{πR,πR*}
– – 34,104 42
ORMAS-6d//CASc {dMn},{σ ,σ*},{π1,π1*},
{π2,π2*},{πL,πL*},{πR,πR*}
– – 11,520 16
ORMAS-3b {dMn,σ ,σ*,π1,π1*,π2,π2*},
{πL,πL*},{πR,πR*}
– – 34,104 42
ORMAS-6d {dMn},{σ ,σ*},{π1,π1*},
{π2,π2*},{πL,πL*},{πR,πR*}
– – 11,520 16
3A oxoMn
(salen)
CAS (12,11) −0.3 −2.2 152,460 293
ORMAS-3b//CASc {dMn,σ ,σ*,π1,π1*,π2,π2*},
{πL,πL*},{πR,πR*}
−0.3 −0.4 24,948 51
ORMAS-6d//CASc {dMn},{σ ,σ*},{π1,π1*},
{π2,π2*},{πL,πL*},{πR,πR*}
−1.3 0.3 8,742 19
ORMAS-3b {dMn,σ ,σ*,π1,π1*,π2,π2*},
{πL,πL*},{πR,πR*}
−0.2 −2.3 24,948 51
ORMAS-6d {dMn},{σ ,σ*},{π1,π1*},
{π2,π2*},{πL,πL*},{πR,πR*}
−1.0 0.4 8,742 19
aTotal time for computing PT energy correction on two dual-quad core Intel Xeon R5420 nodes.
bMinimum(maximum) electron occupation restrictions respective to active space: 8,2,2(8,2,2).
cORMAS calculation performed at the singlet CAS optimized geometry.
dMinimum(maximum) electron occupation restrictions respective to active space: 1,2,2,2,2,2(2,4,4,4,2,2).
species demonstrates the ability of ORMAS to provide a reli-
able reference wavefunction for the MRPT correction.
For both the neutral and anionic oxoMn(salen) species,
going from the full CAS MRPT treatment to ORMAS-3 (or
ORMAS-6) decreases both the number of determinants and
CPU time39 (Tables III and IV) significantly. For the open
shell systems, ORMAS-PT uses ∼1–2 orders of magnitude
fewer determinants and ∼1 order of magnitude less CPU time
compared to CAS MRPT. The ability to use fewer determi-
nants through an ORMAS wavefunction decreases the CPU
time, and more importantly the system memory requirements
also decrease.
D. Trans-polyacetylene ionization potentials
ORMAS-PT vertical ionization potentials (IPs) for sev-
eral trans-polyacetylene polymers are now examined to un-
derstand the convergence of ORMAS-PT predicted IPs to
MRMP results. The IP is calculated from the difference in ab-
solute energies of the neutral and ionized species for systems
comprised of 2–8 ethylene subunits (Figure 9). The energies
of the ionized species are calculated at the optimized geome-
tries of the corresponding neutral species. These systems are
highly conjugated, so the active space is constructed around
the π orbitals and π electrons.
TABLE IV. MCSCF and MRPT doublet-quartet energy splitting for oxoMn(salen)−1 using a complete active space and two different ORMAS partitions.
System Method Active Space
MCSCF
Doublet-Quartet
Splitting (kcal/mol)
MRPT
Doublet-Quartet
Splitting
(kcal/mol)
# of Deter-
minants
Time for
PT
correction
(min)a
2A oxoMn(salen)−1 CAS (13,11) – – 152,460 313
ORMAS-3b {dMn,σ ,σ*,π1,π1*,π2,π2*},
{πL,πL*},{πR,πR*} – – 21,336 47
ORMAS-6c {dMn},{σ ,σ*},{π1,π1*}, – –
{π2,π2*},{πL,πL*},{πR,πR*} 12,582 28
4A oxoMn(salen)−1 CAS (13,11) −6.9 −10.8 76,230 157
ORMAS-3b {dMn,σ ,σ*,π1,π1*,π2,π2*},
{πL,πL*},{πR,πR*} −6.7 −10.2 11,193 25
ORMAS-6c {dMn},{σ ,σ*},{π1,π1*},
{π2,π2*},{πL,πL*},{πR,πR*} −7.9 –10.4 6,972 16
aTotal time for computing PT energy correction on two dual-quad core Intel Xeon R5420 nodes.
bMinimum(maximum) electron occupation restrictions respective to active space: 9,2,2(9,2,2).
cMinimum(maximum) electron occupation restrictions respective to active space: 1,2,2,2,2,2(2,4,4,4,2,2).
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FIG. 9. Schematic of trans-polyacetylene of length n.
The MRMP calculations use a CAS reference wavefunc-
tion that corresponds to an active space of size (2n,2n), where
n is the number of ethylene subunits. For the ORMAS-PT IPs,
the active molecular orbitals are partitioned into two orbital
subspaces. With respect to the RHF determinant, the first sub-
space (space 1) corresponds to the occupied π molecular or-
bitals while the unoccupied π* molecular orbitals comprise
the second subspace (space 2). A maximum of two, three, or
four electrons are allowed to excite from orbitals in space 1
to orbitals in space 2. The minimum (maximum) reference
occupation restrictions for space 1 and space 2 are set to 2n-
MAX and 0 (2n and MAX), where MAX = 2,3,4 depending
on the level of excitation. All calculations use the cc-pVTZ
basis set.35
Table V shows ORMAS-SCF and CASSCF IPs for trans-
polyacetylene polymers of length n. For polymers of length n
= 3–8, the ORMAS-SCF IPs oscillate slightly from MAX =
2 to 3 to 4, but these variations are very small. At the highest
excitation level (MAX = 4) there is good agreement between
the ORMAS-SCF and CASSCF (maximum error ∼0.02 eV).
Both ORMAS-SCF and CASSCF under-estimate vertical IPs
compared with the experimental values for polymers of length
n = 2,3,4.40 It is therefore likely that the ORMAS-SCF and
CASSCF IPs are also underestimated for the longer polymers
(n = 5–8).
Table VI shows ORMAS-PT and MRMP IPs for trans-
polyacetylene polymers of length n. The MRMP IPs for poly-
mers of length n = 2,3,4 are in agreement with experiment.
From this it is clear that dynamic correlation is important
to reliably predict IPs for trans-polyacetylene polymers. For
polymer n = 3, the progression from MAX = 2,3,4 shows that
the ORMAS-PT errors increase as MAX increases. For poly-
mers of length n = 4–8, the ORMAS-PT predicted vertical IPs
exhibit good convergence to the MRMP values. The error for
TABLE V. MCSCF ionization potentials (eV) and experimental ionization
potentials for polyethylene polymers of length n subunits.
ORMAS-SCF
Ethylene
subunits CAS size Max = 2 Max = 3 Max = 4 CASSCF Exp.
2 (4,4) 8.38 – – 8.47 9.09
3 (6,6) 7.71 7.72 7.78 7.78 8.29–8.45
4 (8,8) 7.27 7.22 7.34 7.35 7.8-8.1
5 (10,10) 6.97 6.89 7.06 7.07 –
6 (12,12) 6.77 6.66 6.86 6.87 –
7 (14,14) 6.62 6.48 6.71 6.73 –
8 (16,16) 6.51 6.35 6.60 – –
TABLE VI. MRPT ionization potentials (eV) and experimental ionization
potentials for polyethylene polymers of length n subunits.
ORMAS-PT
Ethylene
subunits CAS size Max = 2 Max = 3 Max = 4 MRMP Exp.
2 (4,4) 9.23 – – 9.11 9.09
3 (6,6) 8.32 8.59 8.62 8.34 8.29–8.45
4 (8,8) 7.92 7.66 7.86 7.88 7.8–8.1
5 (10,10) 7.65 7.63 7.57 7.58 –
6 (12,12) 7.50 7.47 7.35 7.39 –
7 (14,14) 7.41 7.36 7.22 7.27 –
8 (16,16) 7.37 7.30 7.13 – –
these longer polymers range from 0.08–0.11 eV, 0.04–0.8 eV,
and 0.01–0.05 eV for excitation levels set to MAX = 2, MAX
= 3, and MAX = 4, respectively. ORMAS-PT is an efficient
alternative to MRMP, as it uses 1–2 orders of magnitude fewer
determinants. For trans-polyactylene polymers of length n
= 8 (or larger), ORMAS-PT is an efficient approach to com-
pute the IPs.
IV. CONCLUSIONS
A quasi-degenerate perturbation theory based on the OR-
MAS reference wavefunction has been described. For a com-
plete active space MRPT, the effective Hamiltonian consid-
ers singly and doubly excited configurations, into the external
orbital space of the MCSCF. For ORMAS-PT, the effective
Hamiltonian was reformulated to also include internally ex-
cited configurations (IECs). A scheme was presented that de-
termines the IECs and allows for a direct computation of the
IEC contributions to the ORMAS-PT energy and wavefunc-
tion. This same scheme can be applied to the excited configu-
rations outside of the complete active space (CAS) to increase
the efficiency of ORMAS-PT method.
The ORMAS-PT method has been applied to four differ-
ent systems, with the following key conclusions:
(1) For the two lowest 1
+ states of LiF, ORMAS-PT re-
produces the MCQDPT avoided crossing between the
two state-averaged potential energy surfaces. The en-
ergy splitting between the two states shows the largest
error for LiF bond lengths less than the equilibrium dis-
tance. Starting from the LiF equilibrium bond distance
and longer, the error in the energy splitting is less than
0.2 kcal/mol along the reaction coordinate to the disso-
ciated products.
(2) ORMAS-PT correctly reproduces the MRMP potential
energy surface along the symmetric and anti-symmetric
dimer buckling modes for a Si15H16 cluster. As the
Si15H16 cluster geometry is perturbed along the sym-
metric and anti-symmetric buckling modes, the energy
increases at both the ORMAS-PT and MRMP levels
of theory. This indicates the symmetric structure is the
global minimum.
(3) ORMAS-PT was applied to the oxoMn(salen) species
to examine its performance with transition metal
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complexes. The ORMAS-PT calculation reproduces the
MRMP neutral singlet-triplet energy splitting and an-
ionic doublet-quartet energy splitting with errors that are
less than 0.6 kcal/mol.
(4) ORMAS-PT reproduces the MRMP ionization po-
tentials for trans-polyacetylene polymers of various
lengths. For the longer polymers, ORMAS-PT was
shown to systematically converge to the MRMP results
as the number of configurations used to construct the ref-
erence wavefunctions is systematically increased.
The ORMAS-PT method is an efficient approximation
to the MRMP/MCQDPT level of theory. ORMAS-PT is able
to attain a high level of accuracy and reduce the number of
determinants required for a typical MRMP/MCQDPT by 1–
2 orders of magnitude. It follows that ORMAS-PT reduces
the system memory needed to handle large active spaces,
and is therefore an efficient alternative to full CASSCF+PT
calculations.
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