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Energy-aware Traffic Engineering in Hybrid
SDN/IP Backbone Networks
Yunkai Wei, Xiaoning Zhang*, Lei Xie and Supeng Leng
Abstract: Software Defined Networking (SDN) can effectively im-
prove the performance of traffic engineering and has promising ap-
plication foreground in backbone networks. Therefore, new energy
saving schemes must take SDN into account, which is extremely
important considering the rapidly increasing energy consumption
from Telecom and ISP networks. At the same time, the introduc-
tion of SDN in a current network must be incremental in most
cases, for both technical and economic reasons. During this pe-
riod, operators have to manage hybrid networks, where SDN and
traditional protocols coexist. In this paper, we study the energy
efficient traffic engineering problem in hybrid SDN/IP networks.
We first formulate the mathematic optimization model consider-
ing SDN/IP hybrid routing mode. As the problem is NP-hard,
we propose the fast heuristic algorithm named HEATE (Hybrid
Energy-Aware Traffic Engineering). In our proposed HEATE al-
gorithm, the IP routers perform the shortest path routing using the
distribute OSPF link weight optimization. The SDNs perform the
multi-path routing with traffic flow splitting by the global SDN con-
troller. The HEATE algorithm finds the optimal setting of OSPF
link weight and splitting ratio of SDNs. Thus traffic flow is aggre-
gated onto partial links and the underutilized links can be turned
off to save energy. By computer simulation results, we show that
our algorithm has a significant improvement in energy efficiency in
hybrid SDN/IP networks.
Index Terms: Software Defined Networking, traffic engineering,
network energy, IP networks.
I. INTRODUCTION
SOFTWARE Defined Network (SDN) is a new networkingparadigm [1-3] with the control plane and the data plane sep-
arated, which allows operators to easily deploy network applica-
tions through a central controller in the control plane and to dis-
tribute the fine-grained policies into the switch flow table in the
data plane through standard interfaces. In the SDN, a logically
centralized controller that has a global network state is respon-
sible for path selection and it communicates with the network-
wide distributed forwarding elements by OpenFlow protocol.
Google has reported that it is using a SDN to interconnect its
world-wide data centers due to the ease, efficiency in achieving
traffic engineering objectives [4]. It expects that the SDN archi-
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tecture to realize better network capacity utilization and reduce
time delay.
At present, fulfilling full SDN deployment is impossible for
network operators in a short term as it requires a lot of modi-
fications to current existing networking architecture and the re-
placement of "old" network equipments cause high cost. On the
other hand, SDN comes with its own set of challenges and limi-
tations, ranging from deployment obstacles to concerns on logic
centralization guarantees, e.g., in terms of resilience, robustness
and scalability. Thus the introduction of SDN in an existing net-
work must be incremental in most cases. Hybrid SDN model
will be widely used in the future. As shown in Fig.1, in a hybrid
SDN/IP network, the SDN-enabled switches and traditional IP
routers co-exist, which are distinguished by whether supporting
SDN protocols. The detailed description of the hybrid model is
provided in Subsection III.B.
At the same time, energy consumption from the Information
and Communication Technologies (ICT) sector, and in particu-
lar from Telecom and ISP networks, is increasing fast. To mit-
igate this problem, new schemes must adapt to such new envi-
ronment of hybrid SDN/IP networks.
In this paper, we study the problem of energy-aware traffic
engineering in hybrid SDN/IP networks. Our objective is to
minimize network energy consumption. In our considered hy-
brid network, we assume only one controller controls all SDN-
enabled switches in the network, and the rest of the network
nodes are IP routers running hop-by-hop routing using a stan-
dard routing protocol. In IP network, Open Shortest Path First
(OSPF) is the most commonly used intra-domain internet rout-
ing protocol. The network operator assigns a weight to each
link, and traffic flows are routed along the shortest path which
are computed using these weights. IP network energy can be
minimized by finding an optimal set of link weights [5]. In such
a hybrid SDN/IP network, we propose energy-aware traffic en-
gineering algorithm that the set of OSPF link weights and traffic
flow routing controlled by the SDN controller can be jointly op-
timized to achieve energy efficiency. We hope that the proposed
algorithm can adaptively and dynamically manage traffic in a
network to accommodate traffic varies and minimize network
energy consumption. In general, the main contributions of our
work can be summarized as follows:
- We first present a linear programming mathematic model
to minimize the SDN/IP hybrid network energy. In this model,
IP routers perform the shortest path routing by the set of link
weight from OSPF protocol; SDN-enabled switches perform
multi-path routing with traffic split by the central SDN con-
troller.
- We also propose the fast heuristic algorithm named HEATE
(Hybrid Energy-Aware Traffic Engineering). The HEATE al-
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gorithm mainly consists of two parts: the first part is the link
weight optimization for IP routers based on Neighboring Re-
gion Search and the second one is traffic flow splitting at the
SDN-enabled switches by the global controller. The algorithm
aggregates traffic flow onto partial links and turns off underuti-
lized links for energy saving.
- We conduct extensive simulations to evaluate our proposed
algorithm using real network topologies and traffic traces. We
find that even when only a small number of SDN-enabled
switches are deployed in the traditional IP network, a significant
improvement in energy efficiency can be gained.
The rest of the paper is organized as follows. Section II briefly
describes the related work. The hybrid SDN/IP network archi-
tecture is presented in Section III. In Section IV, we formulate a
mathematical optimization model to minimize energy consump-
tion in the hybrid network. The fast HEATE heuristic algorithm
is presented in Section V. The simulation results and the perfor-
mance analysis are depicted in Section VI. Finally, conclusions
are made in Section VII.
II. RELATED WORK
There have been a number of works focused on saving energy
in traditional networks. The energy saving problem of OSPF
protocol is studied in [6], where a novel network-level strategy
is proposed to save energy during low traffic periods. The so-
lution in [6] is that only a subset of router Shortest Path Trees
(SPTs) are used to select the routing paths. The works in [7-9]
focused on saving energy of networks in other scenarios. By
selectively powering down individual cables of large bundled
links, [9] developed and evaluated techniques that save energy
in core networks. Several easy-to-implement heuristics are also
developed in this work. In addition, Literature [7] and [8] stud-
ied energy saving in mobile radio networks and cellular access
networks, respectively, and developed their own heuristic algo-
rithms as well.
Recently, some works studied the problem of saving energy
in software-defined networks. Lots of effort has gone into es-
timating the energy consumption at the different parts of a net-
work, including core, transport and access [10-14], data cen-
ters [15-16], and end-user devices [17]. Based on OpenFlow,
literature [18] focused on saving energy without explicit con-
straints, where they dynamically detected switches with mini-
mal trafic and powered them off by consolidating the flows to
other switches from them. Literature [19] presented an Open-
Flow controller that created a loop-free layer-2 topology and re-
duced the network energy consumption by switching off inactive
interfaces.
To the best of our knowledge, this is the first paper developing
energy-aware traffic engineering techniques for hybrid SDN/IP
networks. Most of works in this area so far are focused on de-
vising pure SDN, and ignore hybrid SDN architecture and cor-
responding application. A small number of works [20-22] stud-
ied the hybrid SDN network. In [20], four hybrid SDN mod-
els (i.e., Topology-Based, Service-Based, Class-Based and Inte-
grated) are defined and explored, and corresponding use cases
(including transition and long-term design use cases) are de-
scribed. The authors of [20] also provided a comparative analy-
sis of the presented hybrid SDN models and showed that these
models can mitigate the respective limitations of traditional and
SDN ways. The authors of [21] considered traffic engineering
in the case where a SDN controller controls only a few SDN
forwarding elements in the network. The paper formulated the
SDN controllers’ optimization problem for traffic engineering
with partial deployment and developed fast Fully Polynomial
Time Approximation Schemes (FP-TAS) for improving network
capacity utilization. In [22], the authors developed techniques to
adapt traffic flows to network varies, anomaly-free update rout-
ing policies and incrementally deploy SDN in traditional net-
works. These techniques enable traffic engineering and policy
routing at a fine-grained level.
The above works of hybrid SDN networks aim to maximize
the network capacity utilization or reduce packet loss rate dur-
ing flow table update. Our paper first researches on improving
energy efficiency for the hybrid SDN/IP network. To gain better
energy-saving effect in SDN/IP hybrid networks, we jointly op-
timize the set of link weights among IP routers and traffic flow
splitting ratio of SDN-enabled switches.
III. THE HYBRID SDN/IP NETWORK ARCHITECTURE
This section presents the SDN/IP hybrid network architecture
which is the co-existence of traditional environment with SDN-
enabled switches. First, we briefly describe SDN architecture.
Then the SDN/IP hybrid network model and routing mechanism
are demonstrated respectively.
A. SDN architecture
SDN architecture includes three layers: data-plane layer,
control-plane layer and application layer. North-bound APIs
are used to communicate the control-plane layer with applica-
tion layer and enable application layer provide different pat-
terns of applications, such as routing calculation, traffic engi-
neering, topology measurement, etc. The controller in control-
plane layer collects the network information and manages flows
going through SDN-enabled switches in the data-plane layer via
South-bound APIs.
The details of flow management are explained as follows.
When a flow arrives at a SDN-enabled switch and cannot match
any flow entry in the flow table, the following actions will be
carried out: (1) the first packet of the flow is sent by the switch
to the controller, (2) the controller selects the forwarding path
from the candidate paths for the flow, (3) the controller sends the
calculated flow entries to the flow table at each switch along the
appropriate path, (4) all subsequent packets in the flow that can
match the flow entries in the flow table, are forwarded in the data
plane along the path and do not need to be sent to the controller
again. From the above actions, the routing flow tables at the
SDN-enabled switches are computed by the controller. Through
the three-layer SDN architecture, central and fine-grained con-
trol for the network management over the traffic flows can be
realized in a global network perspective.
B. The SDN/IP hybrid network model
Similar to the previous works [21, 22], in this paper, we
define the hybrid model on basis of Route Flow architecture
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Fig. 1. An Example of IP/SDN Hybrid Network
[23]. The hybrid SDN model combines SDN-enabled devices
with traditional existing networks. That is, the data forward-
ing plane consists of traditional IP routers and SDN-enabled
switches. We distinguish between traditional IP routers and
SDN-enabled switches according to whether support SDN pro-
tocols. The SDN-enabled switches are controlled by a SDN
controller, which means the forwarding flow table of the SDN-
enabled switches is computed by the controller. The IP routers
use standard hop-by-hop routing protocol like OSPF to forward
data packets. To focus on the energy aware traffic engineer-
ing problem, we assume the SDN-enabled switches are already
deployed, randomly and uniformly distributed. An example of
hybrid SDN/IP network is depicted in Fig.1. Solid lines repre-
sent data links which are used to forward data traffic in the data
forwarding plane, while dashed lines represent channels used to
send control traffic (traffic to or from the controller). We assume
that all the data links in the network are bidirectional and all link
OSPF weights are set to 1. Nodes 3, 8, 10 are SDN-enabled
switches which are controlled by a SDN controller.
C. The SDN/IP hybrid routing mechanism
From the perspective of traditional IP routers, they regard the
SDN-enabled switches as common IP routers. So when com-
puting traffic forwarding paths of the traditional IP routers, the
existence of SDN-enabled switches are externally transparent to
other IP routers. The IP routers run OSPF protocol, establish
adjacency relation between them by sending a Hello message,
exchange network topology information such as link weights
by utilizing Link State Advertisement (LSA) message, and up-
date Link-State Database (LSD) which keeps the whole network
topology information. Finally all the IP routers maintain the
same LSD, compute the shortest path trees, and establish rout-
ing table and Forwarding Information Base (FIB) according to
the LSD. Meanwhile, SDN-enabled switches send the network
topology information to the SDN controller. The SDN controller
knows the current OSPF weights as well as the amount of traffic
flows on each link. It computes the traffic routing based on the
information. The SDN-enabled switch may has multiple next-
hops for a destination. In Fig.2, we give an example of the rout-
ing path from all other nodes to node 5 for the network model of
Fig.1. The solid lines represent the shortest path tree based on
OSPF protocol to switch 5 and the dotted lines represent the fea-
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Fig. 2. The Shortest Path to Node 5
sible path from SDN-enabled switches. For an IP router, there
is only one feasible path to node 5 if ECMP (Equal Cost Multi-
ple Paths) does not exist to the destination. For a SDN-enabled
switch, there can be multiple paths that are associated with the
outgoing links of the SDN-enabled switch.
IV. THE ENERGY-AWARE TRAFFIC ENGINEERING
OPTIMIZATION PROBLEM
A key factor of energy-aware traffic engineering problem is
the network energy consumption model. There are two popular
models to determine network energy consumption. One is pow-
ering down model, and the other is speed scaling model [24].
The former reduces energy consumption by turning off unnec-
essary network elements, such as line cards and routers, and the
latter achieves energy saving by setting the processing speed of
the network elements according to the traffic load. We focus
on the powering down model in this paper. In this model, each
network element has two opposite state: the active state at the
full rates and the sleep state at the zero rates. The network el-
ement consumes corresponding energy in the active state and
does not consume energy in the sleep state. We assume work
elements consume the same energy when they operate in the
active state. Thus we can achieve energy efficiency by aggregat-
ing traffic flows onto a subset of links and turning off idle links
which no traffic flow traverses through.
For clear presentation, we summarize the notations that will
be used in the problem in Table 1. The energy-aware traffic en-
gineering problem in hybrid SDN/IP networks consists of two
parts: the OSPF link weight optimization at IP routers and traf-
fic flow splitting at the SDN-enabled switches managed by the
SDN controller. In the following, we first give the energy-aware
traffic engineering optimization problem.
Minimize: ∑
l
p(l) (1)
Subject to: ∑
l:dl=t
xlt =
∑
s6=t
hst ∀t ∈ N (2)
∑
l:sl=v
xlt −
∑
l:dl=v
xlt = hvt ∀t ∈ N, v ∈ N, v 6= t (3)
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Table 1. Notations used in the problem
Notation Description
G(N,L) The hybrid network G, where N is the set of
network nodes and L is the set of directed
physical links.
v, u, t The node in the hybrid network, and v,u,t ∈ N.
wl The weight of link l.
xl The total traffic flow of link l.
cl The capacity of link l.
µl The utilization of link l.
M A large number.
β The maximum link utilization.
sl The starting node of link l.
dl The terminating node of link l.
hvt The traffic demand from node v to some other
node t.
Iut The traffic flows that are injected at a SDN-
enabled switch u to some destination t.
rvt The sum of weight for the shortest path from
node v to node t.
xlt The flow to node t on link l.
yvt The common value of non-zero flow from
node v to node t assigned to links outgoing
from v and belonging to the shortest-paths
from v to t.
ult Binary variable. It equals to 1 if and only if
link l is on a shortest-path to node t.
p(l) Binary variable. It equals to 1 if link l is se-
lected to be an active link; otherwise, it equals
to 0.
C The set of SDN switches in the network, and
C ⊆ N .
D The set of traditional IP routers in the network,
and D ⊆ N .
xl =
∑
t
xlt ∀l ∈ L (4)
xl/cl ≤ βp(l) ∀l ∈ L (5)
0 ≤ yslt−xlt ≤ (1−ult)
∑
v
hvt ∀t ∈ N, l ∈ L, sl ∈ D (6)
xlt ≤ ult
∑
v
hvt ∀t ∈ N, l ∈ L, sl ∈ D (7)
rdlt + wl − rslt ≤ (1− ult)M ∀t ∈ N, l ∈ L, sl ∈ D (8)
1− ult ≤ rdlt + wl − rslt ∀t ∈ N, l ∈ L, sl ∈ D (9)∑
sl=v
ult = 1 ∀t ∈ N, v ∈ D, v 6= t (10)
wl ≥ 1 ∀t ∈ N, l ∈ L (11)
The objective function is to minimize the total energy con-
sumption in the network. Since we assume that every link con-
sumes the same energy, the objective is converted to minimizing
total number of active links in the hybrid network. Constraint
(2) and Constraint (3) are flow conservation constraints that en-
sure the traffic flows are routed from source node to destination
node. Constraint (4) ensures the link load equals all traffic flows
carried on it. Constraint (5) states physical capacity constraints
that guarantee the link load does not exceed the threshold of
link capacity. Constraint (6-10) guarantee traditional IP router
has a unique next hop which is on the shortest path to destina-
tion and SDN switches may have multiple next hops. Constraint
(6) assures that if link l belongs to one of the shortest-paths from
traditional IP router sl to node t, then its flow to node t is equal
to yslt-a common value to all links outgoing from IP router sl
and belonging to the shortest-paths to destination t. Constraint
(7) assures the zero flow to t (xlt = 0) in the case when link l
is not on the shortest-path to t. Constraint (8) assures that if ult,
then link l is on the shortest-path to t. Constraint (9) assumes
that if ult = 0, then link l is not on the shortest-path to t. Con-
straint (10) forces the shortest-path to be unique provided such
a solution is feasible. Constraint (6-10) only guarantee the next
hop of the traditional IP routers are on the shortest path to desti-
nation, and SDN-enabled switches may have multiple next hops
which may be not on the shortest path. Constraint (11) restricts
the range of link weights.
When the OSPF link weight is fixed, the problem boils down
to a multi-commodity linear programming problem, which can
be solved in polynomial time [25]. However, the OSPF link
weights are undetermined, which adds up the complexity of the
problem. It has been proved that optimizing of link weight set-
ting is a NP-hard problem [26]. Our proposed model can be
reduced to the OSPF link weight optimization problem if traf-
fic splitting ratio on all SDNs is determined in advance. That
is to say, comparing the constraints of the mathematic problem
Eq.(1-11) with that of the linear program Eq.(1-9) in literature
[26], we can find the latter is a subset of the former. Since the
latter has already been proved to be a NP-hard problem in [26],
the mathematic problem Eq.(1-11) in this paper is also a NP-
hard problem.
V. THE HEATE ALGORITHM
Since the problem to solve in our work is NP-hard, we pro-
pose the fast heuristic HEATE (Hybrid Energy-Aware Traffic
Engineering) algorithm that jointly optimizes link weights of IP
routers and traffic splitting ratio at SDN-enabled switches to im-
prove energy efficiency.
A. The algorithm description
The detail of HEATE algorithm is shown in Alg.1. Since the
OSPF link weight and traffic splitting ratio are interdependent,
we only fix one parameter to calculate the other parameter in
the algorithm. The core of the algorithm is Neighboring Region
Search function (line 2) and Flow Allocation function (line 5).
The input of the algorithm includes the initial OSPF link weight
set W (in our study, we assume the initial link weight equals 1).
We first optimize link weight for energy efficiency using Neigh-
boring Region Search function (line 2). The detail of Neighbor-
ing Region Search function is shown in Alg.2. Thus the shortest
path tree from other nodes to a special node is generated based
on new link weight set W . The injected flow to the first SDN-
enabled switch on the path can be calculated. As SDN-enabled
switch can split traffic to the destination t, the algorithm calls
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Algorithm 1 HEATE Algorithm
Input: G(N,L), hvt, β, initial link weight set W .
Output: The set of active links S.
1: Initialize S ← L;
2: Run Neighboring Region Search function to update link
weight wl, where l ∈ S;
3: for all t ∈ N do
4: Generate the shortest path tree from any other node to
t based on wl, find the first SDN-enabled switch u in
the shortest path and compute the injected flow at SDN-
enabled switch Iut;
5: Run Flow Alloction function at the SDN-enabled switch
for Iut;
6: end for
7: Try to delete the minimum utilization link l from the net-
work. If successful, S = S − l and go back to line 2; else,
the algorithm ends and return S.
Algorithm 2 Neighboring Region Search Function
Input: The initial link weight set W={wl}, The maximum link
utilization β.
Output: The new weight wl of link l.
1: for i:=1 to Iteration do
2: Compute the shortest path routing in the network based
on the link weight set W={wl};
3: Compute the link utilization ul ← xl/cl;
4: if ul ≤ 0.3× β then
5: wl ← wl + 1/i;
6: else
7: if ul ≥ β then
8: wl ← wl + 1/i;
9: end if
10: end if
11: end for
12: return wl.
Flow Allocation function to compute the traffic splitting ratio
on outgoing links from the switch (line 3-6). The detail of Flow
Allocation function is shown in Alg.3. After determining the
traffic flow on IP routers and SDN-enabled switches, we can
obtain the utilization of all links. We try to delete the minimum
utilization link from the network to save energy. If successful,
which means the utilization of residual links is less than the uti-
lization threshold β, we delete the link from the network and
loop back to line 2; else the algorithm ends and the final result
is returned.
As shown in Alg.2, Neighboring Region Search function is to
determine the searching area and adjustment method when up-
dating link weight. According to the relationship between link
weights and traffic flows, the function adjusts the link weights
based on link utilization. At each iteration of link weight adjust-
ment, the function distinguishes network links based on the link
utilization into three categories: congested links (the link uti-
lization is bigger than β), sleeping links (the link utilization is
less than 0.3× β), middle-utilization links (the other links). For
congested links, the function increases the weights to reduce the
Algorithm 3 Flow Allocation Function
Input: The shortest path from other nodes to node t, the traf-
fic flow xl of all links of the path, the link capacity cl of
all links of the path, the first SDN-enabled switch u on the
shortest path, the injected traffic flow Iut, the link utilization
threshold β.
Output: The flow Iut allocation among the multiple paths.
1: For the first SDN-enabled switch u, if there are k outgoing
links from u, calculate the k-th shortest path from node u to
node t and store them to set P = {put};
2: for all put ∈ P do
3: for all l ∈ put do
4: capl = cl × β − xl;
5: end for
6: capp = argminl∈P (capl);
7: end for
8: Sort all paths of P in the ascending order of available path
capacity capp;
9: Initialize: i← 1;
10: while Iut > 0 do
11: Route the flow volume capP [i] on the path P [i];
12: for j = i+ 1 to k do
13: if P [j] and P [i] is jointed then
14: capP [j] = capP [j] − capP [i];
15: end if
16: end for
17: Iut ← Iut − capP [i];
18: i← i+ 1;
19: end while
20: return the flow allocation result for Iut.
probability of being demand forwarding paths. It reduces link
utilization and avoids network congestion. For sleeping links,
the function also increases the weights to reduce the probability
of being forwarding paths so that the link utilization can move
toward zero direction for energy saving. For each iteration, the
method of link weight adjustment is based on Harmonic Series
[27] to improve searching efficiency and the number of itera-
tions in the function is set to 10,000.
As shown in Alg.3, Flow Allocation function performs traf-
fic splitting among multiple next hops in the first SDN-enabled
switch on the shortest path to node . To save network energy, the
aim of the function is to move traffic flow from low-utilization
links to high-utilization links. We first compute the shortest
paths from the SDN-enabled switch to the destination node , and
then compute the available capacity of these paths (Line 1-7).
We prefer to allocate traffic flow on high-utilization path (i.e.,
the path with minimal available capacity) to achieve flow aggre-
gation. The flow allocation procedure continues until the flow
volume is completely allocated among multiple paths. Con-
sidering the shortest paths are not guaranteed to be disjointed,
we use line 12-16 to calculate the real residual capacities of the
jointed paths.
Obviously, the algorithm complexity of HEATE is O(n2),
where n is the number of the nodes in the set of network nodes
N . Considering that the flow in backbone networks will not
change dramatically, HEATE will not be called very frequently.
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Therefore, the energy consumption of running this algorithm
can be ignored comparing to the saved energy by HEATE.
B. A simple example of the algorithm
We use Fig.3 as a simple example to illustrate our algorithm.
The graph is a simple network topology. It has three nodes and
node A is a SDN-enabled switch, and node B and C are both
IP routers (see Fig.3(a)). We assume the link capacity is set
to 10 units, and β is set to 0.8. There are totally three traffic
flows in the network. The traffic flows are given in the form
(source, destination, bandwidth units): T1=(A,B,1), T2=(A,C,3)
and T3=(C,B,3). The initial link weight is set to 1. Fig.3(b)-(d)
shows the procedure of Neighboring Region Search Function
in the algorithm. Fig.3(b) shows the link load based on initial
OSPF link weight. Since the initial link weight is set to 1, the
path of T1 is A-B, the path of T2 is A-C, and the path of T3 is
C-B. So the traffic load of link (A,B), (A,C) and (C,B) is 1 unit,
3 units and 3 units, respectively. Fig.3(c) shows the link load
based on the first-iteration adjusted link weight. Since the load
utilization of link (A,B) equals 0.1 and is less than the sleep-
ing threshold (0.3 × β = 0.24), accordingly the weight of link
(A,B) is changed to 2 (see line 5 of Neighboring Region Search
Function) and other link weight is unchanged. Then there exist
two equal-cost paths from node A to node B: A-B and A-C-B.
The traffic flow T1 is equally spitted between two paths. There-
fore, the traffic load of (A,B), (A,C) and (C,B) is 0.5 unit, 3.5
units and 3.5 units respectively. Fig.3(d) shows the link load
based on the second-iteration adjusted link weight. Since the
load utilization of link equals 0.05 and is less than the sleep-
ing threshold (0.3 × β = 0.24), accordingly the weight of link
(A,B) is changed to 2.5 (see line 5 of Neighboring Region Search
Function) and other link weight is unchanged. Then the shortest
path from node A to node B is A-C-B. So the traffic load of link
(A,B), (A,C) and (C,B) is 0 unit, 4 units and 4 units, respectively.
We note that Neighboring Region Search Function aggregates
traffic flow onto partial links by two iterations of link weight ad-
justment in this sample. For large-scale network, more iteration
times are needed to have effect. Fig.3(e) shows the shortest path
from other nodes to node B. The solid lines are the shortest path
based on the link weight of Fig.3(d). Because the flows pass
through the SDN node can flexibly choose the outgoing links
regardless of their weights, we use dotted lines to represent the
extra possible links that the SDN node can split the flows to.
In Fig.3(f), we assume that a new node D joins in the network
and new traffic flow T4=(D,B,2) is generated. Thus the injected
flow on SDN node A to destination B is 2 units. The algorithm
calls Flow Allocation Function to calculate traffic splitting ratio
for Node A. Since the load utilization of path (A,B) is zero, and
load utilization of path (A-C-B) is 0.4, the function prefers to
choose the high-utilization path (A-C-B) carrying T4. At last,
the traffic load of link (A,B), (A,C) and (C,B) is 0 unit, 6 units
and 6 units, respectively. The idle link (A,B) can be turned off
for saving energy in the network.
VI. Simulation Results
Simulation in this section is implemented in NS2, using C++
and OTcl as the programming language. The simulation is car-
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Fig. 3. A simple example of the algorithm (a) network topology (b) link load
based on initial link weight (c) link load based on adjusted link weight
(Iteration 1) (d) link load based on adjusted link weight (Iteration 2) (e) the
shortest path from other nodes to node B (f) traffic splitting ratio calculation of
SDN node
ried out on two network topologies including the Geant network
which has 23 nodes and 74 links and the Sprintlink topology
which has 30 nodes and 138 links from Rocketfuel Project [28].
For the two network topologies, we use the following method
to set link capacity. All of the network nodes are divided into
POP1 nodes and POP2 nodes. The POP1 node’s degree is less
than 3; and the POP2 node’s degree is not less than 3. If the link
connecting one POP1 node, we set the link capacity as 2.5Gbps;
if the link connecting two POP2 nodes, we set the link capacity
as 10Gbps.
In our work, to approve algorithm effectiveness we compare
our proposed HEATE algorithm with pure Energy-Aware OSPF
(EA-OSPF) algorithm and Energy-Aware Flow Allocation (EA-
FA) algorithm. To improve energy efficiency in the hybrid net-
work, EA-OSPF only performs optimizing OSPF link weight,
and EA-FA algorithm only performs optimizing traffic splitting
ratio in SDN-enabled switches. For all these three algorithms,
the traffic matrix is generated as Eq.(12) [29], where dij denotes
the traffic flow from node i to node j, Cij denotes the link ca-
pacity of link (i, j), and σi denotes the random figure between
0 and 0.1. We randomly generate 50 traffic matrices.
dij = σi
∑
{t|(i,t)∈L}
Cit
∑
{t|(t,j)∈L} Ctj∑
{(m,n)|(m,n)∈L} Cmn −
∑
{t|(i,t)∈L} Cit
.
(12)
Fig.4 and Fig.5 show energy saving ratio vs number of SDNs
for Geant network and Sprintlink network, respectively. The
definition of energy saving ratio in our study is the ratio of num-
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Fig. 4. Energy saving ratio vs number of SDNs for Geant network
ber of turned-off links to total number of links. From Fig.4 and
Fig.5, we can see that energy saving ratio of HEATE and EA-
FA increases rapidly with the increase of deployed SDN-enabled
switches in the network. The reason is that with the increase of
SDNs, the central SDN controller can control more traffic flows
and globally choose the optimal path for them to maximize en-
ergy saving. When the deployment of SDNs is greater than a
threshold (i.e., 16 nodes in the Geant network and 21 nodes in
the Sprintlink network), the variation of energy saving ratio be-
comes relatively flat. This is because when the deployment of
SDNs reaches a threshold, an approximately optimal energy-
saving flow allocation can be achieved. More SDN-enabled
switches deployed into the network will make no obvious en-
hancement in energy saving. We demonstrate that when deploy-
ing the SDN at a small rate, we can obtain the most of the energy
efficient benefit. Since EA-OSPF achieves energy efficiency by
link weight optimization, the increase of number of SDNs does
not influence energy saving ratio of EA-OSPF.
Fig.6 and Fig.7 show energy saving ratio of three algorithms
under different traffic matrices for Geant network and Sprint
link network, respectively. We assume that the number of SDN-
enabled switches is 6 in the hybrid network. From Fig.6 and
Fig.7, we can see that HEATE saves more 13.2% energy con-
sumption compared with EA-OSPF, and more 21.7% energy
consumption compared with EA-FA in average. This is because
that the HEATE jointly optimizes the OSPF link weight and traf-
fic flow splitting ratio in the hybrid network. The above two pro-
cedures are interactive within the algorithm. Thus the HEATE
aggregates the uncontrollable flow and controllable flow onto
partial links and turns off idle links. EA-OSPF only optimizes
OSPF link weight, and EA-FA only optimizes traffic splitting
ratio at SDNs. So the energy-saving effect of the latter two al-
gorithms is not as good as that of the HEATE.
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Fig. 5. Energy saving ratio vs number of SDNs for Sprintlink network
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Fig. 6. Energy saving ratio under different traffic matrices for Geant network
VII. CONCLUSION
In this paper, we study on energy-efficient traffic engineering
problem in hybrid SDN/IP networks. Since the problem to solve
in our work is NP-hard, we propose a novel heuristic HEATE
(Hybrid Energy-Aware Traffic Engineering) algorithm to solve
this problem. The HEATE algorithm jointly optimizes OSPF
link weight of IP routers and traffic flow splitting ratio of SDN-
enabled switch. Thus traffic flow is aggregated onto partial links
and the underutilized links can be turned off to save energy. By
computer simulation results, we show that our algorithm has a
significant improvement in energy efficiency in hybrid SDN/IP
networks.
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