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As robots become increasingly capable and general-purpose, it is desirable for them to
be easily controllable by a wide variety of users. The near future will likely see robots in
homes and offices, performing everyday tasks such as fetching coffee and tidying rooms.
There is therefore a growing need for non-expert users to be able to easily program
robots performing complex high-level tasks. Such high-level tasks include behaviors
comprising non-trivial sequences of actions, reacting to external events, and achieving
repeated goals.
Recent advances in the application of formal methods to robot control have enabled
automated synthesis of correct-by-construction hybrid controllers for complex high-
level tasks. These approaches use a discrete abstraction of the robot workspace and a
temporal logic specification of the environment assumptions and desired robot behavior,
and yield controllers that are provably correct with respect to this abstraction and speci-
fication. However, there are many remaining challenges in ensuring that a user-defined
specification yields a robot controller that achieves the desired high-level behavior. This
dissertation addresses several causes of failure resulting from logical implications of
the specification itself, as well as those arising because of inconsistencies between the
discrete abstraction and the continuous execution domain.
Work on three main challenges is described. The first is an algorithm for the analysis
of logic specifications, which provides a high-level cause of failure for specifications that
have no implementation, or unsynthesizable specifications. An interactive game is also
introduced, allowing users to explore the cause of unsynthesizability. The second is the
identification of a minimal explanation of failure: several techniques are presented to
identify a core subset of the specification that causes unsynthesizability.
The third problem addressed is the definition of an appropriate timing semantics for
abstraction and execution of hybrid controllers synthesized from high-level specifica-
tions. Several controller-synthesis frameworks are compared, and their suitability to
different problem domains discussed, based on their underlying assumptions and prop-
erties of the resulting continuous behaviors.
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CHAPTER 1
INTRODUCTION
As robots become more ubiquitous, multi-capable and general-purpose, it is desirable
for them to be easily controllable by non-expert users. The near future will likely see
robots in homes and offices, performing everyday tasks such as fetching coffee and
tidying rooms. The main context for this is provided by the growing need for non-
expert users to be able to easily program robots performing complex high-level tasks.
Such high-level tasks include behaviors comprising non-trivial sequences of actions,
potentially including reacting to external events, and repeated goals; other examples
include search and rescue missions and the DARPA Urban Challenge [35].
The challenge of programming robots to perform these tasks has until recently been
the domain of experts, and typically involved hard-coded high-level implementations
and ad-hoc use of low-level techniques such as path-planning during execution. How-
ever, with such approaches, it is often not known a priori whether the proposed imple-
mentation actually captures the high-level requirements, or whether the intended be-
havior is even achievable. This motivates the application of formal methods to guaran-
tee that the implemented plans will produce the desired behavior. Recent advances
in the application of formal methods to robot control have enabled automated syn-
thesis of correct-by-construction hybrid controllers for complex high-level tasks (e.g.,
[34, 41, 7, 33, 26, 43]). In particular, temporal logic synthesis has been successfully
applied to automatically synthesize autonomous robot controllers [26, 43]. Synthesis-
based approaches use a discrete abstraction of the robot workspace and a temporal logic
specification of the environment assumptions and desired robot behavior. The robot be-
havior specification includes safety and liveness requirements, and initial conditions for
both robot and environment. The term environment in this context includes the physical
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workspace as well as external events captured using the robot’s sensors, including other
robots. The robot controllers generated represent a rich set of infinite behaviors, and
are provably correct-by-construction: the closed loop system they form is guaranteed
to satisfy the desired specification in any admissible environment (i.e. any environment
that satisfies the modeled assumptions).
However, there are several challenges involved in ensuring that a user-defined spec-
ification yields a controller that achieves the desired behavior. In the above formal ap-
proaches, when the specification is feasible, a controller is generated; however, when
there exist admissible environments in which the robot fails to achieve the desired be-
havior, controller synthesis fails – such a specification is called unsynthesizable. An un-
synthesizable specification is either unsatisfiable, in which case the robot cannot achieve
the desired behavior no matter what happens in the environment (e.g. if the task requires
patrolling a disconnected workspace), or unrealizable, in which case there exists at least
one environment that can thwart the robot. For example, if the environment can dis-
connect an otherwise connected workspace, such as by closing a door, a specification
requiring the robot to patrol the workspace is merely unrealizable rather than unsatisfi-
able. Note that in the formal methods literature, the term unrealizable is usually used
to denote both unsatisfiable and unrealizable (since unsatisfiability is just a special case
of unrealizability), but in this work we distinguish the two. In addition, a specification
is unsynthesizable if the environment can force the system into either a safety violation
(termed deadlock) or a liveness violation (livelock).
When the specification is unsynthesizable (there exists no implementing controller),
synthesis-based approaches fail to produce the desired controller, but do not typically
provide a source of failure. Moreover, even when synthesis is possible, the generated
controller (which fulfills the specification) may produce undesirable or trivial behavior,
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such as a vacuous controller consisting of a single state with no transitions, for reasons
involving unsatisfiability or unrealizability of the environment assumptions and the syn-
tactic structure of the class of specifications considered. This can make troubleshooting
specifications an ad hoc and unstructured process.
For example, consider the specification in Listing 1, intended to produce a controller
for the hide-and-seek behavior described in Example 1 in Chapter 3. Sentences in a
structured language [11, 25] describe the desired robot behavior and assumptions on
the environment. However, this specification is unsynthesizable, and there exists no
controller to implement the desired behavior in every admissible environment, i.e. every
environment that fulfills the specified assumptions; the reason for unsynthesizability is
not obvious without further analysis.
The first two chapters of this dissertation address the problem of analyzing unsynthe-
sizable specifications and providing the user with feedback on them. Chapter 4 presents
an algorithm for providing initial feedback on a specification; the granularity of the feed-
back provided in this chapter corresponds to the structure of the specification. Feedback
is presented in the form of highlighted sentences in the structured English specification.
In addition, a domain-specific interface is introduced to present the cause of failure to
the user in the form of an interactive game, which allows the user to take on the role of
the system, and see how the environment is able to prevent the desired robot behavior.
Chapter 5 presents techniques for further analysis, enabling more specific feedback on
an unsynthesizable specification in the form of a minimal unsynthesizable core.
Chapter 6 addresses a different challenge that arises in the automatic construction
of hybrid controllers for robot systems. In the synthesis-based approach to robot con-
trol, an implementing automaton obtained via LTL synthesis is viewed as a hybrid con-
troller, with each discrete transition implemented by executing the relevant low-level
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controllers to move between discrete states. Consequently, a single transition between
discrete states may correspond to the execution of several low-level controllers. In gen-
eral, a robot with multiple action capabilities will use low-level controllers that take
varying amounts of time to complete. When reasoning about correctness of continuous
execution, most approaches make assumptions about the physical execution of actions
given a discrete implementation, such as when actions will complete relative to each
other, and possible changes in the robot’s environment while it is performing various
actions. Relaxing these assumptions gives rise to a number of challenges in the contin-
uous implementation of automatically-synthesized hybrid controllers.
Consider a humanoid Aldebaran Nao robot whose actions include waving and walk-
ing; walking between regions of interest takes significantly longer than waving. Sup-
pose the Nao is in one region, and is instructed to go to a different room and to wave.
If the two actions are activated simultaneously, then the Nao will wave in both rooms,
since turning on the waving action takes less time to complete than the motion between
rooms. In general, since different actions take varying amounts of time to complete, their
continuous execution may cause the robot system to pass through continuous states that
correspond to several distinct intermediate discrete states, some of which may contradict
the system specification. In the example above, if the robot safety conditions disallow
the action of waving in the original room, then the intermediate state that occurs while
the robot is moving between rooms while waving is unsafe. However, the automaton
synthesized on the discrete problem abstraction will not recognize this as an invalid
transition: discrete transitions are assumed to execute instantaneously, so the existence
of these intermediate states is not modeled.
The above observation motivates a controller synthesis framework that ensures
safety of continuous execution for every discrete transition. On the other hand, if no
4
such safe controller exists (but the specification is realizable, and a controller with un-
safe continuous transitions does exist), we wish to alert the user to this problem with the
continuous implementation of the specification. This problem is unique to the robotics
domain, and does not usually present itself in other formal methods applications like cir-
cuit design. Chapter 6 presents several approaches to discrete synthesis and continuous
execution, and compares the assumptions they make on the robot’s physical capabilities
and the environment in which it operates.
The above projects are implemented within the Linear Temporal Logic MissiOn
Planning (LTLMoP) toolkit[11, 47]. LTLMoP is an open source, modular, Python-based
toolkit that allows a user to input structured English specifications describing high-level
robot behavior, and automatically generates and implements the relevant hybrid con-
trollers using the approach of [26]. The synthesized controllers can be embedded within
a simulator or used with physical robots. The most recent version of LTLMoP can be
downloaded online1.
1http://ltlmop.github.com
5
CHAPTER 2
RELATED WORK
The application of formal methods to robotics is a new but growing field. Provably
robust solutions to point-to-point navigation problems (e.g., “move from position A to
B via C”) have been extensively explored; these include the use of potential functions,
Voronoi diagrams, cell decompositions and probabilistic road maps [27, 32]. Recently,
a number of frameworks have been proposed for the verifiable integration of high-level
planning with continuous control. Most rely on an abstraction of the underlying system
as a discrete transition system, and use model checking [19] and other formal techniques
to synthesize control laws (e.g. [34, 41, 7, 33]) on this discrete model. The desired
properties are usually expressed using some flavor of temporal logic, such as Linear
Temporal Logic (LTL)[5], which allows synthesis of hybrid controllers under several
frameworks, and is expressive enough for specifications that include the desired reactive
constraints and sequencing of goals. Some works apply efficient synthesis techniques
such as [36] to automatically generate provably correct, closed loop, low-level robot
controllers that satisfy high-level reactive behaviors specified as LTL formulas [26, 43].
Specifications describe the robot’s goals and assumptions on the environment it operates
in, using a discrete abstraction.
The problem of explaining robot behaviors that cannot be achieved has only recently
been addressed [47, 48, 38, 23, 30, 29]. The authors in [23, 30, 29] address the prob-
lem of revising specifications that are not satisfied on a given robot system. In [23], the
authors propose a method for revising unsatisfiable LTL specifications. They define a
partial order on LTL formulas, and the notion of a valid relaxation for an LTL speci-
fication, which informally corresponds to the set of formulas “greater than” formulas
in the specification according to this partial order. Formula relaxation for unreachable
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states is accomplished by recursively removing all positive occurrences of unreachable
propositions in a manner similar to the fixpoint calculation described in Section 4.3.
Specifications with logical inconsistencies are revised by augmenting the synchronous
product of the robot and environment specifications with previously disallowed transi-
tions as needed to achieve the goal state. In [30, 29], the same authors present exact
and approximate algorithms for finding minimal revisions of specification automata,
by removing the minimum number of constraints from the unsatisfiable specification.
They too encode the revision problem as an instance of Boolean satisability, and solve it
using efficient SAT solvers; this is similar to the approach presented in Chapter 5. How-
ever, the work presented in this dissertation differs in its objective, which is to provide
feedback on existing specifications, not rewrite them. Moreover, this work deals with
reactive specifications whereas [23, 30, 29] consider non-reactive plans.
Although explaining unachievable behaviors has only recently been studied in the
context of robotics, there has been considerable prior work on unsatisfiability and un-
realizability of LTL in the formal methods literature, and the problem of identifying
small causes of failure has been studied from several perspectives. For unsatisfiable
LTL formulas, the authors of [51] suggest a number of notions of unsatisfiable cores,
tied to the corresponding method of extraction. These include definitions based on the
syntactic structure of the formula parse tree, subsets of conjuncts in various conjunctive
normal forms, resolution proofs from bounded model-checking (BMC), and tableaux
constructions. The authors of [9] use the formal definition of causality of [28] to ex-
plain counterexamples provided by model-checkers on unsatisfiable LTL formulas; the
advantage of this method is the flexibility of defining an appropriate causal model.
The technique of extracting an unsatisfiable core from a BMC resolution proof is one
that is well-used in the Boolean satisfiability (SAT) and SAT Modulo Theories (SMT)
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(e.g., [24, 13]) literature. A similar technique was used in [42] for debugging declarative
specifications. In that work, the abstract syntax tree (AST) of an inconsistent specifica-
tion was translated to CNF, an unsatisfiable core was extracted from the CNF, and the
result was mapped back to the relevant parts of the AST. The approach in [42] only gen-
eralizes to specification languages that are reducible to SAT, a set which does not include
LTL; Chapter 5 presents a similar approach, using SAT solvers to identify unsatisfiable
cores for LTL.
The authors of [3] also attempted to generalize the idea of unsatisfiable cores to
the case of temporal logic using SAT-based bounded model checkers; their approach is
very similar to that used in this paper for the case of unsatisfiability. In [3], temporal
atoms of the original LTL specification were associated with activation variables, which
were then used to augment the formulas used by a SAT-based bounded model checker.
The result, in the case of an unsatisfiable LTL formula, was a subset of the activation
variables corresponding to the atoms that cannot be satisfied simultaneously. This is
similar to the approach presented in Chapter 5 for identifying unsatisfiable cores, in that
the SAT formulas used to determine the core are exactly those that would be used by
a bounded model checker. However, a major difference is that this work does not use
activation variables in order to identify conjuncts in the core, but maintains a mapping
from the original formula to clauses in the SAT instance.
In the context of unrealizability, the authors of [2] propose definitions for helpful
assumptions and guarantees, and compute minimal explanations of unrealizability (i.e.,
unrealizable cores) by iteratively expelling unhelpful constraints. Their algorithm as-
sumes an external realizability checker, which is treated as a black box, and performs
iterated realizability tests. This work will draw on the same iterative realizability testing
techniques in Section 5.4. The authors in [31] use model-based diagnosis to remove not
8
only guarantees but also irrelevant output signals from the specification. These output
signals are those that can be set arbitrarily without affecting the unrealizability of the
specification. Model-based diagnoses provide more information than a single unreal-
izable core, but requires the computation of many unrealizable cores. In [31]. this is
accomplished using techniques similar to those in [2], which in turn require many real-
izability checks. The main relative advantage of the work presented in this dissertation
is that it reduces the number of realizability checks required for most specifications, as
detailed in Sections 5.2 and 5.3.
To identify and eliminate the source of unrealizability, some works like [52, 12]
provide a minimal set of additional environment assumptions that, if added, would make
the specification realizable; this is accomplished in [12] using efficient analysis of turn-
based probabilistic games, and in [52] by mining the environment counterstrategy. On
the other hand, the work presented in this dissertation takes the environment assumptions
as fixed, and the goal is to compute a minimal subset of the robot guarantees that is
unrealizable. Seen from another perspective, this work presumes that the assumptions
accurately capture the specification designer’s understanding of the robot’s environment,
and provides the source of failure in the specified guarantees.
The research presented in this dissertation is among the first to analyze high-level
specifications in the robotics domain. The techniques applied in Chapter 4 are closely
related to those in [39], whose authors implement a set of sophisticated specification
analyses in an interactive tool [40] for debugging hardware design specifications. In
contrast to this previous work, which presents visual information to the user in the form
of binary signals, the interactive game presented in this work is better adapted to the
robot domain, as described in Sections 4.4 and 5.2.3.
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This is also one of the first works to consider the safety and correctness of continu-
ous executions of synthesized controllers arising from the physical nature of the problem
domain. There are a few previous works that incorporate the continuous nature of the
physical execution during the discrete synthesis process. For example, the authors of
[22, 20] evaluate discrete controllers on optimality with respect to a continuous metric
based on the physical workspace, and extract more optimal solutions at synthesis time.
The problem of synthesizing provably correct continuous control has however only re-
cently been addressed [45, 50]. Chapter 6 reviews those works, and compares them.
Further, it includes details of the modified synthesis algorithm that enables efficient
synthesis for the approach in [50].
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CHAPTER 3
BACKGROUND
The tasks considered in this work involve a robot operating in a known workspace,
whose behavior (motion and actions) depends on information gathered at runtime from
its sensors about events in the environment. Tasks may also include infinitely repeated
behaviors such as patrolling a set of locations.
Example 1. Consider the construction of a controller for a robot playing hide and seek
in the workspace depicted in Figure 3.1. The robot starts by counting while the other
player hides. When it hears the ready whistle, it takes on the role of seeker and looks for
the other player. When it has found the other player, it takes on the role of hiding. Once
it has been found, it reverts to counting and repeats the cycle.
Constructing a controller for this task requires a map of the workspace, in this case
a house, with regions of interest marked and labeled. Actions the robot can take are
hiding, seeking, and counting. The robot can sense when it has found the target (when
in a seeking role), when it has been found (when in a hiding role), and hear the ready
whistle when the other player is hiding (when in a counting role). Mutual exclusion
is required between hiding, seeking, and counting, and between activation of the three
sensors (e.g. the robot can never both find the target and be found at the same time).
Finally, a formal specification of when the robot takes on the roles of hiding, seeking,
and counting is required, along with a description of what these roles entail: when
seeking, the robot should visit all rooms until the target has been found; when counting
or hiding it can be in any room.
Consider the specification in Listing 1, intended to produce a controller for the above
behavior. Sentences in a structured language [11] describe the desired robot behavior
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(a) Real Workspace (b) Polygonal Decomposition, rotated
90◦clockwise. Thick lines are walls.
(c) Adjacency Graph
Figure 3.1: Workspace Abstraction and Representation [48]
and assumptions on the environment.
Given the inherent continuous nature of the robotics domain, applying formal meth-
ods to the construction of high-level robot controllers requires a discrete abstraction of
the problem to enable description with a formal language. Details on the discrete ab-
straction used in this work can be found in [26]. The formal language used for high-level
specifications in this work is Linear Temporal Logic (LTL) [5].
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Listing 1 Example of unsynthesizable hide-and-seek specification
# Initial conditions
Env starts with false
Robot starts in porch with counting and not seeking and not
hiding
# Mutual exclusion of sensors
Always (not whistle or not found_target)
Always (not found_target or not been_found)
Always (not been_found or not whistle)
# Mutual exclusion between roles
Always (not seeking or not hiding)
Always (not hiding or not counting)
Always (not counting or not seeking)
# Switching between roles
seeking is set on whistle and reset on found_target
hiding is set on found_target and reset on been_found
counting is set on been_found and reset on whistle
# Patrol goals
If you are activating seeking then visit all rooms
If you are not activating seeking then go to any room
3.1 Linear Temporal Logic
Syntax: LetAP be a set of atomic propositions. Formulas are constructed from pi ∈ AP
according to the grammar:
ϕ ::= pi|¬ϕ|ϕ ∨ ϕ|2ϕ|ϕUϕ
where ¬ is negation, ∨ is disjunction,2 is “next” , and U is “until”. Boolean constants
True and False are defined as usual: True = pi∨¬pi and False = ¬True. Conjunction
(∧), implication (⇒), equivalence (⇔), “eventually” (1ϕ = TrueUϕ) and “always”
(0ϕ = ¬1¬ϕ) are derived.
Semantics: The truth of an LTL formula is evaluated over executions of a finite state
machine representing the robot and its environment. An execution is viewed as an in-
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finite sequence of truth assignments to pi ∈ AP ; a formula is satisfiable if it holds for
all executions. Informally, the formula2ϕ expresses that ϕ is true in the next “step” or
position in the sequence, and the formula ϕ1 U ϕ2 expresses the property that ϕ1 is true
until ϕ2 becomes true, and is true only if ϕ2 does eventually become true (strong until).
The (infinite) truth assignment sequence σ satisfies 0ϕ if ϕ is true in every position of
the sequence, and satisfies1ϕ if ϕ is true at some position of the sequence. Sequence
σ satisfies the formula 01ϕ if ϕ is true infinitely often. For a formal definition of the
semantics of LTL, the reader is referred to [19].
LTL is appropriate for specifying robotic behaviors because it provides the ability
to describe changes in the truth values of propositions over time. However, other spec-
ification languages may be desirable for non-expert users, who will often be unfamiliar
with LTL [25, 16, 15, 46]. LTLMoP includes a parser that automatically translates En-
glish sentences belonging to a defined grammar [25] into LTL formulas; the grammar
includes reactive conditionals, repeated goals, and non-projective locative prepositions
such as “between” and “within”. This allows users to define desired robot behaviors
(including reactive behaviors, e.g., “if you find the target, switch to a hiding role”) and
specify assumptions about the behavior of the environment (e.g., “the target will never
be found in the kitchen”) using an intuitive descriptive language rather than the under-
lying formalism. There are two primary types of properties allowed in a specification
– safety properties, which guarantee that “something bad never happens”, and liveness
conditions, which state that “something good (eventually) happens”. These correspond
naturally to LTL formulas with operators “always” (0) and “eventually” (1).
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3.2 Discrete Abstraction
Figure 3.1 shows the three stages of the workspace abstraction for the “hide-and-seek”
scenario, from the real environment to a set of convex polygons, and then as a graph with
edges connecting adjacent regions. In the discrete abstraction of the problem, the con-
tinuous reactive behavior of a robot is described in terms of a finite set of propositions
consisting of:
• pis for every sensor input s (e.g., piwhistle is true if and only if (iff) the ready whistle
is sensed)
• pia for every robot action a (e.g., picounting is true iff the robot is counting)
• pil for every location l (e.g., pibedroom is true iff the robot is in the bedroom).
The set of sensor propositions (controlled by the environment) are denoted byX , and
the set of action and location (i.e., robot-controlled) propositions by Y . In Example 1,
X = {piwhistle, pifound target, pibeen found}, Y = {piporch, pideck, pibedroom, pidining, piliving,
pikitchen, pihiding, piseeking, picounting}. Propositions pifound target and pibeen found are true
when the robot senses that it has found the other player and been found respectively,
pihiding, piseeking, and picounting are true depending on the robot’s current role in the game.
The value of each proposition can be thought of as the binary output of a low-level
black box component (e.g., piwhistle could be set based on a threshold on the output
of a sensor, pibedroom is set based on a localization component, etc.). Sensor inputs
are assumed to be reliable in that the binary values are correct, and any uncertainty is
dealt with by the low-level algorithms. Similarly, actions are assumed to be reliably
implemented once issued (so “counting” never fails), and do not have continuous tim-
ing constraints. Location propositions correspond to convex polygons that partition the
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workspace1 (e.g., the proposition pibedroom is true if and only if the robot is in the poly-
gon representing the bedroom). Additionally, the formula ϕl = pil
∧
l′ 6=l ¬pil′ indicates
that the robot is in location l and not in any other location (i.e., locations are mutually
exclusive).
The possible motion of the robot in the workspace based on the adjacency of the
regions is automatically encoded as part of the specification. Legal transitions between
adjacent regions are represented as edges between vertices in a graph (with implicit
self-loops), and then encoded into a formula over location propositions to appropriately
constrain the possible motions of the robot. Valid transitions are specified using a for-
mula ϕtrans; in the above example,
ϕtrans =
0(ϕporch ⇒ 2(ϕporch ∨ ϕliving ∨ ϕkitchen))
∧0(ϕdeck ⇒ 2(ϕdeck ∨ ϕbedroom ∨ ϕkitchen))
∧0(ϕbedroom ⇒ 2(ϕbedroom ∨ ϕdeck ∨ ϕliving))
∧0(ϕdining ⇒ 2(ϕdining ∨ ϕliving ∨ ϕkitchen))
∧0(ϕliving ⇒ 2(ϕliving ∨ ϕporch ∨ ϕbedroom ∨ ϕdining))
∧0(ϕkitchen ⇒ 2(ϕkitchen ∨ ϕdeck ∨ ϕdining ∨ ϕporch))
3.3 Controller Synthesis Overview
Figure 3.2 provides an overview of the controller synthesis procedure. The framework
handles a class of specifications corresponding to the Generalized Reactivity (1) (GR(1))
fragment of Linear Temporal Logic [36, 53], which captures a large number of high-
level tasks specified in practice. A user-defined specification and description of the
environment topology is automatically parsed into a formula of the form ϕ = (ϕe ⇒
1Location propositions can correspond to any discrete abstraction of the workspace; this work uses a
convex partition.
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Figure 3.2: Controller synthesis overview [47]
ϕs), where ϕe encodes any assumptions about the sensor propositions, and thus about
the behavior of the environment, and ϕs represents the desired behavior of the robot. ϕe
and ϕs in turn have the structure ϕe = ϕie ∧ ϕte ∧ ϕge, ϕs = ϕis ∧ ϕts ∧ ϕgs , where
• ϕie and ϕis are non-temporal Boolean formulas constraining the initial sensor and robot
proposition values respectively.
• ϕte represents user-defined assumptions about possible behaviors of the environment,
and consists of a conjunction of formulas of the form0Ai where eachAi is a Boolean
formula with sub-formulas in X ∪ Y ∪2X , where2X = {2x1, ...,2xn}. Intu-
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itively, formula ϕte constrains the next sensor values2X based on the current sensor
X and robot Y values. Similarly, ϕts represents the robot’s required behavior (safety
constraints); it consists of a conjunction of formulas of the form 0Ai where each Ai
is a Boolean formula in X ∪ Y ∪2X ∪2Y (the robot’s next state can depend on
the environment’s current and next states). ϕts contains ϕtrans as a subformula.
• ϕge and ϕgs represent assumptions on the environment, and desired goal behaviors for
the robot respectively. Both formulas consist of a conjunction of formulas of the form
01Bi where each Bi is a Boolean formula in X ∪ Y .
In viewing these formulas as corresponding to robot and environment properties,
this thesis refers to ϕts and ϕ
t
e as safety properties, and ϕ
g
s and ϕ
g
e as liveness properties.
Listing 2 provides the LTL translation of each sentence of the specification in Listing 1,
and identifies the corresponding component of the resulting formula ϕ.
Since the robot can be in exactly one location at any given time, the formula ϕr =
pir ∧
∧
r′ 6=r ¬pir′ is used to represent the robot being in region r. The robot’s motion in
the workspace is governed by adjacency of regions, and the availability of controllers to
drive it between adjacent regions. In LTLMoP, the adjacency relation is automatically
encoded as a logic formula ϕtrans (see Section 6.1 for an example).
An LTL formula ϕ is realizable if there exists a finite state strategy that, for every
finite sequence of truth assignments to the sensor propositions, provides an assignment
to the robot propositions such that every infinite sequence of truth assignments to both
sets of propositions generated in this manner satisfies ϕ. The synthesis problem is to
find a finite state automaton that encodes this strategy, i.e. whose executions correspond
to sequences of truth assignments that satisfy ϕ.
Definition 1. A finite state automaton is a tuple A = (Q,Q0,X ,Y , δ, γX , γY) where
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Listing 2 Unsynthesizable specification from Listing 1, with corresponding LTL translation
# Environment initial condition Component of ϕie
1 Env starts with false ¬piwhistle ∧ ¬pifound target ∧ ¬pibeen found
# Robot initial condition Component of ϕis
2 Robot starts in porch with counting and not seeking and not hiding ϕporch ∧ picounting ∧ ¬piseeking ∧ ¬pihiding
# Assumptions about the environment – mutual exclusion of sensors Component of ϕte
3 Always (not whistle or not found target) 0(¬2 piwhistle ∨ ¬2 pifound target)
4 Always (not found target or not been found) 0(¬2 pifound target ∨ ¬2 pibeen found)
5 Always (not been found or not whistle) 0(¬2 pibeen found ∨ ¬2 piwhistle)
# Robot safety – mutual exclusion between roles Component of ϕts
6 Always (not seeking or not hiding) 0(¬2 piseeking ∨ ¬2 pihiding)
7 Always (not hiding or not counting) 0(¬2 pihiding ∨ ¬2 picounting)
8 Always (not counting or not seeking) 0(¬2 picounting ∨ ¬2 piseeking)
# Robot safety – switching between roles Component of ϕts
9 seeking is set on whistle and reset on found target 0(piwhistle → 2 piseeking)
0(pifound target → 2¬piseeking)
0(piseeking ∧ ¬pifound target → 2 piseeking)
0(¬piseeking ∧ ¬piwhistle → 2¬piseeking)
10 hiding is set on found target and reset on been found · · ·
11 counting is set on been found and reset on whistle · · ·
# Patrol goals Component of ϕgs
12 If you are activating seeking then visit all rooms
∧
r∈locations01(piseeking → ϕr)
13 If you are not activating seeking then go to any room 01
(¬piseeking → ∨r∈locations ϕr)
• Q is a finite set of states.
• Q0 ⊆ Q is a set of initial states.
• X is a set of inputs (sensor propositions).
• Y is a set of outputs (location and action propositions).
• δ : Q× 2X →2Q is the transition relation. In this work, automata are restricted to
be non-blocking, i.e. δ(q, x) 6= ∅ for every q ∈ Q, x ∈ 2X .
• γX : Q → 2X is a transition labeling, which associates with each state the set
of environment propositions that are true over incoming transitions for that state
(note that this set is the same for all transitions into a given state). Note that if
q′ ∈ δ(q, x) then γX (q′) = x.
• γY : Q → 2Y is a state labeling, associating with each state the set of system
propositions true in that state.
Define γ(q) = γX (q) ∪ γY(q) for q ∈ Q; intuitively, this labels each state with
the input and output propositions that are true when the robot is in that state. Given a
sequence of states σ = q0q1q2... where q0 ∈ Q0, define a sequence-labeling Γ(σ) =
γ(q0)γ(q1)γ(q2).... An automaton is deterministic if, for every q ∈ Q and every x ∈ 2X ,
|δ(q, x)| = 1. Unless mentioned explicitly, all automata considered in this work are
deterministic. A deterministic automaton corresponds to a robot strategy, as described
below.
Let δ(q) = {δ(q, x) | x ∈ 2X} denote the set of possible successor states of state q.
Finally, let δY(q, x) = γY(δ(q, x)); intuitively, this denotes the actions the robot takes
when it is in state q and it senses input x.
Definition 2. Given ϕ = (ϕe ⇒ ϕs), deterministic automaton Aϕ =
(Q,Q0,X ,Y , δ, γX , γY) realizes ϕ if ∀σ = q0q1q2... ∈ Qω such that q0 ∈ Q0 and
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qi+1 ∈ δ(qi), Γ(σ) |= ϕ.
Given a specification ϕ, consider the most general nondeterministic automaton over
X and Y , namely Nϕ = (Q,Q0,X ,Y , δ, γX , γY) such that:
• Q = 2X∪Y
• for every q ∈ Q, δ(q, x) = {q′ | Γ(qq′)Trueω |= ϕte ⇒ ϕts}
Here Γ(qq′)Trueω is the most permissive infinite completion of the finite truth assign-
ment sequence Γ(qq′), i.e. the infinite sequence that satisfies all LTL formulas from step
2 onward.
Finding a strategy for the robot that fulfills the specification ϕ can be thought of as
exploring the above nondeterministic automaton Nϕ in the aim of finding a determin-
istic automaton Aϕ “contained” in it, that realizes the specification. Synthesizing such
a deterministic automaton that realizes an arbitrary LTL formula is doubly exponential
in the size of the formula [37]. When restricted to LTL formulas of the form ϕe ⇒ ϕs
described above, the algorithm introduced in [36] permits synthesis in time polynomial
in the size of the state space, assuming specifications are well-separated [44]. Specifi-
cations in this fragment of LTL are expressive enough to cover a wide range of typical
robot high-level behaviors.
When a specification is realizable, synthesis yields an automaton that implements
the specification in a discrete abstraction of the problem. If no such automaton exists,
the user is presented with information about the cause of the unrealizability [47, 48, 38].
Successful synthesis enables the construction of a hybrid controller HAϕ that produces
the desirable high-level, autonomous robot behavior in the continuous domain. Figure
3.3 shows an example of a synthesized automaton for the hide-and-seek problem, using
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Figure 3.3: Excerpt of “hide-and-seek” automaton
a modified version of the specification in Listing 1, discussed in Section 4.5. Each state
of the automaton is labeled by the location and action propositions that are true in that
state, and each transition is labeled with sensor propositions that must be true for that
transition to be enabled. A transition between two states is achieved by the activation of
one or more low-level continuous controllers corresponding to each robot proposition.
The atomic controllers used satisfy the bisimulation property [4], which ensures that
every change in the discrete robot model can be implemented in the continuous domain
(e.g., the motion controllers are guaranteed to drive the robot from one region to another
regardless of the initial state within the region). The feedback controllers presented in
[10] and [17] are among several that satisfy this property.
The reader is referred to [36] and [26] for more details of the synthesis procedure,
and to [26, 11] for a description of how the extracted discrete automaton is transformed
into low-level robot control.
3.4 Environment Counterstrategy
When controller synthesis fails the specification is called unsynthesizable. Unsynthe-
sizable specifications are either unsatisfiable, in which case the robot cannot succeed no
matter what happens in the environment (e.g., if the task requires patrolling a discon-
nected workspace), or unrealizable, in which case there exists at least one environment
that can prevent the desired behavior (e.g., if in the above task, the environment can dis-
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connect an otherwise connected workspace, such as by closing a door). More examples
illustrating the two cases can be found in Chapter 4.
In either case, the robot can fail in one of two ways: either it ends up in a state from
which it has no valid moves (termed deadlock), or the robot is able to change its state
infinitely, but one of its goals is unreachable without violating the specified safety re-
quirements (termed livelock). In the context of unsatisfiability, an example of deadlock
is when the system safety conditions contain a contradiction within themselves. Simi-
larly, unrealizable deadlock occurs when the environment has at least one strategy for
forcing the system into a deadlocked state. Livelock occurs when there is one or more
goals that cannot be reached while still following the given safety conditions.
In the case of unsynthesizable specifications, the counterstrategy synthesis algorithm
introduced in [39] can be used to extract a strategy for the environment, which provides
sequences of environment inputs that prevent the specified robot behavior.
Definition 3. An environment counterstrategy for LTL formula ϕ is a tuple Aeϕ =
(Q,Q0,X ,Y , δe, δs, γX , γY , γgoals), where
• Q is a set of states.
• Q0 ⊆ Q is a set of initial states.
• X is a set of inputs (sensor propositions).
• Y is a set of outputs (location and action propositions).
• δe : Q → 2X is the deterministic input transition relation, which provides the
input propositions that are true in the next time step given the current state q, and
satisfies ϕte.
• δs : Q × 2X → 2Q is the (nondeterministic) robot transition relation. If
δs(q, x) = ∅ for some x ∈ 2X , q ∈ Q, then there is no next-step assignment
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to the set of outputs that satisfies the robot’s transition relation ϕts, given the next
set of environment inputs x and the current state q.
• γX : Q → 2X is a transition labeling, which associates with each state the set
of environment propositions that are true over incoming transitions for that state
(note that this set is the same for all transitions into a given state). Note that if
q′ ∈ δs(q, x) then γX (q′) = x.
• γY : Q → 2Y is a state labeling, associating with each state the set of robot
propositions true in that state.
• γgoals : Q → Z+ labels each state with the index of a robot goal that is prevented
by that state. During the counterstrategy extraction, every state in the counter-
strategy is marked with some robot goal[39].
The counterstrategy provides truth assignments to the input propositions (according
to the transition function δe) that cause either livelock or deadlock. The inputs provided
by δe in each state satisfy ϕte, meaning that for all q ∈ Q, the truth assignment sequence
(γX (q) ∪ γY(q), γX (δe(q))) satisfies Ai for each conjunct Ai in ϕte (note that Ai is a
formula over two consecutive time steps).
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CHAPTER 4
EXPLAINING IMPOSSIBLE HIGH-LEVEL ROBOT BEHAVIORS
This chapter describes an algorithm for automatically analyzing an LTL specifica-
tion belonging to the class GR(1), to identify and focus the user’s attention on relevant
portions thereof. The goal is to enable iterated specification analysis and modification,
and facilitate construction of a controller that achieves the user-intended behavior. By
the completeness of the synthesis algorithm in [36], when a specification is unsynthe-
sizable, there exists an admissible adversarial environment strategy that demonstrates
the system’s failure to achieve the specified behavior. This environment strategy is re-
ferred to as the counterstrategy, following [39]. Counterstrategy generation is leveraged,
along with other tools like Boolean satisfiability testing, to provide explicit feedback on
unsynthesizable specifications in the robot control domain. Feedback is provided by
emphasizing problematic parts of the user-defined specification (either desired robot
behavior or environment assumptions), and identifying cases of unexpected and unde-
sirable behavior such as the trivial solutions mentioned earlier. In addition, the specifi-
cation designer can infer logical inconsistencies and other reasons for unsynthesizability
by interacting with an environment counter-strategy simulation, which demonstrates the
precise environment actions that thwart the robot.
The chapter is structured as follows. Section 4.1 provides a formal problem state-
ment. Section 4.2 describes the types of unsynthesizability handled by this work, and
provides illustrative examples. Sections 4.3 and 4.4 contain the main contributions: an
algorithm for identifying unsatisfiable or unrealizable components of a specification,
and an interactive game for exploring reasons for failure in unrealizable specifications;
both sections include examples demonstrating the corresponding implementations in
LTLMoP. The chapter concludes with a description of open challenges in Section 4.5.
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4.1 Problem Statement
Problem 1. Given a specification ϕ = (ϕe ⇒ ϕs), if there does not exist a non-trivial
implementing automaton Aϕ, identify the subformulas ϕie, ϕ
t
e, ϕ
g
e, ϕ
i
s, ϕ
t
s and ϕ
g
s that are
responsible for the unsynthesizability or trivial solution.
Once the problematic subformulas are identified, the corresponding structured En-
glish sentences should be highlighted and presented to the user. Additionally, the user
should be presented with compelling evidence of the unsynthesizability, enabling them
to further understand the cause of failure.
4.2 Unsynthesizable Specifications and Undesirable Behavior
The specification in Listing 2 is unsynthesizable, and in particular it is unrealizable,
because an adversarial environment can force the robot into a safety violation by set-
ting pifound target to true and piwhistle to false when picounting is true; the robot will
turn on its hiding behavior in the next time step (2 pihiding is set by line 10), but
still be counting (2 picounting required by line 11), and therefore simultaneously satisfy
2 pihiding ∧2 picounting, violating the safety condition in line 7.
4.2.1 Unsynthesizable Categories
As mentioned before, there are several possibilities to be considered when reasoning
about a specification that cannot be synthesized, or one that results in generation of a
controller that does not behave as intended.
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Unsatisfiability
Consider this simple illustrative specification in the hide-and-seek scenario:
Always not porch 0¬2ϕporch (in ϕts)
Visit porch 01ϕporch (in ϕgs)
This specification is not synthesizable, and in particular it is unsatisfiable, since ϕts and
ϕgs are inconsistent no matter what the environment does, and so the robot cannot win.
Unrealizability
Now consider the following specification (separate from the one above):
If you are sensing whistle then do porch
0(piwhistle ⇒ 2ϕporch) (in ϕts)
Depending on the current location, ϕtrans does not always allow2ϕporch. For example,
if the robot hears the whistle in the bedroom, it cannot reach the porch in the next discrete
step (without passing another region first), so there are no further transitions satisfying
the robot safety. The environment can thus win from some initial states (e.g. bedroom)
by setting piwhistle to true. This specification is unrealizable, but not unsatisfiable – there
are environment strategies for which the robot achieves the desired behavior, such as
those that never set piwhistle to true.
Symmetric to robot unrealizability is the case where a robot strategy prevents the
environment from satisfying the formula ϕe. Overloading terminology, the environment
is termed unrealizable in this case. For example, if the environment safety condition
in the above example were to include “If you were in porch then do not person and do
person”, then the environment would be unrealizable if the robot can go to the porch,
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and the robot would win whether or not it fulfilled its goals.
Undesirable Behavior After Synthesis
Consider the same map again, with the following specification:
Always not porch 0¬2ϕporch (in ϕts)
Visit porch 01ϕporch (in ϕgs)
Always sense whistle and
do not sense whistle 0(2 piwhistle ∧2¬piwhistle) (in ϕte)
Here ϕte is unsatisfiable, so ϕe is unsatisfiable. Since the antecedent of the implication
is always false, the formula ϕe =⇒ ϕs is satisfied by any automaton, and all initial
states are winning for the robot, even though the robot itself is also unsatisfiable. The
algorithm in [36] returns a trivial automaton consisting of all the initial states, but no
transitions between states; in the case of the hide-and-seek example, this is a single
state, in which the robot is counting in the porch. Since each state in the automaton has
an implicit self-loop in the continuous level implementation, a controller based on this
automaton would cause the robot to stay in the porch indefinitely – this is likely not the
user-intended behavior.
4.2.2 Causes of Failure
Section 4.2.1 detailed the distinction between unsatisfiable and unrealizable specifica-
tions. In either case, failure occurs either if it is possible for the environment to steer the
corresponding two-player game into a state from which the robot has no valid move (as
in Example 4.2.1), or if one of the robot’s liveness conditions (goals) cannot be reached
(as in Example 4.2.1). The former case is termed deadlock, and the latter case livelock.
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4.2.3 Identifying Deadlock
Identifying deadlock calls for a characterization of the set of “bad” states from which
the environment can force the robot into a state such that every transition will violate
the robot safety (in which case the robot has no next move in the game in [36]). Such
a characterization of states can be expressed in the modal µ-calculus, which extends
propositional modal logic with least and greatest fixpoint operators µ, ν [18]. The µ-
calculus over game structures is defined as in [36]. A formula ϕ is interpreted as the
set of states JϕK in which ϕ is true. Under this interpretation, the logical operator 4
is defined such that a state s is included in J4ϕK if the robot can force play to reach a
state in JϕK, regardless of how the environment moves from s. For example, if the envi-
ronment safety condition includes “If you were in porch then do not whistle”, then any
state where the robot is in the porch is included in J4¬piwhistleK, since the environment
cannot activate piwhistle in the next state. Similarly, operator 3 is defined such that a
state s is included in J3ϕK if the environment can force play to reach a state in JϕK.
The set of “bad” states is now characterized by the fixpoint formula µX. X ∨3X ,
and constructed by having X initialized to FALSE and updated at each iteration with
X ← X ∨3X until two iterations are identical. Intuitively, at each iteration of the fix-
point computation, the construction adds in states such that the environment can force
the robot into the “bad” set. The fixpoint set therefore characterizes all states that can
reach a robot safety violation. If this set of bad states intersects the initial states, then
there is some initial state from which the environment can eventually force the robot to
violate its safety conditions, thereby winning the game. Similarly, µX. X ∨4X char-
acterizes the set of states from which the robot can force the environment into deadlock.
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4.3 Algorithm for Analysis of Specifications
This section describes in detail the steps of Algorithm 1 introduced in [48], for isolating
sources of unsatisfiability and unrealizability in the robot and environment components
of an unsynthesizable or trivial specification. Given an input specification parsed into a
suitable representation of the environment (ϕe) and robot (ϕs) LTL formulas, properties
of the synthesis problem are leveraged to determine whether each of ϕe and ϕs is un-
realizable or unsatisfiable, and present the user with this information. In LTLMoP, the
presented algorithm is implemented in the JTLV framework [6], with the corresponding
formulas for the initial conditions, transitions and goals represented as Binary Decision
Diagrams (BDDs) [14]. The BDD representation of a formula is a directed acyclic graph
representing the set of proposition value combinations that satisfy it; BDDs enable effi-
cient operations on formulas.
4.3.1 Synthesis and Trivial Automata
The following pseudocode describes the initialization of variables from Algorithm 1
in [48]. If the specification ϕ is realizable, a BDD representation of the set of all im-
plementing control automata AUT SET is synthesized using the SY NTHESIS al-
gorithm from [36], and a single such automaton AUT is extracted. Note that in the
BDD representation, FALSE denotes the empty set, and TRUE denotes the set of all
automata. Otherwise, a set of all possible counterstrategies CTR SET is obtained fol-
lowing a construction COUNTERSTRATEGY , adapted from that presented in [39];
the counterstrategy generation algorithm for GR(1), like synthesis, also runs in time
polynomial in the size of the state space. If an automaton is synthesized, but has no
transitions (i.e. is trivial), the user is alerted to this fact.
30
Algorithm 1 Initialization of variables from Algorithm 1 in [48]
1: ϕtp =
∧
j0A
j
p, ϕ
g
p =
∧ngp
i=101B
i
p for p ∈ {s, e}
2: AUT SET ← SY NTHESIS(s, e)
3: if AUT SET ! = FALSE (spec. is synthesizable) then
4: AUT ← AUT SET
5: if AUT has no transitions then
6: flag as trivial
7: else
8: CTR SET ← COUNTERSTRATEGY (s, e)
4.3.2 Unsatisfiable Initial Conditions and Transition Relations
Recall that ϕte and ϕ
t
s consist of a conjunction of formulas of the form 0A
i where
each Ai is a Boolean formula, so for either of these, an emptiness check on the BDD
representing the set of variable assignments satisfying ϕip∧
∧
iA
i determines whether the
transitions in a single time step are satisfiable from the initial condition. The pseudocode
in Algorithm 2 checks for the unsatisfiability of the initial conditions and the transitions
relation (safety) for both environment and robot.
Algorithm 2 Initial conditions and transition unsatisfiability tests from Algorithm 1 in
[48]
9: if ϕip == FALSE then
10: player p has unsatisfiable initial conditions
11: if ϕip ∧
∧
iA
i
p == FALSE then
12: p has unsatisfiable transitions
The above check will not identify unsatisfiability of following the transitions over
multiple time steps; for example, the transition relation 0(pihiding =⇒ 2 pihiding) ∧
0(pihiding =⇒ ¬2 pihiding) ∧ 0(¬pihiding =⇒ 2 pihiding) is unsatisfiable when
starting from the initial condition ¬pihiding, because pihiding is true in the second time
step leading to no valid transitions (since any valid transition would have to satisfy both
pihiding and ¬pihiding); however the analysis so far will not detect this. Such “multi-step”
unsatisfiability of the transitions is identified by computing the set of environment coun-
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terstrategies (i.e. the strategies the environment can use to find sensor inputs such that
there is no robot response fulfilling the specification), using the counterstrategy synthe-
sis algorithm in [39]. If every sequence of environment moves is in this counterstrategy,
then the robot must be unsatisfiable. In addition, if every sequence of environment
moves forces the robot into deadlock (rather than livelock), the robot safety is unsatisfi-
able; this is identified using a fixpoint computation as described earlier. The symmetric
case for multi-step unsatisfiable environment transitions looks at the set of robot winning
strategies and checks that every sequence of robot actions is winning.
Algorithm 3 Multi-step unsatisfiability tests from Algorithm 1 in [48]
13: if ∀σ ∈ CTR SET (resp. ∀σ ∈ AUT SET ), σ leads to deadlock then
14: s (resp. e) transitions are unsatisfiable from initial conditions
4.3.3 Unsatisfiable Goals
The next steps of the algorithm check for unsatisfiability of robot and environment live-
ness conditions. Any liveness condition ϕgp consists of a conjunction of clauses of the
Algorithm 4 Unsatisfiable goal tests from Algorithm 1 in [48]
15: for i := 1 to ngp do
16: if Bip == FALSE then
17: p goal i is unsatisfiable
18: for i := 1 to ngp do
19: if Bip ∧
∧
j A
j
p == FALSE OR2Bip ∧
∧
j A
j
p == FALSE then
20: p is unsatisfiable between goal i and transitions
form01Bi, and the safety ϕtp consists of a conjunction of formulas of the form0A
j .
So a contradiction in ϕgp ∧ ϕtp implies that some 01Bi is inconsistent with
∧
j0A
j ,
i.e.,1Bi is inconsistent with
∧
j A
j . The Ajs in the transition formula govern proposi-
tion values in the current and next time steps (as described in Section 3.3), and in order
for a goal Bi to be satisfied infinitely often, it needs to be consistent with each Aj in
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both the current and next time steps (so there are valid transitions into and out of each
goal state). This is confirmed by checkingBi∧∧j Aj and2Bi∧∧j Aj for consistency
– if either is inconsistent, then liveness condition Bi cannot be fulfilled infinitely often
while following the transitions allowed by the safety.
The test in Algorithm 4 is once again not complete, and detecting multi-step unsatis-
fiability of the robot (resp., the environment) requires checking that every counterstrat-
egy (resp., every robot strategy) leads to livelock for the robot (resp., the environment).
If the robot is unsatisfiable due to livelock, the faulty liveness can be identified by start-
ing with no liveness conditions and including them incrementally until synthesis fails
(this involves running the synthesizability check once for each liveness, as in lines 23-
31 in Algorithm 5).
Algorithm 5 Multi-step unsatisfiable and unrealizable goal tests from Algorithm 1 in
[48]
23: for i := 1 to ngs do
24: ϕgsi =
∧i
k=101B
sk , ϕtsi = ϕ
t
s, ϕ
i
si
= ϕis
25: AUT SETi ← SY NTHESIS(si, e)
26: if AUT SETi == FALSE (unsynthesizable) then
27: CTR SETi ← COUNTERSTRATEGY (si, e)
28: if CTR SETi == TRUE then
29: ith robot goal inconsistent with transition relation
30: else if AUT SETi−1 ! = FALSE then
31: ith robot goal is unrealizable
32: for i := nge to 1 do
33: ϕgei =
∧nge
k=i01B
ek , ϕtei = ϕ
t
e, ϕ
i
ei
= ϕie
34: AUT SETi ← SY NTHESIS(s, ei)
35: if AUT SETi ! = FALSE (synthesizable) then
36: if AUT SETi == TRUE then
37: ith environment liveness inconsistent with transitions
38: else if AUT SETi+1 == FALSE then
39: ith environment liveness condition is unrealizable
If the environment counterstrategy is TRUE, then the robot is in fact unsatisfiable
due to the most recently added goal (lines 28-29). A symmetric test for the environ-
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ment runs the synthesis algorithm starting with all environment liveness conditions, and
removes them one by one (lines 32-39). Similarly, if every robot strategy is winning,
the current environment goals must be unsatisfiable, and if removing an environment
liveness condition makes the specification unsynthesizable, the robot’s winning strategy
involved falsifying the removed environment liveness (36-37).
If the algorithm does not detect robot unsatisfiability, the robot might still be unre-
alizable. To win from an initial state of the game, the environment must either force
the robot into deadlock or livelock. As described earlier, reachability analysis using fix-
point operators suffices to check for a sequence of environment actions forcing the robot
into deadlock, and likewise for the robot forcing the environment into deadlock, as in
Algorithm 6.
Algorithm 6 Deadlock tests from Algorithm 1 in [48]
21: if ∃σ ∈ CTR SET (resp. ∃σ ∈ AUT SET ), σ leads to deadlock) then
22: s (resp. e) is unrealizable as it can be forced into a safety violation
If the (unrealizable) robot cannot be forced into a safety violation, there exists an
environment strategy to “lock” the robot out of some liveness; the faulty liveness can be
identified as in the unsatisfiable case, requiring only some (and not every) counterstrat-
egy to be winning, as in lines 29-30; the symmetric test for environment livelock is in
lines 37-38.
Example 2. Consider again the specification in Listing 1. As mentioned in Chapter 3,
this specification fails to produce a controller, and it is difficult to pinpoint the problem
without the presented analysis. The proposed tests determine that the robot is unreal-
izable because the environment can force a safety violation, allowing the user to focus
their attention on the relevant sentences (highlighted as in Figure 4.1).
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4.3.4 Guarantees
The algorithm presented above is sound and complete for robot unsynthesizability, in
the sense that every incidence of robot unsatisfiability or unrealizability falls into one
of the handled cases. Note that the algorithm provides information about both robot
and environment components. By notifying the user if the environment is unsatisfiable
or unrealizable, they are alerted to the fact that the behavior generated may not be as
intended, prior to execution. However, there are cases of environment unsatisfiability or
unrealizability that may not be identified by the above tests. When the environment is
unrealizable or unsatisfiable because of livelock, but the robot itself is deadlocked, the
robot has no infinite strategies, and therefore cannot cause environment livelock. On the
other hand, if the robot is realizable independent of the environment, the tests in Algo-
rithm 5 will not reveal any information about the environment, since synthesis will never
fail. However in this case, following the robot strategy construction in [36], the robot
will achieve the desired behavior rather than prevent the environment from fulfilling its
goals, so the environment unrealizability has no consequences for the robot’s behavior.
All other cases of environment unrealizability and unsatisfiability are captured by the
above tests.
4.3.5 Complexity
Algorithms 1 and 5 are polynomial in the size of the state space. This follows because
computing the set of implementing automata or environment counterstrategies is poly-
nomial in the state space [36, 39], and the number of times these subcomponents are
repeated is linear in the number of robot and environment goals respectively. The tests
for deadlock in Algorithms 3 and 6 are also polynomial in the state space for the same
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Figure 4.1: Analyzing an unsynthesizable specification
reason. Algorithms 2 and 4 involve conjunctions on BDDs, which are also implemented
in polynomial time. The runtime of the proposed algorithm is therefore polynomial in
the size of the state space.
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4.4 Interactive Exploration of Unrealizable Specifications
The algorithm described in the previous section enables highlighting of sentences of the
specification that contribute to the unsynthesizability. However, so far the user is not
presented with a demonstration of why the specification cannot be implemented. In the
case of deadlock, it may be possible to present the user with a set of finite sequences
of moves leading to a safety violation. However, a possibly exponential number of
sequences of moves is needed to demonstrate livelock. This problem is addressed in
this work via an interactive game. The counterstrategy synthesis algorithm introduced
in [39] is used to extract a strategy for the environment, which provides sequences of
environment actions such that there is no robot response fulfilling the specification. The
user interacts with this strategy by selecting the robot actions and movement in every
time step in response to the sensor inputs provided by LTLMoP. The user can change
the state of robot actuators by clicking toggle buttons, and select a region to move to by
clicking on a map. The available choices are automatically constrained according to the
robot safety conditions: forbidden regions are blacked out on the map, and illegal action
choices raise an error, as shown in Figure 4.2(d).
Example 3. For the unsynthesizable example from Listing 1, the cause of unrealiz-
ability is evident at the very first state, as shown in Figure 4.3. The environment has
set pifound target to true, and there are no safe robot actions from the displayed state, as
indicated by the error message on the screen.
Example 4. Consider the specification in Listing 3, drawn from the “fire-fighting”
scenario introduced in [48]. The robot task is to enter the house depicted in Figure 3.1
from the deck and visit the porch infinitely often. If it encounters a person, it cannot
move directly to the kitchen. Similarly, if it senses fire, it cannot move to the living
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room. The radio is always turned off, and the assumption on the environment is that a
person will never be sensed simultaneously with fire.
Listing 3 Example of unrealizable specification for counterstrategy visualization.
Robot starts with false
Robot starts in deck
Visit porch
If you are sensing person then do not kitchen
If you are sensing fire then do not living
Always do not (fire and person)
Always do not radio
The environment can prevent the robot from satisfying its goal (to visit the porch
infinitely often) by alternately enabling pifire and piperson, thereby trapping the robot in
the deck and bedroom, i.e. away from the porch. Figure 4.2 shows the first three steps of
this (infinite) counterstrategy being played through in the Counterstrategy Visualization
Tool. Regions that cannot be chosen due to the motion constraints are blacked out.
The first step is the setting of a valid initial condition from which the environment
can win: the robot is in the deck and all other sensor and action propositions are set to
false. Second, the environment enables piperson so the robot cannot enter the kitchen and
is in the next step confined (by the adjacency graph in Figure 3.1(c)) to the deck and
bedroom as depicted in Figure 4.2(a). The user responds by moving the robot to the
bedroom, and the environment then switches to enabling pifire, thus disabling piperson as
assumed in line 6 (Figure 4.2(b)); this prevents the robot from entering the living room,
and the user returns to the deck. This move results in the original configuration, and the
environment again switches on piperson and turns off pifire, as shown in Figure 4.2(c); at
this point it should be clear to the user that the environment can keep the robot out of
the porch.
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(a) Robot starts in the deck, environment’s first move turns on
person.
(b) User moves the robot to the bedroom; envi-
ronment turns off person and turns on fire.
(c) User moves the robot back to the deck, en-
vironment turns off fire and turns on person.
(d) An error message is displayed if the user tries to select radio
for the robot.
Figure 4.2: Interactive Game for Unsynthesizable Specifications
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Figure 4.3: Counterstrategy visualization for “hide-and-seek”
example. The circled message reads, “Checkmate: no possi-
ble robot moves”.
4.5 Conclusions
This chapter addresses the problem of explaining the cause of failure in high-level au-
tonomous robot specifications for which there either does not exist an implementing
controller, or the implementation is trivial. An algorithm is presented for systematically
analyzing robot behavior specifications, exploiting the structure of the specification to
narrow down possible reasons for failure to create a robot controller. The approach is
implemented as part of the open source LTLMoP toolkit. The synthesis process is en-
closed in a layer of reasoning that identifies the cause of failure, enabling the user to
target their attention to the relevant portions of the specification. The user is also al-
lowed to explore the cause of failure in an unsynthesizable specification by means of an
interactive game.
Future work will leverage existing techniques to further isolate the source of failure
and provide the user with more comprehensive feedback. This includes identifying
40
of unsynthesizable cores, as described in Chapter 5, but also could include suggested
modifications to the specification in the form of assumptions to be added. For instance,
the specification in Example 3 can be made realizable by adding assumptions on the
environment to prevent it from setting pifound target to true and piwhistle to false when
picounting is true (additional assumptions are also needed to prevent the environment from
causing safety violations when pihiding and piseeking are true). A key direction of future
research is thus the development of efficient techniques for computing unsatisfiable and
unrealizable cores, and added assumptions for specifications in the robotics domain.
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CHAPTER 5
UNSYNTHESIZABLE CORES – MINIMAL EXPLANATIONS FOR
IMPOSSIBLE HIGH-LEVEL ROBOT BEHAVIORS
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The work presented in Chapter 4 identified sub-portions of the specification that con-
tribute to the problem, but left open the challenge of refining this feedback to the finest
possible granularity, providing the user with a minimal cause of unsynthesizability. The
work presented in this chapter builds upon previous analysis to identify unsynthesizable
cores – minimal subsets of the desired robot behavior that cause it to be unsatisfiable
or unrealizable. In addition to the original synthesis algorithm, the analysis makes use
of off-the-shelf SAT-solvers and the environment counterstrategy (the adversarial envi-
ronment strategy that prevents the robot from succeeding) to find this minimal cause
of unsynthesizability. This work subsumes that presented in [46, 49], and includes ad-
ditional techniques for identifying unrealizable cores in certain cases, as described in
Section 5.4.
This chapter is structured as follows. Section 5.1 describes types of unsynthesizabil-
ity, and presents a formal definition of the problem of identifying unsynthesizable cores.
Sections 5.2 and 5.3 present techniques for using Boolean satisfiability to identify unsat-
isfiable and unrealizable cores respectively. Section 5.4 describes an alternative method
for identifying cores, based on iterated realizability checks. Section 5.5 demonstrates the
effectiveness of the more fine-grained feedback on example specifications. The chapter
concludes with a description of future work in Section 5.6.
5.1 Problem Statement
A specification that does not yield an implementing automaton is called unsynthesiz-
able. Unsynthesizable specifications are either unsatisfiable, in which case the robot
cannot succeed no matter what happens in the environment (e.g., if the task requires
patrolling a disconnected workspace), or unrealizable, in which case there exists at least
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one environment that can prevent the desired behavior (e.g., if in the above task, the
environment can disconnect an otherwise connected workspace, such as by closing a
door). More examples illustrating the two cases can be found in [38].
In either case, the robot can fail in one of two ways: either it ends up in a state from
which it has no moves that satisfy the specified safety requirements ϕts (this is termed
deadlock), or the robot is able to change its state infinitely, but one of the goals in ϕgs
is unreachable without violating ϕts (termed livelock). In the context of unsatisfiability,
an example of deadlock is when the system safety conditions contain a contradiction
within themselves. Similarly, unrealizable deadlock occurs when the environment has
at least one strategy for forcing the system into a deadlocked state. Livelock occurs
when there is one or more goals that cannot be reached while still following the given
safety conditions.
Consider the specification in Listing 4, in which the robot is operating in the
workspace depicted in Figure 5.1. The robot starts at the left hand side of the hallway
(1), and must visit the goal on the right (4). The safeties specify that the robot should not
pass through region r5 if it senses a person (2). Additionally, the robot should always
activate its camera (3).
Listing 4 Unrealizable specification – livelock
1. Robot starts in start with camera
(pistart ∧ picamera, part of ϕis))
2. If you are sensing a person then do not r5
(0(2 piperson ⇒ ¬2 pir5), part of ϕts)
3. Always activate the camera (02 picamera, part of ϕts)
4. Visit the goal (01 pigoal, part of ϕgs)
It is clear that the environment can prevent the goal in (4) by always activating the
“person” sensor (piperson), because of the initial condition in (1) and the safety require-
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start r3 r4 r5 r6 r7 r8 goalr2
Figure 5.1: Map of robot workspace in Specification 4
ment in (2). Note that Listing 4 is a case of livelock: the robot can follow its safety
indefinitely by moving between the first four rooms on the left, but is prevented from
ever reaching the goal if it sees a person all the time – the environment is able to discon-
nect the topology using the person sensor.
Previous work produced explanations of unsynthesizability in terms of combinations
of the specification components (i.e., initial conditions, safeties and goals) [38]. How-
ever, in many cases, the true conflict lies in small subformulas of these components. For
example, the safety requirement (3) in Listing 4 is irrelevant to its unsynthesizability,
and should be excluded from any explanation of failure. The specification analysis al-
gorithm presented in [38] will narrow down the cause of unsynthesizability to the goal
in (4), but also highlight the entirely of ϕts, declaring that the environment can prevent
the goal because of some subset of the safeties (without identifying the exact subset).
This motivates the identification of small, minimal, “core” explanations of the un-
synthesizability. A first step is to define what is meant by an unsynthesizable core. This
work draws inspiration from the Boolean satisfiability (SAT) literature to define an un-
synthesizable core of a GR(1) LTL formula. Given an unsatisfiable SAT formula in
conjunctive normal form (CNF), an unsatisfiable core is traditionally defined as a sub-
set of CNF clauses that is still unsatisfiable. A minimal unsatisfiable core is one such
that every proper subset is satisfiable; a given SAT formula can have multiple minimal
unsatisfiable cores of varying sizes. This definition should be distinguished from that of
a minimum unsatisfiable core, which is one containing the smallest number of original
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clauses that are unsatisfiable in themselves. While there are several practical techniques
for computing minimal unsatisfiable cores, and many modern SAT-solvers include this
functionality, there are no known practical algorithms for computing minimum cores.
Let ϕ1  ϕ2 (ϕ1 ≺ ϕ2) denote that ϕ1 is a subformula (strict subformula) of ϕ2.
Definition 4. Given a specification ϕ = ϕe ⇒ ϕs, a minimal unsynthesizable core
is a subformula ϕ∗s  ϕs such that ϕe ⇒ ϕ∗s is unsynthesizable, and for all ϕ′s ≺ ϕ∗s,
ϕe ⇒ ϕ′s is synthesizable.
Problem 1. Given an unsynthesizable formula ϕ, return a minimal unsynthesizable core
ϕ∗s  ϕs.
5.2 Unsatisfiable Cores via Propositional SAT
This section describes how unsatisfiable components of the robot specification ϕs are
further analyzed to narrow the cause of unsatisfiability, for both deadlock and livelock,
using Boolean satisfiability testing. Extending these techniques to the environment as-
sumptions ϕe is straightforward.
The Boolean satisfiability problem, or SAT, is the problem of determining whether
there exists a truth assignment to a set of propositions that satisfies a given Boolean
formula. A Boolean formula in Conjunctive Normal Form (CNF) is one that has been
rewritten as a conjunction of clauses, each of which is a disjunctions of literals, where
a literal is a Boolean proposition or its negation. For a Boolean formula in CNF, an
unsatisfiable core is defined as a subset of CNF clauses whose conjunction is still unsat-
isfiable; a minimal unsatisfiable core is one such that removing any clause results in a
satisfiable formula.
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5.2.1 Unsatisfiable Cores for Deadlock
Given a depth d and an LTL safety formula ϕ over propositions pi ∈ AP , there exists
a propositional formula ψ over
⋃
1≤i≤d+1 AP
i, where pii ∈ AP i represents the value of
pi ∈ AP at time step i, constructed as:
ψd(ϕ) =
∧
1≤i≤d
ϕ[2 pi/pii+1][pi/pii],
where ϕ[a/b] represents ϕ with all occurrences of subformula a replaced with b. This
formula is called the depth-d unrolling of ϕ. In Listing 5, ψ1(ϕts) = ¬pi1kitchen ∧ pi2camera
and ψ2(ϕts) = ¬pi1kitchen∧pi2camera∧¬pi2kitchen∧pi3camera, where piikitchen is a propositional
variable representing the value of pikitchen at time step i. Given the depth-d unrolling
ψd(ϕts) of the robot safety formula, define ψ
d
fromInit = ϕ
i
s[pi/pi
1] ∧ ψd(ϕts).
In the case of deadlock, which can be identified as in [48, 38], a series of Boolean
formulas {ψdfromInit} is produced by incrementally unrolling the robot safety formula
ϕts, and the satisfiability of ψ
d
fromInit is checked at each depth. To perform this check,
the formula ψdfromInit is first converted into CNF, so that it can be provided as input to an
off-the-shelf SAT-solver; this work uses PicoSAT [8]. If ψdfromInit is found unsatisfiable,
there is no valid sequence of actions that follow the robot safety condition for d time
steps starting from the initial condition. In this case, the SAT solver returns a minimal
unsatisfiable subformula, in the form of a subset of the CNF clauses.
When translating the Boolean formula ψdfromInit to CNF, a mapping is maintained
between the portions of the the original specification, and the clauses they generate.
This enables the CNF minimal unsatisfiable core to be traced back to the corresponding
safety conjuncts and initial conditions in the specification.
Listing 5 is a deadlocked specification, referring to a robot operating in the
workspace depicted in Figure 5.2. The described method begins at the initial state
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Listing 5 Core-finding example – unsatisfiable deadlock
1. Start in the kitchen (ϕis):
pikitchen
2. Avoid the kitchen (ϕis, ϕ
t
s):
¬pikitchen ∧0¬pikitchen
3. Always activate your camera (ϕts):
02 picamera
loungehall_W
hal
l_C
ha
ll_
Nr4 r3
r2r1
r6 r5
kitchenc
Figure 5.2: Map of hospital workspace (“c” is the closet)
described by ϕis (lines 1 and 2), and unrolls it to ψ
1
fromInit = pi
1
kitchen ∧ ¬pi1kitchen ∧
¬pi1kitchen ∧ pi2camera above. Note that ϕ1fromInit is already unsatisfiable, and the core is
given by the subformula pi1kitchen ∧ ¬pi1kitchen, which in turn maps back to lines 1 and
2. This is because the two statements combined require the robot to both start in the
kitchen and not start in the kitchen. Section 5.5 contains another example demonstrat-
ing unsatisfiable core-finding for deadlock.
5.2.2 Unsatisfiable Cores for Livelock
In the case of livelock, a similar unrolling procedure can be applied to determine the
core set of clauses that prevent a goal from being fulfilled. A propositional formula
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is generated by unrolling the robot safety from the initial state for a pre-determined
number of time steps, with an additional clause representing the liveness condition being
required to hold at the final time step for that depth. Consider the livelocked specification
in Listing 6.
Listing 6 Core-finding example – unsatisfiable livelock
1. Start in the kitchen (ϕis):
pikitchen
2. Avoid hall w (ϕis, ϕ
t
s):
¬pihall w ∧0¬pihall w
3. Always activate your camera (ϕts):
02 picamera
4. Patrol r3 (ϕgs):
01 pir3
Unrolling the robot safety to depth d, with the added clause for liveness at depth d,
results in:
ψdfromInit = pi
1
kitchen ∧
∧
1≤i≤d
¬piihall w
∧pidr3 ∧
∧
2≤i≤d
piicamera ∧
∧
1≤i≤d
ϕitopo
where ϕitopo represents the topology constraints on the robot unrolled at time i. ψ
d
fromInit
is unsatisfiable for any d ≥ 1.
In the case of deadlock, the propositional formula ψdfromInit can be built for increas-
ingly larger depths until it is found to be unsatisfiable for some d; by the definition of
deadlock, there will always exist such a d. This gives us a sound and complete method
for determining the depth to which the safety formula must be unrolled in order to iden-
tify an unsatisfiable core for deadlock. For livelock, on the other hand, determining the
shortest depth that will produce a meaningful core is a much bigger challenge. Consider
the above example. For unroll depths less than or equal to 3, the unsatisfiable core re-
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turned will include just the environment topology, since the robot cannot reach r3 from
the kitchen in 3 steps or fewer, even if it is allowed into hall w; however, this is not a
meaningful core.
For d ≥ 3 the core is given by the subformula:
pi1kitchen ∧
∧
1≤i≤d
¬piihall w ∧ pidr3 ∧
∧
1≤i≤d
ϕitopo,
which maps back to specification sentences (1), (2) and (4). This is because the robot
cannot reach r3 without passing through hall w. Section 5.5 contains another example
demonstrating unsatisfiable core-finding for livelock.
The depth required to produce a meaningful core for unsatisfiability is bounded
above by the number of distinct states that the robot can be in, i.e. the number of
possible truth assignments to all the input and output propositions. However, efficiently
determining the shortest depth that will produce a meaningful core remains a future re-
search challenge, and for the purpose of this work, a fixed depth of 15 time steps was
used for the examples presented, unless otherwise indicated.
5.2.3 Interactive Exploration of Unrealizable Tasks
If the specification is unrealizable rather than unsatisfiable, the above techniques do not
apply directly to identify a core. This is because, if the specification is satisfiable but
unrealizable, there exist sequences of truth assignments to the input variables that al-
low the system requirements to be met. Therefore, in order to produce an unsatisfiable
Boolean formula, all sequences of truth assignments to the input variables that satisfy
the environment assumptions must be considered. This requires one depth-d Boolean
unrolling for each possible length-d sequence of inputs, where each unrolling encodes a
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distinct sequence of inputs in the unrolled Boolean formula. In the worst case, the num-
ber of depth-d Boolean formulas that must be generated before an unsatisfiable formula
is found grows exponentially in d. time step However, unsatisfiable cores do enable a
useful enhancement to an interactive visualization of the environment counterstrategy.
Since succinctly summarizing the cause of an unrealizable specification is often chal-
lenging even for humans, one approach to communicating this cause in a user-friendly
manner is through an interactive game (described previously in Section 4.4 and depicted
in Figure 5.3). The tool illustrates environment behaviors that will cause the robot to
fail, by letting the user play as the robot against an adversarial environment. At each
discrete time step, the user is presented with the current goal to pursue and the current
state of the environment. They are then able to respond by changing the location of the
robot and the status of its actuators. Examples of this tool in action are given in [48, 38].
The initial version of this tool (in Section 4.4) simply prevented the user from mak-
ing moves that were disallowed by the specification. However, by using the above core-
finding technique, a specific explanation can be given about the part of the original spec-
ification that would be violated by the attempted invalid move [46]. This is achieved by
finding the unsatisfiable core of a single-step satisfiability problem constructed over the
user’s current state, desired next state, and the specified robot safety conditions.
For example, in the case of Listing 7, we discover that the robot cannot achieve its
goal of following the user (Line 1) if the user enters the kitchen (which the robot has
been banned from entering in Line 2). This conflict is presented to the user as follows:
the environment sets its state to represent the target’s being in the kitchen, and then,
when the user attempts to enter the kitchen, the tool explains that this move is in conflict
with Line 2.
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Listing 7 Example of unrealizability
1. Follow me.
2. Avoid the kitchen.
}Game history
kitchen
Explanation of invalid move
Current goal
Environment state
Figure 5.3: Screenshot of interactive visualization tool for the specification in Listing 7.
The user is prevented from following the target into the kitchen in the next step (denoted
by the blacked out region) due to the portion of the specification displayed.
5.3 Unrealizable Cores via Propositional SAT
As described in Section 5.2.3, the extension of the SAT-based core-finding techniques
described in Section 5.2 to unrealizable specifications requires examining the exact en-
vironment input sequences that cause the failure. Considering all possible environment
input sequences is not feasible; fortunately, the environment counterstrategy provides us
with exactly those input sequences that cause unsynthesizability.
In this section, unrealizable components of the robot specification ϕs are ana-
lyzed based on the environment counterstrategy, narrowing down the cause of un-
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realizability for both deadlock and livelock. Consider a counterstrategy Aeϕ =
(Q,Q0,X ,Y , δe, δs, γX , γY , γgoals) for formula ϕ. It allows the following characteri-
zations of deadlock and livelock:
• Deadlock There exists a state in the counterstrategy such that there is a truth
assignments to inputs, for which no truth assignment to outputs satisfies the robot
transition relation. Formally,
∃q ∈ Q s.t. δs(q, δe(q)) = ∅
• Livelock There exist a set of states C in the counterstrategy such that the robot is
trapped in C no matter what it does, and there is some robot liveness Bk in ϕgs that
is not satisfied by any state in C. Formally,
∃C ⊆ Q,Bk  ϕgs s.t. ∀q ∈ C, q 6|= Bk, δs(q, δe(q)) ⊆ C
5.3.1 Unrealizable Cores for Deadlock
Consider the specification in Listing 8, which refers to the workspace in Figure 5.1. The
robot starts in r5 with the camera on (1). The safety conditions specify that the robot
should not pass through the region marked r5 if it senses a person (2). In addition, the
robot must stay in place if it senses a person (3). Finally, the robot should always activate
its camera (4). Here, the environment can force the robot into deadlock by activating the
“person” sensor (piperson) when the robot is in r5, because there is then no way the robot
can fulfill both (2) and (3).
The environment counterstrategy Aeϕ is as follows:
• Q = Q0 = {q1}
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Listing 8 Core-finding example – deadlock
1. Robot starts in r5 with camera (ϕis):
pir5 ∧ picamera
2. If you are sensing person then do not r5 (ϕts):
0(2 piperson ⇒ ¬2 pir5)
3. If you are sensing person then stay there (ϕts):
0(2 piperson ⇒ (2 pistart ⇔ pistart ∧2 pir2 ⇔ pir2...))
4. Always activate your camera (ϕts):
02 picamera
• X = {piperson}, Y = {pir5, picamera}
• δe(q1) = {piperson}, δs(q1, {piperson}) = ∅, δs(q1, ∅) = ∅
• γX (q1) = {piperson}, γY(q1) = {pir5, picamera}
• γgoals(q1) = 1
The state q1 is deadlocked, because given the input piperson in the next time step, there
is a conflict between safety conditions 2 and 3, and the robot has no valid move (so
δs(q1, {piperson}) = ∅). Note that δs(q1, ∅) = ∅ indicates that the environment strategy
does not include any transition out of q1 where the environment does not activate the
“person” sensor.
For q ∈ Q, the propositional-representation of q is defined as:
ψstate(q) =
∧
x∈γX (q)
x ∧
∧
x∈X\γX (q)
¬x ∧
∧
y∈γY (q)
y ∧
∧
y∈Y\γY (q)
¬y
In the example above, ψstate(q1) = piperson ∧ pir5 ∧ picamera.
Let pii represent the value of pi ∈ AP at time step i, and AP i = {pii |
pi ∈ AP}. For example, in Listing 8, AP 0 = {pi0person, pi0r5, pi0camera} and AP 1 =
{pi1person, pi1r5, pi1camera}.
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Given LTL specification ϕ, q ∈ Q such that δs(q, δe(q)) = ∅, construct a proposi-
tional formula over AP 0 ∪ AP 1 as follows:
ψdead(q, ϕ) = ψstate(q)[pi/pi
0] ∧
∧
z∈δe(q)
z1 ∧
∧
z∈X\δe(q)
¬z1
∧ ϕts[2 pi/pi1][pi/pi0],
Intuitively, this formula represents the satisfaction of the robot safety condition in the
next step from state q, with the additional restriction that the input variables be bound to
the values provided by δe(q) in the next time step.
In the above case, ψdead(q1, ϕ) =
pi0person ∧ pi0r5 ∧ pi0camera ∧ pi1person ∧ pi1camera ∧ ϕ0topo
∧(pi1person ⇒ ¬pi1r5) ∧ (pi1person ⇒ (pi1r5 ⇔ pi0r5 ∧ ...)),
where ϕitopo is a formula over AP
i ∪ AP i+1 representing the topological constraints on
the robot motion at time i (i.e. which rooms it can move to at time i + 1 given where it
is at time i, and mutual exclusion between rooms).
Note that if q is a deadlocked state, then by definition ψdead(q, ϕ) is unsatisfiable,
since there is no valid setting to the robot propositions in the next time step starting
from q. A SAT solver can now be used to find a minimal unsatisfiable subformula, as in
Section 5.2.
In the above example, the SAT solver finds the core of ψdead(q, ϕ) as the subformula
pi0r5 ∧ pi1person ∧ (pi1person ⇒ ¬pi1r5) ∧ (pi1person ⇒ (pi1r5 ⇔ pi0r5)).
This is because the two statements combined require the robot to both stay in r5 and not
be in r5 in time step 1. This gives us a core explanation of the deadlock caused in state
q. Taking the union over the cores for all the deadlocked states provides a concise ex-
planation of how the environment can force the robot into a deadlock situation. Section
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6.5 contains another, more complex example demonstrating unrealizable core-finding
for deadlocked specifications.
5.3.2 Unrealizable Cores for Livelock
Consider Listing 4 again. If the environment action is to always set piperson, then the
safety requirement in 2 enforces that the robot will never activate pir5, because it is
explicitly forbidden from doing so when sensing a person. This is livelock because the
robot can continue to move between start and r2−r4. The environment counterstrategy
Aeϕ is as follows:
• Q = {q1, q2, q3, q4}, Q0 = {q1}
• X = {piperson},Y = {pistart, pir2, pir3, ..., pir8, pigoal, picamera}
• ∀q ∈ Q, δe(q) = {piperson}
•
δs(qi, {piperson}) =

{q1, q2} if i = 1
{qi−1, qi, qi+1} for 2 ≤ i ≤ 3
{q3, q4} if i = 4
Additionally, δs(q, ∅) = ∅ for all q, and δs(q, ∗) = ∅ for q ∈ {q5, .., q8, qgoal}
• ∀q ∈ Q, γX (q) = {piperson}.
•
γY(qi) =
 {picamera, pistart} if i = 1{picamera, piri} for 2 ≤ i ≤ 4
• ∀i, γgoals(qi) = 1 (since there is only one goal).
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In the case of livelock, we know there exists a set of states C in the counterstrategy
that trap the robot, locking it away from the goal. Without loss of generality, C consists
of cycles of states. In the specifications of the form considered in this work, robot goals
are of the form 01Bi for 1 ≤ i ≤ n, where each Bi is a propositional formula
over AP = X ∪ Y . Suppose the algorithm in [38] identified goal 01Bk as the goal
responsible for livelock. Let Qk be the set of all states in Aeϕ that prevent goal Bk,
and let Ck be the set of maximal k-preventing cycles in Qk, i.e. cycles that are not
contained in any other cycle in Qk (modulo state-repetition). Let C1 = (q10, q
1
1, ..., q
1
a)
and C2 = (q20, q
2
1, ..., q
2
b ) be cycles, and define C1 ≺ C2 if a < b and there is some offset
index o in C2 such that all of C1 is found in C2 starting at o, i.e. q1i = q
2
(i+o) mod (b+1) for
all 0 ≤ i ≤ a. This expresses that C1 is a strict sub-cycle of C2. Formally,
Qk = {q ∈ Q|γgoals(q) = k}
Callk = {(q0, q1, ..., ql)|∀0 ≤ i ≤ l, qi ∈ Qk,
∀i < l, qi+1 ∈ δs(qi, δe(qi)), qi 6= qi+1,
q0 ∈ δs(ql, δe(ql)), q0 6= ql},
Ck = {C ∈ Callk |∀C ′ ∈ Callk , C 6≺ C ′}.
In the specification in Listing 4, there is only one goal, 01pigoal. C1 =
(q1, q2, q3, q4, q3, q2) is a maximal 1-preventing cycle.
Given an initial state q, a depth d and an LTL safety formula ϕts over pi ∈ AP , there
exists a propositional formula ψd(ϕts, q) over
⋃
0≤i≤d+1AP
i, constructed as:
ψd(ϕts, q) = ψstate(q)[pi/pi
0] ∧
∧
0≤i≤d
ϕts[2 pi/pi
i+1][pi/pii].
This formula is called the depth-d unrolling of ϕts from q, and represents the tree of
length-d+ 1 truth assignment sequences that satisfy ϕts, starting from q. Note that there
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are d+1 time steps in a depth-d unrolling because each conjunct in ϕts governs two time
steps. In the example, ψd(ϕts, q1) =
pi0start ∧ pi0camera ∧
∧
0≤i≤d
(ϕitopo ∧ pii+1camera ∧ (pii+1person ⇒ ¬pii+1r5 )).
Given a cycle of states C = (q0, q1, ..., ql) ∈ Aeϕ, and a depth d, construct a propositional
formula ψdX (C) over
⋃
0≤i≤dX i, where xi ∈ X i represents the value of each input
x ∈ X in state qi mod (l+1) for 0 ≤ i ≤ d, as:
ψdX (C) =
∧
0≤i≤d
(
∧
p∈γX (qi mod (l+1))
xi ∧
∧
p∈X\γX (qi mod (l+1))
¬xi).
This formula is called the depth-d environment-unrolling of C, and represents the se-
quence of inputs seen when following cycle C for d time-steps. In the example, the
depth-d environment unrolling of C1 is ψdX (C) =
∧
0≤i≤d pi
i
person.
Now, given an LTL safety specification ϕts over pi ∈ AP , a goal Bk, a maximal
k-preventing cycle Ck = (q0, q1, ..., ql) ∈ Ck, and an unrolling depth d, construct propo-
sitional formula ψdlive(Bk, Ck, ϕ
t
s) over
⋃
0≤i≤d+1AP
i as:
ψdlive(Bk, Ck, ϕ
t
s) =
ψd+1X (Ck) ∧ ψd(ϕts, q0) ∧Bk[pi/pid].
Intuitively, this formula expresses the requirement that the goal Bk be fulfilled after
some depth-d unrolling of the safety formula starting from state q0, given the input se-
quence provided by ψd+1X (Ck) (note that this input sequence extends to the final time
step in the safety formula unrolling). Again, this is an unsatisfiable propositional for-
mula, and can be used to determine the core set of clauses that prevent a goal from being
fulfilled. Taking the union of cores over all Ck ∈ Ck gives a concise explanation of the
ways in which the environment can prevent the robot from fulfilling the goal.
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In the above example, ψdlive(pigoal, C1, ϕ
t
s) =
pi0start ∧ pi0camera ∧
∧
0≤i≤d+1
piiperson
∧
∧
0≤i≤d
(ϕitopo ∧ pii+1camera ∧ (pii+1person ⇒ ¬pii+1r5 ))
∧ pidgoal.
In the case of livelock, the choice of unroll depth d determines the quality of the core
returned. Recall that for deadlock, the propositional formula ψdead(q, ϕ) is built over just
one step, since it is already known to cause a conflict with the robot transition relation,
and be unsatisfiable. The unsatisfiable core of this formula is a meaningful unrealizable
core in this case because it provides the immediate reason for the deadlock. For livelock,
on the other hand, determining the shortest depth to which a cycle Ck must be unrolled
to produce a meaningful core is not obvious.
In the above example, for unroll depths less than or equal to 8, the unsatisfiable core
returned will include just the environment topology, since the robot cannot reach the
goal from the start in 8 steps or fewer, even if it is allowed into r5; however, this is not
a meaningful core. Unrolling to depth 9 or greater returns the expected subformula that
includes
∧
0≤i≤d(pi
i+1
person ⇒ ¬pii+1r5 ). Automatically determining the shortest depth that
will produce a meaningful core remains a research challenge, but a good heuristic is to
use the maximum distance between two states in the environment counterstrategy (i.e.
the diameter of the graph representing the counterstrategy, or the sum of the diameters
of its connected components). For the examples presented in this work, a depth of 15
time steps was used.
Note that, since unsatisfiability is a special case of unrealizability (in which not just
some, but any environment can prevent the robot from fulfilling its specification), the
above analysis also applies to unsatisfiable specifications. However, the analysis pre-
sented in Section 5.2 is more efficient for unsatisfiability, as it does not require explicit-
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state extraction of the environment counterstrategy.
5.4 Unsynthesizable Cores via Iterated Synthesis
As discussed in Sections 5.2 and 5.3, the SAT-based approach to identifying an unsyn-
thesizable core for the case of livelock presents the challenge of determining a depth
to which the LTL formula must be instantiated with propositions. This minimal depth
is often tied to the number of regions in the robot workspace, and is usually easy to
estimate. However, no efficient, sound method is known for determining this minimal
unrolling depth. Therefore, the SAT-based analysis in Section 5.3 may for some exam-
ples return a core that does not capture the real cause of failure. If this is observed and
flagged by the user, alternative, more computationally expensive techniques can be used
to return a minimal core.
This section presents one such alternative approach to determining the minimal sub-
set of the robot safety conditions that conflicts with a specified goal. The approach is
based on iterated realizability checks, removing conjuncts from the safety formula and
testing realizability of the remaining specification. While this approach is guaranteed to
yield a minimal unsynthesizable core, it requires repeated calls to a realizability oracle,
which may be expensive for specifications with a large number of conjuncts.
Recall from Chapter 3 the syntactic form of the LTL specifications considered in
this work. In particular, the formula ϕgs is a conjunction
∧ngs
j=101Bj , where each
Bj is a Boolean formula over AP , and represents an event that should occur infinitely
often when the robot controller is executed. Similarly, ϕts represents the robot safety
constraints; it is a conjunction
∧nts
i=10Ai where each Ai is a Boolean formula over AP
and2AP .
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In the case of livelock, the initial specification analysis presented in [38] provides a
specific liveness conditionBk that causes the unsynthesizability (i.e. either unsatisfiabil-
ity or unrealizability), and can also identify one of the initial states ϕbadInits from which
the robot cannot fulfill Bk. However, the specific conjuncts of the safety formula ϕts
that prevent this liveness are not identified. The key idea behind using realizability tests
to determine an unrealizable or unsatisfiable core of safety formulas is as follows. If
on removing a safety conjunct from the robot formula, the specification remains unsyn-
thesizable, then there exists an unsynthesizable core that does not include that conjunct
(since the remaining conjuncts are sufficient for unsynthesizability). Therefore, in order
to identify an unsynthesizable core, it is sufficient to iterate through the conjuncts of ϕts,
removing safety conditions one at a time and checking for realizability.
Algorithm 7 presents the formal procedure for performing these iterated tests, given
the index k of the liveness condition that causes the unsynthesizability. Denote by
ϕs[S, ϕ
badInit
s , k] ⊆ ϕs the formula ϕbadInits ∧
∧
i∈S0Ai ∧ 01Bk for indices in a
set S. Let Si denote set S at iteration i. Set S1 is initialized to the indices of all safety
conjuncts, i.e. S1 = {1, ..., nts} in line 2. In each iteration of the loop in lines 3-7,
the next conjunct Ai is omitted from the robot transition relation, and realizability of
ϕe ⇒ ϕs[Si\{i}, ϕbadInits , k] is checked (line 4). If removing conjunct i causes an oth-
erwise unsynthesizable specification to become synthesizable, it is retained for the next
iteration (line 5); otherwise it is permanently deleted from the set of conjuncts Si (line 6-
7). After iterating through all the conjuncts in {1, ..., nts}, the final set Snts+1 determines
a minimal unsynthesizable core of ϕe ⇒ ϕs that prevents liveness k. Note that the core
is non-unique, and depends both on the order of iteration on the safety conjuncts, and
on the initial state ϕbadInits returned by the synthesis algorithm.
Theorem 5.4.1. Algorithm 7 yields a minimal unsynthesizable core of ϕe ⇒ ϕs.
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Proof: Each iteration i of the loop in Algorithm 7, lines 3-7, maintains the invariant
that ϕe ⇒ ϕs[Si, ϕbadInits , k] is unsynthesizable; thus, ϕe ⇒ ϕs[Snts+1, ϕbadInits , k] is
unsynthesizable when the loop is exited.
Moreover, removing any of the safety conjuncts in Snts+1 yields a synthesizable
specification. To see this, assume for a contradiction that there exists j ∈ Snts+1
such that ϕe ⇒ ϕs[Snts+1\{j}, ϕbadInits , k] is unsynthesizable. Clearly, Snts+1 ⊆ Sj ,
so by definition of , ϕs[Snts+1\{j}, ϕbadInits , k]  ϕs[Sj\{j}, ϕbadInits , k]. Therefore,
if ϕe ⇒ ϕs[Sj\{j}, ϕbadInits , k] is synthesizable, then ϕe ⇒ ϕs[Snts+1\{j}, ϕbadInits , k]
must be synthesizable, since any implementation that satisfies ϕs[Sj\{j}, ϕbadInits , k]
also satisfies ϕs[Snts+1\{j}, ϕbadInits , k] . Since j was not removed from Sj on the
jth iteration, ϕe ⇒ ϕs[Sj\{j}, ϕbadInits , k] is synthesizable. It follows that ϕe ⇒
ϕs[Snts+1\{j}, ϕbadInits , k] must be synthesizable, a contradiction.
Algorithm 7 Unsynthesizable Cores via Iterated Realizability Testing
1: INPUT: ϕe, ϕs, ϕbadInits , k
2: S1 = {1, 2, ..., nts}
3: for i := 1 to nts do
4: if (ϕe ⇒ ϕs[Si\{i}, ϕbadInits , k]) is synthesizable then
5: Si+1 ← Si
6: else
7: Si+1 ← Si\{i}
8: OUTPUT: ϕs[Snts+1, ϕ
badInit
s , k])
Note that Algorithm 7 yields an unsynthesizable core for livelock, for both unsatis-
fiable and unrealizable specifications. It is sound and complete, because it will always
yield a minimal set of safety conditions that prevent the relevant liveness. As compared
with the methods presented in Section 5.2 and 5.3, it circumvents the problem of de-
termining the depth to which to instantiate the LTL safety formula in a propositional
SAT instance. Moreover, if ϕs[S, ϕbadInits , k] is replaced with ϕ
badInit
s ∧
∧
i∈S0Ai ∧
01TRUE (i.e. the robot liveness condition is trivial), the algorithm also yields an
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unsynthesizable core in the case of deadlock.
However, there is a computational tradeoff involved in performing a synthesizability
(i.e. realizability) check once for every conjunct in the safety formula, instead of once
for the entire specification. Algorithm 7 checks synthesizability once in each iteration
of the loop in lines 3-7. Using the efficient algorithm in [36], each realizability check
takes time O((mnΣ)3), where Σ is the size of the state space, i.e. Σ = 2|X∪Y|, and m,n
are the number of environment and system liveness conditions, respectively. Therefore
the complexity of Algorithm 7 is O((nts)(mnΣ)
3). On the other hand, the complexity
of the approach in Section 5.3 requires only one call to the counterstrategy synthesis
algorithm, but multiple calls to the SAT solver. The SAT solver is invoked with Boolean
formulas in CNF form that are, in the worst case, exponential in the size of the original
LTL conjuncts. However, iterated realizability tests do not require explicit extraction
of the environment counterstrategy, unlike the SAT-based tests presented in Section 5.3.
The relative appropriateness of the two methods (SAT-based vs. iterated realizability
testing) for the case of deadlock will depend on the specific unsynthesizable formula.
5.5 Examples
This section presents examples of the cores identified for unsynthesizable specifications.
The examples presented previously appeared in [48], and this section demonstrates the
improvement of the proposed approach over the analysis presented in that work.
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(a) Sentences highlighted using approach in Chapter 4
(b) Sentences highlighted using approach in Chapter 5
Figure 5.4: Core-Finding Example: Deadlock
64
(a) Sentences highlighted using approach in Chapter 4
(b) Sentences highlighted using approach in Chapter 5
Figure 5.5: Core-Finding Example: Livelock
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5.5.1 Deadlock
Consider the specification in Figure 5.4, where the robot is operating in the workspace
depicted in 3.1(b). The robot starts in the porch. The safety conditions govern what it
should do when it senses a “person” (stay with them and radio for help) or a “hazardous
item” (pick up the hazardous item and carry it to the porch). The robot should not return
to the porch unless it is carrying a hazardous item. The robot’s goals are to patrol all
rooms in the workspace.
The environment can cause deadlock by setting the person sensor to true and the haz-
ardous item sensor to false when the robot is in the porch. Note that sensing a hazardous
item results in the robot activating the “pick up” action, which in turn results in the
proposition “carrying item” being set. Similarly, sensing a person results in the robot
turning on the radio. Now the state in which both “radio” and “carrying item” are true
in the porch is deadlocked because of the safety conditions, “If you are activating radio
or you were activating radio then stay there” and “If you did not activate carrying item
then always not porch”, since there is no way to satisfy both from this state.
Figure 5.4(a) depicts the sentences highlighted by the algorithm described in Chap-
ter 4. A subset of sentences in the specification is identified by triangle-shaped markers
in the left-hand margin, and the color-coding is based on whether they correspond to
initial, safety or liveness conditions. The sentences highlighted in 5.4(a) include all
initial (red) and safety (blue) conditions, which forms a very large subset of the origi-
nal specification. On the other hand, Figure 5.4(b) depicts the much smaller subset of
guilty sentences returned by the analysis presented in this chapter (these sentences are
all highlighted in red). The core sentences highlighted correspond to the safety condi-
tions that cause deadlock – in this example, removing any one of these sentences results
in a synthesizable specification.
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5.5.2 Livelock
Consider the specification in Figure 5.5, also in the same workspace. The robot starts in
the deck and its goal is to visit the porch. However, based on whether it senses a person
or a fire, it has to keep out of the kitchen and the living room, respectively. Figure 5.5(a)
depicts the sentences highlighted by the algorithm in Chapter 4, which includes all safety
conditions (red) in addition to the goal (green). This includes irrelevant sentences, such
as the one that requires the robot to always turn on the camera. Figure 5.5(b) depicts the
core returned by the analysis in this work – only those safeties that directly contribute
to keeping the robot out of the porch are returned.
5.6 Conclusions
This chapter provides techniques for analyzing high-level robot specifications that are
unsynthesizable, with the goal of providing a minimal explanation for why the robot
specification is inconsistent, or how the environment can prevent the robot from fulfill-
ing the desired guarantees. The causes of failure presented in this work take the form
of unsynthesizable subsets of the original specification, or cores. A suite of SAT-based
techniques is presented for identifying unsatisfiable and unrealizable cores in the case
of deadlock and most cases of livelock; iterated realizability checking is used to identify
cores in cases where the SAT-based analysis fails. Examples show that the additional
analysis provides improvements in terms of reducing the number of flagged sentences
in the original specification, and ignoring irrelevant subformulas.
Future work includes automatically determining the depth for obtaining a meaning-
ful core in the case of livelock for the SAT-based approaches, and exploring SAT-based
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techniques that do not require explicit state extraction of the counterstrategy automaton.
Another direction for future study is the empirical comparison of SAT-based techniques
with approaches based on iterated realizability testing, to evaluate relative computation
time for practical examples.
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CHAPTER 6
TIMING SEMANTICS FOR ABSTRACTION AND EXECUTION OF
SYNTHESIZED HIGH-LEVEL ROBOT CONTROL
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(a) Aldebaran Nao close-up (b) Nao in the workspace for Example 5
Figure 6.1: An experiment with the Aldebaran Nao that demonstrates the problem of
actions with different execution durations.
Robotics has recently seen the successful application of formal methods to the con-
struction of controllers for high-level autonomous behaviors, including reactive con-
ditions and infinite goals [1, 34, 7, 26, 43]. One technique that has been successfully
applied to high-level robot planning is Linear Temporal Logic (LTL) synthesis, in which
a correct-by-construction controller is automatically synthesized from a formal task
specification[26, 43]. Synthesis-based approaches operate on a discrete abstraction of
the robot workspace and a formal specification of the environment assumptions and de-
sired robot behavior in LTL. Synthesis algorithms automatically construct an automaton
guaranteed to fulfill the specification on the discrete abstraction (if such an automaton
exists). The automaton is then used to create a hybrid controller that calls low-level con-
tinuous controllers corresponding to each discrete transition. During the execution of
this hybrid controller, a single transition between discrete states in the automaton may
correspond to the simultaneous execution of several low-level controllers.
Example 5. Consider an Aldebaran Nao robot, shown in Figure 6.1, performing a
task in the lab [21]. The available actions for this robot include motion of the arm
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(waving), a text-to-speech interface, and walking; walking between regions of interest
takes significantly longer than any of the other actions.
In the discrete abstraction of the above problem, the robot’s state encodes the robot’s
current location and whether it is waving. Suppose the implementing automaton con-
tains a discrete transition from the state where the robot location is region r1 and it is not
waving, to the state where the robot location is r2 and it is waving. This discrete transi-
tion corresponds to executing two continuous controllers – one for motion and one for
waving; the controller for waving takes less time to complete execution than the motion
between rooms.
In general, a robot with multiple action capabilities will use low-level controllers
that take varying amounts of time to complete. When reasoning about correctness of
continuous execution, most approaches make assumptions about the physical execution
of actions given a discrete implementation, such as when actions will complete relative
to each other, and possible changes in the robot’s environment while it is performing
various actions. Relaxing these assumptions gives rise to a number of challenges in the
continuous implementation of automatically-synthesized hybrid controllers.
This chapter presents several approaches to discrete synthesis and continuous execu-
tion, and compares the assumptions they make on the robot’s physical capabilities and
the environment in which it operates. Assumptions on robot actions range in strength
from instantaneous actuation to arbitrary but finite relative execution times. The ap-
proaches are also compared based on responsiveness to events in the environment, and
assumptions made about when changes in the environment can occur. The framework
handles a class of specifications corresponding to the Generalized Reactivity (1) (GR(1))
[36] fragment of Linear Temporal Logic, which captures a large number of high-level
tasks specified in practice.
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This is one of the first works to consider the safety and correctness of continuous
executions of synthesized controllers arising from the physical nature of the problem
domain. There are a few previous works that incorporate the continuous nature of the
physical execution during the discrete synthesis process. For example, the authors of
[22, 20] evaluate discrete controllers on optimality with respect to a continuous metric
based on the physical workspace, and extract more optimal solutions at synthesis time.
The problem of synthesizing provably correct continuous control has recently been ad-
dressed [45, 50]. The contents of this chapter supersede the work described in those
works, and compares the two approaches. Further, it includes details of the modified
synthesis algorithm that enables efficient synthesis for the approach in [50].
The remainder of this chapter is structured as follows. Section 6.1 presents the
continuous controller execution paradigm introduced in [26], and the assumptions asso-
ciated therewith. Section 6.2 presents the alternative paradigm and synthesis algorithm
introduced in [45], in which actions are assumed to fall into two classes based on the
duration of execution. Section 6.3 evaluates the two approaches on the assumptions
they make and the behaviors they produce, and provides a formal problem statement
aiming to relax these assumptions. Section 6.4 describes a controller-synthesis frame-
work that produces controllers with provably correct continuous execution for arbitrary
relative action execution times; this includes modifications to the synthesis algorithm
that keep it tractable. Section 6.5 presents examples comparing the effectiveness of
the three approaches. Section 6.6 discusses the challenge of providing user feedback
on specifications that have no implementing controller because of the timing semantics
in continuous execution. The chapter concludes with a description of future work in
Section 6.7.
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r1
¬camera
q₀
r2
¬camera¬person
r2
cameraperson
¬person
    q₂
person
person
q₁
r2
camera
¬person
person
¬person
q₃
Figure 6.2: Synthesized automaton for Example 6. Each state is labeled with the truth
assignment to location and action propositions in that state. Each transition is labeled
with the truth assignment to sensor propositions that enables it.
6.1 Assuming Instantaneous Actions – Synchronous Action Com-
pletion [26]
Example 6, adapted from [45], will serve to demonstrate the continuous controller exe-
cution paradigm on a simple high-level task.
Example 6. Consider a simple two-room workspace where the two adjacent locations
are labeled r1 and r2 (corresponding to pir1 and pir2). The robot has one sensor, which
senses a person (represented by proposition piperson), and one action, which is to turn
a camera on or off (picamera). The robot starts in room r1 with the camera off. When
it senses a person, it must turn on the camera. Once the camera is on, it must stay
on. Finally, the robot must visit room r2 infinitely often. Here X = {piperson} and
Y = {pir1 , pir2 , picamera}; L = {pir1 , pir2}.
Note that the camera action is a simpler case, since it is modeled as having two binary
states (on/off), and thus captured by a single Boolean proposition, assuming controllers
for toggling its state.
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The adjacency relation for Example 6 is
ϕtrans = 0(ϕr1 ⇒ 2ϕr1 ∨2ϕr2) ∧0(ϕr2 ⇒ 2ϕr2 ∨2ϕr1).
In addition, the task in Example 6 corresponds to the following LTL specification:
(ϕr1 ∧ ¬picamera) #Initial
(Robot starts in region r1 with the camera off)
∧ 0(2 piperson ⇒ 2 picamera) #Safety
(Activate the camera if you see a person)
∧ 0((picamera ⇒ 2 picamera)) #Safety
(Camera stays on once turned on)
∧ 01(pir2) #Liveness
(Go to r2 infinitely often)
Figure 6.2 depicts the automaton synthesized for the above specification using this
synthesis algorithm. Each state of the automaton is labeled with the truth assignment to
location and action propositions in that state, and each transition is labeled with the truth
assignment to sensor propositions required for that transition to be enabled. Incoming
transitions therefore also determine the truth value of the sensor propositions for each
state. The labels ri, camera and person represent piri , picamera and piperson respectively.
Suppose the robot starts in room r1, with its camera turned off and no person sensed
(so it is in the initial state q0 in Figure 6.2). Suppose it then senses a person. The safety
condition0(2 piperson ⇒ 2 picamera) requires it to turn on the camera. In order to fulfill
its patrol goal, it will also try to go to room r2. So the discrete transition in the automaton
generated by the synthesis algorithm in [36] will be to state q1. To execute the transition
(q0, q1) at the continuous level, a motion controller and a controller for turning on the
camera must both be invoked.
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The controller synthesis framework presented in Chapter 3 assumes that all robot
actions are instantaneous. This is usually a reasonable assumption to make when the
robot controllers do not take a lot of time to complete. This includes tasks that do
not involve slow tasks like motion. This assumption is often violated in practice with-
out consequence when using the controllers synthesized. Under the continuous execu-
tion paradigm described in [26], all controllers except motion between adjacent regions
are assumed to have instantaneous execution. Given a discrete transition between two
states with different locations, the motion controller for driving the robot between re-
gions is activated first, and the remaining controllers only activated (or deactivated) once
the robot has crossed into the new region; all controllers thus complete synchronously.
Thus, to execute the transition (q0, q1) depicted in Figure 6.2, the hybrid controller first
activates the controller for moving from r1 to r2, and only once that boundary has been
crossed will it activate the (instantaneous) controller for turning on the camera, com-
pleting the discrete transition (q0, q1). Figure 6.3(a) depicts the change in state for the
transition (q0, q1), and how it corresponds to the progress of the continuous controllers.
6.2 Assuming Slow and Fast Action Classes – Synchronous Con-
troller Activation [45]
While there are tasks for which the assumption of instantaneous actions is reasonable,
there are a wide variety of tasks that beg a more sophisticated model of the timing se-
mantics of actuation. This includes, for example, all tasks that involve robot motion.
In an attempt to relax the assumption of instantaneous actions, the robot’s actions are
grouped into two sets based on controller execution duration [45]. This section summa-
rizes the assumptions and controller synthesis framework proposed in that work.
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6.2.1 Problem Statement
Assume that there are two kinds of low-level controllers – fast and slow – taking times
tF and tS respectively, with tF < tS . More specifically, assume that motion is the only
slow controller. The set of system propositions is partitioned based on the speed of the
corresponding low-level controllers, into YS = L and YF = Y\L (i.e. location and
non-location propositions). In Example 6, YF = {picamera} and YS = {pir1 , pir2}.
The approach to continuous execution in 6.1 has two undesirable qualities when
actions are non-instantaneous (i.e. violate the assumption made at synthesis time):
Delayed Response
The continuous execution of 6.1 involves completing the “slow actions” (in this case
motion) first. When slow actions are non-instantaneous, this execution can result in a
perceived lack of responsiveness since it is usually desirable to respond to sensor inputs
as soon as they occur. For example, the camera should be turned on as soon as a person
is sensed, regardless of the other actions to be performed. However for transition (q0, q1)
in Figure 6.2, using the approach to continuous execution in 6.1, the robot will not turn
on its camera as soon as it senses a person, instead waiting until the transition to r2 has
been completed.
Unsafe Intermediate States
On the other hand, consider what happens when violating the assumption that non-
motion (i.e. “fast”) controllers have instantaneous execution. While continuous execu-
tion in 6.1 is safe for instantaneous fast actions, it admits potentially unsafe intermediate
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states when fast actions are non-instantaneous. For example, if the low-level controller
for turning on the camera is non-instantaneous, the continuous execution of the con-
troller in Example 6 will pass through the intermediate state qf¯s0 (not present in the
discrete automaton) with γY(q
f¯s
0 ) = {pir2}, as depicted in Figure 6.3(b). Although in
this example, qf¯s0 does not violate the specification, this may not be true in general, as
demonstrated by Example 7 below.
To address the problem of delayed response, it is desirable to be able to activate the
camera simultaneously with the motion to allow immediate reaction to the person sensor
(unlike the continuous execution paradigm in [26]). This section therefore considers a
continuous execution paradigm where all action controllers for a given transition are
activated at the same time.
Example 7. Consider Example 6 with the added safety:
0(¬(picamera ∧ pir1)) (Do not activate the camera in r1)
Example 7 requires that the camera never be turned on when in r1. In this case,
the execution resulting from turning on the camera and starting the motion to r2 at the
same time would pass through the intermediate state qfs¯0 (Figure 6.3(c)), not present in
the discrete automaton. This execution would therefore be unsafe. Note that the camera
turning on in r1 is not captured by the discrete (and safe) model. Note that, for this
example, the execution depicted in Figure 6.3(b) is still safe, while that in Figure 6.3(c)
is not. It is desirable to obtain a controller that guarantees safety of intermediate states
like qfs¯0 , which are not explicitly present in the synthesized automaton or checked during
the existing synthesis process, but rather occur as artifacts of the continuous execution.
It may seem reasonable to circumvent these problems by requiring at most one robot
action per transition; however, this could result not just in unnecessarily large automata,
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but also in newly unsynthesizable specifications. For instance, the specification in Ex-
ample 6 would be unsynthesizable because the robot can never move from r1 to r2 if
the environment alternates between person and no person (since the robot will have to
toggle the camera on and off, and cannot move while doing so).
Let (q, q′) be a potential discrete transition in the non-deterministic automaton rep-
resenting the problem. Given Y = YF ∪YS , define γYF (q) = γY(q)∩YF and γYS(q) =
γY(q) ∩ YS . Let qfs¯(q′) denote the discrete state with γY(qfs¯(q′)) = γYS(q) ∪ γYF (q′).
This is the intermediate state in the transition between q and q′, such that the fast actions
have finished executing but the slow actions have not. Define
h(q, q′) =
 qq
fs¯(q′) if γYS(q) 6= γYS(q′) ∧ γYF (q) 6= γYF (q′)
q otherwise
This is a function that returns the intermediate state qfs¯(q′) if both slow and fast
actions change over the transition (q, q′). Note that if only the slow actions or only
the fast actions change, there is no intermediate state in the continuous execution. In
Example 6, h(q0, q1) = q0q
fs¯(q′)
0 .
Definition 5. Given A = (Q,Q0,X ,Y , δ, γX , γY), let
HFSA = {h(q0, q1)...h(qi, qi+1)... | q0q1... ∈ Qω, qi+1 ∈ δ(qi)}.
HFSA defines the projection onto the set of discrete states Q of all continuous execu-
tions of automaton A when there are controllers of two completion times, and they are
executed simultaneously to implement each discrete transition.
Problem 2. Given ϕ,Y = YF ∪YS and a set of safe statesQsafe, the goal is to construct
Aϕ such that ∀σ ∈ HFSAϕ , σ ∈ Qωsafe (if such an automaton exists).
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(a) Motion completes first, instantaneous camera. This corresponds to the approach in [26] (assuming instantaneous fast
actions).
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(b) Actual execution corresponding to 6.3(a). Motion completes first, camera is non-instantaneous.
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(c) Camera completes first when both controllers are activated together as in [45].
Figure 6.3: Timing diagrams for continuous execution of transition (q0, q1) in Figure 6.2
.
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Intuitively, the goal is to generate an implementing automaton such that every con-
tinuous execution contains only safe states. The set of safe statesQsafe can be arbitrarily
defined – in this work, it is the set of all states not explicitly excluded by the specified
safety properties ϕte and ϕ
t
s.
6.2.2 Solution
In response to the above problem, [45] presents a synthesis algorithm and continuous
execution paradigm that guarantees correctness of continuous executions when simul-
taneously executing low-level controllers of two different completion times for every
discrete transition. That work presents a framework that explicitly introduces at the
discrete level the intermediate states arising during continuous execution in order to
formally reason about them.
The synthesis is based on the algorithm in [36], which reduces the realizability prob-
lem to finding a winning strategy in a game played between the system (robot) and the
(adversarial) environment. The two players alternate “moves”, which correspond to set-
ting values for their respective propositions according to their transition relations: the
environment moves first in each time step, and is followed by the system. An infinite
alternation of player moves is winning for the system if it either satisfies the system
transition relation and liveness requirements, or prevents the environment assumptions
from being fulfilled. The set of states from which there exists a winning strategy for
the system is called the winning set of states. If the specification is realizable, every
initial state admitted by ϕis ⇒ ϕie is winning for the system. On the other hand, if the
environment can make moves to prevent the system from responding in a manner that
satisfies ϕs, no automaton is generated.
80
As mentioned in Chapter 3, finding a winning strategy for the robot in the above
game can be thought of as exploring the nondeterministic automaton Nϕ in the aim of
finding a deterministic automaton “contained” in it, that realizes the specification. The
existence of such a discrete automaton can be formally determined using the modal
µ-calculus, which extends propositional modal logic with least and greatest fixpoint
operators µ, ν [18].
Given a set of propositions P , P |= ϕ denotes that truth assignments setting pi ∈ P
to True and pi 6∈ P to False satisfy the Boolean formula ϕ. The semantics of µ-
calculus formulae over Aϕ is defined recursively:
• A Boolean formula ϕ is interpreted as the set of states JϕK in which ϕ is true, i.e.
JϕK = {q ∈ Q | γ(q) |= ϕ}. The set of states JϕK is defined inductively on the
structure of the µ-calculus formula.
• The logical operator4 is defined as in [36]:
J4ϕK = {q ∈ Q | ∀x ∈ δX (q), δ(q, x) ∩ JϕK 6= ∅}. In words, this is the
set of states q from which the system can force the play to reach a state in JϕK,
regardless of what move the environment makes from q (i.e. for every x ∈ δX (q)).
In Example 6, J4 pir2K is the set of all states in which the robot can move to region
r2, regardless of what the environment does, so J4 pir2K = {q0, q1, q2} in Figure
6.2.
• Let ψ(X) denote a µ-calculus formula ψ with free variable X . JµX.ψ(X)K =
∪iXi where X0 = ∅ and Xi+1 = Jψ(Xi)K. This is a least fixpoint operation,
computing the smallest set of states X satisfying X = ψ(X).
• JνX.ψ(X)K = ∩iXi where X0 = Q and Xi+1 = Jψ(Xi)K. This is a greatest
fixpoint operation, computing the largest set of states X satisfying X = ψ(X).
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In [36], the set of winning states for the system is characterized by the µ-calculus
formula ϕwin =
ν

Z1
Z2
...
Zn

·

µY. (
∨m
i=1 νX.(J
1
s ∧4Z2 ∨4Y ∨ ¬J ie ∧4X))
µY. (
∨m
i=1 νX.(J
2
s ∧4Z3 ∨4Y ∨ ¬J ie ∧4X))
...
µY. (
∨m
i=1 νX.(J
n
s ∧4Z1 ∨4Y ∨ ¬J ie ∧4X))

where J ie is the i
th environment liveness (i ∈ {1, ...,m}), and J js is the jth system
liveness (j ∈ {1, ..., n}). Let ⊕ denote summation modulo n. For i ∈ {1, ...,m} and
j ∈ {1, ..., n}, the greatest fixpoint νX.(J js ∧4Zj⊕1∨4Y ∨¬J ie∧4X) characterizes
the set of states from which the robot can force the game to stay infinitely in states
satisfying ¬J ie, thus falsifying the left-hand side of the implication ϕe ⇒ ϕs, or in a
finite number of steps reach a state in the set Qwin = JJ js ∧ 4Zj⊕1 ∨ 4Y K. The
two outer fixpoints ensure that the robot wins from the set Qwin: µY ensures that the
play reaches a J js ∧4Zj⊕1 state in a finite number of steps, and νZ ensures that the
robot can loop through the livenesses in cyclic order. From the intermediate steps of the
above computation, it is possible to extract an automaton that realizes the specification,
provided every initial state is winning; details are available in [36].
To incorporate the relative execution times of the robot controllers, the synthesis
algorithm is further constrained to generate only automata with safe intermediate states
as follows. Given ϕ,Y = YF ∪ YS and Qsafe, define the operator:
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J4FSϕK = { q ∈ Q | ∀x ∈ δX (q),
either
∃q′ ∈ δ(q, x) ∩ JϕK such that
(γYF (q) = γYF (q
′) or γYS(q) = γYS(q
′)),
or
∃q′ ∈ δ(q, x) ∩ JϕK such that
γYF (q) 6= γYF (q′) and γYS(q) 6= γYS(q′),
and qfs¯ ∈ Qsafe }
This is the set of states from which the system can in a single step force the play to
reach a state in JϕK, either by executing actions of only one controller duration (fast or
slow), or by executing actions of both fast and slow controller durations. In the former
case, there are no intermediate discrete states in the continuous execution; in the latter
case, the intermediate state qfs¯ is safe.
Informally, 4FS is the set of states q from which the system can force the play
to reach a state in JϕK, regardless of what move the environment makes from q, with
the additional constraint that, if both fast and slow controllers are to be executed to
implement a transition, the resulting intermediate state qfs¯ in Example 6 (depicted in
Figure 6.4) is safe.
6.2.3 Continuous Execution
The proposed synthesis algorithm is accompanied by a new execution paradigm that
calls all low-level controllers corresponding to a discrete transition simultaneously.
Thus, to execute the transition (q0, q1), the hybrid controller constructed for Example
6 activates the controller for turning on the camera (fast) simultaneously with that for
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Figure 6.4: Intermediate state with fast camera and slow motion for transition (q0, q1) in
Figure 6.2
moving from r1 to r2 (slow). The transition (q0, q1) is completed only when the motion
completes.
Returning to Example 7, where the system safety condition includes “Always not
camera in r1” (0(¬(picamera∧pir1))), a state in which the system senses a person is only
in J4FS picameraK if the robot can stay in the same region while turning on the camera.
Recall that q0 is the state in which the robot is in r1 with the camera off. Observe that
q0 6∈ J4FS picameraK (this means that in q0, the robot cannot guarantee that the camera
will be turned on in the next time step). This is because, if the environment sets piperson
to true while the robot is still in r1, the safety condition 0(¬(picamera ∧ pir1)) prevents
the robot from turning on the camera before first moving to r2, and so the camera cannot
be immediately activated since it might finish execution before the robot had left r1. The
corresponding specification is unrealizable under the new synthesis algorithm, whereas
the original synthesis algorithm would return an automaton that included the transition
(q0, q1) in Figure 6.2. This difference is consistent with the observation that this transi-
tion is safe for the original execution in [26], under the assumption of instantaneous fast
actions, but is unsafe if all action controllers are to be called simultaneously.
Consider again the specification in Example 6, in which the robot has to move from
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Figure 6.5: Comparison of continuous trajectories and discrete events resulting from the
two approaches for Example 6. a) Camera is turned on as soon as a person is sensed,
according to the approach in 6.2. b) When a person is sensed, motion is completed first,
then camera turns on. This corresponds to the approach in 6.1.
its starting position r1 to its destination r2 and turn its camera on if it sees a person along
the way. With the new execution paradigm, the hybrid controller turns the camera on
immediately when a person is sensed. The trajectory that results from this controller is
depicted in Figure 6.5(a). Using the execution paradigm in 6.1, where slow actions are
executed before fast actions, this specification would result in undesired behavior: even
if the robot sensed a person while in the middle of r1, it would only react to it once it
completed its movement to region r2. This is depicted in Figure 6.5(b). Furthermore, the
person would still need to be sensed at the time of region transition, or else a different
transition would be chosen and the person would effectively be ignored.
However, since transitions are now explicitly non-instantaneous, the execution
paradigm ignores changes in the environment once a transition has been started (i.e.
following activation of a fast controller), until the destination state is reached. This
approach therefore produces controllers that are correct under the assumption that the
environment does not change during the execution of a discrete transition; any inputs
that violate this assumption will be ignored. In the above example, any changes in the
environment once the camera has turned on will be ignored until the motion completes.
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6.3 Relaxing Assumptions on Relative Action Completion Times
As described in Section 6.2.1, the controllers generated in 6.1 make the assumption of
instantaneous actions, and can result in unsafe executions when this assumption is vio-
lated. In addition, even with this assumption, the continuous executions exhibit delayed
response to the environment. In contrast, the correctness of the controllers generated in
6.2.2 relies on the assumption that the environment does not change during the execu-
tion of a discrete transition; violating this assumption also results in unsafe executions
as demonstrated by the example below.
Consider again the transition (q0, q1) in Figure 6 where the camera will be turned
on immediately in response to sensing a person (at the same time as motion), but will
complete before the robot has reached r2. The camera is thus immediately responsive
to the person. However, suppose the robot stops sensing a person after the camera has
been turned on, but before it has reached r2. Then the transition (q0, q1) will be aborted
(i.e. no longer be taken), and the transition (q0, q2) will be taken instead. This results in
the camera going from on to off, violating the safety condition that enforces persistence
of the camera action.
To avoid such unsafe behaviors, the execution paradigm proposed in 6.2.2 will ig-
nore the disappearance of a person after the camera has turned on. Correctness is there-
fore at the expense of being fully responsive to the environment during the time taken
to move between regions. Additionally, the approach in 6.2 assumes a known ordering
on action completion times, reducing the number of intermediate states to be checked.
Extending the approach to an unknown ordering on action completion times leads to an
exponential blow-up, due to the combinatorial number of intermediate states that must
be considered and checked for safety.
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Relaxing the assumptions on the continuous execution made by the previous two
approaches leads to the following problem.
Problem 3. Given a specification ϕ and a set of actions with unknown relative com-
pletion times, construct an automaton such that every continuous execution satisfies ϕ
while allowing immediate reactivity as well as continual responsiveness to changes in
the environment.
6.4 Provably Correct Controllers for Arbitrary Relative Execution
Durations [50]
This section proposes an alternative framework that allows immediate reactivity as well
as continual responsiveness to changes in the environment, and generalizes directly to
arbitrary (but finite) action completion times. The continuous execution also relaxes
the previous assumptions on the low level controller execution durations, with a small
computational overhead. To account for the non-instantaneous execution of continuous
controllers, each robot action is viewed as the activation of the corresponding low level
controller, and a new sensor proposition is introduced in the discrete model to indicate
whether the controller has completed execution. That is, the robot is able to sense when
a low level controller has completed its action (e.g., the camera has turned on, or it has
arrived in region r1).
6.4.1 Discrete Abstraction
The set of propositions is now modified to consist of:
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• pis for each sensor input s (e.g., piperson is true if and only if a person is sensed)
• pia for the activation of each robot action a (e.g., picamera is true if and only if the
robot has activated the controller to turn on the camera). Similarly, ¬pia represents
the activation of the controller for turning a off.
• pir for the initiation of motion towards each region r (e.g., pibedroom is true if and
only if the robot is trying to move to the bedroom). ϕr is defined as in Chapter 3.
• pica, picr for the completion of the controller for turning action a on, or motion to re-
gion r (e.g., picbedroom is true if and only if the robot has arrived in the bedroom, and
piccamera is true if and only if the camera has finished turning on). ¬pica represents
the completion of the controller for turning action a off.1
Action/motion completion is modeled as an event sensed by the robot, and therefore
X = pica ∪ picr ∪ pis,Y = pia ∪ pir. For Example 6, X = {piperson, picr1 , picr2 , piccamera} and
Y = {pir1 , pir2 , picamera}.
6.4.2 Formal Specification Transformation
Given this discrete abstraction, the task specification must be rewritten to govern both
which actions can be activated by the robot, and how the action-completion sensors
behave.
Proposition Replacement in Original Specification
Task specification ϕ = (ϕe ⇒ ϕs) in the framework of [26] is modified as follows:
1Note that this work considers actions other than motion to have on and off modes only, but the
approach extends to other types of actions. For example, the intermediate stages of the camera turning on
could be modeled separately, such as sensor cleaning, battery check, detecting external memory, etc.
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English specification Original LTL (ϕ) New LTL (ϕ′)
Robot starts in region r1
with the camera off ϕr1 ∧ ¬picamera picr1 ∧ ¬piccamera
Activate the camera
if you see a person 0(2piperson ⇒2picamera) 0(2piperson ⇒2picamera)
Camera stays on
once turned on 0((picamera ⇒2picamera)) 0((piccamera ⇒2picamera))
Go to r2 infinitely often 01(pir2) 01(pi
c
r2)
Table 6.1: Replacing propositions in the task specification for Example 6
• Initial conditions specify the sensed state of the robot, so every occurrence of pia
and pir in ϕis is replaced with pi
c
a and pi
c
r respectively.
• Robot goals are predicated on the completion of actions (as sensed by the corre-
sponding sensor). So every occurrence of pia in ϕgs is replaced with pi
c
a. Similarly,
robot goals refer to the sensed location picr rather than just the activation of the
motion controller pir.
• Robot safety conditions govern which controllers are to be activated in response
to events in the environment, and may refer to the sensing of action completion as
well as events in the environment. The user input language, such as that presented
in [25], must therefore allow distinguishing between a reference to pia and pica in
safety conditions, as discussed in 6.5.2.
The resulting LTL specification is denoted ϕˆ = ϕˆe ⇒ ϕˆs. Table 6.1 presents the LTL
formulas corresponding to the specification for Example 6, provided in Section 6.1,
before and after proposition replacement.
Robot Transition Relation
The allowed robot motion now depends on the sensed location. Given a region r, let
Adj (r) denote the set of regions adjacent to r (including r itself). ϕtrans in 6.1 then
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changes as follows:
ϕˆtrans =
∧
r0(pi
c
r ⇒
∨
r′∈Adj (r)2ϕr′)
For Example 6,
ϕˆtrans = 0(pi
c
r1
⇒ (2ϕr1 ∨2ϕr2))
∧0(picr2 ⇒ (2ϕr2 ∨2ϕr1))
Here ϕr1 indicates that the robot is activating the controller to move towards r1 and not
activating the controller to move towards r2 (i.e. ϕr1 = pir1 ∧ ¬pir2). ϕr1 is defined
symmetrically. The first conjunct in the above transition formula specifies that when
the robot is in r1 or r2 (i.e. picr1 or pi
c
r2
is true, respectively), it can either activate the
controller for moving towards r1 or that for moving towards r2 (since the two regions
are adjacent).
Sensor Assumptions
In addition, sensor assumptions are required to define the effects of the robot activating
its various controllers:
ϕc =
∧
r
0(picr ⇔
∧
r′ 6=r
¬picr′) (6.1)
∧
∧
r
∧
r′∈Adj (r)
0(picr ∧ ϕr′ ⇒ (2 picr ∨2 picr′)) (6.2)
∧
∧
a
0(pica ∧ pia ⇒ 2 pica) (6.3)
∧
∧
a
0(¬pica ∧ ¬pia ⇒ 2¬pica) (6.4)
Conjunct (6.1) enforces mutual exclusion between the physical locations of the robot.
Conjunct (6.2) governs how the location of the robot can change in a single time step in
response to the activation of the motion controllers. Conjuncts (6.3-4) govern the com-
pletion of other actions in response to the activation of the corresponding controllers. In
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the case of Example 6,
ϕc = 0(pi
c
r1
⇔ ¬picr2) ∧0(picr2 ⇔ ¬picr1) (6.5)
∧0(picr1 ∧ ϕr1 ⇒ 2 picr1) (6.6)
∧0(picr1 ∧ ϕr2 ⇒ 2 picr1 ∨2 picr2) (6.7)
∧0(picr2 ∧ ϕr2 ⇒ 2 picr2) (6.8)
∧0(picr2 ∧ ϕr1 ⇒ 2 picr2 ∨2 picr1) (6.9)
∧0(piccamera ∧ picamera ⇒ 2 piccamera) (6.10)
∧0(¬piccamera ∧ ¬picamera ⇒ ¬2 piccamera) (6.11)
For example, conjunct (6.7) states that if the robot is in r1 (i.e. picr1 is true) and is
activating the controller to move to r2 (i.e. ϕr2), then in the next time step, the robot is
either still in r1 (picr1 is true) or has reached r2 (pi
c
r2
is true). Conjunct (6.10) states that if
the camera is already on and is supposed to be on, it will stay on.
Fairness Conditions
In addition to the above safety conditions, additional constraints on the environment are
required to ensure that every action/motion eventually completes, i.e. that the robot’s
environment is in some sense “fair”. A first approach is to add an environment assump-
tion that every controller activation or deactivation eventually results in completion, i.e.
the fairness conditions
01(pia ⇒ 2 pica) (6.12)
and
01(¬pia ⇒ 2¬pica) (6.13)
for every action a or region r.
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However, this adds two fairness assumptions to the specification for every action.
Since the synthesis algorithm scales polynomially with the number of fairness assump-
tions [36], it is important to minimize the number of added assumptions. This can be
achieved by introducing a single fairness condition that incorporates the possibility that
the robot is forced to “change its mind” by events in the environment. For this pur-
pose, two new Boolean formulas ϕcompletiona and ϕ
change
a are defined for each action a as
follows:
ϕcompletiona = (pia ∧2pica) ∨ (¬pia ∧ ¬2pica)
ϕchangea = (pia ∧ ¬2pia) ∨ (¬pia ∧2pia)
Formula ϕcompletiona holds when the activation (or de-activation) of the controller for
a has completed execution. Formula ϕchangea captures the robot changing its mind (such
as by toggling the camera). A single pair of formulas ϕcompletionloc , ϕ
change
loc suffices for
motion since locations are mutually exclusive and the robot cannot try to move to two
locations at once:
ϕcompletionloc =
∨
r(ϕr ∧2picr))
ϕchangeloc =
∨
r(ϕr ∧ ¬2ϕr))
The complete fairness assumption added is:
ϕafair = 01(ϕ
completion
a ∨ ϕchangea ) (6.14)
Note that every execution satisfying both fairness conditions (6.12) and (6.13) described
above for activation and deactivation also satisfies (6.14). Moreover, there is only one
such assumption added for each action a (in the case of Example 6, there is one such
assumption for the camera). Additionally, there is one assumption ϕlocfair for motion. For
Example 6,
ϕcamerafair = 01[(picamera ∧2piccamera) ∨ (¬picamera ∧ ¬2piccamera)
∨ (picamera ∧ ¬2picamera) ∨ (¬picamera ∧2picamera)]
ϕlocfair = 01[(pir1 ∧2picr1) ∨ (pir2 ∧2picr2)
∨ (pir1 ∧ ¬2pir1) ∨ (pir2 ∧ ¬2pir2)]
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Given a task specification ϕ = (ϕe ⇒ ϕs), the LTL specification used to synthesize
a controller (after proposition replacement, changing the robot transition relation, and
adding sensor assumptions and fairness conditions) is now :
ϕnew = ϕˆe ∧ ϕc ∧
∧
a ϕ
a
fair ∧ ϕlocfair ⇒ ϕˆs ∧ ϕˆtrans
6.4.3 Synthesis
Since the formulas ϕcompletiona and ϕ
change
a in the proposed liveness condition ϕ
a
fair gov-
ern both current and next time steps, the original synthesis algorithm in [36] cannot be
applied as-is to synthesize an implementing automaton for the specification. Liveness
conditions that incorporate temporal formulas with both current and next time steps are
handled by changing the computation of the set of robot-winning states as follows.
Define 4ˆ such that J4ˆϕK = {q ∈ Q | ∀x ∈ δX (q), δ(q, x) ∈ J2ϕK} if ϕ contains
no primed environment or robot variables, otherwise J4ˆϕK = J4ϕK. Then the new set
of winning states is defined as:
ˆϕwin = ν

Z1
Z2
...
Zn

·

µY. (
∨m
i=1 νX.4
′(J1s ∧ Z ′2 ∨ Y ′ ∨ ¬J ie ∧X ′))
µY. (
∨m
i=1 νX.4
′(J2s ∧ Z ′3 ∨ Y ′ ∨ ¬J ie ∧X ′))
...
µY. (
∨m
i=1 νX.4
′(Jns ∧ Z ′1 ∨ Y ′ ∨ ¬J ie ∧X ′))

The only difference from ϕwin in Section 6.2.2 is to replace (J is ∧4Z(i+1) mod n ∨
4Y ∨¬J ie ∧4X) with4′(J is ∧Z ′(i+1) mod n ∨Y ′ ∨¬J ie ∧X ′). Note that if none of the
robot liveness conditions contain the2 operator, the computations of ϕwin and ˆϕwin are
identical.
The intermediate stages of this computation now compute states that can force goal
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transitions (rather than reach goal states). The strategy extraction has to accordingly
be changed to accommodate goal transitions rather than goal states. As in [36], there
are three types of transitions. Each transition of type ρ1 is a J js winning transitions
for some j, and results in the pursued goal changing from j to j + 1. Transitions of
type ρ2 are taken in the case that we can get closer to a J js transition. Transitions of
type ρ3 falsify some fairness assumption J ie, and repeating such a transition forever is
a legitimate computation because it violates the environment requirement of infinitely
many transitions satisfying J ie.
Note that it is possible to use the original synthesis algorithm (which only allows
simple Boolean formulas in liveness conditions) to synthesize a controller by introduc-
ing a new proposition, picompletion,changea , and the safety condition
0(2picompletion,changea ⇐⇒ (ϕcompletiona ∨ ϕchangea ))
This allows the additional liveness to instead be written as
ϕ′fair = 01 pi
completion,change
a
However, this introduces one new proposition per robot action. The complexity of the
synthesis algorithm scales with the size of the state space, which in turn scales expo-
nentially with the number of propositions; in addition, extra propositions result in larger
automata.
Even with the above change to the synthesis algorithm, one environment proposition
must be added per robot action (corresponding to the sensor for action completion). In
the worst case, the time taken for synthesis is therefore still increased by a factor of 2|Y|
over the original approach. With the original synthesis algorithm, the increase is by a
factor of 4|Y| (since two new propositions are required per action).
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6.4.4 Continuous Execution
Given a state q, observed sensor valuesX ⊂ X and the corresponding next state q′ in the
automaton, the transition (q, q′) is executed by simultaneously invoking the controllers
corresponding to every action or location proposition pia that changes value from q to q′.
Note that the current sensed state of the system, as represented by X , determines which
actions a can be activated in q′. Transitions in the automaton are instantaneous, as they
correspond to activation or deactivation of controllers, but the controllers themselves
may take several discrete transitions to complete execution.
The resulting controller exhibits the desired properties:
• actions are executed immediately in response to sensor events, eliminating the
delayed reactivity of [26];
• safety of continuous executions is guaranteed even when the robot is forced to
changes its mind due to changes in the environment;
• the approach extends to any number of robot actions, with arbitrary relative tim-
ings, although the computational burden increases for a large number of actions.
6.5 Examples
This section provides examples illustrating the effectiveness of the proposed solution.
The robot controllers for the examples presented were synthesized using LTLMoP[11].
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(a) Workspace for Example 8
(b) Synthesized automaton using approach in [26]
Figure 6.6: Workspace and original automaton for Example 8. Negated sensor labels
are omitted from the transitions for clarity.
6.5.1 Safety of Physical Execution
Figure 6.7 depicts an excerpt of the automaton synthesized for Example 6. The full au-
tomaton has 11 states and is omitted for conciseness. Negated sensor labels are omitted
from the transitions for clarity. The label c ri represents picri .
In state q0, the robot is trying to stay in r1 (as indicated by the action pir1 being
true), and not activating its camera (picamera is false); note that q0 ∈ Q0. Consider the
transition (q0, q1), which is activated when the robot is in q0 and does not sense a person.
The robot is still in r1 (indicated by picr1 being true on the transition into q1. It is now
trying to go to r2, indicated by pir2 being true in q1. When in q1, if the robot still does
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Figure 6.7: Excerpt of automaton synthesized for Example 6 with the approach in
6.4. Negated propositions are omitted from the transitions for clarity.
not sense a person, it either moves to q3 or stays in q1 depending on whether it has
reached r2 yet (i.e. depending on the truth value of picr2). On the other hand, suppose
the robot senses a person in q1 before it has reached r2, the transition enabled is instead
(q1, q2). In state q2, the robot is still activating the motion controller to reach r2, but
is now additionally activating the camera; the transition to q4 is taken once the robot is
in r2. Finally, the transition (q1, q5) is taken if the robot senses a person exactly as it
reaches r2 (as indicated by both sensor propositions piperson and picr2 being true on that
transition).
Note that in the continuous execution of the above automaton, all the controllers
are invoked at the same time. For example, in the transition (q0, q2), which is activated
when the robot is in q0 and senses a person, the controllers for moving from r1 to r2
and for turning on the camera are being activated simultaneously. Any difference in
their completion times is captured by the corresponding sensor propositions. Even if the
person disappears before the motion from r1 to r2 is completed, the transition (q0, q2) is
still taken (followed by a transition out of q2 that corresponds to the person no longer
being seen), and the camera is still being activated in q2. This ensures that the person is
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not ignored, since there is an explicit state representing the fact that the camera is being
turned on even though the person has disappeared.
6.5.2 Activation and Completion Dependent Safety Properties
Desired safety properties can now also be defined in terms of which actions have com-
pleted rather than in terms of which actions are activated. For example, in order to
require that the camera never be turned on in r1, the system safety can be augmented
with either
0(picr1 ⇒ ¬piccamera) or 0(picr1 ⇒ ¬2 picamera).
The first of these requires that the camera not physically be on while the robot is still
in r1, whereas the second specifies that the controller for turning on the camera not
be activated while the robot is in r1. The first option (0(picr1 ⇒ ¬piccamera)) could be
either a specification of desired behavior or an assumption about the camera controller.
Suppose it is a specification. Note that if the robot activates the controller for turning on
the camera while it is in r1, the camera could potentially turn on while the robot is still
in r1. Therefore, both specifications will produce the same observed behavior, where
the robot will never turn on the camera in r1. On the other hand, if it is an included
assumption, then the robot is free to activate the controller for the camera in r1, but
according to the assumption, the camera will not turn on.
Recall from Section 6.3 the challenge of ensuring safe execution even when tran-
sitions are aborted due to changes in the environment. The safety condition enforcing
that the camera stays on once turned on (in Example 6) can be expressed in terms of
controller activation and completion, as either
0(picamera ⇒ 2 picamera) or 0(piccamera ⇒ 2 picamera).
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Figure 6.8: Providing feedback on a specification that is unsynthesiz-
able because of the actuation durations [45].
The first of these prevents the robot from toggling picamera (such as by flicking the
camera switch on and off). The second prevents the robot from trying to turn the camera
off once it has sensed that it has turned on; toggling picamera is allowed until the camera
has actually turned on. In this manner, the specification can be fine tuned to distinguish
between continuous controllers that can be aborted and those that cannot.
6.5.3 Unrealizability Due to Physical Execution
Example 8. Consider the workspace depicted in Figure 6.6(a). The robot starts in
r1 and has to visit r4. However, if it sees a stop sign in either r2 or r3, it cannot pass
through that room. A safety assumption on the environment guarantees that there will
never be stop signs in both r2 and r3 at the same time. There are initially no stop signs.
Given this specification, one might expect an implementing controller that drives the
robot from r1 to r4 via whichever room (r2 or r3) does not have a stop sign. However, if
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a stop sign appears while the robot is driving to this room, the robot has to turn around
and try the other room. If this happens every time the robot starts moving towards r4, it
will never be able to reach r4. With the approach in [26], the specification for Example
8 is:
∧ ¬pistop sign in r2 ∧ ¬pistop sign in r3 #Env Initial
(Env starts with no stop sign in either r2 or r3)
∧ 0(¬(pistop sign in r3 ∧ pistop sign in r2)) #Env Safety
(There will never be stop signs in both r2 and r3)
⇒
ϕr1 #Robot Initial
(Robot starts in r1)
∧ 0(2 pistop sign in r2 ⇒ 2¬ϕr2) #Robot Safety
(Do not go to r2 if you sense a stop sign in r2)
∧ 0(2 pistop sign in r3 ⇒ 2¬ϕr3) #Robot Safety
(Do not go to r3 if you sense a stop sign in r3)
∧ 01(pir4) #Robot Liveness
(Visit r4 infinitely often)
This specification is realizable under the assumption of instantaneous robot actions,
via the synthesis approach in [26], and the synthesized automaton is depicted in Figure
6.6(b). However, consider what happens under the continuous execution paradigm in
[26] when the robot is in state q0 (where it is in r1), and sees a stop sign in r2. The robot
will start to move towards r3 (and state q1). Suppose that before the robot has entered
r3, the stop sign in r2 disappears but one appears in r3. The robot will abort the discrete
transition (q0, q1) and start heading to r2 to take the transition (q0, q2) instead; note that
pistop sign in r2 resets over the new transition. If the stop sign’s location changes faster
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than the robot can move, the robot will be trapped in r1, because it will keep changing
its mind between the above two discrete transitions. This is therefore an example of
a high-level task that produces a controller under the synthesis approach of [26], but
whose physical execution does not accomplish the specified behavior because of an
inadequate modeling of the underlying physical system.
With the new discrete abstraction, task specification transformation and execution
paradigm presented in this chapter, the robot initial condition in the above specification
changes to picr1 , and the robot goal becomes01(pi
c
r4
). This specification (with the addi-
tional formulas introduced in Section 6.4) is unrealizable, and no automaton is obtained.
As noted above, this is the safer, more desirable outcome, since there exists an environ-
ment strategy that toggles the stop signs between r2 and r3 and prevents the robot from
fulfilling the specification.
6.6 Explaining Unsynthesizable Specifications
Recent work has addressed the question of providing the user with feedback on a speci-
fication that has no implementing controller [38]. It may be the case that a specification
is synthesizable in one synthesis framework but unsynthesizable in another. In this situ-
ation, the user can be alerted to the fact that the timing semantics of controller execution
are responsible for the unsynthesizability of the specification, since unsafe intermediate
states may occur. Figure 6.8 shows this feedback being presented to the user in LTL-
MoP; the specification depicted is unsynthesizable in the framework proposed in 6.2
(i.e. assuming slow and fast actions) because the robot cannot stay in region r1 while
turning on the camera controller if it senses a person. It is, however, synthesizable under
the assumption of instantaneous actions using the approach in [26].
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Future research will analyze cases of unsynthesizability arising from incorporating
timing semantics during controller synthesis, and present users with this information
in a useful manner. An additional direction to investigate is the automatic addition of
environment assumptions to make the specification synthesizable. For example, in Ex-
ample 8, adding the environment liveness01(picr4) results in a controller, by explicitly
requiring the environment to eventually let the robot through to r4.
6.7 Conclusions
This chapter describes a challenge of applying formal methods in the physical domain
of high-level robot control, namely that of achieving correct continuous behavior from
high level specifications when the low-level controllers have different completion times.
Three different approaches to timing semantics for controller synthesis are compared,
based on the assumptions they make about the execution of low level action controllers.
Assumptions range in strength from instantaneous actions, to the case where robot ac-
tions are either fast or slow, to controllers whose relative completion times are unknown.
The approaches are compared on factors including the complexity of the resulting syn-
thesis, reactivity to sensor inputs, and the safety of intermediate states arising during
execution. Future work includes analyzing specifications that have no implementation
because of the timing semantics of the desired controllers, and presenting this informa-
tion to users.
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CHAPTER 7
CONCLUSION
As robot sensing and actuation become more robust, and multi-purpose robots more
common, the challenge of achieving provably correct high-level robot control is increas-
ingly important. This dissertation presented solutions to several challenges in ensuring
that a user-defined specification yields a robot controller that implements to specified
high-level autonomous behavior. The goal of the underlying research is to facilitate the
creation of controllers that achieve the behavior intended by the specification-designer.
Chapter 4 provided an algorithm for identifying and explaining the cause of failure
in specifications for which there either does not exist an implementing controller, or the
implementation is trivial. The algorithm systematically analyzes robot behavior speci-
fications, exploiting the structure of the specification to narrow down possible reasons
for failure to create a robot controller. Using this algorithm, the synthesis process is
enclosed in a layer of reasoning that identifies the cause of failure, enabling the user to
target their attention to the relevant portions of the specification. In addition, the user
can explore the cause of unsynthesizability by means of an interactive game.
Chapter 5 builds on the analysis provided by the algorithm in Chapter 4, aiming to
provide a minimal explanation for why the robot specification is inconsistent, or how
the environment can prevent the robot from fulfilling the desired guarantees. The causes
of failure presented are unsynthesizable core subsets of the original specification. A
suite of SAT-based techniques is presented for identifying unsatisfiable and unrealizable
cores in the case of deadlock and most cases of livelock; iterated realizability checking
is used to identify cores in cases where the SAT-based analysis fails. Examples show
that the additional analysis provides improvements in terms of reducing the number of
sentences in the original specification highlighted, and ignoring irrelevant subformulas.
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Future work on analyzing unsynthesizable specifications includes exploiting the en-
vironment counterstrategy and other existing analysis techniques to provide the user
with more comprehensive forms of feedback, including specific modifications to the
specification that would allow synthesis. This may include adding additional environ-
mental assumptions [12, 52, 23] to exclude the specific environments that can prevent the
specified robot behavior. Future work also includes automatically determining the depth
for obtaining a meaningful core in the case of livelock for the SAT-based approaches,
and exploring SAT-based techniques that do not require explicit state extraction of the
counterstrategy automaton. Another direction for future study is the empirical compar-
ison of SAT-based techniques with approaches based on iterated realizability testing, to
evaluate relative computation time for practical examples.
Finally, Chapter 6 addresses an application-specific challenge of using formal meth-
ods in the physical domain of high-level robot control, namely that of achieving correct
continuous behavior from high level specifications when the low-level controllers have
different completion times. Three different approaches to timing semantics for con-
troller synthesis are compared based on the assumptions they make about the execution
of low level action controllers. Assumptions range in strength from instantaneous ac-
tions, to the case where robot actions are either fast or slow, to controllers whose relative
completion times are unknown. The approaches are compared on factors including the
complexity of the resulting synthesis, reactivity to sensor inputs, and the safety of inter-
mediate states arising during execution. Future work includes analyzing specifications
that have no implementation because of the timing semantics of the desired controllers,
and presenting this information to users. Additional questions not addressed in this dis-
sertation are the applicability of the presented timing semantics for continuous controller
execution to high-level tasks with multiple robots.
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