Abstract-Initializing an effective dictionary is an indispensable step for sparse representation. In this paper, we focus on the dictionary selection problem with the objective to select a compact subset of basis from original training data instead of learning a new dictionary matrix as dictionary learning models do. We first design a new dictionary selection model via 2,0 norm. For model optimization, we propose two methods: one is the standard forward-backward greedy algorithm, which is not suitable for large-scale problems; the other is based on the gradient cues at each forward iteration and speeds up the process dramatically. In comparison with the state-of-the-art dictionary selection models, our model is not only more effective and efficient, but also can control the sparsity. To evaluate the performance of our new model, we select two practical web media summarization problems: 1) we build a new data set consisting of around 500 users, 3000 albums, and 1 million images, and achieve effective assisted albuming based on our model and 2) by formulating the video summarization problem as a dictionary selection issue, we employ our model to extract keyframes from a video sequence in a more flexible way. Generally, our model outperforms the state-of-the-art methods in both these two tasks.
where y ∈ R d is the testing sample, x ∈ R k is the pursued sparse coefficient and D ∈ R d×k is the dictionary usually initialized using training data (d and k are the feature dimension and dictionary size, respectively). How to generate an effective and efficient dictionary matrix D is a crucial issue, because 1) the coefficient of the dictionary matrix D influences the result of sparse representation and 2) the size k can affect the efficiency of estimating the sparse coefficient x. Generally, there are mainly two ways to initialize the dictionary:
i Dictionary Learning: [1] [2] [3] [4] [5] [6] [7] is to learn a dictionary matrix D from the training data, which can decompose/reconstruct the training samples as well as possible by imposing a sparseness criterion on the coefficients. Traditional technologies include various regularization, clustering, and nonparametric Bayesian inference. Although dictionary learning approaches have demonstrated excellent performance on many real applications, they lack the theoretical rate distortion characterizations of the dictionary design approaches [8] .
ii Dictionary Selection: [8] [9] [10] [11] selects an optimal subset from the original training data, where each column vector is the same as one of the training data. Some previous models include the greedy method [8] , [9] such as orthogonal matching pursuit (OMP), which can be considered as a forward greedy method and cannot remove bad features without an adaptive backward step; and group sparsity based methods that [11] try to assign each sample a weight, but cannot control the sparsity well.
In this paper, we focus on the dictionary selection model, and design a new 2,0 norm dictionary selection model ( 2,0 DS) with a forward-backward greedy optimization procedure. For modeling, our model based on 2,0 norm is more accurate than previous models using either 1 norm or group sparsity 2,1 norm. For model optimization, two forward-backward greedy based methods are benchmarked, i.e., the standard method and the gradient descent version. In comparison with the previous models that depend only on forward greedy method [8] [9] [10] , our proposed method can fix the mistake made in the forward step by an adaptive backward step; and the gradient descent version can speed up the model optimization dramatically, making ours more suitable for large scale problems. Moreover, our 2,0 DS is more robust without retuning parameters and control the sparsity well. To evaluate the performance, two practical web media summarization problems are considered, semi-automatic web photo albuming and user generated video summarization. We also present a new dataset for photo albuming composed of around 500 users, 3000 albums and 1 million images. The main contributions of this paper reside in three aspects:
i. We design a new dictionary selection model based on 2,0 norm with a smooth convex function. In comparison with the traditional 2,1 norm based models, ours is not only more effective and efficient, but also could control the sparsity well. ii. For model optimization, we adopt the forward-backward greedy procedure and design two specific methods, i.e., a standard method and a speedup version using the gradient descent for large scale problems. iii. Two web media summarization problems are used to demonstrate the performance of our new model: 1) assisted web photo albuming, where we build a new image album dataset; 2) user generated video summarization by formulating keyframe extraction as a dictionary selection problem. The rest of this paper is organized as follows: we propose the related work in Sec. II. In Sec. III, we present the formulation of our 2,0 norm dictionary selection model and optimize it using forward-backward greedy method. In Sec. IV, we implement our model to solve two practical web media summarizations and compare our model with the stateof-the-arts as well. Finally, we conclude this paper in Sec. V.
II. RELATED WORKS
Generally, sparse representation [12] [13] [14] [15] is broadly adopted in computer vision, e.g., face recognition, abnormal event detection [11] , object tracking [16] , scene categorization [17] , superresolution, image denoising and video summarization [18] . One key problem is how to initialize the dictionary from the training data, there are mainly two kind of approaches, i.e., dictionary learning and dictionary selection:
The dictionary learning approach aims to learn a new dictionary coefficient matrix where every column is different from the training data. Many prominent works have been focused on this topic. For example, the K-SVD method [3] intends to learn overcomplete dictionaries for sparse representation; and there are also some extension works such as [4] and [5] . To handle large scale or online problems, Mairal et al. [1] , [2] propose an online dictionary learning model for sparse representation. Skretting and Engan [7] design a recursive least squares dictionary learning algorithm (RLS-DLA) for learning an overcomplete dictionary from sparse signal representation. Jenatton et al. [6] adopt the proximal method to learn a hierarchical sparse dictionary. Some traditional methods, such as PCA and Kmeans, can also be adopted to learn a dictionary, e.g., combining the Kmeans centers together as a dictionary matrix. There are some online public toolboxes as well, such as SPArse Modeling Software (SPAMS). 1 and Dictionary Learning tools for matlab 2 Another approach is dictionary selection models by selecting the dictionary columns from multiple training data/ candidate basis. In generally, the dictionary selection models 1 http://spams-devel.gforge.inria.fr/ 2 http://www.ux.uis.no/~karlsk/dle/ can be categorized into basis weighting based methods and greedy based methods. The basis weighting methods try to assign weight to the corresponding basis or training data. Intuitively the greater the weight is, the more important the corresponding basis will be; and the ones with greater weights are selected to as the dictionary accordingly. For example, Cong et al. [11] design a group sparse dictionary selection model for abnormal event detection, where the weights of most useless basis are assigned as 0; Das and Kempe [8] also propose a greedy dictionary selection method for the signal reconstruction. These methods need to assign all bases a weight before selecting dictionary in a non-straightforward way and therefore cannot control the sparsity well. The greedy based methods are more straightforward, for example, Cevher and Krause [9] formulate the dictionary columns selection and sparse representation of signals as a joint combinatorial problem and propose a dictionary selection model. Moreover, Krause and Cevher [10] also design a greedy algorithm for submodular dictionary selection. These methods are only based on a forward greedy procedure without considering to reject inefficient basis by an adaptive backward process. In contrast, our 2,0 dictionary selection model with forwardbackward greedy procedure is more robust.
III. ADAPTIVE GREEDY DICTIONARY SELECTION
In this section, we address the problem of how to select the dictionary given an initial candidate feature pool as
to find an optimal subset to form the dictionary, such that
Therefore, the set B can be well reconstructed by D and the size of D is as small as possible. To achieve this, we propose a new dictionary selection model via 2,0 norm and pursue the optimal solution based on a forward-backward greedy method. Let us first defined the 2,0 norm as: Definition 1 ( 2,0 Norm): The X 2,0 norm calculates the number of non-zero rows of X:
where X i. is the i th row of X. Due to the 2,0 norm intended to calculate the number of non-zero rows of X, i.e., it can be arbitrary norm instead of only 2,0 norm, such as 1,0 norm.
Our new model is define as:
where A ∈ R d×n 1 , B ∈ R d×n , X ∈ R n×n 1 , d is the feature dimension, n 1 and n are the numbers of samples in A and B, respectively, and K is a tuning parameter to control the sparsity (in practice K is the maximum size of the dictionary).
. The first term of S(X) is the loss function used to measure the reconstruction cost, and the constraint controls the sparsity. Eq. (3) tends to select several basis from B, called dictionary, which can represent matrix A well; and the size of the dictionary is less than K and should be as sparse as possible.
Our model has several variations, such as: i. if A = B and n 1 = n: our model is similar to standard dictionary selection model by learning a dictionary from training data themselves:
Generally, this model can be used to initialize the dictionary for general sparse representation and also video summarization in Sec. IV-B.
ii. if A = B and n 1 < n: this model aims to select several basis from B as dictionary, which can reconstruct A well. In Sec. IV-A, we used this model for semi-automatic web photo albuming, where each column of A is the humanself selected / annotated photos to describe the corresponding album, and B is the uncategorized data.
iii. if A = B and n 1 = 1, n 1 n: our model is simplified to general 0 norm sparse reconstruction problem as in [19] [20] [21] . We can rewrite Eq. (3) as: min :
where A = a ∈ R d , X = x ∈ R n and 2,0 is simplified to 0 . Therefore, our 2,0 norm dictionary selection model is a general version of traditional 0 sparse reconstruction problem.
A. Forward-Backward Greedy Model Optimization
In this subsection, we intend to solve our 2,0 norm dictionary selection model in Eq. (3) with a forward-backward procedure, where we extend [19] and [21] from 0 norm to 2,0 norm. Generally, there are three kinds of methods to solve the problem in Eq. (3): the first is based on the convex relaxation approaches by replacing the 0 norm penalty with 1 norm sparsity penalty, e.g., the Lasso [22] , reweighted l1 minimization [23] , fast sparse coding [24] by training a non-linear forward predictor, Dantzig selector [25] and Multistage Lasso [26] ; the second is based on greedy methods, such as orthogonal matching pursuit (OMP) [27] , weighted OMP (WOMP), Cyclic Matching Pursuit (CMP) [28] , Compressive Sampling Matching Pursuit (CoSaMP) [29] , Subspace pursuit [30] for compressive sensing signal reconstruction, Stagewise Orthogonal Matching Pursuit (StOMP) [31] ; the last one is based on Message-passing algorithms [32] for compressed sensing, which can be considered as a nonconvex sparse regularization, such as Generalized Approximate Message Passing (GAMP) [33] , EM approximate message passing [34] , backward elimination, forward elimination, and forward-backward greedy method [19] [20] [21] . In this paper, we adopt the forward-backward greedy method because it is more accurate than other methods to solve Eq. (3), such as the group sparse dictionary selection model via 2,1 norm regularization [11] , which can be considered as the convex Algorithm 1 Dictionary Selection via 2,0 Norm relaxation by replacing the 2,0 norm regularization with 2,1 norm; and also the greedy dictionary selection model in [8] and [9] based on OMP, which is indeed a special case of forward-backward methods with only forward steps and cannot fix mistakes without backward steps. The algorithm is shown in Alg. 1. Specifically, we have two variations, i.e., the standard one and speedup version via gradient descent to handle large-scale problem:
i. Standard forward-backward greedy method: In the forward greedy step, we intend to evaluate the "goodness" of each feature outside the current feature set F (F is the index set of the selected basis) by Eq. (6):
where X (k) is the coefficients of the current goodness features, e i ∈ R n is the natural basis with 1 at the i th entity and 0 at the rest, and α ∈ R n is the coefficient corresponding to pursued feature vector with a closed form solution as,
where B .i is the i th column of B. The optimal index of i (k) is the one with minimum cost of S. We then insert the best feature index i (k) into the current feature set F. The optimized X F is calculated bŷ
where B F ∈ R d×k is the subset of B with the column index by F (k) . Due to k d in practice, the computation complexity for calculatingX F is acceptable.
Next, the adaptive backward greedy step aims to remove "bad" features inside the current feature set F (k) , where the "bad" features are defined as the ones with minor contribution in decreasing loss function. Note, the backward step can be performed several times until the stop criterion in Alg. 1 is satisfied; in contrast, the forward step will be only executed once.
ii. Gradient descent forward-backward greedy method: For large scale or big data problem, the standard forward-backward method suffers from a heavy time consuming by calculating Eq. (6) iteratively. In order to generate a more efficient optimization, we designed a gradient descent forward-backward method, where the only difference relative to the standard one is that we pursue the row index with the maximum gradient instead of calculating Eq. (6) iteratively;
where the gradient matrix is ∇ S(
For accuracy, the above two optimization methods generate the same results for Eq. (3). Generally, the stop criterion can be defined as either the improvement of the loss function S is less than threshold ε, or the iteration number over the limitation K in practice. There are only two tuning parameters needed to be preset in Alg. 1, where K can be considered as the maximum number of basis in the dictionary and is set case-by-case; and the error threshold ε = 10 −5 in all cases.
B. Convergence Analysis
In this subsection, we aim to analyze the convergence rate of our proposed algorithm, i.e., how many steps our algorithm will be terminated. Let us denote S (k) as the function value of S(X (k) 
We have the following theorem about the convergence rate.
Theorem 1: Algorithm 1 terminates at k with the value at most 2S(0) ε .
where S(0) is the function value at X = 0, and ε is the error threshold as in Alg. 1. We will prove Theorem. 1 in Appendix.
IV. EXPERIMENTS
In order to validate the effectiveness of our 2,0 norm based dictionary selection model, we adopt our model to solve two problems i.e., assisted photo albuming using our new image dataset and video summarization using Kodak dataset. Moreover, we also define a series of objective criteria to evaluate the performance of various dictionary selection models and compare our model with two dictionary selection models, such as (A) Users collect non-categorized images; (B) when they want to build a new photo album, the only thing they need for initialization is to select several example images related to the same topic; (C) our method can recommend other similar images automatically, and users can manually add new images or remove unwanted images depending on personal preference.
A, the Fro norm dictionary selection:
where X ∈ R n×n , λ is the tuning parameter and X F :
2 is the Forbenius norm. Eq. (8) has a closed form solution for model optimization, as
Therefore, Eq. (9) can be solved efficiently. However, the result of Eq. (8) is not sparse due to the Forbenius norm regularization. The dictionary is selected depending on the index of the local peak of X i. 2 . B, the Groups Sparsity dictionary selection model via 2,1 norm [11] :
where
The regularization term enforces the group sparsity on the variable X, i.e., the larger the value of λ is, the more zero rows X has. The dictionary D can be constituted by selecting top K basis with X i. 2 = 0.
A. Assisting Photo Albuming
With the dramatic development of social network and social media, people can easily accumulate more images captured by smart cellphone, SLR camera or downloaded from internet. One problem is how to efficiently organize these hundreds or even thousands of personal images. Traditionally, users perform a tedious manual work by first defining several photo albums each with a specific topic and then dragging each photo into the related album. In this section, we intend to design an assisted web photo albuming system depending on our dictionary selection model. The general idea of our method is illustrated in Fig. 1 . There are some similar works. For example, Liu et al. [35] propose a semi-automatic photo albums tagging algorithm. Wang et al. [36] survey the area of human assisted tagging for multimedia. Suh and Bederson [37] design a photo album tagging system via human-machine interaction. Cui et al. [38] annotate an album by clustering and re-ranking human faces. 
1) Motivation:
In comparison with these previous methods, we consider photo album production as an image reconstruction problem, where the recommended / selected images should better reconstruct the human initialized images set.
2) Dataset: We build a new photo album dataset using Pinterest data, 3 where each user account has several album, called board and each album contains several photos with similar image content. One demo figure of Pinterest data is shown in Fig. 2 . Originally, we collected the data from 4554 users containing 377240 image boards and 2502927 images. We then filter data by constraining the number of image boards per user between 4 and 30, and the number of photos per album between 30 and 200, respectively. The statistics and the distribution of the filtered data are shown in Tab. I and Fig. 3 .
3) Evaluation: We compare our 2,0 DS with both 2,1 DS and Fro DS. We first measure the accuracy of each board / album, which is defined as Acc b = #correct Recommended images #image in the Album , and the accuracy of each user is the average of Acc b , i.e., Acc = 1/#Album
In the experiments, we first randomly select 10 photos from each album for initialization (the matrix A ∈ R d×10 ); and then pool all the remaining photos of the same user together to build the matrix B ∈ R d×n u . Each dictionary selection model will automatically recommend photos from B to A. The album ID of each image is considered as the grountruth for evaluation. We present the accuracy Acc of each user by different methods in Fig. 4 , where the red and green lines are the accuracy of the corresponding method and random guess (1/#Album), respectively. Therefore, the bigger the gap between the red and green line is, the better the corresponding method will be.
The results for these three dictionary selection models are shown in Tab. II, where the first part is the accuracy of each user Acc; and the second part is the ratio of the difference between Acc and random guess RDAcc = Acc-rand, which aims to indicate the comparative advantage to random guess, i.e., the higher the value of RDAcc is, the better. We can notice that the both the mean and median value of ours are greater than 2,1 DS and Fro DS; and for the standard deviation (Std), ours is lower than the other two methods, which means ours has smaller fluctuation. We can conclude that our 2,0 norm dictionary selection model outperforms all other methods. Moreover, our method can control the sparsity by parameter K , which means in practice we can conveniently control the number of albuming photos.
B. Selecting Keyframes for User Generated Videos
User generated video summarization is mainly designed to condense a full length video through the identification of the most important and pertinent semantic content within the video. With the rapid growing of the digital videos, e.g., an estimated 20 hours of videos are uploaded every minute to YouTube website , the video summarization technology [39] becomes much more important especially when content-based indexing and retrieval of video sequences has only seen limited success. Many prominent works have been proposed, such as mosaic-based video summarization [40] , keyframes extraction via scene categorization [41] [42] [43] [44] , egocentric video summarization [45] , story driven video summarization [46] , large-scale video summarization via web image priors [47] , joint video and image summarization [48] , category-specific video summarization [49] , dictionary learning based video summarization [50] , consumer video summarization [51] , group sparsity video summarization [18] , [52] and also l 2,0 norm based dictionary selection for video summarization using SOMP [53] . General speaking, there are two sub-problems in video summarization: 1) keyframe extraction -extracting the most representative images from the underlying video sequence; 2) video skim generation -extracting a collection of video segments from the original video sequence, where each video skim itself is a video clip with a significantly shorter duration. In this paper, we only focus on keyframes selection for user generated video summarization 1) Dataset: We adopt the Kodak Home Video Dataset [51] for evaluation, which contains a total of 18 video clips including 8 indoors and 10 outdoors with sufficient content and camera motion. The statistic information of Kodak video dataset is shown in Tab. III. For evaluation, we also follow the assignment, i.e., the degree of a match is assigned 0, 0.5 and 1, where 0.5 corresponds to a weak match. For image representation, we adopt both the CENTRIST, [54] feature and the color moment using HSV (hue, saturation, and brightness) color space as in our previous work [18] .
2) Evaluation: We compare our proposed 2,0 norm dictionary selection model in Eq. (4) (by setting A = B) with several previous methods, including evenly spaced keyframes (ESKF), color histogram-based method of UCF [41] , motion-based keyframe extraction method (MKFE) [51] and online clustering keyframes extraction (OCFE), and also dictionary selection based video summarization models, for example 2,1 norm dictionary selection based video summarization (DSVS) [18] and Fro norm dictionary selection based video summarization as in Eq. (8) .
The results are shown in Table. IV. Generally, ESKF performs the worst with Total Average Accuracy (TAC) as 45.5% because it only uniformly samples the video along the time axis without considering any image content. The TAC of MKFE, UCF and OCFE are 58.5%, 46.5% and 56.4%, respectively, slightly better than ESKF because they utilize the image content such as motion and color. For dictionary selection based video summarization, the TAC of Fro norm DS (61.9%) is better than traditional heuristic methods, and the performance of 2,1 norm DS ranks the second best in all methods with the TAC as 64.7%. Our 2,0 DS outperforms all other method with the TAC of 72.0%. Moreover, our 2,0 DS generates the highest score for 12 video clips, especially ours obtains 100% for the "LiquidChocolate", "HappyDog" and "MuseumExhibit" clips as shown in Tab. IV. Furthermore, our new model can also control the sparsity in comparison with 2,1 DS and Fro DS, i.e., ours can terminate the unnecessary process once it has extracted the satisfied number of keyframes.
C. Evaluating Dictionary Selection Models
In this subsection, we define several objective criteria to evaluate the performance of different dictionary selection models, i.e., 2,0 DS, 2,1 DS and Fro DS:
i. Sparsity: We focus on the sparse degree of different dictionary selection models, i.e., whether the corresponding model can control the sparsity of the result or not. Fig. 6 is one example of video summarization, and our 2,0 DS generates the most sparse result compared with the 2,1 DS and Fro DS models. Moreover, our 2,0 DS model can also achieve arbitrary sparsity by controlling the size K , while 2,1 DS and Fro DS cannot do this by tuning the parameter λ.
ii. Efficiency: We evaluate the time consumption of different dictionary selection models. Take the video summarization of Fig. 6 as an example, the time consumption of 2,0 DS with standard forward-backward, the speedup 2,0 DS with gradient descent, 2,1 DS and Fro DS are 8.20, 2.20, 336.51 and 0.52, respectively (d=1302 and n = 836). It is obviously that ours is similar to Fro DS with a closed form solution and is more efficient than 2,1 DS.
iii. Accuracy: From the experimental results in Sec. IV-A and Sec. IV-B, our 2,0 DS outperforms other models, and the performance of 2,1 DS is more accurate than Fro DS.
iv. Sensitivity: The sensitivity is defined as the required Signal-Noise Ratio (SNR) to identify all correct features. Similar to the 0 norm, the SNR required by our 2,0 norm is O(
). For the 2,1 based methods, the required SNR ) ( X * is the true model) similar to the 1 based methods.
v. Robustness: We evaluate the robustness of the model to different tuning parameters. The regularization parameter λ has significant influence on both 2,1 DS and Fro DS; in contrast, our 2,0 DS in Alg. 1 is relieved from this, because the error threshold ε = 10 −5 in all cases. Even if we adjust the dictionary size K , we can still keep on going on the present results instead of reproducing again.
The radial graphs in Fig. 5 are helpful for visualizing the comparison. The larger the area and the more convex the radial graph is, the better the performance of the corresponding model will be. Clearly, the overall performance of our 2,0 DS is better than both 2,1 DS and Fro DS.
D. Compare With SOMP
In this subsection, we compare our model with the simultaneous orthogonal matching pursuit (SOMP) based video summarization algorithm [53] as in Eq. (11):
where ν is the information loss tolerance. Though SOMP algorithm [53] also adopts the same 2,0 norm regularization term as our model in Eq. 3, they are significantly different:
• For model definition, our model is more general than SOMP, where the SOMP model can be considered as a specific case of our model by setting A = B as in Eq. 4. Moreover, our model can control the size of the selected dictionary easily by tuning parameter K .
• For model optimization, the SOMP model [53] only adopts a forward procedure without rejecting the inefficient basis with the backward procedure as ours. Furthermore, we also propose a gradient descent strategy, which is more efficient in practice as shown in the experiments below. 1) Dataset & Evaluation: For a fair comparison, we adopt the same Open Video Project video dataset [53] , 4 where eight of the 50 video clips are used here. Each video clip is about 100 seconds long and has 3036 frames on average. Following [53] , each video is down-sampled at 5 frames per second(fps) and the same feature is extracted from each frame. In order to quantitatively evaluate the performance of SOMP and our model, we also use the same criteria as in [53] , for example Precision, Recall, F-score, and the percentage of residuals (POR), which measures the energy of residuals that is reconstructed by the current selected keyframes. For a fair comparison, both the accuracy and efficiency of our model and SOMP are evaluated as below:
• Compare the accuracy: The precision, recall and F-score value generated by both SOMP and our model are proposed in Fig. 7 , where the SOMP nearly performs the same as ours for these 8 video clips. This is because the number of user summaries (US) is very small for these video clips (usually 3 to 11 keyframes), where the backward procedure never starts for our model, i.e., our forward-backward method can be considered as a pure forward method like SOMP without backward procedure. Fig. 8 is a demonstration of the POR curve between our model and SOMP model. We can see that the POR of both these two models are the same for the first 14 selected keyframes, due to the backward step does not start at the beginning stage; after 15 frames, the POR of ours is improved and outperforms the SOMP model because our model rejects the inefficient selected keyframes with the backward procedure.
• Compare the efficiency: The time consumptions of these two algorithms are shown in Fig. 7 . Obviously, our model is more efficient than SOMP. This is because our new gradient descent model optimization is more efficient than traditional OMP based methods. Therefore, ours is more suitable in practice.
V. CONCLUSION
In this paper, we focus on the dictionary selection problem by selecting a compact subset of bases from the original training data instead of learning a new dictionary matrix. We first design a new dictionary selection model via 2,0 norm and propose two model optimization methods, i.e., the standard forward-backward greedy algorithm, and the speedup version based on the gradient cues at each forward iteration. In order to justify the performance, we consider both the assisted photo albuming and user generated video summarization. Moreover we build a new photo album dataset as well. Generally, our model outperforms the state-of-the-art methods in both these two tasks. For practical applications, our 2,0 DS with high efficiency does not need to tune parameters, and can conveniently control arbitrary sparsity. Additionally, we can also extend 2,0 norm to arbitrary norm, such as 1,0 norm in practice.
APPENDIX PROOF TO THEOREM 1
Proof: The theorem basically illustrates for how many steps this algorithm terminates. We use S (k) denotes the function value at X (k) . Note that since Algorithm 1 includes the backward step, X (k) may correspond to multiple values at different time points. Therefore, X (k) is defined as the most recent value of X at k over here. A key observation is that the most recent value of X (k) gives a lower objective function value than its early values at the same k. We essentially need to show
Since S (0) is exactly the function value at X = 0, we have S (0) = S(0). Therefore, if Eq. (12) is satisfied, Theorem 1 is indicated immediately. To prove Eq. (12), let us look at the backward step. At each backward step, all groups which do not bring enough improvement (less than δ (k) /2) on the objective are removed. Together with the key observation, we have
where δ (k) = S(X (k−1) ) − S(X (k) ) and ε are defined as in Alg. 1. The second inequality is due to the fact δ (k) ≥ ε for all k before termination. It completes the proof.
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