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A new first-order formulation for the Einstein equations
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We derive a new first-order formulation for Einstein’s equations which involves fewer unknowns
than other first-order formulations that have been proposed. The new formulation is based on
the 3 + 1 decomposition with arbitrary lapse and shift. In the reduction to first order form only
8 particular combinations of the 18 first derivatives of the spatial metric are introduced. In the
case of linearization about Minkowski space, the new formulation consists of symmetric hyperbolic
system in 14 unknowns, namely the components of the extrinsic curvature perturbation and the 8
new variables, from whose solution the metric perturbation can be computed by integration.
PACS numbers: 04.20.Ex, 04.25.Dm
I. INTRODUCTION
Many ways have been proposed to formulate Einstein’s
equations of general relativity in a manner suitable for
numeric computation. In this paper we introduce a new
first-order formulation for Einstein’s equations. This sys-
tem involves fewer unknowns than other first-order for-
mulations that have been proposed and does not require
any arbitrary parameters. In the simplest case of lin-
earization around Minkowski space with constant lapse
and vanishing shift, the system has the simple form:
1√
2
∂tκij = ∂
lλl(ij),
1√
2
∂tλlji = ∂[lκj]i. (1)
Here κij is the extrinsic curvature perturbation, a sym-
metric tensor, and λijk is a third-order tensor which is
antisymmetric with respect to the first two indices and
satisfies a cyclic identity, with the result that the system
above is symmetric hyperbolic in 14 unknowns.
Our approach applies as well to the full nonlinear ADM
system with arbitrary lapse and shift. We work with the
actual lapse, rather than a densitized version. In the
nonlinear case the system involve 20 unknowns and can
be written
∂0hij = −2akij + 2hs(i∂j)bs,
1√
2
∂0kij = ahmihnj∂lf
l(mn) + · · · ,
1√
2
∂0flmn = ∂[l(ak)m]n + · · · .
Here ∂0 := ∂t − bl∂l is the convective derivative, indices
are raised and lowered using the spatial metric compo-
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nents hij and the omitted terms are algebraic expressions
in the hij , their spatial derivatives ∂lhij , and the extrin-
sic curvature components kij , and also involve the lapse a
and shift components bi. The flmn, which depend on the
first spatial derivatives of the spatial metric satisfy the
same symmetries as in the linear case, and so represent
8 unknowns.
As is common, our derivation will start from the
Arnowitt–Deser–Misner 3+ 1 decomposition [1]; see also
[2]. The ADM approach introduces a system of coor-
dinates t = x0, x1, x2, x3, with t a timelike variable
and the xi spacelike for i = 1, 2, 3, and encodes the 4-
metric of spacetime as a time-varying 3-metric on a 3-
dimensional domain together with the lapse and shift,
which are scalar-valued and 3-vector-valued functions of
time and space, respectively. Specifically the coordinates
of the 4-metric are given by
g00 = −a2 + bibjhij , g0i = bi, gij = hij .
Here a denotes the lapse, the bi are the components of the
shift vector b, and the hij the components of the spatial
metric h. As usual Roman indices run from 1 to 3 and
(hij) denotes the matrix inverse to (hij). Let Di denote
the covariant derivative operator associated to the spatial
metric and set
kij = − 1
2a
∂thij +
1
a
D(ibj),
the extrinsic curvature. Then the ADM equations for a
vacuum spacetime are
∂thij = −2akij + 2D(ibj), (2)
∂tkij = a[Rij + (k
l
l)kij − 2kilklj ] + blDlkij
+ kilDjb
l + kljDib
l −DiDja, (3)
Rii + (k
i
i)
2 − kijkij = 0, (4)
Djkij −Dikjj = 0. (5)
Here R denotes the spatial Ricci tensor, whose compo-
nents are given by second order spatial partial differential
2operators applied to the spatial metric components. Also
indices are raised and traces taken with respect to the
spatial metric. We have used the notation of parenthe-
sized indices to denote the symmetric part of a tensor:
D(ibj) := (Dibj + Djbi)/2. Later we will similarly use
bracketed indices to denote the antisymmetric part and
sometimes bars to separate indices, so, as an example,
u[i|j|k]l := (uijkl − ukjil)/2.
Equations (4) and (5), called the Hamiltonian and mo-
mentum constraints, do not involve time differentiation.
The first two equations are the evolution equations. A
typical approach is to determine the lapse and shift in
some way, find relevant initial data for h and k satisfying
the constraint equations, and then to solve the evolution
equations to determine the metric and extrinisic curva-
ture for future times. The constraint equations may or
may not be explicitly imposed during the evolution. For
exact solutions of the evolution equation with initial data
exactly satisfying the constraints, the constraints are au-
tomatically satisfied for future times.
The system of evolution equations for h and k is first
order in time and second order in space. They are not
hyperbolic in any usual sense, and their direct discretiza-
tion seems difficult. Therefore, many authors [3, 4, 5, 6]
have considered reformulations into more standard first
order hyperbolic systems. Typically these approaches in-
volve introducing all the first spatial derivatives of the
spatial metric components, or quantities closely related
to them, as 18 additional unknowns. The resulting sys-
tems involve many variables, sometimes 30 or more. In
the formulation proposed here, we introduce only 8 par-
ticular combinations of the first derivatives of the metric
components.
In the next section of the paper we present our ap-
proach as applied to a linearization of the ADM system.
This allows us to demonstrate the basic ideas with a min-
imal of technical complications and to rigorously estab-
lish the relationship between the new formulation and
the ADM system. In the third and final section of the
paper we carry out the derivation in the case of the full
nonlinear ADM system.
II. SYMMETRIC FORMULATION FOR THE
LINEARIZED SYSTEM
We linearize the ADM equations about the trivial so-
lution obtained by representing Minkowski spacetime in
Cartesian coordinates: hij = δij , kij = 0, a = 1,
bi = 0. Consider a perturbation given by hij = δij + γij ,
kij = κij , a = 1+ α, bi = βi, with the γij , κij , α, and βi
supposed to be small. Substituting these expressions into
the ADM system and ignoring terms which are at least
quadratic with respect to the γij , κij , α, and βi and their
derivatives, we obtain the linear system we shall study:
∂tγij = −2κij + 2∂(iβj), (6)
∂tκij = (Pγ)ij − ∂i∂jα, (7)
(Pγ)ii = 0, (8)
∂jκij − ∂iκjj = 0. (9)
Here Pγ is the linearized Ricci tensor, with components
given by
(Pγ)ij =
1
2
∂i∂
lγlj+
1
2
∂j∂
lγli− 1
2
∂l∂lγij− 1
2
∂i∂jγ
l
l . (10)
In these expressions, and in general when we deal with
the linearized formulation, indices are raised and lowered
with respect to the Euclidean metric in R3, so, for exam-
ple, ∂i and ∂i are identical.
In order to reduce the linearized ADM system to first-
order symmetric hyperbolic form, we first develop an
identity for Pγ valid for any symmetric matrix field γ.
It is useful to introduce the notations S for the the 6-
dimensional space of symmetric matrices and T for the
8-dimensional space of triply-indexed arrays (wijk) which
are skew symmetric in the first two indices and satisfy the
cyclic property wijk + wjki + wkij = 0.
We define the operator M : C∞(R3, S)→ C∞(R3,R3)
by (Mu)i = ∂
luil − ∂iull. (Note that the linearized mo-
mentum constraint, (9), is simply Mκ = 0.) From the
definition (10), we have
(Pγ)ij = −∂l∂[lγj]i +
1
2
∂i(Mγ)j . (11)
Now, for any vector-valued function v, we have
∂ivj = ∂
lvjδli = 2∂
lv[jδl]i + ∂
lvlδij .
Applying this identity to (11) with v = Mγ we get
(Pγ)ij = −∂l[∂[lγj]i + (Mγ)[lδj]i] +
1
2
∂l(Mγ)lδij . (12)
Define operators L : C∞(R3, S) → C∞(R3,T), and
L∗ : C∞(R3,T)→ C∞(R3, S) by
(Lu)lji = ∂[luj]i, (L
∗w)ij = −∂lwl(ij).
One easily verifies that operators L and L∗ are formal
adjoints to each other with respect to the scalar prod-
ucts 〈u, v〉 = ∫ upqvpq dx and 〈z, w〉 = ∫ zpqrwpqr dx in
the spaces C∞(R3, S) and C∞(R3,T) respectively. Intro-
ducing
λlji = − 1√
2
[(Lγ)lji + (Mγ)[lδj]i] (13)
we can then restate (12) as
(Pγ)ij =
√
2∂lλlji +
1
2
∂l(Mγ)lδij .
3(The reason for the factor of
√
2 will become apparent
shortly.) Taking symmetric parts, the last equation be-
comes
(Pγ)ij = −
√
2(L∗λ)ij +
1
2
∂l(Mγ)lδij . (14)
We are now ready to introduce our first-order sym-
metric hyperbolic formulation. The unknowns will be
κ ∈ C∞(R3, S) and λ ∈ C∞(R3,T), so the system has
14 independent variables in all. Substituting (14) in (7)
and noting that ∂l(Mγ)l = (Pγ)
l
l = 0 by the linearized
Hamiltonian constraint (8), we obtain an evolution equa-
tion for κ:
∂tκij = −
√
2(L∗λ)ij − ∂i∂jα. (15)
To obtain an evolution equation for λ, we differentiate
(13) with respect to time and substitute (6) to elimi-
nate γ. Simplifying and using the linearized momentum
constraint (9) we obtain
∂tλlji =
√
2(Lκ)lji − τlji, (16)
where τ can be determined from (ǫβ)ij := ∂(iβj) by
τlji =
√
2[(Lǫβ)lji + (Mǫβ)[lδj]i]
=
1√
2
(∂i∂[lβj] + ∂
m∂[mβl]δij − ∂m∂[mβj]δil).
Equations (15) and (16) constitute a first-order symmet-
ric hyperbolic system (this is clear, since L and L∗ are
formal adjoints). It follows that (see, e.g., [7] § 7.3.2), if
the laspe and the shift are sufficiently smooth then for ar-
bitrary initial values κ(0) and λ(0) belonging to H1(R3),
there exists a unique solution to system (15) and (16)
with components in H1((0, T )× R3).
The Cauchy problem for the original linearized ADM
system consists of the equations (6)–(9) together with
specific initial values γ(0) and κ(0). The foregoing deriva-
tion shows that if γ and κ satisfy the ADM system and
λ is defined by (13), then κ and λ satisfy the symmetric
hyperbolic system (15), (16). Conversely, to recover the
solution to the ADM system from (15), (16), the same
initial condition should be imposed on κ and λ should be
taken initially to be
λlji(0) = − 1√
2
[(Lγ(0))lji + (Mγ(0))[lδj]i]. (17)
Once κ and λ are determined, the metric perturbation γ
is given by
γij = γij(0)− 2
∫ t
0
(κij − ∂(iβj)), (18)
as follows from (6).
Theorem 1. Let the lapse perturbation α and shift per-
turbation β be given. Suppose that initial data γ(0) and
κ(0) are specified satisfying the constraint equations (8),
(9) at time t = 0. Define λ(0) by (17), and determine κ
and λ from the first-order symmetric hyperbolic system
(15), (16). Finally, define γ by (18). Then the ADM
system (6)–(9) is satisfied.
Proof. Equation (6) follows from (18) by differentiation.
Next we verify the momentum constraint (9). To do
so we will show that µ := Mκ satisfies a second order
wave equation, and that µ(0) = ∂tµ(0) = 0. Indeed
µ(0) = 0 by assumptions. To see that ∂tµ(0) = 0, we
apply the operator M to (15) and use the fact that M
annihilates the Hessian ∂i∂jα for any function α. There-
fore ∂tµ = −
√
2ML∗λ. Using (14) and the assumption
that γ satisfies the Hamiltonian constraint at the initial
time, we find that
∂tµi(0) = (MPγ(0))i = −1
2
∂i∂
l(Mγ(0))l = 0.
To obtain a second order equation for µ, first we differ-
entiate (15) in time and substitute (16) to get a second-
order equation for κ:
∂2t κij = −2(L∗Lκij)− ∂i∂jα.
Here we have used the fact that L∗τ ≡ 0. Apply M
to the last equation. Using the identity (ML∗Lκ) =
−∂l∂(i(Mκ)l)/2 and the fact that M annihilates Hes-
sians, we find that µ := Mκ satisfies the second-order
hyperbolic equation
∂2t µi = ∂
l∂(iµl).
This is simply an elastic wave equation. Since µ(0) =
∂tµ(0) = 0, µ vanishes for all time, i.e., the momentum
constraint is satisfied.
Now (Pκ)ii = ∂
i(Mκ)i = 0. Moreover, P applied to
ǫβ is identically zero. Therefore if we apply P to (18)
and take the trace, we find that (Pγ)ii = (Pγ(0))
i
i, which
vanishes by assumption. This verifies the Hamiltonian
constraint (8).
It remains to verify (7) which, in view of (15) comes
down to showing that
√
2L∗λ = −Pγ. Since we have
verified the Hamiltonian constraint, this will follow if we
can establish (14), which is itself a consequence of (13).
We used (13) at time t = 0 to initialize λ, so it is sufficient
to show that
∂tλlji = − 1√
2
∂t[(Lγ)lji + (Mγ)[lδj]i].
This follows directly from (16) and (6).
We conclude this section by computing the plane wave
solutions to the hyperbolic system (1). That is, we seek
solutions of the form
κij = κ˜ijf(st− naxa), λlji = λ˜ljif(st− naxa),
where the real number s gives the wave speed and the
unit vector ni the wave direction, the polarizations κ˜ij
4and λ˜lji are constant, and the profile f(t) is an arbitrary
differentiable function.
Substituting these expressions into (1), we get
sκ˜ijf
′(st− naxa) = −
√
2nlλ˜l(ij)f
′(st− naxa),
sλ˜ljif
′(st− naxa) = −
√
2n[lκ˜j]if
′(st− naxa),
and so the system reduces to the following linear eigen-
value problem:
sκ˜ij = −
√
2nlλ˜l(ij), (19)
sλ˜lji = −
√
2n[lκ˜j]i, (20)
with the wave speed s as eigenvalues and the pairs
(κ˜ij , λ˜lji) as eigenvectors. The eigenvalues of this sys-
tem are 0 (multiplicity 4), ±1 (each multiplicity 3), and
±1/√2 (each multiplicity 2). To verify this and describe
the eigenvectors we introduce a unit vector mi be a per-
pendicular to ni, and set li = ε
ab
i namb to complete an
orthonormal frame. Then the following solution to the
eigenvalue problem can be checked by direct substitution
into (19)–(20):
s = 0: (0,m[llj]mi), (0,m[llj]li), (ninj , 0),
(0, 2m[llj]ni + n[llj]mi − n[lmj]li);
s = ±1: (lilj −mimj ,∓
√
2(n[llj]li − n[lmj]mi)),
(limj +milj ,∓
√
2(n[llj]mi + n[lmj]li)),
(lilj +mimj ,∓
√
2(n[llj]li + n[lmj]mi));
s = ±1/
√
2: (n(ilj),∓n[llj]ni),
(n(imj),∓n[lmj]ni).
III. DECOMPOSITION OF THE FULL ADM
SYSTEM
In this section we develop a first order formulation of
the full nonlinear ADM system analogous to that devel-
oped for the linearized system in Section II. We con-
tinue to assume that the underlying manifold is topolog-
ically R3 and view the ADM system as equations for the
evolution of a Riemannian 3-metric h on R3. Thus hij ,
1 ≤ i, j ≤ 3 are the components of the spatial metric.
They form a positive-definite symmetric matrix defined
at each point of R3 and varying in time. Indices on other
fields are lowered and raised using hij and the inverse
matrix field hij .
For the components of the Riemann tensor we have
Rijkl = ∂jΓikl − ∂iΓjkl + hmn(ΓjkmΓiln − ΓikmΓjln),
where the Cristoffel symbols are defined by Γijk =
(∂ihjk + ∂jhki − ∂khij)/2. The components of the Ricci
tensor are given by Rij = h
pqRpiqj , which yields
Rij =
1
2
hpq(∂p∂jhiq + ∂i∂phqj − ∂p∂qhij − ∂i∂jhpq)
+ hpqhrs(ΓipsΓqjr − ΓpqsΓijr).
We define a second-order linear partial differential op-
erator P : C∞(R3,R3×3)→ C∞(R3,R3×3) by
(Pu)ij =
1
2
[∂p(h
pq∂juqi) + ∂i(h
pq∂pujq)
− ∂p(hpq∂quji)− ∂i(hpq∂jupq)].
Note that in the case hij = δij , P coincides with the lin-
earized Ricci operator introduced in (10). In the nonlin-
ear case, P is related to the Ricci tensor by the equation
Rij = (Ph)ij + c
1)
ij , (21)
where
c
1)
ij := −
1
2
[(∂ph
pq)(∂jhiq) + (∂ih
pq)(∂phqj)
− (∂phpq)(∂qhij)− (∂ihpq)(∂jhpq)]
+ hpqhrs(ΓipsΓqjr − ΓpqsΓijr),
is a first-order differential operator in hij .
Define an operator M : C∞(R3, S)→ C∞(R3,R3) by
(Mu)i = 2h
pq∂[pui]q.
This formula extends the definition of the linearized mo-
mentum constraint operator introduced in the previous
section. Up to lower order terms the momentum con-
straint (5) is given by the vanishing of Mk:
Dpkip−Dikpp = 2hpqD[pki]q = (Mk)i−2hpqΓrq[pki]r (22)
(where Γrqp := h
rsΓqps).
Finally, we introduce operators L : C∞(R3, S) →
C∞(R3,T) and L∗ : C∞(R3,T)→ C∞(R3, S) by
(Lu)ijl = ∂[iuj]l, (L
∗v)ij = −hqihrj∂pvp(qr).
As in linear case, the operators L and L∗ are formal
adjoints to each other with respect to the scalar prod-
ucts 〈u,w〉 = ∫ uijwij dx and 〈v, z〉 = ∫ vijlzijl dx on the
spaces C∞(R3, S) and C∞(R3,T) respectively.
Finally, we introduce new variables
flmn = − 1√
2
[(Lh)lmn + (Mh)[lhm]n], (23)
and develop the analogue of the identity (14).
Lemma 2. The following identity is valid for the Ricci
tensor
Rij = −
√
2(L∗f)ij +
1
2
∂p[h
pq(Mh)qhij ] + c
2)
ij , (24)
where
c
2)
ij = c
1)
(ij) + hqihrj [∂p(h
qmhrn)]hpl[(Lh)l(mn)
+
1
2
(Mh)[lhm]n +
1
2
(Mh)[lhn]m]
is first order in hij.
5Proof. The formula (24) is a consequence of the identity
−
√
2(L∗f)ij = (Ph)(ij) −
1
2
∂p[h
pq(Mh)qhij ] + c
3)
ij , (25)
where
c
3)
ij = −hqihrj [∂p(hqmhrn)]hpl[(Lh)l(mn)
+
1
2
(Mh)[lhm]n +
1
2
(Mh)[lhn]m].
To prove the identity (25) we note, first, that operator P
can be rewritten in terms of operators L and M as
(Pu)ij = −∂p[hpq(Lu)qji] + 1
2
∂i(Mu)j
which yields
(Pu)(ij) = −∂p[hpq(Lu)q(ij)] +
1
2
∂(i(Mu)j),
and, second, that according to the definition of L∗,
(L∗v)ij = −hqihrj∂p(hplhqmhrnvl(mn))
= −∂p(hpqvq(ij))
− hqihrj[∂p(hqmhrn)]hplvl(mn). (26)
To derive the identity (25) we substitute −√2fqij for vqij
in (26). The first term on the right-hand side of (26) then
becomes
−∂p(hpq[(Lh)q(ij) +
1
2
(Mh)qhij − 1
2
(Mh)(ihj)q ])
= −∂p[hpq(Lh)q(ij)]−
1
2
∂p[h
pq(Mh)qhij ]
+
1
2
∂p[h
pq(Mh)(ihj)q]
= −∂p[hpq(Lh)q(ij)]−
1
2
∂p[h
pq(Mh)qhij ]
+
1
2
∂(i(Mh)j)
= (Ph)(ij) −
1
2
∂p[h
pq(Mh)qhij ].
The substitution of −√2flmn for νlmn into the second
term of the equation (26) gives the term c
3)
ij precisely.
The rest of the proof follows from the identity (21).
We now proceed to the derivation of the new formula-
tion of the ADM system. In (3) we substitute ∂0 + b
l∂l
for ∂t and replace Rij with the right side of the (24) to
get
∂0kij = −
√
2a(L∗f)ij +
1
2
a∂p[h
pq(Mh)qhij ] + c
4)
ij , (27)
where
c
4)
ij = a[c
2)
ij +(k
l
l)kij − 2kilklj ] + kil∂jbl+ klj∂ibl−DiDja.
Here we used the fact that the Lie derivative blDlkij +
kilDjb
l + kljDib
l = bl∂lkij + kil∂jb
l + klj∂ib
l. We treat
the second term on the right-hand side of (24) using the
Hamiltonian constraint (4). Now,
Rii =
1
2
hijhpq(∂p∂jhiq + ∂i∂phqj − ∂p∂qhij − ∂i∂jhpq)
+ hijhpqhrs(ΓipsΓqjr − ΓpqsΓijr)
= hijhpq(∂i∂phqj − ∂i∂jhpq)
+ hijhpqhrs(ΓipsΓqjr − ΓpqsΓijr)
= ∂i[h
ijhpq(∂phqj − ∂jhpq)]
− [∂i(hijhpq)](∂phqj − ∂jhpq)
+ hijhpqhrs(ΓipsΓqjr − ΓpqsΓijr)
= ∂i[h
ij(Mh)j ] + c
5),
where
c5) = −[∂i(hijhpq)](∂phqj − ∂jhpq)
+ hijhpqhrs(ΓipsΓqjr − ΓpqsΓijr).
Hence, due to the Hamiltonian constraint,
∂p[h
pq(Mh)qhij ]
= {∂p[hpq(Mh)q]}hij + hpq(Mh)q(∂phij)
= [kpqk
pq − (kpp)2 − c5)]hij + hpq(Mh)q(∂phij).
Combining all lower order terms into an expression Bij ,
first order in h, we reduce (27) to
∂0kij = −
√
2a(L∗f)ij + Bij . (28)
This is the first evolution equation of our system.
The second evolution equation will be obtained by ap-
plying ∂0 to the definition of f (23):
∂0flmn = − 1√
2
{∂0(Lh)lmn + ∂0[(Mh)[lhm]n]}.
First, we note that
∂0(Lh)lmn = (L∂0h)lmn
+
1
2
[(∂lb
s)(∂shmn)− (∂mbs)(∂shln)].
Using the fact that (Mu)l = 2h
pq(Lu)plq, we then get
∂0(Mh)l = (M∂0h)l + 2(∂0h
pq)(Lh)plq
+ hpq[(∂pb
s)(∂shlq)− (∂lbs)(∂shpq)].
If we use this formula to compute ∂0[(Mh)lhmn] and then
antisymmetrize in l and m, we obtain
∂0flmn =− 1√
2
[(L∂0h)lmn + (M∂0h)[lhm]n]
−
√
2(∂0h
pq)(Lh)p[l|q|hm]n
− 1√
2
(Mh)[l∂0hm]n + c
6)
lmn, (29)
6where
c
6)
lmn = −
1
2
√
2
[(∂lb
s)(∂shmn)− (∂mbs)(∂shln)]
− 1√
2
hpq[(∂pb
s)(∂shq[l)hm]n − (∂shpq)(∂[lbs)hm]n].
Next we use (2) to relate the terms in (29) involving
∂0h to the extrinsic curvature k. For the Lie derivative
of the metric, we have
2D(ibj) = b
s∂shij + 2hs(i∂j)b
s.
Using this (2) becomes
∂0hij = −2akij + 2wij , (30)
where wij := hs(i∂j)b
s. Using the Leibniz rule we can
then verify that
∂0h
ij = 2akij − 2wij .
Substituting these expressions in (29) we obtain
∂0flmn =
√
2[L(ak)]lmn+
√
2[M(ak)][lhm]n+c
7)
lmn, (31)
where
c
7)
lmn = c
6)
lmn −
√
2[(Lw)lmn + (Mw)[lhm]n]
− 2
√
2[akpq − wpq](Lh)p[l|q|hm]n
+
√
2(Mh)[lakm]n −
√
2(Mh)[lwm]n.
The final step is to invoke the momentum constraint to
simplify the second term on the right-hand side of (31).
Indeed, since the right-hand side of (22) vanishes,
[M(ak)]l = a(Mk)l + 2h
pq(∂[pa)kl]q
= 2ahpqΓsq[pkl]s + 2h
pq(∂[pa)kl]q.
Substituting this in (31) we obtain the desired second
evolution equation:
∂0flmn =
√
2[L(ak)]lmn + Clmn, (32)
where
Clmn = c
7)
lmn +
√
2[ahpqΓsq[pkl]shmn − ahpqΓsq[pkm]shln
+ hpq(∂[pa)kl]qhmn − hpq(∂[pa)km]qhln].
The two equations (28) and (32) constitute a first order
system for the unknowns kij and flmn. This system is
coupled to the ordinary differential equation (30) through
the terms Bij and Clmn which are algebraic combinations
of hij , ∂lhij , kij , the lapse a and the shift b and their
spatial derivatives. The foregoing derivation shows that
if h and k satisfy the ADM system (2)–(5), then h, k,
and f satisfy the system (30), (28), (32).
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