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1. Introduction
We consider the following von Karman plate equation with output feedback control
wtt +∆2w = α[w, F(w)] inΩ × (0,∞),
w = ∂w
∂ν
= 0 on Γ0 × (0,∞),
∂w
∂ν
+
∫ t
0
g1(t − s)(B1w(s)+ ρ1 ∂w(s)
∂ν
)ds = 0 on Γ1 × (0,∞),
w −
∫ t
0
g2(t − s)(B2w(s)− ρ2w(s))ds = u on Γ1 × (0,∞),
wout(t) = wt on Γ1 × (0,∞),
w(·, 0) = w0, wt(·, 0) = w1 inΩ,
(1.1)
whereΩ ⊂ R2 is a bounded domain with sufficiently smooth boundary ∂Ω , Γ0 ∪ Γ1 = ∂Ω,Γ0 ∩ Γ1 = ∅, Γ0 and Γ1 have
positive measures, ν = (ν1, ν2) is the outward unit normal vector on ∂Ω , α > 0 and
B1w = ∆w + (1− µ)B1w, B2w = ∂
∂ν
∆w + (1− µ)B2w,
where
B1w = 2ν1ν2wxy − ν21wyy − ν22wxx,
B2w = ∂
∂τ
[(ν21 − ν22 )wxy + ν1ν2(wyy − wxx)]
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and the constant µ, 0 < µ < 1/2, represents Poisson’s ratio. The Airy stress function F(w) satisfies the following elliptic
problem{
∆2F(w) = −[w,w] inΩ,
F(w) = ∂
∂ν
F(w) = 0 on Γ = ∂Ω,
where the von Karman bracket [w, φ] is given by
[w, φ] ≡ wxxφyy + wyyφxx − 2wxyφxy.
From the physical point of view, w in (1.1) denotes the transversal displacement, the Airy stress function F(w) a vibrating
plate. The relaxation functions g1, g2 ∈ C1(0,∞) are positive and nondecreasing with g1(0) > 0, g2(0) > 0 and ρ1, ρ2 are
small positive constants. Assume that there exists x0 ∈ R2 such that
Γ0 = {x ∈ Γ ;β(x) · ν(x) ≤ 0}, Γ1 = {x ∈ Γ ;β(x) · ν(x) ≥ δ > 0},
where β(x) = x− x0.
The function u : Γ1 × (0,∞)→ R is the boundary control force and wout(t) stands for the measured signal of the system
on the boundary Γ1 × (0,∞). In this paper we consider the stabilization of the system (1.1). To this end, we design the
following output feedback controller :
u(x, t) = −rwt(x, t), (x, t) ∈ Γ1 × (0,∞), r > 0.
Then the von Karman plate boundary control problem (1.1) is reduced as follows
wtt +∆2w = α[w, F(w)] inΩ × (0,∞), (1.2)
w = ∂w
∂ν
= 0 on Γ0 × (0,∞), (1.3)
∂w
∂ν
+
∫ t
0
g1(t − s)
(
B1w(s)+ ρ1 ∂w(s)
∂ν
)
ds = 0 on Γ1 × (0,∞), (1.4)
w −
∫ t
0
g2(t − s)(B2w(s)− ρ2w(s))ds = −rwt on Γ1 × (0,∞), (1.5)
w(·, 0) = w0, wt(·, 0) = w1 inΩ. (1.6)
The problems of the asymptotic behavior of the solutions to the von Karman system has been studied by many authors [1–
5]. Parks [5] proved the uniform decay rates for a von Karman plate equation with boundary memory condition. Zhang and
Guo [6] consider the stabilization of an elastic plate with viscoelastic boundary conditions. Recently Guo [7] studied the
adaptive stabilization for a Kirchhoff-type nonlinear beam equation under boundary output feedback control. By employing
the same idea of [8], we prove the existence of solution for von Karman plate control system (1.2)–(1.6) and investigate the
exponential decay rates of the energy
E(t) = 1
2
{
‖wt‖2 +
∫
Ω
a(w,w)dΩ + α
2
‖∆F(w)‖2 + ρ1
∥∥∥∥∂w∂ν
∥∥∥∥2
Γ1
+ ρ2‖w‖2Γ1 + τ1
(
k1
∥∥∥∥∂w∂ν
∥∥∥∥2
Γ1
− k′1
∂w
∂ν
)
+ τ2[(k2 + rk′2)‖w‖2Γ1 + r‖wt‖2Γ1 − (k′2 − rk′′2)w]
}
, (1.7)
by using the perturbed energymethod. The paper is organized as follows: In Section 2, we give some notations and introduce
the relative results of Airy stress function and von Karman bracket. In Section 3, we prove the existence of strong solutions
of the problem (1.2)–(1.6) by using Galerkin approximation method. The exponential stability is proved in Section 4 by
perturbed method.
2. Preliminaries
Throughout this paper we denote
(w, φ) =
∫
Ω
w(x, y)φ(x, y)dΩ, ‖w‖2 =
∫
Ω
w(x, y)2dΩ,
(w, φ)Γ1 =
∫
Γ1
w(x, y)φ(x, y)dΓ , ‖w‖2Γ1 =
∫
Γ1
w(x, y)2dΓ
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and define
W :=
{
w ∈ H2(Ω) : w = ∂w
∂ν
= 0 on Γ0
}
,
W˜ :=
{
w ∈ H2(Ω) : w = ∂w
∂ν
= 0 on Γ1
}
.
In the sequel, we denote ‖ · ‖X the norm on a Banach space X .
A simple calculation, based on the integration by parts formula, yields
(∆2w, φ) =
∫
Ω
a(w, φ)dΩ −
(
B1w,
∂φ
∂ν
)
Γ
+ (B2w, φ)Γ ,
where the bilinear symmetric form a(w, φ) is given by
a(w, φ) = ∆w∆φ + (1− µ)(2wxyφxy − wxxφyy − wyyφxx)
= wxxφxx + wyyφyy + µ(wxxφyy + wyyφxx)+ 2(1− µ)wxyφxy.
Since Γ0 6= ∅we know (see e.g. [2]) that
∫
Ω
a(w,w)dΩ is equivalent to the H2(Ω) norm onW , i.e.
c‖w‖2H2(Ω) ≤ a(w,w) ≤ C‖w‖2H2(Ω). (2.1)
Here and in the sequel, we denote c and C generic positive constants.
Denoting by
(g ∗ ϕ)(t) =
∫ t
0
g(t − s)ϕ(s)ds
the convolution product operator and differentiating the Eqs. (1.4)–(1.5) we arrive to the following Volterra equations(
B1w + ρ1 ∂w
∂ν
)
+ 1
g1(0)
g ′1 ∗
(
B1w + ρ1 ∂w
∂ν
)
= − 1
g1(0)
∂wt
∂ν
,
(B2w − ρ2w)+ 1g2(0)g
′
2 ∗ (B2w − ρ2w) =
1
g2(0)
(wt + rwtt).
Applying Volterra’s inverse operator, we get
B1w + ρ1 ∂w
∂ν
= − 1
g1(0)
{
∂wt
∂ν
+ k1 ∗ ∂wt
∂ν
}
,
B2w − ρ2w = 1g2(0) {wt + rwtt + k2 ∗ (wt + rwtt)},
where the resolvent kernels satisfies
ki + 1gi(0)g
′
i ∗ ki = −
1
gi(0)
g ′i , ∀i = 1, 2.
Denoting by τi = 1gi(0) , i = 1, 2, it can be written as
B1w + ρ1 ∂w
∂ν
= −τ1
{
∂wt
∂ν
+ k1(0) ∂w
∂ν
− k1(t) ∂w0
∂ν
+ k′1 ∗
∂w
∂ν
}
, (2.2)
B2w − ρ2w = τ2{wt + rwtt + k2(0)w − k2(t)w0 + k′2 ∗ w
+ rk2(0)wt − rk2(t)w1 + rk′2(0)w − rk′2(t)w0 + rk′′2 ∗ w}. (2.3)
The identities (2.2) and (2.3) imply (1.4) and (1.5) and the relaxation functions gi and the resolvent kernels ki have the same
decay properties (see [9]).
We impose the following conditions.
(H) Assumptions on r and ki (i = 1, 2).
Let r > 0 and ki ∈ C3(R+) satisfy
ki,−k′i, k′′i ,−k′′′ ≥ 0, k2(t)+ rk′2(t) ≥ 0, (2.4)
ki(0) > 0, k′i(t) ≤ −β1ki(t), −β2k′i(t) ≤ k′′i (t) ≤ −β3k′i(t), (2.5)
−β4k′′i (t) ≤ k′′′i (t) ≤ −β5k′′i (t), (2.6)
where
βi > 0 (i = 1, . . . , 5), β3 < β1, β2 − rβ3β4 > 0, β3 < τ2(β2 − rβ3β4)1+ rβ3 . (2.7)
Now, we introduce the relative results of the Airy stress function and von Karman bracket [·, ·] (see, e.g. [1–3]).
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Lemma 2.1. For u ∈ H2(Ω), φ ∈ W˜ and v ∈ W ,∫
Ω
[u, φ]vdΩ =
∫
Ω
[u, v]φdΩ.
Lemma 2.2. If u ∈ H2(Ω), then [u, F(u)] ∈ L2(Ω) and satisfies
‖[u, F(u)]‖ ≤ c‖u‖H2(Ω)‖F(u)‖W2,∞(Ω) and ‖F(u)‖W2,∞(Ω) ≤ c‖u‖2H2(Ω).
Lemma 2.3. If un → u weakly in H2(Ω), then F(un)→ F(u) weakly in H20 (Ω).
Lemma 2.4. The mapping F : H2(Ω)→ W 2,∞(Ω) satisfies the locally Lipschitz condition.
3. Existence of strong solutions
In this section we establish existence and uniqueness of solutions for the system (1.2)–(1.6). To facilitate our analysis,
we introduce the following binary operator
(hϕ)(t) =
∫ t
0
h(t − s)‖ϕ(t)− ϕ(s)‖2Γ1ds.
A direct computation shows that∫ t
0
h(t − s)(ϕ(s), ϕt(t))Γ1ds = −
1
2
h(t)‖ϕ(t)‖2Γ1 +
1
2
h′ϕ − 1
2
d
dt
[
hϕ −
(∫ t
0
h(s)ds
)
‖ϕ‖2Γ1
]
. (3.1)
Now, we are in a position to state the following existence result :
Theorem 3.1. Assume that the condition (H) hold. If (w0, w1) ∈ (H4(Ω) ∩W )×W satisfies the compatibility conditions
B1w0 + ρ1 ∂w0
∂ν
+ τ1 ∂w1
∂ν
= 0 on Γ1, B2w0 − ρ2w0 − τ2w1 = 0 on Γ1, (3.2)
then there exists only one strong solution for (1.2)–(1.6) satisfying
w ∈ L∞(0, T ;H4(Ω) ∩W ) ∩W 1,∞(0, T ;W ) ∩W 2,∞(0, T ; L2(Ω)).
Proof. We are going to show the existence of solution of the problems (1.2)–(1.6) using the Faedo–Galerkin approximation.
For this we represent {uj}j≥1 basis inW which is an orthonormal in L2(Ω) andWm the subspace ofW generated by the first
m vectors. Next we define
wm(t) =
m∑
j=1
fjm(t)uj,
wherewm(t) is the solution of the following approximate problem:
(wmtt , v)+
∫
Ω
a(wm, v)dΩ − α([wm, F(wm)], v)
= −τ1
∫
Γ1
{
∂wmt
∂ν
+
(
ρ1
τ1
+ k1(0)
)
∂wm
∂ν
− k1(t) ∂w0m
∂ν
+ k′1 ∗
∂wm
∂ν
}
∂v
∂ν
dΓ
− τ2
∫
Γ1
{
wmt +
(
ρ2
τ2
+ k2(0)
)
wm − k2(t)w0m + k′2 ∗ wm + rwmtt + rk2(0)wmt
− rk2(t)w1m + rk′2(0)wm − rk′2(t)w0m + rk′′2 ∗ wm
}
vdΓ , ∀v ∈ Wm, (3.3)
wm(·, 0) = w0m, wmt (·, 0) = w1m,
where wm(·, 0) = w0m → w0 in H4(Ω) ∩W and wmt (·, 0) = w1m → w1 inW . By standard results of ordinary differential
equations, the existence of the approximated solutions wm is guaranteed on some interval [0, Tm). The existence of the
solution to the whole interval [0,∞) is a consequence of the first estimate which we are going to prove below.
A priori estimate I.
Replacing v bywmt (t) in (3.3) and using Lemma 2.1, we have
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1
2
d
dt
{
‖wmt ‖2 +
∫
Ω
a(wm, wm)dΩ + α
2
‖∆F(wm)‖2
}
= −τ1
(
∂wmt
∂ν
+
(
ρ1
τ1
+ k1(0)
)
∂wm
∂ν
− k1(t) ∂w0m
∂ν
+ k′1 ∗
∂wm
∂ν
,
∂wmt
∂ν
)
Γ1
− τ2(wmt +
(
ρ2
τ2
+ k2(0)
)
wm − k2(t)w0m + k′2 ∗ wm + rwmtt + rk2(0)wmt
− rk2(t)w1m + rk′2(0)wm − rk′2(t)w0m + rk′′2 ∗ wm, wmt )Γ1 . (3.4)
By (3.1), we see that(
k′1 ∗
∂wm
∂ν
,
∂wmt
∂ν
)
Γ1
= −1
2
k′1(t)
∥∥∥∥∂wm∂ν
∥∥∥∥2
Γ1
+ 1
2
k′′1
∂wm
∂ν
− 1
2
d
dt
(
k′1
∂wm
∂ν
)
+ 1
2
d
dt
[∫ t
0
k′1(s)ds
∥∥∥∥∂wm∂ν
∥∥∥∥2
Γ1
]
= 1
2
k′′1
∂wm
∂ν
− 1
2
d
dt
(
k′1
∂wm
∂ν
)
+ 1
2
d
dt
(
k1(t)
∥∥∥∥∂wm∂ν
∥∥∥∥2
Γ1
)
− 1
2
k′1(t)
∥∥∥∥∂wm∂ν
∥∥∥∥2
Γ1
− k1(0)
(
∂wm
∂ν
,
∂wmt
∂ν
)
Γ1
. (3.5)
Similarly, we have
(k′2 ∗ wm, wmt )Γ1 =
1
2
k′′2w
m − 1
2
d
dt
(
k′2w
m)+ 1
2
d
dt
(
k2(t)‖wm‖2Γ1
)
− 1
2
k′2(t)‖wm‖2Γ1 − k2(0)(wm, wmt )Γ1 (3.6)
and
(k′′2 ∗ wm, wmt )Γ1 =
1
2
k′′′2 w
m − 1
2
d
dt
(
k′′2w
m)+ 1
2
d
dt
(
k′2(t)‖wm‖2Γ1
)
− 1
2
k′′2(t)‖wm‖2Γ1 − k′2(0)(wm, wmt )Γ1 . (3.7)
Applying (3.5)–(3.7) to (3.4) we deduce that
d
dt
E(t, wm) = −τ1
∥∥∥∥∂wmt∂ν
∥∥∥∥2
Γ1
+ τ1k1(t)
(
∂w0m
∂ν
,
∂wmt
∂ν
)
Γ1
− τ1
2
k′′1
∂wm
∂ν
+ τ1
2
k′1(t)
∥∥∥∥∂wm∂ν
∥∥∥∥2
Γ1
− τ2‖wmt ‖2Γ1 − τ2k2(t)(w0m, wmt )Γ1
− τ2rk2(0)‖wmt ‖2Γ1 + τ2rk2(t)(w1m, wmt )Γ1 − τ2rk′2(0)(wm, wmt )Γ1
+ τ2rk′2(t)(w0m, wmt )−
τ2
2
k′′2w
m + τ2
2
k′2(t)‖wm‖2Γ1 −
rτ2
2
k′′′2 w
m
+ rτ2
2
k′′2(t)‖wm‖2Γ1 + rτ2k′2(0)(wm, wmt )Γ1 . (3.8)
Using the assumption on ki and Young’s inequality, we get
d
dt
E(t, wm) ≤ cE(0, wm)− rτ2
2
k′′′2 w
m + rτ2
2
k′′2(t)‖wm‖2Γ1
≤ cE(0, wm)+ rτ2β4
2
k′′2w
m + rτ2
2
k′′2(0)‖wm‖2Γ1
≤ cE(0, wm)+ cE(t, wm)
and hence, from our choice ofw0m andw1m and Gronwall Lemma, we see that
E(t, wm) ≤ C, ∀t ∈ [0, T ], ∀m ∈ N. (3.9)
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A priori estimate II.
First of all, we are going to estimate wmtt (0) in L
2(Ω)-norm. Replacing v by wmtt (0) in (3.3) and considering t = 0, we
arrive at
(wmtt (0), w
m
tt (0))+
∫
Ω
a(wm(0), wmtt (0))dΩ − α([wm(0), F(wm(0))], wmtt (0))
= −τ1
(
∂wmt (0)
∂ν
,
∂wmtt (0)
∂ν
)
Γ1
− ρ1
(
∂wm(0)
∂ν
,
∂wmtt (0)
∂ν
)
Γ1
− τ2(wmt (0), wmtt (0))Γ1
− ρ2(wm(0), wmtt (0))Γ1 − rτ2(wmtt (0), wmtt (0))Γ1 . (3.10)
From the compatible conditions (3.2), we obtain
‖wmtt (0)‖2 + (∆2wm(0), wmtt (0)) = α([wm(0), F(wm(0))], wmtt (0)),
and hence by Lemma 2.2 and our choice ofw0m andw1m, we get
‖wmtt (0)‖ ≤ c(‖∆2w0m‖ + ‖w0m‖3H2(Ω)) ≤ C . (3.11)
Now, differentiating (3.3) with respect to t and substituting v bywmtt yield
(wmttt , w
m
tt )+
∫
Ω
a(wmt , w
m
tt )dΩ − α([wmt , F(wm)], wmtt )+ 2α([G[wm, wmt ], wm], wmtt )
= −τ1
∫
Γ1
{
∂wmtt
∂ν
+
(
ρ1
τ1
+ k1(0)
)
∂wmt
∂ν
+ k′1 ∗
∂wmt
∂ν
}
∂wmtt
∂ν
dΓ
− τ2
∫
Γ1
{
wmtt +
(
ρ2
τ2
+ k2(0)
)
wmt + rwmtt + k′2 ∗ wmt + rk2(0)wmtt
− rk′2(t)w1m + rk′2(0)wmt − rk′′2(t)w0m + rk′′2(0)wm + rk′′m ∗ wmt
}
wmtt dΓ (3.12)
where G is defined by
Gf = g ⇔ ∆2g = f inΩ and g = ∂g
∂ν
= 0 on Γ . (3.13)
Using Lemma 2.1, we have
− ([F(wm), wmt ], wmtt ) = −
d
dt
([F(wm), wmt ], wmt )+
([
d
dt
F(wm), wmt
]
, wmt
)
+ ([F(wm), wmtt ], wmt )
= − d
dt
([F(wm), wmt ], wmt )− 2(G[wm, wmt ], [wmt , wmt ])+ ([F(wm), wmt ], wmtt ) (3.14)
and
2([G[wm, wmt ], wm], wmtt ) = 2(G[wm, wmt ], [wm, wmtt ])
= 2
(
G[wm, wmt ],
d
dt
[wm, wmt ]
)
− 2(G[wm, wmt ], [wmt , wmt ])
= 2
(
G[wm, wmt ],
d
dt
∆2G[wm, wmt ]
)
− 2(G[wm, wmt ], [wmt , wmt ])
= d
dt
‖∆G[wm, wmt ]‖2 − 2(G[wm, wmt ], [wmt , wmt ]). (3.15)
By similar calculation to that of (3.8) and applying (3.1), (3.14) and (3.15) to (3.12), we get
d
dt
(
E(t, wmt )−
α
2
‖∆F(wmt )‖2 −
α
2
([F(wm), wmt ], wmt )+ α‖∆G[wm, wmt ]‖2
)
= 3α(G[wm, wmt ], [wmt , wmt ])− τ1
∥∥∥∥∂wmtt∂ν
∥∥∥∥2
Γ1
+ τ1
2
k′1(t)
∥∥∥∥∂wmt∂ν
∥∥∥∥2
Γ1
− τ1
2
k′′1
∂wmt
∂ν
− τ2‖wmtt ‖2Γ1 +
τ2
2
k′2(t)‖wmt ‖2Γ1 −
τ2
2
k′′2w
m
t − rτ2k2(0)‖wtt‖2Γ1
+ rτ2k′2(t)(w1m, wtt)Γ1 − rτ2k′2(0)(wt , wtt)Γ1 + rτ2k′′2(t)(w0m, wtt)Γ1
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− rτ2
2
k′′′2 w
m
t +
rτ2
2
k′′2(t)‖wmt ‖2Γ1 + rτ2k′2(0)(wt , wtt)Γ1 − rτ2k′′2(0)(wm, wmtt )Γ1 .
This, the conditions of ki and Young inequality give that
d
dt
(
E(t, wmt )−
α
2
‖∆F(wmt )‖2 −
α
2
([F(wm), wmt ], wmt )+ α‖∆G[wm, wmt ]‖2
)
≤ 3α(G[wm, wmt ], [wmt , wmt ])+ cE(0, wm)−
rτ2
2
k′′′2 w
m
t +
rτ2
2
k′′2(t)‖wmt ‖2Γ1 − rτ2k′′2(0)(wm, wmtt )Γ1
and integrating this over (0, t) it follows that
E(t, wmt )−
α
2
‖∆F(wmt )‖2 + α‖∆G[wm, wmt ]‖2
≤ E(0, wmt )−
α
2
‖∆F(w1m)‖2 + α2 |([F(w0m), w1m], w1m)| + α‖∆G[w0m, w1m]‖
2
+ α
2
|([F(wm), wmt ], wmt )| + 3α
∫ t
0
(G[wm(s), wmt (s)], [wmt (s), wmt (s)])ds
− rτ2
2
∫ t
0
k′′′2 w
m
t ds+
rτ2
2
∫ t
0
k′′2‖wmt ‖2Γ1ds− rτ2k′′2(0)
∫ t
0
(wm, wmtt )Γ1ds. (3.16)
To estimate the terms of the right hand side of (3.16), we recall the following lemmas (see [3] for the proof):
Proposition 3.1. The following estimates hold:
|([F(wm), wmt ], wmt )| ≤ c(‖w0m‖H2(Ω), ‖w1m‖)‖wmt ‖3/2H2(Ω),
|(G[wm, wmt ], [wmt , wmt ])| ≤ c(‖w0m‖H2(Ω), ‖w1m‖)‖wmt ‖2H2(Ω),
where c(·, ·) denotes generic functions which is bounded depending on the bounded values.
Proposition 3.2. The map (w, u)→ G[w, u] defined in (3.13) is bilinear and bounded from H2(Ω)× H2(Ω) to H3(Ω).
Making use of Propositions 3.1 and 3.2 and applying (3.9)–(3.11) to (3.16), our choice ofw0m andw1m, we obtain
E(t, wmt )−
α
2
‖∆F(wmt )‖2 ≤ c + cE(0, wm)
(∫
Ω
a(wmt , w
m
t )dΩ
)3/4
+ cE(0, wm)
∫ t
0
∫
Ω
a(wmt , w
m
t )dΩds
− rτ2
2
∫ t
0
k′′′2 w
m
t ds+
rτ2
2
∫ t
0
k′′2(s)‖wmt ‖2Γ1ds− rτ2k′′2(0)
∫ t
0
(wm, wmtt )Γ1ds (3.17)
where we used (2.1).
The assumptions on ki ensure that
− rτ2
2
∫ t
0
k′′′2 w
m
t ds ≤
β4rτ2
2
∫ t
0
k′′2w
m
t ds ≤ c
∫ t
0
(
E(s, wmt )−
α
2
‖∆F(wmt )‖2
)
ds,
rτ2
2
∫ t
0
k′′2(s)‖wmt ‖2Γ1ds ≤
rτ2k′′2(0)
2
∫ t
0
‖wmt ‖2Γ1ds ≤ c
∫ t
0
(
E(s, wmt )−
α
2
‖∆F(wmt )‖2
)
ds
and
−rτ2k′′2(0)
∫ t
0
(wm, wmtt )Γ1ds = −rτ2k′′2(0)
∫ t
0
[
d
dt
(wm, wmt )Γ1 − ‖wmt ‖2Γ1
]
ds
= −rτ2k′′2(0)[(wm(t), wmt (t))Γ1 − (wm(0), wmt (0))Γ1 ] + rτ2k′′2(0)
∫ t
0
‖wmt ‖2Γ1ds
≤ c + c
∫ t
0
(
E(s, wmt )−
α
2
‖∆F(wmt )‖2
)
ds,
we used the (3.9) in the last inequality. Applying the these three relations to (3.17) and Young’s inequality, we see that
(1− )
(
E(t, wmt )−
α
2
‖∆F(wmt )‖2
)
≤ C + c
∫ t
0
(
E(s, wmt )−
α
2
‖∆F(wmt )‖2
)
ds.
Choosing 0 <  < 1 and using Gronwall’s inequality, we get
E(t, wmt )−
α
2
‖∆F(wmt )‖2 ≤ c exp cT ≤ C . (3.18)
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From the above estimates (3.9) and (3.18), we can extract subsequences (in the sequel we denote subsequences by the same
symbols as original sequences) such thatw
m → w weakly star in L∞(0, T ;H2(Ω)),
wmt → wt weakly star in L∞(0, T ;H2(Ω)),
wmtt → wtt weakly star in L∞(0, T ; L2(Ω)) ∩ L∞(0, T ; L2(Γ1)).
(3.19)
Sincewm(t)→ w(t)weakly in H2(Ω) a.e.t , by Lemma 2.3 we have
F(wm(t))→ F(w(t)) weakly in H20 (Ω) a.e.t. (3.20)
Since dimΩ = 2 and (3.18) holds, F(wm(t))→ F(w(t)) strongly in L∞(Ω). Thus, we have
lim
m→∞([w
m, F(wm)], u) = lim
m→∞([w
m, u], F(wm))
= ([w, u], F(w)) = ([w, F(w)], u), ∀u ∈ W . (3.21)
Lettingm→∞ in (3.3) and using (3.19)–(3.21), we get∫
Ω
a(w, u)dΩ = (−wtt , u)+ α([w, F(w)], u)
− τ1
(
∂wt
∂ν
+
(
ρ1
τ1
+ k1(0)
)
∂w
∂ν
− k1(t) ∂w0
∂ν
+ k′1 ∗
∂w
∂ν
,
∂u
∂ν
)
Γ1
− τ2
(
wt +
(
ρ2
τ2
+ k2(0)
)
w − k2(t)w0 + k′2 ∗ w, u
)
Γ1
− τ2(rwtt + rk2(0)wt − rk2(t)w1 + rk′2(0)w − rk′2(t)w0 + rk′′2 ∗ w, u)Γ1 , ∀u ∈ W .
From Lemma 2.3 in [9], we get that w ∈ L∞(0, T ;H4(Ω)). The uniqueness is obtained via a standard method by using
Lemma 2.4, so we omit the proof here. 
4. Exponential decay rates
In this section we study the asymptotic behavior of the solution of (1.2)–(1.6) by applying the following lemma given
in [9]:
Lemma 4.1. Let f : [0,∞)→ R be a real positive function of class C1. If there exist positive constants γ0, γ1 and γ2 such that
f ′(t) ≤ −γ0f (t)+ γ1 exp(−γ2t) for all t ≥ 0,
then there exist positive constants γ and c such that
f (t) ≤ (f (0)+ cγ1) exp(−γ t) for all t ≥ 0.
Theorem 4.1. Let (w0, w1) ∈ W × L2(Ω), α is sufficiently small and w is the solution given in Theorem 3.1. Assume that
‖wtt‖2Γ1 ≤ cK 2(t)E(0), then the energy E(t) has the following decay rate
E(t) ≤ C1E(0) exp(−C2t), ∀t ≥ 0,
where K 2(t) = k21(t)+ k22(t)+ (k′2(t))2 and C1, C2 are positive constants.
Proof. Let w be the strong solution of (1.2)–(1.6) with the initial data (w0, w1) ∈ (H4(Ω) ∩ W ) × W satisfying the
compatibility condition (3.2). Our assumption will follow by standard density arguments.
The derivative of energy E(t) (see (1.7)) is given by
d
dt
E(t) = −τ1
∥∥∥∥∂wt∂ν
∥∥∥∥2
Γ1
+ τ1k1(t)
(
∂w0
∂ν
,
∂wt
∂ν
)
Γ1
− τ1
2
k′′1
∂w
∂ν
+ τ1
2
k′1(t)
∥∥∥∥∂w∂ν
∥∥∥∥2
Γ1
− τ2‖wt‖2Γ1 − τ2k2(t)(w0, wt)Γ1 −
τ2
2
k′′2w +
τ2
2
k′2(t)‖w‖2Γ1 − τ2rk2(0)‖wt‖2Γ1
+ τ2rk2(t)(w1, wt)Γ1 + τ2rk′2(t)(w0, wt)Γ1 −
τ2r
2
k′′′2 w +
τ2r
2
k′′2(t)‖w‖2Γ1
≤ −τ1
2
∥∥∥∥∂wt∂ν
∥∥∥∥2
Γ1
+ τ1
2
k21(t)
∥∥∥∥∂w0∂ν
∥∥∥∥2
Γ1
− τ1β1
2
k1(t)
∥∥∥∥∂w∂ν
∥∥∥∥2
Γ1
+ τ1β2
2
k′1
∂w
∂ν
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− τ2
2
‖wt‖2Γ1 +
τ2
2
k22(t)‖w0‖2Γ1 −
τ2β1
2
k2(t)‖w‖2Γ1 +
τ2β2
2
k′2w
− τ2rk2(0)‖wt‖2Γ1 +
τ2rβ4
2
k′′2w −
τ2rβ3
2
k′2(t)‖w‖2Γ1 +
τ2rk2(0)
4
‖wt‖2Γ1
+ τ2r
k2(0)
k22(t)‖w1‖2Γ1 +
τ2rk2(0)
4
‖wt‖2Γ1 +
τ2r
k2(0)
(k′2(t))
2‖w0‖2Γ1
≤ cK 2(t)E(0)− τ1
2
∥∥∥∥∂wt∂ν
∥∥∥∥2
Γ1
− τ1β˜
2
(
k1(t)
∥∥∥∥∂w∂ν
∥∥∥∥2
Γ1
− k′1
∂w
∂ν
)
− τ2β1
2
k2(t)‖w‖2Γ1
− τ2
2
‖wt‖2Γ1 +
τ2β2
2
k′2w −
τ2rk2(0)
2
‖wt‖2Γ1 +
τ2rβ4
2
k′′2w −
τ2rβ3
2
k′2(t)‖w‖2Γ1 , (4.1)
where β˜ = min{β1, β2}.
Define the perturbed modified energy by
L(t) = NE(t)+ ψ(t),
whereψ(t) = (β · ∇w,wt)+ 12 (w,wt) and N > 0. Using Young’s inequality and choosing N > 0 sufficiently large, we see
that
c0E(t) ≤ L(t) ≤ c1E(t) for some c0, c1 > 0. (4.2)
Proposition 4.1. For the strong solution w of (1.2)–(1.6) with the compatibility condition (3.2) and initial data (w0, w1) ∈
(H4(Ω) ∩W )×W, the following estimate hold:
d
dt
ψ(t) ≤ 1
2
∫
Γ1
(β · ν)|wt |2dΓ − 12‖wt‖
2 − 3
2
∫
Ω
a(w,w)dΩ
− 1
2
∫
Γ1
(β · ν)a(w,w)dΓ +
(
B1w,
∂
∂ν
(β · ∇w)+ 1
2
∂w
∂ν
)
Γ1
−
(
B2w, β · ∇w + w2
)
Γ1
− α‖∆F(w)‖2 − α
2
∫
Γ0
(β · ν)|∆F(w)|2dΓ . (4.3)
Proof. By using Green formula, (1.2) and (1.3),
d
dt
ψ(t) = (β · ∇wt , wt)+ 12‖wt‖
2 + (β · ∇w,wtt)+ 12 (w,wtt)
= 1
2
∫
Γ1
(β · ν)|wt |2dΓ − 12‖wt‖
2 − (β · ∇w,∆2w)
+α(β · ∇w, [w, F(w)])− 1
2
(w,∆2w)+ α
2
(w, [w, F(w)]).
Noting that, according to [4],
(β · ∇w,∆2w) =
∫
Ω
a(w, β · ∇w)dΩ −
(
B1w,
∂
∂ν
(β · ∇w)
)
Γ
+ (B2w, β · ∇w)Γ
=
∫
Ω
a(w,w)dΩ + 1
2
∫
Γ
(β · ν)a(w,w)dΓ −
(
B1w,
∂
∂ν
(β · ∇w)
)
Γ
+ (B2w, β · ∇w)Γ
and
(β · ∇w, [w, F(w)]) = −1
2
‖∆F(w)‖2 − 1
2
∫
Γ
(β · ν)|∆F(w)|2dΓ ,
we get
d
dt
ψ(t) = 1
2
∫
Γ1
(β · ν)|wt |2dΓ − 12‖wt‖
2 − 3
2
∫
Ω
a(w,w)dΩ
− 1
2
∫
Γ
(β · ν)a(w,w)dΓ +
(
B1w,
∂
∂ν
(β · ∇w)+ 1
2
∂w
∂ν
)
Γ
−
(
B2w, β · ∇w + w2
)
Γ
− α‖∆F(w)‖2 − α
2
∫
Γ
(β · ν)|∆F(w)|2dΓ . (4.4)
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Taking in consideration the boundary condition (1.3), we know that
B1w = B2w = ∇w = 0 on Γ0, wx = ∂w
∂ν
ν1, wy = ∂w
∂ν
ν2
and hence we get(
B1w,
∂
∂ν
(
β · ∇w + w
2
))
Γ0
=
(
∆w, (β · ν)∂
2w
∂ν2
+ 1
2
∂w
∂ν
)
Γ0
=
∫
Γ0
(β · ν)|∆w|2dΓ (4.5)
and ∫
Γ0
(β · ν)a(w,w)dΓ =
∫
Γ0
(β · ν)|∆w|2dΓ . (4.6)
From (4.4)–(4.6) and β · ν ≤ 0 on Γ0, we have
d
dt
ψ(t) ≤ 1
2
∫
Γ1
(β · ν)|wt |2dΓ − 12‖wt‖
2 − 3
2
∫
Ω
a(w,w)dΩ
− 1
2
∫
Γ1
(β · ν)a(w,w)dΓ +
(
B1w,
∂
∂ν
(β · ∇w)+ 1
2
∂w
∂ν
)
Γ1
−
(
B2w, β · ∇w + w2
)
Γ1
− α‖∆F(w)‖2 − α
2
∫
Γ0
(β · ν)|∆F(w)|2dΓ .
This completes the proof of Proposition 4.1. 
Thanks to [8], we have for  > 0(
B1w,
∂
∂ν
(β · ∇w)+ 1
2
∂w
∂ν
)
Γ1
≤ 
∥∥∥∥ ∂∂ν (β · ∇w)
∥∥∥∥2
Γ1
−
(ρ1
4
− Cρ21
) ∥∥∥∥∂w∂ν
∥∥∥∥2
Γ1
+ C
∥∥∥∥B1w + ρ1 ∂w∂ν
∥∥∥∥2
Γ1
(4.7)
and
−
(
B2w, β · ∇w + w2
)
Γ1
≤ ‖β · ∇w‖2Γ1 −
(ρ2
4
− Cρ22
)
‖w‖2Γ1 + C‖B2w − ρ2w‖2Γ1 . (4.8)
Noting that [2]
‖∆F(w)‖2Γ0 ≤ c‖w‖4H2−η(Ω) for some η > 0,
we see
− α
2
∫
Γ0
(β · ν)|∆F(w)|2dΓ ≤ cα‖w‖4H2(Ω) ≤ cα
(∫
Ω
a(w,w)dΩ
)2
, (4.9)
where we used the Sobolev imbedding [10] H2(Ω) ↪→ H2−η(Ω) and (2.1).
Applying (4.7)–(4.9) to (4.3), it follows that
d
dt
ψ(t) ≤ 1
2
∫
Γ1
(β · ν)|wt |2dΓ − 12‖wt‖
2 − 3
2
∫
Ω
a(w,w)dΩ − α‖∆F(w)‖2
− 1
2
∫
Γ1
(β · ν)a(w,w)dΓ + cα
(∫
Ω
a(w,w)dΩ
)2
+ 
∥∥∥∥ ∂∂ν (β · ∇w)
∥∥∥∥2
Γ1
+ ‖β · ∇w‖2Γ1 −
(ρ1
4
− Cρ21
) ∥∥∥∥∂w∂ν
∥∥∥∥2
Γ1
+ C
∥∥∥∥B1w + ρ1 ∂w∂ν
∥∥∥∥2
Γ1
−
(ρ2
4
− Cρ22
)
‖w‖2Γ1 + C‖B2w − ρ2w‖2Γ1 . (4.10)
On the other hand, since the bilinear form
∫
Ω
a(w,w)dΩ + ρ1‖ ∂w∂ν ‖2Γ1 + ρ2‖w‖2Γ1 is strictly coercive on H2(Ω) and the fact
β · ν ≥ δ on Γ1, there exists a constant c > 0 such that
‖β · ∇w‖2Γ1 +
∥∥∥∥ ∂∂ν (β · ∇w)
∥∥∥∥2
Γ1
≤ c
(∫
Ω
a(w,w)dΩ + ρ1
∥∥∥∥∂w∂ν
∥∥∥∥2
Γ1
+ ρ2‖w‖2Γ1
)
+ c
δ
∫
Γ1
(β · ν)a(w,w)dΓ . (4.11)
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Thus we have from (4.10) and (4.11)
d
dt
ψ(t) ≤ 1
2
∫
Γ1
(β · ν)|wt |2dΓ − 12‖wt‖
2 −
∫
Ω
a(w,w)dΩ − α‖∆F(w)‖2
− 1
2
∫
Γ1
(β · ν)a(w,w)dΓ + cα
(∫
Ω
a(w,w)dΩ
)2
−
(
1
2
− c
)∫
Ω
a(w,w)dΩ
+ c
(
ρ1
∥∥∥∥∂w∂ν
∥∥∥∥2
Γ1
+ ρ2‖w‖2Γ1
)
+ c
δ
∫
Γ1
(β · ν)a(w,w)dΓ −
(ρ1
4
− Cρ21
) ∥∥∥∥∂w∂ν
∥∥∥∥2
Γ1
+ C
∥∥∥∥B1w + ρ1 ∂w∂ν
∥∥∥∥2
Γ1
−
(ρ2
4
− Cρ22
)
‖w‖2Γ1 + C‖B2w − ρ2w‖2Γ1 .
First, choose  > 0 sufficiently small such that
1
2
− c > 0 and 1
2
− c
δ
> 0.
From (4.1) we easily check that E(t) ≤ cE(0) for some c > 0. This implies that ∫
Ω
a(w,w)dΩ is bounded. Thus we can
choose α sufficiently small such that
−
(
1
2
− c
)∫
Ω
a(w,w)dΩ + cα
(∫
Ω
a(w,w)dΩ
)2
≤ 0.
And then taking ρ1 and ρ2 sufficiently small such that
−c + ρ1
4
− Cρ21 := λ1 > 0 and − c +
ρ2
4
− Cρ22 := λ2 > 0,
we get by letting λ = min{λ1, λ2}
d
dt
ψ(t) ≤ 1
2
∫
Γ1
(β · ν)|wt |2dΓ − 12‖wt‖
2 −
∫
Ω
a(w,w)dΩ − α‖∆F(w)‖2
− λ
(
ρ1
∥∥∥∥∂w∂ν
∥∥∥∥2
Γ1
+ ρ2‖w‖2Γ1
)
+ c
∥∥∥∥B1w + ρ1 ∂w∂ν
∥∥∥∥2
Γ1
+ c‖B2w − ρ2w‖2Γ1 . (4.12)
Noting that
−k1(0)w − k′1 ∗
∂w
∂ν
= −k1(t) ∂w
∂ν
+
∫ t
0
k′1(t − s)
(
∂w(t)
∂ν
− ∂w(s)
∂ν
)
ds
and ∥∥∥∥∫ t
0
k′1(t − s)
(
∂w(t)
∂ν
− ∂w(s)
∂ν
)
ds
∥∥∥∥2
Γ1
≤
(∫ t
0
k′1(t − s)ds
)∫
Γ1
∫ t
0
k′1(t − s)
(
∂w(t)
∂ν
− ∂w(s)
∂ν
)2
dsdΓ
= (k1(t)− k1(0))k′1w ≤ −k1(0)k′1
∂w
∂ν
,
we deduce from (2.2) that∥∥∥∥B1w + ρ1 ∂w∂ν
∥∥∥∥2
Γ1
≤ c
(∥∥∥∥∂wt∂ν
∥∥∥∥2
Γ1
+ k21
∥∥∥∥∂w∂ν
∥∥∥∥2
Γ1
− k1(0)k′1
∂w
∂ν
+ k21
∥∥∥∥∂w0∂ν
∥∥∥∥2
Γ1
)
≤ c
{∥∥∥∥∂wt∂ν
∥∥∥∥2
Γ1
+ k1(0)
(
k1
∥∥∥∥∂w∂ν
∥∥∥∥2
Γ1
− k′1
∂w
∂ν
)
+ k21
∥∥∥∥∂w0∂ν
∥∥∥∥2
Γ1
}
, (4.13)
we used the fact that k1(t) ≤ k1(0) in the last inequality.
Similar calculations give that
‖B2w − ρ2w‖2Γ1 ≤ c(‖wt‖2Γ1 + ‖wtt‖2Γ1 + k22‖w‖2Γ1 − k2(0)k′2w + k22‖w0‖2Γ1 + k22‖w1‖2Γ1
+ (k′2)2‖w‖2Γ1 − k′2(0)k′′2w + (k′2)2‖w0‖2Γ1). (4.14)
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Using (4.12)–(4.14) and Young inequality, we derive that
d
dt
ψ(t) ≤ +cK 2(t)E(0)+ R
2
‖wt‖2Γ1 −
1
2
‖wt‖2 −
∫
Ω
a(w,w)dΩ − α‖∆F(w)‖2
− λ
(
ρ1
∥∥∥∥∂w∂ν
∥∥∥∥2
Γ1
+ ρ2‖w‖2Γ1
)
+ c
{∥∥∥∥∂wt∂ν
∥∥∥∥2
Γ1
+
(
k1
∥∥∥∥∂w∂ν
∥∥∥∥2
Γ1
− k′1
∂w
∂ν
)
+ k21
∥∥∥∥∂w0∂ν
∥∥∥∥2
Γ1
}
+ c(‖wt‖2Γ1 + ‖wtt‖2Γ1 + k22‖w‖2Γ1 − k2(0)k′2w + (k′2)2‖w‖2Γ1 − k′2(0)k′′2w), (4.15)
where R = maxx∈Ω¯ |x− x0|.
From (4.1) and (4.15), we have
d
dt
L(t) ≤ cNK 2(t)E(0)− Nτ1
2
∥∥∥∥∂wt∂ν
∥∥∥∥2
Γ1
− Nτ1β˜
2
(
k1(t)
∥∥∥∥∂w∂ν
∥∥∥∥2
Γ1
− k′1
∂w
∂ν
)
− Nτ2
2
‖wt‖2Γ1
− Nτ2β1
2
k2‖w‖2Γ1 −
Nτ2rβ3
2
k′2‖w‖2Γ1 +
Nτ2β2
2
k′2w −
Nτ2rk2(0)
2
‖wt‖2Γ1
+ Nτ2rβ4
2
k′′2w + cK 2(t)E(0)+
R
2
‖wt‖2Γ1 −
1
2
‖wt‖2 −
∫
Ω
a(w,w)dΩ − α‖∆F(w)‖2
− λ
(
ρ1
∥∥∥∥∂w∂ν
∥∥∥∥2
Γ1
+ ρ2‖w‖2Γ1
)
+ c
{∥∥∥∥∂wt∂ν
∥∥∥∥2
Γ1
+
(
k1
∥∥∥∥∂w∂ν
∥∥∥∥2
Γ1
− k′1
∂w
∂ν
)}
+ c(‖wt‖2Γ1 + ‖wtt‖2Γ1 + k22‖w‖2Γ1 − k2(0)k′2w + (k′2)2‖w‖2Γ1 − k′2(0)k′′2w)
≤ c(N + 1)K 2(t)E(0)− Nτ1
2
∥∥∥∥∂wt∂ν
∥∥∥∥2
Γ1
− Nτ1β˜
2
(
k1(t)
∥∥∥∥∂w∂ν
∥∥∥∥2
Γ1
− k′1
∂w
∂ν
)
− Nτ2
2
‖wt‖2Γ1
− Nτ2rk2(0)
2
‖wt‖2Γ1 +
R
2
‖wt‖2Γ1 −
1
2
‖wt‖2 −
∫
Ω
a(w,w)dΩ − α‖∆F(w)‖2
− λ
(
ρ1
∥∥∥∥∂w∂ν
∥∥∥∥2
Γ1
+ ρ2‖w‖2Γ1
)
− Nητ2(k2 + rk′2)‖w‖2Γ1 + Nη(k′2 − rk′′2)w
+ c
{∥∥∥∥∂wt∂ν
∥∥∥∥2
Γ1
+
(
k1
∥∥∥∥∂w∂ν
∥∥∥∥2
Γ1
− k′1
∂w
∂ν
)
+ ‖wt‖2Γ1 + ‖wtt‖2Γ1
}
−
(
Nτ2
(
β1
2
− η
)
− k2(0)
)
k2(t)‖w‖2Γ1 +
(
Nτ2r
(
−β3
2
+ η
)
(k′2)
2
)
k′2(t)‖w‖2Γ1
+
[
N
(
τ2(β2 − rβ3β4)
2
− η(1+ rβ3)
)
− k2(0)+ k′2(0)β3
]
k′2w. (4.16)
Since ‖wtt‖2Γ1 ≤ cK 2(t)E(0), choosing η > 0 with β32 < η < β12 and η < τ2(β2−rβ3β4)2(1+rβ3) , and then taking N large enough, we
get from (4.16)
d
dt
L(t) ≤ −c2E(t)+ c3K 2(t)E(0), (4.17)
where c2, c3 > 0.
From (2.5), (4.2) and (4.17), we get
d
dt
L(t) ≤ − c2
c1
L(t)+ c · c3E(0) exp(−2β˜t) for some c > 0.
By Lemma 4.1, there exist positive constant c4 and c5 such that
L(t) ≤ (L(0)+ c4E(0)) exp(−c5t), ∀t ≥ 0.
Using (4.2), we conclude that
E(t) ≤ C1E(0) exp(−C2t) ∀t ≥ 0,
for some positive constants C1, C2 > 0. This completes the proof of Theorem 4.1. 
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5. Conclusions
The existence result of a von Karman plate equation with boundary memory condition and output feedback control
is obtained via the Faedo–Galerkin method. And,when the relaxation function decays exponentially, it is proved that the
energy of global solutions decays exponentially making use of the perturbed energy method.
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