Abstract-In this paper, we introduce a general convex framework for robust beamforming, which is valid for both deterministic and stochastic uncertainty models, and provides robustness against errors both in the channel and in the interference covariance matrix estimations. Furthermore, we extend our design to a multiple-state interference model and show the performance gains obtained by exploiting the interference structure.
I. INTRODUCTION
Robust receive beamforming has attracted extensive studies for many years due to its practical significance in radar, wireless communications and many other fields. There are mainly two kinds of uncertainty models for robust designs: deterministic uncertainty model and stochastic uncertainty model. The former leads to a beamformer that optimizes the worst scenario within the uncertainty region irrespective of its probability of occurrence; while the later designs a beamformer that optimizes either the average performance or the performance for a certain outage probability level.
The uncertainty models should preferably take both the channel estimation errors and interference plus noise covariance matrix estimation errors into account. Designs against these errors have been studies extensively for deterministic uncertainty models [5] - [7] , [9] , [10] , including algorithms that consider both channel distortion and interference covariance uncertainties [5] . However, under stochastic uncertainty models, existing algorithms are only robust against channel distortions [11] while neglecting the role of interference covariance matrix estimation errors.
In this paper, we extend the generic framework of [11] to provide robustness not only to channel mismatch but also to errors in the interference plus noise covariance matrix. Finally, we illustrate the performance on different interference models: traditional single-state interference model and the multiplestate interference model proposed in [12] .
II. SYSTEM MODEL Assume a multiple antenna receiver, where the received signal is modeled as
where a is the constant channel vector, and i(k) and n(k) are the interference and noise components which are temporally white. The output signal after receive beamforming is
The output SINR is defined as
where we assume the symbol power E{s 2 (k)} = 1, and
H } is the interference plus noise covariance matrix.
The beamformer that maximizes the SINR is given by
for any scaling factor α that will not affect the SINR. In practice, the interference plus noise covariance matrix R i+n is difficult to obtain. However, this matrix can be replaced by the data covariance matrix
which results in the sample matrix inversion (SMI)-based minimum variance beamformer or Capon beamformer [1]
for some scalar α c . In theory, w * and w
where
is the data matrix and N is the number of samples. Sine N is finite,R = R. Furthermore, the channel vector is estimated with the appearance of interference and noise, makingâ = a. The Capon beamformer with estimated parameters is known to dramatically degrade the performance as compared to the optimal beamformer due to signal cancelation [2] - [4] . This has motivated a series of work known as robust designs. Denote the estimation errors byã =â − a,R =R − R. The deterministic uncertainty model assumesã andR to be confined within a deterministic region, and the robust beamformer is the solution to the worst-case signal to data power maximization problem
subject to a ∈ E, R ∈ Σ The stochastic uncertainty model assumes that stochastic information aboutã andR is available, and the probability constrained robust beamformer is obtained by solving
Apart from the aforementioned single-state interference model where the interference is modeled as spatially colored noise, in [12] , we proposed a multiple-state interference model, which can better reflect the bursty nature of the interference generated from modern fast resource allocation schemes. Here the interference is generated from one of the K states, and each state is characterized by a covariance matrix R k,i associated with a probability of occurrence p k , k = 1, 2, ..., K, K being the number of states in the model.
If it is possible to separate the observations from different states, then the sample mean data covariance for state k iŝ
where X k contains the N k sample observations generated from state k. Information about the current interference state could for example be obtained using low-rate backhaul communication from neighboring base stations, in a cellular system. There are also other ways to estimate the state parameters when the observations are not separable, such as the EM algorithm. In this paper, we just assume the observations are separable and the state covariance matrices have been estimated using (7) .
Notation:
: data covariance for state k III. GENERAL FORM OF ROBUST RECEIVE BEAMFORMING PROBLEM In this section, we will derive a general convex form of the robust beamforming design problem. First, notice that both (5) and (6) 
subject to Pr |w
When p = 1, (8) becomes (5) . Otherwise, (8) is a relaxed version of (6) .
In the following, we will prove that (8) can be further restricted to the following convex optimization problem:
The key step is to find proper A and B that make the constraints in (11) guarantee the constraints in (8) . The choice of A will depend on the uncertainty model assumed for the channel vector, and B will depend on the uncertainty model assumed for the interference .
The guidelines on how to choose A are given in Theorem 1, where the results are mainly taken from [11] with modifications. The choice of B is provided in Theorem 2, which is novel and is a contribution of this paper. Theorem 1. 1) If the channel estimation errorã is assumed to be restricted to a deterministic ellipsoid region:
a makes (12) equivalent to (9) with p = 1. 2) Ifã is a stochastic variable with 0 mean and covariance C a , then for any distribution ofã , (9) is fulfilled if
3) As a special case of 2), ifã ∼ CN (0,C a ), then
guarantees (9).
Proof: See the Appendix. 
is the inverse CDF of 2N degree chi-square distribution.
Proof: See the Appendix. So far, we have given guidelines on how to choose parameters A and B to make problem (11) give suboptimal solution to problem (8) , assuming single-state interference model. In the following, we will discuss how the parameter B and the constraint (13) can be modified to fit the multiple-state interference model.
A. Extension to Multiple-state interference model
For the multiple-state interference model, the current interference covariance is unknown. Of course we can choose not to exploit the multiple-state nature, and estimate the data covariance using (4) then solve (11).
Corollary 1.
If the interference shows a multiple-state nature as described in section II-A, then substituting
into (13) implies (10), whereR is the estimated covariance.
Proof: Notice that
inserting the above expression into (21), we obtain B. However, if it is possible to separate the observations generated from different states, then it is possible to estimate the data covariance for each state. In this case, we generalize (11) to the following multiple-state robust design problem. 
subject to ||A H w|| − Re{â H w} + 1 ≤ 0,
B k are chosen according to Theorem 2, using the covariance error distribution of state k. For example, whenR k is estimated using sample mean from i.i.d complex Gaussian vectors generated from state k, which corresponds to case 3) in Theorem 2, then
where β is from (16). In principle, (18) is a worst-state optimization problem. Whatever the current interference state is, beamformer designed from (18) will always satisfy the constraints in (8). 
IV. SIMULATION RESULTS
In this section, we will test the performance of the beamformers via simulations. We assume the receiver has M = 4 antennas, and the noise power σ 2 n = 1. The interference to noise ratio
where ρ(·) denotes the spectral radius. The interference covariance R i is randomly generated with rank 1. The signal to noise ratio is
We generate the channel estimation errorã ∼ CN (0, INR · I).
A. Performance on Single-state Interference Model
For single-state interference model, we generate the interference plus noise vectors according to complex Gaussian distribution CN (0, R i + σ 2 n I) and the covariance is estimated using the sample mean (4) with N = 100. The performance of the beamformer designed from (11) is tested, and the figure of merits are tightness of probability constraints and receive SINR. 1) Tightness of probability constraints: We first illustrate the tightness of the bound in (11) for Gaussian cases, i.e. using A from (14) and B from (15), to see how they will fulfill the constraints (9) and (10) respectively. We choose p = 0.9 in the probability constraints. Figure 1 and Figure 2 are the CDFs of signal power and data power respectively. To compute the CDFs, we first randomly generate an estimate of channel vectorâ (SNR = 10 dB) and interference covarianceR i (INR = 10 dB), then a beamformer is solved from (11) . We test the performance of this beamformer on 1000 possible values of the true a and R i that can give the estimates. For reference, we compare to the beamformer proposed in [11] .
In Figure 1 , the signal power |w H a| should exceed 1 with probability p = 0.9 according to (9) . We can see that the modified channel probability constraint (14) is tighter than the one proposed in [11] , but both fulfill the probability constraint (9) .
In Figure 2 , the data power w H Rw should be less than η with probability p = 0.9 according to (10) . We can see that the probability constraint (10) is as well fulfilled.
2) Receive SINR Performance: Above, the robustness of the beamformer designed from (11) is verified. Here we will study the performance of the robust design in the sense of output SINR. We first fix an SNR value, randomly generating a channel vector a and an interference covariance R i accordingly, and then generate 1000 possible estimates. For each estimate, a beamformer is solved from (11) , and an output SINR value is obtained. The mean and 90% percentile of these 1000 output SINRs are computed. Figure 3 shows the mean and 90% percentile SINR performance for the Capon beamformer (3) with estimated parameters, channel robust beamformer (11) with B = 0, and channel&covariance robust beamformer (11) with B = 0 from (15). The input SNR range is chosen as 10-20 dB since this range is most illustrative. When SNR is below 10 dB, the different curves merge together. we can see:
1) The robust designs not only increase the 90% percentile (guaranteed) SINR, but also improve the mean SINR. 2) Taking interference uncertainty into account will increase both the guaranteed and the mean SINR performance. Notice that since we have an interference limited scenario, the increasing SNR does not improve the performance so much.
B. Performance on Multiple-state Interference Model
We consider a two-state interference model, where both states have equal probability. The interference plus noise vectors for state k are generated according to complex Gaussian distribution CN (0, R k,i + σ 2 n I) and the covariance of state k is estimated using sample mean (7) with N = 100. The way of generating channel and its estimates is the same as in the single-state model described above. Figure 4 shows mean and guaranteed output SINRs for the single-state robust design (11) with B from (17) and the multiple-state robust design (18) with B from (19). We can see that by exploiting the multiple-state structure of the interference, the multiple-state robust design can improve both the mean and the guaranteed output SINR.
V. CONCLUSIONS
A general convex formulation for robust beamforming design, and an extension to a multiple-state interference model, are proposed. Simulations show that our design is superior not only in the sense of improving guaranteed output SINR, but also increasing mean output SINR. Furthermore, exploiting the multiple-state interference structure and thus applying the extended version of the general robust design problem brings further performance gains. The results were formulated and derived in terms of a receiving beamformer, for simplicity, but may be even more relevant for a transmitting beamformer based on the Signal to Leakage and Noise ratio (SLNR) [8] , where the beamformer cannot be adapted as quickly to varying interference situations.
VI. APPENDIX A. Proof of Theorem 1
See [11] for 1) and 2). In 3), differing from [11] , we use p g instead of p in the expression of A. In [11] , the search for the optimal beamformer is restricted to the region that
