1. Introduction {#sec0001}
===============

Attention-deficit/hyperactivity disorder (ADHD) is a highly prevalent heterogeneous neurodevelopmental disorder. Diagnostic standards for ADHD are clinical symptom-based, and rely primarily on subjective reports collected from multiple sources, which often cause biases and inconsistencies of the diagnoses.

Multimodal neuroimaging techniques have been widely implemented to investigate the neural substrates of ADHD. A number of structural MRI and Diffusion Tensor Imaging (DTI) studies have suggested that gray- and/or white-matter (GM/WM) structural underdevelopment in frontal lobe, thalamus, and striatum significantly contribute to the emergence of ADHD during childhood ([@bib0023]; [@bib0081]). Furthermore, functional aberrations in the fronto-thalamo/fronto-striatal circuitries have also been frequently reported to link with symptom onset in children with ADHD. For instance, altered task-driven or spontaneous neural activity in prefrontal cortex, thalamus, and striatum, and their functional connectivity, have been found to be significantly associated with increased inattentive and/or hyperactive-impulsive symptoms in children with ADHD ([@bib0005]; [@bib0013]; [@bib0022]; [@bib0047]; [@bib0059]; [@bib0082]). Increasingly, neuroimaging studies have found that more optimal structural/functional development in fronto-subcortical pathways may contribute to symptom reduction and remission of ADHD in adulthood. For instance, a longitudinal study found that persistently decreased GM thickness in dorsolateral prefrontal, middle frontal, and inferior parietal regions, and reduced WM fractional anisotropy (FA) in left uncinate and inferior frontal-occipital fasciculi were associated with a greater number of ADHD symptoms persisting into adulthood ([@bib0067], [@bib0068]). [@bib0055] reported that adults with persistent ADHD had thinner cortical thickness relative to the remitted ADHD in prefrontal region. In addition, greater prefronto--thalamo functional connectivity during a cue-evoked attention task ([@bib0010]), and greater within-frontal functional connectivity during resting-state ([@bib0031]), have been observed in adult ADHD remitters relative to the persisters. However, neuroimaging findings are widely inconsistent, partially due to the sample biases, differences of the implemented imaging and analytic techniques, and the limitations of the traditional parametrical models for group comparisons. Indeed, traditional statistical methods (e.g. t-tests, analysis of variance (ANOVA), correlation, etc.) estimate group differences only within a voxel or region of interest (ROI) at a time without having the capacity to explore how ROIs interact in linear and/or non-linear ways, as they quickly become overburdened when attempting to combine predictors and their interactions from high dimensional imaging data sets ([@bib0072]).

Compared to traditional parametrical models, multivariate machine learning techniques are able to leverage high dimensional information simultaneously to understand how variables jointly distinguish between groups ([@bib0033]). Support vector machine (SVM) is the most frequently applied machine learning classifier in neuroimaging data from children with ADHD, which has been aided by recursive feature elimination (RFE), temporal averaging, principle component analysis (PCA), fast Fourier transform (FFT), independent component analysis (ICA), 10-fold cross-validation (CV), hold-out, and leave-one-out cross-validation (LOOCV) techniques, to distinguish children with ADHD from normal controls ([@bib0004]; [@bib0008]; [@bib0009]; [@bib0012]; [@bib0021]; [@bib0027]; [@bib0041]; [@bib0042]; [@bib0065]; [@bib0083]). The commonly reported most important features (according to importance score) that contribute to successful group discrimination included functional connectivity of bilateral thalamus, functional connectivity, surface area, cortical curvature and/or voxel intensity in frontal lobe, cingulate gyrus, temporal lobe, etc. ([@bib0004]; [@bib0012]; [@bib0041]). SVM has also been applied to structural MRI and DTI data collected from adults with ADHD and controls, which reported between-group differences in widespread GM and WM regions in cortices, thalamus, and cerebellum ([@bib0007]). Neural network-based techniques, including deep belief network, fully connected cascade artificial neural network, convolutional neural network, extreme learning machine, and hierarchical extreme learning machine, have also been applied to structural MRI and resting-state functional MRI (fMRI) data in children with ADHD and controls ([@bib0017]; [@bib0045]; [@bib0053]; [@bib0056]; [@bib0057]; [@bib0088]). The most important group discrimination predictors identified by these neural network studies included functional connectivity within cerebellum, surface area, cortical thickness and/or folding indices of frontal lobe, temporal lobe, occipital lobe and insula ([@bib0017]; [@bib0053]; [@bib0057]). In addition, principle component-based Fisher discriminative analysis (PC-FDA) ([@bib0086]), Gaussian process classifiers (GPC) ([@bib0038]; [@bib0048]), and multiple kernel learning ([@bib0014]; [@bib0032]) have also been used in functional and structural MRI data to discriminate children with ADHD from controls. Supplementary Table 1 provides more details of existing machine learning studies in ADHD. These existing studies have either utilized features representing regional/voxel brain properties collected from only single imaging modality, or the combination of two modalities (mostly structural MRI and resting-state fMRI) ([@bib0004]; [@bib0027]; [@bib0038]; [@bib0041]; [@bib0042]), or reported poor accuracy ([@bib0014]; [@bib0065]; [@bib0088]). Some studies did not conduct the necessary step of estimating the most important features that contribute to accurate classifications ([@bib0008]; [@bib0014]; [@bib0045]; [@bib0056]; [@bib0065]; [@bib0074]; [@bib0088]). Systems-level functional and structural features, such as global and regional topological properties from functional brain networks during cognitive processes and WM tract properties have not been considered. In addition, relations between the suggested predictors from imaging features and clinical/behavioral symptoms in samples of ADHD patients, which can provide important clinical context, have not been studied.

Ensemble learning techniques (ELTs), which integrate results from multiple basic classifiers by using voting ([@bib0046]; [@bib0060]), bagging ([@bib0003]), stacking ([@bib0080]), or boosting ([@bib0042]; [@bib0062]; Yoav [@bib0084]) strategies, have been recently developed in the big data science field, to deal with complicated feature variations, biases, and optimized prediction performances ([@bib0016]; [@bib0079]). ELTs have been applied in three recent studies to discriminate patients with ADHD from controls ([@bib0024]; [@bib0074]; [@bib0085]). [@bib0024] applied a voting-based ELT, along with hold-out technique for CV, in structural MRI and resting-state fMRI data from children with ADHD and controls, and reported an important group discrimination predictor of dorsomedial-dorsolateral functional connectivity in the motor network. Voting-based ELT has also been applied in electroencephalogram (EEG) data collected from adults with ADHD and controls, without reporting the most important discrimination predicators ([@bib0074]). Very recently, [@bib0085] applied ELTs in structural MRI data from patients with ADHD (both adults and children) and controls, and suggested that GM volume of bilateral caudate and thalamus and orbitofrontal surface area significantly contribute to successful group discrimination. However, clarifications about optimization strategies was lacking and low accuracy of discriminations (\<0.65) was reported.

The current study applied ELTs to structural MRI, DTI, and task-based fMRI data collected from a sample of adults with childhood ADHD who were clinically followed from ages 7--11 years and never-ADHD controls who have been followed since adolescence. All currently available optimization strategies (i.e., voting, bagging, boosting and stacking techniques) were tested in a pool of semifinal classification results generated by seven basic classifiers (including K-Nearest Neighbors (KNN), SVM, logistic regression (LR), Naïve Bayes (NB), linear discriminant analysis (LDA), random forest (RF), and multilayer perceptron (MLP)). A nested CV including an inner LOOCV and an outer 5-fold CV were applied with grid search to tune the hyperparameters and minimize the overfitting. The high-dimensional neuroimaging features for classification included regional cortical GM thickness and surface area, GM volume of subcortical structures estimated from structural MRI data, volume and FA of major WM fiber tracts derived from DTI data, the pair-wise regional connectivity and global/nodal topological properties (i.e., global-, local-, and nodal-efficiency, etc.) of the cue-evoked attention processing network computed from task-based fMRI data. Based on findings from existing studies ([@bib0010]; [@bib0031]; [@bib0051]; [@bib0055]; [@bib0067], [@bib0068]), we hypothesized that structural and functional alterations in frontal, parietal, and subcortical areas and their interactions would significantly contribute to accurate discrimination of ADHD probands (adults diagnosed with ADHD in childhood) from controls; while abnormal fronto-parietal hyper-communications in right hemisphere would play an important role in inattentive and hyperactive/impulsive symptom persistence in adults with childhood ADHD. Finally, we hypothesized that classification performance parameters (accuracy, area under the curve (AUC) of the receiver operating characteristics (ROC), etc.) derived from ELT-based procedures would be superior to those of basic model-based procedures.

2. Materials and methods {#sec0002}
========================

2.1. Participants {#sec0003}
-----------------

Seventy-two young adults \[mean (SD) age 24.4 (2.1) years\] who provided good quality data from multimodal neuroimaging and clinical assessments, participated in this study. There were 36 ADHD probands diagnosed with ADHD combined-type (ADHD-C) in childhood and 36 group-matched comparison subjects with no history of ADHD. Among the 36 ADHD probands, 18 were classified as ADHD remitters, who were endorsed no more than 3 inattentive or 3 hyperactive/impulsive symptoms in adulthood and had no more than 5 symptoms in total. The other 18 probands were classified as ADHD persisters, endorsing at least five inattentive and/or hyperactive/impulsive symptoms in their adulthood and at least 3 symptoms in each domain.

Those with ADHD were recruited when they were 7--11 years-old and subsequently clinically followed. Childhood diagnoses were based on teacher ratings using the IOWA Conners' Teachers Rating Scale ([@bib0050]) and parent interview using the Diagnostic Interview Schedule for Children version 2 (DISK-2) ([@bib0066]). Exclusion criteria in childhood were chronic medical illness; neurological disorder; diagnosis of schizophrenia, autism spectrum disorder, or chronic tic disorder; Full Scale IQ \< 70; and not speaking English. The never-ADHD comparison group was recruited in adolescence, as part of an adolescent follow-up of the ADHD sample, and history of ADHD was ruled out using the ADHD module of the DISK-2, the IOWA Conners, and the Schedule for Affective Disorders and Schizophrenia for School-Age Children (K-SADS) ([@bib0043]), which was administered to both the parent and adolescent. Adult psychiatric status was assessed using the Structured Clinical Interview for DSM-IV Axis I Disorders ([@bib0030]), supplemented by a semi-structured interview for ADHD that was adapted from the K-SADS and the Conners' Adult ADHD Diagnostic Interview for DSM-IV ([@bib0026]). Raw scores of inattentive and hyperactive/impulsive symptoms from the Conner\'s Adult Self-Rating Scale were normalized into T scores based on DSM-IV standard, and were used as dimensional measures for inattentive and hyperactive/impulsive behaviors. Exclusion criteria in adulthood were psychotropic medication that could not be discontinued and conditions that would preclude MRI (e.g., metal in body, pregnancy, too obese to fit in scanner). Clinical and demographic information are listed in [Table 1](#tbl0001){ref-type="table"}.Table 1Demographic and clinical characteristics in groups of controls and ADHD probands (and further in the sub-groups of remitters and persisters of the ADHD probands).Table 1Controls (*N* = 36)ADHD (*N* = 36)Remitted (*N* = 18)Persistent (*N* = 18)Mean (SD)Mean (SD)pMean (SD)Mean (SD)pAge24.3 (2.3)24.66 (2.0)0.4824.79 (2.2)24.52 (2.0)0.7Full-scale IQ103.83(15.4)97.96 (14.1)0.199.22 (14.9)96.71 (13.6)0.6Conners' Adult ADHD Rating Scale (T score)Inattentive45.75 (8.8)56.5 (13.2)\<0.00149.83 (10.9)63.17 (12.0)0.001Hyperactive/impulsive42.97 (6.2)53.64 (12.9)\<0.00146.17 (9.0)61.11 (12.0)\<0.001ADHD Total43.89 (8.2)56.5 (14.7)\<0.00142.61 (7.5)54.33 (8.8)\<0.001ADHD semistructured interview (number of symptoms)0.79 (1.6)6.17 (5.2)\<0.0012.64 (2.0)10.24 (3.6)\<0.01N (%)N (%)pN (%)N (%)pMale31 (86.1)30 (83.3)0.7416 (88.9)14 (77.8)0.37Right-handed32 (88.9)32 (88.9)115 (83.3)16 (88.9)0.63Race0.170.59Caucasian15 (41.7)21 (58.3)9 (50.0)12 (66.7)African American13 (36.1)7 (19.4)4 (22.2)3 (16.7)More than one race6 (16.7)8 (22.2)5 (27.8)3 (16.7)Asian2 (5.6)0 (0.0)0 (0.0)0 (0.0)Ethnicity0.090.74Hispanic/Latino10 (27.8)17 (47.2)8 (44.4)9 (50.0)Task performance measuresMean (SD)Mean (SD)pMean (SD)Mean (SD)pReaction time average395.8 (53.1)422.8 (74.3)0.08431.1 (67.0)439.1 (107.8)0.79Reaction time std129.6 (24.8)137.2 (29.9)0.25136.2 (27.6)138.2 (32.8)0.84Anticipation error1.86 (2.1)1.74 (1.6)0.781.69 (1.6)1.78 (1.7)0.88Commission error0.33 (0.8)0.85 (1.4)0.070.75 (1.6)0.94 (1.3)0.7Omission error4.97 (5.8)8 (10.8)0.154.38 (4.0)11.22 (13.8)0.06

The study received Institutional Review Board approval at the participating institutions. Participants provided signed informed consent and were reimbursed for their time and travel expenses.

2.2. Multimodal neuroimaging data acquisition protocol {#sec0004}
------------------------------------------------------

Multimodal neuroimaging data of each participant were collected using the same 3.0T Siemens Allegra (Siemens, Erlangen, Germany) whole body MRI scanner. High resolution 3-dimensional T1-weighted structural MRI data was acquired using magnetization prepared rapid gradient echo pulse sequence with TR=2050 ms, TE=4.38 ms, inversion time (TI)=1.1 s, flip angle=8°, field of view (FOV)=256 mm × 256 mm × 256 mm, voxel size=0.94 mm × 0.94 mm × 1 mm. DTI data were collected using an echo planar imaging (EPI) pulse sequence with a *b*-value = 1250 s/mm^2^ along 12 independent non-collinear orientations, as well as one reference volume without diffusion-weighting *b* = 0 s/mm^2^ (TR=5200 ms, TE=80 ms, flip angle=90°, FOV=128 mm × 128 mm, voxel size=1.875 mm × 1.875 mm × 4 mm, matrix=128 × 96, number of slices=63). FMRI data were acquired using a gradient-echo EPI sequence with TR=2500 ms, TE=27 ms, flip angle=82°, matrix=64 × 64, slice thickness=4 mm, 40 slices, in-plane resolution=3.75 mm^2^. Images were acquired with slices positioned parallel to the anterior commissure-posterior commissure line. The total duration of fMRI data acquisition was 20 min, which contained 4 runs of a cued attention task (CAT) with stimuli counter-balanced.

2.3. The cued attention task (CAT) for fMRI {#sec0005}
-------------------------------------------

The CAT was developed and described in detail in ([@bib0010], [@bib0011]; [@bib0051]). Briefly, it began and ended with a 30-second fixation period. The task contained a series of 120 letters, including 24 targets ("X"), 12 cues ("A"), and 84 non-cue letters ("B" through "H"). For the 24 targets, half of them were preceded by a cue, and the other half were preceded by a non-cue letter. Participants were told that a cue ("A") was always followed by the target letter ("X"), but not all targets were preceded by a cue letter. The letters were presented individually for 200 ms with a pseudorandom inter-stimulus interval which ranged from 1550 to 2050 ms (mean=1800 ms/run). Participants were instructed to respond to each target as rapidly as possible using their right index finger. Before entering the scanner, detailed instructions and practice trials of the task were provided to each participant to ensure satisfactory performance.

2.4. Multimodal imaging data processing for feature extractions {#sec0006}
---------------------------------------------------------------

For each subject, the T1-weighted data was reconstructed into a 3-dimensional cortical model for thickness and area estimations using FreeSurfer v.5.3.0 (<https://surfer.nmr.mgh.harvard.edu>). Each volume was first registered to the Talairach atlas. Intensity variations caused by magnetic field in homogeneities were corrected and non-brain tissue was removed. A cutting plane was used to separate the left and right hemispheres and to remove the cerebellum and brainstem. Two mess surfaces (mess of grids created using surface tessellation technique) were generated between GM and WM (WM surface), as well as between GM and cerebrospinal fluid (pial surface). The distance between the two closest vertices of the WM and pial surfaces represented the cortical thickness at that specific location. Cortical subregions were parcellated based on the Desikan atlas. A total of 202 structural MRI features, including regional cortical GM thickness, surface area, and GM volume of subcortical structures were extracted from each subject.

The DTI data was corrected for eddy current-induced distortions due to the changing gradient field directions. Head motion was corrected with non-diffusion-weighted reference image (b0 image) using an affine, 12 degrees of freedom registration. Then the FA value and principle diffusion direction at each brain voxel were calculated. WM probabilistic tractography between each pair of 18 ROIs (bilateral thalami, putamen and caudate nuclei from striatum, hippocampus, and frontal, parietal, occipital, temporal, and insular cortices based on the Harvard-Oxford Cortical Atlases and Julich Histological Atlas) were constructed using the FSL/BEDPOSTX tool. The multi-fiber probabilistic connectivity-based method was applied to determine the number of pathways between the seed and each of the target clusters, with the default setting of parameters for the Markov Chain Monte Carlo estimation of the probabilistic tractrography. At the end, a total of 120 DTI-based features, including the volume and FA of cortico-cortical and subcortico-cortical WM fiber tracts were extracted for each subject.

The fMRI data from each participant was preprocessed using Statistical Parametric Mapping version 8 (SPM8, Wellcome Trust center for Neuroimaging, London, United Kingdom; <http://www.fil.ion.ucl.ac.uk/spm/>) implemented on a MATLAB platform. The preprocessing procedures included slice timing correction, realignment, co-registration, segmentation, normalization, and spatial smoothing. The first-level analyses were conducted using general linear model (GLM) to generate the activation map responding to the cues. The group average activation maps for ADHD probands and controls were generated, respectively. A total of 52 cortical and subcortical seed regions, which was parceled according to the structural and functional connectivity-based Brainnetome atlas, were determined based on the results of the combination of the functional activation maps of the groups of ADHD probands and controls ([@bib0028]). To construct the cue-evoked attention processing network, the single-trial beta value series from the 48 cue-related events in the four runs were extracted. Among all the voxels in each of the 52 node ROIs, the average beta value series was calculated and used to create a 52 × 52 pair-wise Pearson correlation matrix. Then the graph theoretic techniques (GTTs) were carried out. More details of the fMRI data processing can be found in ([@bib0051]). A total of 200 fMRI features, including the global- and local-efficiency of the entire network, the nodal efficiency, degree, and betweenness-centrality measures of the 52 nodes, as well as their pair-wise functional connectivities, were generated for each subject.

2.5. Modeling of ensemble learning architecture (ELT) {#sec0007}
-----------------------------------------------------

Modeling of the ELTs for classifications between ADHD probands and controls, as well as between ADHD persisters and remitters respectively, is described in [Fig. 1](#fig0001){ref-type="fig"}. Specifically, Part A of [Fig. 1](#fig0001){ref-type="fig"} presents feature selection and preparation flow. In order to decrease the risk of overfitting, two-sample t-tests were applied and a total of 20 neuroimaging features that showed the largest between group differences were first selected from the 522 multimodal neuroimaging features derived from structural MRI, DTI, and fMRI data. Then each value of the 20 selected features was normalized by using a z-score transformation in the feature-specific space. The normalized 20 top-ranked neuroimaging features were then entered to the training and validation procedures (Part B of [Fig. 1](#fig0001){ref-type="fig"}), which consisted of a nested CV (there were two CV loops, including an outer 5-fold CV loop to split the data into training set and validation set, and an inner loop to tune the hyperparameters for 7 basic models and 4 ELTs-based models using grid search in combination with LOOCV). More specifically, the 20 neuroimaging features were split into a total of 5 stratified folds such that each fold consisted of balanced 20% of the entire data. The five-fold CV was performed by using these 5 stratified folds, where each trial dedicated four folds for training data and the remaining one for validation. Then for each iteration in 5-fold CV, the corresponding training set was sent into the LOOCV processing. In each iteration, one subject was extracted from the training set to act as a validation data, and the remaining subjects were trained to construct the models. According to the classification performance of the validation data, the hyperparameters for each model were tuned and the optimal hyperparameters setup were selected using grid search. More details of the hyperparameters are described in [Table 2](#tbl0002){ref-type="table"}. We utilized the LOOCV to tune the hyperparameters of 7 basic models, including KNN, SVM, LR, NB, LDA, RF, and MLP. Based on the hyperparameters of basic models, we applied LOOCV to tune the hyperparameters of 4 ELTs-based models, including max Voting, Bagging, AdaBoost, Stacking. As shown in Part C of [Fig. 1](#fig0001){ref-type="fig"}, during iterations of 5-fold CV outer loop, the performance of each basic and ELTs-based models with the optimal hyperparameters derived from LOOCV inner loop iterations was evaluated. The group average of classification performance of each classifier derived from each iteration of 5-fold CV was generated. The 7 basic and 4 ELTs-based models according to the group average value of AUC of the ROC from iterations of 5-fold CV outer loop. The basic and ELTs-based models with the highest average AUC were selected as optimal classifiers. Based on the types of ELT-based models we evaluated and selected, the importance score corresponding each feature was then calculated using the ELT-based model and the corresponding basic models.Fig. 1The ensemble learning flowchart. (sMRI: structural MRI; DTI: diffusion tensor imaging; fMRI: functional MRI; CV: cross-validation; LOOCV: leave-one-out cross-validation; AUC: the area under the receiver operating characteristic curve; ELTs: ensemble learning techniques).Fig 1Table 2The hyperparameters of 7 basic models and 4 ELTs-based models. (ELTs: ensemble learning techniques; KNN: k-nearest neighbors; SVM: support vector machine; LR: logistic regression; RF: random forest; LDA: linear discriminant analysis; MLP: multilayer perceptron).Table 2ClassifiersHyperparametersKNNn_neighbors: \[1, 3, 5, 7, 9\]; algorithm: \['auto', 'ball_tree', 'kd_tree', 'brute'\]; p: \[1, 2, 3\]SVMC: \[0.001, 0.01, 0.1, 1, 10, 100, 1000\]; gamma: \['auto', 'scale'\]; kernel: \['linear', 'rbf', 'poly', sigmoid\]LRsolver: \['newton-cg', 'lbfgs', 'sag', 'saga'\]; multi_class: \['ovr', 'multinomial', 'auto'\]RFn_estimators: list(range(3, 60, 5)); criterion: \['gini', 'entropy'\]; min_samples_leaf: \[3, 5, 10\]; max_depth: \[3, 4, 5, 6\]; min_samples_split: \[3, 5, 10\]; bootstrap: \[True, False\]LDAsolver: \['svd', 'lsqr', 'eigen'\]MLPactivation: \['identity', 'logistic', 'tanh', 'relu'\]; solver: \['lbfgs', 'sgd', 'adam'\]; hidden_layer_sizes: np.arange(1, 72, 10); max_iter: \[4000\]ELT-Votingestimators; voting: \['hard', 'soft'\]ELT-Baggingbase_estimator; n_estimators: list(range(10, 150, 10)); max_samples=\[0.2, 0.3, 0.4, 0.5\]; max_features=\[0.5, 0.6, 0.7, 0.8, 0.9, 1.0\]ELT-Boostingbase_estimator; n_estimators: list(range(10, 150, 10)); learning_rate: list(range(0.01, 1, 0.01))ELT-Stackingclassifiers; meta_classifiers

We also applied unsupervised learning (i.e. the hierarchical clustering) in our dataset. The hyperparameters, including the metric used to compute the linkage (affinity), the linkage criterion used to determine which distance between sets of observation (linkage) were also tuned by using grid search. Then the model with best classification performance (i.e. accuracy) was selected. All the procedures were conducted by in-house codes developed in Python 3.7.

2.6. Regression models {#sec0008}
----------------------

Following the classification procedures, we constructed the regression models to identify the relations between the neuroimaging features and the clinical inattentive and hyperactive/impulsive symptom T-scores. Based on the ELT-based classification results, the top three neuroimaging features were selected based on the weight of each feature in the optimal discriminators between ADHD and normal controls, as well as between ADHD persisters and remitters. Then, we applied Ordinary Least Squares (OLS) ([@bib0040]), Ridge regression ([@bib0039]), least absolute shrinkage and selection operator (LASSO) regression ([@bib0061]; [@bib0075]), Elastic Net regression ([@bib0087]) to construct the prediction models for inattentive and hyperactive/impulsive T-scores, respectively. The same nested CV utilized in previous steps were also conducted in regression model construction. The hyperparameters included the regularization strength (alpha), solver to use in the computational routines (solver) for Ridge regression, the constant that multiplies the L1 term (alpha) for LASSO regression, the constant that multiplies the penalty terms (alpha), the Elastic Net mixing parameter (l1_ratio) for Elastic Net regression. During the iteration of 5-fold CV outer loop, the performance of each regression model with the optimal hyperparameters derived from LOOCV inner loop iterations was evaluated. The group average of regression performance, including the Pearson correlation coefficient and mean squared error (MSE) between predicted and observed values, of each regression model derived from each iteration of 5-fold CV were calculated. Again, all the regression analyses were conducted by in-house codes developed in Python 3.7.

2.7. Evaluation measures {#sec0009}
------------------------

The performance of each classification procedure classifier was measured in terms of classification accuracy, sensitivity, and specificity. The accuracy of a machine learning classification algorithm is to measure how often the algorithm classifies a data point correctly. It is defined as:$$Accuracy = \frac{TP + TN}{TP + TN + FP + FN}$$where *TP* is true positive, *TN* is true negative, *FP* is false positive, and *FN* is false negative.

Sensitivity describes the proportion of actual positive cases that are correctly identified as positive. It implies that there will be another proportion of actual positive cases, which would get predicted incorrectly as negative. The sensitivity is defined as:$$Sensitivity\mspace{6mu}\left( {Recall} \right) = \frac{TP}{TP + FN}$$

Specificity is a measure of the proportion of actual negatives, which got predicted as the negative. It implies that there will be another proportion of actual negative, which got predicted as positive and could be termed as false positives. It is defined as:$$Specificity = \frac{TN}{TN + FP}$$

In addition, a ROC curve was plotted to illustrate the diagnostic ability of a binary classifier system as its discrimination threshold is varied. In the classification case, we calculated the confusion matrix for each iteration cycle of the classifier and calculated the AUC of ROC. AUC provides an aggregate measure of performance across all possible classification thresholds. One way of interpreting AUC is as the probability that the model ranks a random positive example more highly than a random negative example. The AUC of ROC is defined as:$$AUC = 2\mspace{6mu} \times \frac{Precision \times Recall}{Precision + Recall}$$

Among the equation of AUC, Precision and Recall are defined, respectively, as:$$Precision = \frac{TP}{TP + FP}$$$$Recall = \frac{TP}{TP + FN}$$

For the regression model, the Pearson correlation coefficient and MSE between predicted values and actual values were calculated. The Pearson correlation coefficient is a measure of the linear correlation between two variables. It is defined as:$$\rho_{X,Y} = \frac{cov\left( {X,\mspace{6mu} Y} \right)}{\sigma_{X}\sigma_{Y}}$$where *cov* is the covariance, *σ~X~* is the standard deviation of *X, σ~Y~* is the standard deviation of *Y*.

The MSE of an estimator measures the average squared difference between the estimated values and the actual value, which is defined as:$$MSE = \frac{1}{n}\sum\limits_{i = 1}^{n}\left( {Y_{i} - {\hat{Y}}_{i}} \right)^{2}$$

Where *Y~i~* and ${\hat{Y}}_{i}$ represent the actual and predicted value.

3. Results {#sec0010}
==========

3.1. Demographic, clinical and behavioral measures {#sec0011}
--------------------------------------------------

The demographic, clinical information and behavioral performance of all groups are summarized in [Table 1](#tbl0001){ref-type="table"}. There were no significant demographic between-group differences. Moreover, all participants achieved *a* \> 85% rate for response accuracy when performing the fMRI task. Task performance measures, including reaction time, response accuracy rate, omission error rate, commission error rate did not show between-group differences (*p* \> 0.05).

3.2. Classification model performance {#sec0012}
-------------------------------------

The [Table 3](#tbl0003){ref-type="table"} (Part I) summarizes the ADHD probands vs. controls classification performances of the basic models and ELTs. Additional details of ADHD probands vs. controls classification performance of ELTs are shown in Supplementary Table 2 (Part I). The classifier of SVM performed the best among the seven basic models regarding the AUC, accuracy, and specificity (AUC=0.87, accuracy=0.816, specificity=0.942). Furthermore, the bagging-based ELT with SVM as the basic model performed the best among all ensemble models (AUC = 0.89). [Table 3](#tbl0003){ref-type="table"} (Part II) summarizes ADHD persisters vs. remitters classification performances of the basic models and ELTs, and again demonstrated that SVM performed the best among all the basic models regarding the AUC and accuracy (AUC=0.85, accuracy=0.7), while the bagging-based ELT with SVM as the basic model performed the best among all ensemble models (AUC = 0.9). Supplementary Table 2 (Part II) provided more details of ADHD persisters vs. remitters classification performance of ELTs.Table 3The results of 7 basic and 4 ELTs-based classifications between the groups of ADHD and normal controls (Part I) as well as between the groups of ADHD persisters and ADHD remitters (Part II). (ELT: ensemble learning technique; KNN: k-nearest neighbors; SVM: support vector machine; LR: logistic regression; RF: random forest; LDA: linear discriminant analysis; MLP: multilayer perceptron; AUC: the area under the receiver operating characteristic curve; ADHD: attention deficit/hyperactivity disorder; NC: normal controls; ADHD-R: ADHD remitters; ADHD-P: ADHD persisters).Table 3ClassifiersSpecificitySensitivityAccuracyAUCPart I: ADHD vs. NCKNN0.720.660.6890.69SVM0.9420.690.8160.87LR0.7560.7420.750.85NB0.7780.7180.7480.86RF0.8660.750.7050.82LDA0.7340.7740.7540.78MLP0.7820.7460.7640.84ELT-Voting0.8080.7180.7630.87ELT-Bagging0.7340.7980.7660.89ELT-Boosting0.670.770.7210.88ELT-Stacking0.7560.7420.750.82Part II: ADHD-P vs. ADHD-RKNN0.40.9340.6670.72SVM0.650.750.70.85LR0.60.6820.6420.85NB0.7340.650.6920.77RF0.7340.60.6670.76LDA0.5680.5180.5420.63MLP0.6340.750.6920.84ELT-Voting0.80.650.7250.82ELT-Bagging0.750.5820.670.90ELT-Boosting0.750.6820.7170.86ELT-Stacking0.8840.6840.7830.82

3.3. ROC curves of classification models {#sec0013}
----------------------------------------

The ROC curve for each classification procedure, including the unsupervised hierarchical clustering is plotted in [Fig. 2](#fig0002){ref-type="fig"}. Results showed that classification performance parameters of the ELTs-based procedures were greatly improved compared to those of the basic model-based procedures. In addition, relative to the performance improvement between ensemble learning and basic models of the classification between ADHD and normal controls, the performance improvement of classification between ADHD persisters and remitter is greater.Fig. 2The AUC of each classification procedure for discrimination between ADHD probands and normal controls (A), and between ADHD persisters and remitters (B). (KNN: k-nearest neighbors; SVM: support vector machine; LR: logistic regression; RF: random forest; LDA: linear discriminant analysis; MLP: multilayer perceptron; HC: hierarchical clustering; ROC: the receiver operating characteristic curve; AUC: the area under the ROC curve).Fig 2

4. Importance score of the classification model {#sec0014}
===============================================

The importance score of top three features for the classifications between ADHD probands and normal controls, and between ADHD persisters and remitters are shown in [Table 4](#tbl0004){ref-type="table"}. More specifically, the nodal efficiency of right inferior frontal gyrus (IFG), the functional connectivity between right middle frontal gyrus (MFG) and right inferior parietal lobule (IPL), the volume of right amygdala served as the top three important features in the classification model between ADHD and normal controls. The nodal efficiency of right MFG, functional connectivity between right MFG and right IPL, and betweenness-centrality of left putamen played the three most important characteristics in the classification between ADHD persisters and remitters.Table 4The importance scores of top three features of classifications between ADHD probands and normal controls, as well as between ADHD persisters and ADHD remitters. (FC: functional connectivity; NC: normal controls; ADHD: attention deficit/hyperactivity disorder; ADHD-P: ADHD persisters; ADHD-R: ADHD remitters).Table 4FeatureImportance ScoreADHD vs. NCNodal efficiency of right Inferior Frontal gyrus0.134FC between right Middle Frontal gyrus and right Inferior Parietal lobule0.111Volume of right amygdala0.1ADHD-P vs. ADHD-RNodal efficiency of right Middle Frontal gyrus1.028FC between right Middle Frontal gyrus and right Inferior Parietal lobule0.852Betweenness-centrality of left putamen0.677

4.1. Regression model and importance score {#sec0015}
------------------------------------------

The regression results ([Table 5](#tbl0005){ref-type="table"}) indicated that Elastic Net regression performed the best for the prediction of both inattentive and hyperactive/impulsive T-scores. [Table 6](#tbl0006){ref-type="table"} shows the importance scores of the top three features of Elastic Net regression for inattentive and hyperactive/impulsive symptom T-scores. Specifically, the top three features for the prediction of inattentive T-score were the nodal efficiency of right IFG, the functional connectivity between MFG and IPL in right hemisphere, the volume of right amygdala. The top three features for the prediction of hyperactive/impulsive T-score included the nodal efficiency in right IFG, the functional connectivity between right MFG and right IPL, the nodal efficiency of right MFG.Table 5Pearson correlation coefficient and mean squared error performance of regression models.Table 5RegressionPearson Correlation CoefficientMSET-InattentiveOLS*r* = 0.4603; *p* \< 0.001126.3LASSO*r* = 0.4592; *p* \< 0.001124.6Ridge*r* = 0.4605; *p* \< 0.001126.1Elastic Net*r* = 0.4689; *p* \< 0.001121.1T-Hyperactive/ImpulsiveOLS*r* = 0.3329; *p* = 0.0043126.5LASSO*r* = 0.3395; *p* = 0.0035123.3Ridge*r* = 0.3334; *p* = 0.0042126.3Elastic Net*r* = 0.3488; *p* = 0.0027119.8Table 6The importance scores of top three features of Elastic Net regression for inattentive and hyperactive/impulsive symptom T-scores. (FC: functional connectivity).Table 6Featurer*p*Importance ScoreInattentiveNodal efficiency of right Inferior Frontal gyrus−0.3990.0013.471FC between right Middle Frontal gyrus and right Inferior Parietal lobule0.405\<0.0012.126Volume of right Amygdala−0.0110.9281.819Hyperactive/ImpulsiveNodal efficiency of right Inferior Frontal gyrus−0.3450.0032.289FC between right Middle Frontal gyrus and right Inferior Parietal lobule0.3610.0022.134Nodal efficiency of right Middle Frontal gyrus−0.3330.0041.997

(OLS: ordinary least square; LASSO: least absolute shrinkage and selection operator; T-Inattentive: inattentive T-score; T-Hyperactive/Impulsive: Hyperactive/Impulsive T-score; MSE: mean squared error)

5. Discussion {#sec0016}
=============

To the best of our knowledge, this is the first study to apply ELT to multimodal neuroimaging features generated from structural MRI, DTI, and task-based fMRI data collected from a sample of adults with childhood ADHD and controls, who have been clinically followed up since childhood. We found that the nodal efficiency in right IFG, functional connectivity between MFG and IPL in right hemisphere, and right amygdala volume were the most important features for discrimination between the ADHD probands and controls, while the nodal efficiency of right MFG, functional connectivity between right MFG and right IPL, and betweenness-centrality of left putamen played the most important roles for discrimination between the ADHD persisters and remitters. Moreover, the classification performance parameters of ELT-based procedures were superior to those of the basic classifiers.

5.1. Neurobiological markers for discriminations {#sec0017}
------------------------------------------------

### 5.1.1. Classification between ADHD probands and controls {#sec0018}

Our current study observed the important roles of nodal efficiency in right IFG and functional connectivity between right MFG and right IPL for discrimination between ADHD probands and normal controls. The abnormalities of these regions have been supported by a variety of existing neuroimaging and machine learning studies. Specifically, both task-based and resting-state fMRI studies have consistently reported the decreased functional activation in right IFG ([@bib0006]; [@bib0044]; [@bib0058], [@bib0059]; [@bib0069]; [@bib0070]) and reduced functional connectivity between right MFG and right IPL ([@bib0049]; [@bib0078]) in children with ADHD as compared with normal controls. In addition, multivariate machine learning and ELT-based studies have commonly reported that functional activation and connectivity in frontal and parietal areas are associated with improved classification between children with ADHD and normal controls ([@bib0004]; [@bib0012]; [@bib0017]; [@bib0019]; [@bib0027]; [@bib0041]; [@bib0057]). They have supported the hypothesis that functional abnormalities in frontal and parietal areas, which are critical components of the attention network in human brain, especially stimulus-driven top-down control, are associated with the symptom emergence of childhood ADHD ([@bib0054]). Additionally, we found that the volume of right amygdala played a vital role in discrimination of ADHD probands and controls. The findings of amygdala anatomical abnormities in children with ADHD were supported by many previous studies. Amygdala plays as a critically important role in emotion regulation ([@bib0002]; [@bib0015]; [@bib0018]) and thus structural anomalies associated amygdala have been widely observed in children ([@bib0077]) and adults with ADHD ([@bib0073]), which suggests that the aberrant structure of amygdala may be associated with less control of impulsivity and delay aversion ([@bib0076]).

### 5.1.2. Classification between ADHD persisters and remitters {#sec0019}

Additionally, our findings point to the important roles of nodal efficiency in right MFG, functional connectivity between right MFG and right IPL for discrimination between ADHD persisters and remitters, and findings were supported by a variety of existing neuroimaging studies. More specifically, reduced activation and functional connectivity in IFG, MFG, and fronto-parietal regions were observed in ADHD persisters when compared to ADHD remitters ([@bib0010]; [@bib0052]; [@bib0064]). The functional activation and connectivity in frontal and parietal regions during cognitive control were associated with the diverse adult outcomes of ADHD diagnosed in childhood, with symptom persistence linked to reduced activation or symptom recovery associated with higher connectivity within frontal areas ([@bib0010]; [@bib0031]; [@bib0052]; [@bib0064]). Although several existing multivariate machine learning and ELT-based studies have commonly reported that the anatomical features in frontal and parietal areas are associated with the classification performance between adults with ADHD and group-matched normal controls ([@bib0007]; [@bib0085]), no machine learning study has been conducted to identify the classification pattern for discrimination between ADHD persisters and remitters. We further observed that the features of nodal efficiency in right IFG, functional connectivity between right MFG and right IPL, and right amygdala volume were associated with inattentive symptom severity T-score, while the nodal efficiencies of right IFG and MFG and functional connectivity between MFG and IPL in right hemisphere were associated with hyperactive/impulsive symptom severity T-score. These findings suggest the significant involvement of frontal and parietal lobes in right hemisphere for both inattentive and hyperactive symptom persistence of childhood ADHD ([@bib0031]).

5.2. Performance of classification and regression models {#sec0020}
--------------------------------------------------------

### 5.2.1. Ensemble learning (ELT) {#sec0021}

Moreover, we found that the classification performance parameters of ELT-based procedures were improved compared to those of basic models. The ELTs have been developed in the big data science field to adaptively combine multiple basic classifiers in order to strategically deal with feature variance and bias, and optimize prediction performances ([@bib0001]; [@bib0020]; [@bib0036]; [@bib0063]). According to our classification results, bagging, sampling with replacement, would help to reduce the chance overfitting complex models. In our study, bagging with the basic model of SVC was applied to train our model and proved to be the best classifier for both discriminations. In addition, we used AUC statistic for model evaluation, instead on commonly used accuracy, which can be influenced by case-control imbalance in data sets ([@bib0029]; [@bib0035]). Our study showed a satisfactory performance of AUC with 0.89 and 0.9 for the discrimination between groups of ADHD and normal controls, and between the groups of ADHD persisters and remitters, respectively. Although we had a relatively small sample size, our findings suggest that ELT-based models performed better than basic models.

### 5.2.2. Elastic Net regression {#sec0022}

In addition, the Elastic Net-based regression model demonstrated the best performance parameters when investigating the relations between the neuroimaging features and clinical symptom measures in the ADHD probands. The reason Elastic Net regression had the best performance was that it compromised the LASSO penalty (L1) and the ridge penalty (L2) ([@bib0087]). The LASSO (L1) penalty function performs variable selection and dimension reduction by shrinking coefficients ([@bib0075]), while the ridge (L2) penalty function shrinks the coefficients of correlated variables toward their average ([@bib0039]). Therefore, as for the study with relatively small sample size, the combined method obviously performed better than isolated ones, e.g. LASSO regression and ridge regression.

5.3. Limitations {#sec0023}
----------------

Although the ELTs improved the model classification performance, especially for the cases when the base models had weak classification results, the current study has some limitations. First, our cohort consisted of both male and female subjects, but many more males. It is still unclear whether the discrimination models of ADHD differ between males and females. The future work may focus on constructing the classification models for both males and females. Second, the sample size of this study is relatively small. It is noted that among the existing studies in adults with ADHD, the variability of clinical characteristics inside the group/subgroups of the current study is relatively small ([@bib0025]; [@bib0034]; [@bib0037]; [@bib0067]; [@bib0071]). Nevertheless, although our study provided a considerable robust algorithm to reduce potential overfitting issues that can happen in studies with small sample sizes, future work in a much larger cohort is still expected to further test the performance of the ELTs.

6. Conclusions {#sec0024}
==============

In summary, together with existing findings, results of this study suggest that structural and functional alterations in frontal, parietal, and amygdala areas and their functional interactions significantly contribute to accurate discrimination of ADHD probands from controls; while abnormal fronto-parietal functional communications in the right hemisphere plays an important role in symptom persistence in adults with childhood ADHD. Furthermore, the classification performance parameters (accuracy, AUC of the ROC, etc.) of the ELT-based procedures were improved than those of basic model-based procedures, which suggests that ELTs may have the potential to identify more reliable neurobiological markers for neurodevelopmental disorders.
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