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En el año 2001 la Generalitat de Cataluña creó el Consorcio del Montsec para 
la ejecución del proyecto Montsec Sostenible. En el marco de este proyecto y 
mediante la colaboración de diversos departamentos de las Universidades 
públicas de Cataluña, entre las cuales se encuentran los departamentos de 
Física Aplicada (FA) y de Física e Ingeniería Nuclear (FEN), de la Universidad 
Politécnica de Cataluña (UPC), se creó el Parque Astronómico del Montsec 
(PAM). 
 
El Observatorio Astronómico del Montsec (OAM), situado en el municipio de 
Sant Esteve de la Sarga y a una altura de 1570 metros, en la divisoria del 
Montsec d'Ares, constituye el núcleo básico de la actividad investigadora y de 
la formación universitaria, tanto para estudiantes de física como de ingeniería. 
Dado el difícil acceso a las instalaciones del OAM se decidió automatizar la 
mayor parte de sus instalaciones (tanto científicas como de infraestructura 
general) para poder operar remotamente el telescopio y así realizar todas las 
observaciones astronómicas telemáticamente, reduciendo de esta manera los 
costes de operación y mantenimiento.  
 
En proyectos anteriores se plantearon las bases para poder monitorizar a 
distancia el grupo electrógeno que abastece de energía eléctrica al OAM. En 
el primer proyecto se diseñó el programa que trabaja directamente con la 
central de control del grupo electrógeno, el panel de control GC-M02. En el 
segundo proyecto se implementó un programa servidor-cliente que se encarga 
de la conexión a través de Internet para la monitorización de datos. 
 
En este proyecto se han solucionado problemas surgidos en los dos proyectos 
anteriores y se han integrado de manera que funcionen como un único 
software de control. Ahora es posible monitorizar el estado de los 
componentes del grupo electrógeno y saber si hay algún problema en el 
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The Autonomous Government of Catalonia founded the the Montsec 
Foundation in 2001, within the framework of the Sustainable Montsec project. 
Several departments of the public Universities of Catalonia have already 
collaborated in this project, among which it is worth mentioning the Department 
of Applied Physics and the Department of Physics and Nuclear Engineering, of 
the Technical University of Catalonia (UPC). One of the outcomes of 
Sustainable Montsec project has been the so-called Astronomical Park of 
Montsec. 
 
The Astronomical Observatory of Montsec (OAM) is located nearby the small 
village of Sant Esteve de la Sarga, at an altitude of 1570 meters, in the dividing 
line of the Montsec d'Ares range, and constitutes the basic platform for the 
astronomical observational research activity in Catalonia. It also provides 
formation in astronomical techniques for students at the major degree, either in 
physics or in engineering. Since the access to the OAM facilities is rather 
complicated, it was decided to automate most of its installations, either general 
infrastructure or scientific equipment, in order to allow a remote operation of 
the telescope, reducing in this way the maintenance and operational costs.  
 
In two previous master degree projects the basic ingredients to perform a 
remote control remote control of electric group was done. In the first one the 
software that directly controls the main system of the electric group was 
devised, whereas in the second one client-server application was implemented. 
In this project these two applications have been integrated in order to allow for 
a reliable control of the power plant of the OAM.  
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“Después de 1000 intentos,  
sé 1 manera de cómo construir una bombilla,  
pero también he aprendido 999 maneras de cómo no se hace." 
 
Thomas Alva Edison (1847-1931) 





Las nuevas tecnologías hacen posible que actividades que antiguamente 
habían de realizarse “in situ” puedan hoy hacerse remotamente. Esto es 
necesario en muchos casos pero en particular en aquellas instalaciones 
científicas para las que el acceso no es fácil, bien sea por la orografía del 
terreno, bien por la distancia que hay que salvar para garantizar un uso 
eficiente de las mismas. El proyecto que se presenta es un ejemplo de ello, ya 
que consiste en el desarrollo de un software de control que integra algunos 
códigos previamente existentes para lograr que el sistema de generación y 
almacenamiento de energía eléctrica del Observatorio Astronómico del 
Montsec sea totalmente monitorizable a través de Internet.  
 
Para ello, en proyectos anteriores, se habían desarrollado dos códigos 
principales con diferentes tecnologías de programación concretamente en C 
para plataforma Linux y en C++ para plataforma de máquina virtual .NET que 
permitían la comunicación con servidores externos al Observatorio Astronómico 
del Montsec. Sin embargo el acceso a las señales del sistema de generación 
de corriente eléctrica del Observatorio estaba en un estadio muy primario. Para 
poder alimentar los códigos anteriores con las señales que envía el generador 
ha sido necesario, en primer lugar, estudiar los códigos que ya estaban 
programados y, después, analizar toda la documentación referente al grupo 
electrógeno que abastece de energía al observatorio, concretamente de la 
placa de control GC-M02, que funciona con el protocolo de comunicaciones 
MDOBUS. Este protocolo de transmisión de datos es muy sencillo y es de uso 
frecuente en el campo industrial. El trabajo que se expone en esta memoria ha 
consistido, pues, en la implementación de un código de control flexible que 
permite monitorizar las funciones del generador usando este protocolo de 
comunicaciones. 
 
La memoria está organizada de la siguiente forma. En el capítulo 1 se 
presentan de forma somera las características principales del Observatorio 
Astronómico del Montsec. En el capítulo 2 se presenta la arquitectura de 
control del sistema de baterías y generador del Observatorio Astronómico del 
Montsec en su actual configuración. En el capítulo 3 se describe en detalle el 
protocolo de comunicaciones MODBUS. Por su parte en el capítulo 4 se ha 
procedido al análisis y detección de errores. Finalmente, en el capítulo 5 
elaboramos nuestras conclusiones y proporcionamos unas directrices para 
futuros trabajos.  
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CAPÍTULO 1. EL OBSERVATORIO ASTRONÓMICO DEL 
MONTSEC 
 
El Observatorio Astronómico del Montsec (OAM) forma parte del llamado 
Parque Astronómico del Montsec (PAM) que se encuentra en la provincia de 
Lérida, entre las comarcas del Pallars Jussà y de La Noguera. En concreto, 
está localizado en la zona comprendida entre las localidades de Sant Esteve de 





Fig. 1.1 Zona donde se ubica el Parque Astronómico del Montsec. 
 
 
El Observatorio Astronómico del Montsec está situado en el municipio de Sant 
Esteve de la Sarga, en la zona de la Corona del Montsec d’Ares, a una altura 
de 1570 metros. Constituye la vertiente científica del PAM. Su función es, 
básicamente, la investigación y la formación universitaria. 
  
El observatorio está formado por el edificio de observación, el de servicios y por 
una cúpula de 6.15 metros de diámetro que contiene un telescopio de 80 
centímetros de diámetro (ver figura 1.2). El telescopio está equipado con óptica 
de última tecnología y dos cámaras CCD de gran formato que permiten la 
observación de todo tipo de objetos gracias a su gran campo y a su elevada 
sensibilidad. Tanto la cúpula como el telescopio están totalmente 
automatizados y son operables a distancia mediante Internet. El software que 
se ha realizado es una parte del encargado de controlar el grupo electrógeno 
que da energía a todo este sistema. 




Fig. 1.2 Observatorio Astronómico del Montsec. 
 
 
1.1 Control telemático del OAM 
 
Uno de los objetivos que se fijaron cuando se diseñó el proyecto del PAM era 
que fuera posible el manejo de las instalaciones exclusivamente científicas del 
Observatorio Astronómico del Montsec a través de Internet. En realidad, es 
imprescindible que esto sea así dado que el OAM se encuentra cercano al Coll 
d’Ares, en un lugar de difícil acceso, como puede observarse en la figura 1.1. 
 
La automatización del OAM permite realizar observaciones remotamente sin 
necesidad de desplazarse hasta el observatorio propiamente dicho. Esto 
requiere de un control telemático del sistema de suministro eléctrico y del grupo 
electrógeno. La autonomía del observatorio depende del diseño y el control de 
este sistema y del tiempo que pueda funcionar sin la necesidad de intervención 
humana, ya sea para el suministro de combustible al generador como para la 
revisión de sus componentes.  
 
 
1.2 Comunicaciones del OAM 
 
Es evidente que dado que el OAM ha de funcionar en modo robótico el sistema 
de comunicaciones es una parte crítica de su diseño. A fin de establecer unas 
comunicaciones ágiles con los centros científicos desde los que se opera, el 
conjunto de la instalación astronómica dispone de un radioenlace que conecta 
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el OAM con la Escola Tècnica Superior d’ Enginyeria Agrària de la Universitat 
de Lleida. A partir de este punto el acceso a las instalaciones de gran 
capacidad del Anillo Científico de la Generalitat de Catalunya es inmediato y 
eficiente.  
 
El radioenlace instalado en el observatorio permite enviar las imágenes 
captadas por el telescopio al punto de acceso a Internet de la Universitat de 
Lleida en un tiempo aceptable, a partir de la cual se distribuyen las imágenes a 
los usuarios finales. Para ello el radioenlace (figura 1.3) se ha dimensionado 
considerando el flujo medio de información científica que, teniendo en cuenta 
que cada imagen es de unos 70 Mb y que su tiempo de lectura es de 80 s, es 
de aproximadamente 1 Mbps. De todas formas, además de asegurar que las 
imágenes científicas se envían correctamente hay que contar con que el propio 
PAM tiene otros recursos que gestionar a través de la red. Es por ello que el 





Fig. 1.3 Radioenlace instalado en el OAM. 
 
 
La frecuencia de transmisión del radioenlace entre el OAM y la Universitat de 
Lleida es de 13 GHz para evitar las posibles interferencias provocadas por 
adversidades metereológicas. Por último, es importante señalar que el BER (Bit 
Error Rate) del radioenlace es de 10-6, con lo que se cumplen todas las 
especificaciones del protocolo G.826 de la ITU para que la transmisión sea 
correcta en cuanto a nivel de calidad. En definitiva, el radioenlace garantiza 
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unas comunicaciones eficaces por lo que resulta factible el control remoto de 
toda la instalación científica: telescopio, cámara CCD, cúpula y, fundamental en 
nuestro caso, grupo electrógeno. 
 
1.3 El grupo electrógeno 
 
El software que hemos programado permite el control telemático de un grupo 
electrógeno de la serie STAR de PROMAC. Este grupo electrógeno lo forman 
un motor y un alternador acoplados directamente a través de disco flexible. 
Están montados sobre una bancada de perfiles de acero mediante soportes 
antivibratorios. En la figura 1.4 se muestra el grupo electrógeno y las baterías 





Fig. 1.4 El grupo electrógeno del OAM. 
 
 
El motor del grupo electrógeno es de la marca Deutz, serie 1012. Se trata de 
un motor diesel, de cuatro tiempos y de inyección directa. El alternador es 
MECC ALTE trifásico, autoexcitado, de 4 polos y con regulación electrónica sin 
escobillas. La potencia de este sistema es de 56 kVA (45.1 kWe) en estado 
normal y de 59.8 kVA (47.8 kWe) en estado de emergencia. El cuadro de 
control que incorpora el sistema electrógeno está formado por un interruptor de 
emergencia y una central automática modelo GC-M02 para el control, la 
medida y la protección del grupo. 
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1.4 Panel de control GC-M02 
 
El cuadro de control GC-M02 es capaz de manejar un buen número de señales 
y de suministrar todas las medidas relevantes para la operación (automática o 
manual) del grupo electrógeno. También posee un número importante de 
protecciones respecto a posibles fallos del sistema y es controlable 
telemáticamente. 
 
Mediante el cuadro de control GC-M02 se puede controlar todo el grupo 
electrógeno y el estado de la conmutación, además de todos los parámetros 
(tensión, frecuencia, corriente, KVA...) y todas las alarmas. También es posible 
manejar diversas funciones del cuadro (automático, bloqueo, reiniciación...) y la 
reprogramación de algunos parámetros de regulación. En cualquier caso, el 
control manual asegura la capacidad operacional en caso de que surja algún 
imprevisto. Aún así, los principales dispositivos de alarma permanecen en 
funcionamiento automático aunque el control sea manual. La central 
automática GC-M02 está preparada para la conexión de la tarjeta de interfaz 
IS-03, mediante RS232C o RS485. Esto permite interactuar con ordenadores 
personales. Para la comunicación entre el cuadro y el PC que ha de controlarlo 
se utiliza el protocolo Modbus RTU que se explicará en la siguiente sección. En 
nuestro caso la conexión se realizará mediante el puerto serie del PC. 
 





CAPÍTULO 2. LA ARQUITECTURA DEL SISTEMA DE 
CONTROL 
 
2.1 Situación previa 
 
El proyecto actual es la continuación natural de dos proyectos anteriores. Así 
pues, en este proyecto ha sido necesario comprobar el correcto funcionamiento 
de ambos a fin de implementar una solución única que permitiese el 
funcionamiento correcto del sistema de control. A continuación se detallan las 
características más concretas de cada uno de los proyectos anteriores. 
 
 
2.1.1 La interfaz de comunicaciones  
 
El primero de los proyectos consistía en el diseño y programación de la interfaz 
de comunicaciones  que permitiese el control remoto del sistema electrógeno 
sobre una plataforma Linux. Con este software lo que se pretendía era poder 
controlar todas las alarmas que pudiera generar el grupo electrógeno, siendo 
capaces de ordenar las acciones necesarias para solucionar los problemas que 
eventualmente pudiera ocasionar cada alarma. 
 
Utilizando el lenguaje C se programó una aplicación que era capaz de realizar 
peticiones MODBUS al cuadro de control GC-M02 del grupo electrógeno (Ref. 
1). El cuadro de control una vez recibida la petición debía ejecutarla y devolver 
una respuesta a la aplicación que mostraba la información en el formato 
adecuado. El programa que se diseñó se compone de dos módulos de código. 
El principal, llamado modbus_rtu.c contiene el código de programa, las 
funciones y el tratamiento de datos, así como el código de control del puerto 
RS-232 mediante el cual se comunican el cuadro de control GC-M02 y el PC 
que ejecuta la aplicación modbus_rtu. El segundo módulo, llamado 
modbus_rtu.h, contiene las llamadas a librerías del sistema UNIX, las 
cabeceras de las funciones utilizadas y la definición de constantes. 
 
Al empezar a trabajar con el código modbus_rtu.c aparecieron un buen 
número de errores de compilación. En un principio se pensó que esto era 
debido a que faltaban librerías de sistema por instalar ya que el protocolo 
MODBUS requiere de algunas librerías que no van en el paquete de instalación 
por defecto de un sistema Linux. Sin embargo, una vez añadidas todas las 
librerías necesarias, se comprobó que el problema provenía de unos errores en 
la programación del módulo que no permitían que éste compilara 
completamente. Una vez subsanados estos defectos de programación el 
código pudo compilarse correctamente. En el proceso de depuración de código 
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se fueron introduciendo, asimismo, diversas mejoras para hacerlo más 
amigable y reduciendo considerablemente el número de líneas de programa. 
 
 
2.1.2 La interfaz gráfica 
 
En este segundo proyecto se pretendía añadir una funcionalidad más al control 
del grupo electrógeno del OAM. El programa que se implementó permitía 
monitorizar el grupo electrógeno de forma remota. El sistema de control está 
implementado siguiendo una arquitectura cliente-servidor. El servidor, llamado 
Zeus, es el encargado de obtener los datos del sistema electrógeno vía puerto 
serie. Una vez obtenidos los datos los distribuye a cada cliente, que es el 
encargado de presentarlos al usuario. La estructura del servidor se divide en 
dos bloques: 
 
• El programa principal: se encarga de obtener los datos del grupo 
electrógeno vía puerto serie, tratarlos y traspasarlos a los procesos 
encargados de transmitirlos a los clientes. 
 
• Los procesos de conexión a los clientes: son procesos que se encargan 
de transmitir los datos obtenidos por el programa principal a los clientes. 
 
Estos procesos trabajan en paralelo, existiendo uno por cada cliente. El 
objetivo es el de evitar que los problemas de la conexión con un solo cliente 
puedan demorar el tiempo de obtención de la información del resto de clientes. 
El programa principal se conecta a los procesos de transmisión de datos hacia 
el cliente mediante tuberías (pipes). Éstas son conexiones virtuales que realiza 
el sistema operativo para comunicar varios procesos. Se optó por esta opción 
porque permite una transmisión de datos ágil entre procesos. El cliente, 
llamado Hermes, consiste en un sistema de monitorización del estado del 
grupo electrógeno. Por este motivo su tarea es la de recoger la información 
transmitida por el servidor y presentarla en un formato fácilmente comprensible 
por el usuario.  
 
El lenguaje utilizado para implementar el servidor es C estándar, de esta 
manera es posible compilarlo y obtener su código máquina equivalente. Dado 
que se trata de un sistema ejecutado y no interpretado, el tiempo de ejecución 
de dicho código es más rápido que en este último caso. Para programar el 
cliente se optó por una solución implementada en la plataforma .NET. Ésta 
permite obtener un metalenguaje que puede ser interpretado por la máquina 
virtual de dicha plataforma. Se optó por esta tecnología debido a que facilita el 
transporte de un sistema operativo a otro. 
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2.2 Objetivos del proyecto 
 
El primer objetivo que se planteó abordar en este proyecto era el de realizar un 
análisis detallado y una comprobación de los programas y sistemas ya 
diseñados previamente y que, por razones diversas no habían podido ser 
comprobados previamente. Entre las razones que habían impedido estas 
comprobaciones podrían mencionarse fallos en las comunicaciones causados 
por una desalineación del haz de la antena antena de comunicaciones debido 
al fuerte régimen de vientos, a la substitución de parte del sistema de baterías y 
generadores por deterioro de la instalación, y a la revisión de la instalación 
eléctrica debida al impacto de un rayo. Por todas estas razones no había sido 
posible verificar la operabilidad del sistema de control y, por tanto, no se había 
podido proceder a su posterior integración. 
 
En segundo lugar, y como objetivo principal del presente proyecto, nos 
propusimos ver si era posible unificar los dos proyectos anteriormente 
descritos, de manera que se integren y funcionen como un único software. Lo 
que se pretende, por lo tanto, es integrar el módulo modbus_rtu en el servidor 
Zeus cómo si éste fuera una más de sus funcionalidades.  De este modo, el 
servidor podrá realizar las peticiones MODBUS que más tarde se deberán 
enviar al cliente Hermes a través de Internet. Por último, nos planteamos fijar 
las directrices para que, tanto posibles proyectos futuros o bien simples 
usuarios, puedan implementar de manera prática el software diseñado. 
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CAPÍTULO 3.  EL PROTOCOLO MODBUS 
 
3.1 ¿Qué es MODBUS? 
 
El protocolo MODBUS fue desarrollado originalmente por Gould-Modicon. A lo 
largo de los años fue imponiéndose en la industria como uno de los protocolos 
más difundidos para la adquisición de datos. Hoy en día es un estándar de 
facto en determinadas aplicaciones telemáticas. La especificación original del 
protocolo ha ido sufriendo modificaciones para adaptarlo a las necesidades 
cambiantes de la transmisión de datos. Así nacieron diversas variaciones del 
protocolo, como el MODBUS Enron (soporte para registros en punto flotante), 
MODBUS Daniel (adaptado a computadores de caudal de gas), etc. Estas 
variaciones han afectado, mayoritariamente, al sistema de direccionamiento de 
registros, dejando intactas las demás características del protocolo. 
 
MODBUS define un protocolo de mensajería para la capa 7 de la pila OSI, 
aplicación, proporcionando comunicaciones cliente/servidor entre dispositivos 
conectados en buses o redes diferentes. MODBUS también define un 
protocolo, que pertenece a las capas 1 y 2 de la pila OSI, física y enlace 
respectivamente, para la comunicación serie entre un dispositivo maestro 
(master) y/o varios esclavos (slaves), este protocolo se denomina: MODBUS 





Fig. 3.1 Esquema del protocolo MODBUS. 
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En la figura 3.1 puede verse cómo puede aplicarse el protocolo MODBUS en 
los diferentes modelos de capas de la pila OSI. Se ha marcado en rojo el 
modelo usado en este proyecto, en el que se han utilizado las ventajas 
proporcionadas por la implementación del protocolo MODBUS en la 
comunicación a través de las capas 1, 2 y 7 del modelo OSI. 
 
3.2 Características físicas de las comunicaciones MODBUS 
 
Las comunicaciones MODBUS pueden realizarse sobre enlaces punto a punto 
o multipunto, depende de si el mensaje se envía en modo unicast o broadcast. 
Como puede verse en la figura 3.2, el enlace físico puede ser cableado 
mediante RS-232, RS-422 o RS-485 o puede ser a través de enlaces radiales, 
típicamente del tipo spread spectrum, que tienen la ventaja de no requerir 
licencia para su instalación, o mediante comunicaciones telefónicas vía 
MODEM, que incluso contemplan la posibilidad de realizar un control a través 
de telefonía GSM. Los enlaces pueden ser de tipo half duplex o full duplex 
indistintamente pero, como se trata de un protocolo tipo master-slave, basta 
con un enlace half duplex para su implementación. Los baud rates soportados 






Fig. 3.2 Modelos de redes MODBUS. 
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En este caso, MODBUS trabaja sobre una interfaz serie que puede variar entre 
una conexión RS232 o RS485. La interfaz RS485 suele ser la más común, pero 
puede usarse la RS232 en caso de transmisiones a distancias cortas. Se ha 
elegido la RS232 por ser la que ofrece el PC que actúa de controlador externo 




3.3 Características lógicas de las comunicaciones MODBUS 
 
3.3.1 MODBUS, un protocolo Master-Slave 
 
Desde el punto de vista de la capa 2 de la pila OSI, la capa de enlace, un 
sistema Master-Slave se compone, principalmente, por un único nodo (master) 
que envía comandos e instrucciones a uno o varios de los nodos esclavos 
(slaves) y procesa las respuestas de éstos, es decir, el master puede realizar 
operaciones de lectura y escritura sobre los esclavos. Normalmente, los slaves 
no suelen transmitir información al master a no ser que este envíe una petición 
expresa y tampoco se comunican entre sí. En una red MODBUS existe un 
único master, ello impide que más de un dispositivo tome datos del mismo 
esclavo. En algunos casos los esclavos poseen más de un puerto MODBUS, 
con lo cual se soluciona el problema, pero lo más común es que un dispositivo 
tenga un único puerto. 
 
 
3.3.2 La capa de enlace MODBUS 
 
Como ya se ha dicho, MODBUS Serial Line Protocol es un protocolo master-
slave. Esto significa que sólo un master puede tener acceso al canal en cada 
transmisión y pueden estar conectados al mismo bus a la vez hasta 247 
esclavos (cantidad máxima). Una comunicación MODBUS siempre la inicia un 
master, por lo que un esclavo nunca transmite información si no es a causa de 
una petición del master y tampoco puede comunicarse con otros esclavos. 
Para poder transmitirse información unos a otros, el master y los esclavos 
deben tener una dirección, de manera que el maestro y cada esclavo poseen 
una dirección única que los distingue. El dispositivo master puede transmitir 




En modo unicast el master se comunica con un dispositivo esclavo en 
concreto y éste siempre devuelve un mensaje de respuesta al master. En la 
figura 3.3 puede verse que en una transmisión unicast, el intercambio de 
información MODBUS siempre se compone de 2 mensajes: una petición del 
maestro y una respuesta del esclavo. 









En este modo el master es capaz de mandar un mismo mensaje a múltiples 
dispositivos esclavos. Los slaves no envían mensajes de respuesta al 
master al recibir una transmisión en modo broadcast. Un mensaje broadcast 
se reconoce por transportar un 0 en el campo dirección destinatario. En la 






Fig. 3.4 Transmisión en modo broadcast. 
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3.3.3 Direccionamiento MODBUS 
 
MODBUS es un protocolo con un direccionamiento muy sencillo que abarca 
256 direcciones diferentes, con la particularidad de que el dispositivo master no 
posee una dirección específica y las direcciones de los slaves deben ser únicas 
dentro de un mismo bus serie de comunicaciones. En la tabla 3.1 podemos ver 
cómo quedan repartidas las 256 direcciones: 
 
 
Dirección 0 1 a 247 248 a 256 
Asignada a Broadcast Slaves Reservadas 
 
Tabla 3.1 Asignación de direcciones en MODBUS. 
 
3.3.4 La trama MODBUS 
 
En la figura 3.5 se puede observar cual es la PDU (Protocol Data Unit) con la 






Fig. 3.5 PDU de MODBUS. 
 
Al usar MODBUS sobre una red específica se añaden campos adicionales a la 
PDU para lograr una correcta comunicación entre los dispositivos, de manera 
que cuando el cliente inicia la comunicación MODBUS, construye la PDU y 





Fig. 3.6 Aspecto de una trama MODBUS. 




- Address field (campo dirección, 1 byte): En este campo se especifica 
la dirección a la que se transmite la información. Si la trama la manda un 
dispositivo master, esta dirección puede tomar el valor 0 (broadcast) y 
valores entre 1 y 247 (slave). Cuando el esclavo devuelve su respuesta, 
pone su propia dirección en el campo de dirección para hacer saber al 
master quien envía la trama. 
 
- Function code (campo función, 1 byte): en este campo se incluye un 
código correspondiente a las acciones que debe llevar el esclavo. Estas 
funciones se muestran en la tabla 3.2. 
 
- Data (campo de datos, 0-252 bytes): los datos son información 
adicional que el master envía al slave para realizar la función 
especificada en el campo anterior. Puede darse el caso que no haya 
datos, en el cual este campo ocuparía 0 bytes, o que haya datos 
estructurados en N palabras de 8 bits (1 byte) hasta alcanzar un máximo 
de 252 bytes. 
 
- CRC (campo de checksum, 2 bytes): campo que incluye un detector 
de errores de 16 bits. Mediante este CRC pueden detectarse errores, 
pero no corregirse. Para poder corregirlos el número de bits de 
dedicados al CRC debería ser mayor pero, para las funciones que debe 
llevar a cabo MODBUS, no resulta necesaria la corrección de errores. 
Como puede verse, el campo CRC se compone de 2 bytes; uno de ellos 
corresponde al valor de CRCLOW y el otro a CRCHIGH. 
 
De los tamaños que puede soportar cada campo se puede deducir que el 
tamaño máximo de una trama o mensaje MODBUS no puede ser mayor 
que 256 bytes. Así que, se puede afirmar que se trata de un protocolo que 
apenas introduce carga en la red. 
 
 
3.3.5 Mapa de direcciones MODBUS 
 
El protocolo Modbus, en su versión original, soporta 4 tipos de datos: 
 
- Salidas digitales1 (direcciones 00001-09999): son salidas físicas 
discretas. Requieren un bit que puede tomar los valores 0 o 1 y permiten 
acceso de escritura. 
 
- Entradas digitales (direcciones 10001-19999): son entradas físicas 
discretas. Requieren un bit que puede tomar los valores 0 o 1 y permiten 
acceso de escritura/lectura. 
 
                                            
1 El protocolo MODBUS usa frecuentemente el término bobinas para referirse a las salidas 
digitales, nosotros hemos preferido evitarlo por conducir a confusión. 
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- Entradas analógicas (direcciones tipo 30001-39999): son entradas 
físicas analógicas que funcionan con registros de 16 bits y que permiten 
acceso de escritura. 
 
- Salidas analógicas (direcciones 40001-49999): se trata de salidas 
físicas analógicas o registros internos del equipo. También conocidas 
con el nombre de holding registers. Registros de 16 bits que permiten 
acceso de lectura y de escritura. 
 
En la tabla 3.2 se pueden ver estos mismos datos pero de forma más clara: 
 
 
Tipo de Datos Tipo de Acceso Rango de Memoria 
Salidas Digitales Escritura 00001-09999 
Entradas Digitales Escritura / Lectura 10001-19999 
Entradas Analógicas Escritura 30001-39999 
Registros de memoria Escritura / Lectura 40001-49999 
 
Tabla 3.2 Estructura de los datos en MODBUS. 
 
Un dispositivo esclavo normalmente implementa sólo una parte del mapa de 
direcciones dependiendo de cual sea la información con la que debe trabajar. 
En el caso de dispositivos que soporten variaciones del protocolo MODBUS 
original, el mapa de memoria incluye direcciones que no figuran en este mapa. 
 
Cabe decir que todas las direcciones usadas en el protocolo MODBUS están 
referenciadas a 0. Por ello, el primer elemento de cada categoría (registros, 
posiciones de memoria o dispositivos) están direccionados con el número 0. 
Así, por ejemplo, la salida Digital 1 en un dispositivo está direccionada como 
“Salida Digital 0000” en el campo de datos de un mensaje MODBUS y la 127 




3.3.6 Transmisión de datos en serie 
 
El protocolo MODBUS es capaz de utilizar dos modos de transmisión de datos 
a través de una red MODBUS: el modo RTU y el modo ASCII. La misión de 
estos modos es definir de qué manera va a realizarse la transmisión de datos 
en serie, el contenido en bits de los diferentes campos del mensaje, cómo la 
información va a empaquetarse dentro del campo de mensaje y cómo va a 
decodificarse. Mientras que el modo ASCII, pese a ser requerido específica-
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mente por algunas aplicaciones y dispositivos, es solo un método opcional a la 
hora de implementarlo, el modo RTU es obligatorio y debe ser implementado 
en todos los dispositivos MODBUS, por lo que el modo RTU siempre es el 
método seleccionado por defecto. Cabe destacar que el método de transmisión 
y los parámetros de los puertos serie elegidos deben ser iguales para todos los 
dispositivos de una misma red MODBUS. En este proyecto se ha utilizado el 
modo RTU, siguiendo las indicaciones del fabricante, por lo que a continuación 
se explica en qué consiste éste método de transmisión de datos. A pesar de 




3.3.6.1 Modo de transmisión ASCII  
 
En modo ASCII todas las tramas comienzan con un carácter “:” y terminan con 
CRLF (retorno de carro y alimentación de línea, códigos ASCII 13 y 10 
respectivamente). Todos los bytes transmitidos entre ambos delimitadores son 
caracteres ASCII entre ‘0’-’9’ y ‘A’-’F’ representando, en hexadecimal, los 
valores binarios a transmitir. A modo de ejemplo, el valor 00111111 (BIN) = 3F 
(HEX), se transmite como ´3´ seguido de ´F´. En este modo las tramas son del 
doble de la longitud que en el modo RTU para cumplir la misma función. Las 
ventajas de este modo de transmisión son que es más fácil de implementar, 
dado que no requiere temporizaciones precisas. Es por ello que muchos 
equipos sólo soportan este modo de comunicación. Desde el punto de vista del 
diagnóstico, es también más simple, ya que las tramas se pueden ver 
directamente. Por el contrario, las desventajas son que las tramas tienen una 
longitud de aproximadamente el doble que las tramas RTU, lo cual tiene el 
efecto neto de reducir la velocidad de comunicación a la mitad. El modo ASCII 
se presta mejor para el desarrollo de drivers de comunicación mediante 
lenguajes de alto nivel. 
 
 
3.3.6.2 Modo de transmisión RTU (Remote Terminal Unit) 
 
En los mensajes enviados en modo RTU, cada byte contiene un carácter 
compuesto por dos palabras de 4 bits en hexadecimal. La gran ventaja de este 
modo es que con la misma tasa de transferencia se obtiene un throughput 
mayor que usando el modo ASCII, ya que se usan más bits para cada palabra. 
Por otro lado, cabe destacar que cada mensaje debe ser transmitido en un flujo 
continuo de palabras o caracteres. Así pues, es más eficiente pues las tramas 
son más cortas, lo cual aprovecha mejor los enlaces lentos como los radiales o 
en un menor tiempo de actualización cuando la red posee gran número de 
esclavos. Por el contrario, su principal desventaja es que es más difícil de 
implementar, pues requiere temporizaciones precisas para marcar el fin del 
mensaje. En el desarrollo de drivers de comunicación, se presta mejor para ser 
implementado mediante lenguajes de bajo nivel. En un mensaje transmitido 
usando el modo RTU se utilizan 11 bits para cada byte (palabra o carácter) 
enviado y su distribución es la siguiente: 
















- Sistema de codificación:  8 bits (binario) 
- Bits por palabra 
 1 bit Start 
 8 bits datos  
(empezando por el LSB) 
 1 bit paridad 




El modo de paridad even parity es obligatorio que esté disponible, en cambio, 
otros modos como odd parity o no parity pueden ser usados, aunque, para 
asegurar la compatibilidad con diferentes productos es recomendable incluir el 
modo no parity también. En caso de no usar paridad en el mensaje se usarán 2 
bits de stop. Cada byte o palabra se transmite siguiendo el orden LSB (Least 
Significant Bit) – MSB (Most Significant Bit) de izquierda a derecha, lo que 
significa que primero de todo se transmiten los bits de menor peso y que la 
transmisión va de izquierda a derecha, por lo tanto, observando la figura 3.7, el 
LSB se colocaría en la casilla adyacente al bit de start, en la número 1. Por su 











Fig. 3.8 Secuencia de bits en modo RTU sin bit de paridad. 
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Como se puede observar en las figuras anteriores, dependiendo de si se usa 
paridad o no a la hora de transmitir la palabra, el penúltimo bit (el décimo) 
tomará el valor correspondiente a la paridad usada o, en su defecto, actuará 
como un bit de stop más. 
 
 
3.3.6.3 Entramado de un mensaje MODBUS RTU 
 
Los dispositivos que transmiten un mensaje MODBUS lo introducen en una 
trama compuesta por un punto de inicio y otro de final de trama. Esta técnica se 
utiliza, sobretodo, para que los dispositivos receptores de un mensaje 
MODBUS sean capaces de identificar cuando se inicia o finaliza una trama 
MODBUS ya que, como se ha indicado anteriormente, su longitud es variable 
dependiendo del tamaño del campo de datos que transporta. De la misma 
manera que se puede diferenciar una trama de otra, este método también 
permite identificar tramas incompletas o erróneas, ya que si no se recibe 
cualquiera de los dos puntos los datos recibidos serán descartados a partir del 
último punto que el sistema haya reconocido. 
 
En el modo RTU los puntos de inicio y final de trama están representados por 
dos silencios que duran, al menos, 3.5 tiempos de carácter, lo que también se 
conoce como 3.5ζ.  En las figuras 3.9 y 3.10 se puede observar cómo se aplica 










Fig. 3.10 Entramado en modo RTU con puntos de inicio y final. 
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Cabe decir que la trama debe enviarse como un flujo contínuo de caracteres y 
en caso que un intervalo de silencio entre dos de estos caracteres dure más de 
1,5ζ, la trama se marca como incompleta y el receptor debe descartarla. Este 





Fig. 3.11 Descarte de una trama MODBUS RTU 
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CAPÍTULO 4. ANÁLISIS Y DETECCIÓN DE ERRORES 
 
Como se ha visto en capítulos anteriores, el código modbus_rtu diseñado en 
anteriores proyectos contenía diversos errores de programación, por lo que ha 
sido necesario, en primer lugar, depurarlo. Para ello han debido realizarse 
diferentes pruebas. Con ello se perseguía, en primer lugar, descartar errores en 
las diferentes secciones del código y, en segundo lugar, descartar también 
problemas con el hardware con el que se está trabajando. A continuación se 
detallan las pruebas que se han realizado a lo largo de este proyecto y cuáles 
han sido los resultados obtenidos. 
 
 
4.1 Comprobación del funcionamiento de la interfaz RS232 
 
Una vez se hubo revisado todo el código de control que implementaba las 
funciones MODBUS, se diseñó una pequeña aplicación que hacía una petición 
para leer los holding registers de uno de los esclavos. Al comprobar que no se 
obtenía respuesta, se supuso que una de las causas podría ser la incorrecta 
programación del módulo que controla la interfaz RS232 del programa. Por lo 
tanto se procedió a comprobar el funcionamiento de dicha interfaz. Para esta 
prueba fueron necesarios los siguientes elementos: 
 
• Dos ordenadores configurados con un Linux Fedora Core 
• Un cable serie con conectores DB-9 
• Un Null-Modem 
• Dos conversores DB-9 a DB-25 
 
El siguiente paso fue el diseño de dos programas, lo más simples posibles, de 
manera que uno de ellos ejerciera de servidor y otro de cliente. Las dos 
aplicaciones se sirven de un módulo de código llamado lib_com.h en el que 
se incluyen los parámetros de control del puerto serie RS232. Estos códigos se 
han incluido en el Anexo C. La aplicación servidor, Server_COM, está 
diseñada para escuchar si el puerto RS232 recibe un mensaje. La fución del 
cliente, Cliente_COM, es envíar este mensaje, concretamente el carácter “a”.  
 
Cada uno de los módulos se ha ejecutado en dos ordenadores distintos  
conectados entre sí por un cable serie RS232 y un NULL-Modem que permite 
la conexión DTE – DTE. Tanto en el programa servidor como en el cliente se 
ha aplicado el mismo código, contenido en la librería lib_com.h, para poder 
enviar y recibir el mensaje entre ambos terminales. Al realizar la prueba 
aparecieron dos errores:  
 
- El primero era debido a que no se estaba ejecutando el código como 
root en ninguno de los ordenadores, por lo que no se permitía el control 
sobre dispositivos que controlan un puerto RS232 en un PC, en este 
caso el dispositivo era el  /dev/ttyS0.  
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- El segundo error fue debido al mal funcionamiento del null-modem, por 
lo que fue reemplazado por otro que funcionó correctamente. 
 
Al arrancar el servidor y comprobar, mediante un mensaje de confirmación, que 
efectivamente estaba escuchando el puerto correcto, enviamos el mensaje 
desde el cliente y se pudo comprobar que el servidor detenía su escucha y 
mostraba, a través de la shell de Linux, el mensaje que se acababa de enviar 
desde el cliente, concretamente el carácter “a”. Una vez comprobado esto se 
decidió que el módulo de código que atañe a la configuración de los puertos 
RS232 estaba correctamente programado y, por lo tanto, se ha trabajado sobre 
otras hipótesis que se exponen a continuación. 
 
 
4.1.1 Longitud del cable  
 
Entre las hipótesis más plausibles cabía pensar en la posibilidad que el cable 
que conecta el PC donde debe ejecutarse el programa modbus_rtu y la tarjeta 
modbus GC-M02 fuera demasiado largo. El programa modbus_rtu realiza la 
transmisión de datos a una velocidad de 9600 bps, lo que supone, según el 
estándar RS232 de la EIA (Asociación de Industrias Electrónicas), que la 
longitud máxima a esta velocidad es de 15 m. Sin embargo, el equipo técnico 
del OAM confirmó que, en realidad, este cable tiene una longitud que supera 
con creces la longitud especificada, pues mide alrededor de 30 m. Por ello se  
intentó establecer la comunicación desde un equipo portátil a través de un 
cable de 1 m de longitud. No obstante, se comprobó que desde el portátil 
tampoco se lograba conectar con la tarjeta del panel de control por lo que la 




4.1.2 Interferencias en el medio cableado 
 
Tras comprobar que la longitud del cable no era el problema, se pensó que 
quizá podía existir una interferencia en el cable provocada por alguno de los 
equipos que allí funcionan. El equipo que más posibilidades tiene,  tanto por el 
ruido que provoca como por su potencia, es el alternador que abastece de 
energía eléctrica al OAM.  Por lo tanto, la siguiente prueba pasaba por intentar 
las comunicaciones, aún desde el equipo portátil, con el alternador 
completamente apagado. Después de esta prueba también se pudo comprobar 
que ésta no era la causa de la falta de comunicaciones entre el programa 
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4.1.3 Programa de comprobación MODBUS 
 
Viendo que ninguna de las hipótesis anteriores era la causante del problema de 
comunicaciones se decidió buscar un programa que supliera, a efectos lógicos, 
a la tarjeta GC-M02 para, de esta manera, poder realizar una comprobación del 
código modbus_rtu y poder comprobar si el fallo, al fin y al cabo, era debido a 
la programación de los módulos. Lamentablemente no se logró localizar 
ninguna aplicación que ofreciera esta posibilidad. En cambio, sí se logró 
encontrar un programa que permite realizar comprobaciones de los dispositivos 
MODBUS. Consecuentemente, la siguiente prueba que se ideó fue comprobar 
si la tarjeta GC-M02 funcionaba correctamente. Para esta prueba fue necesario 
el siguiente equipo: 
 
• Ordenador portátil configurado con Windows XP Profesional Edition. 
• Cable serie con conectores DB-9. 
• Null-Modem. 
• Software Modbus tester. 
• Panel de control GC-M02. 
• Tester electrónico 
 
Para realizar esta prueba se han probado varios escenarios de conexión que 
se detallan a continuación. 
 
 
4.1.3.1 Escenario 1 – Conexión cable plano. 
 
La primera prueba fue la conexión directa entre el ordenador portátil y la tarjeta 
IS-03 del panel de control GC-M02 a través de un cable serie plano. En la 











Fig. 4.1 Conexión cable plano 
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Una vez montado el escenario se arrancó el programa Modbus Tester, que 
sirve para testear el funcionamiento de la tarjeta, en el portátil. Configurado el 
programa como se muestra en la figura 4.2, se inició un test que envía 
peticiones de lectura de los holding registers del dispositivo esclavo número 1 y 
devuelve los valores que en ese momento contienen estos registros de 
memoria. El resultado obtenido fue un mensaje de error, mostrado en la 
esquina sueperior izquiera de la figura 4.3,  indicando que el tiempo de 
conexión había expirado. Este resultado podía deberse a que los cables y las 
conexiones no fueran las correctas y el segundo era que la tarjeta no 




Fig. 4.2 Configuración MODBUS Tester 
 
A continuación, se repitió la misma prueba varias veces más para poder estar 
atentos a todo lo que ocurría en la red montada.  Se pudo observar cómo en la 
tarjeta no se encedía ningún piloto que mostrara alimentación de corriente 
alguna o que indicara que la tarjeta estaba conectada a un ordenador, 
sabiendo que, cuando el funcionamiento es el correcto, se enciende un piloto 
rojo que indica recepción de datos (o simplemente una correcta conexión) y un 
piloto verde que indica transmisión de datos. Por lo tanto se comprobó que las 
conexiones fueran las correctas y que tanto los conectores como el cableado 
estuvieran en buen estado. Para ello se utilizó un tester electrónico mediante el 
que se pudo comprobar que tanto el cable serie como los elementos de 
conexión utilizados funcionaban bien. Llegados a este punto solo quedaba por 
probar otra configuración del escenario que vino motivada por la conexión de 
dos elementos de tipo DTE, véase apartado 4.1. 
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Fig. 4.3 Mensaje de error al leer datos. 
 
4.1.3.2 Escenario 2 – Conexión cable cruzado. 
 
En esta segunda configuración se comprobó que el motivo por el que no había 
conexión entre el portátil y la tarjeta IS-03 era que el escenario 1 no era el 
correcto. De manera idéntica al proceso explicado en el apartado 4.1, en esta 
ocasión también se están conectando dos dispositivos de tipo DTE, por lo que 
hace falta cruzar las líneas de transmisión y recepción del cable serie (entre 
otras) para que la comunicación entre ambos dispositivos surta efecto. Para 
lograr esta conexión se introdujo un dispositvo Null-Modem entre ambos 
terminales. En la figura 4.4 puede verse un esquema simplificado en el que el 













Fig. 4.4 Conexión cable cruzado 
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En la figura 4.5 puede observarse el montaje real utlizado en que se conectan 
la tarjeta IS-03 a través de un solo cable serie y un Null-Modem situado entre el 
cable serie y la tarjeta IS-03. Cabe decir que el Null-Modem necesitó de dos 
adaptadores DB-9 a DB-25 dado que posee 25 pines en vez de 9 como el 





Fig. 4.5 Conexión con Null-Modem. 
 
 
Una vez realizado el montaje de la red se observó inmediatamente una 
reacción por parte de la tarjeta IS-03: el led rojo estaba encendido 
permanentemente, lo que indicaba que la tareta estaba lista para recibir 
información y que, por lo tanto, tenía conocimiento de que había otro 
dispositivo al otro lado de la red. El siguiente paso fue volver a lanzar el 
programa MODBUS Tester en el portátil y repetir las mismas pruebas que en 
el escenario anterior. En la figura 4.2 se puede observar la configuración 
utilizada en este segundo escenario, que es la misma que en el primero y en la 
figura 4.6 puede verse cual fue el resultado de la petición realizada. Igual que 
en el caso anterior, la petición solicita el valor de los holding registers del 
dispositivo esclavo número 1. 
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En la esquina izquierda superior se observa cómo el estado de la petición de 
lectura es correcto mostrando el mensaje ready ok. Por otro lado, puede verse, 
también como en la esquina superior derecha se muestra la relación entre 
peticiones y respuestas correctas que se han realizado, 12/12. Estas pruebas 
se realizaron varias veces más y, además de peticiones de lectura, se enviaron 
con éxito peticiones de escritura de las salidas digitales y lectura de otros 
registros. Estos resultados permiten concluir que la prueba ha sido satisfactoria 
que la tajeta IS-03 funciona perfectamente.  
 
 
4.1.3.3 Escenario 3 – Conexión serie de 30 m 
 
Una vez comprobado que la tarjeta funcionaba correctamente, la última prueba 
pasaba por comprobar que el cable que conecta la tarjeta IS-03 con el 
ordenador de la sala de control, véase apartado 4.1.1, estuviera en buenas 
condiciones. Para ello se utilizó un tester electrónico. Con el tester se pudo 
comprobar que el cable, lejos de poseer las líneas cruzadas, como requiere la 
red que hay instalada en el OAM, tenía los pines de los conectores RS-232 
soldados a los cables sin un orden lógico. 
 
 




Fig. 4.7 Conexiones tarjeta IS-03. 
 
 
Como puede verse en la figura 4.7, la tarjeta IS-03 del panel de control exige 
que los pines, en su extremo, estén dispuestos de la manera siguiente: 
 
• Pin 2: Rx (recepción de datos) 
• Pin 3: Tx (transmisión de datos) 
• Pin 5: GND (masa) 
• Pin 7: RTS (Request to send) 
 
Por lo que en el otro extremo del cable, sabiendo que debe ser cruzado (véase 
apartado 4.1.3.2), la configuración a aplicar es la siguiente: 
 
• Pin 2: Tx (transmisión de datos) 
• Pin 3: Rx (recepción de datos) 
• Pin 5: GND (masa) 
• Pin 7: CTS (Clear to send) 
 
Como se puede observar, las líneas de transmisión y recepción están cruzadas 
en cada extremo del cable y las señalizaciones CTS y RTS están conectadas 
directamente. Hay que señalar que CTS y RTS son dos señales que informan 
de la disponibilidad de enviar y recibir datos, por lo que RTS indica la 
posibilidad de recibir y CTS la intención de enviar datos. 
 
Una vez esta configuración fue aplicada al cable serie se conectaron en cada 
extremo la tarjeta IS-03 y el portátil, sin necesidad de Null-Modem ya que el 
cable había sido cruzado, por lo que se disponía, de nuevo, de un esquema 
similar al escenario 2. Al realizar las diferentes pruebas con el programa 
MODBUS Tester se obtuvieron resultados idénticos a los del apartado 4.1.3.2., 
por lo que comprobamos que el sistema funcionaba perfectamente y ya se 
podía descartar la posibilidad del cable como problema en las conexiones entre 
el PC Grup y la tarjeta IS-03. 
 
El siguiente paso era sustituir el programa de tester por el programa 
Modbus_rtu, del primer proyecto, convenientemente depurado. El resultado 
no fue satisfactorio, ya que el error obtenido era idéntico al que se tenía al 
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intentar realizar la conexión aún sin cruzar los cables por lo que se pensó que 
el problema, lejos de tener relación con los difenrentes problemas 
solucionados, podía estar en otro lugar. La primera reacción fue comprobar que 
en el programa Modbus_rtu se estuviera accediendo al puerto RS-232 a 
través de un dispositivo erróneo pero, utilizando el comando dmesg desde la 
shell de Linux se vió que sí se estaba utilizando el dispositivo correcto. La 
segunda pregunta a hacerse era si el problema no residiría en el sistema 
operativo elegido en cada caso. 
 
 
4.1.4 Linux y Windows 
 
Recordando que Modbus_rtu funciona bajo sistema operativo Linux y que el 
programa de comprobación funciona bajo sistema operativo Windows se pensó 
que quizá el problema tuviera que ver con el sistema operativo utilizado para 
compilar el programa. Dado que el portátil posee instalados los sistemas 
operativos Linux Fedora Core 2 y Windws XP Profesional, se aprovechó para 
aprovechar el mismo hardware para las pruebas, descartando de esta manera 
que pudiera el mal funcionamiento pudiera ser debido a un problema de 
hardware. Lo que se hizo pues fue, simplemente, conectar y desconectar el 
portátil de la tarjeta IS-03 y ver cual era la reacción de la tarjeta. Se observó un 
hecho totalmente inesperado que indicaba que algo relacionado con el sistema 
operativo que se usara implicaba un estado u otro en el canal de 
comunicaciones serie. Al utilizar el sistema operativo Windows, el led rojo de la 
tarjeta (que indica que la conexión es correcta) se encendía quedándose a 
continuación permanentemente encendido. En cambio, al usar el sistema 
operativo Linux, este led no se encendía ni mostraba actividad alguna en el 
canal. Visto esto se decidió repetir la prueba con el PC situado en la sala de 
control y que se conecta a través del cable serie de 30 m, el PC Grup. Este 
ordenador solamente posee Linux Fedora Core instalado por lo que no se pudo 
repetir la prueba bajo Windows en esta máquina. El resultado fue el mismo que 
en el caso anterior: el led de control de la tarjeta IS-03 no se encendió en 
ningún momento. 
 
Una vez realizadas todas estas pruebas, se ha supuesto que el problema 
podría estar en una señal de alarma que Windows controla por defecto en sus 
comunicaciones a través de los puertos serie y que Linux, por el contrario, no. 
Por otro lado, las pruebas que se realizaron con los programas Server_com y 
cliente_com fueron válidas y demostraron que se controlan perfectamente 
los puertos RS-232, aunque cabría la posibilidad de que la tarjeta IS-03 
verifique alguna alarma que no se verifica en nuestras pruebas. 

Conclusiones y líneas de trabajo futuro    43 
 





Este proyecto se presentaba como la finalización de un proceso en el que 
habían intervenido diferentes personas y que daba la oportunidad de ver 
finalizado y en funcionamiento el control del sistema de baterías y generadores 
del OAM. Sin embargo, y lejos de lo esperado, sus objetivos han ido variando a 
lo largo de los meses, pues se ha debido corregir el objetivo inicial. Ello ha sido 
debido a que, por un lado, uno de los proyectos anteriores presentaba 
numerosos problemas de programación y, por el otro, a que nunca se había 
comprobado el correcto funcionamiento de la placa de control del sistema de 
baterías y generadores del OAM. A pesar de ello, en este proyecto hemos 
corregido los problemas encontrados en proyectos previos y hemos 
comprobado que, efectivamente, la tarjeta de control del sistema de baterías y 
generadores del OAM funciona correctamente. Esperamos pues que, en un 
futuro, se pueda concluir el proyecto de robotización del OAM. 
 
Es necesario destacar que para conseguir estos objetivos ha sido necesario 
realizar un total de tres visitas al Observatorio Astronómico del Montsec. En 
estas visitas se han realizado diferentes tipos de pruebas que han permitido 
finalmente clarificar la situación actual. En particular, hemos comprobado 
exhaustivamente los módulos programados que ya existían. Ello nos llevó a 
comprobar que el código de control Modbus_rtu.c no compilaba 
correctamente debido a diversos errores de programación. Una vez corregidos 
los errores de programación y de compilación se comprobó su funcionamiento 
en el OAM. Al comprobar que no se establecía conexión se comprobaron los 
diferentes componentes de hardware que componen el sistema instalado allí y 
se corrigieron las deficiencias encontradas. De esta forma hemos conseguido 
solucionar todos los problemas bajo sistema operativo Windows. No ha sido así 
en el caso de que se use el sistema operativo Linux. La hipótesis actual, que 
dejamos para futuros estudios, es que el problema puede residir en la 
configuración del sistema operativo elegido para compilar el programa, Linux 
Fedora Core 2, ya que las últimas pruebas demuestran que la tarjeta IS-03 
responde de manera diferente a un equipo que usa Windows XP Profesional 
que a otro equipo con Linux Fedora Core 2. En el siguiente apartado 
proporcionamos unas directrices para futuros trabajos. 
 
Finalmente, cabe destacar que el proyecto del Observatorio Astronómico del 
Montsec pretende respetar en el mayor grado posible el entorno natural en que 
se emplaza el edificio y reducir la acción del hombre en el Parque Astronómico 
del Montsec. Para ello, el edificio del OAM se equipó con placas solares que le 
aportan energía renovable además de utilizar un sistema de realimentación 
eléctrica a través de baterías que solamente funciona cuando las placas, por 
razones diversas, no pueden aportar toda la energía necesaria. De esta 
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manera se reduce considerablemente la contaminación ambiental tanto a nivel 
acústico y como por lo que afecta a emisiones. Una vez el sistema de control 
esté plenamente operativo se podrá gestionar mucho más eficazmente el uso 
del generador, por lo que el impacto ambiental será, indudablemente, menor. 
 
 
5.2 Líneas de trabajo futuro 
 
La finalización de este trabajo, lograr la completa robotización del sistema de 
baterías y generadores del OAM, deberá ser acometida en futuros proyectos. 
No obstante, se ha avanzado considerablemente en este objetivo, pues se ha 
documentado exhaustivamente el estándar MODBUS, se han comprobado los 
módulos programados y se ha verificado el correcto funcionamiento de la placa 
de comunicaciones. El objetivo en todo momento es lograr una comunicación 
entre el programa modbus_rtu y la tarjeta IS-03 ya que, una vez lograda la 
comunicación con una sola petición, el resto de funciones a programar solo 
deben llamar a funciones que ya están hechas.  Pese a ello es conveniente 
destacar las líneas de trabajo futuro que, desde nuestro punto de vista, cabe 
llevar a cabo y, al mismo tiempo, proporcionar un listado de los conceptos 
básicos que serán de utilidad en futuros desarrollos.  
 
 
5.2.1 Protocolo MODBUS. 
 
A continuación se indican una serie de conceptos a tener en cuenta para 
trabajar con el protocolo MODBUS 
 
• Trabaja con una estructura master-slave. 
• Utiliza una trama por 4 campos y puede tener entre 4 y 256 bytes. 
• La trama MODBUS viaja entre espacios de tiempo de 3,5 ζ. 
• Utilizamos el modo de comunicaciones MODBUS RTU. 
 
 
5.2.2 Software programado. 
 
A continuación se detallan cuáles son los módulos que están programados y 
bajo qué plataformas funcionan. 
 
• Server_com y cliente_com: Se trata de dos pequeños programas 
en C que corren sobre linux y que se sirven de la librería lib_com.h. 
Estos programas se han utilizado para testear el correcto funcionamiento 
de las funciones de control del puerto serie enviando un mensaje de un 
PC a otro. 
• Modbus_rtu: Programa de control del grupo electrógeno. Es un 
programa en C que corre sobre Linux y que se sirve de la librería 
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modbus_rtu.h y de las diferentes librerías GNU detalladas en el 
anexo D. 
• Hermes, zeus: Hermes es un cliente programado en C++ sobre la 
plataforma .NET que representa los datos recibidos de zeus a través de 
un socket TCP/IP. Zeus es un programa servidor programado en C para 
correr sobre Linux. Zeus será el encargado de llamar a las funciones de 
modbus_rtu para recibir los datos del grupo electrógeno y luego 
enviarlos a Hermes. 
 
Cabe destacar que el módulo modbus_rtu.c, pese a que compila, no está 
acabado. Hay que pulir las llamadas a las diferentes funciones que están 
programadas para que lea registros y escriba en las salidas. Actualmente la 
función que se utiliza es la de leer un holding register. Una vez que sea capaz 
de leer esto, solamente hay que descomentar el menú y hacer una petición a la 
tarjeta. El último paso es integrar este menú de modbus_rtu.c, en el servidor 
zeus y por último programar una función que interprete los mensajes que 
devuelve modbus_rtu para poder enviarlos al cliente Hermes. 
  
 
5.2.3 Hardware del OAM 
 
• La tarjeta IS-03 y el PC Grup actúan como elementos DTE en la 
conexión por lo que el cable que los conecta debe tener sus líneas 
cruzadas, ver apartado 4.1.3.3. 
• La velocidad a la que trabaja la tarjeta son 9600 baudios (configurado 
por software en los programas de control). 
• Este cable tiene más de 30 m, por lo que a 9600 baudios es posible que 
alguna vez pudiera dar errores, aunque en las pruebas ha ido todo bien. 
• El puerto usado en el PC grup es el número 1, que se corresponde con 
el dispositivo en linux /dev/ttyS4.2 
 
 
5.2.4 Otras mejoras 
 
Podría ser asimismo interesante aplicar otras técnicas que facilitaran la 
inclusión del control del grupo electrógeno a través de interfaces web con 
autenticación. La gran ventaja sería que los clientes no deberían instalar ningún 
tipo de software adicional en sus ordenadores, simplemente poseer un 
username y un password para acceder con su propia cuenta al sistema. La 
desventaja reside en que el programa resultante es un poco más complicado 
que el actual y que, además, necesitaría de una pequeña base de datos dónde 
se guardarían una relación de los username y los passwords de los usuarios. 
                                            
2 Hay que tener en cuenta que en los módulos server_com y cliente_com el dispositivo 
usado es el /dev/ttyS0. 
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ANEXO A. Las funciones MODBUS 
 
 
Código Descripción Rango Aplicable 
1 Leer estado de salidas 00001 – 09999 
2 Leer estado de entradas 10001 – 19999 
3 Leer registros de memoria 40001 – 49999 
4 Leer registros entrada 30001 – 39999 
5 Forzar 1 salida digital 00001 – 09999 
6 Escribir 1 Registro 40001 – 49999 
8 Test de comunicación ― 
15 Forzar múltiples salidas digitales 00001 – 09999 
16 Escribir múltiples registros 40001 – 49999 
Tabla A.1 Funciones MODBUS. 
 
El protocolo MODBUS dispone de muchas funciones definidas para ser usadas 
en los entornos en que se aplica. Para este caso se han elegido solamente las 
funciones que van a ser de utilidad y a éstas se va a llamar desde la aplicación 
que se ha diseñado en este proyecto. A continuación se detallan las 
características de las funciones MODBUS con las que se quiere trabajar: 
 
 
A.1 Leer estado salida digital 
 
Las salidas digitales, como se ve en la anterior, ocupan los rangos de memoria 
0X. Es una función que lee el estado ON/OFF de una salida discreta 
(referencias hexadecimales) en el esclavo y que no soporta el modo 
“broadcast”. 
 
• Petición (query) 
 
El mensaje de petición (query) especifica una salida digital de inicio y la 
cantidad de salidas digitales que deben ser leídas. Las salidas digitales 
están direccionadas en base a 0, es decir, las salidas digitales de la 1 a la 
16 tienen direcciones de la 0 a la 15 respectivamente.  En el siguiente 
ejemplo se puede ver una petición para leer las salidas digitales que van de 
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Campo Ejemplo (HEX) 
Ejemplo 
(DEC) 
Slave Address 11 17 
Función 01 1 
Starting address Hi 00 0 
Starting address Lo 13 19 
Nº of Points Hi 00 0 
Nº of Points Lo 25 25 
Error Check (LRC or CRC) - - 
Tabla A.2 Leer estado salida digital – Query. 
 
Los datos de la tabla A.2 pueden resultar algo complicados de entender, 




− Slave address (dirección del esclavo):  
 
Se trata del esclavo 17 pero dado que se trabaja con valores 






11 (HEX) Æ 0001 0001 (BIN) Æ 17 (DEC)
− Starting address Lo:  
 
Este campo refleja el valor de la salida digital inicial de todas las 
que se van a querer leer. Se observa que pese a que la salida 
digital en la que se empieza a leer es la número 20, este campo 
toma el valor 13. Los motivos son idénticos al caso anterior con el 
añadido que las salidas digitales, como se ha dicho anteriormente, 
están referenciadas a 0 por lo que en términos de direcciones de 






13 (HEX) Æ 0001 0011 (BIN) Æ 19 (DEC)
− Nº of points Lo:  
 
Este campo indica cuántos registros o posiciones, en este caso 
salidas digitales, van a leerse. En este caso 25 más, de la 19 a la 
553.  
 
                                            
3 Estos detalles entre números decimales, hexadecimales y referencias a 0 se repiten a lo largo 
de las diferentes funciones que se van a ver en este documento por lo que no se reiterarán las 
mismas explicaciones al respecto en cada apartado. 
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• Respuesta (response) 
 
La respuesta a la petición de lectura del estado de la salida digital de un 
slave se codifica de manera que cada bit de datos del mensaje de 
respuesta corresponde a una salida digital diferente, donde el LSB del 
campo de datos es el estado de la salida digital que se especifica en la 
petición y donde los siguientes bits se corresponden al resto de salidas 
digitales (hasta 8, tantos como bits hay) en orden de menor a mayor grado. 
El estado ON se identifica con un 1 y el estado OFF con un 0. En caso de 
que haya menos salidas digitales que bits, los últimos bits del campo de 
datos del mensaje de respuesta se rellenarán con bits de padding con valor 
0. En la tabla A.3 se muestra un ejemplo de este tipo de mensajes: 
 
Campo Ejemplo (HEX) 
Ejemplo 
(DEC)/(BIN) 
Slave Address 11 17 
Función 01 1 
Cantidad de Bytes 05 5 
Datos (Colas 27-20) CD 1100 1101 
Datos (Colas 35-28) 6B 0110 1011 
Datos (Colas 43-36) B2 1011 0010 
Datos (Colas 51-44) 0E 0000 1110 
Datos (Colas 56-52) 1B 0001 1011 
Error Check (LRC o CRC) - - 
Tabla A.3 Leer estado salida digital – Response. 
 
En el primer byte de datos, donde se refleja el valor de las colas 27 a la 20, 
se puede ver que el valor que toma es el CD (HEX) o 1100 1101 (BIN) de 
manera que la cola 27 se corresponde con el MSB y la 20 con el LSB. Así 
pues, las salidas digitales de la 27 a la 20 tienen los siguientes estados: 
ON-ON-OFF-OFF-ON-ON-OFF-ON. Por convenio, los bits se muestran de 
izquierda a derecha desde el MSB al LSB pero a la hora de transmitirlos en 
serie se envían desde el LSB hasta el MSB, de manera que primero se 
transmiten los datos referentes a la salida digital 20 y por último los 
correspondientes a la 27. En adelante se sigue con el LSB del siguiente 
byte transmitiendo de la 28 a la 35. En el último byte solamente se 
transmiten datos de 5 salidas digitales en los que los valores son 1B (HEX) 
y, por lo tanto, 0001 1011 (BIN) dónde los 3 primeros bits son bits de 
padding o relleno4. 
 
A.2 Leer estado entradas (read input status) 
 
Se trata de una función que lee el estado ON/OFF de las entradas digitales de 
los slaves MODBUS. Las entradas digitales ocupan el rango de memoria 1X. 
                                            
4Para las diferentes funciones que se van a ver en este documento se repiten las mismas 
características para los bits LSB y MSB por lo que no se reiterarán las mismas explicaciones al 
respecto en cada apartado más que lo necesario para la comprensión de dicha función. 
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Es una función que no soporta el modo brodadcast ya que se refiere siempre a 
un slave concreto.  
 
• Petición (Query) 
 
La petición indica una entrada inicial y la cantidad de entradas que deben 
ser leídas. Igual que las salidas digitales, las entradas digitales están 
direccionadas en base a 0 por lo que, nuevamente, las entradas de la 1 a la 
16 tienen direcciones de la 0 a la 15 respectivamente. En el siguiente 
ejemplo, ver tabla A.4, se presenta una petición para leer las entradas que 
van de la 10197 a la 10218  (10196, 10217 en base a 0) del dispositivo 
esclavo 17. 
 
Campo Ejemplo (HEX) Ejemplo (DEC) 
Slave Address 11 17 
Función 02 2 
Starting address Hi 00 0 
Starting address Lo C4 196 
Nº of Points Hi 00 00 
Nº of Points Lo 16 16 
Error Check (LRC or RC) - - 
Tabla A.4 Leer estado entradas – Query. 
 
• Respuesta (Response) 
 
De igual manera que para la respuesta a la lectura del estado de las salidas 
digitales, en la respuesta de las entradas digitales se incluye el estado de 
cada entrada digital en cada bit del campo de datos del mensaje de 
respuesta, donde el LSB se corresponde con la primera entrada pedida y el 
MSB con la mayor (de las 7 siguientes). En el caso que en un mensaje haya 
menos de 8 estados de información de entradas (1 por bit del campo de 
datos) los bits más cercanos al MSB serán rellenados con 0’s de padding. 
 
Campo Ejemplo (HEX) 
Ejemplo 
(DEC)/(BIN) 
Slave Address 11 17 
Función 02 2 
Cantidad de Bytes 03 3 
Datos (entradas 10204 -10197) AC 1010 1100 
Datos (entradas 10212 - 10205) DB 1101 1011 
Datos (entradas 10218 - 10213) 35 0011 0101 
Error Check (LRC or CRC) - - 
Tabla A.5 Leer estado entradas – Response. 
 
En la tabla A.5 se observa que la lectura se realiza del slave 17 
utilizando la función número 2, para leer entradas digitales, que se 
utilizan 3 bytes para transportar la información que se recibirá y que, por 
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ejemplo, los estados de las entradas que viajan en el segundo byte son: 
ON-ON-OFF-ON-ON-OFF-ON-ON. 
 
A.3 Leer registros de memoria (Read holding registers) 
 
Esta función lee los registros de memoria internos de un slave MODBUS. Estos 
registros se llaman holding registers. De los registros de memoria se pueden 
destacar dos cosas: que ocupan el rango de memoria 4X y que no puede 
usarse esta función en modo “broadcast”. 
 
• Petición (Query) 
 
La petición especifica un holding register  de inicio y la cantidad de registros 
que deben ser leídos. Los registros, como el resto de posiciones de 
memoria, también están direccionados en base a 0. En el siguiente ejemplo 
podemos ver una petición para leer los registros que van del 40108 al 
40110  (40107, 40109 en base a 0) del slave 17. 
 
Campo Ejemplo (HEX) 
Ejemplo 
(DEC)/(BIN) 
Slave Address 11 17 
Función 03 3 
Starting address Hi 00 0 
Starting address Lo 6B 107 
Nº of Points Hi 00 0 
Nº of Points Lo 03 3 
Error Check (LRC or CRC) - - 
Tabla A.6 Leer registros de memoria – Query. 
 
• Respuesta (Response) 
 
Campo Ejemplo (HEX) 
Ejemplo 
(DEC)/(BIN) 
Slave Address 11 17 
Función 03 3 
Cantidad de Bytes 06 6 
Datos Hi (Registro 40108) 02 0000 0010 
Datos Lo (Registro 40108) 2B 0010 1011 
Datos Hi (Registro 40109) 00 0000 0000 
Datos Lo (Registro 40109) 00 0000 0000 
Datos Hi(Registro 40110) 00 0000 0000 
Datos Lo (Registro 40110) 64 0110 0100 
Error Check (LRC or CRC) - - 
Tabla A.7 Leer registros de memoria – Response. 
 
Al contrario que con las entradas y las salidas digitales, donde cada bit 
transportaba el estado ON/OFF de cada entrada o salida, los registros 
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utilizan 2 bytes cada uno para encapsular sus datos. Hay que destacar 
que para cada registro, el primer byte transporta los bits de mayor peso y 
el segundo los de menor peso. 
 
Como se ve en la tabla el registro 40108, por ejemplo, muestra los 
valores 02 2B, por lo que en decimal se lee el valor 555; para el registro 
40109 el valor decimal es el 0 y para el registro 40110, dónde se lee 00 
64, el valor 100. 
 
A.4 Leer registros de entrada (Read input registers) 
 
Esta es una función de lectura de los contenidos binarios que hay en los 
registros de entrada (rango de memoria 3X) de un slave MODBUS. Esta 
función tampoco soporta el modo broadcast de envío de paquetes.  
 
• Petición (Query) 
 
El mensaje de petición especifica cual es el número de registro por el que 
se quiere empezar a leer y cuántos registros van a leerse. En el caso 
mostrado en la tabla A.8 se quiere leer el registro 30009 del slave 17 y se 
indica que solamente se leerá 1 único registro, el 30009. 
 
 
Campo Ejemplo (HEX) 
Ejemplo 
(DEC) 
Slave Address 11 17 
Función 04 4 
Starting address Hi 00 0 
Starting address Lo 08 8 
Nº of Points Hi 00 0 
Nº of Points Lo 01 1 
Error Check (LRC or CRC) - - 
Tabla A.8 Leer registros de entrada – Query. 
 
• Respuesta (Response) 
 
Los registros de entrada utilizan 2 bytes cada uno para encapsular sus 
datos en formato binario. El primer byte de cada registro contiene los bits de 
mayor peso y el segundo los de menor. En la tabla siguiente se muestra 
cómo se devuelve el contenido del registro 30009 en dos bytes con valores 
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Campo Ejemplo (HEX) 
Ejemplo 
(DEC)/(BIN) 
Slave Address 11 17 
Función 04 4 
Cantidad de Bytes 02 2 
Datos Hi (Registro 30009) 00 0000 0000 
Datos Lo (Registro 30009) 0A 0000 1001 
Error Check (LRC or CRC) - - 
Tabla A.9 Leer registros de entrada – Response. 
 
A.5 Forzar una salida digital (Force single coil) 
 
Esta función obliga a una salida digital (rango de memoria 0X) a cambiar su 
estado ON/OFF, además es una función que sí trabaja en modo broadcast en 
caso que se quiera acceder a todos los slaves de una misma bobina. 
  
• Petición (Query) 
 
El mensaje de petición especifica cual es la salida digital de referencia a la 
que hay que acceder. Igual que sucede con los registros, las salidas 
digitales están referenciadas a 0, por tanto, la salida digital 1 será, en 
términos lógicos, la 0. El estado que se quiera forzar, ya sea ON u OFF, se 
especifica mediante una constante en el campo de datos del mensaje de 
petición. El valor FF 00 (HEX) indica que se quiere cambiar al estado ON y 
el valor 00 00 (HEX) al estado OFF. Cualquier otro valor que sea introducido 
en la trama no afectará a la salida digital de ningún modo. En la tabla 
siguiente puede verse que se quiere acceder a la salida digital número 173 
del slave 17 y ponerla en estado ON: 
 
 
Campo Ejemplo (HEX) 
Ejemplo 
(DEC)/(estado) 
Slave Address 11 17 
Función 05 5 
Coil address Hi 00 0 
Coil address Lo AC 172 
Force Data Hi FF ON 
Force Data Lo 00 OFF 
Error Check (LRC or CRC) - - 
Tabla A.10 Forzar una salida digital – Query. 
 
 
• Respuesta (Response) 
 
Comparando la tabla siguiente con la anterior puede verse que son 
representaciones de la misma trama. Esto es debido a que el mensaje de 
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respuesta a la función “forzar una salida digital” es idéntico al mensaje de 
petición. En este caso indica que el proceso ha sido correcto. 
 
 
Campo Ejemplo (HEX) 
Ejemplo 
(DEC)/(estado) 
Slave Address 11 17 
Función 05 5 
Coil address Hi 00 0 
Coil address Lo AC 172 
Force Data Hi FF ON 
Force Data Lo 00 OFF 
Error Check (LRC or CRC) - - 
Tabla A.11 Forzar una salida digital – Response. 
 
A.6 Programar un registro (Preset single register) 
 
Esta función programa un valor en un holding register (rango de memoria 4X). 
Se trata de una función que soporta el modo broadcast y, en este caso, accede 
al mismo registro de todos los slaves. 
 
• Petición (Query) 
 
El mensaje de petición especifica cual es el registro de referencia al que hay 
que acceder. En la tabla A.12 puede verse que se quiere acceder al holding 
register 40002 correspondiente al dispositivo esclavo 17 y programarle el 
valor 00 03 (HEX): 
 
 
Campo Ejemplo (HEX) 
Ejemplo 
(DEC)/(estado) 
Slave Address 11 17 
Función 06 6 
Register address Hi 00 0000 0000 
Register address Lo 01 0000 0001 
Preset Data Hi 00 0000 0000 
Preset Data Lo 03 0000 0003 
Error Check (LRC or CRC) - - 
Tabla A.12 Programar un registro – Query. 
 
 
• Respuesta (Response) 
 
Comparando la tabla A.13 con la anterior puede verse que ocurre lo mismo 
que con la función anterior, se trata de representaciones de la misma trama. 
En este caso indica que el proceso ha sido correcto. 
 
Anexos    57 
 
Campo Ejemplo (HEX) 
Ejemplo 
(DEC)/(estado) 
Slave Address 11 17 
Función 06 6 
Register address Hi 00 0 
Register address Lo 01 1 
Preset Data Hi 00 0000 0000 
Preset Data Lo 03 0000 0003 
Error Check (LRC or CRC) - - 
Tabla A.13 Programar un registro – Response. 
 
A.7 Forzar múltiples salidas digitales (Force multiple coils) 
 
Esta función obliga a que un grupo de salidas digitales (rango de memoria 0X) 
cambien su estado ON/OFF de manera secuencial. Soporta modo broadcast y, 
como en otros casos, accede a las mismas bobinas especificadas de cada 
dispositivo esclavo 
 
• Petición (Query) 
 
El mensaje de petición especifica cuales son las salidas digitales de 
referencia a las que hay que acceder. Igual que sucede con los registros, 
las salidas digitales están referenciadas a 0, por tanto, la salida digital 1 













Tabla A.14 Forzar múltiples salidas digitales – Query. 
 
 
El estado solicitado, ON/OFF, se especifica en el campo de datos de la 
trama MODBUS, de modo que un bit que contenga un ‘1’ significa un estado 
ON y uno que contenga un ‘0’ equivale al estado OFF. 
 
Campo Ejemplo (HEX) 
Ejemplo 
(DEC)/(estado) 
Slave Address 11 17 
Función 0F 15 
Coil address Hi 00 0 
Coil address Lo 13 19 
Cantidad de bobinas Hi 00 0 
Cantidad de bobinas Lo 0A 10 
Cantidad de Bytes 02 2 
Force Data Hi CD 1100 1101 
Force Data Lo 01 0000 0001 
Error Check (LRC or CRC) - - 
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En la tabla siguiente se muestra un ejemplo en el que se hace una petición 
para realizar cambios de estado en una série de 10 salidas digitales 
seguidas empezando por la salida digital número 20, 19 (DEC) o 13 (HEX), 
del dispositivo esclavo 17. 
 
El mensaje de petición contiene dos bytes: CD 01 (HEX) ó lo que es lo 
mismo, 1100 1101 0000 0001 (BIN). Los bits en binario corresponden a las 
salidas digitales de la manera que se muestra en la tabla A.15: 
 
Bit: 1 1 0 0 1 1 0 1 0 0 0 0 0 0 0 1 
Bobina: 27 26 25 24 23 22 21 20 - - - - - - 29 28
Tabla A.15 Petición de cambios de estado en 10 salidas digitales 
 
El primer byte, CD (HEX) está dirigido a las bobinas de la 27 a la 20, dónde 
el LSB siempre se refiere a la bobina de menor peso. El segundo byte se 
refiere a las bobinas 29 y 28. Los 0’s que van delante son, solamente, de 
relleno. 
 
• Respuesta (Response) 
 
La respuesta que proporciona esta función devuelve la dirección del slave, 
el código de función, la dirección de inicio y la cantidad de salidas digitales 
que se han manipulado. 
 
Campo Ejemplo (HEX) 
Ejemplo 
(DEC)/(estado) 
Slave Address 11 17 
Función 0F 15 
Coil address Hi 00 0 
Coil address Lo 13 19 
Cantidad de bobinas Hi 00 0 
Cantidad de bobinas Lo 0A 10 
Error Check (LRC or CRC) - - 
Tabla A.16 Forzar múltiples salidas digitales – Response. 
 
A.8 Programar múltiples registros (Preset multiple registers) 
 
Esta función programa un valor en un grupo de holding registers (rango de 
memoria 4X). Se trata de una función que soporta el modo broadcast y, en este 
caso, accede al mismo registro de todos los slaves. 
 
 
• Petición (Query) 
 
El mensaje de petición especifica cual es el registro de referencia al que hay 
que acceder. En la tabla A.17 puede verse que se quiere acceder a dos 
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registros a partir del holding register 40002 correspondientes al dispositivo 

















Tabla A.17 Programar múltiples registros – Query. 
 
Campo Ejemplo (HEX) 
Ejemplo 
(DEC)/(estado) 
Slave Address 11 17 
Función 10 16 
Starting address Hi 00 0 
Starting  address Lo 01 1 
Nº Registros Hi 00 0 
Nº Registros  Lo 02 2 
Cantidad de Bytes 04 4 
Data Hi 00 0000 0000 
Data Lo 0A 0000 1010 
Data Hi 01 0000 0001 
Data Lo 02 0000 0010 
Error Check (LRC or CRC) - - 
• Respuesta (Response) 
 
La respuesta que proporcionada devuelve la dirección del slave, el código 




Campo Ejemplo (HEX) 
Ejemplo 
(DEC)/(estado) 
Slave Address 11 17 
Función 10 16 
Starting address Hi 00 0 
Starting  address Lo 01 1 
Nº Registros Hi 00 0 
Nº Registros  Lo 02 2 
Error Check (LRC or CRC) - - 
Tabla A.18 Programar múltiples registros – Response. 
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#define MAX_DATA_LENGTH 246 
#define MAX_QUERY_LENGTH 255 
#define MAX_RESPONSE_LENGTH 1024 
 
#define FALSE 0  
#define TRUE 1 
 




#include <termio.h> // Definiciones de control del terminal POSIX 
#include <sys/time.h> // Estructuras de tiempo para select() 
#include <unistd.h> // Constantes de Simbolos POSIX 




  Nota: Todas las funciones de modbus que se utilizan para enviar 
     o revibir datos devuleven estos valores. 
 
 Devuelven: string_length si OK 
    0 si falla 
    menos de 0 para errores 
/*******************************************************************/ 
 
#define COMMS_FAILURE 0 
#define ILLEGAL_FUNCTION -1 
#define ILLEGAL_DATA_ADDRESS -2 
#define ILLEGAL_DATA_VALUE -3 
#define SLAVE_DEVICE_FAILURE -4 
#define ACKNOWLEDGE -5 
#define SLAVE_DEVICE_BUSY -6 
#define NEGATIVE_ACKNOWLEDGE -7 
#define MEMORY_PARITY_ERROR -8 
 





 leer_cola_status  
 
Lee el estado (boleano) de las colas y coloca los arrays de 
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int leer_cola_status( int slave, int dir_inic, int cont, 












int leer_input_status( int slave, int dir_inic, int contador, 












#define MAX_READ_REGS 100 
 
int leer_holding_registers( int slave, int dir_inic, int contador, 













#define MAX_INPUT_REGS 100 
 
int leer_input_registers( int slave, int dir_inic, int contador, 






 Activa o desactiva una cola del slave. 
/*******************************************************************/ 
 
int forzar_cola( int slave, int dir_cola, int estado, int fd ); 
 






 Pone un valor en un registro del slave. 
/*******************************************************************/ 
 










#define MAX_WRITE_COILS 800 
 
int set_cola_multiple( int slave, int dir_inic, int cont_cola, 





 Copia el valor de una array a un array del slave. 
/*******************************************************************/ 
 
#define MAX_WRITE_REGS 100 
 
int set_registro_multiple( int slave, int dir_inic,  






 Esta funcion inicializa el puerto serie para la comunicacion RTU 
 en modbus. 
/*******************************************************************/ 
 
int inicializar_puerto( char *dispositivo, int baud_i, char *paridad 
); 
 
/* baud should be the plain baud rate, eg 2400; zero for the default 
9600. 
 * If an unsupported baud rate is specified, prints a message to 
stderr and 
 * uses 9600. */ 
 
 
#define TO_B110 3200000 /* These values are the timeout delays */ 
#define TO_B300 1600000 /* at the end of packets of data.      */ 
#define TO_B600  800000 /* At this stage a true calculation    */ 
#define TO_B1200 400000 /* has not been worked out. So these   */ 
#define TO_B2400 200000 /* values are just a guess.            */ 
#define TO_B4800 100000 /*                                     */ 
#define TO_B9600  50000 /* The spec says that a message frame  */ 
#define TO_B19200 25000 /* starts after a silent interval of   */ 
#define TO_B38400 12500 /* at least 3.5 character times.       */ 
#define TO_B57600  8333 /* These are uS times.                */ 
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#define TO_B115200 4167  
 
 






#define MAXVEC 20 
 
#define DEBUG //Para ver los datos enviados y recibidos 
descomentar 
//#define MENU  //Para usar el menu de seleccion descomentar 






   modbus_query( paquete, longitud) 
 
Funcion que añade un campo al paquete para la correccion de errores  
al final del paquete. 




void modbus_query( unsigned char *paquete , size_t string_longitud ) 
{ 
 int temp_crc; 
 
 /* declaracion del crc: un bufer con el paquete, el principio y  
 la longitud del campo para la correccion de errores*/ 
 unsigned int crc(unsigned char buf[],int start,int cnt); 
 
 temp_crc = crc( paquete, 0, string_longitud ); 
  
 paquete[ string_longitud++ ] = temp_crc >> 8; 
 paquete[ string_longitud++ ] = temp_crc & 0x00FF; 
 paquete[ string_longitud ] = 0; 
 
 write (1, "he pasado por modbus_query\n", sizeof ("he pasado por 
modbus_query\n") ); 
} 




   send_query( file_descriptor, query_string, query_longitud ) 
 
Funcion para enviar una solicitud a un slave 
/*******************************************************************/ 
 
int send_query( int ttyfd, unsigned char *query, size_t 
string_longitud ) 
{ 
 int write_stat; 
 
#ifdef DEBUG 
 int i; 
#endif 
 
 //Creamos el campo crc en el paquete de solicitud 
 modbus_query( query, string_longitud ); 
 string_longitud += 2;  
  
#ifdef DEBUG 
// Imprime en stderr el valor hexadecimal de cada caracter que 
vamos 
// a mandar al esclavo 
  
 printf ("valores mandados al Slave\n"); 
 
 for( i = 0; i < string_longitud; i++ ) 
 { 
  fprintf( stderr, "[%0.2X]", query[ i ] ); 
 } 
 fprintf( stderr, "\n" ); 




 tcflush( ttyfd, TCIOFLUSH ); /* Saca las tramas de entrada y  
         de salida */ 
#ifdef DEBUG 
 printf ("primer valor de ttyfd = %d\n", ttyfd); 
 write_stat = write (1, query, string_longitud ); 
 printf("primer wrtie al canal 1 %d\n", write_stat); 
#endif 
 
 write_stat = write( ttyfd, query, string_longitud ); 
 
 tcflush( ttyfd, TCIFLUSH ); /* tal vez no es necesario */ 
 
#ifdef DEBUG 
 printf ("segundo valor: %d\n", ttyfd); 
 printf ("valor status (write_stat) send-query: %d\n", 
write_stat); 
#endif  
 return( write_stat ); 
} 
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/*******************************************************************/ 
 modbus_respuesta( respuesta_data_array, query_array ) 
 
   Funcion que comprueba si la respuesta llega y es correcta 
(comprueba 
   el campo crc) 
 
   Devuelve: string_longitud si todo es correcto 
    0 si no lo es 
    <0 si hay exception errors 
 
Nota:Todas las funciones que se usan para enviar o recibir con 
modbus devuelven esos valores 
/*******************************************************************/ 
 
int modbus_respuesta( unsigned char *data, unsigned char *query, int 
fd ) 
{ 
 int respuesta_longitud; 
 
 unsigned short crc_calc = 0; 
 unsigned short crc_recibida = 0; 
 unsigned char rec_crc_hi; 
 unsigned char rec_crc_lo; 
 
 
 /* Declaramos localmente las funciones */ 
 int receive_response( unsigned char *string_recibido, int ttyfd 
); 
 unsigned int crc(unsigned char buf[],int start,int cnt); 
 
#ifdef DEBUG 
        write (1, "he pasado por modbus_respuesta\n", sizeof ("he 
pasado por modbus_respuesta\n") ); 
#endif 
 
 respuesta_longitud = receive_response( data, fd ); 
 if( respuesta_longitud ) 
 { 
  crc_calc = crc( data, 0, respuesta_longitud - 2 ); 
  
  rec_crc_hi = (unsigned) data[ respuesta_longitud - 2 ]; 
  rec_crc_lo = (unsigned) data[ respuesta_longitud - 1 ]; 
 
  crc_recibida = data[ respuesta_longitud - 2 ]; 
  crc_recibida = (unsigned) crc_recibida << 8; 




 /*********** Comprobamos el CRC de la respuesta ************/ 
 
  if (crc_calc != crc_recibida) 
  { 
   fprintf( stderr, "Error crc "); 
   fprintf( stderr, "%0X - ", crc_recibida); 
   fprintf( stderr, "crc_calc %0X\n",crc_calc); 
   
   respuesta_longitud = 0; 
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  } 
 
 /****** Buscamos algun exception error en la respuesta *****/ 
 
  if( respuesta_longitud && data[ 1 ] != query [ 1 ] ) 
  { 
   respuesta_longitud = 0 - data[ 2 ]; 
  } 
 } 




 receive_response( array_datos ) 
 
   Funcion que muestra la respuesta del slave. 
   La funcion se bloquea si en el tiempo estipulado no hay respuesta 
 
   Devuelve el numero de caracteres recibidos 
/*******************************************************************/ 
 
int receive_response(unsigned char *string_recibido, int ttyfd ) 
{ 
 
 int rxchar = PORT_FAILURE; 
 int data_acces = FALSE; 
 int bytes_recibidos = 0; 
 int read_stat; 
 
 int timeout = 10; //segundos 
  
 fd_set rfds; 
  
 struct timeval tv; 
 
 tv.tv_sec = timeout; //segundos 
 tv.tv_usec = 0; //microsegundos 
 
 
 FD_ZERO( &rfds ); 
 FD_SET( ttyfd, &rfds ); 
 
#ifdef DEBUG 
        printf ("he pasado por receive_response\n"); 




 /* Esperando respuesta */ 
 data_acces = select( FD_SETSIZE, &rfds, NULL, NULL, &tv ); 
  
#ifdef DEBUG 
 printf ("valor de FD_SETSIZE en el select %d\n", FD_SETSIZE); 
 printf ("Variable data acces --> %d\n", data_acces); 
#endif 
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 if( !data_acces ) 
 { 
  bytes_recibidos = 0;  
  fprintf(stderr, "No se han recibido datos en el select de 
la funcion recieve_response\n"); 





 tv.tv_sec = 0; 
 tv.tv_usec = timeout; 
 
 FD_ZERO( &rfds ); 
 FD_SET( ttyfd, &rfds ); 
  
 while( data_acces ) 
 { 
 
  /* si no hay caracteres en el buffer esperamos  
  char_interval_timeout antes de aceptar que la respuesta  
  ha terminado */ 
 
  if( select( FD_SETSIZE, &rfds, NULL, NULL, &tv ) ) 
  { 
   read_stat = read( ttyfd, &rxchar, 1 ); 
 
   if( read_stat < 0 ) 
   { 
    bytes_recibidos = PORT_FAILURE; 
    data_acces = FALSE; 
   } 
   else 
   { 
    rxchar = rxchar & 0xFF; 
    string_recibido[ bytes_recibidos ++ ] = rxchar; 
   } 
 
 
   if( bytes_recibidos >= MAX_RESPONSE_LENGTH ) 
   { 
    bytes_recibidos = PORT_FAILURE; 
    data_acces = FALSE; 
   } 
#ifdef DEBUG 
   /* escribe el codigo hexadecimal de cada caracter 
recibido */ 
   fprintf( stderr, "<%0.2X>", rxchar ); 
#endif 
 
  } 
  else 
  { 
   data_acces = FALSE; 
  } 
 
 }  
 
#ifdef DEBUG 
 fprintf( stderr, "\n" ); 




 if( bytes_recibidos > 2 ) 
 { 








  Las siguientes funciones construyen la peticion necesaria dentro de 
  un paquete de peticion modbus 
/*******************************************************************/ 
 
#define TAMANO_PETIC 6 /* los paquetes necesitan 6 unsigned chars  */ 
#define TAMANO_CHECKSUM 2  /* para la peticion mas 2 para el 
checksum   */ 
 
/*******************************************************************/ 
 void construir_petic_paquete 
 
 Esta funcion construye un paquete de peticion indicando el slave  
 al que va dirigido la funcion que queremos realizar, la 
direccion  
 de los datos y el numero de registros a consultar. 
/*******************************************************************/ 
 
void construir_petic_paquete( int slave, int funcion, int dir_inic, 
      int contador, unsigned char *paquete ) 
{ 
 paquete[ 0 ] = slave, 
 paquete[ 1 ] = funcion; 
 dir_inic -= 1; 
 paquete[ 2 ] = dir_inic >> 8; 
 paquete[ 3 ] = dir_inic & 0x00ff; 
 paquete[ 4 ] = contador >> 8; 







 Un array de colas se pondra en TRUE o en FALSE segun la 
respuesta  
 que nos dé el slave. 
/*******************************************************************/ 
 
int leer_IO_status( int funcion, int slave, int dir_inic, int 
contador,  
       int *dest, int tam_dest, int ttyfd ) 
{ 
 /* declaracion local */ 
 int leer_IO_estado_respuesta( int *dest, int tam_dest, int 
cont_cola, 
     unsigned char *query, int fd ); 
 
 int status; 
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 unsigned char paquete[ TAMANO_PETIC + TAMANO_CHECKSUM ]; 
 construir_petic_paquete( slave, funcion, dir_inic, contador, 
paquete ); 
 
 if( send_query( ttyfd, paquete, TAMANO_PETIC ) > -1 ) 
 { 
  status = leer_IO_estado_respuesta( dest, tam_dest, 













 leer_cola_status  
 
 Lee el estado (boleano) de las colas y coloca los arrays de 
elementos 




int leer_cola_status( int slave, int dir_inic, int cont, 
     int *dest, int tam_dest, int ttyfd ) 
{ 
 int funcion = 0x01; /* Funcion: Leer Status de la Cola */ 
 int status; 
 
 status = leer_IO_status( funcion, slave, dir_inic, cont,  
      dest, tam_dest, ttyfd ); 
 










int leer_input_status( int slave, int dir_inic, int contador, 
      int *dest, int tam_dest, int ttyfd ) 
{ 
 int funcion = 0x02; /* Funcion: Leer Input Status */ 
 int status; 
 
 status = leer_IO_status( funcion, slave, dir_inic, contador, 
       dest, tam_dest, ttyfd ); 
 















int leer_IO_estado_respuesta( int *dest, int tam_dest, int cont_cola, 
    unsigned char *query, int fd ) 
{ 
 
 unsigned char data[ MAX_RESPONSE_LENGTH ]; 
 int raw_long_respuesta; 
 int temp, i, bit, pos_dest = 0; 
 int colas_proces = 0; 
 
 raw_long_respuesta = modbus_respuesta( data, query, fd ); 
  
 
 if( raw_long_respuesta > 0 ) 
 { 
  for( i = 0; i < ( data[2] ) && i < tam_dest; i++ ) 
  { 
   /* coloca el registro hi_byte en temp */ 
   temp = data[ 3 + i ] ; 
   for( bit = 0x01; bit & 0xff &&  
    colas_proces < cont_cola; ) 
   { 
    if( temp & bit ) 
    { 
     dest[ pos_dest ] = TRUE; 
    } 
    else 
    { 
     dest[ pos_dest ] = FALSE; 
    } 
    colas_proces++; 
    pos_dest++; 
    bit = bit << 1; 
   } 
  } 
 } 
 






 lee los datos de un slave y los pone en un array. 
/*******************************************************************/ 
 
int leer_registros( int funcion, int slave, int dir_inic, int 
contador,  
     int *dest, int tam_dest, int ttyfd ) 
{ 
 /* declaracion local */ 
 int leer_reg_respuesta( int *dest, int tam_dest,  
     unsigned char *query, int fd ); 
Anexos    71 
 
 int status, test; 
 
 
 unsigned char paquete[ TAMANO_PETIC + TAMANO_CHECKSUM ]; 




 test = send_query (ttyfd, paquete, TAMANO_PETIC); 
#ifdef DEBUG 
 printf ("varialble test que viene de status de send_query: 
%d\n", test); 
#endif 
 if( test  > -1 ) 
 { 




 {  
  write (1, "Error en el Puerto\n", sizeof("Error en el 
Puerto\n") ); 
  status = PORT_FAILURE; 
 } 
  










int leer_holding_registers( int slave, int dir_inic, int contador, 
    int *dest, int tam_dest, int ttyfd ) 
{ 
 int funcion = 0x03;    /* Funcion: Leer Holding Registers */ 
 int status; 
 
 if( contador > MAX_READ_REGS ) 
 { 
  contador = MAX_READ_REGS; 
#ifdef DEBUG 





 status = leer_registros( funcion, slave, dir_inic, contador, 
      dest, tam_dest, ttyfd ); 
 
 return( status); 
} 











int leer_input_registers( int slave, int dir_inic, int contador, 
    int *dest, int tam_dest, int ttyfd ) 
{ 
 int funcion = 0x04; /* Funcion: Leer Registros de Entrada */ 
 int status; 
 
 if( contador > MAX_INPUT_REGS ) 
 { 
  contador = MAX_INPUT_REGS; 
#ifdef DEBUG 





 status = leer_registros( funcion, slave, dir_inic, contador, 
      dest, tam_dest, ttyfd ); 
 





 Lee la respuesta del slave y pone los datos en un array. 
/*******************************************************************/ 
 
int leer_reg_respuesta( int *dest, int tam_dest, unsigned char *query, 
int fd ) 
{ 
 
 unsigned char data[ MAX_RESPONSE_LENGTH ]; 
 int raw_long_respuesta; 
 int temp,i; 
 
  
 write (1, "leer_reg_respuesta\n", sizeof 
("leer_reg_respuesta\n") ); 
 raw_long_respuesta = modbus_respuesta( data, query, fd ); 
 if( raw_long_respuesta > 0 ) 
  raw_long_respuesta -= 2; 
  
  
 if( raw_long_respuesta > 0 ) 
 { 
  for( i = 0;  
   i < ( data[2] * 2 ) && i < (raw_long_respuesta / 2);  
         i++ ) 
  { 
   /* coloca el registro hi_byte en temp */ 
   temp = data[ 3 + i *2 ] << 8;     
   /* y hace un OR con lo_byte           */ 
   temp = temp | data[ 4 + i * 2 ]; 
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   dest[i] = temp;  
  } 
 } 






 Consigue los datos primarios de la trama. 
/*******************************************************************/ 
 
int preset_respuesta( unsigned char *query, int fd )  
{ 
 unsigned char data[ MAX_RESPONSE_LENGTH ]; 
 int raw_long_respuesta; 
  
 raw_long_respuesta = modbus_respuesta( data, query, fd ); 
 






 Envia un valor a un resgistro del slave.  
/*******************************************************************/ 
 
int set_single( int funcion, int slave, int dir, int valor, int fd ) 
{ 
 
 int status; 
 
 unsigned char paquete[ TAMANO_PETIC ]; 
 paquete[ 0 ] = slave; 
 paquete[ 1 ] = funcion; 
 dir -= 1; 
 paquete[ 2 ] = dir >> 8; 
 paquete[ 3 ] = dir & 0x00FF; 
 paquete[ 4 ] = valor >> 8; 
 paquete[ 5 ] = valor & 0x00FF; 
 
 if( send_query( fd, paquete, 6 ) > -1 ) 
 { 




  status = PORT_FAILURE; 
 } 
 
 return( status ); 
} 










int forzar_cola( int slave, int dir_cola, int estado, int fd ) 
{ 
 int funcion = 0x05; 
 int status; 
 
 if( estado ) estado = 0xFF00; 
 
 status = set_single( funcion, slave, dir_cola, estado, fd ); 
 










int set_single_registro(int slave, int dir_reg, int valor, int fd ) 
{ 
 int funcion = 0x06; 
 int status; 
 
 status = set_single( funcion, slave, dir_reg, valor, fd ); 
 











#define PRESET_QUERY_SIZE 210 
 
int set_cola_multiple( int slave, int dir_inic, int cont_cola, 
       int *data, int fd ) 
{ 
 int cont_byte; 
 int i, bit, tam_paquete = 6; 
 int cola_check = 0; 
 int pos_data_array = 0; 
 int status; 
 
 unsigned char paquete[ PRESET_QUERY_SIZE ]; 
 
 if( cont_cola > MAX_WRITE_COILS ) 
 { 
  cont_cola = MAX_WRITE_COILS; 
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#ifdef DEBUG 
  fprintf( stderr, "Demasiadas colas para escribir.\n" ); 
#endif 
 } 
 paquete[ 0 ] = slave; 
 paquete[ 1 ] = 0x0F; 
 dir_inic -= 1; 
 paquete[ 2 ] = dir_inic >> 8; 
 paquete[ 3 ] = dir_inic & 0x00FF; 
 paquete[ 4 ] = cont_cola >> 8; 
 paquete[ 5 ] = cont_cola & 0x00FF; 
 cont_byte = (cont_cola / 8) + 1; 
 paquete[ 6 ] = cont_byte; 
 
 bit = 0x01; 
 
 for( i = 0; i < cont_byte; i++) 
 { 
  paquete[ ++tam_paquete ] = 0; 
 
  while( bit & 0xFF && cola_check++ < cont_cola ) 
  { 
   if( data[ pos_data_array++ ] ) 
   { 
    paquete[ tam_paquete ] |= bit; 
   } 
   else 
   { 
    paquete[ tam_paquete ] &=~ bit; 
   } 
   bit = bit << 1; 
  } 
  bit = 0x01; 
 } 
 
 if( send_query( fd, paquete, ++tam_paquete ) > -1 ) 
 { 




  status = PORT_FAILURE; 
 } 
 










int set_registro_multiple( int slave, int dir_inic,  
    int cont_reg, int *data, int fd ) 
{ 
 int cont_byte, i, tam_paquete = 6; 
 int status; 
 
 unsigned char paquete[ PRESET_QUERY_SIZE ]; 
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 if( cont_reg > MAX_WRITE_REGS ) 
 { 
  cont_reg = MAX_WRITE_REGS; 
#ifdef DEBUG 





 paquete[ 0 ] = slave; 
 paquete[ 1 ] = 0x10; 
 dir_inic -= 1; 
 paquete[ 2 ] = dir_inic >> 8; 
 paquete[ 3 ] = dir_inic & 0x00FF; 
 paquete[ 4 ] = cont_reg >> 8; 
 paquete[ 5 ] = cont_reg & 0x00FF; 
 cont_byte = cont_reg * 2; 
 paquete[ 6 ] = cont_byte; 
 
 for( i = 0; i < cont_reg; i++ ) 
 { 
  paquete[ ++tam_paquete ] = data[ i ] >> 8; 
  paquete[ ++tam_paquete ] = data[ i ] & 0x00FF; 
 } 
 
 if( send_query( fd, paquete, ++tam_paquete ) > -1 ) 
 { 




  status = PORT_FAILURE; 
 } 
 
 return( status ); 
} 
 
/***************************  CRC  **********************************/ 
ENTRADAS: 
 buf   ->  Array con el mensaje a enviar al controlador.            
 start ->  Start of loop in crc counter, usually 0. 
 cnt   ->  Bytes del mensaje enviado al controlador. 
SALIDAS: 
 temp  ->  Devuelve el byte crc para el mensaje. 
 
 Esta rutina calcula el crc de un mensaje. 
/*******************************************************************/ 
 
unsigned int crc(unsigned char *buf,int inic,int cnt)  
{ 
 int  i,j; 




 for (i=inic; i<cnt; i++) 
 { 
  temp=temp ^ buf[i]; 
 
  for (j=1; j<=8; j++) 
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  { 
   flag=temp & 0x0001; 
   temp=temp >> 1; 
   if (flag) temp=temp ^ 0xA001; 
  } 
 } 
 
 /* Cambiamos el orden de los bytes. */ 
 
 temp2=temp >> 8; 
 temp=(temp << 8) | temp2; 








 Esta funcion inicializa el puerto serie para la comunicacion RTU 
 en modbus. 
/*******************************************************************/ 
 
int inicializar_puerto( char *dispositivo, int baud_i, char *paridad ) 
{ 
 int ttyfd; 
 struct termios settings; 
 int timeout= 0; 
 
 speed_t rel_baud; 
 
#ifdef DEBUG 
 fprintf( stderr, "Abriendo %s\n", dispositivo ); 
#endif 
 
 switch( baud_i ) 
 { 
  case 110: 
   rel_baud = B110; 
   timeout = TO_B110; 
   break; 
  case 300: 
   rel_baud = B300; 
   timeout = TO_B300; 
   break; 
  case 600: 
   rel_baud = B600; 
   timeout = TO_B600; 
   break; 
  case 1200: 
   rel_baud = B1200; 
   timeout = TO_B1200; 
   break; 
  case 2400: 
   rel_baud = B2400; 
   timeout = TO_B2400; 
   break; 
  case 4800: 
   rel_baud = B4800; 
   timeout = TO_B4800; 
   break; 
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  case 9600: case 0: 
   rel_baud = B9600; 
   timeout = TO_B9600; 
   break; 
  case 19200: 
   rel_baud = B19200; 
   timeout = TO_B19200; 
   break; 
  case 38400: 
   rel_baud = B38400; 
   timeout = TO_B38400; 
   break; 
  case 57600: 
   rel_baud = B57600; 
   timeout = TO_B57600; 
   break; 
  case 115200: 
   rel_baud = B115200; 
   timeout = TO_B115200; 
   break; 
  default: 
   rel_baud = B9600; 
   timeout = TO_B9600; 




 if(( ttyfd = open( dispositivo,O_RDWR) ) < 0 ) 
 { 
  fprintf( stderr, "Error al abrir el dispositivo %s.   ", 
dispositivo ); 
    
  fprintf( stderr, "Error numero %d \n",errno ); 




 fprintf( stderr, "%s abierto\n", dispositivo ); 
#endif 
/*******************************************************************/ 
 cfsetispeed( &settings, rel_baud );// Pone el rango de velocidad 
en  
 cfsetospeed( &settings, rel_baud );// baudios 
 
 settings.c_line = 0;  
 
 settings.c_iflag |= IGNBRK; 
 settings.c_iflag |= IGNPAR; 
 settings.c_iflag &=~ PARMRK; 
 settings.c_iflag &=~ INPCK; 
 settings.c_iflag &=~ ISTRIP; 
 settings.c_iflag &=~ INLCR; 
 settings.c_iflag &=~ IGNCR; 
 settings.c_iflag &=~ ICRNL; 
 settings.c_iflag &=~ IUCLC; 
 settings.c_iflag &=~ IXON; 
 settings.c_iflag |= IXANY; 
 settings.c_iflag &=~ IXOFF; 
 settings.c_iflag &=~ IMAXBEL; 
 
 settings.c_oflag |= OPOST; 
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 settings.c_oflag &=~ OLCUC; 
 settings.c_oflag &=~ ONLCR; 
 settings.c_oflag &=~ OCRNL; 
 settings.c_oflag |= ONOCR; 
 settings.c_oflag &=~ ONLRET; 
 settings.c_oflag &=~ OFILL; 
 settings.c_oflag &=~ OFDEL; 
 
 settings.c_cflag &=~ CSIZE; 
 settings.c_cflag |= CS8; 
 settings.c_cflag &=~ CSTOPB; 
 settings.c_cflag |= CREAD; 
 
 if( strncmp( paridad, "none", 4  ) == 0 ) 
 { 
  settings.c_cflag &=~ PARENB; 
  settings.c_cflag &=~ PARODD; 
 } 
 else if( strncmp( paridad, "even" , 4 ) == 0 ) 
 { 
  settings.c_cflag |= PARENB; 




  settings.c_cflag |= PARENB; 
  settings.c_cflag |= PARODD; 
 } 
 
 settings.c_cflag &=~ HUPCL; 
 settings.c_cflag |= CLOCAL; 
 settings.c_cflag &=~ CRTSCTS; 
 
 settings.c_lflag &=~ ISIG; 
 settings.c_lflag &=~ ICANON; 
 settings.c_lflag &=~ ECHO; 
 settings.c_lflag |= IEXTEN; 
 
 settings.c_cc[VMIN] = 0; 
 settings.c_cc[VTIME] = 0; 
 
 if( tcsetattr( ttyfd, TCSANOW, &settings ) < 0 ) 
 { 
  fprintf( stderr, "tcsetattr ha fallado\n"); 










        int estado, i, opcion; 
 int dest[MAXVEC]; 
 int ttyfd; 
 FILE *pf; 
 
#ifdef MENU 
 printf("|*************** MENU **************|\n"); 
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 printf("|******** Elige una Opcion *********|\n"); 
 printf("|*** 1. Leer Holding Registers *****|\n"); 
 printf("|*** 2. Leer input Status  *********|\n"); 
 printf("|*** 0. Salir **********************|\n"); 
 printf("|***********************************|\n"); 
 
 scanf("%d", &opcion); 
#endif 
 
 //llamada a fución para inicializar el puerto com 
        // asignamos el identificador de puerto al puerto con el que 
comunicamos 
        ttyfd = inicializar_puerto ("/dev/ttyS5", 9600, "none"); 
 
#ifdef MENU 
 //while (opcion>2) 
 //{ 
  switch (opcion) 
  { 
   case1: 
#endif 
/*    if (estado = leer_holding_registers 
(1,0,1,dest,MAXVEC,ttyfd) ) 
    { 
     //HAY QUE HACER UN CONTROL DE ERRORES DE 
ACUERDO  
     //CON LOS ERRORES QUE PUEDEN DARSE EN LA 
     //VARIABLE ESTADO PARA CADA UNA DE LAS 
PETICIONES QUE SE HAGAN A MODBUS 
            printf("\t varialble estado: %d\n", 
estado); 
            printf("Se envio la peticion 
correctamente\n"); 
    } 
           else 
           { 
                   printf("ERROR al enviar petición\n"); 
           //      printf("\t%d\n", estado); 
                   exit(1); 
           }*/ 
#ifdef MENU 
    break; 
  
   case2: 
#endif    
    if (estado = leer_input_status 
(1,0,1,dest,MAXVEC,ttyfd) ) 
    { 
     printf("\t varialble estado: %d\n", 
estado); 
                           printf("\tLa orden recibida es 
correcta\n"); 
    } 
                  else 
    { 
                          printf("ERROR al enviar petición\n"); 
     exit (1); 
    } 
#ifdef MENU 
    break; 
   case 0: 
Anexos    81 
    exit(0); 
    break; 
   default:  
    break; 
  } 
        //} 
#endif                                                                               
        if( !(pf = fopen("./resultado.txt", "w") ) ) 
 { 
                printf("Error al abrir el fichero"); 
                exit(1); 
        } 
        else 
 { 
         for(i= 0; i < MAXVEC; i++) 
          fprintf( pf, "nuevo dato recibido %d\n",dest[i]); 
        } 
 if ( fclose(pf) != 0 ) 
 { 
  printf("\t%d\n", estado); 
  return(estado); 
 } 
 else exit(1); 
} 
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ANEXO C. Código Server_COM y Cliente_COM 
 
En este anexo se muestran las líneas de código que componen los dos 
programas que han servido para testear el funcionamiento de las funciones que 












        int ttyfd, estado; 
        char mensaje[1]; 
                                                                       
 estado = 0;                                                       
        ttyfd = inicializar_puerto (PUERTO_SERIE, 9600, "none"); 
 //mensaje = "Comunicacion correcta"; 
 //lon = sizeof(mensaje) par          
 printf("llega al tcflush\n");                                     
 tcflush (ttyfd, TCIOFLUSH)_par  printf("pasa del tcflush\n"); 
        printf("\testado = %d\n", estado); 
 do  
 {                  
  printf("entra al while\n");                                
  if ( (estado = read (ttyfd, &mensaje, sizeof(mensaje)) ) > 
0 ) 
   write (1, mensaje, sizeof(mensaje) ); 
         else 
  { 
   printf("Mensaje NO recibido\n"); 
   estado = -1; 
  } 
 
 }while (estado = 0); 
  
 if (estado = -1) 
  printf("salimos del do-while por un error de 
comunicación\n"); 
} 








        int ttyfd, estado, lon; 
// char mensaje;                                                        
                                                                           
        ttyfd = inicializar_puerto (PUERTO_SERIE, 9600, "none"); 
 //mensaje = "Comunicacion correcta"; 
        //lon = sizeof(mensaje); 
                                                                           
        tcflush (ttyfd, TCIOFLUSH); 
                                                                           
        if  (estado = write (ttyfd, "a", sizeof("a") ) > 0 )  
  printf ("se envio el mensaje\n"); 
        else  
  printf("estado = %d\n", estado); 
  printf("Error al enviar el mensaje\n"); 
 return (0); 
} 











#include <termio.h> // Definiciones de control del terminal POSIX 
#include <sys/time.h> // Estructuras de tiempo para select() 
#include <unistd.h> // Constantes de Simbolos POSIX 




#define PUERTO_SERIE "/dev/ttyS0" 
 
//cabeceras de funciones 
int inicializar_puerto( char *dispositivo, int baud_i, char *paridad ); 
/* baud should be the plain baud rate, eg 2400; zero for the default 
9600. 
 * If an unsupported baud rate is specified, prints a message to stderr 
and 
 * uses 9600. */ 
                                                                           
                                                                          
#define TO_B110 3200000 /* These values are the timeout delays */ 
#define TO_B300 1600000 /* at the end of packets of data.      */ 
#define TO_B600  800000 /* At this stage a true calculation    */ 
#define TO_B1200 400000 /* has not been worked out. So these   */ 
#define TO_B2400 200000 /* values are just a guess.            */ 
#define TO_B4800 100000 /*                                     */ 
#define TO_B9600  50000 /* The spec says that a message frame  */ 
#define TO_B19200 25000 /* starts after a silent interval of   */ 
#define TO_B38400 12500 /* at least 3.5 character times.       */ 
#define TO_B57600  8333 /* These are uS times.                */ 
#define TO_B115200 4167 
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ANEXO D. Librerías GNU 
 
Las librerías GNU utilizadas en el desarrollo del software pueden encontrarse 
en la siguiente URL: http://www.die.net/doc/linux y son las siguientes: 
 
¾ unistd.h 
¾ termios.h 
¾ time.h 
¾ sys/types.h 
¾ sys/ttydefaults.h 
¾ sys/time.h 
¾ sys/sysmacros.h 
¾ sys/select.h 
¾ sys/reent.h 
¾ sys/ioctl.h 
¾ sys/config.h 
¾ sys/cdefs.h 
¾ sched.h 
¾ gnu/stubs.h 
¾ features.h 
¾ errno.h 
¾ endian.h 
¾ bits/wordsize.h 
¾ bits/typesizes.h 
¾ bits/time.h 
¾ bits/termios.h 
¾ bits/sigset.h 
¾ bits/sched.h 
¾ bits/threadtypes.h 
¾ bits/ioctls.h 
¾ bits/ioctl-types.h 
¾ bits/endian.h 
¾ asm/ioctls.h 
¾ asm/ioctl.h 
¾ _ansi.h 
