Abstract-This paper reports on the initial design and partial implementation of an interactive programming environment to be used by expert programmers. The system is based on three forms of program description: 1) definition of structured data objects, their parts, properties, and relations between them, 2) input-output specification of the behavior of program segments, and 3) a hierarchical representation of the internal structure of programs (plans). The plan representation is of major theoretical interest because it includes not only data flow and control flow relationships between subsegments of a program, but also goal-subgoal, prerequisite, and other logical dependencies between the specifications of the subsegments. Plans are utilized both for describing particulu programs and in the compilation of a knowledge base of more abstract knowledge about programming, such as the concept of a loop and various specializations, such as enumeration loops and search loops. We also describe a deductive system which can verify the correctness of plans involving side effects on complex data with structure sharing.
INTRODUCTION
THE first computers had limited computing ability and were very difficult to program. Since that time, hardware improvements have increased the computational power of the typical computer by several orders of magnitude. Some of this additional computing power has been used to make computers easier to program by developing assemblers, compilers, operating systems, and so on. Despite these tools, modern day computer programming seems to have encountered a complexity barrier. This complexity is not simply due to the size of programs, but also to the fact that as size increases, the number of interactions between modules grows much more quickly. This difficulty is felt particularly strongly in artificial intelligence research, where present day programs are already too large to be improved upon in their present form, and yet fall far short of the levels of performance to which the field aspires.
Many avenues are currently being investigated in the search for ways to overcome the current crisis in software engineering. mathematics to bear on the problem. For example, Floyd [7] and Hoare [11] - [13] started a major branch of program verification research whose goal is to develop formal logical systems in which desired properties of a program can be proven as theorems. Others have followed past example by seeking to use the computer itself to help reduce the difficulty of programming. The design of new programming languages and language processors is currently a very active field, including Hewitt et al. [10] , Liskov et al. [19] , and Wulf et al [28] , to name a few. Useful code manipulation and bookkeeping tools, such as editors, indexers, and spelling correctors have also been implemented for existing languages. In the best cases, these tools have been integrated into coherent programming environments, as for example Interlisp [25] or the Programmer's Workbench [6] . The ultimate form of using the computer itself to solve the software problem is automatic programming. The goal of this research is to create a system which will automatically generate correct and reasonably efficient code which satisfies given high-level, application-oriented specifications. Unfortunately it does not appear that this goal will be attainable in the near future [1] .
Our approach to the software problem lies between languageoriented programming tools on the one hand, and automatic programming on the other. Language-oriented tools have essentially reached the limit of their potential without the addition of a major new kind of knowledge about the subject programs. Part of this knowledge is the same as required for automatic programming, i.e., an understanding of the application domain and the way that parts of a program, which exist in the abstract world of the computer memory, relate to concrete objects and operations in the real world. Another part of this knowledge is to a great extent independent of the application domain. This consists of the basic algorithms and data structuring techniques of programming such as those compiled in Knuth [18] .
Given knowledge of basic programming technique and the ability to assimilate application domain concepts, it becomes possible for a computer system to understand a user's program in a much deeper sense and therefore to cooperate with him more effectively in the design, implementation, and maintenance of the program. We call such a system a programmer's apprentice. An apprentice need not be capable of programming by itself, but can aid the expert programmer by checking his work in various ways. We see this as a realistic interim solution to current software problems and as an evolutionary path towards the more ambitious goals of automatic programming. Similar solutions have been suggested by Floyd [8] , 0098-5589/78/1100-0456$00.75 © 1978 IEEE 456 
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Winograd [27] and Hewitt and Smith [29] , although there are methodological distinctions between their proposals and our work.
Work is in progress on this project in the form of three Ph.D. dissertations [21] , [23] , [26] . This paper reports on the theoretical framework we have worked out to support the construction of a programmer's apprentice. A longer and more detailed progress report is available in [22] . The primary value of this framework thus far has been to identify the subproblems which are being pursued in the three dissertations. Each dissertation also includes an experimental implementation of one important component of the programmer's apprentice. This phase of research will soon be followed by a unified implementation to demonstrate the feasibility of the kind of integrated system we describe here.
A SCENARIO To explain our concept of a programmer's apprentice in more detail, we first present an imagined scenario which traces the design, coding, and later modification of a hash table deletion program. The only major feature of the following scenario which is not currently part of our research goals is the use of free English dialogue. Although we feel certain that the system we are designing will be able to support a sophisticated natural language "front-end," we have made no efforts in this direction.
[The scenario starts at a point when many design choices have been documented with the apprentice. In particular, the input-output specifications oflookup, insert, and delete have been given and the basic data structures have been chosen. The [3] . In the engineering of real-world programs, it is common for strict hierarchy to be violated, usually for the sake of efficiency. For example, the internal plans for two segments may overlap so that a single subsegment has two different purposes, one in each plan.
Closely related to hierarchy is the notion of abstraction. The apprentice's knowledge base of programming expertise must be expressed at a sufficient level of generality to be applicable to many different programs. Our representation system employs data abstractions of a type similar to Simula, CLU, or Alphard in which a data type is defined by its operations and properties. In the apprentice, however, we have combined this data abstraction technique with our plan representation, which abstracts the logical structure of procedures. Fig. 1 shows and names the main knowledge structures (denoted by rectangles) and processes (denoted by ovals) in At the leftmost of the figure is a box labeled to indicate that Lisp code (with comments) is a main user input to the system. We feel it is important to have at the ground level actual code that can be run by a standard Lisp interpreter. The first level of abstraction above raw lisp code is the surface plan, which is obtained from Lisp code by surface flow analysis. The surface flow analyzer is the only programming language dependent component in the system. Given Lisp code for a program, it generates a surface plan which represents the program's control flow and data flow in a more convenient and abstract form.
OVERVIEW OF THE SYSTEM
On the design side of the diagram are the deep plans for particular programs under construction and the programming knowledge base, which contains very general deep plans and knowledge about how to verify them. More is said about these later and in [22] .
For the apprentice to understand a particular program means that it has connected three levels of description of the program: code, surface plan, and deep plan. One way this can happen is for the programmer, as in the scenario, to initially specify and have the apprentice verify a deep plan. An important and novel feature of this approach is that the deductive system operates on plans rather than directly on Lisp code. This achieves a useful factorization of the verification problem. When the programmer then writes the actual code, the apprentice checks to see that it is compatible with the programmer's intentions by first generating the surface plan and then recognizing the correspondence between segments in the surface plan and segments in the deep plan. The recognition component must be able to use general programming knowledge and specific programmer-supplied commentary to aid in establishing a plausible correspondence. The net result of this interaction with the apprentice is a complete description of the program at both the surface and deep levels, which will support explanation and aid in program maintenance.
Initial implementations of the deductive system and of the Lisp flow analysis component have been completed; the recognition component is under development. Our current implementation defines and operates on most of the important knowledge representations required to support the introductory scenario. However it is fragmentary and has none of the interactive facilities which would make it usable by a real programmer.
THE SCENARIO REVISITED
We return now to the introductory scenario to describe the operation of our system in more detail. We will introduce the various representations and forms of processing we have developed as they would be invoked in the hash table example. The reader is referred to [22] for more details than given here.
[The scenario starts at a point when many design choices have already been documented with the apprentice. In particular, the input-output specifications oflookup, insert, and delete have been given ... I The apprentice's basic unit of behavioral description is a segment. Data objects flow into a segment and new or sideeffected data objects flow out. The point of time just before the segment executes is called its input situation; the point of time just after is its output situation. A segment is defined by its specs, which are a formal statement of input expectations (conditions on or relationships between input objects that are expected to hold in the input situation) and output assertions (conditions that will hold on the input and output objects in the output situation). In terms of code, a segment may correspond to a function definition, the body of a conditional, or several lines of open code. The degree of aggregation is flexible, allowing the programmer and the apprentice to work at the level of detail which is most convenient at the time. We want the apprentice to use a description of data structures which is close to the kind of explanations commonly given by programmers as above. One of the most common data structure notions is that there are object types which are characterized by their decomposition into parts and the relations that hold between these parts. Prgmr: The plan for the delete routine has three main steps: first hash the input key to get an index; then fetch the bucket corresponding to that index from the table; and finally splice out all entries in the bucket whose key part is equal to the input key.
We view programs as being constructed of input-output segments connected by control and data flow. This is obviously not the only possible way to think about programs, but it is one which many practicing programmers find intuitive. Because the apprentice is intended to be an interactive system, this naturalness of representation has been an important design criterion throughout. We represent the control and data flow between segments in a plan graphically, as shown in Fig. 2 (the graphical representation is then straightforwardly encoded in an associative data base).
Subsegments in a plan have specifications which come from two sources. The programming knowledge base contains specifications and plans for many standard programming building blocks, such as splicing elements out of a linked list. A programmer can simply make use of these to build up a more complex plan for his particular application. He may also find it convenient to define new types of segments which help him organize his plan. These new specifications can then, if desired, be assimilated into the programming knowledge base so that they are available for use in designing other similar programs. In this scenario we assume that HASH-SEGMENT, BUCKET-FETCH, and BUCKET-DELETE are common building blocks for hashing programs whose specifications, shown in Table III , have been entered before the scenario begins.
The specifications for BUCKET-DELETE make use of cases to express conditional behavior. EXPECT and ASSERT clauses which are not nested within any case apply in all situations. Thus in any execution of BUCKET-DELETE a bucket will be returned which contains exactly those entries of the input bucket whose key part is not equal to the input key. Furthermore, this effect is achieved by side-effecting the input bucket. This part of the specs is followed by a case structure with WHEN clauses to specify the conditions of applicability of the particular cases, which are checked to make sure they are mutually exclusive. CASE1 says that when the first entry in the bucket has a different key than the input key, the output bucket will be identical to the input bucket. CASE2 states that this will not be true when the first entry has the same key as the input key. These specifications reflect the behavior of the 461 The basic action of the deductive system is a form of symbolic evaluation called specs application. The specs of a segment are applied to a set of input objects in a particular input situation resulting in a set of output objects (some of which may be input objects which have been subjected to a side effect), and a new output situation. The process consists of the following three steps. 1) Variables in the INPUTS clause are bound to objects in the input situation according to the data flow specified in the plan.
2) The EXPECT clauses are verified in the input situation. If the EXPECT'S cannot be satisfied, there is a bug in the plan.
3) A new output situation is created in which the ASSERT clauses are asserted, substituting the appropriate input object names and creating new object names for newly referenced OUTPUT objects. (Objects which are outputs by virtue of the fact that they have been subjected to a side effect continue to use their original names.) This is similar to the way subroutines are handled by Hantler and King [9] .
To verify an entire plan, an initial situation is created in which the EXPECT clauses of the main segment are asserted. The subsegments of the plan are then symbolically evaluated, creating a tree of situations which follow from this initial situation. A tree rather than a simple sequence of situations arises when the specifications of some of the subsegments have cases. After all subsegments have been evaluated, an attempt is made to show that the ASSERT clauses of the main segment hold in the final situation(s). If this final proof is successful then the plan is correct; if there is a bug in the plan then part of the proof will fail. The deductive machinery is structured in such a way that diagnostic messages can be constructed to describe the logical error in terms of the programmer's plan.
Any segment for which specs are available can be used as a subsegment in a plan. In particular, a segment may be used as one of its own subsegments, forming a recursive program. Since loops may be represented as recursions with a single recursive call, we have no special mechanism for handling loops other than those used for recursive plans. The specification of the recursive segment serves both as a set of overall goals to be achieved and as the "loop invariant" as in the method of subgoal induction [20] .
We will now see how these techniques enable the apprentice to detect the bug in the programmer's initial plan for DELETE-SEGMENT.
First an initial situation is created in which the EXPECT'S of DELETE-SEGMENT are asserted. Anonymous objects A-KEY and A-TABLE are created to represent its inputs. Anonymous objects are objects whose identity is uncertain. Given two objects at least one of which is anonymous, it is impossible know a priori whether or not they are identical. The situational data base starts out as follows:
(hashkey a-key) (hashtable a-table) Following the programmer's outline of the plan, HASH-SEGMENT is now applied to A-KEY and A- (forall (member a-bucket =entry) if (keypart =entry a-key) then (not (member a-new-bucket =entry)) else (member a-new-bucket =entry)) (id a-new-bucket a-bucket) (not (id a-new-bucket a-bucket)) SITUATION The deductive system uses only restricted universal quantification. Quantified statements are proved by creating an anonymous object about which nothing is known except that it satisfies the class restriction. Anything that can be shown to be true of this anonymous object must be true of all objects of the class. Thus to start the proof of the above quantified statement an anonymous object AN-ENTRY is created and (MEMBER A-TABLE AN-ENTRY) The quantified statement in SITUATION-3, which represents one of the effects of BUCKET-DELETE, states that every member of A-BUCKET whose key is A-KEY in SITUATION-2 wiul not be a member of A-NEW-BUCKET in SITUATION-3. Thus AN-ENTRY is not a member of A-NEW-BUCKET in Furthermore, in SITUATION-3A, A-NEW-BUCKET is assumed identical to A-BUCKET. It then follows that AN-ENTRY is not a member of A-TABLE since it is not a member of the bucket hashed to by its key. Thus the THEN part of the quantified statement is proved.
The ELSE part of the quantified statement says that an entry whose key is not A-KEY should remain a member of A-TABLE. This is proved by creating a new situation for hypothetical reasoning in which it is assumed (NOT (KEYPART AN-ENTRY A-KEY)). Since the key part of AN-ENTRY is now unknown there are two subcases: AN-ENTRY may still happen to hash into the same bucket, A-BUCKET, as entries with A-KEY; or AN-ENTRY may be a member of some other bucket. If AN-ENTRY is a member of A-BUCKET, it follows from the specs of BUCKET-DELETE in SITUATION-3 that AN-ENTRY is a member of A-NEW-BUCKET, and thus is still in the table. On the other hand, if AN-ENTRY is not member of A-BUCKET then it is a member of some other bucket which was not side-effected, SO AN-ENTRY continues to be a member of that bucket and therefore of A-TABLE. The apprentice is now satisfied that the plan works correctly if CASE1 of BUCKET-DELETE is the applicable case. It SITUATION-3B represents the situation produced by BUCKET-DELETE when the key of the first element of A-BUCKET iS A-KEY. In this case the output A-NEW-BUCKET is not identical to the input bucket (typically it will be some sublist of the input bucket). These changed assumptions produce only minor changes in the proof outlined above.
As above the apprentice assumes an anonymous member of the table, AN-ENTRY, with anonymous key, A-KEY, which hashes into A-BUCKET. The quantified statement in SITUATION-3 then asserts that AN-ENTRY is not a member of A-NEW-BUCKET in However, in SITUATION-3B A-NEW-BUCKET is not identical to A-BUCKET, so that the apprentice cannot tell whether AN-ENTRY has been deleted or not. This is the reasoning which underlies the error message in the scenario:
Apprentice: I'm sony, but I can't verify that this plan satisfies the specifications for delete. In particular, when the key of the first entry in a bucket is equal to the input key, I can't prove that all entries with keys equal to the input key are not members of the table after the delete. In such cases the bucket after splicing out entries is not identical to the bucket before splicing out entries.
BUILDING PURPOSE LINKS
The apprentice performs deductions by invoking rules from the programming knowledge base triggered by the facts in the situational data base. As each deduction is made, a note is entered into a special plan data base recording the dependency between the newly deduced fact, the triggering facts, and the rule invoked. For Eventually a programmer will refine his plan to the point where coding may begin. In order to assist the programmer further, the apprentice must recognize the correspondence between parts of the code and segments in some deep plan. Although the general problem of recognizing the plan of arbitrary code with no prior expectations is extremely difficult, we expect recognition to be quite practical given an interactive environment with strong expectations provided by the design phase and the programmer's comments. Thus discrepancies between the plan and the actual code discovered during recognition may be brought to the programmer's attention as potential bugs.
This raises the question of why have Lisp code at all, given deep plans which describe the programmer's intentions in a much more perspicuous form? There are two reasons for keeping code. The first reason is the serious shortcoming of current specification languages which might be used to describe segments in the deep plan. Specification techniques have not yet been developed which capture all the important design criteria used by practicing programmers. Furthermore, our deep plan representation is intended to be a level of abstraction which ignores many efficiency issues. Until we have a theoretical basis for dealing with space-time tradeoffs and the like, we cannot give the programmer any better way of expressing his efficiency-determined design choices than letting him actually write the crucial code, as long as it is compatible with the deep plan. We feel this is a realistic approach to building a usable programmer's apprentice system in the near future.
The first step in plan recognition is the construction of the surface plan using a symbolic interpreter which mimics the operation of the standard Lisp interpreter. The apprentice has determined that the STORE instruction in the code corresponds to the deep plan segment which inserts the updated bucket into the table. However the data flow link in the surface plan fails to correspond to that of the deep plan; the input to STORE should be the output of BUCKET-DELETE (i.e., the updated bucket), instead it is BUCKET-FETCH'S output. The apprentice therefore reports this as a coding bug, using deep plan concepts to frame the explanation.
A LIBRARY OF PLANS
In order to be useful, the apprentice must have inherent knowledge of many common programming techniques. Plans are a way of representing not only the structure of particular programs, but also of capturing the structure common to many programs. For example, the search loop plan captures the essential similarity between programs which search arrays, lists, and any other data structures which can be linearly enumerated. This deep plan represents not only what is common between these data structures, but also the typical procedural steps that are used to search them: an initialization, a test for exhaustion of the enumeration, a test on the current element to see if it is the one being searched for, and a bump step to the next element in the enumeration.
The structure of the plan library is a major area of research which we have only begun to attack. However, several important criteria have been established. The library should be structured to capture the significant generalizations among plans. For example, search loops with early exits should be representable as incremental specializations of the general search loop. It is also crucial that the structure of the plan library allow a smooth interaction between plan specialization and the selection of data structures. Thus once it is decided that the linear structure to be searched is an array, it should be easy to transform the general search loop plan into an array searching plan while maintaining a representation of those parts of the logical structure which still apply.
These features suggest a plan library organized around a hierarchy with the topmost distinctions made on the basis of the loop and recursion structure of the plans, e.g., iterative loops, single recursions, double recursions, and so on. Loops, for example, can then be subcategorized into search loops, counting loops, approximation loops, and so on. We are currently investigating how to make these ideas more precise. A similar library of programming knowledge has been constructed by Barstow [2] . However, his library is implemented as a rulebased system oriented towards program synthesis and is weak in its representation of the logical structure of programs.
PROGRAM MAINTENANCE What has been achieved in the apprentice environment is an important factorization of the software design problem. The programmer and the apprentice first work at the plan level developing a consistent structure of interdependent segment specifications. Only then does coding begin, with the apprentice looking over the shoulder of the programmer to make sure the code correctly implements the plan. Finally, once a program has been completely designed and coded in this manner, the apprentice will have built up a very rich description which forms the basis for an interactive documentation facility. Furthermore, the descriptions built up by the apprentice can help the programmer to maintain a consistent design as new requirements force evolutionary changes to be made.
Prgmr: I want to make a change in the representation of buckets in the hashing programs. A bucket now has two parts: a count field and a list of entries as before. The count field will contain an integer equal to the length of the list of entries. Let a bucket be a dotted-pair whose CAR is the count and whose CDR is the list ofentries.
Apprentice: The proposed change will affect LOOKUP, The apprentice has recognized the plan for the BKT-DELETE program as a specialization of the general search loop plan in the plan library. This particular search loop uses two pointers and operates by splicing out the appropriate entries. Thus the plan library provides standard programming concepts which the apprentice uses to give explanations which are easily understood by the programmer, and which the programmer can use to instruct the apprentice. This also demonstrates how the apprentice can help maintain not only the program but its documentation as well.
FURTHER WORK Work is continuing on this project in the form of three Ph.D.
dissertations currently in progress. Shrobe [231 is continuing to develop the theory and implementation of the deductive system. Rich [21] is implementing the plan recognition component together with a plan library which will codify many of the basic techniques of non-numerical programming in Lisp. Finally, Waters [26] is taking a plan-based approach to the task of building a system to understand Fortran programs in the IBM Scientific Subroutine Package.
