We study the estimation of the impulse responses of multiple FIR channels which are driven by a virtually arbitrary unknown input sequence (including nonstationary, non-Gaussian. orland colored sequences). The channel identifiability conditions are derived using a Fisher information matrix, which is in contrast to several existing approaches which are based on some specific estimation methods. A fast maximum likelihood method is developed, which is a two-step procedure where each step minimizes a quadratic function. The two-step maximum likelihood (TSML) method requires no initial estimates and is asymptotically (high SNR) optimum. Its implementation is discussed. An orthogonal complement system matrix is inrroduced which lays a foundation for this work.
Introduction
Blind identification of multiple FIR channels is an important problem in many applications such as mobile communications, seismic signal analysis, and image restoration. For some applications such as mobile communications, the unknown (unaccessible) input to the FIR channels is known to have certain statistical or/and algebraic characteristics, but for many others, the unknown input could be virtually arbitrary such as nonstationary, non-Gaussian, and colored. In fact, even in mobile communications, when a fast varying channel needs to be identified within a very short period of time, any known statistical characteristics (such as whiteness) of the unknown input becomes useless because the available data sequence is too short. Therefore, under many practical conditions, the input has to be assumed to be virtually arbitrary.
Blind identification of multiple FIR channels with virtually arbitrary input was recently studied by Liu-Xu et a1 [l] , [2] . They developed a matrix which is directly constructed from the observation data in such a way that the least principal eigenvector of the matrix is equal to the exact channel impulse response (with an unknown scale) when the noise is absent. They also studied the channel identifiability conditions based on this matrix. For short observation data, Liu-Xu et al' s method performs significantly better than the second order statistics (SOS) based methods developed by Tong et a1 [3] , [4] and Li-Ding [5] , and the existing higher order statistics (HOS) based methods such as those by Giannakis-Mendel [6] , PoratFriedlander [7] , and Tugnait [8] . This is because both the SOS and HOS methods require infinite number of observation data to yield the exact estimate even when the noise is absent.
In this paper, we present a further investigation of the model proposed by Liu-Xu et al. Instead of relying on an intuitive approach as Liu-Xu et a1 did (i.e., the exploitation of cross relations between channel outputs), we will study the model in a more formal way. In particular, we will develop the channel identifiability (ID) conditions based on a Fisher information (FI) matrix. Note that the inverse of the FI mamx is the Cramer-Rao lower bound (CRB) on the covariance matrix of any unbiased estimator. The CRB is achievable asymptotically (large S N R in this paper) by the maximum likelihood (ML) estimator. Hence, the channel ID conditions are inherent in the FI matrix. Furthermore, we will develop the ML estimator into a two-step (TS) procedure where each step minimizes a quadratic function. The TSML method is asymptotically efficient, i.e., achieving the CRB. An interesting relationship between the TSML method and Liu-Xu et al' s method will be shown.
Using the ML principle for this blind indentification problem was also recently studied by Shao-Nikias [lo] and Slock [ll] . In [lo] , an iterative algorithm was developed based on the estimate-maximize (EM) principle, but it requires a good initial estimate of the channel impulse response. In [ll], a concept (iterative quadratic maximum likelihood) similar to that used in this paper was mentioned, but no in-depth study was indicated.
The rest of paper is organized as follows. The channel model is shown in Section 2, where an orthogonal complement system matrix is also introduced which lays a foundation for this work. The FI matrix of the channel model and the channel ID conditions are developed in Section 3. The TSML method is developed in Section 4. An efficient implementation of the TSML method is discussed in Section 5 . A simulation example is given in Section 6.
The channel model and an orthogonal complement matrix
Consider M FIR channels which are driven by an arbitrary input, i.e., where (YiQ, i=l, ..., M] are the channel outputs, s&) the input, (hie), i=1, ..., M) the finite impulse responses (FIR) of the channels, and {Wi(k), i=l, ..., M) the noise. Assume that the maximum order of the M channels is L, and the number of available output samples of each channel is N.
"+" denotes convolution.
For mathematical convenience, we put the channel outputs in vector form as follows. Define the observation vector y:
The system matrix HM is a generalized Sylvester mamx which has a number of important properties as shown in [12] . In the following, we mention one of them. Define where
Theorem ](shown in [12]):
Provided that all channels do not share a common zero and N22L (or N>(L+l) for two channels case), an orthogonal complement matrix of the system matrix HM is GM, i.e., 
where yi is the observation vector from the ith channel:
where PG and PH denote the projection matrices onto range(GM and range(HM, respectively.
(2.3)
and denotes the transpose. Then,
~= H , s + w
where w is the noise vector defined in the same way as y, and s is the input vector, i.e.,
and HM is the system matrix defined as:
The orthogonal complement matrix G M is not a full column rank matrix (i.e., GM is "fat"). Searching for a "leaner" orthogonal complement matrix which is constructed linearly from the observation with a known linear and constant transformation is still a challenge. (Deleting any columns of GM does not seem to work). Furthermore, whether or not GM is already the "leanest" one can get under the proper constraint is unknown.
Nevertheless, the matrix GM is very useful as shown next. 
The Fisher information matrix
Assuming that the channel noise is white Gaussian and the input sequence is unknown and deterministic, the channel output vector y is then Gaussian distributed with the mean vector m=HMS and the covariance matrix Ry=a21. Then it can be shown 
The Fast Maximum Likelihood
In the sequel, we will use H for HM, and G for GM.
Assuming that the channel noise is white Gaussian, it is easy to show that the maximum likelihood (ML) estimation of h is obtained by or equivalently, min, yp,y Once the ML estimate of h is available, the ML estimate of s is then given by (HHH)-lHHy. It is clear that the projection matrix P H = H ( H~H ) -I H~ is invariant to any complex constant scale on H or h and hence (4.1) or (4.2) does not have an absolutely unique solution. This was also predicted by the FI matrix. In the sequel, we will assume that the sufficient ID condition as stated in Theorem 2 is satisfied so that the channels are identifiable up to an arbitrary complex constant. For the ML approach to yield an unique solution, we can subject (4.1) or (4.2) to that a nonzero element of h is fixed to be a constant. Alternatively, we can simply add to (4.1) or (4.2) that I I hl I =l. This will leads to .arbitrary factor of unit amplitude.
A fast ML estimation can now We begin by writing yHpGy = Y~G ( G~G ) + G~Y a-solution which has an be developed as follows. where + denotes the pseudoinverse. One can verify that
GHy = Yh
Where
Y=Y,=
Hence, the ML is to minimize This expression suggests a two-step estimation procedure as shown below:
The TSML Method:
Step 1: Minimize hH(YHY)h with I I hl I =1 to yield hc.
Step 2: Minimize hH(YH(GcHGc)+Y)h with I I hl I =1 to yield he, where Gc is constructed from hc.
It is interesting to observe that Step 1 of the TSML method coincides with the technique developed by Liu-Xu et a1 [1]- [2] . It can be shown that Step 1 yields the exact estimate in the absence of noise (i.e., Step 1 is consistent). It can also be shown [12] that Step 2 yields a statistically efficient estimate when Gc is constructed from a consistent estimate of h.
Implementation of the TSML Method
The above formulation of the TS-ML method is given at a fairly high level. The computational efficiency of the TSML method still largely depends on how it is implemented. Note that the matrices G and Y are sparse, and the pseudoinverse (GHG)+ (with a known rank) needs to be computed. Following a detailed analysis as shown in 
Simulations
While the TSML method is applicable to a wide range of situations. we consider a (simulated) mobile communication channel for the illustration purpose. Let the observation y(k) consist of the fractionally sampled output of the channel, the unknown input s(i) be a white binary sequence (+1 and -l), the total number of baud intervals observed be N=30, the fractional-sampling rate (i.e.. the sampling rate over the baud rate) be M=3, the length of the channel impulse response h(k) be M(L+1)=18, and the impulse response be constructed as
where g(k) is generated from the well-known raised-cosinespectrum pulse with the roll-off factor equal to 1, which is windowed (truncated), delayed and sampled. h(k) is shown in Figure 1 .
Note that the channel output samples y(k), k = 0, 1, ..., NM-1, and the channel impulse response h(k), k = 0. 1, ..., M(L+1)-1, relate to the multichannel notations yi(k) and hi(k) as follows:
Let the variance of the additive white Gaussian noise be denoted by ow2, and the variance of the input sequence by For S N R = 44.9 dB (i.e., ow=0.005), 75 independent runs are shown in Figures 2(a) and l(b) for the first step and the second step of the TSML method, respectively. In the simulation, both the input sequence and the noise sequence were independently chosen at each run. All estimates of h(k)
are normalized in such a way that at the peak value position of h(k), they have the same value as h(k).
Define the normalized-root-mean-square-error of the estimated channel impuse responses as A where hi denotes the ith run estimate of h. For SNR = 44.9dB, NRMSE = 0.1256 for the first step, and NRMSE = 0.0977 for the second step.
Conclusions
We have analyzed the Fisher information matrix of a multiple-channel model where the input is unknown deterministic (which can be a realization of a nonstationary, non-Gaussian, non-white, or virtually any random process 
