We investigate methods for regression analysis when covariates are measured with errors. In a subset of the whole cohort, a surrogate variable is available for the true unobserved exposure variable. The surrogate variable satisfies the classical measurement error model, but it may not have repeated measurements. In addition to the surrogate variables that are available among the subjects in the calibration sample, we assume that there is an instrumental variable (IV) that is available for all study subjects. An IV is correlated with the unobserved true exposure variable and hence can be useful in the estimation of the regression coefficients. We propose a robust best linear estimator that uses all the available data, which is the most efficient among a class of consistent estimators. The proposed estimator is shown to be consistent and asymptotically normal under very weak distributional assumptions. For Poisson or linear regression, the proposed estimator is consistent even if the measurement error from the surrogate or IV is heteroscedastic. Finite-sample performance of the proposed estimator is examined and compared with other estimators via intensive simulation studies. The proposed method and other methods are applied to a bladder cancer case-control study.
INTRODUCTION
In medical research, covariate measurement error occurs in many real problems. For example, smoking exposure is an important risk factor for many types of cancer, but smoking exposure as a continuous measure is often difficult to quantify. The smoking pack year of an individual is defined as the average number of cigarette packs smoked per day multiplied by the years one has been smoking. It is understandable that due to potential recall errors, the reported smoking pack year may be different from the true underlying smoking pack year. This leads to a covariate measurement error problem. A real study to investigate the association between smoking and cancer is a case-control study of bladder cancer conducted at the Fred Hutchinson Cancer Research Center (Bruemmer and others, 1996) . This is a population-based case-control study which was designed to address the association between bladder cancer and some nutrients. In most epidemiological studies, analysis results are based on the reported smoking pack year without adjusting for potential measurement errors. Smoking pack year may contain measurement error primarily because it is not easy to remember correctly on average how many packs per day that one smoked in the past.
Many important methods for covariate measurement errors have been well reviewed by Carroll and others (2006) . For example, a simple approximation method is a well-known "regression calibration" (RC) method, which generally replaces an unobserved exposure variable by its conditional expectation given observed covariates and its (unbiased) surrogate variables (Carroll and others, 2006, Chapter 4 ). An unbiased surrogate variable is generally assumed to be the sum of the true exposure variable and an error that is uncorrelated with the true exposure. The method has the advantage of being easy to implement. However, it generally requires knowledge about the variance of the measurement errors. Actually, most, if not all, methods for covariate measurement errors generally will not be applicable if there is only one surrogate measurement for the unobserved exposure, unless related information can be obtained. Specially, if there is only one observed surrogate variable, then we may consider the application of another variable, namely "instrumental variable" (IV), to correct for measurement errors. IVs are additional measurements on the mismeasured covariates. Roughly speaking, a variable is an IV if it is correlated with the unobserved exposure, independent of the measurement error of the surrogate variable for the true exposure, and independent of the outcome variable given covariates.
Methods for classical measurement error models with repeated unbiased surrogate variables might be applicable to the setting with one surrogate variable and one IV. For example, the nonparametric correction estimator of Huang and Wang (2001) for logistic regression with covariate measurement errors can be applied to IV estimation. Nevertheless, the extension from the setting with repeated unbiased surrogate variables to IV estimation may involve rather technical numerical calculations. One complicated setting is that the unbiased surrogate variable is available only among individuals from a subset of the study cohort. In addition to the corrected score estimation above, likelihood-or expectation-maximization-based methods (Wang and others, 2008) for measurement errors may be extended to the setting with IVs as well.
As discussed above, smoking pack year may be error prone. In most studies, it is unlikely to have repeated measurements for self-report smoking pack year. Therefore, in regression analysis of the association between cancer and smoking, in addition to the reported smoking pack year as a surrogate variable, we may consider self-report smoking year as an IV for the unobserved smoking pack year. Self-report smoking year in general is not likely to have recall error. In addition, the IV to be used in the example is the self-report smoking year (rather than the true unobserved smoking year), and hence, measurement error for the IV is not a concern here. In the case-control study mentioned above, while the majority of subjects had the data on smoking pack year, self-report smoking pack year was available only among a subset of the study cohort. Figure 1 is the scatter plot and a fitted regression line of log(1 + smoking year) given log(1 + reported smoking pack year). The logarithmic transformation was applied to reduce the skewness of the data. This demonstrates that the smoking year may serve well as an IV for the unobserved true smoking pack year.
In this paper, we are concerned with regression analysis when the covariates may be measured with errors. In the calibration sample, we assume that both the unbiased surrogates and the IVs are available. However, the unbiased surrogates are not available in the noncalibration sample. Section 2 describes the regression models and the RC. In Section 3, we review IV estimation in the calibration sample. We propose a robust best linear estimator (RBLE) using all data in Section 4. In Section 5, we show that in Poisson or linear regression, the proposed estimator is consistent even when the measurement error or the IV error is heteroscedastic. In Section 6, results from a simulation study are presented, including the situations with normal and nonnormal covariates, homogeneous and heteroscedastic errors. In Section 7, we apply the methods to the bladder cancer case-control data described above. Some concluding remarks are given in Section 8.
REGRESSION MODELS AND RC
Assume that there are n study subjects and for subject i, i = 1, . . ., n, let X i be a primary exposure variable that may be measured with errors and Z be the covariate vector that does not have measurement error. Assume that the outcome variable Y i follows a regression model with mean g{β 0 + β 1 X i + β 2 Z i }, where g(•) is a specified function. For example, g(u) = u in linear regression, g(u) = exp(u) in Poisson regression, while g(u) = (1 + e −u ) −1 in logistic regression. The main issue is to estimate the regression coefficients given that X is not observed for any of the study subjects. We assume that for each subject in the calibration sample, there is an observed (unbiased) surrogate W i that follows the classical measurement error model
Denote η i = 1 if the ith subject is in the calibration subsample, while η i = 0 otherwise. Then, W i is available if η i = 1 while not available if η i = 0, for i = 1, . . ., n. We take X i to be a scalar variable for notational simplicity. The above model assumes that there is only one W i , but the methods to be developed later can be applied to the situation when replicates are available. In addition to the surrogates available among the subjects in the calibration sample, we assume that there is an IV available among all study subjects. Denote the IVs by M i , which satisfies
In this paper, we assume that there is only one IV for each subject, but the methods to be developed later can be applied to the situation when repeated M i are available. Before we investigate methods for estimating regression coefficients, we discuss identifiability under the models given above. (1) If repeated W i j are available, then the parameters are identifiable. This is a very general setting in measurement error and the identifiability holds since using replicates it is easy to estimate the within-and between-subjects variations. (2) Carroll and others (2004) .
A very natural but naive idea is to use W i to replace the unobserved X i in the analysis. In measurement error, it is well known that the naive estimator may cause very serious bias. For any random variable X and vector of covariates Z, let μ x denote the mean of X , x z denote the covariance of X and Z, and σ 2 x the variance of X . If (X i , U i , Z i ) follows a multivariate normal distribution, then it is easily seen that
If we consider a simple regression model that E(Y |X i ) = β 0 +β 1 X i , then under the above normality model but without
Therefore, under the above normality assumption, it is seen that the naive estimator is biased in linear regression.
Therefore, under the normality assumption, replacing X i by E(X i |W i , Z i ) works for slope estimation but not for the intercept in Poisson regression. The RC estimator is a method that replaces an unobserved X by its conditional expectation given observed data; see Wang and others (1997) , and Carroll and others (2006, Chapter 4) . Likewise, it can be seen that RC is not a consistent estimator for logistic regression. The calculation of the calibration function E(X |W, Z) involves some nuisance parameters: μ x , σ 2 x , σ 2 u , x z , zz , and μ z . If measurement error U has a constant but unknown variance σ 2 u , then these parameters can be obtained by the method of moments using data Y , W , Z, and M. For example, if Z i is not involved and
The methods to be developed in the following sections will focus on consistent estimation of the regression coefficients.
IV ESTIMATION IN CALIBRATION SAMPLE
When an unbiased surrogate W and an IV are available, Buzas (1997) proposed a weighted instrumental variable (WIV) estimator for nonlinear regression models, including Poisson and logistic regression. We now denote η i = 1 if the ith subject is in the calibration subsample, while η i = 0 otherwise. When the primary model is linear regression, under the situation when there is no replicates for W and M, we consider the following estimating equation:
where e(M i , Z i ) is any function of (M i , Z i ). For Poisson regression, we consider the following estimating equation using data from the calibration sample: Buzas (1997) 
and
From the above discussion on methods for linear, Poisson, and logistic regression, these IV estimators using the calibration sample can be written as the following general estimating equation:
for the φ function corresponding to estimating score of a specific estimator described above in (3.1), (3.2), (3.3), or (3.4). Generally, there is a β * such that the above estimating equation is unbiased when evaluated at β * . As discussed above, β * is the same as β under very weak conditions. More specific expressions between β * and β will be illustrated later in Section 5.
ROBUST BEST LINEAR ESTIMATION
To improve efficiency, it is natural to include the noncalibration sample in the estimation. Let β c iv be an IV estimator, as discussed in the previous section, solving (3.5) . Assume that Y given M and Z follows the same model as Y given X and Z, with the vector of parameters being denoted by θ ≡ (θ 0 , θ 1 , θ 2 ) , which is a working model. Let the estimator for model Y given M and Z using the calibration sample be denoted by θ c w . Here θ c w is considered as a "working estimator" in the sense that it is based on the working model Y given (M, Z). Briefly speaking, the method to be proposed now is the conditional mean of β c iv given θ c w , which is the best linear combination of β c iv and θ c w , but the information from the noncalibration sample will be used in the linear estimator. The new estimator will be more efficient since it is known that the variance of the IV estimator is not less than the variance of its conditional mean given the working estimator. We now describe the details.
The IV estimators solving (3.5) discussed earlier are consistent for the slopes but may not be the case for the intercept estimation. But they are consistent under some weak conditions. For example, in Poisson regression, if the measurement error satisfies that E(e βU |X, Z) = E(e −βU |X, Z), then the WIV estimator solving (3.2) converges to β. We assume that the working estimator θ c w from the calibration sample satisfies the following estimating equation:
(4.1)
Let the limit of θ c w be denoted by θ which is generally different from β. Let the calibration sample size be denoted by n c . Under the Web Regularity Conditions (see supplementary material available at Biostatistics online), it can be shown that n 1/2 {( β iv −β * ) , ( θ c w −θ ) } is asymptotically normal with mean 0 and variance
We may express C(β, θ) as 4 submatrices, C 11 (β), C 12 (β, θ ), C 12 (β, θ ), and
, and θ , then a new estimator can be obtained by β 
and let θ w be the working estimator that is obtained from the regression of Y given M and Z using all the subjects. Note that the difference between θ c w and θ w is that the former uses the calibration sample while the latter all the study subjects. The above discussion suggests the following proposed RBLE:
The proposed estimator is robust to misspecification of the working model E(Y |M, Z) = θ 0 + θ 1 M + θ 2 Z given in (4.1). That is, the RBLE estimator is still consistent even if E(Y |M, Z) is not linear in M and Z. There is a root for (4.1) since it is the likelihood score estimating equation from the regression model. The efficiency gain is from the information obtained from θ w . The proposed RBLE is like a two-step estimator. In the first step, we use the WIV estimator using data from the calibration sample. In the second-step, the RBLE is obtained by the best linear estimator among the class of linearization of the first-step estimator and the difference of 2 naive estimators. The RBLE does not need a distributional assumptions for covariates or errors. The large-sample distributional theory of β is given below.
PROPOSITION 1 Under Web Conditions (A1)-(A5) (see supplementary material available at Biostatistics online), if β c iv solving (3.5) converges to β * in probability, then β rbl converges to β * in probability and n 1/2 c ( β rbl − β * ) is asymptotically normal with mean 0 and variance G −1
is positive definite. Furthermore, the RBLE is asymptotically normally distributed and it is the best linear estimator among the class of estimators β A sketch of the proof of Proposition 1 is given in Web Appendix (see supplementary material available at Biostatistics online). We note that β * may be different from β in the intercept estimation if the measurement error U is not symmetric with respect to 0 but is the same as β in the slopes. Therefore, there will be no bias for the effect estimation of exposure variables and other covariates. For intercept estimation, the bias is in general relatively small and less important.
POISSON AND LINEAR REGRESSION WITH HETEROSCEDASTIC MEASUREMENT ERROR
In this section, we present results when the primary model is either Poisson or linear regression and when the variance of the measurement error and IV error may be heteroscedastic. When the measurement error has a homogeneous variance, consistency of the WIV estimator for Poisson regression solving (3.2) is provided in Web Proposition 1 (see supplementary material available at Biostatistics online). In many practical problems, the surrogate measurement error U and the IV error V may have heteroscedastic variances. For example, the measurement error variance may be an increasing function of the true unobserved exposure. In Figure 1 , the regression model log(1 + smoking year) given log(1 + smoking pack year) also demonstrates that the variance of the IV measurement error could be an increasing function of the smoking pack year. The following result shows that the WIV estimator can be applied to the above heteroscedastic measurement error situation. 
and Z i , then the WIV estimator is consistent.
Proposition 2 extends the work of Buzas (1997) to the situation when E(M i |X i , Z i ) may not be linear in X i and Z i and the e(M i , Z i ) in the weight function may not be E(W i |M i , Z i ). A sketched proof of Proposition 2 is given in Web Appendix (see supplementary material available at Biostatistics online). From this proposition, it is seen that the WIV estimator is consistent when the measurement error U is normal but its variance may depend on the unobserved true exposure variable or the IV. In addition, the error V for the IV may be heteroscedastic as well. Under this situation, there is a sequence of roots that converges to the true β for any weight function ω( The proof of Proposition 3 is similar to the proof of Proposition 2 (given in the Web Appendix [see supplementary material available at Biostatistics online]) and hence is omitted.
SIMULATION STUDY
We conducted a simulation study to compare the methods discussed above. In the simulations, the primary model was Poisson regression. We have also conducted simulations where the primary model was The naive estimator was to use W to replace X using data from the calibration sample. The RC estimator was to replace X by its conditional expectation given observed covariates using data from the calibration sample. The WIV estimator was to solve (3.2) using data from the calibration sample. The RBLE was from (4.2), using all available data. Regression parameters: β = (−ln(2), ln(2)) ; covariates parameters: μ x = 0, σ x = 1, and IVs: M i = 0.2 + 0.8X i + V i . The calibration sample size was denoted by n c . Results were obtained from 1000 replicates.
linear regression, and the results are presented in the Web Simulation Study (see supplementary material available at Biostatistics online). The naive estimator was to use W to replace X using data from the calibration sample. The RC estimator is to replace X by its conditional expectation given observed covariates using data from the calibration sample. The WIV estimator solved (3.2) using the calibration sample. The proposed RBLE was obtained by (4.2) using all available data. In Table 1 , we generated the case when X was from a standard normal distribution. Then the outcome variables were generated based on Poisson regression with parameters β 0 = −log(2) and β 1 = log(2). We generated the surrogate variables under the situation when the standard deviation of the measurement error was 0.5 and 0.75, respectively. The choice of σ u = 0.5 and 0.75 was to show the impact of measurement error on the performance of various methods. The size of the whole cohort in the simulation was n = 600 and the calibration sample size n c = 150, 500, and 450, respectively. The observed IV M was a linear function of the unobserved X , with intercept 0.2 and slope 0.8, with the standard deviation of the error term, V , 0.5 and 0.75, respectively. This was a situation when both the measurement errors and the IV errors were homogeneous, under which their variances did not depend on other variables. In the tables, the "biases" were calculated by taking the average of β − β from 1000 replicates, "SD" denoted the sample standard deviation of the estimators, and "ASE" denoted the average of the estimated standard errors of the estimators. The 95% confidence interval coverage probabilities (CPs) were also included. All the parameters were given in the tables. From Table 1 , it was easily seen that the naive estimator using the calibration sample had large biases. The RC estimator using the calibration sample was very efficient for β 1 , but the bias for β 0 was large. This was consistent with the discussion in Section 2 that the RC estimator is valid and efficient for slope estimation if the covariates and errors are normally distributed. We note that here the RC estimator was to replace the unobserved X by the calibration function E(X |W ), and the nuisance parameters were estimated by the method of moments using data (Y, W, M). Also, the extension of the RC estimator to the whole cohort will be somewhat complicated since W is not available in the noncalibration sample. The WIV estimators performed rather well in terms of bias reduction. The proposed RBLE was significantly more efficient than the WIV estimator for the intercept estimation. For the slope estimation, the RBLE was better when the standard deviations of the measurement error and IV error were both moderate with σ u = 0.5 and σ v = 0.5. But the efficiency gain is reduced if the standard deviations of the measurement error and IV error were both 0.75. This was understandable since the observed data will provide less reliable information for the inference when the errors are larger. Among the various percents of calibration sample (0.25, 0.50, and 0.75), it was generally seen that the efficiency gain from the RBL estimator over the WIV estimator was higher when the calibration sample was smaller.
In Table 2 , we examined the effect of heteroscedastic measurement error on regression coefficient estimation. The parameters for all the parameters involved in the regression models and covariate distributions were the same as Table 1, except that the variance of the measurement error was smaller when X μ x , while larger when X > μ x . The standard deviation for the measurement error was σ u|x = 0.25 + 0.5I [X > μ x ], σ v = 0.5 and σ u|x = 0.50 + 0.5I [X > μ x ], σ v = 0.5, respectively. Overall, the biases of the naive estimator and the RC estimator in Table 2 were larger than those in Table 1 . Note that the RC estimator was obtained by assuming homogeneous measurement errors when calculating the conditional mean of X given W , which was the main reason for larger biases comparing to the results in Table 1. Similar to Table 1 , the WIV estimator and RBLE had very small biases, but the standard errors were larger than those in Table 1 due to heteroscedastic errors. Hence, the 2 consistent estimators, WIV and RBL, still had satisfactory performance although the heteroscedastic measurement errors did increase the standard errors of the 2 consistent estimators.
We also examined the effect of the normality assumption of X on regression coefficient estimation. The data for Table 3 were generated almost the same as those in Table 2 except that the unobserved X was from a mixture of 2 normals with means (1/5 1/2 , −2/5 1/2 ), variances (4/5, 1/5), and the mixture percentages were (2/3, 1/3). Under this mechanism, X i has mean 0 and variance 1. The findings in Table 3 were rather similar to those in Table 2 . The WIV estimator and the proposed RBLEs were satisfactory, with the RBLE being more efficient.
In Table 4 , we examined the situation when X was from normal mixture, measurement errors were from normal mixture with a constant variance, and the IV errors were from a normal random variable but with nonconstant variances. The normal-mixture variables were similar to those in Table 3 . The variance of the measurement errors and the nonconstant variances were given in the table. The findings from Table 4 were similar to the above, and the proposed RBLE was still the best estimation procedure. The naive estimator was to use W to replace X using data from the calibration sample. The RC estimator was to replace X by its conditional expectation given observed covariates using data from the calibration sample. The WIV estimator was to solve (3.2) using data from the calibration sample. The RBLE was from (4.2), using all available data. Regression parameters: β = (−ln(2), ln(2)) ; covariates parameters: μ x = 0, σ x = 1, and IVs:
The calibration sample size was denoted by n c . Results were obtained from 1000 replicates.
DATA ANALYSIS
We studied a case-control study of bladder cancer conducted at the Fred Hutchinson Cancer Research Center. This population-based case-control study was designed to address the association between bladder cancer and some nutrients (Bruemmer and others, 1996) . In this data application, we are interested in the effect of smoking pack year and body mass index (BMI, weight/height 2 ) on bladder cancer risk. In this study, smoking pack year is not available for some study subjects since they did not respond to the question of the number of cigarettes smoked per day. Nevertheless, the majority of subjects did have the data on the year that they had smoked. Given that there could be a report error associated with smoking pack year, 336 C. Y. WANG Table 3 . Simulation when covariates were normal mixture, with normal heteroscedastic measurement errors and homogeneous IV errors Naive RC WIV RBL Naive RC WIV RBL n = 600, n c = 150 The naive estimator was to use W to replace X using data from the calibration sample. The RC estimator was to replace X by its conditional expectation given observed covariates using data from the calibration sample. The WIV estimator was to solve (3.2) using data from the calibration sample. The RBLE was from (4.2), using all available data. Regression parameters: β = (−ln(2), ln(2)) ; covariates parameters: μ x = 0, σ x = 1, and IVs:
the reported smoking pack year from the survey was considered the unbiased surrogate variable (possibly with a heteroscedastic error variance) for the unobserved true smoking pack year. Self-report smoking year in this application can be treated as an IV for smoking pack year. In this application, the use of the surrogate variable or IV seems to be reasonable since they are not likely to have any effect on the disease incidence given the true covariates (unobserved true smoking pack year). In this study, eligible subjects were residents of 3 counties of western Washington state who were diagnosed between January 1987 and June 1990 with invasive or noninvasive bladder cancer. There were a total of 260 cases and 405 controls in this data analysis. In this application, we used Poisson regression to model the binary outcomes. The Poisson regression model is often used alternatively to the logistic The naive estimator was to use W to replace X using data from the calibration sample. The RC estimator was to replace X by its conditional expectation given observed covariates using data from the calibration sample. The WIV estimator was to solve (3.2) using data from the calibration sample. The RBLE was from (4.2), using all available data. Regression parameters: β = (−ln(2), ln(2)) ; covariates parameters: μ x = 0, σ x = 1, and IVs:
regression model for binary outcomes. When the relative risk is the parameter of primary interest, Poisson regression has been well applied in many applications. Smoking pack year information was obtained by an interview with additional questions (all cases and a random subset of controls). Among the total of 665 subjects, there were 510 subjects with reported smoking pack year data. The calibration sample in this example consists of the 510 subjects. Because the selection of the calibration sample depends only on the outcomes, estimation of the slope parameters based on the IV estimator and the best linear estimator will be valid (while the intercept estimation may be biased). Smoking pack year data were skewed, and hence, we applied log(1 + smoking pack year) to reduce skewness. The same transformation was applied to smoking year data due to the same reason. We used standardized BMI variables for the purpose of The naive estimator was to use W to replace X using data from the calibration sample. The RC estimator was to replace X by its conditional expectation given observed covariates using data from the calibration sample. The WIV estimator was to solve (3.2) using data from the calibration sample. The RBLE was from (4.2), using all available data.
better presentation of the coefficient estimates for BMI. It is seen from Figure 1 that the association between the reported smoking pack year and smoking year is reasonably linear. The regression residuals for the smoking year given reported smoking pack year indicated a heteroscedastic variance even after we applied the logarithmic transformation to the variables. Therefore, the proposed method is important since it adjusted not only for the potential reported errors but also for the heteroscedastic errors. Further remarks on measurement error due to "telescoping" (Bound and others, 2001 ) are provided in the Web Discussion (see supplementary material available at Biostatistics online).
In Table 5 , we provided estimates from the methods described in the previous sections. The naive estimator showed that smoking pack year had a significant effect on bladder cancer at the type-I error rate of 5%, but it was not the case for BMI. The RC estimates based on the calibration sample were more efficient, but the estimates were close to the naive estimates. One significant difference between the naive estimator and the RC estimator in this application was that the RC estimator was able to show a significant effect of BMI on bladder cancer, which was not the case for the naive estimator. For the effect of smoking pack year on bladder cancer, all the methods were able to show a significant effect that smoking, measured by pack year, increases the risk of bladder cancer. The WIV estimates, using the calibration sample, were rather close to the RC estimates in the application. From the RC or WIV estimate, an increased risk of bladder cancer incidence was also noted for an increased BMI at the 5% significance level. An important difference between the RBLE and the other methods is that the BMI effect was shown to have a stronger significance level. In the analysis, the WIV and RBL estimates were not close, while the overall biases of these 2 estimators were close from the simulations. This is understandable since the data analysis was only from a specific data set, while the overall biases in the simulations were averages based on 1000 replicates.
DISCUSSION
We have proposed an RBLE for regression analysis with covariate measurement error when an IV is available in a subsample. For Poisson and linear regression, the proposed RBLE is consistent even when the measurement error or the IV error is heteroscedastic. The method will have important applications since in many studies the exposure variable may not be from a normal distribution and the measurement error variance may be an increasing function of the underlying exposure. The robustness of the proposed estimator is referred to as the misclassification of the working model but not heteroscedastic errors in the generalized linear error model. For logistic regression, however, the IV estimator of Huang and Wang (2001) or Buzas (1997) may not hold for heteroscedastic errors. Huang and Wang (2006) proposed a nonparametric correction estimator when there are 2 types of surrogates W and W * available in an external calibration sample in which W = X +U while W * = X +V . This type of nonparametric correction estimator can be extended and applied to the setting of our paper under the specific case when M i = α 0 +α 1 X i +α 2 Z i +V i . However, it is less clear how to apply the method of Huang and Wang (2006) to the situation when the relationship between M i and X i is more general such that M i = h(X i , Z i ) + V i for a nonlinear function h(X i , Z i ). Clearly, the RBLE was motivated differently from the nonparametric correction estimator, but they both share the nonparametric nature in that there is very little model assumptions on the covariates and measurement errors. The RBLE is much easier to be implemented for real applications. In addition, we have shown that the proposed RBLE is consistent when the measurement errors or IV errors are heteroscedastic.
The proposed estimator would request very weak assumptions on the covariates and measurement errors. It is the best linear estimation in the sense of using the best linear combination of β c iv and θ c w − θ w . It has the feature of nonparametric estimation and is also called a functional method for measurement error. A related approach was proposed for missing data by Chen and Chen (2000) . However, our problem here is different in that there is no gold standard measurement for the exposure variable for any individual of the study cohort. That is, in our problem a validation subset is not available.
An important property of the methods in this paper is that there is no need to have replicates for the surrogates W or M. This is useful and important in some real problems when replicates are not available. Nevertheless, it should be noted that the correlation between M and X cannot be too weak, otherwise it may not be easy to search for the root. This is conceptually understandable since the estimating function will be somewhat flat when the IV is not informative.
The method developed may have very general applications. For example, it can be applied to an important study of the Radiation Effects Research Foundation (RERF) on radiation exposure and cancer. Analyses of exposure-disease relationships in the RERF cohorts rely heavily on individual estimates of radiation doses from the atomic bombings. Those doses were of course not measured but must be estimated from the available data, which consist of information about each survivor's location and shielding at the time of exposure, obtained through past interviews. In order to capture radiation uncertainty, the percentage of lymphocytes with stable chromosome aberration data may serve as an IV (Stram and others, 1993) . Sposto and others (1991) used chromosome aberration and data on acute effects of radiation (epilation) to estimate the residual error variance under a specific parametric regression model but not the same as the more general measurement error model discussed in the paper. Another potential extension of the method is to the flexible measurement error model for nutrient data (Sugar and others, 2007; Wang, 2008) in which biomarker data are surrogates while self-report data are treated as IVs.
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