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A novel method to double the measurement range of wavelength scanning interferometery (WSI) is de-
scribed. In WSI the measured optical path difference (OPD) is affected by a sign ambiguity, i.e. from
an interference signal it is not possible to distinguish whether the OPD is positive or negative. The
sign ambiguity can be resolved by measuring an interference signal in quadrature. A method to obtain
a quadrature interference signal for WSI is described and a theoretical analysis of the advantages is re-
ported. Simulations of the advatanges of the technique and of signal errors due to non-ideal quadrature
are discussed. The analysis and simulation are supported by experimental measurements to show the
improved performances. © 2016 Optical Society of America
OCIS codes: (120.3180) Interferometry, (120.2650) Fringe analysis, (120.3940) Metrology, (120.6650) Surface measurements,
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1. INTRODUCTION
Interferometry is a widely-used technique to measure displace-
ment and, when combined with an optical microscope, can allow
the extraction of surface height information from interference
fringe data. Interferometers commonly used to measure surface
topography are phase shifting [1, 2], white light [2, 3] and wave-
length scanning [4, 5]. Each type of interferometer has certain
advantages and disadvantages concerning the acquisition of the
fringe data and the extraction of surface topography data.
In phase shifting interferometry (PSI) fringe data is obtained
by modulating the optical path difference between the measure-
ment and the reference arm by a known amount and recording
the intensity values [6, 7]. The modulation is typically achieved
by mechanically scanning the reference mirror (or sample), and
it requires a highly stable system with precision motion con-
trol. Another disadvantage of PSI is the 2pi ambiguity that is
encountered when measuring discontinuous surfaces with step
heights larger than half the wavelength of the light used [8].
Dual-wavelength methods allow one to extend the unambiguos
measurement range to typical distances of few micrometres but
do not avoid it [9, 10].
Coherence scanning interferometry (CSI) (also known as
white light interferometry) is another well-established technique
used to obtain surface topography [2]. Due to the low-coherence
length of the broadband light, interference fringes only become
visible when the optical path length of the measurement and
reference arms are close to being equal. Thus, the optical path
must again be modulated, typically via a mechanical scan, in
order to record fringe data. The surface height can be estimated
from the fringe data as the location at which the envelope of
the interference signal reaches the maximum intensity value.
Further resolution improvement is possible by estimating the
surface height from the phase of the interference signal and solv-
ing for the fringe order through the envelope peak [11–13]. The
advantage of CSI technique over PSI is removal of 2pi phase
ambiguity. The main disadvantage of CSI is the need for me-
chanical scanning over the entire range of heights present in
the sample, therefore, the measurement time in CSI becomes
directly proportional to the range of the surface heights which
is often unknown a priori. Both phase shifting and white light
interferometry can achieve sub-nanometre axial resolution [2].
Wavelength scanning interferometry (WSI) is a technique
where fringe data is obtained by introducing a phase shift in the
interference pattern via a wavelength sweep (that is linear in
wavenumber) of the narrow bandwidth interfering light [5, 14].
The main advantage of WSI over CSI is that there is no need
for mechanically scanning the sample due to the long coherence
length of the illumination. However, in WSI the measurement
range is limited by the objective lens depth of field. At the
position where the measurement and reference arm have equal
optical path length, i.e. zero optical path difference (OPD), the in-
terference is constructive for all the scanned wavelengths, while
away from the zero OPD position the recorded fringe intensities
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as a function of the wavenumbers has a frequency that is pro-
portional to the OPD. Thus, by calculating the frequency of the
recorded fringe pattern, it is possible to calculate the OPD and,
therefore, determine the surface distance from the zero OPD
position. The largest OPD that is possible to measure is limited
by either the coherence length of each scanned wavelength (limit
for very low NA systems) or by the objective depth of field (usu-
ally the limit for medium to high NA systems). The shortest
OPD that is possible to measure is limited by the fringe pattern
processing algorithm: close to the zero OPD the fringe pattern
approaches constructive interference for all wavenumbers and
therefore a frequency of almost zero. Phase demodulation al-
gorithms performance degrades for fringe patterns that have
samples over less than a period since it becomes difficult to spec-
trally filter the interference signal (This is further explained in
section 2). WSI provides an absolute measurement of displace-
ment from zero OPD, there is no 2pi phase ambiguity. However,
the recorded fringe pattern will be of the same frequency for
both positive or negative OPD and, therefore, an assumption
has to be made on the sign of the height determined. Since zero
OPD occurs at the midpoint of the depth of field, this limits
WSI to using only half of the potential instrument measurement
range and presents serious issues when no a-priori knowledge
of the sample exists. One possible solution is to add an offset
between the two interferometer arms, in such a way as to move
the zero OPD plane outside the depth of field of the objective
lens in the measurement arm. However, positions further away
from the zero OPD are associated with a decreased visibility
of the interference signal, and therefore a lower signal to noise
ratio (SNR). This leads to increased measurement noise which
becomes significant for objectives with large depths of field.
In this paper it is demonstrated how to solve the sign am-
biguity based on the acquisition of only two WSI signals in
quadrature (hereafter, referred to as quadrature WSI (Q-WSI))
whilst working where the visibility of the interference is at its
maximum. The problem was solved employing four mechanical
phase shifts by Kato et al. [15]. In our case an a-priori knowledge
of the signal background and correction due to its non-perfect re-
moval allow one to employ only two phase shifts. This technique
eliminates the limitation around the position at zero frequency
of the standard WSI keeping the number of phase shifts to its
minimum. Enabling one to distinguish positive and negative
OPDs and allowing measurement around the zero OPD has
the effect of more than doubling the measurement range of the
instrument without affecting the measurement speed.
In section 2, the optical setup of the instrument is discussed
and the phase demodulation algorithms for both the standard
WSI method and the proposed Q-WSI method are explained.
Performance simulations are presented in section 3. In section 4,
a model for the possible sources of error for the Q-WSI method
is derived. In section 5 experimental measurements are shown
to demonstrate the Q-WSI technique. Finally, in section 6, real
surface measurements are presented for both algorithms and
the improvements discussed. In section 7, a derivation of the
Cramer-Rao bound (CRB) for both methods is discussed for a
performance comparison in the presence of Gaussian additive
noise.
2. INTERFEROMETER DESIGN AND THEORY
The WSI instrument setup used can be divided into three major
blocks (see Figure 1): the light source, the interferometer and the
control electronics. The light coming from a white light halogen
bulb is collimated and filtered by an acousto-optic tuneable filter
(AOTF). By changing the vibration frequency of the AOTF crys-
tal, only one wavelength is selected and coupled into the fibre.
The light delivered from the fibre is collimated into a Linnik
interferometer. For Q-WSI, the reference mirror is mounted on
a piezoelectric actuator that is controlled via a NI-DAQ board.
The light reflected by the reference mirror and the sample re-
combines producing an interference signal that is imaged on the
CCD camera. In the standard WSI measurement process, the
reference mirror is fixed and a frame is acquired by the CCD
camera for each selected wavelength.
Fig. 1. WSI setup. Top left block: control and computing elec-
tronics. Bottom block: wavelength sweeping light source by
means of an acousto-optic tuneable filter (AOTF). Top right:
Linnik type interferometer.
The intensity of the interference pattern obtained by the WSI
for a pixel at position (x, y) in the instrument field of view can
be expressed by:
I(x, y, k) = q(k) +V(k) cos[4pik(zm(x, y)− zr(x, y))] (1)
where k is the wavenumber of the interfering light (inverse
of the wavelength 1λ ), q(k) is the signal background, and V(k)
is the fringe visibility; 2(zm(x, y)− zr(x, y)) is the OPD between
the measurement and reference arm. For the following deriva-
tion, zr(x, y) is assumed the position of the reference mirror
while not moving, therefore, set equal to zero. For clarity the
spatial dependence of the OPD is not explicty shown, as the
same computation is made for all pixel in the instrument field
of view. As the wavenumber is scanned, the phase shift intro-
duced is proportional to the surface position (zm); therefore, by
demodulating the phase and extracting the fringe pattern fre-
quency, it is possible to infer the surface height. The algorithm
employed to demodulate the phase from the fringe pattern is
that described by Takeda et al.[16], and is summarised below.
For the following derivation the mean background q(k) and the
cosine amplitude modulation V(k) are removed by subtraction
and normalisation, respectively. A fringe pattern can, therefore,
be rewritten according to the Euler formula for the cosine as
I(k)− q(k)
V(k)
=
1
2
[exp (i4pikzm) + exp (−i4pikzm)] (2)
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Fig. 2. WSI algorithm for phase demodulation: simulated interference pattern with background removed and visibility normalised
(a); Fourier Transofrm of the interference pattern and ideal filter transfer function to separate the two peaks (b). Note that for low
frequency the peak become closer making filtering problematic. Demodulated phase whose slope provide an estimation of the OPD
(c).
where zr is considered equal to zero (a simulated fringe pat-
tern is shown in Figure2(a)). The two phasors correspond to the
positive and negative frequency peaks in the Fourier transform.
Half the spectrum is filtered out to select only one of those two
peaks (see Figure2(b)). The filtered spectrum is then inverse-
Fourier-transformed. Depending on which peak is selected, an
important assumption is made: the measured z-position (zm)
is assumed positive or negative; therefore, fringe patterns with
higher frequency are interpreted as either peaks or valleys in
the surface topography based on this assumption. The inverse
Fourier transform of the filtered spectra ( Iˆ(k)) is only one of the
terms in Eq. 2. By applying a arctangent function it is possible
to extract the phase
ϕ(k) = arctan Iˆ(k). (3)
The obtained phase is known modulo 2pi and, therefore, an
unwrapping step is necessary. The phase is unwrapped by
adding 2pi phase at the discontinuities (see Figure2(c)). Lastly,
a linear fitting step allows the estimation of the frequency and,
therefore, the z-position from the phase slope
zm = ± 14pi
∆ϕ
∆k
(4)
where ∆ϕ∆k is the phase slope. The phase slope calculated
can be either positive or negative depending on which Fourier
peak corresponding to the cosine is selected and therefore its
sign is based on an a-priori assumption. The effect of a wrong
assumption has the effect of mirroring the surface topography, i.e.
the surface peaks are measured as valleys and vice versa. Some
surface parameters such as the root mean square roughness (Sq)
are not affected by such an error, but parameters which can
be positive or negative, such as skewness (Sk) would report an
erroneous sign. To eliminate the z-position sign ambiguity, a
further wavelength scanning measurement can be taken in order
to obtain two interference patterns in quadrature and interpret
them respectively as the real and imaginary axis to describe a
complex signal. The real part is the same as in Eq. 1, with zr = 0.
The imaginary part is obtained by introducing a phase shift in
the reference arm as a function of wavelength by simply shifting
the reference mirror at each scan step, in order to have the same
frequency as the real part, but with a constant phase shift of pi/2
(the so-called quadrature condition). Thus the condition on the
amount of spatial translation of the reference mirror is
4pikzr = −pi/2 (5)
Inverting Eq. 5 gives the amount of displacement for the
reference mirror as a function of wavelength
zr(k) = − 18k (6)
Rewriting the interference pattern as a sum of the real and
imaginary parts after background subtraction and amplitude
normalisation gives
Icomplex(k) = cos(4pikzm) + i cos(4pikzm − pi/2) =
cos(4pikzm) + i sin(4pikzm) = exp (i4pikzm)
(7)
Eq. 7 describes a complex signal that rotates clockwise or
counter-clockwise depending on whether the measured zm is
negative or positive: the direction of the rotation specifies
whether the fringe pattern frequency is positive or negative.
Additionally, in the complex signal case, the phase can be ex-
tracted directly from the complex recorded signal, as in Eq. 3,
whilst in the standard WSI a phase demodulating algorithm
needs to be employed to separate the two phasors correspond-
ing to the cosine term. Sequentially, the phase is unwrapped
and a linear fit allows the phase slope to be estimated and the
z-position to be determined as in Eq. 4 without any assumption
on the sign of the estimated z-height.
3. INTERFEROMETER SIMULATIONS
In the measurement the surface height is estimated from N ob-
servations of the interference pattern. Our observational model
perturbed by additive random noise is given by
In(α) = Sn(α) +Wn n ∈ [0, ..., N − 1] (8)
where In(α) is the n-th observation data, Sn(α) is the mod-
elled ideal system response for the n-th wavenumber, α is the
vector of unknown parameters and Wn is the random additive
noise. For the standard WSI case the ideal system response is:
Sn(α) = b cos(4piknzm) (9)
where kn is the n-th wavenumber and z f is the z-position to
estimate. On the other hand, the system response for the Q-WSI
is:
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Fig. 3. Comparison of the algorithms response with 256 total samples. Real interference pattern algorithm response with a
SNR of 30 dB (a), complex interference pattern algorithm response with a SNR of 33 dB (b). The black line is the Cramer-Rao
bound.Comparison of real WSI (c) and complex Q-WSI (d) methods in terms of RMS error for a positive range of heights at three
representative SNRs
Sn(α) = b exp(i4piknzm). (10)
where the signal has been modelled by a complex phasor.
For a given additive noise amplitude and therefore for a specific
SNR, the variance in the fringe pattern frequency estimation
due to additive noise (also called the Cramer-Rao Bound, CRB,
and its square root, the root mean square error RMSE) can be
calculated for both cases. Details of how to calculate the RMSE
are reported in section 7 and hereby the main result is reported:
in the WSI case, the RMSE is a function of the number of periods
in the recorded fringe pattern, with increasing sensitivity to
fringe pattern with less then 2 periods, i.e. closer to the zero OPD.
On the other hand, in the Q-WSI case the RMSE is insensitive
to the number of periods in the recorded fringe pattern, but it is
only a function of the SNR.
In this section, simulations of the algorithm RMSE for both
the standard WSI and proposed Q-WSI method are presented.
The system response is simulated with Eq. 21 and 23 for a given
z-position. White independent Gaussian noise is added to the
ideal system response in order to achieve a desired ratio between
the sinusoid amplitude and the noise standard deviation ( bσ ).
For a real sinusoidal signal, the power is b
2
2 , whilst for a complex
sinusoidal signal, it is b2. Therefore, the signal to noise ratio is
3 dB higher in the Q-WSI case. Ten different noise patterns were
generated and the RMSE of the estimated z-position through the
frequency is calculated. For consistency in measurement time,
the WSI and Q-WSI are simulated with the same total number
of measured points: the WSI pattern is sampled in N points,
while the Q-WSI has N/2 samples for the real part and N/2
samples for the complex part, i.e. the sampling density is less
in the Q-WSI case. The Nyquist-Shannon theorem is satisfied in
both cases.
Figure 3(a) and Figure 3(b) show the algorithm response for
the WSI and Q-WSI cases in terms of the RMSE of the z-position
estimation. In the WSI case (Figure 3(a)), z-position measure-
ments are possible only in half of the instrument’s potential
measurement range. Also, there are periodic non-linearities in
the system response with increasing amplitude closer to the
zero height (zero OPD point), and there is a CRB singularity at
the zero z-position. This error is in agreement with the results
discussed in Moschetti et al [17]. Figure 3(c) shows a zoomed
version of Figure 3(a) for several values of signal SNR. The RMSE
is constant across the range for a SNR up to 20 dB with a RMSE
of 10 nm. For a SNR above 20 dB the algorithm response non-
linearity start to have a contribution larger than the RMSE due to
the additive noise, becoming the main contribution. In contrast,
for the Q-WSI case (see Figure 3(b)) it is possible to exploit the
full vertical range of the instrument and the algorithm response
does not show significant non-linearity. Additionally, the RMSE
scales with the SNR (see Figure 3(d)), and it is not limited by the
algorithm non-lineairty as in the WSI technique.
4. ERROR SOURCE
A real interference signal is affected by distortion such as an
offset not equal to zero, a different amplitude of the real and
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Fig. 4. Effect of error sources in the Q-WSI method. The real and imaginary components of the interference signal are shown (top
row) for three cases: non-zero mean (a), different envelope amplitudes (b), and piezo phase shift error (c). The relative phase distor-
tion from the ideal linear case is plotted (bottom row) from the simulation and according to the approximated linear model relative
to the mean (d), envelopes (e) and actuator (f).
imaginary component and lack of quadrature [18]. In traditional
interferometric systems the signal mean and the amplitudes are
constant due to use of a single wavelength (usually a laser). In
WSI, the background and the fringe amplitude are a function
of the wavenumber (k) due to the different transmission of the
optical component at different wavelengths. Additionally, the
phase change upon reflection of the light from the sample and
the reference mirror may cause a distortion of the phase and
therefore the phase distortion is a function of the wavenumber
as well.
In general, a more realistic interference signal is:
Icomplex(k) = qreal(k) +Vreal(k) cos(4pikzm)
+ i[qimag(k) +Vimag(k) cos(4pik(zm − zr))]
(11)
where qreal(k) and qimag(k) are the mean intensity function
of the real and imaginary components respectively, and Vreal(k)
and Vimag(k) the interference envelope functions which are both
a slowly-varying function of k. The z-axis actuator calibration
errors are modelled by substituting zr(k) = − 18k + P(k), where
P(k) takes into account the lack of quadrature. Substituting in
Eq. 11 and using trigonometric identities leads to
Icomplex(k) = qreal(k) +Vreal(k) cos(4pikzm)
+ i
[
qimag(k) +Vimag(k)[sin(4pikzm) cos(4pikP(k))
+ cos(4pizm) sin(4pikP(k))
]
= C(k) + iS(k)
(12)
where the ideal system response is obtained by assuming
qreal(k) = qimag(k) = 0, Vreal(k) = Vimag(k) and P(k) = 0. The
relative phase is then given by
Θ(k) = arctan
[ S(k)
C(k)
]
(13)
which, in the ideal case, is perfectly linear. The phase deviates
from a perfect linear distribution due to signal non-ideality (off-
set, envelope and phase shift error). The distortion of the phase
due to those effects can be obtained analytically by linearising
the model around the ideal system response
Θ(k) = Θ0(k) +
∂Θ
∂qreal
qreal(k) +
∂Θ
∂qimag
qimag(k)
+
∂Θ
∂Vreal
Vreal(k) +
∂Θ
∂Vimag
Vimag(k) +
∂Θ
∂P
P(k).
(14)
Analytically we can obtain
Θ(k) = 2kzm − qreal(k) sin(4pikzm) + qimag(k) cos(4pikzm)
+ [Vimag(k)−Vreal(k)][12 sin(2 ∗ 4pikzm)]
+ 4pikP(k)[
1
2
+
cos(2 ∗ 4pikzm)
2
]
= 4pikzm + r(k).
(15)
In effect, the ideal linear varying phase is distorted with
added ripples. Those ripples have amplitude proportional to
the functions expressing the means (q(k)), envelopes (V(k)) and
phase errors (P(k)). The mean offset components (qreal and qimag)
leads to a ripple with the same frequency as the interference sig-
nal (4pikzm ). The envelopes (Vreal and Vimag) add a ripple with a
frequency twice that of the fringe pattern frequency (2 ∗ 4pikzm).
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Finally, the actuator phase shift error adds a ripple with twice the
fringe pattern frequency (2 ∗ 4pikzm) and a constant bias (kP(k)).
Figure 4 shows examples of those errors, and compares the sim-
ulated phase ripples with the approximate model derived above.
In Figure 4(a), two simulated interference patterns in quadrature
with a quadratic background (q(k) = q0 + q1(k− kc)2, with q0
equal to 30 % the fringe visibility and a quadratic drop towards
the edge of the signal window) are shown. In Figure 4(d) the
residual of the phase after a least-squares linear fit are shown and
compared with the approximation in Eq. 15. The maximum am-
plitude of the phase ripple is 0.433 radians and is in agreement
with the approximated model. In Figure 4(b) two interference
patterns in quadrature with different envelopes (20 % amplitude
difference with quadratic drop towards the edge and a shifted
maximum by 0.05 µm-1), are shown. The phase residuals are
in agreement with the approximation model and the maximum
phase error is 0.238 radiant (Figure 4(e)). For the phase shift
errors, a constant offset error of 10 nm and a linear error of 10 %
between the quadrature interference components are simulated
in Figure 4(c). The phase ripple has a maximum amplitude of
0.225 radiants and agrees with the approximated model (Fig-
ure 4(f)). These phase distortions due to the above interference
signal non-idealities cause a bias in the linear fitting of the phase
slope and therefore introduces error in the measurement, usu-
ally called ripple-error or fringe bleed-through [19]. In practical
application, the backgrounds and amplitudes of the quadrature
components depends on the power of the light source for each
wavenumber and their expression can be estimated a-priori and
corrected by fitting the approximated model to the demodulated
phase. On the other hand, the phase error of the quadrature
components is affetected by the calibration errors of the actuator
but also by the phase change upon reflection and enviromental
vibrations. Further correction of the phase errors is outside the
scope of this paper.
5. EXPERIMENTAL RESULTS
Two surfaces have been measured in order to evaluate the mea-
surement performance of the proposed Q-WSI method in a real
instrument, a step height and an optical flat. As previously dis-
cussed, the main advantage of Q-WSI over the standard WSI
technique is that it is able to distinguish between positive and
negative z-positions. A step height with a nominal value of
30 µm is measured across the zero z-position plane. Figure 5
shows the surface topography measurement and the correspond-
ing ISO-5436 [20] step height analysis for both the standard WSI
(Figure 5(a)) and Q-WSI methods (Figure 5(b)). The step heigh
measurement with the standard WSI technique is folded, due to
the erroneous assumption on the sign of the measured OPD. The
top and bottom plane of the step height are measured respec-
tively at an absolute position (with the assumption of a negative
sign) of approximately -14.6 µm and -15.3 µm. Therefore, a step
height with a mean value of 0.7223 µm is measured compared
with a calibrated value given by a traceable contact stylus instru-
ment (29.864 µm± 0.116 µm at k = 2). On the other hand, for the
Q-WSI technique (Figure 5(b)), the sign of the OPD is resolved
and the top and bottom plane are measured respectively at a
position of approximately +14.6 µm and -15.3 µm, leading to
an estimated step height value of 29.800 µm, a value within the
uncertainty of the contact stylus traceable measurement.
Another advantage of the Q-WSI technique is its ability to
estimate z-positions around the zero OPD point. Figure 6 shows
the measurement of a tilted optical flat across the zero z-position
plane by both the standard WSI and the Q-WSI methods. The
standard WSI technique begins to display significant error for
z-positions in the range between ± 3 µm. In this range, the
surface is not correctly measured and shows surface spikes with
an amplitude of approximately 2 µm, plus a folded shape due
to the OPD sign assumption. The Q-WSI method improves
the measurement in this region: it measures the z-positions in
this range correctly resolving the sign ambiguity. A residual
surface waviness with an amplitude of approximately ± 150 nm
is visible. This waviness is due to phase distortion caused by the
phase errors, described in section 4, which causes a deviation
from a perfect linear behaviour of the z-axis. The z-axis non-
linearity amplitude can be reduced by an order of magnitude
by combining the frequency and phase information of the fringe
pattern [21].
The same tilted optical flat is also measured further away
from the zero OPD to compare the z-axis non-lineairty coefficient
with the WSI and Q-WSI technique. In Figure 7 the measurement
results are shown with the tilt removed. Ripple in the direction
of surface tilt is visible due to phase shift errors. The error is
reduced in the Q-WSI technique to ± 20 nm from an initial
value of ± 40 nm with the standard WSI technique. The error is
readuced due a simplified phase demodulation procedure which
removes the additional bias caused by the spectral leakage [17].
The extended measurement range comes at the cost of a
reintroduced mechanical scan. However, in our setup, the me-
chanical scanning reintroduced does not affect the measure-
ment speed which is set by the CCD camera frame rate. For
high-speed cameras, the mechanical scaning can be completely
avoided by capturing two or more phase shifts in a single shot
employing multiple cameras [24] or a phase-shifts pixelated
mask [23]. However, in the case of a phase-shifts pixelated mask,
additional polarisation optics are required and errors might arise
from object dependent polarisation effects and the mask’s de-
pendency on the wavelength and polarisation of the light. In our
experimental setup, with a 5× objective lens it is possible to ac-
quire data for heights up to 70 µm in approximately 1.28 seconds,
mainly limited by the CCD camera speed (200 fps). For com-
parison, a CSI acquisition of surface with heights up to 70 µm,
at a sub-Nyquist scan rate of 350 nm per frame [22] and same
camera speed would take 1 seconds.
6. CONCLUSION
In conclusion, a Q-WSI method has been proposed and simula-
tion and experimental results confirm its validity. Compared to
the standard WSI method, the Q-WSI method is able to exploit
the whole fringe visibility range available to the WSI technique
by employing an additional phase shift. Specifically, the method
can distinguish between positive and negative z-positions, effec-
tively doubling the instrument’s working range. Moreover, the
method is capable of measuring z-positions from fringe data con-
taining less than a period, i.e. the short range spanning across
zero OPD is now accessible. Furthermore, the method signif-
icantly reduces the non-linearities in the instrument’s vertical
axis due to the processing algorithm. Algorithm vertical axis
non-linearities due to signal non-ideality are still evident as a
small ripple and a model is proposed to account for these. De-
spite the fact that some mechanical scanning is reintroduced, the
mechanical scan does not slow down the measurement which
is limited by the CCD camera. The Q-WSI technique described
here, combined with the improvement published in [21] allows
to exploit the entire dynamic range of the WSI technique.
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Fig. 5. A step height of nominal height 30 µm as measured with a) standard WSI and b) Q-WSI methods. The profiles are the verti-
cal average of the areal measurement and the step height is evaluated according to the ISO-5436 procedure.
Fig. 6. Comparison of tilted optical flat across the zero height
measured with standard WSI (a) and Q-WSI (b). In (c) the
averaged horizontal profiles of the measurement on the left
are compared.
Fig. 7. Comparison of tilted optical flat measured with stan-
dard WSI (a) and Q-WSI (b) away from the zero height posi-
tion. The surfaces are levelled and plotted on the same scale to
show the vertical axis non-linearity differences. A comparison
of the averaged horizontal profiles of the surfaces is shown in
(c).
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7. APPENDIX A: CRAMER-RAO BOUND DERIVATION
In the measurement the surface height is estimated from N ob-
servations of the interference pattern. Our observational model
perturbed by additive random noise is given by
In(α) = Sn(α) +Wn n ∈ [0, ..., N − 1] (16)
where In(α) is the n-th observation data, Sn(α) is the mod-
elled ideal system response for the n-th wavenumber, α is the vec-
tor of unknown parameters and Wn is the random additive noise.
For a given set of {kn}N−1n=0 , Sn(α) describes an N-dimensional
model surface in Rp, where p is the number of parameters in
the vector α . The observed data vector I(α) is as a perturbation
from the system’s ideal response S(α), where α describes the
true state of the system. In matrix form, the problem in Eq 16
can be written as
I = S(α) +W
W = σ2I
(17)
where I is the identity matrix and σ2 is the variance of the
additive noise. Eq. 17 is valid under the assumption that that
the random effects in the observed data are independent. If the
system response is linear, then S(α) is a linear function of the pa-
rameters α, and the maximum-likelihood estimation method is
the least-square[25]. Furthermore, if the estimation is unbiased,
it is possible to propagate W through, to obtain the uncertainty
matrix WLS associated with the least square estimate αLS. If
the system response S(α) is not linear, the estimator not biased
and the perturbation sufficiently small, we can still linearise the
problem around the solution αLS to determine an approximate
uncertainty matrix [25]
WNL ≈ σ2[JT J]−1 (18)
where J is the Jacobian matrix of the system response at the
solution αNL defined as
Jnj =
∂S(kn, αNL)
∂αj
, n ∈ [0, ..., N − 1] (19)
This result is also known as the Cramer-Rao bound (CRB).
This CRB establishes a lower bound on the variance of the esti-
mation of a deterministic parameter from measured data with
additive noise [26]. The CRB is a known result in the signal pro-
cessing field both for real and complex tone estimation [27]. For
clarity, the CRB is adapted for the case in which the frequency,
the amplitude and the phase are the unknown parameters and
the frequency has to be estimated to infer the surface z-position.
For the real fringe pattern algorithm (standard WSI) the sys-
tem response is
S(kn, α) = b cos(4pik0zp + 4pi(kn − k0)z f )
= b cos(ϕn) n ∈ [0, ..., N − 1]
(20)
where α = [b, z f , zp]T , is the vector of the unknown pa-
rameters, and in particular z f and zp are the estimated z-
positions from the phase and frequency respectively. Applying
Eq. 18 and 19 to the particular case of Eq. 20 gives
WWSI ≈ σ2

d11 d12 d13
d12 d22 d23
d13 d23 d33

−1
(21)
where:
d11 =
N−1
∑
n=0
[cos(ϕn)]2
d22 =
N−1
∑
n=0
[4pib(kn − k0) sin(ϕn)]2
d33 =
N−1
∑
n=0
[4pibk0 sin(ϕn)]2
d12 =
N−1
∑
n=0
(−4pib(kn − k0) cos(ϕn) sin(ϕn)
d13 =
N−1
∑
n=0
(−4pibk0) cos(ϕn) sin(ϕn)
d23 =
N−1
∑
n=0
[4pib sin(ϕn)]2(kn − k0)k0
.
The second element on the diagonal in the matrix in Eq. 21 is
the variance in the z-position estimation from the frequency due
to an additive noise perturbation with variance σ2. Note that
the matrix terms depends on the z-position to estimate from the
phase ϕn. Summing the sampled value of a cosine or sine over
an integer number of periods would give a lower variance value
than summing over samples of a sinusoid with a non-integer
number of periods. For the case in which an imaginary fringe
pattern is recorded (Q-WSI), the system model is
S(kn, α) = b exp(4pik0zp + 4pi(kn − k0)z f )
= b exp(ϕn) n ∈ [0, ..., N − 1]
(22)
and, therefore, the propagated variance in the parameters
estimation due to a perturbation in the observed data is
WQWSI ≈ σ2

N “ “
0 ∑N−1n=0 [4pib(kn − k0)]2 “
0 ∑N−1n=0 [4pib]
2k0(kn − k0) N[4pibk0]2

−1
(23)
The variance in the z-position estimation from the frequency
is the second diagonal element for both cases. An important
difference is that, in the complex case (Q-WSI), the bound is
independent from the z-position being estimated.
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