A method is proposed hy which the eigenstates and the eigenvalues of the S matrix, i.e., the eigenchannels, can he directly computed from the nuclear problem, for example, from the shell model. The calculation of all cross sections, viz., partial and total cross sections, is then exceedingly simple. The characteristics of the eigenchannels are described and the relation with other reaction theories is hriefly discussed.
I. INTRODUCTION where, because of the unitarity of the S matrix, the eigenphases 6, are real. combining the column vectors I N a recent Paper' we have develO~ed for into matrix" JV arid constnicting with the treatment of narrow resonances by shell-model the eigenvalues e2is~ the eigenvalue matrix E which is a methods. In this Paper W' 'hall generalize the treatment diagonal rnatrix diagonal elements are tlle eigento the case of arbitary continuum states. A centra.1 role values e" we have the well-known representation2 of the here again is played by the natural boundary conditions. matrix However, we abandon the previously used R-matrix S= WeW-', (3) theory and use, instead, a representation in which the S matrix is diagonal. In this representation all formal relations are very simple and transparent. We shall call the eigenstates of the S matrix the "eigenchannels" and the phase shifts associated with the eigenvalues of the S matrix the "eigenphases." As will be seen below the eigenchannels and the eigenphases can be obtained directly from the shell model. To this end, the configuration space is separated into an inside and an outside region. The nuclear problem is solved in the inside region by using properly defined natural boundary conditions for the wave function a t the matching radius, r = a, which separates the inside and the outside-regions ; the obtained solutions are already without further transformations the eieenchannel solutions.
"
The previously treated case of a narrow resonancel corresponds to the situation in which the reaction is dominated by a single compound state, and which can be described by a single-level Breit-Wigner formula. In the eigenchannel language this corresponds to the domination of the reaction by a single eigenchannel, which has a t the resonance energy an eigenphase of a/2. Then all the other channels can be relegated to the ('background." In general all eigenchannels contribute comparably to the reaction amplitude. I t is thus necessary to find all eigenchannels and all eigenphases. Once this has been done one actually has obtained the complete solution of the problem. This can be Seen formally very simply. Writing the eigenvalue equation as which, then, is the complete formal solution of the problem.
Evidently, the formal aspects of the reaction theory are so trivial in the present treatment that it even may not deserve the name "reaction theory." However, for exactly the same reason we believe that it is eminently suited as a method for the computation of reaction cross sections. Actual numerical calculations using this method are underway a t this time. They will be reported on in a separate publication.
There exist several procedures in the literature for treating the problem of this ~aper.~-' I n fact, the simplest cases, e.g., 016 in the one-particle-one-hole approximation, can be treated by every method. Which of the methods is easier to apply, and which of the methods is easier to generalize to more complicated Systems and to higher approximations, will have to be proven out by practical experience.
In the present paper we still limit ourselves to the energy region below the two-particle threshold, i.e., all considered channels are assumed to have only a single incoming or outgoing particle. Also, the center-of-mass problem has been left unresolved. However, this is a separate problem, and it would disappear simply by using such wave functions in which the spurious components have been eliminated by means of sorne arbitrary, although as yet unknown, prescription. Without this refinement, the results will contain uncertainties of the order 1/A.
In Sec. I1 we give the precise definition of the eigenchannels and discuss their physical meaning; we also then the eigenvalues can be written in the form U. Fano, Phys. Rev. 124, 1866 (1961 
THE EIGENCHANNELS
In this section we give the precise definitions of the eigenchannels and discuss their physical meaning. The S matrix is defined, as usually, by the asymptotic form of the wave function, i.e., by the wave function a t such distances where the short-range nuclear forces have a negligible magnitude. There then holds Here I, and 0, are the radial parts of the incoming and outgoing particle in the channel c, $, is the wave function of the (A-1) system together with the angular parts of the projectile particle, and the sumrnation is over all Open channels. T o distinguish these channels c from the eigenchannels of the S matrix, we shail call them the "experimental channels." The S matrix then is defined by B,= -C,, S",Ac,.
(5)
Considering (1) and (2), and assuming neutral particles, it then holds that for an eigenchannel
The eigenchannel thus corresponds to standing waves in all Open experimental channels with a common phase shift, the eigenphase 6,. This is true also for channels in which the outgoing particle is charged.
We now turn to the discussion of (3), i.e., to the representation of the S matrix in terms of the eigenchannels and eigenphases. The solution matrix W which has the elements Wik= vi(k)
can alwaps be inverted since the solutions V(a) form a complete Set. In particular, there are as many eigenchannels as there are Open experimental channels a t the considered energy, say N. The vectors V ( a ) are orthogonal as long as the eigenphases are nondegenerate. Otherwise they can be orthogonalized. Furthermore, they can be normalized. From now on we shall assume that the ortho-normalization has indeed been carried out. Then
and together with the definition of the eigenvalue matrix elemen ts
Equation (10) shows that in the end no matrix inversions are necessary if the complete Set of eigenchannels has been obtained. I t remains to be shown that in fact it is possible to obtain such solutions. Before turning to that clestion we discuss some special cases of the S matrix.
In potential scattering the different experimental channels do not mix and the S matrix is thus diagonal in the experimental channel representation. Here the experimental channels are already the eigenchannels. The different eigenphases have no relation to each other.
Somewhat m i r e tricky is the case of degeneracy of eigenphases. Let us consider the case where a certain number, say n, of the eigenphases are equal. Then, writing M for the inverse of the lV matrix (S), i.e., putting M= T$' -' , and writing 1, for the n-dimensional iinit matrix, we have
which is (3) expanded such that the degenerate states are explicitly separated from the nondegenerate states. Furthermore, u7e have written A= eZis for the degenerate eigenvalues and Fa for the diagonal eigenvalue matrix of the other eigenchannels. Note that the first subscript of I+' and the second subscript of M designate the experimental channels ; the eigenchannels are associated with the second subscript in W and the first in M.
Equatioil (11) can be rewritten as
Here m=N-iz is the number of nondegenerate eigenchannels. The S matris thus splits into two parts, a diagonal Part and a nondiagonal part. The latter depends only on the nondegenerate eigenvectors. This can be Seen more clearly by writing out explicitly the matrices making up (12), for esample,
We thus See that a degeneracy leads in a certain sense to a "decoupling" of the channels, which is a manifestation of the freedom associated with the arbitrariness of the choice of the degenerate eigenvectors. Any linear combination of degenerate eigenvectors is itself an eigenvector. Complete degeneracy leads to a complete decoupling of the channels. However, as long as even one eigenvalue is nondegenerate, a well-defined, in general finite, inelastic-scattering Cross section does exist, in general connecting all channels. Since the eigenphases are functions of the energy, two eigenphases may coincide a t some energy. If at that energy only very few channels are Open then, under favorable conditions, the resulting "decoupling" could be observed, e.g., in the branching ratios.
DECOMPOSITION OF THE S MATRIX
In this section we discuss a formal decomposition of the S matrix in terms of " S matrices" defined within one eigenchannel.
In the asymptotic region, the most general wave function is given in temls of the eigenchannel wave functions (6) as
We have here introduced the abbreviations A particular wave function describes the situation in which an incoming wave exists in only one channel, say C, and outgoing waves exist in all channels. This is the situation in which the S matrix can be defined in the most immediate manner. We denote the eigenchannel amplitudes describing this situation by qc("). Thus we have C a qc(a) VCca) = 6ccf. (16) Recalling the definition of the solution matrix W in (7) we find immediately q c ( a ) = -M a c . (17) Inserting (17) in (14) we obtain indeed i.e., the defining equation of the S matrix.
We now define the "eigenchannel S matrix" by the equation
T c , ( " )
= -Cc uc,c(a)vC(4. (19) Inserting (19) into (14) we find which shows that a possible solution of (10) is
U c > c ( a )
= E a 6 c'c ,
which is immediately obvious. However, (19) has an infinite set of solutions8 which is evident by counting the number of unknowns and the number of equations. Another solution is obtained when making the ansatz which when inserted in (19) shows that with the normalization constant which is not necessarily real. Inserting (22) into (20) we again obtain (10). We See that even though (19) has no unique solution, such a definition still may be of use since one always can construct the S matrix using the U matrices if one has a calculational procedure which gives a particular set of solutions.
IV. COMPUTATION OF THE EIGENCHANNELS AND EIGENPHASES
The amplitudes V , ( a ) and the eigenphases 6, have to be supplied for each energy of the compound system by the solution of the nuclear Schrödinger equation. This can be done by a method similar to one discussed in detail in an earlier pub1ication.l In short, the procedure is as follows. Fixing an energy E, the logarithmic derivatives of the reduced radial wave functions are computed for each Open channel with an assumed common phase shift 6, i.e.,
The matching radius U is chosen as small as possible, consistent with the requirements of channel orthogonality, as discussed earlier.' For neutral particles, f, is given by where X= Kr. For charged particles the spherical Bessel functions are replaced by Coulomb functions. With these boundary conditions the eigenstates of the nuclear Schrödinger equation are found for the inside region, i.e., for r s a . We call the eigenvalues EA(6). The eigenphases 6, then are found from the condition The roots of this equation can, for example, be found by a graphical method or an iteration procedure. Equation (27) has as many, in general, nondegenerate solutions as there are Open channels, viz. iV. The discussion of the problems which appear in the computation of the eigenchannels, in particular the choice of a complete orthonormal set of wave functions obeying the different boundary conditions b" Eq. (25), in the different channels a t a given phase 6, can be taken over completely from Ref. 1. In practice the solution of (27) is rather simple since it is only necessary to check whether one eigenvalue of the Hamiltonian matrix coincides with the energy E. of the matrix H-E. If this determinant vanishes H has an eigenvalue E. Only then does one compute the eigenvector to this eigenvalue, which then requires only a matrix inversion and not a diagonalization. The main computational effort thus lies in the determination of the wave functions and the matrix elements.
This essentially completes the computation of the eigenchannels. Namely, the nuclear wave function corresponding to the eigenvalue a can now be written in the asymptotic region, i.e., r -U , in the form (6).
This involves a projection with $,*, a t which point the channel orthogonality requirementg enters, viz. the relation /$r$. ds=a,..
(28) must hold with sufficient accuracy. This way the channel wave function for the channel C is split off and the amplitude VC(") can be read from Eq. (6) by inspection. As a final step, the amplitudes V,(") must be normalized.
The generalized natural boundary conditions discussed in the Introduction now are seen to be given by (25) when computed with an eigenphase 6, . Thus, at each energy there exist N, in general, different natural boundary conditions.
V. RESONATING AND NONRESONATING PROCESSES
An isolated sharp resonance can be described by a one-level Breit-Wigner formula. As a matter of fact, the possibility of a description by such a Breit-Wigner formula can even be used as the defining condition for a sharp resonance. In terms of the eigenchannel description of the S matrix one Sees that the simplest, nondegenerate situation which leads to such a resonance is that in which the eigenphase in one eigenchannel changes rapidly by about n/2 over an energy interval AE=r while all other parameters remain essentially constant over this energy region. The contributions of all other eigenchannels then can be collected into an essentially constant "background" term. Then an Srnatrix element has the form and, writing for the diverse amplitudes their absolute values and phases, the cross section is proportional to which indeed shows a sharp peak for the discussed conditions. Since P,-P,, = O which can be seen from (6), the peak will occur a t 6, = n/2 if the phase PB", = T . For such a situation evidently it should not be necessary OA. M. Lane and R. G. Thomas, Rev. Mod. Phys. 30, 257 (1958) .
to compute all eigenchannels. We shall return to this point later.
In the general case no single resonance dominates the cross section. The same holds for the eigenchannels. Then all eigenchannels have to be computed and no simplifications are possible in the description. Naturally, it still is possible to perform a meromorphic expansion for the different cross sections U", as a function of the energy. However, the usefulness of such an expansion is questionable for higher level densities. Firstly, because the number of needed resonance parameters is then very large, viz., positions and residua of all poles for each partial cross section. Secondly, a nonresonating background term, an entire function of the energy, also has to be accounted for in addition. In any case, the numerical methods proposed in this paper in practice would not allow the performing of any "exact" mathematical operations which would be needed to distinguish a maximum in the entire background function from a maximum resulting from a pole since in our case only the cross sections are known as a function of energy, and only as a table of numbers of limited accuracy a t that. We do not want to claim, however, that there might not exist cases where such an expansion could be of interest. For example, some poles may appear a t the Same position in all partial cross sections, while others may be associated only with some channels. In any case, our aim is limited to the actual computation of cross sections, a t least for the time being.
Finally, one or two words are in order concerning the connection of the eigenchannel treatment with the earlier formalisms. The nuclear Schrödinger equation can be solved with arbitrary boundary conditions. We are here limiting ourselves to standing-wave solutions. Each solution of the inside problem in general will be a linear combination of all eigenchannel wave functions. The expansion in terms of the eigenchannel wave functions will thus in general involve all eigenchannels and will converge uniformly except a t the matching boundary. However, for the special case of natural boundary conditions the expansion will contaiii only those eigenchannel wave functions which are associated with the employed natural boundary conditions, i.e., here one solution coincides with, in general, one eigenchannel wave function. In other words, here the obtained solution does not span the complete function space, and therefore not all the information concerning the nuclear system is contained in the wave function.* I t thus seems that in the Wigner-Eisenbud procedure either one has an incomplete solution or one is saddled with the problem of non-uniform convergence a t the boundary.
However, if the obtained solution dominates the reaction, as i t is the case in a narrow isolated resonance, then the information contained in the dominant eigenchannel wave function should suffice for the description of this resonance, i.e., it should yield position, mridth, and branching ratios. That this is actually the case, one sees by going to a neighboring energy where the boundary conditions are not the natural boundary conditions any more. There the Wigner-Eisenbud procedure works since the wave function Spans the complete function space. The obtained one-level Breit-Wigner cross section can then be calculated a t this energy, and one sees that one can go with the energy through the point of the natural boundary conditions without encountering any problems. This procedure works only as long as the cross section is describable by a one-level formula. In general a t the point of the natural boundary conditions indeterminacies will show up. This case has been discussed in Sec. I11 a t length.
Concluding, we believe that the proposed method is particularly suited to the actual computation of cross sections because it leads, without the consideration of intermediate auxiliary quantities, directly to the S matrix. Also, the calculational effort needed for the solution of the nuclear problem seems to us to have been minimized.
