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Chapter 1
Introduction
This thesis develops methods for conducting inference on nonlinear panel data models
in the presence of latent stochastic variables. We focus on developing likelihood-based
methods that enable the efficient estimation of the deterministic model parameters and
allow for the extraction of conditional estimates for the latent stochastic variables. The
new estimation methods are based on either simulation methods, such as importance
sampling, or on iterative optimization methods, such as the expectation-maximization
algorithm. The methodology is illustrated using panel data from different fields of
research including macroeconomics, microeconomics, finance and sociology.
We focus on four specific types of deviations from the standard linear Gaussian panel
data model. First, we consider the case where the observations follow non-Gaussian
distributions. This situation is commonly encountered in empirical applications in
micro-econometrics, where we observe binary and count panel data; see Cameron &
Trivedi (2005, Chapter 23). Also, in risk-management and finance we find data panels
that are more appropriately modeled by skewed and heavy tailed distributions; see
McNeil, Frey & Embrechts (2005).
Second, we consider observations for which the mean depends on a nonlinear com-
bination of latent stochastic variables. In particular, we consider the case where the
mean of the observations is determined by the inner product of two stochastic vectors,
where one of the vectors varies stochastically over time. This dynamic factor structure
allows for dimension reduction in panel data and provides an attractive specification
for forecasting in situations where there are many possible predictors; see Bai & Ng
(2008) and Stock & Watson (2011). Applications for dynamic factor models exist in
macroeconomics, labor economics and finance.
Third, we consider situations where the distribution of the observations is specified
by a mean and variance that both depend on latent stochastic variables. Applica-
tions for these models arise in finance and macroeconomics, where both the mean and
variance are dependent on the business cycle and financial conditions. Further, since
observations from financial time series are more appropriately modeled by condition-
ally heavy-tailed densities, we combine the stochastic specifications for the mean and
variance with Student’s t distributions for the observations. In this manner we are able
to model many features of financial data; see also Chib, Nardari & Shephard (2006).
Fourth and finally, we consider the case where the latent stochastic variables follow
a long-memory process. When time series display long-memory they cannot be written
in a finite state space form. While this is not an entirely nonlinear model specification,
the latent long-memory variables do prevent the use of standard filtering methods for
the estimation of the model parameters; see Chan & Palma (1998). Also, in order to
generalize the model specification we consider non-Gaussian densities for the obser-
vations that are defined conditional on latent long-memory processes; see Brockwell
(2007).
When we deviate from the standard linear Gaussian panel data model in any of
the ways described above, the likelihood can no longer be expressed in closed form.
For the evaluation of the likelihood we present new methods that are based on either
the importance sampling technique, or the expectation-maximization algorithm. While
these methods have been well developed for models with low cross-section dimensions,
panel data structures present new challenges for modeling nonlinear features in the
presence of latent stochastic variables. In particular, high dimensions for both cross-
section and time require the development of new methods for conducting inference on
the model parameters.
From an empirical perspective the research aims of this thesis can be formulated
as follows. First, we are interested in flexible panel data models that allow for the
modeling of a variety of non-Gaussian data structures that include binary, count and
heavy-tailed data. In these situations we want to allow for heterogeneity in the model
by including individual-specific and time-varying effects. Controlling for unobserved
heterogeneity is important in panel data setting as often large differences exist between
2
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the individuals and the time periods. Second, we are interested in forecasting from
nonlinear models. Forecasting using panel data has the advantage that co-movements
between different time series can be exploited. Third, we aim to document the contem-
poraneous and long term interaction between the non-Gaussian time series by studying
the interaction between the latent stochastic variables that capture the moments of the
non-Gaussian densities.
1.1 Linear Panel Data Models
Consider the situation where we observe variables yi,t for a total of N individuals and
T time periods. For each of the N individuals the observations are indexed by i, for
i = 1, . . . , N , and the time periods are indexed by t, for t = 1, . . . , T . The term
“individual” can refer to countries, firms, groups, persons or other separately definable
entities. We are interested in situations where there are many individuals and many
time periods. The standard linear Gaussian panel data model for the observations yi,t
is given by
yi,t = x
′
i,tβ + µi + ξt + i,t, i,t ∼ NID(0, σ2), (1.1)
where xi,t is the k× 1 vector of observable explanatory variables, β is the k× 1 vector
of parameters, µi is the individual-specific effect, ξt is the time-varying effect and i,t
is the disturbance term, which is normally and independently distributed with mean
zero and variance σ2. This is the basic panel data model that is discussed extensively
in Baltagi (2005), where it is referred to as the two-way error panel data model.
Typically, interest is in conducting inference on the parameter vector β, which
measures the effect of the explanatory variables xi,t on the observations yi,t. However,
in this thesis we are also, if not predominantly, interested in the individual-specific and
time-varying effects; µi and ξt. We show that creative use of these variables allows for
more flexible model specifications.
In the basic model (1.1) the individual-specific effects µi serve to capture the time-
invariant differences between the time series. In other words, they capture the indi-
vidual means of the time series. The time-varying effects ξt capture the time-varying
differences that are common for all individuals. These can be viewed as the means
of the time periods. When the vector xi,t includes a constant the individual-specific
3
and time-varying effects are to be seen as deviations from the common mean. The
unobserved parameters µi and ξt can be considered either deterministic or stochastic.
In this thesis we consider the set-up where both the individual-specific and the
time-varying effects are treated as latent stochastic variables. Two main reasons for
this exist. First, the random variable set-up is more parsimonious since it avoids the
estimation of N individual-specific and T time-varying effects. Instead filtering and
smoothing methods are used to evaluate the conditional distributions of the individual-
specific and time-varying effects. Second and most important, the random variable
setup is more suitable for nonlinear panel data models. This follows as for nonlinear
panel data models it is not always possible to find sufficient statistics that eliminate the
fixed individual-specific effects. When this is not possible fixed-effects approaches suffer
from the incidental parameter problem; see Neyman & Scott (1948) and Lancaster
(2000). The random variable approach also has drawbacks. First, assumptions need
to be made for the distributions of µi and ξt. Second, further assumptions need to be
made for the relationship between the random effects and the explanatory variables;
see Chamberlain (1980).
In the basic random effects panel data model the individual-specific and time-
varying effects are modeled by Gaussian distributions. In particular, µi and ξt are
given by
µi ∼ NID(0, σ2µ), ξt ∼ NID(0, σ2ξ ), (1.2)
where the distributions of µi, ξt and i,t are typically considered independent. The
specification for the random individual-specific effects causes the observations to be
correlated among all time periods, whereas the specification for the random time-
varying effects causes the observations to be correlated among all individuals. The
parameters for the random effects panel data model (1.1) are collected in the parameter
vector ψ, which typically contains the parameters β and the parameters that pertain
to the distributions of the random variables.
The log likelihood for model (1.1) is defined as `(ψ;y) = log p(y;ψ), where y =
{yi,t}i=1,...,N, t=1,...,T and p(y;ψ) denotes the joint density of the observations. Despite
the complicated correlation structure for the observations, the likelihood for model
(1.1) is available in closed form. In particular, the variance matrix for the stacked
4
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vector of observations y = (y1,1, . . . , y1,T , y2,1, . . . , y2,T , . . . , yN,1, . . . , yN,T )
′ is given by
Σy = σ
2
µ(IN ⊗ JT ) + σ2η(JN ⊗ IT ) + σ2 (IN ⊗ IT ) (1.3)
where Jk denotes the k× k matrix of ones and Il denotes the l× l unit matrix. Given
the Gaussian assumption for the disturbances the log likelihood can be expressed by
`(ψ;y) = ω − 1
2
log |Σy| − 1
2
(y −Xβ)′Σ−1y (y −Xβ), (1.4)
where ω is a constant and X is the NT × k matrix of stacked explanatory variables.
Expressions for Σ−1y are given in Baltagi (2005), where also several methods for opti-
mizing the log likelihood with respect to the parameters are discussed.
In many applications more flexibility can be introduced in the model by allow-
ing for multiple individual-specific and time-varying effects. For example, in random
coefficient panel data models all the deviations from the common regression param-
eters β are considered stochastic; see the discussion in Hsiao & Pesaran (2008). A
generalization of model (1.1) that allows for multiple random effects is given by
yi,t = x
′
i,tβ + c
′
i,tµi + d
′
i,tξt + i,t, i,t ∼ NID(0, σ2 ), (1.5)
where µi is a q×1 vector of individual-specific effects, which is weighted for individual
i in time period t by the q × 1 fixed vector ci,t and ξt is a r× 1 vector of time-varying
effects, which is weighted for individual i in time period t by the r× 1 fixed vector di,t.
The vectors ci,t and di,t may include observable explanatory variables, known weights
or unknown fixed parameters.
Correspondingly, the distributions of the random effects are adjusted as follows
µi ∼ NID(0,Σµ), ξt ∼ NID(0,Σξ), (1.6)
where Σµ and Σξ are the q×q and r×r variance matrices. Under these assumptions the
likelihood remains available in closed form. However, the identification of the model
parameters and the appropriate method for evaluating the likelihood does depend on
the choice for the vectors ci,t and di,t.
In many applications it is likely that the time-varying effects are persistent over
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time. In other words, the assumption that the random time-varying effects are inde-
pendent over time can be restrictive. Further, more advanced specifications for the
time-varying effects may improve the out-of-sample predictive ability of the panel data
model. Without compromising the closed form of the likelihood in (1.4) we may ex-
tend the specification for the time-varying effects in (1.6) by considering the vector
autoregressive model given by
ξt+1 = Φξt + ζt, ζt ∼ NID(0,Σζ), t = 1, . . . , T, (1.7)
where Φ is the r× r autoregressive coefficient matrix and ζt is the r×1 vector of inno-
vations. For expositional purposes we assume that the vector autoregressive process in
(1.7) has one lag and that it is stationary with mean zero and Var(ξt) = Ir. The vector
autoregressive model (1.7) allows for the subsequent time-varying effects to depend on
each other via the autoregressive matrix Φ.
When µi = 0 for all i = 1, . . . , N , the model (1.5) with ξt as in (1.7) reduces to a
linear Gaussian state space model; see Durbin & Koopman (2012, Part 1). To make
this clear we rewrite the model as follows
yt = Xtβ +Ztαt + t, t ∼ NID(0, σ2IN),
αt+1 = Hαt + ηt, ηt ∼ NID(0,Ση),
(1.8)
where yt = (y1,t, . . . , yN,t)
′ and Zt = (d1,t, . . . ,dN,t)′. It follows for this reformulation
that αt = ξt, H = Φ, ηt = ζt and Σζ = Ση. In (1.8) we have merely adjusted the
notation for expositional purposes under the temporary assumption that µi = 0.
For the linear Gaussian state space model (1.8) the likelihood can be evaluated by
the prediction error decomposition that is provided by the Kalman filter; see Durbin
& Koopman (2012, Chapter 7). In particular, the log likelihood is given by
log(y;ψ) = ω − 1
2
T∑
t=1
(
log |Ft|+ v′tF−1t vt
)
, (1.9)
where the prediction errors vt and the prediction error variances Ft are computed by
6
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the Kalman filter that is given by
vt = yt −Xtβ −Ztat, Ft = ZtPtZ ′t + σ2IN ,
at+1 = Hat|t, Pt = HPt|tH ′ + Ση,
at|t = at + PtZ ′tF
−1
t vt, Pt|t = Pt − PtZ ′tF−1t ZtPt,
(1.10)
where at = E(αt|y1, . . . ,yt−1;ψ) and at|t = E(αt|y1, . . . ,yt;ψ), are the predictive
and filtered estimates for αt. The corresponding variances matrices are given by Pt =
Var(αt|y1, . . . ,yt−1;ψ) and Pt|t = Var(αt|y1, . . . ,yt;ψ). The log likelihood (1.9) can
be optimized with respect to the parameter vector ψ using the methods discussed in
Durbin & Koopman (2012, Chapter 7).
When µi is not equal to zero, the model (1.5) with ξt as in (1.7) can be referred to
as a linear Gaussian state space model with random individual-specific effects. This
model is not often used in panel data modeling nor state space analysis. Typically,
state space approaches treat the individual-specific effects as fixed parameters, whereas
random effects panel data approaches do not consider dynamic specifications for the
time-varying effects ξt. The advantages of having both random individual-specific
effects and persistent random time-varying effects are efficiency gains and improved
out-of-sample forecasting ability.
Model (1.5) with both random individual-specific and persistent time-varying ran-
dom effects can still be cast in state space form. In particular, we may redefine the
state space model in (1.8) where now αt = (ξ
′
t,µ
′
1, . . . ,µ
′
N)
′ and the system matrices
are given by
Zt =

d′1,t c
′
1,t 0 . . . 0
d′2,t 0 c
′
2,t . . .
...
...
. . . 0
d′N,t 0 . . . 0 c
′
N,t
 , H =

Φ 0 . . . 0
0 Iq
...
...
...
. . . 0
0 . . . 0 Iq

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and
Ση =

Σζ 0 . . . 0
0 0
...
...
. . . 0
0 . . . 0 0
 .
Given the assumptions for the individual-specific and time-varying effects the distri-
bution of the first state α1 is normal with mean a1 = 0 and variance matrix P1 given
by
P1 =

Ir 0 . . . 0
0 Σµ
...
...
. . . 0
0 . . . 0 Σµ
 .
The model is again a linear Gaussian state space model, where now the stateαt includes
both the time-varying effects and the individual-specific effects. The state vector is of
length Nq + r. We notice that the individual-specific effects are not subjected to
innovations after the first time period.
In principal, the Kalman filter can be used to evaluate the log likelihood for model
(1.5). However, when the cross-section dimension N becomes large the Kalman filter
becomes computationally demanding since the dimension of the state equation is a
function of N . A straightforward computation of the prediction error decomposition
for obtaining the likelihood might not be the most computationally efficient way for
evaluating the likelihood.
In this thesis we are interested in deviations from the linear model in (1.5) with
time-varying effects specified as in (1.7). As a special case, we develop new methods
for the linear model (1.5). In particular, while the methods of Chapters 2 and 3 are
developed for more general models, they apply to model (1.5).
1.2 Nonlinear Panel Data Models
The linear panel data model in (1.5) is quite restrictive for many empirical applica-
tions. We discuss four commonly encountered deviations from the linear model that
are considered in this thesis.
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First, the observations may follow non-Gaussian distributions. For example, sup-
pose that we only observe the values yi,t = 0 and yi,t = 1, where yi,t = 1 indicates
some form of success. Clearly, in these situations modeling the observations by a Bi-
nary distribution is more appropriate than considering a Gaussian distribution. Also,
count data and heavy-tailed data are more accurately modeled by non-Gaussian distri-
butions. In general we model deviations from normality by replacing the observation
equation (1.5) by
yi,t ∼ p(yi,t|zi,t;ψ), zi,t = x′i,tβ + c′i,tµi + d′i,tξt, (1.11)
where p(yi,t|zi,t;ψ) denotes an arbitrary non-Gaussian density that is fully determined
by the signal zi,t and the parameter vector ψ. The signal zi,t depends on a linear
combination of explanatory variables, individual-specific and time-varying effects. The
linearity assumption for zi,t is retained throughout this thesis. The linear Gaussian
observation model in (1.5) is obtained as a special case when we choose p(yi,t|zi,t;ψ) ≡
NID(zi,t, σ
2)
Many different choices for p(yi,t|zi,t;ψ) can be considered. Apart from Binary dis-
tributions, Poisson distributions and Student’s t distributions have found wide appli-
cability in economics and social sciences. The generalized panel data model (1.11) is
the topic of Chapter 2.
Second, we obtain a nonlinear panel data model when the latent stochastic variables
µi and ξt are not considered additive. In particular, consider the following generaliza-
tion of model (1.5)
yi,t = x
′
i,tβ + h(µi, ξt) + i,t, i,t ∼ N(0, σ2), (1.12)
where h(·, ·) is an arbitrary function that maps the individual-specific and time-varying
effects to the observations. A commonly encountered specification that applies when
q = r is given by
h(µi, ξt) = µ
′
iξt. (1.13)
The function in (1.13) with ξt as in (1.7) is commonly referred to as a dynamic factor
structure. Motivations for this type of structure are widespread. For example, when the
observations yi,t refer to people the interaction between the individual-specific effects
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and the time-varying effects allows the individual-specific effects to vary stochastically
over time. This is appropriate when arguing that the effect of the individual charac-
teristics depends on the time period.
Further, from a macroeconomic perspective the model in (1.12) with h(µi, ξt) as
in (1.13) is commonly referred to as the dynamic factor model; see Stock & Wat-
son (2011). Dynamic factor models are used in macroeconomics for forecasting and
structural analysis. The model imposes a dimension reduction when r < N , which is
attractive for decomposing the variance of the observations into a common part and an
idiosyncratic part. In Chapter 3 we consider the nonlinear model (1.12) with h(µi, ξt)
as in (1.13). We show that this model specification, with both µi and ξt stochastic,
leads to an attractive model for forecasting in situations where there are many possible
predictors.
Third, the random effects µi and ξt may not only appear in the mean of the
equation (1.5) but also in the variance. For example, in financial applications where
the observations pertain to market returns, it is well known that the second moment
of the distribution of the observations varies over time; see Engle (1982) and Shephard
(2005). We may extend the specification of the error term in model (1.5) to obtain
i,t ∼ N(0, σ2i,t), σ2i,t = exp(d˜′i,tξ˜t), (1.14)
where ξ˜t follows a similar vector autoregressive process as given in (1.7). The exponen-
tial transformation ensures that the variance remains positive and at the same time
creates the nonlinearity in the model. We have explicitly not included the individual-
specific effects in (1.14) since we do not considered this situation in this thesis. A similar
model with time-varying variances (1.14) is considered from a Bayesian perspective in
Chib et al. (2006).
In Chapter 3 we consider models with both non-Gaussian features and time-varying
means and variances. More specifically, we model the observations by the Student’s
t density, where both the mean and the variance are modeled by latent time-varying
stochastic variables.
Fourth and finally, we consider the case where the latent time-varying effects follow
a long-memory process. The presence of long-memory in a time series becomes appar-
ent when its autocovariance function decays slower than an exponential decay. The
10
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time series is then said to be subject to long-range dependence; see Robinson (1994).
A popular model specification for long-range dependent time series is given by the au-
toregressive fractionally integrated moving average (ARFIMA) model. For this model
the elements of ξt are given by
φj(B) (1−B)dj ξj,t = θi(B)ζj,t, ζji,t ∼ N(0, σ2j,ζ), (1.15)
for j = 1, . . . , r, where B is the backshift operator for time index t with Bmξj,t =
ξj,t−m for any integer m, the autoregressive φj(B) and moving average θj(B) are finite
backshift polynomial functions and di is the fractional integration coefficient.
While this is not an entirely nonlinear model specification for the time-varying
effects, it does prevent us from writing the model (1.5) in the finite state space form.
Therefore the evaluation of the likelihood in (1.9) is not possible via the Kalman filter.
In Chapter 4 of this dissertation we allow for general non-Gaussian model densities for
the observations where the moments of the non-Gaussian distributions depend on the
long-memory model (1.15) for the time-varying effects.
1.3 Why new methods are necessary
When any of the deviations from the linear Gaussian panel data model that are dis-
cussed above occur we cannot express the likelihood in closed form. To illustrate this
consider the non-Gaussian panel data model in (1.11) with ξt as in (1.7). First, sup-
pose that µi = 0, for all i = 1, . . . , N . The resulting model falls into the class of
non-Gaussian state space models; see Durbin & Koopman (2012, Part 2). The joint
density of the observations can be expressed as a high dimensional integral by writing
p(y;ψ) =
∫
ξ
p(y, ξ;ψ) dξ
=
∫
ξ
p(y|ξ;ψ)p(ξ;ψ) dξ, (1.16)
where ξ = (ξ′1, . . . , ξ
′
T )
′ and the integral is defined over all the possible paths of ξ.
When p(y|ξ;ψ) is linear and Gaussian as in (1.8), the likelihood can be evaluated by
the Kalman filter. For most other choices for p(y|ξ;ψ) no closed from solution exists.
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A simple solution for the evaluation of the integral in (1.16) can be obtained by
Monte Carlo simulation. The idea is to view the integral as an expectation and to
compute a Monte Carlo estimate for this expectation. In particular, such an estimate
is given by
pˆ(y;ψ) = M−1
M∑
i=1
p(y|ξ(i);ψ), (1.17)
where the samples ξ(i) are drawn from p(ξ;ψ). From the law of large numbers it follows
that pˆ(y;ψ) converges to p(y;ψ) as M →∞. However, convergence will be slow even
for small panel dimensions as the density p(ξ;ψ) does not account for the observations
y. For empirically relevant panel sizes this approach is infeasible.
To obtain faster convergence rates for approximating the high dimensional integral
in (1.16) different, more advanced, simulation methods have been developed. Exam-
ples, include importance sampling, Markov Chain Monte Carlo and particle filtering
methods. These methods have been thoroughly developed for models with low cross-
section dimensions and are extensively discussed in the textbooks of Doucet, de Freitas
& Gordon (2001), Cappe´, Moulines & Ryde´n (2005) and Durbin & Koopman (2012,
Part 2). Next, we briefly discuss the importance sampling approach in some detail
since it is of central importance in this thesis.
The importance sampling method proposes to rewrite the integral in (1.16) as
follows
p(y;ψ) =
∫
ξ
p(y|ξ;ψ)p(ξ;ψ)
g(ξ|y) g(ξ|y) dξ, (1.18)
where g(ξ|y) is the importance density. Now, instead of sampling from p(ξ;ψ) we
sample from g(ξ|y) and compute the Monte Carlo average
pˆ(y;ψ) = M−1
M∑
i=1
w(i), w(i) =
p(y|ξ(i);ψ)p(ξ(i);ψ)
g(ξ(i)|y) (1.19)
where the samples ξ(i) are drawn from g(ξ|y) and the variables w(i) are the importance
sampling weights, for i = 1, . . . ,M . In general the importance density g(ξ|y) must be
close to the joint density p(y, ξ;ψ), easy to sample from and easy to compute. The
requirement for proportionality is formalized in Geweke (1989), who shows that if the
variance of the importance sampling weights w(i) is finite the Monte Carlo estimate
12
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pˆ(y;ψ) converges to p(y;ψ) with a
√
M convergence rate.
Different methods for constructing the importance density are available; see Shep-
hard & Pitt (1997), Durbin & Koopman (1997), Richard & Zhang (2007) and Koop-
man, Lucas & Scharth (2011) for examples. These methods are applicable in situations
where the conditional density for the observations depends on either time-varying or
individual-specific random effects. Also, the time-varying effects must expressible in
a finite dimensional state space form. All the deviations that are discussed in the
previous section imply that the standard importance sampling approach cannot be
implemented without further modifications.
For the non-Gaussian panel data model with individual-specific and time-varying
random effects in (1.11) we need to integrate both the individual-specific and time-
varying effects from the joint density of the observations and the random effects. In
particular, when µi 6= 0 the likelihood is given by
p(y;ψ) =
∫
ξ
∫
µ
p(y,µ, ξ;ψ) dµ dξ
=
∫
ξ
∫
µ
p(y|µ, ξ;ψ)p(µ, ξ;ψ) dµ dξ, (1.20)
which is now a double integral over both the individual-specific and the time-varying
effects. A standard importance sampling approach would rewrite the integral to obtain
p(y;ψ) =
∫
ξ
∫
µ
p(y|µ, ξ;ψ)p(µ, ξ;ψ)
g(µ, ξ|y) g(µ, ξ|y) dµ dξ, (1.21)
where g(µ, ξ|y) is the importance density.
For any choice of the density g(µ, ξ|y) which accounts for the complicated a poste-
riori covariance structure of µ and ξ, sampling from it is likely to be complicated as the
covariance matrix of y inherits the complicated structure. More specific, as y depends
on both µ and ξ, there exists correlation between all individuals (due to ξ) and time
periods (due to µ). This makes sampling from g(µ, ξ|y) infeasible even for moderate
panel sizes. In Chapter 2 we show how to construct feasible importance densities for
the non-Gaussian panel data model with individual-specific and time-varying random
effects.
When the individual-specific and time-varying effects interact as in (1.12) with
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h(µ, ξ) as in (1.13), the construction of an adequate importance density is even more
complicated. This is because small changes for µi (ξt) in µ
′
iξt have large impacts on the
conditional mean and variance of ξt (µi). However, when the disturbances i,t follow
Gaussian distributions different methods can be used. In particular, we notice that
when µi is fixed at some value in (1.13), for i = 1, . . . , N , the model (1.12) reduces to
a linear Gaussian state space model. Also, when ξt is fixed, for t = 1, . . . , T , the model
reduces to a multivariate linear regression model. In Chapter 3 we exploit these aspects
to develop an expectation-maximization algorithm for the computation of the posterior
modes of µ and ξ. Also, additional importance sampling methods are developed for
the evaluation of other posterior statistics. The importance sampling methods take
advantage of the fact that the model reduces to a linear Gaussian state space model
when the individual-specific effects are given.
When both the mean and variance of the panel data model depend on latent stochas-
tic processes the standard importance sampling approach also becomes infeasible. To
see this consider the linear panel data model in (1.5) with µi = 0 and the error term
specified as in (1.14). The standard importance sampling specification for the likeli-
hood is given by
p(y;ψ) =
∫
ξ
∫
ξ˜
p(y|ξ˜, ξ;ψ)p(ξ˜, ξ;ψ)
g(ξ˜, ξ|y) g(ξ˜, ξ|y) dξ˜ dξ, (1.22)
where ξ are the time-varying effects for the mean and ξ˜ are the time-varying effects
for the variance. The main difficulty is that both random effects are persistent time-
varying stochastic processes. This complicates the construction of an adequate impor-
tance density g(ξ˜, ξ|y). When the disturbances follow a Gaussian distribution we can
exploit the fact that given ξ˜ the model reduces to a linear Gaussian state space model;
see Koopman & Bos (2004). This implies that only the integral over ξ˜ needs to be
approximated by Monte Carlo methods and that the integral over ξ can be calculated
analytically given ξ˜. However, when the observations are modeled by heavy-tailed
distributions this is no longer possible. In Chapter 4 we develop adequate importance
densities for an extended model with non-Gaussian observations and both stochasti-
cally time-varying means and variances. From a Bayesian perspective similar methods
have been developed in Chib et al. (2006).
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Finally, when the time-varying effects are modeled by the ARFIMA model in (1.15)
the likelihood of the linear Gaussian state space model (1.9) can no longer be evaluated
using the Kalman filter. This follows as the ARFIMA model cannot be expressed in a
finite state space form. When the observations also follow non-Gaussian distributions
the model becomes even more complicated. In Chapter 5 we present an importance
sampling approach were both the non-Gaussian density and the long-memory processes
are simultaneously approximated by a finite dimensional linear Gaussian state space
model. These modifications for the importance sampling approach allow us to study
non-Gaussian models with both latent long-memory and short-memory dynamics.
1.4 Empirical relevance
Panel datasets are commonly encountered in many research areas. Moreover, continu-
ing efforts are made to collect new panels and to extend the current panels. Eventually
most of the methods for panel data models will have to deal with both large cross-
section and time series dimensions. Many of the datasets encountered may be modeled
by nonlinear panel data models. We discuss three broad research areas for which the
deviations from the linear model that are discussed above provide improvements over
the linear model specification.
In micro-econometrics interest is often in individual-level panel data, where the
time series pertain to people. The variables indicate different outcomes for different
individuals. Popular panels include the Panel Study of Income Dynamics (PSID) and
the Research and Development panel that is studied in for example Hausman, Hall &
Griliches (1984). In this thesis we consider panels for union membership and criminal
convictions that were previously studied in Vella & Verbeek (1998) and Bijleveld &
Wijkman (2009).
These panels have in common that many of the variables that are recorded are
non-Gaussian in nature. Count variables and indicator variables are common. Despite
the many nonlinearities, the objective of conducting valid inference on the model pa-
rameters remains the same. Also, at the same time selection effects, or unobserved
variables are still likely to be present. This requires the separation of observed and
unobserved effects. Therefore flexible panels that allow for both individual-specific and
time-varying effects are of vital importance.
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In macroeconomics large numbers of time series are available that describe various
components of the economy. The contributions of Stock & Watson (2002a) and Stock
& Watson (2002b) have started a comprehensive literature that aims to combine these
large quantities of available time series in order to obtain reductions in the forecast
errors. Additionally, controlling for unobserved heterogeneity in vector autoregressive
models by appending factor structures has found widespread applicability in macroe-
conomics; see Stock & Watson (2005) and Bernanke, Boivin & Eliasz (2005).
Typically, the factor decomposition is based on fixed parameters. The individual-
specific loadings which relate the common time-varying effects to the observations are
treated as fixed parameters. In this thesis we show that by treating the individual-
specific loadings and the common time-varying factors as latent stochastic processes
the forecast errors can be greatly reduced. Additionally, we show that the Student’s
t distribution allows for more accuracy when extracting the individual-specific and
time-varying effects from macroeconomic time series. In the sense that the confidence
bounds are smaller. This is relevant for panels of economic growth, such as the Penn
World Tables, where many outliers are present which can have large effects on the
parameter estimates; see De Long & Summers (1991).
In finance many different panels are collected. In this thesis we consider panels
from stock market returns and panels of interest rates. The characteristics of the
financial time series are more complicated due to the high sampling frequency. This
causes correlation in the second moments of the observed variables. We contribute to
the literature by providing classical methods for the simultaneous analysis of multiple
time series with both stochastically time-varying means and variances, non-Gaussian
distributions for the observations, and possible long-memory features.
1.5 Thesis overview
The core of this thesis contains five self-contained chapters. For expositional purposes
the notation is adjusted in each Chapter to satisfy the objectives of the chapter.
In the second chapter we develop an exact maximum likelihood method for the
estimation of parameters in a nonlinear non-Gaussian dynamic panel data model with
unobserved random individual-specific and time-varying effects. We propose an estima-
tion procedure based on the importance sampling technique. In particular, a sequence
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of conditional importance densities is derived which integrates out all random effects
from the joint distribution of endogenous variables. We disentangle the integration
over both the cross-section and the time series dimensions. The estimation method
facilitates the modeling of large panels in both dimensions. We evaluate the method in
an extended Monte Carlo study for dynamic panel data models with observations from
different non-Gaussian distributions. We finally present three empirical illustrations
for (i) union choice of young males using a Binary panel, (ii) crime rates of families
using a Binomial panel and (iii) economic growth modeling using a Student’s t panel.
In the third chapter we consider the dynamic factor model for the case where
the rows of the loading matrix, the dynamic factors and the disturbances are treated
as latent stochastic processes. We present parametric empirical Bayes methods that
enable the efficient estimation of the loadings and the factors. First, we provide an
iterative filtering algorithm to evaluate the joint posterior mode of the loadings and
the factors. Second, we show that the vector of deterministic model parameters can
be estimated using a two-step likelihood-based approach. Third, we show that other
posterior statistics for the loadings and the factors, such as the posterior mean and
variance, can be calculated using basic simulation methods. By treating the model
components stochastic and estimating the parameters using likelihood-based methods
we obtain efficient shrinkage-type estimates for both the loadings and the factors. We
show that the joint posterior mode estimates for both the loadings and the factors have
lower quadratic loss compared to the standard maximum likelihood estimates. We
investigate the methods in a Monte Carlo study where we document the finite sample
properties. Further, the methods are illustrated for the forecasting of macroeconomic
and financial time series as well as decomposing economic growth rates.
In the fourth chapter, we develop methodology for the joint modeling of the yield
curve and non-standard monetary policy during crisis times. The yield curve is mod-
eled by the three factor dynamic Nelson-Siegel model and the monetary policy measure-
ments are modeled by appropriate non-Gaussian densities that are defined conditional
on a set of latent dynamic factors. The term structure and monetary policy factors
are jointly updated by a latent vector autoregressive process. Further, to capture
outliers and changing levels of volatility for the yields, we extend the specification of
the yield curve model to allow for heavy tailed errors and common factor stochas-
tic volatility. The complete model is non-Gaussian and has both time-varying means
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and time-varying variances. We develop an estimation procedure that is based on a
novel implementation of the importance sampling technique to estimate the model pa-
rameters. We disentangle the integration over both the time-varying means and the
time-varying variances. To illustrate the model we consider the yields from four Eu-
ropean countries and the monetary policy of the European Central Bank. We model
the European short rate by the log-normal distribution to account for the zero-lower
bound and we model the bond market purchases that were conducted by the European
Central Bank under the Securities Markets Programme by the Poisson distribution.
We document the interaction between the yield curves and the monetary policy using
parameter estimates and impulse response functions.
In the fifth chapter an exact maximum likelihood method is developed for the
estimation of parameters in a non-Gaussian nonlinear density function that depends
on a latent Gaussian dynamic process with long-memory properties. Our method relies
on the method of importance sampling and on a linear Gaussian approximating model
from which the latent process can be simulated. Given the presence of a latent long-
memory process, we require a modification of the importance sampling technique. In
particular, the long-memory process needs to be approximated by a finite dynamic
linear process. Two possible approximations are discussed and are compared with
each other. We show that an autoregression obtained from minimizing mean squared
prediction errors leads to an effective and feasible method. In our empirical study
we analyze ten log-return series from the S&P 500 stock index by univariate and
multivariate long-memory stochastic volatility models.
In the sixth and final chapter we consider the one-step ahead forecasting of the
outcome of the annual boat race between Cambridge and Oxford. Initially, we compare
the relative performance of different dynamic models for forty years of forecasting. Each
model is defined by a binary density conditional on a latent signal, which is modeled by
a variety of dynamic stochastic components and fixed predictors. The out-of-sample
predictive ability of the models is compared between each other by using a variety of
loss functions and predictive ability tests. We find that the models where the latent
signal is modeled by an AR(1) or stochastic cycle process cannot be outperformed by
other models and are able to correctly predict 30 out of 40 races. Further, we investigate
the sensitivity of our results to the chosen sample split point of forty years. We find
that the forecasting performance and the predictive ability tests are highly sensitive to
18
CHAPTER 1: INTRODUCTION
the chosen sample split point. Sample split robust predictive ability tests indicate that
the models where the signal is modeled by an AR(1) or ARFI(0,d) process are most
unlikely to be outperformed.
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Chapter 2
Generalized Dynamic Panel Data
Models with Random Effects for
Cross-Section and Time
2.1 Introduction
In this chapter we develop a Monte Carlo maximum likelihood procedure for the es-
timation of parameters in a generalized dynamic panel data model. We assume that
available data y stems from a possibly unbalanced panel of N individuals. For each in-
dividual i, we have Ti observations over time, with i = 1, . . . , N . The term “individual”
can refer to countries, firms, groups, persons or other separately definable entities. Our
generalized dynamic panel data model consists of a nonlinear non-Gaussian density for
the observations conditional on a latent signal. We decompose the latent signal into
a fixed component and a stochastic component. The fixed component is defined as a
linear function of explanatory variables and lagged observations, whereas the stochastic
component includes random individual-specific effects and time-varying effects. The
two effects are assumed to come from mutually independent Gaussian densities. When
the density of the observations is considered to be conditionally Gaussian with mean
equal to the latent signal and some arbitrary variance, the model reduces to the lin-
ear Gaussian random effects panel data model as studied in Hsiao (2003) and Baltagi
(2005).
Maximum likelihood estimation is not trivial for the generalized dynamic panel data
model because the likelihood does not exist in closed form. The functional form of the
observation density together with the stochastic component of the latent signal prohibit
closed form solutions. For a simultaneous analysis of random individual-specific and
time-varying effects we extend the methods of Shephard & Pitt (1997) and Durbin &
Koopman (1997) which are based on Monte Carlo simulation methods. In particular,
they adopt an importance sampler for which an approximating linear Gaussian state
space model is used to draw samples of latent signals. We extend their method for the
treatment of random individual-specific effects. We construct a sequence of conditional
importance densities that sequentially integrates out random effects from the joint
distribution. We disentangle the integration over the cross-section dimension (for the
individual-specific effects) and the time series dimension (for the time-varying effects).
The constructed importance densities are based on a linear Gaussian dynamic panel
data model which sufficiently approximates the true model for the simulation of latent
signals. Our proposed methodology accounts for the developments reported in So
(2003) and Jungbacker & Koopman (2007).
We further show that the panel of time series can be collapsed into two low-
dimensional vector series. Each vector series follows an approximating linear Gaussian
panel data model. These low-dimensional vector series are used to sample random
individual-specific and time-varying effects from the importance densities. In par-
ticular, the first transformation collapses the cross-sectional dimension of y without
compromising any information that is needed to sample the time-varying effects. This
transformation is introduced in Jungbacker & Koopman (2008). The second trans-
formation collapses the time series dimension of the panel without compromising any
information that is needed to sample the individual-specific effects. The transforma-
tions are easy to implement and lead to large computational savings when evaluating
the Monte Carlo likelihood. We document the possible savings that can be achieved
by our approach.
For linear dynamic panel data models, transformations can be adopted to elimi-
nate the individual-specific effects, whereas time-varying effects are typically modeled
using deterministic functions. Then instrumental variables can be found for the imple-
mentation in a generalized method of moments framework, see for example Arellano
& Bond (1991) and Blundell & Bond (1998). For most non-Gaussian dynamic panel
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data models no known transformations exist to eliminate the individual-specific effects.
Therefore, it is common to assume stochastic specifications for these effects; see the
discussion in Wooldridge (2005). In order to integrate the random effects from the com-
plete likelihood, several other Monte Carlo estimation methods have been proposed in
the literature. Examples for models without time-varying effects, are simulated maxi-
mum likelihood approaches based on the Geweke-Hajivassiliou-Keane (GHK) sampler,
see Geweke (1991), Hajivassiliou (1990) and Keane (1994) and the more general Markov
Chain Monte Carlo methods including Gibbs sampling and the Metropolis-Hastings al-
gorithm, see Geweke & Keane (2001) and Chib (2008). Arellano & Bonhomme (2011)
discuss further advances in nonlinear panel data analysis for models without time-
varying random effects.
Richard & Zhang (2007) and Liesenfeld & Richard (2008) show that simulation
based inference is possible using their efficient importance sampling (EIS) method
for non-Gaussian dynamic panel data models with individual-specific and time-varying
effects. Our method differs from the Richard & Zhang (2007) approach in several ways.
First, we disentangle the Monte Carlo integration over the individual-specific and time-
varying effects by conditioning on the posterior modal values of the time-varying and
individual-specific effects, respectively. This allows us to separate the treatment of
the different random effects. Second, we sample random effects from our importance
densities, after transforming the data panel y into two low-dimensional vector series.
Increasing the panel dimensions while keeping the number of random effects constant,
has almost no impact on the overall computational efficiency of our proposed estimation
method. Third, the construction of the importance densities differs highly from each
other.
Our proposed estimation method for the general model provides a number of addi-
tional benefits. First, when only individual-specific effects are included in our model,
our sampler remains highly accurate despite the length of the time series dimension.
In this respect we improve on the GHK sampler based simulation method, whose
performance is shown to deteriorate as the time series dimension becomes large, see
Lee (1997). Similar improvements, using the EIS methodology for probit panel data
models, have been proposed by Liesenfeld, Moura & Richard (2010) and Liesenfeld &
Richard (2010). Second, our framework allows for the simultaneous analysis of unob-
served heterogeneity, state dependence and correlated error terms. This is useful as
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in many empirical panel data studies there are multiple underlying sources of error.
Third, parameter heterogeneity can be imposed with respect to the time periods as
well as the individuals by following the implementations described in Harvey (1989)
and Hsiao & Pesaran (2008). They discuss heterogeneous parameters in the context of
linear models. Our estimation procedure requires only minor modifications to adopt
their model specifications, while retaining our non-Gaussian framework. Fourth, the
estimation method can be computationally modified to handle missing values and un-
balanced panels. Additional methods are not necessary and it contrasts with the
two-step procedures as developed by for example Stock & Watson (2002b).
The remainder of the chapter is organized as follows. Section 2.2 reviews examples
for our class of models that are used in studies from different areas of research. The
model specification for these examples can be cast into our generalized dynamic panel
data model framework. Section 2.3 formally describes the generalized dynamic panel
data model in detail. In Section 2.4 we develop our Monte Carlo maximum likelihood
method for the general model. We provide steps for efficient implementation and
explain our treatment of unbalanced panels. Section 2.5 evaluates the performance of
our estimation method in a simulation study. We consider dynamic panel data models
with Binary, Binomial and Student’s t densities. In Section 2.6 we further study the
examples from Section 2.2. Here we present empirical studies for the union choice of
young males, the crime rates of families and the economic growth of countries. The
empirical studies highlight the flexibility of our framework with respect to handling
missing values, state dependence, parameter heterogeneity and multiple time-varying
effects. Section 2.7 summarizes our findings and presents some directions for future
research.
2.2 Motivating Examples
Given the general formulation of our model many different classes of models can be
considered for the estimation methods of Section 2.4. Before we present the generalized
dynamic panel data model in detail in Section 2.3 we discuss three illustrations from
different fields of research. The illustrations are further examined using simulated data
in Section 2.5 and by empirical data in Section 2.6. Each illustration implies a different
non-Gaussian conditional density for variable yi,t, which is associated with individual
24
CHAPTER 2: GENERALIZED DYNAMIC PANEL DATA MODELS
i and time period t. Each density is defined conditional on signal zi,t, given by
zi,t = yi,t−1γ + x′i,tβ + µi + ξt, (2.1)
where γ is the autoregressive parameter that measures the effect of the previous out-
come variable yi,t−1, β is the regression parameter vector that measures the impact
of explanatory variables xi,t, µi is the random individual-specific time-invariant effect
and ξt is the common time effect that is stochastically varying over time. Equation
(2.1) is discussed in Hsiao (2003) and Baltagi (2005) for the case where the observation
variable yi,t follows a conditionally Gaussian density, with mean given by zi,t and some
arbitrary constant variance σ2i , that is
yi,t ∼ N(zi,t, σ2i ), i = 1, . . . , N, t = 1, . . . , T.
When relaxing the Gaussian assumption many additional phenomena can be cast into
this framework. Some examples are given next.
2.2.1 Binary panel: Union Choice
In situations where person i has to make yes/no decisions for multiple time periods
t, we obtain binary panel data sets. Some key examples are decisions concerning
employment, crime, children, consumption and union participation. The modeling
of binary panels has attracted much attention in the micro-econometric literature;
see Heckman (1981a, b) for early contributions and Baltagi (2005, Chapter 11) for a
textbook treatment. A special case concerns the dynamic analysis of the union choice of
males; see for example Vella & Verbeek (1998), Wooldridge (2005) and Chang (2012).
For this particular example let yi,t = 1 denote the outcome that male i is a union
member in time period t and yi,t = 0 that he is not a union member. A binary model
for variable yi,t can be given by
yi,t ∼ Binary
{
[1 + exp(−zi,t)]−1
}
, (2.2)
where signal zi,t is interpretable as the latent net-utility resulting from decision yi,t.
The logit transformation leaves zi,t unrestricted and keeps the probability that yi,t = 1
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between zero and one. For the components of the signal zi,t in (2.1) it holds that, yi,t−1
captures the effect of the union decision from the previous time period, xi,t is a vector
of observed human capital and demographic variables, µi is the person-specific effect
representing time invariant unobserved human capital and taste factors, and ξt is the
time-varying effect capturing the common trend in union membership.
2.2.2 Binomial panel: Crime rates
An important topic in many many areas of research is the dynamic modeling of the
number of times that an “event” occurs. Examples are: credit risk; the number of
defaults within a particular rating class (see Duffie, Saita & Wang (2007) and Koop-
man & Lucas (2008)), and crime; the number of offenses within an area, or group of
individuals (see Koopman, Ooms, Lucas, Montfort & Van der Geest (2008)) These
types of data can be modeled by a binomial density for the number of events.
To illustrate, let yi,t denote the number of offenses within family i in time period t.
The corresponding density, relating yi,t to signal zi,t, is than given by
yi,t ∼ Binomial
{
ki,t, [1 + exp(−zi,t)]−1
}
, (2.3)
where ki,t is the number of individuals in family i at time t. For the interpretation
of the components of signal zi,t it holds that γ captures the structural causal effect of
the number of offenses from the previous time period, xi,t is the vector of explanatory
variables capturing the observed characteristics of the families, µi is the unobserved
family-specific risk component, and finally ξt is the unobserved common systematic
risk component that captures changes in the police and justice systems.
2.2.3 Student’s t panel: Stochastic Solow growth model
In the empirical economic growth literature much effort has been devoted towards
testing variants of the neo-classical growth model of Solow (1956). Prominent examples
of tests for the deterministic Solow growth model include Mankiw, Romer & Weil (1992)
and Islam (1995). A stochastic formulation for the Solow growth model is derived in
Binder & Pesaran (1999) and Lee, Pesaran & Smith (1997).
In the majority of studies the corresponding parameters are estimated by using data
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from the Penn World Tables or the Maddison (2003) output series. However, a concern
is that the data is subject to large outliers; see Temple (1999) and Durlauf, Johnson &
Temple (2005). It implies that a selection of observations, that are distant from the rest
of the data, may act as influential outliers or leverage points. For example, De Long
& Summers (1991) find that, within their sample of countries, the observations of
Botswana and Zambia have large effects on the coefficient estimates and their precision.
To address this issue the Student’s t density may be used to capture these outliers,
see Juarez & Steel (2010). When yi,t is the logarithm of the per capita output of
country i for period t,
yi,t ∼ t(zi,t, σ, ν), (2.4)
where t(zi,t, σ, ν) is the Student’s t density with mean zi,t, scaling σ and degrees of
freedom ν. Juarez & Steel (2010) find strong evidence in favor of heavier tails for a
sample of OECD countries.
2.3 Statistical model formulation
We formally define the generalized dynamic panel data model for observations of vari-
able yi,t, that is associated with individual i and time t. Data is available for N
individuals. For each individual i, the time series dimension is Ti, for i = 1, . . . , N .
Each time period is indexed by t. The entire time span of the unbalanced panel is
restricted between some arbitrary starting period t = 1 and the final period t = T .
The model for variable yi,t is given by
yi,t
i.i.d.∼ p(yi,t|zi,t;ψ), (2.5)
where zi,t is the signal for yi,t and p(yi,t|zi,t;ψ) is a density that depends on the param-
eter vector ψ. We assume that p(yi,t|zi,t;ψ) is possibly non-Gaussian and is correctly
specified. The latent signal zi,t incorporates all dynamics, covariates and stochastic
processes driving the density p(yi,t|zi,t;ψ). A general decomposition of signal zi,t is
given by
zi,t = wi,t + i,t, (2.6)
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where wi,t is a fixed component and i,t is a stochastic component. The fixed component
wi,t is specified by the linear function
wi,t = x
′
i,tβ + γ(B)yi,t, (2.7)
where xi,t is a k× 1 vector of observable explanatory variables, β is a k× 1 parameter
vector and γ(B) = γ1B + · · · + γpyBpy is the backshift polynomial, with unknown
coefficients γj for j = 1, . . . , py and for some non-negative integer py. The backshift
operator B is defined such that Bsyi,t = yi,t−s, for any integer s. The polynomial γ(B)
incorporates past outcomes to affect the current signal in a structural way; see the
discussion in Baltagi (2005, Chapter 8).
The stochastic component i,t is given by
i,t = a
′
i,tµi + b
′
i,tξt, µi ∼ NID(δ,Σµ), (2.8)
where µi is a q× 1 vector of individual-specific effects, which is weighted for individual
i in time period t by q × 1 vector ai,t and ξt is a r × 1 vector of time-varying effects,
which is weighted for individual i in time period t by r × 1 vector bi,t. The individual
effects µi are assumed normally and independently distributed, with q × 1 common
mean vector δ and q × q variance matrix Σµ, which are both considered fixed. Both
weight vectors, ai,t and bi,t, are considered fixed and may depend on the parameter
vector ψ.
Time-varying effects ξt, are assumed to be generated from a linear dynamic process
given by
ξt = Gαt, αt+1 = Hαt +Rηt, ηt ∼ NID(0,Ση), t = 1, . . . , T, (2.9)
where r × p dimensional matrix G relates the generating linear autoregressive process
αt to the time-varying effects ξt, H is a p×p transition matrix, R is a p× l disturbance
selection matrix and ηt is a l × 1 vector of disturbances with variance matrix Ση.
These system matrices are fixed and known, although some elements may depend on
parameter vector ψ. The initial state vector α1 is assumed normally distributed with
mean zero and variance matrix P . The corresponding initial time-varying effect is
normally distributed with mean zero and variance Σξ = GPG
′. Individual-specific
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effects µi and µj are assumed mutually uncorrelated and independent from the time-
varying effects, ξt, for all i, j = 1, . . . , N and t = 1, . . . , T .
Initially we will assume that parameters β and γ are common for all individuals and
time periods, and that explanatory variables xi,t are exogenous and uncorrelated with
j,t, for all i, j = i, . . . , N and common time periods t. Section 2.6 discusses options
for relaxing these assumptions. In particular, we show that within our framework the
methods of Hsiao & Pesaran (2008) and Harvey (1989) are easily implemented to allow
for heterogeneous and time-varying stochastic regression parameters. The correlation
between the initial observations, explanatory variables and the stochastic components
is modeled using the methods of Chamberlain (1980) and Wooldridge (2005).
Many studies based on panel data models are dynamic in nature and the occurrence
of a particular outcome often appears to be related to past outcomes. The dynamic
panel data model, given by equations (2.5), (2.6), (2.7), (2.8) and (2.9), allows us to
distinguish between two sources capable of explaining these dynamics, see Heckman
(1981a, b). The first source is the presence of “true state dependence”, which is the
phenomenon that past outcomes provide explanatory power for future outcomes. This
is represented in our model by term γ(B)yi,t. The second source, referred to by Heck-
man (1981a) as “spurious state dependence”, explains dynamics as resulting from serial
correlation in stochastic component i,t. We aim to capture serial correlation in i,t by
including individual-specific effects µi and time-varying effects ξt.
The general model contains many parameters. To identify these parameters in the
model different strategies can be considered. In general we need to restrict either the
distribution of µi, ξt or a combination of both. Further, as only a limited number of
elements of weight vectors ai,t and bi,t can be identified, some hierarchical constraints
must be imposed. Many different restrictions can be considered, of which the appro-
priateness needs to be evaluated on a case by case basis.
The initial signal of the first time period is given, for i = 1, . . . , N , by
zi,1 = x
′
i,1β + γ(B)yi,1 + a
′
i,1µi + b
′
i,1ξ1, µi ∼ NID(δ,Σµ), ξ1 ∼ N(0,Σξ), (2.10)
where we assume yi,t, for t < 1, to be fixed and known constants for all i = 1, . . . , N .
For a more elaborate treatment of the initial conditions, the methods of Wooldridge
(2005) can be considered in our framework. The generalized dynamic panel data model
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of this paper is fully defined by equations (2.5), (2.6), (2.7), (2.8), (2.9) and (2.10). All
parameters are collected in vector ψ and typically contain parameters affecting signal
zi,t. Under the assumption that the model is correctly specified, the density of the
observations y = {yi,t} conditional on signal z = {zi,t} is given by
p(y|z;ψ) =
N∏
i=1
Ti∏
t=1
p(yi,t|zi,t;ψ) =
N∏
i=1
p(yi,1|zi,1;ψ)
Ti∏
t=2
p(yi,t|µi, ξt;xi,t,Yi,t−1, ψ), (2.11)
where Yi,t = {yi,1, . . . , yi,t}. The last equality is partly the result of the prediction error
decomposition.
2.4 Likelihood evaluation by Monte Carlo integra-
tion
This section discusses the method of Monte Carlo maximum likelihood for the estima-
tion of the parameter vector ψ. We first consider the generalized dynamic panel data
model for balanced panels, Ti = T for all i = 1, . . . , N . In Section 2.4.4 we provide
the necessary alterations for the treatment of unbalanced panels. The loglikelihood for
observation vector y is defined by `(ψ) = log p(y;ψ), where p(y;ψ) denotes the joint
density of all observations for parameter vector ψ. In the remainder of this section
we drop the dependence on parameter vector ψ for notational convenience and define
log p(y) ≡ log p(y;ψ).
In the presence of unobserved random individual-specific and time-varying effects,
µ = {µi} and ξ = {ξt}, density p(y) can be expressed as
p(y) =
∫
z
p(y, z) dz =
∫
ξ
∫
µ
p(y, µ, ξ;x) dµ dξ =
∫
ξ
∫
µ
p(y|µ, ξ;x)p(µ, ξ) dµ dξ, (2.12)
where the second equality holds as x = {xi,t} is deterministic and where p(µ, ξ) =
p(µ)p(ξ), since µ and ξ are independent.
The evaluation of the high dimensional integral (2.12) is complicated because an
analytical solution is not available for the nonlinear non-Gaussian density p(y|µ, ξ;x) =
p(y|z). We propose to solve the integral by Monte Carlo integration. A frequency
based estimator of this type is given by M−1
∑M
i=1 p(y|µ(i), ξ(i);x), where draws µ(i)
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and ξ(i), for i = 1, . . . ,M , are obtained from density p(µ, ξ). This estimator is based
on sampler p(µ, ξ) and is consistent but it requires a very large number of draws
before convergence to p(y) is achieved. More efficiency is obtained when an adequate
importance sampler can be used; see Ripley (1987). The implementation relies on
constructing an importance density, sampling from it and adjusting the density of
interest to correct for the use of the “incorrect” sampler. The importance density is
usually conditioned on y so that the simulations from this density are efficient as it
accounts for the observations directly.
A general importance sampling representation for p(y) is given by
p(y) =
∫
ξ
∫
µ
p(y|µ, ξ;x)p(µ, ξ)
g(µ, ξ|y) g(µ, ξ|y) dµ dξ, (2.13)
where g(µ, ξ|y) denotes the importance density. Integral (2.13) can be solved by
Monte Carlo integration for which we sample µ(i) and ξ(i) from the importance density,
g(µ, ξ|y) and compute estimate M−1∑Mi=1 p(y, µ(i), ξ(i);x) / g(µ(i), ξ(i)|y).
For any choice of the density g(µ, ξ|y) which accounts for the complicated a pos-
teriori covariance structure of µ and ξ, sampling from it is likely to be complicated
as the covariance matrix of y inherits the complicated structure. More specifically, as
y depends on both µ and ξ, there exists correlation between all individuals (due to
ξ) and time periods (due to µ). This makes sampling from g(µ, ξ|y) infeasible even
for moderate panel sizes. As a consequence, the importance sampling based methods
of Durbin & Koopman (1997) and Shephard & Pitt (1997), which construct g(µ, ξ|y)
based on an approximating linear Gaussian model, need to be modified in order to
obtain a feasible importance sampler.
In order to circumvent the problem, we propose to integrate out µ by keeping ξ fixed
at its posterior modal value and we propose to integrate out ξ by keeping µ fixed at its
posterior modal value. When either µ or ξ is fixed the covariance structure of y greatly
simplifies. The posterior modal values are chosen for computational convenience. Other
sufficient statistics can also be considered. Their performance needs to be evaluated on
a case by case basis. For density p(y) from the generalized dynamic panel data model
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we propose the following importance sampling representation
p(y) =
∫
ξ
∫
µ
p(y|µ, ξ;x)p(µ)p(ξ)
g(µ|y; ξˆ)g(ξ|y; µˆ) g(µ|y; ξˆ)g(ξ|y; µˆ) dµ dξ, (2.14)
where g(µ|y; ξˆ) and g(ξ|y; µˆ) are the importance densities. We define µˆ and ξˆ as the
posterior modal values of p(µ, ξ|y;x), that is
{µˆ, ξˆ} ≡ argmax
µ,ξ
p(µ, ξ|y;x). (2.15)
The posterior modal values µˆ and ξˆ can be found iteratively, which we discuss in Section
2.4.1. When applying Bayes rule twice to the right hand side of equation (2.14) we
obtain
p(y) = g(y; ξˆ)g(y; µˆ)
∫
ξ
∫
µ
p(y|µ, ξ;x)
g(y|µ; ξˆ)g(y|ξ; µˆ)g(µ|y; ξˆ)g(ξ|y; µˆ) dµ dξ, (2.16)
where we have retained the marginal properties of µ and ξ by imposing g(ξ) = p(ξ) and
g(µ) = p(µ). Densities g(y; ξˆ) = g(µ, y; ξˆ)/g(µ|y; ξˆ) and g(y; µˆ) = g(ξ, y; µˆ)/g(ξ|y; µˆ)
can be interpreted as the joint densities of the observations, which are implicitly defined
by the choice for the importance densities. We notice that g(µ; ξˆ) = p(µ) and g(ξ; µˆ) =
p(ξ), as µ and ξ are independent. Under the assumption that the modes µˆ and ξˆ are
well defined and can be computed, we define pˆ(y) as the Monte Carlo estimate of (2.16)
and given by
pˆ(y) = g(y; ξˆ)g(y; µˆ)
1
M
M∑
i=1
p(y|µ(i), ξ(i);x)
g(y|µ(i); ξˆ)g(y|ξ(i); µˆ) , (2.17)
where samples {µ(1), . . . , µ(M)} are drawn independently from importance density g(µ|y; ξˆ)
and samples {ξ(1), . . . , ξ(M)} from g(ξ|y; µˆ). Density p(y|µ(i), ξ(i);x) is evaluated using
equation (2.11).
The quality of the estimate in equation (2.17) depends on how well the product
of g(µ|y; ξˆ) and g(ξ|y; µˆ) approximates p(y, µ, ξ;x), which needs to be evaluated on a
case by case basis. In practice we take both importance densities from the Gaussian
distribution and adjust their mean and variance to ensure that the product is close in
proportionality to p(y, µ, ξ;x). For any importance density there holds that pˆ(y) →
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p(y) as M → ∞, which is implied by Kolmogorov’s strong law of large numbers.
However, the efficiency of the importance density relies on the rate of convergence in
terms of M . The Lindeberg-Levy central limit theorem implies a
√
M convergence rate
if draws from the importance sampler are independent and if importance weights
w(i) = p(y|µ(i), ξ(i);x)/
[
g(y|ξ(i); µˆ)g(y|µ(i); ξˆ)
]
, (2.18)
have finite mean and variance, as argued in Geweke (1989). The last condition can
be examined empirically using extreme value theory based tests proposed in Monahan
(2001) and Koopman, Shephard & Creal (2009). In the simulation study of Section
2.5 we consider diagnostic test statistics for the existence of a variance in a sequence of
importance weights drawn from Binary, Binomial and Student’s t dynamic panel data
models.
2.4.1 Constructing the importance density
Next we consider the construction of importance densities g(µ|y; ξˆ) and g(ξ|y; µˆ), pro-
posed for evaluating estimate pˆ(y), given in equation (2.17). We choose both densities
to follow Gaussian distributions and modify their means and variances such that their
modes are equal to the modes of the original posterior density p(µ, ξ|y;x). Similar
strategies are followed for models without random individual-specific effects; see for
example, Shephard & Pitt (1997) and Durbin & Koopman (1997, 2000). So (2003)
and Jungbacker & Koopman (2007) argue that this strategy can be implemented by
numerically maximizing log p(µ, ξ|y;x) = log p(y|µ, ξ;x) + log p(µ, ξ)− log p(y;x) with
respect to µ and ξ.
The instrumental basis to facilitate this numerical maximization is given, for vari-
able yi,t, by the linear Gaussian panel data model
yi,t = ci,t + i,t + ui,t, ui,t ∼ NID(0, d2i,t), (2.19)
where ci,t is a fixed constant, stochastic component i,t is given by equation (2.8) and ui,t
is a random variable with mean zero and fixed variance d2i,t. The stochastic component
i,t is the same as in the original model of interest. The predetermined component wi,t
is not explicitly included in approximating model (2.19) since it is fixed at time t. The
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constants ci,t and di,t are chosen such that (2.19) can be used to compute the posterior
modal values µˆ and ξˆ, respectively. The elements ui,t and j,s are uncorrelated with
each other, for all i, j = 1, . . . , N and s, t = 1, . . . , T . Furthermore, ui,t is serially
uncorrelated. It follows that
g(y|µ, ξ) =
N∏
i=1
T∏
t=1
g(yi,t|µi, ξt), with g(yi,t|µi, ξt) ≡ NID(ci,t + i,t, d2i,t). (2.20)
The maximization of log p(µ, ξ|y;x) with respect to µ and ξ can be carried out via the
Newton-Raphson method. The idea is to iterate between linearizing p(y|µ, ξ;x), by
computing c = {ci,t} and d = {di,t}, to obtain g(y|µ, ξ) and updating µ and ξ based
on the linearized model given by equations (2.19) and (2.8). The following algorithm
summarizes this method.
Algorithm A
1. Initialize the algorithm by choosing µ∗ and ξ∗ as starting values, which gives ∗i,t
and z∗i,t, for all i = 1, . . . , N and t = 1, . . . , T ;
2. Given the set of two equations
∂ log p(yi,t|zi,t)
∂zi,t
=
∂ log g(yi,t|i,t)
∂i,t
,
∂2 log p(yi,t|zi,t)
∂zi,t∂zi,t
=
∂2 log g(yi,t|i,t)
∂i,t∂i,t
,
for i = 1, . . . , N and t = 1, . . . , T , where p(yi,t|zi,t) is the observation model (2.5)
and g(yi,t|i,t) is given by (2.20), we can deduct expressions for ci,t and di,t as
functions of zi,t, and compute ci,t = c
∗
i,t and di,t = d
∗
i,t for i,t = 
∗
i,t and zi,t = z
∗
i,t;
3. Compute µ˜ = Eg(µ|y; ξ∗) from the resulting model (2.19) with ξ = ξ∗, ci,t = c∗i,t
and di,t = d
∗
i,t;
4. Replace µ∗ by µ∗ = µ˜;
5. Compute ξ˜ = Eg(ξ|y;µ∗) from the resulting model (2.19) with µ = µ∗, ci,t = c∗i,t
and di,t = d
∗
i,t;
6. Replace ξ∗ by ξ∗ = ξ˜
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7. Iterate from (ii) to (vi) until convergence.
Since the mode and the mean of the approximating linear Gaussian model are set
equal to the mode of the original model, it holds that µ˜ = µˆ = argmaxµ p(µ|y; ξˆ;x) and
ξ˜ = ξˆ = argmaxµ p(ξ|y; µˆ;x). Further, it holds that {µˆ, ξˆ} = argmaxµ,ξ p(µ, ξ|y;x).
The performance of Algorithm A depends crucially on the efficient computation
of the conditional expectations in steps (iii) and (v). With respect to step (iii), for
a given value of ξ∗, the approximating model (2.19) is reduced to a standard random
effects model, with weighted individual-specific effects and heteroskedastic error term
ui,t, see Baltagi (2005, Chapters 2 and 5). This simplification becomes clear when
we concatenate the observations yi,t over the time index t and when we consider the
approximating model (2.19). We then obtain
y¯i = c¯i + A¯iµi + B¯i + u¯i, u¯i ∼ NID(0, D¯i), i = 1, . . . , N, (2.21)
where y¯i = (yi,1, . . . , yi,T )
′, c¯i = (ci,1, . . . , ci,T )′, A¯i = (ai,1, . . . , ai,T )′, B¯i = (b′i,1ξ1, . . . , b′i,T ξT )′
and u¯i = (ui,1, . . . , ui,T )
′. The T × T variance matrix D¯i is diagonal by construction,
with elements d2i,1, . . . , d
2
i,T on the main diagonal. Based on (2.21), the computation
of Eg(µ|y; ξ∗) can be performed using standard multivariate normal regression theory.
The details are discussed in Appendix A.
Now consider step (v) where we need to compute Eg(ξ|y;µ∗). Given a value of µ∗,
approximating model (2.19), can be written as a linear Gaussian state space model.
This can be seen by concatenating variables yi,t over the cross-section dimension, which
gives
yt = ct +At +Btξt + ut, ut ∼ NID(0, Dt), t = 1, . . . , T, (2.22)
where yt = (y1,t, . . . , yN,t)
′, ct = (c1,t, . . . , cN,t)′, At = (a′1,tµ1, . . . , a′N,tµN)′, Bt =
(b1,t, . . . , bN,t)
′ and ut = (u1,t, . . . , uN,t)′. Variance matrix Dt is diagonal by construc-
tion, with elements d21,t, . . . , d
2
N,t on the main diagonal. Based on (2.22) the computa-
tion of Eg(ξ|y;µ∗) is carried out using the Kalman filter and smoothing methods. The
details are provided in Appendix B.
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2.4.2 Collapsing the approximate linear Gaussian panel data
model
The evaluation of likelihood estimate pˆ(y) in (2.17), requires M samples of µ and ξ
from importance densities g(µ|y; ξˆ) and g(ξ|y; µˆ), respectively. The posterior modal
values µˆ and ξˆ are obtained from Algorithm A. Both importance densities are based on
approximating model (2.19). The vector representations (2.21) and (2.22), are adopted
for computing the M samples by using the simulation smoother methods of Durbin
& Koopman (2002). However, both representations have large dimensions leading to
simulation smoother methods that are computationally demanding. Instead, we show
that more efficiency can be obtained by first performing two transformations to reduce
the cross-section and time series dimensions of observed data y. In particular, the
vectors series y¯i and yt in equations (2.21) and (2.22), can be transformed into two
low-dimensional vector series y¯li and y
l
t, for t = 1, . . . , T and i = 1, . . . , N . Based on
these vector series, samples ξ(i) and µ(i) can be drawn from g(ξ|yl; µˆ) and g(µ|y¯l; ξˆ),
respectively, where y¯l =
[
(y¯l1)
′, . . . , (y¯lN)
′]′ and yl = [(yl1)′, . . . , (ylT )′]′. The resulting
samples can be regarded as coming from g(µ|y; ξˆ) and g(ξ|y; µˆ), respectively. In Section
2.5 we present the computational gains in evaluating the likelihood, for both sets of
importance densities. The computational improvements resulting from the transforma-
tions are high. Apart from the computational gains, we also need to use less common
random numbers for sampling the same number of draws µ(i) and ξ(i), regardless of the
simulation smoother used.
Collapsing the cross-section dimension
For the simulation of time-varying effects ξ(i) from g(ξ|yl; µˆ), we collapse N ×1 vectors
yt, based on equation (2.22), into low-dimensional vectors y
l
t, without losing information
relevant for the extraction of ξ. This transformation has been introduced in Jungbacker
& Koopman (2008) for the efficient evaluation of the likelihood for linear Gaussian
dynamic factor models. Here only mild modifications of their methods are required.
Consider a linear approximating model for transformed data y∗t = St(yt − ct − Aˆt)
where St is an N × N nonsingular projection matrix and where yt, ct and At are as
given by (2.22) with At replaced by Aˆt = (a′1,tµˆ1, . . . , a′N,tµˆN)′ and µˆi is the vector
of posterior modal individual-specific effects for time series i, for i = 1, . . . , N and
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t = 1, . . . , T . The transformed observations are given by
y∗t =
[
ylt
yht
]
, with
ylt = S
l
t(yt − ct − Aˆt)
yht = S
h
t (yt − ct − Aˆt)
, St =
[
Slt
Sht
]
, t = 1, . . . , T,
(2.23)
where the partitioned projection matrices Slt and S
h
t have dimensions r×N and (N −
r)×N , respectively. As a result the observation vectors ylt and yht become of dimensions
r×1 and (N−r)×1. We aim to choose Slt and Sht such that ylt and yht are uncorrelated
and only ylt depends on ξt. In particular, we aim for a model of the form
ylt = S
l
tBtξt + u
l
t,
yht = u
h
t ,
(
ult
uht
)
∼ N
(
0,
[
Dlt 0
0 Dht
])
, (2.24)
where Dlt = S
l
tDtS
l′
t and D
h
t = S
h
t DtS
h′
t are r × r and (N − r) × (N − r) variance
matrices, respectively.
Suitable matrices St, which lead to model (2.24) need to satisfy the following con-
ditions; (a) matrices St need to be of full rank to prevent the loss of information, (b)
Sht DtS
l′
t = 0 to ensure that observations y
l
t and y
h
t are independent, and (c) S
h
t Btξt = 0
to ensure that yht does not depend on ξt. Many matrix series St can be found that
fulfill these conditions. A convenient choice is given by
Slt = ∆
′
tB
′
tD
−1
t , ∆t∆
′
t = (B
′
tD
−1
t Bt)
−1, (2.25)
with ∆t being a lower triangular matrix. This choice for S
l
t results in
ylt = ∆
−1
t ξt + u
l
t, u
l
t ∼ NID(0, Ir), t = 1, . . . , T, (2.26)
where ∆−1t is a r × r lower triangular matrix, ξt is defined in (2.9) and ult is a random
vector with mean zero and variance equal to the r-dimensional unit matrix Ir. Sam-
pling time-varying effects ξ(i) from g(ξ|yl; µˆ) is performed by applying the simulation
smoother methods of Durbin & Koopman (2002) to r-dimensional vector series ylt and
model (2.26), for t = 1, . . . , T . The matrices Sht remain of large dimensions and can be
constructed from Slt but they are not required for any of the necessary computations.
Further discussions of this transformation method are given in Jungbacker & Koopman
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Collapsing the time series dimension
For the simulation of individual-specific effects µ(i) from g(µ|y¯l; ξˆ) we collapse T × 1
vectors y¯i, for i = 1, . . . , N , based on vector representation (2.21), with B¯i replaced by
Bˆi = (b′i,1ξˆ1, . . . , b′i,T ξˆT )′. We consider similar least squares type transformations as for
the cross-section dimension above. However, because µi and µj are independent, the
transformed observations y¯∗i become simple rescaled averages of the variables in y¯i. Let
y¯∗i =
[
y¯li
y¯hi
]
, with
y¯li = S¯
l
i(y¯i − c¯i − Bˆi)
y¯hi = S¯
h
i (y¯i − c¯i − Bˆi)
, i = 1, . . . , N. (2.27)
The motivation of the transformation is the same as above. We require to sample µi
based on only y¯li without compromising data information. We choose matrices S¯
l
i and
S¯hi to have dimensions q × T and (T − q) × T , respectively. The model we aim to
construct is given by
y¯li = S¯
l
iA¯iµi + u¯
l
i,
y¯hi = u¯
h
i ,
(
u¯li
u¯hi
)
∼ N
(
0,
[
D¯li 0
0 D¯hi
])
, (2.28)
where D¯li = S¯
l
iD¯iS¯
l′
i and D¯
h
i = S¯
h
i D¯iS¯
h′
i are q × q and (N − q) × (N − q) variance
matrices respectively. A convenient choice for S¯li, which satisfies the conditions stated
above, is given by
S¯li = ∆¯
′
iA¯
′
iD¯
−1
i , ∆¯i∆¯
′
i = (A¯
′
iD¯
−1
i A¯i)
−1, . (2.29)
with ∆¯i being a lower triangular matrix. The resulting model for y¯
l
i is given by
y¯li = ∆¯
−1
i µi + u¯
l
i, u¯
l
t ∼ NID(0, Iq), i = 1, . . . , N, (2.30)
where ∆¯−1i is a lower triangular q × q matrix, µi is given in (2.8) and u¯li is a ran-
dom vector with mean zero and q × q unit variance. Again we can construct large
matrices S¯hi , but they are not required for any necessary computations. Samples µ
(i)
can be drawn independently from g(µi|y¯li; ξˆ), which is a Gaussian density with mean
Σµ∆¯
−1
i (∆¯
−1′
i Σµ∆¯
−1
i + Iq)
−1y¯li and variance Σµ − Σµ∆¯−1i (∆¯−1
′
i Σµ∆¯
−1
i + Iq)
−1∆¯−1
′
i Σµ.
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Both expressions follow from the standard lemma discussed in Appendix A.
2.4.3 Constructing the Monte Carlo likelihood
Next we discuss the construction of the Monte Carlo likelihood estimate pˆ(y) in equa-
tion (2.17). The estimate relies on densities g(y; µˆ) and g(y; ξˆ), that are based on the
approximating model (2.19). Density log g(y; µˆ) can be computed from the prediction
error decomposition of vector representation (2.22), with µ replaced by µˆ. This is
obtained by a single pass through the Kalman filter, see Durbin & Koopman (2012,
Chapter 7). Computational efficiency can increased by using the lower dimensional
model (2.26), based on vector series ylt. In particular, Jungbacker & Koopman (2008)
show that
log g(y; µˆ) = constant + log g(yl; µˆ)− 1
2
T∑
t=1
log |Dt|+ e′tD−1t et, (2.31)
where yl = (yl
′
1 , . . . , y
l′
T )
′ and et = yt−ct−Aˆt−Bt(B′tD−1t Bt)−1B′tD−1t (yt−ct−Aˆt) is the
generalized least squares residual vector. Density g(yl; µˆ) can be computed from the
prediction error decomposition of model (2.26), which is a r× T -dimensional problem.
Due to the independence of the µi’s logdensity log g(y; ξˆ) is given by
log g(y; ξˆ) = constant−1
2
N∑
i=1
log |Varg(y¯i; ξˆ)|+
[
(y¯i − c¯i − Bˆi)′Varg(y¯i; ξˆ)−1(y¯i − c¯i − Bˆi)
]
,
where determinant |Varg(y¯i; ξˆ)| = |A¯iΣµA¯′i + D¯i| can be hard to evaluate, depending
on the structure of A¯i. More efficiency can be obtained by using the collapsed vector
series y¯li, for i = 1, . . . , N . Based on model (2.30) we obtain
log g(y; ξˆ) = constant + log g(y¯l; ξˆ)− 1
2
N∑
i=1
log |D¯i|+ e¯′iD−1i e¯i, (2.32)
where e¯i =Mi(y¯i−c¯i−Bˆi) withMi = I−A¯i(A¯′iD¯−1i A¯i)−1A¯′iD¯−1i . Logdensity log g(y; ξˆ)
can therefore be cased on the N × q-dimensional model (2.30).
The following algorithm summarizes the evaluation of the loglikelihood for balanced
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panels. Given parameter vector ψ we can evaluate the Monte Carlo loglikelihood
estimate log pˆ(y) in the following steps:
Algorithm B
1. Run Algorithm A, where the posterior modal values µˆ and ξˆ are calculated;
2. Collapse panel y into low-dimensional vector series y¯li and y
l
t using Section 2.4.2;
3. Sample M draws µ(i) and ξ(i) from densities g(ξ|yl; µˆ) and g(µ|y¯l; ξˆ), which are
based on transformed models (2.26) and (2.30), and compute importance weights
w(i), as given in equation (2.18);
4. Evaluate logdensities log g(y; µˆ) as in (2.31) and log g(y; ξˆ) as in (2.32);
5. Compute log pˆ(y) = log g(y; µˆ) + log g(y; ξˆ) + logM−1
∑M
i=1 w
(i).
Loglikelihood estimate log pˆ(y) can be optimized with respect to parameter vector
ψ using an arbitrary numerical optimization method. As a practical choice we use
the BFGS algorithm, see Nocedal & Wright (1999). To retain the smoothness of
the likelihood in ψ we use the same random seed and the same value of M for each
loglikelihood evaluation. The resulting Monte Carlo parameter estimates are denoted
by ψ˜. Durbin & Koopman (1997) advocate the use of antithetic variables to improve the
efficiency of the importance sampling weights. An antithetic variable in our context is
constructed for each random draw µ(i) or ξ(i) from the importance densities such that it
is equiprobable with µ or ξ, respectively, and it leads to smaller Monte Carlo variation.
For each draw of µ(i) and ξ(i) we manufacture antithetic variables that balance for
location and for scale.
2.4.4 Unbalanced or incomplete panels
In this section we provide the details for the treatment of unbalanced panels. We
assume that for each individual we observe yi,t and xi,t for Ti consecutive time periods
during a fixed time interval. When yi,t is unobserved step (ii) of Algorithm A is adjusted
by removing xi,t and unobservable lags Yi,t−1 from zi,t. The resulting zi,t only depends
on µi, ξt and possibly observed elements of Yt−1. Calculations in step (iii), conditional
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on ξ∗, are based on the standard random effects model, for which missing values can be
handled by adopting the methods discussed by Baltagi (2005, Chapter 9). It requires
the calculation of the components given in Appendix A with T replaced by Ti. Step
(v) of Algorithm A is calculated by Kalman filter and smoothing methods, which can
account for missing values, see Durbin & Koopman (2012, Section 4.10).
The transformations for panel reduction from Section 2.4.2 need to be adjusted for
missing values as well. Jungbacker, Koopman & van der Wel (2011), show that by
choosing an alternative state space representation for model (2.22) collapsed vectors
ylt can be computed using similar transformations. The second transformation for the
construction of y¯li can be computed based on the observed elements of y¯i only, as µi
and µj are independent for all i, j = 1, . . . , N .
Likelihood estimate pˆ(y) is based on densities g(y; µˆ) and g(y; ξˆ) and weights w(i).
Density g(y; µˆ) is based on the prediction error decomposition of lower dimensional
model (2.26) and can be computed from the Kalman filter output. Generalized least
squares residuals et only need to be computed for observed elements of yt. Density
g(y; ξˆ), equation (2.32) can be computed based on lower dimensional model (2.30) and
by adjusting the generalized least squares residual vectors e¯i to contain only the ob-
served elements of y¯i. The weights w
(i) in (2.18) are based on elements of p(y|µ(i), ξ(i);x)
for which yi,t and xi,t are actually observed.
2.5 Monte Carlo study
We present and discuss our results from an extended Monte Carlo study for the general-
ized dynamic panel data model with the Binary, Binomial and Student’s t observation
densities. These three models are also considered in our empirical illustrations dis-
cussed in Sections 2.2 and 2.6. The purpose of the Monte Carlo study is to evaluate
the small sample properties of the estimation procedure presented in Section 2.4. In
particular, we examine whether a
√
M convergence rate is likely to exist for our simu-
lated likelihood estimate from Algorithm B. Additionally, we study the magnitude of
the Monte Carlo variance of the simulated likelihood estimate. Finally, the computa-
tional feasibility and accuracy of the estimation methodology is studied.
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2.5.1 Monte Carlo design
Our aim is to assess the performance of our simulation-based estimation procedure for a
set of different densities, signals, parameter values, panel sizes and numbers of missing
values. Table 2.1 presents the combinations of densities, signals and parameter values,
that we investigate in our study. Three different observation densities are considered
for (2.5) and correspond to (A) Binary, (B) Binomial or (C) Student’s t distributions.
The signals correspond to models with (1) individual-specific effects or (2) time-varying
effects or (3) both (1) and (2).
The signal is generated as explained in equations (2.6) – (2.9) of Section 2.3. The
fixed component wi,t is based on a single covariate xi,t, that is drawn independently
from the N(0, 1) distribution, with β = 1 and on the lagged dependent variable with
py = 1 and γ1 = γ = 0.2. The stochastic component is based on the univariate,
q = 1, individual-specific effect µi and the univariate, r = 1, time-varying effect ξt with
weights ai,t = bi,t = 1. The individual-specific effect µi is normally distributed with
common mean δ = 0 and variance Σµ = σ
2
µ, that is µi ∼ N(0, σ2µ). We investigate the
results for different values of standard deviation σµ = 0.5, 1, 3. The time-varying effect
is updated by an autoregressive process αt of order 1, where G = 1, H = h, R = 1 and
Ση = σ
2
η. Different degrees of persistence are investigated by taking h = 0.3 or h = 0.9.
The scaling of the time-varying effects is chosen as ση = 0.2. The initial value of the
autoregressive process is given by N
[
0, σ2η/(1− h2)
]
.
For the Student’s t density we have additional parameters ν and σ, where ν is the
degrees of freedom and σ is the scaling. We fix the value of σ at one and estimate
degrees of freedom ν along with the other parameters. We consider ν = 3, ν = 5 and
ν = 10. The entire parameter vector is given by ψ = {γ, β, σµ, h, ση, ν}.
Finally, Table 2.1 also presents the five different combinations of the panel dimen-
sions N, T = 10, 50, 100, 250 that we have considered in our study. In the case of
N = T = 10, the dimensions are sufficiently small that we can also consider the stan-
dard implementation of Shephard & Pitt (1997) and Durbin & Koopman (1997), see
Section 2.5.3. In all other cases, it is computationally only feasible to implement our
newly proposed method presented in Section 2.4.
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Observation density
(A) Binary log p(yi,t|zi,t) = yi,tzi,t − log(1 + exp zi,t)
(B) Binomial log p(yi,t|zi,t) = yi,tzi,t − ni,t(1 + exp zi,t)− log
(
ni,t
yi,t
)
(C) Student’s t log p(yi,t|zi,t) = log a(ν) + 12 log λ− ν+12 log(1 + λ(yi,t − zi,t)2)
Signal Parameters
γ β σµ h ση ν
(1) zi,t = yi,t−1γ + x′i,tβ + µi a) 0.2 1 0.5 - - (3,5,10)
b) 0.2 1 1 - - (3,5,10)
c) 0.2 1 3 - - (3,5,10)
(2) zi,t = yi,t−1γ + x′i,tβ + ξt a) 0.2 1 - 0.3 0.2 (3,5,10)
b) 0.2 1 - 0.9 0.2 (3,5,10)
(3) zi,t = yi,t−1γ + x′i,tβ + µi + ξt a) 0.2 1 0.5 0.3 0.2 (3,5,10)
b) 0.2 1 0.5 0.9 0.2 (3,5,10)
c) 0.2 1 1 0.3 0.2 (3,5,10)
d) 0.2 1 1 0.9 0.2 (3,5,10)
e) 0.2 1 3 0.3 0.2 (3,5,10)
f) 0.2 1 3 0.9 0.2 (3,5,10)
Panel dimensions
(i) N = 10, T = 10
(ii) N = 50, T = 100
(iii) N = 100, T = 50
(iv) N = 100, T = 100
(v) N = 250, T = 250
Table 2.1: Monte Carlo design with our signal specifications, parameter values and panel
dimensions for simulating the observations. The data generation process is further given by
xi,t ∼ NID(0, 1), µi ∼ NID(0, σ2µ), ξt = αt, αt+1 = hαt + ηt and ηt ∼ NID(0, σ2η). The initial
time varying effect is taken as N(0, σ2η/(1 − h2)). For the Student’s t density it holds that
a(ν) = Γ(ν/2 + 1/2)/Γ(ν/2) and λ−1 = (ν − 2)σ2.
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2.5.2 Diagnostic tests for the importance sampler
A sufficient condition to guarantee a
√
M convergence rate for the Monte Carlo es-
timate pˆ(y) in (2.17) is the existence of the variance in the importance samplings
weights w(i), as given in equation (2.18), for i = 1, . . . ,M , see Geweke (1989). To
test whether the variance is finite Koopman et al. (2009) propose test statistics for
evaluating variance in a sequence of importance weights. Implementation of their sug-
gested Wald type test statistic is done by the following steps: (1) Simulate a panel
y using a combination of observation density, signal, parameter values and panel di-
mensions as given in Table 2.1. (2) Estimate the parameters using the Monte Carlo
maximum likelihood methods of Section 2.4 and replace the parameter vector ψ by the
resulting estimate ψ˜. (3) Generate 100, 000 importance sampling weights w(i) using
the importance densities g(ξ|yl; µˆ) and g(µ|y¯l; ξˆ). (4) Consider s exceedence sampling
weights, denoted by x1, . . . , xs, which are larger than some threshold w
min and are
assumed to come from the generalized Pareto distribution with logdensity function
f(a, b) = − log b − (1 + a−1) log (1 + ab−1xi) for i = 1, . . . , s, where unknown parame-
ters a and b determine the shape and scale of the density, respectively. When a ≤ 0.5,
the variance of the importance sampling weights exists and a
√
M convergence rate can
be assumed. (5) Estimate a and b by maximum likelihood and denote the estimates by
a˜ and b˜, respectively. (6) Compute the t-test statistic tw = b˜
−1√s / 3(a˜− 0.5) to test
the null hypothesis H0 : a = 0.5. We reject the null hypothesis when the statistic is
positive and significantly different from zero, that is, when it is larger than 1.96 with
95% confidence.
Figures 2.1 and 2.2 present the diagnostic test statistics for the importance samplers
applied to three different densities (A, B and C), four signals (1.b, 2.b, 3.b and 3.e) and
panel dimensions as listed in Table 2.1. Furthermore, the test statistics are computed
for different values of the threshold wmin. We choose wmin values such that a range of
the largest 1% to 50% of the weights are included. The test statistics are computed
with the use of antithetic variables in all cases.
The test statistics in Figure 2.1 for the Binary and Binomial densities are negative
for all combinations of signals, parameter values and panel dimensions. They provide
some strong evidence for the existence of a variance for the importance density function.
The test statistics in Figure 2.2 for the Student’s t density present a similar picture.
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Figure 2.1: Importance sampling diagnostics for dynamic panel data models, based on
100, 000 simulations of weights w(i) defined in equation (2.18). The test statistics are pre-
sented for densities A Binary and B Binomial, and signals 1.b, 2.b, 3.b and 3.e from Ta-
ble 2.1 and for different panel sizes. For each combination we computed test statistics for
different thresholds wmin, by procedures explained in Section 2.5.2. Thresholds are based
on the number of exceedence values x1, . . . , xs included. We have taken 0.01 = s/100000,
0.025 = s/100000, 0.05 = s/100000, until 0.5 = s/100000. The area above the dotted straight
line at 2 indicates the rejection area.
However, when the degrees of freedom is small, ν = 3, and the panel dimensions are
large N = 250 and T = 250, the test is rejected for threshold values that lead to
exceedence samples that include more than 35% of all weights. When the degrees of
freedom becomes even smaller similar results are obtained. We notice that for large
samples of large weights we have moved away from the tail of the distribution.
We may conclude that there is substantial evidence that a
√
M convergence rate
exists for our proposed likelihood estimate for the generalized dynamic panel data
model. However we do recommend to check for each application whether the impor-
tance weights are finite. The presented results also hold for the other signals listed
in Table 2.1. They are further discussed in a technical appendix available from the
authors upon request.
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Figure 2.2: Importance sampling diagnostics for dynamic panel data models; see Figure 2.1
for details.
2.5.3 Measuring the efficiency loss of Algorithm A
We discussed in Section 2.4 that our proposed implementation of importance sampling
for the generalized dynamic panel data model is different from the standard implemen-
tation of Shephard & Pitt (1997) and Durbin & Koopman (1997), hereafter SPDK.
The standard SPDK method would sample µ(i) and ξ(i) from g(µ, ξ|y), where g(µ, ξ|y)
is based on the linear Gaussian model (2.19). The corresponding likelihood is then
estimated by
pˆ(y) = g(y)M−1
M∑
i=1
w(i), w(i) =
p(y|µ(i), ξ(i);x)
g(y|µ(i), ξ(i)) , (2.33)
where µ(i) and ξ(i) are drawn from g(µ, ξ|y). This implementation is not feasible for
even moderately large panels; see the discussion in Section 2.4.
It is anticipated that the variance of the importance weight function increases when
the SPDK method in (2.33) is replaced by our method in (2.17) because Algorithm A
does not account for the dependence between µ and ξ in g(µ, ξ|y). To study the extent
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of the increase in the variance, we compare the t-test statistics for the importance
weights in (2.18) with importance weights in (2.33). We notice that sampling from the
SPDK importance density is only computationally feasible for small panel sizes and
that the collapsing algorithm of Section 2.4.2 is not applicable to g(µ, ξ|y).
For the small panel N = 10 with T = 10, we have implemented the standard
SPDK method for our models to facilitate its comparison with our proposed method.
Hence Figures 2.1 and 2.2 also present the diagnostic test statistics of Section 2.5.2 for
the SPDK method and for the smallest panel only. The differences between the test
statistics for SPDK and Algorithm A are small. For all three models, the test statistics
for the SPDK importance weights are slightly lower, but both are very negative. In
the cases of signals 1 and 2, no difference in the test statistics can occur because the
likelihood estimate (2.17) reduces to the SPDK estimate (2.33) for these signals. We
already concluded in Section 2.5.2 that a
√
M convergence rate is likely to exist for
Algorithm A and for the models considered in our study.
The efficiency loss due to Algorithm A can also be investigated for the small panel.
It may provide some insight into a possible necessary increase in the number of draws
M compared to SPDK. For this purpose we carry out the the following simulation
experiment. We generate fifty data panels based on signal 3 and for each combination
of observation density and parameter values reported in Table 2.1. For each of these
simulated data panels, we obtain likelihood estimates at the true parameter values
under a hundred different random seeds. We are interested in the standard deviation
of the likelihood estimates for different values of M and computed by
SDM = (1/50)
50∑
i=1
[
(1/100)
100∑
j=1
(log pˆj(y
i)− log p¯(yi))2
]0.5
,
where log p¯(yi) = (1/100)
∑100
j=1 log pˆj(y
i) with pˆj(y
i) as the likelihood estimate based
on M draws, for the jth random seed and for the ith panel yi.
The resulting values for SDM are reported in Table 2.2 for M = 50, 100, 1000. For
the Binary and Binomial densities, we observe a substantial increase in the variance
of the likelihood estimate from Algorithm A when compared to the SPDK implemen-
tation, for each value of M . The increase decreases rapidly when the variance of the
individual-specific effect σ2µ increases. For the Student’s t densities the increase in
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the variance is smaller and sometimes, for ν = 3, Algorithm A is more efficient than
SPDK. These results are only indicative since we can carry out these comparisons only
for small panel dimensions. However, the increase of SDM can be offset by increasing
the number of draws M . Any degree of accuracy can be achieved and given the large
computational improvements, as documented in Section 2.5.4, this seems a minor dif-
ficulty. We notice that SPDK is clearly not feasible for even modest panel dimensions.
In the remainder of this paper we always take M = 1000 draws from the importance
density of Algorithm A.
2.5.4 Computational savings due to collapsing
A major improvement for our simulation based estimator is proposed in Section 2.4.2
where it is shown how large panel and time series data vectors can be collapsed to
much smaller dimensions. We investigate the gains in computing time by simulating
100 data panels for each possible design given in Table 2.1. For each simulated data
panel, we evaluate the likelihood by Algorithm B as described in Section 2.4 with
M = 1000. We consider the standard implementation based on vector series yt and y¯i
as well as the collapsed implementation based on ylt and y¯
l
i of Section 2.4.2. The average
ratio between the evaluation times for the collapsed and standard implementations is
presented in Table 2.3 for signal 1.b, 2.b and 3.d. The reduction in evaluation times are
of course the same for different parameter values. The likelihood evaluation procedure
based on the collapsed vectors is between 2 and 10 times faster compared to evaluation
without collapsing the vectors. Most computational gains are due to the collapse of
panel dimension N for the sampling of time-varying effect ξ.
2.5.5 Finite sample properties of Algorithm B
In the same study of Section 2.5.4, we estimate the parameter vector ψ using Algorithm
B with collapsed vectors. After collecting all estimated parameter vectors, we report
the average bias and standard deviation in Table 2.4 for signals 3.b and 3.e. The
results of the Monte Carlo study show that the estimation procedure is successful.
All parameter estimates center around their “true” values for all different models and
parameter values. We notice that individual state dependence as captured by γ(B)yi,t
can be empirically identified and separated from stochastic components µi and ξt.
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N = 100 N = 50 N = 100 N = 250
T = 50 T = 100 T = 100 T = 250
A. Binary
1.b 0.635 0.532 0.568 0.594
2.b 0.169 0.164 0.161 0.160
3.d 0.172 0.178 0.210 0.223
B. Binomial
1.b 0.733 0.675 0.702 0.692
2.b 0.143 0.146 0.145 0.155
3.d 0.180 0.187 0.187 0.308
C. Student’s t
1.b 0.657 0.590 0.621 0.597
2.b 0.100 0.102 0.102 0.098
3.d 0.164 0.222 0.221 0.280
Table 2.3: Average ratios, for 100 simulated panels, between the evaluation times for the
collapsed and standard implementations of the likelihood evaluation as discussed in Section
2.4.2. The reduction is achieved by sampling from µ(i) and ξ(i) from g(ξ|yl; µˆ) and g(µ|yl; ξˆ)
instead of from g(ξ|y; µˆ) and g(µ|y; ξˆ), respectively. The signals are taken as in Table 2.1.
For each model the likelihood is evaluated as discussed in Section 2.4 and by using M = 1000
samples from the importance densities. For the Student’s t density the 5 degrees of freedom
were assumed.
For each simulated data panel we also create unbalanced panels by removing 40%
of the observations, at the beginning and end of the data set. The parameter estimates
remained unbiased and the standard errors increase slightly due to the loss of data. The
full set of parameter estimation results, with and without missing values, are presented
in our technical appendix that is available upon request. Here we also provide the
absolute computation times. For all computations in this study, we have written the
code in the Ox programming language version 6.10 of Doornik (2007).
2.6 Empirical illustrations
We present empirical illustrations for the three specifications of the generalized dynamic
panel data model presented in Section 2.2. The parameters of the model are estimated
using the methods developed in Section 2.4. In the first illustration we carry out a
typical micro-econometric study based on a binary panel data analysis for the union
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N T γ β σµ h ση ν
A.3.b 100 50 -0.004 0.072 0.001 0.036 -0.002 0.057 -0.057 0.127 0.001 0.042 -
50 100 -0.006 0.065 -0.004 0.041 -0.012 0.058 -0.032 0.085 -0.001 0.038 -
100 100 0.004 0.045 0.004 0.032 -0.004 0.043 -0.034 0.081 0.002 0.037 -
250 250 -0.001 0.019 -0.000 0.010 -0.004 0.024 -0.007 0.035 -0.001 0.016 -
A.3.e 100 50 0.004 0.100 0.004 0.046 -0.028 0.271 -0.027 0.379 -0.033 0.096 -
50 100 -0.019 0.100 -0.001 0.052 -0.055 0.303 -0.059 0.357 -0.015 0.073 -
100 100 -0.003 0.061 0.003 0.035 -0.021 0.234 -0.040 0.325 -0.019 0.067 -
250 250 0.002 0.029 0.001 0.013 -0.020 0.138 -0.019 0.112 -0.000 0.018 -
B.3.b 100 50 0.003 0.012 -0.001 0.023 -0.011 0.037 -0.042 0.092 -0.000 0.030 -
50 100 0.002 0.013 0.002 0.021 -0.009 0.047 -0.019 0.056 0.002 0.027 -
100 100 0.000 0.009 0.002 0.014 0.000 0.037 -0.026 0.064 -0.001 0.021 -
250 250 0.000 0.003 0.001 0.005 -0.001 0.024 -0.006 0.031 -0.001 0.010 -
B.3.e 100 50 0.002 0.018 0.005 0.028 -0.013 0.224 -0.034 0.207 -0.005 0.037 -
50 100 0.005 0.020 -0.001 0.027 -0.021 0.300 -0.045 0.200 -0.005 0.037 -
100 100 0.002 0.013 0.000 0.019 0.002 0.225 -0.035 0.160 -0.005 0.025 -
250 250 0.000 0.004 0.000 0.007 -0.008 0.142 0.000 0.073 -0.001 0.010 -
C.3.b 100 50 -0.001 0.008 -0.002 0.009 -0.011 0.030 -0.018 0.040 0.002 0.022 0.010 0.051
50 100 -0.001 0.009 -0.003 0.009 -0.012 0.040 -0.017 0.054 -0.003 0.023 0.008 0.050
100 100 0.000 0.005 -0.000 0.007 -0.000 0.025 -0.012 0.035 0.002 0.015 -0.002 0.038
250 250 0.000 0.002 0.000 0.003 0.000 0.011 -0.000 0.025 0.000 0.010 0.002 0.015
C.3.e 100 50 -0.001 0.008 -0.002 0.009 -0.037 0.168 -0.029 0.124 -0.000 0.020 0.010 0.051
50 100 -0.001 0.008 -0.003 0.009 -0.049 0.226 -0.001 0.107 -0.004 0.020 0.010 0.050
100 100 0.000 0.005 -0.000 0.007 0.015 0.261 -0.012 0.097 0.000 0.021 -0.002 0.039
250 250 0.000 0.002 0.001 0.003 -0.009 0.057 -0.006 0.041 0.000 0.007 0.001 0.012
C.3.b 100 50 -0.001 0.009 0.005 0.013 -0.014 0.090 -0.067 0.090 -0.001 0.027 0.053 0.244
50 100 -0.001 0.008 0.005 0.014 -0.009 0.111 -0.038 0.072 -0.001 0.018 0.050 0.222
100 100 0.001 0.005 -0.002 0.010 -0.034 0.083 -0.017 0.055 -0.003 0.018 0.043 0.154
250 250 0.000 0.002 0.001 0.002 -0.017 0.037 -0.020 0.030 0.003 0.009 0.029 0.040
C.3.e 100 50 -0.002 0.008 0.004 0.013 -0.032 0.266 -0.081 0.177 -0.003 0.022 0.052 0.239
50 100 -0.000 0.007 0.005 0.014 0.018 0.341 -0.024 0.130 -0.005 0.016 0.055 0.222
100 100 0.000 0.005 -0.002 0.010 -0.089 0.247 -0.008 0.110 -0.004 0.018 0.046 0.155
250 250 0.000 0.003 0.001 0.002 -0.037 0.117 -0.019 0.053 0.002 0.009 0.028 0.042
Table 2.4: Simulation results for the non-Gaussian dynamic panel data models. We present
the average bias and in lower case the standard deviation of the parameter estimates resulting
from 100 repetitive estimates from different simulated data panels. Specifications 3.b and 3.e
from Table 2.1 together with observation models A, B and C are used for simulation. The
third panel corresponds to the Student’s t density with ν = 3 degrees of freedom whereas
the fourth panel corresponds to the Student’s t density with ν = 5 degrees of freedom All
parameters are estimated by procedures outlined in Section 2.4, with M = 1000 draws from
importance densities g(ξ|yl; µˆ) and g(µ|y¯l; ξˆ), respectively.
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choice of young males. The panel dimension N is large while the time series length T
is small. We show that our method is able to distinguish between true and spurious
state dependence in several ways. We also implement the modifications of Chamberlain
(1980) and Wooldridge (2005) to capture possible correlation between the individual-
specific effects and the predetermined fixed variables. We are able to confirm the
empirical results that are found earlier but using different estimation methods. The
second illustration is concerned with an unbalanced count panel data set where the
entries represent the number of crimes committed within different families. Both the
cross-section and the time series dimensions of the panel are large. Inference for a
highly non-Gaussian panel of such dimensions is typically hard for existing Monte
Carlo estimation methods. Apart from estimating a basic reduced form model, we show
how time-varying regression parameters can also be efficiently implemented. The third
and final illustration considers the stochastic Solow growth model that is developed
in Lee et al. (1997) and Binder & Pesaran (1999). We extend their specification by
letting the observation disturbances come from a Student’s t density. Heterogeneous
slope parameters and stochastic trends are also included. We show that the Student’s t
density enables us to estimate the slope parameters, which provide an indication for the
rates of within-country convergence (also known as β-convergence), with much greater
precision when compared to the Gaussian density specification. Similar increases in
precision are documented for the estimation of the stochastic trends. Due to space
limitations we can only provide a summary of our estimation results. A complete
account of our estimation results can be provided upon request.
2.6.1 Union Participation of young males
We first analyse the union membership decision of young males, see Vella & Verbeek
(1998), Wooldridge (2005), Liesenfeld & Richard (2008) and Chang (2012). We use the
data from Vella & Verbeek (1998) to estimate a logistic model for union membership.
The binary outcome of the union membership decision for individual i in year t is
denoted by yi,t ∈ {0, 1}. The data consists of N = 545 males and their possible
membership is yearly observed between 1981 and 1987, T = 7. The initial time period
t = 0 corresponds to 1980 and the panel is balanced.
The logistic reduced form model for the union membership decision is given by (2.2)
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for a given signal zi,t that is assumed to be generated by (2.1). The individual-specific
effect µi and the common time-varying effect ξt are part of the signal and modeled by
i,t = µi + ξt, µi ∼ NID(δ, σ2µ), ξt+1 = hξt + ηt, ηt ∼ NID(0, σ2η),
with |h| < 1 so that ξt is a stationary process and where the random variables µi
and ηt are mutually and serially uncorrelated. In the signal specification (2.1), the
coefficient γ captures the effect whether the individual is a current member or not.
The explanatory variable vector xi,t includes variables capturing, schooling, experience,
marriage, ethnicity, marital status and location effects, see Table 1 in Vella & Verbeek
(1998) for more detailed descriptions of these variables. We depart from the study
of Vella & Verbeek (1998) by not including the industry and occupational dummy
variables in xi,t and by replacing their time dummies with our stochastically time-
varying effect ξt.
The data set is highly persistent over time for the union choice between the years
1981 and 1987. Overall, 87% of the observations are unchanged, when compared to
the union membership decision from the previous year. The first aim of the analysis is
to assess whether the persistence is a result from either individual satisfaction of last
year’s decision as captured by γyi,t−1, referred to as true state dependence, or from
underlying aspects that cause the observed persistence due to individual-specific µi
and time-varying ξt effects, referred to as spurious state dependence.
The parameter estimation results are presented in the first column of Table 2.5.
These results are obtained by keeping yi,0 fixed and equal to their 1980 values, for
i = 1, . . . , N . The parameter estimates are similar compared to the estimates re-
ported in Vella & Verbeek (1998) and Liesenfeld & Richard (2008). The state depen-
dence parameter γ is strongly significant. The estimated effects of marriage and being
Black/Hispanic are positive and significant while those for other explanatory variables
are not significant. The distribution of the individual-specific effects indicates that
large differences exist between individuals.
The initial observations and the time-varying explanatory variables tend to be cor-
related with the individual-specific effect µi. For example, the marriage decision partly
explains the union choice, but may also influence other unobserved characteristics that
determine µi. The initial condition yi,0 is also likely to influence µi given the high
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persistence and the small time series dimension T = 7. To address this issue we allow
the individual-specific effects to be correlated with the initial observations yi,0 and the
time-varying explanatory variables xi,t. Different ways of implementing the correla-
tion have been proposed. We implement the method of Chamberlain (1980) which
has been extended for nonlinear dynamic panel data models by Wooldridge (2005). In
particular, we specify µi as
µi = yi,0λ0 +
T∑
t=1
x′i,tλt + vi vi ∼ NID(δ, σ2v), (2.34)
where λ0, λ1, . . . , λ7 are fixed parameters that measure the correlation between µi and
the predetermined variables, and where vi represents the remainder individual-specific
effect with fixed mean δ and variance σ2v . We only consider the marriage variable for
xi,t in (2.34).
The parameter estimation results for the extended model are presented in Table
2.5. The variable for marriage in 1987 is significantly correlated with the individual-
specific effect. Hence the state dependence parameter is estimated smaller for the
extended model. However a large part of the dependence is attributed to the correlation
between the individual-specific effect and the initial conditions yi,0 as measured by λ0.
Similar changes for the state dependence and marriage parameters are documented
in Wooldridge (2005). We notice that our model remains to include the time-varying
effect ξt.
A different strategy for capturing spurious state dependence is discussed in Heiss
(2008) where individual-specific time-varying stochastic trends are considered to cap-
ture the serial correlation in i,t. It makes the use of time-invariant individual-specific
effects µi redundant. In our setting we can implement it as
i,t = b
′
i,tξt + yi,0λ0 +
T∑
t=1
x′i,tλt, (2.35)
where ξt is the (N+1)×1 vector of time varying effects and bi,t is the (N+1)×1 selection
vector with the ith and the (N+1)th elements set equal to one and zero otherwise. The
first N time-varying effects are specific for each time series while the (N+1)th element
is common for all time series. The estimation method suggested in Heiss (2008) does
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not allow for the common time-varying effect. Following Heiss (2008), we model the
first N elements by ξi,t+1 = gξi,t + ηi,t, with |g| ≤ 1 ηi,t ∼ NID(δ(1 − g), σ2λ(1 − g2)).
The (N + 1)th element is modeled by ξN+1,t+1 = hξN+1,t + ηN+1,t, with |h| < 1 and
ηN+1,t ∼ NID(0, σ2η), which is similar as in the original model. When g = 1 it holds
that ξi,1 ∼ N(δ, σ2λ) and ξi,t = ξi,t−1 for t > 1, and the model collapses to the original
model but with ξi,1 replacing vi in (2.34). We can now formally establish whether
time-invariant individual-specific effects are appropriate.
The parameter estimation results for this model are also presented in Table 2.5. We
find that the parameter g is estimated very close to 1. For this application including a
time-invariant individual-specific effect µi seems sufficient. The other parameter values
are similar as estimated previously.
Finally, we test whether our estimation results are obtained under a
√
M conver-
gence rate for the Monte Carlo likelihood estimate. We compute the Wald test statistic
as discussed in Section 2.5.2 for the three considered models. The top panel of Figure
2.7 presents the diagnostic test statistics which appear to be sufficiently negative. It
clearly indicates that a
√
M convergence rate exists for all models.
2.6.2 Crime rates between 1930 and 2005
The general credit (or default) risk modeling frameworks of Duffie et al. (2007) and
Koopman & Lucas (2008) can be applied to other areas of empirical research where the
prediction of unattractive events is of key interest. A prominent example is criminology.
Here interest focuses on the prediction of criminal behavior, see Koopman et al. (2008)
for an earlier example. Predicting crime has proven to be difficult and challenging,
despite the large number of explanatory variables that are often available in empirical
studies, see for example Levitt & Lochner (2001).
Two empirical regularities are well established in the literature. First, there exists
positive correlation between past and future criminal behavior, see Nagin & Paternoster
(2000). Second, on average crime increases in the teenage years, reaching a peak around
the age of 17-18, and decreases afterwards. This phenomenon is known as the age-crime
curve, see Farrington (1986). In this study we capture both regularities by using an
extension of the discrete-time credit risk framework of Koopman & Lucas (2008).
In this empirical illustration we analyse crime panel data from the so-called TRANS-
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Variable Model 1 Model 2 Model 3
yi,t−1 2.344 0.167 1.770 0.153 1.782 0.157
log Experience -0.201 0.236 -0.250 0.200 -0.252 0.480
Schooling -0.020 0.054 -0.030 0.058 -0.028 0.065
Married 0.382 0.148 0.291 0.196 0.294 0.198
Black 1.124 0.268 0.990 0.286 1.008 0.290
Hispanic 0.518 0.257 0.326 0.278 0.336 0.281
Rural 0.023 0.196 0.021 0.211 0.019 0.212
Health -0.865 0.528 -0.730 0.541 -0.724 0.547
North-East 0.364 0.273 0.259 0.295 0.263 0.300
South 0.023 0.248 -0.018 0.269 -0.004 0.282
North Central 0.490 0.263 0.411 0.285 0.424 0.213
yi,0 - 2.137 0.242 2.166 0.231
Marriedi,1 - 0.115 0.326 0.113 0.331
Marriedi,2 - -0.145 0.387 -0.135 0.317
Marriedi,3 - -0.104 0.390 -0.102 0.399
Marriedi,4 - 0.045 0.422 0.033 0.415
Marriedi,5 - 0.579 0.397 0.591 0.422
Marriedi,6 - 0.248 0.397 0.247 0.400
Marriedi,7 - -0.653 0.311 -0.653 0.316
h -0.418 0.566 -0.271 0.606 -0.514 0.610
ση 0.126 0.069 0.003 0.059 0.117 0.064
g - - 0.989 0.012
σN,η - - 0.040 0.003
δ -2.440 0.923 -2.614 0.910 -2.681 1.603
σµ 1.373 0.131 1.486 0.113 1.514 0.182
log pˆ(y) -4863.1 -4808.8 -4798.9
AIC 9756.3 9663.6 9645.9
Table 2.5: Estimation results (and standard errors in lower case) for the logistic models
for the union membership decision of young males. The binary data panel has cross-section
dimension N = 545 and time series dimension T = 7. Model 1 is our basic model with yi,0
treated as fixed. Model 2 extends Model 1 with (2.34) for the individual-specific effect µi.
Model 3 implements the stochastic component as in (2.35).
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5 study, see Bijleveld & Wijkman (2009) for a detailed description. The data panel
consists of observations for N = 188 high-risk families from The Netherlands that
reaches over five generations between the years 1930 and 2005, T = 75. For all indi-
viduals from these families, 6039 in total, their committed crimes are registered as well
as age and gender information. The size of the families fluctuates over time. In this
illustration, we aggregate the data at the family level to avoid modeling the correlation
between different family members.
Let yi,t denote the number of crimes committed by family i in year t. The observa-
tion yi,t is typically a low count and we assume that yi,t is generated by the Binomial
density as given by (2.3) with ki,t being the number of family members. The signal
variable zi,t is modelled by (2.1) where the family-specific effect µi and the common
time-varying effect ξt are specified as
µi = yi,0λ0 + vi, vi ∼ NID(δ, σ2µ), ξt+1 = ξt + ηt, ηt ∼ NID(0, σ2η),
for i = 1, . . . , N and t = 1, . . . , T . The disturbances vi and ηt are mutually and serially
uncorrelated. The signal zi,t include explanatory variables that represent the age and
gender composition of the family. The common trend ξt possibly accounts for the
general climate in the justice and police systems.
The current model extends the non-Gaussian state space framework of Koopman
& Lucas (2008) and Koopman et al. (2008) by including the individual-specific means
µi. This is an important extension as typically large differences in propensity exist
between families, even after adjusting for age and gender composition of the family.
The parameter estimates are presented in Table 2.6. The state dependence coefficient γ
is significantly estimated and has a positive value, indicating strong positive correlation
between past and future criminal behavior within families. The proportion of males in
the family has a strongly significant and positive effect on the crime intensity in the
family. The estimated coefficients for the age variables, which are constructed as the
fraction of individual family members within each age group, clearly reflect the age
crime curve. The effects of age reach their peak in the late teenage years after which
they slowly decline.
We extend our study by investigating whether the age crime curve is changing in
shape over time within our sample. Since crime reducing factors such as marriage and
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employment have taken place much earlier in life in the earlier years of our sample,
we may expect the age crime curve to change over time as well. We can investigate
this feature by considering time-varying effects for the age regression coefficients. We
replace the common time-varying effect by
b′i,tξt, where bi,t = (1,Age12-17i,t,Age18-24i,t,Age25-34i,t,Age35-44i,t),
where ξt is here a 5× 1 vector that captures the common time-varying factor and the
time-varying coefficients for age. Each element of ξt is modeled by a random walk with
different standard deviations. The last four initial elements in ξ1 are fixed at zero since
we also include the age variables in xi,t. It allows us to separate the mean age effects
from the time-varying effects, see Hsiao & Pesaran (2008). The estimates for the age
effects are shown in Figure 2.3. They are computed as discussed in Appendix C. We
find that the variable for the age group 25-34 increases significantly from say 1980
onwards. This corresponds to an age crime curve that is decaying more slowly after its
peak. Hence we may conclude that during the more recent years, the crime reducing
factors (marriage and employment) are considered later in life when compared to say
the 1930-1950 period.
The Wald test statistic of Section 2.5.2, are presented for the models of this section
in the second panel of Figure 2.7. All test statistics are sufficiently negative, which
indicates that a
√
M convergence rate exists.
2.6.3 Economic Growth
The econometric growth literature has studied to identify the determinants of long
run economic growth and to develop and test various measures of growth convergence,
see Durlauf et al. (2005) for an extensive review of the literature. Here we revisit
the stochastic Solow growth model that is derived in Binder & Pesaran (1999). The
stochastic Solow growth model differs from its deterministic counterpart by explicitly
allowing for random technological progress and random labor input in the otherwise
deterministic model. The model has been empirically examined in, among others, Lee
et al. (1997), Lee, Pesaran & Smith (1998), Binder & Pesaran (1999) and Pesaran
(2007). The parameters of the log linearized solution for the stochastic Solow growth
model can be estimated by a variety of panel data estimators discussed in Pesaran &
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Variable Model 1 Model 2
yi,t−1 0.195 0.021 0.193 0.027
% males 1.468 0.244 0.853 0.051
Age 12-17 1.770 0.233 1.370 0.037
Age 18-24 2.214 0.189 2.194 0.041
Age 25-34 1.351 0.213 0.619 0.031
Age 35-44 0.564 0.253 0.451 0.034
yi,0 0.068 0.044 0.052 0.029
ση 0.058 0.020 0.019 0.028
δ -6.885 0.093 -6.734 0.041
σv 0.960 0.084 0.915 0.026
log pˆ(y) -28033 -24856
AIC 56084 49738
Table 2.6: Estimation results (and standard errors in lower case) for the crime application.
The panel consists of the number of crimes committed by N = 188 families between 1930
and 2005, T = 75. Model 1 is the basic model specification. Model 2 extends Model 1 by
also considering time-varying effects for the age coefficients.
Smith (1995) and Pesaran (2006). The method proposed in Section 2.4 can also be
adopted for this purpose. More standard empirical estimators, such as fixed effects,
difference and system GMM estimators impose common slope parameters and can
therefore not be considered for this model. They have been adopted for estimating
variants of the deterministic Solow growth model with common slopes, see for example
Islam (1995) and Caselli, Esquivel & Lefort (1996).
We present an empirical study for a panel of time series of economic growth rates
for the current OECD countries that are listed in the Penn World Tables (PWT)
version 7.1, see Heston, Summers & Aten (2012). The sample consist of 34 countries
for the years 1950 to 2010, see Appendix D. The resulting panel of time series is
highly unbalanced with many missing entries. We generalize the model estimated
in Lee et al. (1997) by replacing the Gaussian density with the Student’s t density
for the measurement errors, see Section 2.2.3, while still allowing for heterogeneous
stochastic growth trends and heterogeneous slope parameters. The Student’s t density
is included to capture large outliers, see the discussion in Section 2.2. Further, it is
likely that different countries have similar access to available technology. To capture
these common paths, we model the stochastic trends by a multi-factor structure, see
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Figure 2.3: Time-varying effects of the age coefficients for the age crime curve.
also Pesaran (2007) and Phillips & Sul (2009). Finally, given the strong possibility that
the per capita output process contains a unit-root, due to the presence of a unit-root
in the latent technology process, we follow the recommendations of Pesaran (2007) in
modeling the growth rates rather than the levels of economic output.
Let yi,t = 100(log Yi,t− log Yi,t−1), where Yi,t is the per capita output of country i in
year t. The model specification of Pesaran (2007) for the growth rates yi,t is given by
yi,t = (1− γi)gi + γiyi,t−1 + (1− α)∆ζi,t + (α− γi)∆ζi,t−1 − α∆2vi,t, (2.36)
where ∆ is the difference operator, gi is the mean growth rate, γi is the within-country
convergence parameter, α is the elasticity of output with respect to capital and ζi,t
and vi,t are the stochastic components of technology and employment, respectively.
The model for yi,t is stationary and ergodic, regardless whether ζi,t or vi,t contain
a unit root. The stochastic components of technology and employment cannot be
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empirically separated and are typically modeled by a country-specific autoregressive
process. However, since common factors are likely to exist we can capture these terms
by a multi-factor structure.
Summarizing, model (2.36) can be expressed as a generalized dynamic panel data
model, where the Student’s t model (2.4) is considered for economic growth yi,t with
its signal zi,t specified by
zi,t = a
′
i,tµi + b
′
iξt,
where ai,t = (1, yi,t−1)′, µi is the 2 × 1 vector of country-specific effects which admits
(1 − γi)gi and γi, bi is the r × 1 vector of factor loadings and ξt is the r × 1 vector
of common factors. The country-specific effects µi capture the mean growth rate,
µi,1/(1 − µi,2), and the rate of convergence of country i towards its own steady state
output, µi,2. The common factors capture the technology and employment shocks which
may contain business cycle effects. Each factor is assumed to follow an autoregressive
process of order two, given by
ξj,t = hj,1ξj,t−1 + hj,2ξj,t−2 + ηj,t,
where
ηj,t ∼ NID
(
0,
(1− hj,2)
(1 + hj,2)(1− hj,1 − hj,2)(1 + hj,1 − hj,2)σ
2
j,η
)
,
for j = 1, . . . , r, which is specified such that E(ξj,t) = 0 and Var(ξj,t) = 1. To identify
the factor structure we set B = (b1, . . . , bN)
′ = (B′1, B
′
2)
′, where B1 is the r × r lower
triangular matrix with positive diagonal elements and B2 is (N − r) × r and is left
unrestricted, see also Jungbacker & Koopman (2008). We approximate the true number
of common factors using the likelihood based criteria developed in Bai & Ng (2002).
When the number of factors is equal to N each country has its own stochastic trend
growth process. However, since many countries have similar access to technology and
are often affected by common global economic shocks it is likely that r is smaller than
N . The fixed coefficients bi, hj,1 and hj,2 together with the coefficients for the country-
specific effects δ and Σµ and the coefficients ν and σ from (2.4) need to be estimated
by the method of maximum likelihood.
We estimate the coefficients of model specifications with Gaussian and Student’s t
densities. Both specifications rely on (2.4) with the signal as discussed above and with
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ν > 2 for the Student’s t case and ν = 1, 000 for the Gaussian case. All likelihood
criteria, including the AIC and BIC criteria, indicate that r = 2 common factors are
sufficient to capture the dynamics in the stochastic trends. For r = 1, r = 3 and a
variety of other model specifications similar results are obtained. The most important
parameter estimates for the Gaussian and Student’s t model are presented in Table
2.7. When comparing the Student’s t with the Gaussian specification, we find that
the Student’s t model yields a much higher loglikelihood value, both evaluated at their
maximum likelihood estimates. The degrees of freedom ν is estimated as 2.41 which
clearly indicates that many large and outlying shocks are present in the OECD PWT
dataset.
The estimated mean growth rates gi and convergence parameters γi are plotted per
country in Figure 2.4. The country-specific effects are extracted as discussed in Ap-
pendix C. We find that the estimates for the Student’s t model are extracted with much
more precision. The estimates for the Gaussian model correspond to the estimates re-
ported by Lee et al. (1997) where the stochastic growth model is also considered for
the levels of per capita output. The mean growth rates gi are positive and on average
2.47 for the Student’s t model and 2.44 for the Gaussian model. The implied speed of
convergence γi has mean around 0.3 for the Student’s t model and around 0.2 for the
Gaussian model. Large differences in convergence rates exist for different countries.
In Figures 2.6 and 2.5 we present the estimated common trends ξt and loadings bi
for the Student’s t and Gaussian models. For the Gaussian model, the 95% confidence
bounds for the estimates are much wider. For the Student’s t model a more pronounced
business cycle emerges from the factor estimates. The first factor is normalized to the
US growth rate. Each country loads positively on this factor. The second factor
correspond to the western countries where economic growth has slowed down in the
last decade. The large values found for the loadings for the Gaussian model can be
explained by the large outliers in the growth rates. Examples are Estonia, Slovenia
and Slovakia.
The Wald test statistics as discussed in Section 2.5.2 are presented in the lower
panel of Figure 2.7 for the models of this section. All test statistics are sufficiently
negative, which indicates that a
√
M convergence rate exists.
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Model 1: yi,t ∼ t(zi,t, σ, ν) Model 2: yi,t ∼ t(zi,t, σ, 1000)
ν 2.413 0.227 1000
σ 4.741 2.025 2.788 0.049
δ1 1.680 0.177 1.955 0.235
δ2 0.321 0.030 0.200 0.033
σµ,1 0.291 0.143 0.311 0.130
σµ,2 0.086 0.020 0.118 0.024
h1,1 0.102 0.075 0.222 0.165
h1,2 -0.005 0.034 -0.012 0.015
h2,1 0.236 0.198 0.359 0.149
h2,2 -0.052 0.012 -0.042 0.014
log pˆ(y) -7581.66 -7807.39
AIC 15317.06 15768.52
Table 2.7: Summary of the parameter estimation results (and standard errors in lower case)
for the economic growth rate application. The model considered is given by observation
density (C) in Table 2.1 with the signal specification zi,t as discussed in Section 2.6.3. The
data panel consists of the growth rates for 34 countries between 1950 and 2010 listed in
Appendix A.
2.7 Conclusion
We have developed a simulation-based methodology for the estimation of parameters
in a general class of dynamic panel data models with cross-section and time-varying
random effects. The new estimation method for this class of models is developed in this
paper. The use of importance sampling and related methods provides the means for
a feasible analysis. The computational efficiency of our methods is due to the ability
to separate the cross-section effects from the time-varying effects and to collapse high-
dimensional vectors to low-dimensional vectors that contain the sufficient statistics
relevant for the analysis. Further, the use of the Kalman filter allows for the efficient
sampling of the time-varying effects. In a Monte Carlo study we have given clear
evidence of the validity of our estimation methods for finite samples.
Given the generality of the generalized dynamic panel data model, many different
models can be designed for many different purposes. We have illustrated the method-
ology for three different panels of time series with observations from Binary, Binomial
and Student’s t densities. Further, panels with different cross-section and time series
dimensions are considered, to illustrate the effectiveness of the methodology for large
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Figure 2.4: Country-specific effects for the economic growth model. The black bars indicate
the estimated posterior means, whereas the lighter bars provide the confidence intervals.
The effects are computed based on estimated parameters ψ˜ (given in Table 2.7). Further
computational details are presented in Appendix C.
and small panels.
In our current modeling framework we let the signal be dependent on cross-section
and time effects in a linear way (effects are additive). Further flexibility can be intro-
duced by having a signal that depends on the two effects in a nonlinear way (effects are
multiplicative). This extension leads to an even more general class of dynamic panel
data models. It requires further amendments in our methodology of estimation. A mo-
tivation to pursue this plan for further research is the ability to estimate time-varying
effects (or dynamic factors) and their associated factor loadings simultaneously in a
generalized dynamic factor model. Further research is necessary to corroborate whether
such models can be analyzed using the importance sampling methods developed in this
paper.
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Figure 2.5: Common time-varying factor estimates and 95 % confidence bounds (dotted
lines) for the Student’s t and Gaussian dynamic panel data models. The effects are computed
based on estimated parameters ψ˜ (given in Table 2.7). Further computational details are
presented in Appendix C.
Appendix A
Based on vector representation (2.21), with B¯i replaced by B¯∗i = (b′i,1ξ∗1 , . . . , b′i,T ξ∗T )′,
we calculate conditional expectation Eg(µ|y; ξ∗), as needed in step (iii) of Algorithm
A, by using a standard lemma from multivariate normal regression. There holds that
Eg(µ|y; ξ∗) = Eg(µ; ξ∗) + Covg(µ, y; ξ∗)Varg(y; ξ∗)−1 [y − Eg(y; ξ∗)] ,
which can be solved separately for each element Eg(µi|y¯i; ξ∗), as given ξ∗, µi only
depends on y by means of y¯i. Some simple manipulations give
• Eg(µi; ξ∗) = δ;
• Covg(µi, y¯i; ξ∗) = ΣµA¯′i;
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Figure 2.6: Factor loadings bi for the Student’s t and Gaussian dynamic panel data models.
The effects are computed based on estimated parameters ψ˜ (given in Table 2.7). Further
computational details are presented in Appendix C.
• Varg(y¯i; ξ∗)−1 = D¯−1i −D¯−1i L¯i(L¯′iD¯−1i L¯i+Iq)−1L¯′iD¯−1i , where L¯i = A¯i·choleski(Σµ),
see Roy & Sarhan (1956) and Roy (1958);
• Eg(y¯i; ξ∗) = c¯i + B¯∗i .
Efficient implementation of the calculated can be accomplished without storing variance
matrices Varg(y¯i; ξ
∗) or its inverses.
Appendix B
Based on vector representation (2.22), with At replaced by A∗t (a′1,tµ∗1, . . . , a′N,tµ∗N)′, the
calculation of expected value Eg(ξ|y;µ∗) in step (v) of Algorithm A is carried out using
the Kalman filter and smoothing methods; see Anderson & Moore (1979) and Durbin
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Figure 2.7: Diagnostic checks for the empirical studies. The t-test statistics correspond to
the estimated models presented for: (i) the union choice of males, see Table 2.5, (ii) the crime
rates of families, see Table 2.6 and (iii) economic growth rates, see Table 2.7. All tests are
implemented as discussed in Section 2.5.2.
& Koopman (2012, Chapter 4). Moreover, since Dt is diagonal the fast Kalman filter
and smoothing methods from Koopman & Durbin (2003) can be used.
Appendix C
Given the estimated parameter vector ψ˜ we calculate Monte Carlo estimates of the
individual-specific and time-varying effects. A more detailed discussion of this approach
is given in Durbin & Koopman (2012, Chapter 11). Let f(µ, ξ) denote a general
function of µ and ξ that is of interest. It holds that
Ep [f(µ, ξ)|y] =
∫
ξ
∫
µ
f(µ, ξ)p(µ, ξ|y;x) dµ dξ,
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where Ep[·|y] refers to the expectation with respect to the density p(µ, ξ|y;x). For
given modal values µˆ and ξˆ, the accompanying importance sampling representation is
given by
Ep [f(µ, ξ)|y] = p(y)−1
∫
ξ
∫
µ
f(µ, ξ)
p(y|µ, ξ;x)p(µ)p(ξ)
g(µ|y; ξˆ)g(ξ|y; µˆ) g(µ|y; ξˆ)g(ξ|y; µˆ) dµ dξ.
When applying Bayes’ rule twice to the right hand side we obtain
Ep [f(µ, ξ)|y] = g(y; ξˆ)g(y; µˆ)
p(y)
∫
ξ
∫
µ
f(µ, ξ)w(y, µ, ξ; µˆ, ξˆ)g(µ|y; ξˆ)g(ξ|y; µˆ) dµ dξ,
where
w(y, µ, ξ; µˆ, ξˆ) =
p(y|µ, ξ;x)
g(y|µ; ξˆ)g(y|ξ; µˆ) .
Now, when setting f(µ, ξ) = 1 we obtain
1 =
g(y; ξˆ)g(y; µˆ)
p(y)
∫
ξ
∫
µ
w(y, µ, ξ; µˆ, ξˆ)g(µ|y; ξˆ)g(ξ|y; µˆ) dµ dξ.
And when dividing the two equations above we get
Ep [f(µ, ξ)|y] =
∫
ξ
∫
µ
f(µ, ξ)w(y, µ, ξ; µˆ, ξˆ)g(µ|y; ξˆ)g(ξ|y; µˆ) dµ dξ∫
ξ
∫
µ
w(y, µ, ξ; µˆ, ξˆ)g(µ|y; ξˆ)g(ξ|y; µˆ) dµ dξ ,
for which a Monte Carlo estimate f˜(µ, ξ) is given by
f˜(µ, ξ) =
∑M
i=1 f(µ
(i), ξ(i))w(i)∑M
i=1 w
(i)
,
where w(i) is defined in equation (2.18).
Appendix D
Current OECD countries: 0. Australia (AUS), 1. Austria (AUT), 2. Belgium (BEL),
3. Canada (CAN), 4. Chile (CHL), 5. Czech Republic (CZE), 6. Denmark (DNK),
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7. Estonia (EST), 8. Finland (FIN), 9. France (FRA), 10. Germany (DUE), 11.
Greece (GRC), 12. Hungary (HUN), 13. Iceland (ISL), 14. Republic of Ireland (IRL),
15. Israel (ISR), 16. Italy (ITA), 17. Japan (JPN), 18. South Korea (KOR), 19.
Luxembourg (LUX), 20. Mexico (MEX), 21. Netherlands (NLD), 22. New Zealand
(NLZ), 23. Norway (NOR), 24. Poland (POL), 25. Portugal (PRT), 26. Slovakia
(SVK), 27. Slovenia (SVN), 28. Spain (ESP), 29. Sweden (SWE), 30. Switzerland
(CHE), 31. Turkey (TUR), 32. United Kingdom (GBR), 33. United States (USA).
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Chapter 3
Dynamic Factor Models with
Stochastic Loadings
3.1 Introduction
Consider the dynamic factor model for N time series and T time periods given by
yi,t = λ
′
iαt + i,t, i = 1, . . . , N, t = 1, . . . , T, (3.1)
where yi,t is the observation corresponding to variable i and time period t, λi is the
r × 1 vector of factor loadings, αt is the r × 1 vector of dynamic factors and i,t is
the disturbance term. The aim is to decompose the vector of time series observations
yt = (y1,t, . . . , yN,t)
′ into two independent components: a common component that
is driven by r common dynamic processes αt and an idiosyncratic component that
is driven by N idiosyncratic time series processes i,t. Dynamic factor models are
typically used for macroeconomic forecasting or structural analysis; see for example
Stock & Watson (2002b) and Bernanke et al. (2005). The reviews of Bai & Ng (2008)
and Stock & Watson (2011) provide more discussion and references.
We consider the dynamic factor model (3.1) for the case where the loading vectors
λi, the dynamic factor vectors αt and the disturbances i,t are all treated as latent
stochastic processes. More specifically, the loading vectors are assumed to be normally
and independently distributed while the dynamic factors are specified as a stationary
vector autoregressive process. The stochastic assumptions for both the loading and
factor vectors have been considered earlier in Bayesian dynamic factor analysis; see for
example Aguilar & West (2000). However, they contrast with most other specifica-
tions, where the elements of the loading vectors and possibly the factors are treated as
deterministic unknown variables; see Stock & Watson (2011).
For the dynamic factor model with stochastic components we develop parametric
empirical Bayesian methods for the estimation of the loadings and the factors. This
approach combines the benefits of dimension reduction imposed by the structure of the
dynamic factor model (see Forni, Hallin, Lippi & Reichlin (2000) and Stock & Watson
(2002a)) with shrinkage-based parameter estimation (see James & Stein (1961), Efron
& Morris (1973), Knox, Stock & Watson (2004) and Efron (2010)). In particular, we
estimate the loadings and factors using filtering methods and the vector of unknown
parameters, which is associated with the distributions of λi, αt and i,t, by maximum
likelihood. The resulting filtered estimates have lower expected quadratic loss com-
pared to the standard maximum likelihood estimates for a large set of approximate
dynamic factor models. The implementation of the empirical Bayesian methods for
the dynamic factor model is non-trivial as the product of stochastic variables Λ and
αt requires modifications of standard state space methods; see Durbin & Koopman
(2012). In particular, we provide three new results.
First, we apply the iterative conditional mode algorithm of Besag (1986) for obtain-
ing the posterior modes of the loadings and the factors. The algorithm iterates between
updating the loadings conditional on the factors and vice versa. We show that this
algorithm can be implemented in a computationally efficient manner by exploiting the
results of Jungbacker & Koopman (2008) and Mesters & Koopman (2012). We show
that after convergence we have obtained the joint posterior mode of the loadings and
factors.
Second, we develop a two-step estimation procedure for the vector of deterministic
model parameters using likelihood-based methods. In the first step we treat the ele-
ments of the loading matrix deterministic and estimate the model using standard state
space methods; see Jungbacker & Koopman (2008) and Doz, Giannone & Reichlin
(2012). This gives maximum likelihood estimates for the loadings and the parameters
that pertain to the distributions of the factors and the disturbances. In the second
step we estimate the parameters that pertain to the distribution of the loadings using
the maximum likelihood estimates for the loadings as observations.
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Third, we consider the estimation of other posterior statistics, such as the posterior
mean and the posterior variance of the loadings and the factors. We argue that ana-
lytical solutions are not available when both λi and αt are considered stochastic; see
also Bishop (2006, Chapters 8 and 12). We can resort to simulation methods which are
a standard solution for the estimation of latent variables in nonlinear models. How-
ever, given the typical large dimensions of the dynamic factor model (N, T > 100),
standard simulation methods converge slowly and unreliable because they are subject
to so-called infinite variance problems; see Geweke (1989). To solve this problem we
factorize the estimation into two separate parts: one for the loadings and one for the
factors. We show that the integral over the factors can be calculated analytically, while
the integral over the remaining λ-dependent terms can be calculated using simple sim-
ulation methods. The performance of the “integrated” simulation-based estimation
methods is more stable and has overall good properties.
The factors and loadings of the dynamic factor model are traditionally estimated
by principal components and maximum likelihood methods; see for example Watson
& Engle (1983), Stock & Watson (1989), Sargent (1989), Forni et al. (2000), Stock &
Watson (2002a), Bai (2003), Bai & Ng (2008), Jungbacker & Koopman (2008), Doz
et al. (2012) and Bai & Li (2012a, b), where the loadings, and on occasion the factors,
are treated deterministic. More recently, a variety of two-step estimation methods
have been proposed to combine the favorable elements of both traditional estimation
methods. They typically rely on a principal components step to first approximate
the factor space after which regression or state space methods are used to estimate
the underlying factor dynamics; see for examples Stock & Watson (2005), Giannone,
Reichlin & Small (2008), Doz, Giannone & Reichlin (2011), Breitung & Tenhofen
(2011) and Brauning & Koopman (2013). Alternatively, and more related to our model
specification, Bayesian Markov Chain Monte Carlo (MCMC) methods for state space
models can be used to jointly estimate the factors and loadings. In this approach,
the loadings are typically treated as part of the parameter vector; examples are Kose,
Otrok & Whiteman (2003) and Bernanke et al. (2005). Recent advances in Bayesian
dynamic factor modeling that aim to model the loading matrix more sparse include
Bhattacharya & Dunson (2011), Kaufmann & Schumacher (2013) and Nakajima &
West (2013).
The benefits of our model specification and estimation methods can be summarized
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as follows. First, we show that the parametric empirical Bayes joint posterior mode
estimates for the loadings and the factors are more accurate in the mean squared error
(MSE) sense when compared to the maximum likelihood estimates; see Hansen (2013).
The differences are significant and large for both the loadings and the factors. The
reductions in MSE for the loadings can be as large as 80% depending on the data
generating process, number of factors and panel sizes. Under various forms of misspec-
ification for the disturbances the differences remain the same. Second, given that the
loadings and factors are estimated more accurately it follows that the resulting fore-
cast errors are smaller when compared to those resulting from the maximum likelihood
estimates and the principal components estimates. This is illustrated in our empirical
studies where we consider out-of-sample forecasting for panels of macroeconomic and
financial time series. Third, from a computational perspective, by computing several
integrals analytically we reduce the computational complexity when compared to hier-
archical Bayesian MCMC methods that also aim to learn about the prior distributions.
While we predominantly focus on empirical Bayes methods, the results can be adapted
for full Bayesian inference methods as well. Finally, our methods produce posterior
estimates that are not subject to errors and they do not depend on Taylor expansions
or discrete function approximations. Therefore they compare favorably to other algo-
rithms for nonlinear state space models such as the extended Kalman filter of Anderson
& Moore (1979) and the unscented Kalman filter of Julier & Uhlmann (1997).
This chapter develops and evaluates parametric empirical Bayes methods for dy-
namic factor models in finite sample settings. A full asymptotic analysis of the empiri-
cal Bayes posterior mode estimates is beyond the scope of the chapter. Such an analysis
involves developing a limit theory for the posterior mode estimates when N, T → ∞.
Similar analysis have been recently conducted by Doz et al. (2012) and Bai & Li (2012a,
b), who consider the analysis of maximum likelihood estimates for the dynamic factor
model with deterministic loadings. We leave this for future work.
The remainder of this chapter is organized as follows. In the next section we detail
the specification of the dynamic factor model with stochastic loadings. In Section 3.3
we discuss the implementation of the empirical Bayesian estimation methods. The
finite sample properties of the posterior mode estimates are studied in a Monte Carlo
study that is presented in Section 3.4. The methods are evaluated for different panel
sizes and different number of factors. In Section 3.5 we present the results from three
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empirical studies for (i) macroeconomic forecasting with many predictors (see Stock
& Watson (2002a) and Stock & Watson (2012)), (ii) the term structure of interest
rates (see Diebold & Li (2006)) and (iii) decomposing economic growth rates (see Kose
et al. (2003)). Section 3.6 concludes the paper and provides some directions for further
research.
3.2 Dynamic factor model with stochastic loadings
We define the dynamic factor model with stochastic loadings for N variables which are
indexed by i = 1, . . . , N . The variables are observed over time for a span of T periods;
each time period is indexed by t = 1, . . . , T . The observation vector yt = (y1,t, . . . , yN,t)
′
is modeled by
yt = Λαt + t, t ∼ NID(0,Ω),
Λ = (λ1, . . . ,λN)
′, λi ∼ NID(δ,Σλ),
αt+1 = Hαt + ηt, ηt ∼ NID(0,Ση), t = 1, . . . , T,
(3.2)
where Λ is the N × r loading matrix, with r < N , αt is the r × 1 vector of common
dynamic factors and t is the N × 1 is the disturbance vector, with mean zero and
variance matrix Ω. The loading vectors λi are normally and independently distributed
with mean δ variance Σλ. The dynamic factors αt follow a vector auto-regressive
process of order one, with r × r coefficient matrix H and r × r variance matrix Ση.
The initial state vector α1 is normally distributed with mean a1 and variance matrix
P1. Our estimation methods are sufficiently general to consider more elaborate speci-
fications for the factors. For notational and expositional convenience, we focus on the
basic specification in (3.2).
The observation equation of model (3.2) can also be written as
yt = (α
′
t ⊗ IN)λ+ t, t ∼ N(0,Ω), (3.3)
where λ = vec(Λ) = (λ´′1, . . . , λ´
′
r)
′ and the N × 1 vector λ´j is the jth column of Λ, for
j = 1, . . . , r. This alternative representation of the observation equation is convenient
for our exposition below. To identify the space of the model components and the
underlying parameters several strategies can be pursued; see Bai & Li (2012b) for a
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recent discussion. For the dynamic factor model with stochastic loadings we impose
the following restrictions to identify the factor and loading spaces.
Assumption 1. For the dynamic factor model in (3.2) we assume
(a) Common factors
The r × 1 vector of common factors αt is stationary and restricted such that
Var(αt) = Ir; see Ansley & Kohn (1986). The initial state is given by α1 ∼
N(0, Ir). The common innovations ηt and the initial state α1 are mutually inde-
pendent and distributed independent of the loading vectors λi and the disturbances
i,s, for all i = 1, . . . , N and s, t = 1, . . . , T .
(b) Loading vectors
The loading vectors λi in (3.2), for i = 1, . . . , N , are distributed normally and
independently with mean δ and positive definite variance Σλ. The distribution
of the loadings λi is independent of the disturbances t, for all i = 1, . . . , N and
t = 1, . . . , T .
(c) Disturbances
The disturbance vectors t in (3.2) are distributed normally and independently
with mean zero and diagonal variance matrix Ω = diag(ω21, . . . , ω
2
N).
The assumptions 1.(a) and 1.(c) are standard for exact dynamic factor models and
identify the factor space; see Doz et al. (2012). Assumption 1.(b) is the novel for this
paper and the value of Σλ determines the shrinkage for the loadings. Assumption
1.(c) rules out cross-section and serial correlation in the disturbances but allows for
heteroskedasticity. Serial correlation can be handled by rewriting the model; see Stock
& Watson (2005) and Jungbacker & Koopman (2008). To identify a particular rotation
of the loadings and factors we need to impose hierarchical constraints on r vectors of
the loading matrix Λ; see Geweke & Zhou (1996). The choice for the restrictions
will typically depend on the empirical application of interest and we consider different
choices in Sections 3.4 and 3.5.
It follows from Brown & Rutemiller (1977) that under Assumption 1 the mean and
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variance for the observations yi,t are given by
E(yi,t) = E(λ
′
iαt) + E(i,t) = E(λ
′
i)E(αt) + E(i,t) = 0 (3.4)
Var(yi,t) = Var(λ
′
iαt) + Var(i,t)
= E(λ′i)Var(αt)E(λi) + E(α
′
t)Var(λi)E(αt) + Tr [Var(λi)Var(αt)] + Var(i,t)
= Tr[δδ′ + Σλ] + ω2i , (3.5)
where Tr() denotes the trace operator. The moments do not depend on the normality
assumptions.
The equations in (3.2) define the dynamic factor model with stochastic loadings.
The parameters pertaining to the model are collected in the vector ψ. For our model
(3.2) it contains the unrestricted elements of δ, Σλ, H , Ση and Ω. We notice that the
number of deterministic parameters is much smaller compared to the standard dynamic
factor model with deterministic loadings as considered in for example Jungbacker &
Koopman (2008) and Doz et al. (2012). When Σλ → ∞ the prior restriction on the
loading matrix vanishes and when H → 0 and Ση →∞ prior restriction on the factors
vanishes.
In our exposition below we assume that the panel of observations is balanced and
that there are no missing observations. This assumption is merely for notational con-
venience and in Appendix C we present the adjustments for the methods of Section
3.3 for the case where there are observations missing. The adjustments are minor.
3.3 Estimation of the loadings, factors and param-
eters
We develop the parametric empirical Bayesian methods for the estimation of the load-
ings, factors and the parameter vector for the dynamic factor model in (3.2) under
assumption 1. The posterior modes of the loadings and factors are estimated using
filtering methods and the vector of deterministic parameters is estimated by maxi-
mum likelihood. We provide an iterative algorithm for computing the joint posterior
modes of the loadings and factors. The posterior mode estimates provide the point
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estimates and are the subject of our Monte Carlo study in Section 3.4. Further, we
develop methods for the estimation of other posterior statistics for the loadings and the
factors. These are necessary for the construction of finite sample confidence intervals.
3.3.1 Joint posterior mode analysis
The posterior modes for λ = vec(Λ) and α = (α′1, . . . ,α
′
T ,α
′
T+1)
′ are defined by
{λˆ, αˆ} = arg max
λ,α
log p(λ,α|y;ψ), (3.6)
where y = (y′1, . . . ,y
′
T )
′. The direct optimization of p(λ,α|y;ψ) with respect to λ
and α is complicated as the first order conditions for λ and α depend on each other
and solving analytically, or numerically, for either one is infeasible when N and T are
large. The following theorem shows that we can separate the first order conditions of
the posterior density into two parts. One part that can be used for calculating the
posterior mode of λ and another part that can be used for calculating the posterior
mode of α.
Theorem 1. For y defined by model (3.2) it holds, under Assumption 1, that
∂ log p(λ,α|y;ψ)
∂(λ′,α′)′
∣∣∣∣
λ=λ˜,α=α˜
=
∂ log p(λ|y;α = α˜,ψ)p(α|y;λ = λ˜,ψ)
∂(λ′,α′)′
∣∣∣∣∣
λ=λ˜,α=α˜
,
for all given λ˜ and α˜.
The proof is given in Appendix A. The decomposition of the score function in
Theorem 1 enables the efficient computation of the posterior modes of both λ and α. It
holds that λˆ can be found by maximizing log p(λ|y;α = αˆ,ψ) with respect to λ. Also,
αˆ can be found by maximizing log p(α|y;λ = λˆ,ψ) with respect to α. The modes,
means and variances of p(λ|y;α = αˆ,ψ) and p(α|y;λ = λˆ,ψ) can be evaluated
using standard methods. In particular, conditionally on α the observation equation
(3.3), together with the marginal density for λ forms a linear Gaussian regression
model. Multivariate regression methods are used to evaluate the mean and variance of
p(λ|y;α = αˆ,ψ). The mode follows from the equality between the mean and mode
for the Gaussian density. Also, conditional on λ model (3.2) is a linear Gaussian state
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space model. The mean, and thus the mode, and variance of p(α|y;λ = λˆ,ψ) are
evaluated by the Kalman filter smoother; see Durbin & Koopman (2012, Chapter 4).
However, we can only obtain the modes λˆ or αˆ when we have knowledge of either
αˆ or λˆ. The iterative conditional mode algorithm proposed in Besag (1986) provides a
simple and stable solution for this problem. For the model (3.2) the following Theorem
summarizes this algorithm.
Theorem 2. Suppose that p(λ,α|y;ψ) is uni-modal in λ and α with λˆ and αˆ being the
only stationary points. It holds, under Assumption 1, Theorem 1 and given arbitrary
starting values λ(s) 6= 0 for s = 0, that λˆ and αˆ, as defined in (3.6), can be found by
iterating between
1. α(s) = E(α|y;λ = λ(s−1),ψ);
2. λ(s) = E(λ|y;α = α(s),ψ);
3. s = s+ 1,
until convergence.
The proof is presented in Appendix B, together with the details for the efficient
computation of E(α|y;λ = λ(s−1),ψ) and E(λ|y;α = α(s),ψ). The computational
advances are based on Jungbacker & Koopman (2008) and Mesters & Koopman (2012).
The algorithm can be viewed as the expectation conditional maximization (ECM)
algorithm of Meng & Rubin (1993), where the E-step is unity. We notice that the steps
(i) and (ii) in this algorithm are M-steps since given the Gaussian Assumption 1 the
conditional expectations are equal to conditional maximization steps. The assumption
of uni-modality is not different from the assumptions on the ECM algorithm and,
as argued in Meng & Rubin (1993), not different from the assumptions for the EM
algorithm. In practice, we use as a convergence criteria ||λ(s)i,j /λ(s−1)i,j − 1|| < 10−5 and
||α(s)j,t /α(s−1)j,t − 1|| < 10−5, for all i = 1, . . . , N , j = 1, . . . , r and t = 1, . . . , T .
While the conditional modes can be calculated iteratively up to any degree of ac-
curacy, we should emphasize that the curvatures around p(λ,α|y;ψ) and p(λ|y;α =
αˆ,ψ)p(α|y;λ = λˆ,ψ) are different. The former takes into account the posterior
dependence between λ and α, while the latter does not. Nevertheless, the point esti-
mates for the factors in (3.6) are interesting from a classical perspective as they can be
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compared to the standard maximum likelihood estimates that compute the posterior
mean of the factors given the maximum likelihood estimate for the loading matrix. To
operationalize the computation of the posterior mode estimates using Theorem 2, we
require a choice for the parameter vector ψ, which is the topic of the next section.
3.3.2 Likelihood evaluation
The parameter vector ψ contains the parameters that pertain to the distributions of
the loadings, factors and the disturbances. The estimation of the parameter vector is
based on maximum likelihood. For model (3.2) it is difficult to evaluate the marginal
likelihood L(ψ;y) = p(y;ψ) analytically. This follows as the product of stochastic
variables Λ and αt prohibits closed form solutions for the integral representation of
the marginal likelihood given by
p(y;ψ) =
∫
α
∫
λ
p(y,λ,α;ψ) dλ dα. (3.7)
More specifically, both sequential methods, such as filtering, and iterative methods,
such as the expectation-maximization procedures, require at some point the evalua-
tion of the conditional mean function E(Λαt|y1, . . . ,ys;ψ), for some s ∈ {1, . . . , T}.
Since closed form expressions for the conditional expectation of products of stochastic
variables do not exist we cannot use these methods.
To solve this problem we rely on a two-step estimation method1. We decompose
the parameter vector ψ = {ψ1,ψ2}, where ψ1 = {Ω,H ,Ση} and ψ2 = {δ,Σλ}. In
the first step we consider the classical state space problem given by
{λ˜, ψˆ1} = arg max
λ,ψ1
log p(y|λ,ψ1), (3.8)
where λ is treated deterministic; see Jungbacker & Koopman (2008) and Doz et al.
(2012). The conditional likelihood p(y|λ,ψ1) is evaluated via the prediction error
1A previous draft of this paper developed an approximation to the marginal likelihood in the
spirit of Davis & Rodriguez-Yam (2006). Given the typical large dimensions that are encountered
in empirical applications little differences can be found between the approximation and the 2-step
method. Also, a Monte Carlo approach for evaluating the marginal likelihood which is discussed
below did not give different results.
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decomposition given by
log p(y|λ;ψ1) = −NT
2
log 2pi − 1
2
T∑
t=1
(
log |Ft|+ v′tF−1t vt
)
, (3.9)
where the quantities vt = yt−Λat and Ft = ΛPtΛ′+ Ω are computed by the Kalman
filter. It holds that at = E(αt|yt−1, . . . ,y1,λ) and Pt = Var(αt|yt−1, . . . ,y1,λ), which
are also functions of λ and are computed by the Kalman filter. The likelihood can
be optimized with respect to λ and ψ1 using numerical optimization methods. Com-
putation efficiency can be improved by using the methods discussed in Jungbacker &
Koopman (2008). We emphasize that λ˜ is the maximum likelihood estimate for the
loadings.
In the second step we estimate the parameters ψ2 by solving
ψˆ2 = arg max
ψ2
log p(λ˜;ψ2), (3.10)
where the observations λ˜ are obtained from the first step and the density p(λ˜;ψ2) is
implied by assumption 1.(b). It is easy to verify that the procedure yields consistent
estimates for the parameter vector ψ; see for example Newey & McFadden (1994).
3.3.3 Posterior Statistics for the Loadings and Factors
We consider the evaluation of the posterior means and variances of the loadings and
the factors. For the mean and the variance analytical solutions are not available as
the product of Λ and αt prohibits closed form solutions. Instead, we show that when
evaluating the mean and variance of the loadings and the factors the factors can be
integrated out analytically. The reverse is also possible but computationally much
harder. To evaluate the resulting expressions, which only depend on the latent vector
λ, we develop adequate importance densities that are based on the Laplace approxi-
mation; see So (2003) and Jungbacker & Koopman (2007). Thus, we do half the work
analytically and the other half by simulation methods.
Let f(λ) denote some arbitrary vector function of λ. In the simplest case f(λ) = λ.
We are interested in estimating the conditional mean function f¯ = E(f(λ)|y;ψ). It
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holds that
f¯ =
∫
λ
f(λ)p(λ|y;ψ) dλ, (3.11)
where the posterior density p(λ|y;ψ) is of unknown form. This can be seen by notic-
ing that p(λ|y;ψ) ∝ p(y|λ;ψ)p(λ;ψ), where p(y|λ;ψ) follows from the prediction
error decomposition that is provided by the Kalman filter; see equation (3.9). The
elements of the latent loading vector λ enter the log density (3.9) nonlinearly in both
the mean vector and the variance matrix. Therefore the posterior density p(λ|y;ψ)
has a complicated form.
To solve the problem of evaluating the integral in (3.11) we make use of the impor-
tance sampling technique. We rewrite the integral (3.11) using the importance density
g(λ|y;ψ). It holds that
f¯ =
∫
λ
f(λ)
p(λ|y;ψ)
g(λ|y;ψ)g(λ|y;ψ) dλ. (3.12)
The importance density g(λ|y;ψ) targets p(λ|y;ψ), which is the marginal posterior
density of the loadings which does not depend on α. The construction of g(λ|y;ψ) is
discussed below. First, we may rewrite (3.12) using Bayes’ rule to obtain
f¯ =
g(y;ψ)
p(y;ψ)
∫
λ
f(λ)wλ(y,λ;ψ)g(λ|y;ψ) dλ, (3.13)
where the “integrated” weights wλ(y,λ;ψ) are given by
wλ(y,λ;ψ) =
p(y|λ;ψ)
g(y|λ;ψ) . (3.14)
When choosing f(λ) = 1 we obtain
1 =
g(y;ψ)
p(y;ψ)
∫
λ
wλ(y,λ;ψ)g(λ|y;ψ) dλ, (3.15)
and finally, when taking the ratio of (3.13) and (3.15) we obtain
f¯ =
∫
λ
f(λ)wλ(y,λ;ψ)g(λ|y;ψ) dλ∫
λ
wλ(y,λ;ψ)g(λ|y;ψ) dλ . (3.16)
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The expression in (3.16) only depends on the latent loading vectors. The latent factors
are implicitly integrated out. A Monte Carlo estimate for (3.16) is given by
f¯ =
∑M
j=1 f(λ
(j))wλ(y,λ
(j);ψ)∑M
j=1 wλ(y,λ
(j);ψ)
, M →∞, (3.17)
where the samples λ(j) are drawn from g(λ|y;ψ).
The main difficulty that remains is how to choose an adequate importance density
g(λ|y;ψ) which accurately approximates the marginal posterior density p(λ|y;ψ). An
initial candidate that seems appropriate is p(λ|y;α = αˆ,ψ). While the location of this
density is accurately chosen it can be verified that its variance is too small relative to
p(λ|y;ψ). This as p(λ|y;α = αˆ,ψ) does not account for the variance of the posterior
mode estimate αˆ.
Instead, we choose g(λ|y;ψ) to follow a Gaussian distribution, where the mean and
the variance are equal to the mode and the curvature around the mode of p(λ|y;ψ).
So (2003) and Jungbacker & Koopman (2007) argue that the mode can be obtained
by maximizing log p(λ|y;ψ) = log p(y|λ;ψ) + log p(λ;ψ)− log p(y;ψ) with respect to
λ. We notice that this conditional mode is different from the conditional mode given
in Theorem 2. From Jungbacker & Koopman (2007, Theorem 1) it follows that the
mode and curvature can be found by the following Newton-Raphson steps:
1. Initialize λ = λ∗;
2. Compute
x = λ∗ − {p¨(y|λ∗;ψ)}−1 p˙(y|λ∗;ψ), C = −{p¨(y|λ∗;ψ)}−1 ,
where
p˙(y|λ;ψ) = ∂ log p(y|λ;ψ)
∂λ
, p¨(y|λ;ψ) = ∂
2 log p(y|λ;ψ)
∂λ∂λ′
;
3. Update λ∗ by computing E(λ|x;ψ), where x = λ+ u, with u ∼ N(0,C);
4. Iterate between (ii) and (iii) until convergence.
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After convergence λ∗ is equal to the mode of p(λ|y;ψ) and C is equal to the cur-
vature around the mode. The main difficulty in the implementation of the steps above
is the computation of the derivatives in step (ii). This is hard as λ occurs in both the
log determinant, the inverse and the predictive mean and variance of density p(y|λ;ψ)
given in (3.9). By using the fact that the derivatives of the marginal likelihood are
equivalent to the derivatives of the expected complete likelihood Koopman & Shephard
(1992) show that the derivatives can be computed in closed form. Explicit expressions
for the dynamic factor model with given loadings are given in Jungbacker & Koopman
(2008).
The resulting importance density is chosen as g(λ|y;ψ) ≡ N(λ∗,C∗), where C∗ =
Var(λ)− Var(λ)(Var(λ) +C)−1Var(λ). The observation model for x in step (iii) can
be used for sampling and to compute the weights in (3.14). We typically ignore the off-
diagonal elements in C as they do not affect the quality of the weights. In our Monte
Carlo study we show that the weights that result from this choice for the importance
density have finite variance for all model specifications that we consider. Given that
the model for x is low dimensional and static by construction, sampling from g(λ|y;ψ)
can be implemented in a computationally efficient way.
By integrating out α analytically via the Kalman filter we reduce the amount
of simulation and the simulation variance. This is a direct application of the Rao-
Blackwellization principal, which is discussed in general in Doucet et al. (2001, pp.
499-515) and Durbin & Koopman (2012, Section 12.7).
Similar results may be obtained for functions of the factors. In particular, define
h(α) as a vector function of α. We are interested in estimating the conditional mean
function h¯ = E(h(α)|y;ψ). Similar as for the loadings it holds that
h¯ =
∫
α
h(α)p(α|y;ψ) dα, (3.18)
where the marginal conditional density p(α|y;ψ) is unknown when λ is stochastic.
We do not want to construct an additional importance density for the estimation of
the factors. Two main reasons for this exist. First, when α constitutes a persistent
dynamic process, approximating p(α|y;ψ) accurately in high dimensions is compli-
cated; see for example Koopman, Lucas & Scharth (2011). Second, given that an
accurate importance density is obtained, sampling from it is typically computationally
84
CHAPTER 3: DYNAMIC FACTOR MODELS WITH STOCHASTIC LOADINGS
demanding.
Instead we rewrite the integral in (3.18) to obtain
h¯ =
∫
λ
∫
α
h(α)p(α,λ|y;ψ) dα dλ
=
∫
λ
∫
α
h(α)p(α|λ,y;ψ)p(λ|y;ψ) dα dλ
=
∫
λ
E(h(α)|y,λ;ψ) p(λ|y;ψ) dλ, (3.19)
where we have rewritten the conditional mean function in terms of the marginal poste-
rior density of the loadings. Given λ we can evaluate E(h(α)|y,λ;ψ) using the Kalman
filter smoother for many functions h(α). From the previous section it follows that we
do not know the moments of p(λ|y;ψ), but we can develop an adequate importance
density to avoid sampling from p(λ|y;ψ).
In particular, we can rewrite (3.19) to obtain
h¯ =
∫
λ
E(h(α)|y,λ;ψ) p(λ|y;ψ)
g(λ|y;ψ)g(λ|y;ψ) dλ
=
g(y;ψ)
p(y;ψ)
∫
λ
E(h(α)|y,λ;ψ) p(y|λ;ψ)
g(y|λ;ψ)g(λ|y;ψ) dλ
=
g(y;ψ)
p(y;ψ)
∫
λ
E(h(α)|y,λ;ψ) wλ(y,λ;ψ)g(λ|y;ψ) dλ, (3.20)
where the weights wλ(y,λ;ψ) are given in (3.14). When we choose h(α) = 1 we obtain
1 =
g(y;ψ)
p(y;ψ)
∫
λ
wλ(y,λ;ψ)g(λ|y;ψ) dλ. (3.21)
Finally, by taking the ratio of (3.20) and (3.21) we get
h¯ =
∫
λ
E(h(α)|y,λ;ψ) wλ(y,λ;ψ)g(λ|y;ψ) dλ∫
λ
wλ(y,λ;ψ)g(λ|y;ψ) dλ , (3.22)
for which a Monte Carlo estimate is given by
h¯ =
M−1
∑M
j=1 E(h(α)|y,λ(j);ψ) wλ(y,λ(j);ψ)
M−1
∑M
j=1 wλ(y,λ
(j);ψ)
, M →∞, (3.23)
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where the samples λ(j) are drawn from g(λ|y;ψ). Thus, given that for every draw λ(j)
we can evaluate E(h(α)|y,λ(j);ψ) analytically, we only require the construction of the
importance density g(λ|y;ψ) for the estimation of h¯.
Remark 1
We notice that we can also use the integrated weights wλ(λ,y;ψ) to obtain an exact
Monte Carlo estimate for the likelihood. In particular, it follows from (3.15) that
p(y;ψ) = g(y;ψ)M−1
M∑
j=1
wλ(λ
(j),y;ψ), M →∞,
where λ(j) is drawn from g(λ|y;ψ).
While this estimate is feasible it does increase the computational cost of estimating
the parameter vector. In particular, when using simulation methods for the evaluation
of the log likelihood we cannot use the analytical score functions nor the expectation-
maximization method for optimizing the log likelihood function. The Monte Carlo
estimate for the likelihood can only be optimized by numerical routines which become
slow when the parameter vector increases. Given the accurate performance that we
document in the Monte Carlo study in Section 3.4 for the two-step estimation method
of Section 3.3.2 we prefer to not use simulation methods to evaluate the likelihood.
3.4 Simulation study
In this section we study the finite sample properties of the methods that are discussed
in Section 3.3. Our main interest is in comparing the empirical Bayes estimates with
the classical maximum likelihood estimates. The empirical Bayes point estimates that
we consider are the posterior mode estimates from Section 3.3.1. The estimates are
computed given the estimated parameter vector ψˆ which is obtained as discussed in
Section 3.3.2. The maximum likelihood estimates for the loadings are given by λ˜ in
(3.8) and the corresponding smoothed estimates for the factors are given by α˜t =
E(αt|y; λ˜, ψˆ1); see Jungbacker & Koopman (2008) and Doz et al. (2012). We study
the differences between the empirical Bayes and maximum likelihood estimates for
different data generating processes that are outlined below.
Next to our main study we examine the validity of the importance sampling meth-
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ods that are discussed in Section 3.3.3. We estimate the variances of the integrated
importance sampling weights in (3.14). We apply the extreme value based tests that are
discussed in Koopman et al. (2009) to determine whether the variance of the weights
exists.
3.4.1 Simulation design
We study the dynamic factor model for different cross-section and time series dimen-
sions. We include combinations for N, T = 50 and 100. The number of factors is
chosen to be equal to r = 3 or 5. During the simulation study we assume that the true
number of factors is known. In empirical applications it is possible to rely on economic
theory or information criteria to determine an appropriate number of factors; see Bai
& Ng (2002).
We draw L = 5000 different panels of observations from model (3.2) for each com-
bination of panel size and number of factors. We denote the sampled vectorized panels
by y(l) for l = 1, . . . , L. Each observation vector has its own “true” loadings and
factors; λ(l) and α(l). The loading vectors λi(l) are drawn from a variety of mixture
distributions. The distributions are chosen such that they mimic the empirical dis-
tribution of the loadings that is found in the macroeconomic application of Stock &
Watson (2012) (see Figure 3.4). In particular, we consider the elements of the loading
vector to be given by
λi,j = k1N(µ1, σ
2
1) + . . .+ ksN(µs, σ
2
s), (3.24)
where the values for µn, σ
2
n, kn, for n = 1, . . . , s and s are taken to obtain normal(0,1),
normal(0,0.04), tri-modal, skewed and outlier distributions for the loadings. The values
for the parameters for the tri-modal, skewed and outlier distributions are given in
Marron & Wand (1992, Table 1). The variety of sampling schemes for the “true”
loadings ensures that our results do not depend on the normality assumption for the
loadings and that we remain close to empirically relevant distributions. Additionally,
we restrict the loading matrix Λ = (Λ′1,Λ
′
2)
′, such that the r × r matrix Λ1 is lower
triangular with ones on the main diagonal. This identifies a particular rotation for the
factors and allows us to calculate mean squared error statistics for the estimates.
The dynamic factors are simulated from the autoregressive process in (3.2) with
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autoregressive polynomial matrix H and variance matrix Ση = Ir −HH ′, such that
Var(αt) = Ir. The elements for the diagonal of H are drawn randomly for each panel
from the uniform(0.5,0.95) distribution. The off-diagonal elements are drawn from the
N(0,0.1) distribution, after which the transformations of Ansley & Kohn (1986) are
applied to ensure that H and Ση form a stationary vector autoregressive process. For
both the maximum likelihood and the empirical Bayes methods the factor process is
correctly specified. The error term t is drawn from the normal distribution with mean
zero and variance matrix Ω, with Ω = diag(ω21, . . . , ω
2
N), where the elements ωi are
drawn from the uniform(0.1,0.9) distribution.
Next to investigating the methods for the correct model specification for the error
term t, we also study the performance of our methods under some common forms
of misspecification. In particular, we evaluate our methods for cross-sectional depen-
dent errors and serial correlated errors. Cross-section dependence is implemented by
generating i,t from
i,t = (1 + b
2)ζi,t + bζi−1,t + bζi+1,t, ζi,t ∼ N(0, ω2i ), (3.25)
where we choose b = 0.5. Serial correlation is generated by
i,t = ρii,t−1 + ζi,t, ζi,t ∼ N(0, ω2i ), (3.26)
where the autoregressive coefficients ρi are drawn from the uniform distribution be-
tween 0.5 and 0.9. We may also combine the equations (3.25) and (3.26) to have
both serial correlation and cross-section dependence in the errors. Similar sources of
misspecification are studied in Stock & Watson (2002a), Doz et al. (2012) and Bai &
Li (2012a) for principal components and maximum likelihood methods. We empha-
size that we always implement the methods of Section 3.3 under the distributional
assumptions 1.
3.4.2 Comparing empirical Bayes and maximum likelihood
We study the accuracy of the empirical Bayes’ estimates and compare these to the
maximum likelihood estimates. We define the accuracy of the estimates for the loadings
and the factors by computing the average mean squared error statistics. In particular,
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we compute
MSE(λˇ) = L−1
∑L
l=1(λ(l)− λˇ(l))′(λ(l)− λˇ(l)),
MSE(αˇ) = L−1
∑L
l=1(α(l)− αˇ(l))′(α(l)− αˇ(l)),
(3.27)
where the averaging is over the L samples and λˇ and αˇ may denote the empirical
Bayes estimates (λˆ and αˆ) or the maximum likelihood estimates (λ˜ and α˜). For each
data generating process that is discussed in Section 3.4.1 we present the relative mean
squared error statistics MSE(λ˜)/MSE(λˆ) and MSE(α˜)/MSE(αˆ).
In Table 3.1 we show the results. Six general conclusions can be made. First, for
the great majority of cases the relative statistics are smaller than one. This indicates
that in these cases the empirical Bayes estimates are on average more accurate when
compared to the maximum likelihood estimates. Second, the relative statistics for the
loadings are smaller when compared to the relative statistics for the factors. This is
not surprising since the factors are specified the same for both the empirical Bayes
and the maximum likelihood methods. Third, the relative statistics depend on the
panel dimensions. For panels with N ≥ T the relative performance of the empirical
Bayes estimates is much better. When N < T the results are mixed. Fourth, the
relative performance of the empirical Bayes estimates improves for most cases when
the number of factors r increases. Fifth, the results depend on the sampling scheme for
the loadings. Perhaps somewhat counter intuitive, but the empirical Bayes estimates
improve relative to the maximum likelihood estimates when the sampling scheme for
the loadings deviates from the standard normal distribution. Sixth and finally, the
different sampling schemes for the error terms do not affect the results. This is not
surprising since both the empirical Bayes and the maximum likelihood estimates are
affected similarly by misspecification in the error term and the relative statistics.
When we study the results for the loadings more carefully we find that the standard
normal specification for the loadings (L = 1) is relatively unfavorable for the empirical
Bayes estimates. When the standard normal distribution is replaced by the normal
distribution with standard deviation 0.2 (L = 2) the performance of the empirical
Bayes estimates becomes much better. Some further experiments (not shown) have
confirmed that the relative performance of the empirical Bayes estimates increases
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under a variety of circumstances when the variance of the true loadings decreases. In
other words, when the sampling space of the loadings becomes smaller the empirical
Bayes estimates show more relative improvement. Also, under multi-modal, skewed
and outlier distributions for the true loadings, the empirical Bayes estimates show large
improvements over the maximum likelihood estimates. We emphasize that these cases
are empirically relevant for macroeconomic applications; see Figure 3.4. Only when
N < T and when the loadings are sampled from the standard normal distribution
the maximum likelihood estimates outperform the empirical Bayes estimates. The
magnitude of the gain depends on the data generating process. Overall for the loadings
the gains can be as large as 82%. The largest loss, which occurs in the case that is
discussed above, is 7%.
For the factors the results are closer. Nevertheless, only for cases where N < T
we sometimes find that the maximum likelihood estimates outperform the empirical
Bayes estimates. When N ≥ T the relative gains for the empirical Bayes estimates
are around 20%. Thus, despite that both the maximum likelihood and the empirical
Bayes estimates use the fact that the factors follow a vector autoregressive process, the
empirical Bayes estimates are on average more accurate.
Overall we may conclude that the empirical Bayes estimates are more accurate when
compared to the maximum likelihood estimates for many data generating processes.
The magnitude of the gains depend on the sampling scheme for the loadings and the
panel dimensions. For all computations in this study, we have written the code in the
Ox programming language version 7.00 of Doornik (2007).
3.4.3 Importance sampling weights
The integrated importance sampling weights wλ(λ,y;ψ) in (3.14) need to have finite
variance in order for the conditional mean function estimates in (3.17) and (3.23) to
have a
√
M convergence rate, see Geweke (1989). Failure of this condition leads to
slow and unstable convergence.
In this section we use the diagnostic tests of Koopman et al. (2009) to empirically
assess whether the integrated weights have finite variance. For the simulated obser-
vation vectors y(1) for different panel sizes and number of factors we estimate the
parameter vector as discussed in Section 3.3.2. Next, given the estimated parameter
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MSE(λˆ)/MSE(λ˜) MSE(αˆ)/MSE(α˜)
N T r E L = 1 L = 2 L = 3 L = 4 L = 5 L = 1 L = 2 L = 3 L = 4 L = 5
50 50 3 n 0.59 0.35 0.54 0.38 0.36 0.78 0.84 0.84 0.86 0.87
50 100 3 n 0.96 0.48 0.60 0.48 0.42 1.10 0.94 0.98 0.95 0.94
100 50 3 n 0.58 0.32 0.37 0.33 0.29 0.81 0.84 0.83 0.86 0.85
100 100 3 n 0.71 0.39 0.52 0.42 0.34 0.80 0.89 0.89 0.91 0.88
50 50 5 n 0.52 0.39 0.39 0.38 0.38 0.81 0.88 0.86 0.91 0.87
50 100 5 n 0.92 0.43 0.51 0.45 0.44 1.05 0.94 0.96 0.94 0.92
100 50 5 n 0.52 0.28 0.32 0.29 0.29 0.83 0.91 0.85 0.87 0.91
100 100 5 n 0.73 0.33 0.40 0.32 0.31 0.85 0.89 0.89 0.90 0.94
50 50 3 c 0.59 0.38 0.42 0.27 0.33 0.73 0.91 0.81 0.79 0.92
50 100 3 c 1.03 0.46 0.60 0.38 0.40 1.13 1.01 1.03 1.02 1.02
100 50 3 c 0.71 0.37 0.43 0.40 0.29 0.97 0.89 0.89 0.90 0.88
100 100 3 c 0.60 0.39 0.50 0.44 0.40 0.72 0.91 0.83 0.83 0.95
50 50 5 c 0.50 0.24 0.28 0.22 0.26 0.70 0.93 0.80 0.83 0.95
50 100 5 c 0.90 0.29 0.40 0.25 0.33 1.10 1.03 1.02 1.09 1.04
100 50 5 c 0.57 0.21 0.31 0.17 0.23 0.90 0.82 0.87 0.68 0.93
100 100 5 c 0.55 0.26 0.29 0.27 0.23 0.79 0.91 0.79 0.85 0.97
50 50 3 s 0.60 0.43 0.48 0.40 0.35 0.66 0.87 0.78 0.78 0.89
50 100 3 s 1.04 0.52 0.69 0.50 0.43 1.12 0.97 1.04 1.04 0.99
100 50 3 s 0.66 0.37 0.48 0.46 0.35 0.94 0.84 0.80 0.77 0.86
100 100 3 s 0.64 0.47 0.54 0.46 0.43 0.67 0.87 0.77 0.79 0.94
50 50 5 s 0.54 0.29 0.36 0.27 0.26 0.68 0.88 0.77 0.83 0.90
50 100 5 s 1.00 0.35 0.51 0.33 0.35 1.05 1.00 1.00 1.09 1.01
100 50 5 s 0.57 0.27 0.30 0.23 0.28 0.89 0.79 0.85 0.72 0.87
100 100 5 s 0.55 0.22 0.28 0.30 0.31 0.87 0.89 0.83 0.81 0.93
50 50 3 sc 0.54 0.42 0.41 0.33 0.62 0.65 0.89 0.76 0.78 0.80
50 100 3 sc 1.07 0.56 0.59 0.39 0.93 1.09 0.96 0.96 1.00 1.05
100 50 3 sc 0.50 0.33 0.38 0.32 0.56 0.81 0.85 0.76 0.72 0.78
100 100 3 sc 0.57 0.43 0.45 0.39 0.71 0.66 0.88 0.75 0.79 0.82
50 50 5 sc 0.45 0.31 0.27 0.18 0.50 0.65 0.89 0.74 0.79 0.81
50 100 5 sc 0.78 0.37 0.39 0.26 0.81 0.97 0.97 0.93 1.03 1.00
100 50 5 sc 0.98 0.21 0.33 0.18 0.48 0.87 0.81 0.72 0.66 0.80
100 100 5 sc 0.62 0.23 0.25 0.20 0.63 0.83 0.84 0.88 0.82 0.82
Table 3.1: Simulation results for the empirical Bayes and maximum likelihood estimates.
The DGP and parameters are chosen as discussed in Section 3.4.1. The code L indicates
1; normal(0,1), 2; normal(0,0.04), 3; tri-modal, 4; skewed, or 5; outlier distribution for
the true-loadings. The codes n, c, s and sc indicate : n; normal disturbances, s; serial
correlated disturbances, c; cross-section correlated disturbances and sc; serial and cross-
section correlated disturbances.
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vector we generate 100, 000 importance sampling weights wλ(λ
(j),y; ψˆ) using the im-
portance density g(λ|y; ψˆ). The choice for the data vector y(1) does not affect the
results.
For each set of weights we consider s exceedence sampling weights, denoted by
x1, . . . , xs, which are larger than some threshold w
min and are assumed to come from
the generalized Pareto distribution with logdensity function f(a, b) = − log b − (1 +
a−1) log (1 + ab−1xi) for i = 1, . . . , s, where unknown parameters a and b determine
the shape and scale of the density, respectively. When a ≤ 0.5, the variance of the
importance sampling weights exists and a
√
M convergence rate can be assumed. A
Wald type test statistic is computed as follows. Estimate a and b by maximum likeli-
hood and denote the estimates by a˜ and b˜, respectively. Compute the t-test statistic
tw = b˜
−1√s / 3(a˜ − 0.5) to test the null hypothesis H0 : a = 0.5. We reject the null
hypothesis when the statistic is positive and significantly different from zero, that is,
when it is larger than 1.96 with 95% confidence.
We compute the test statistics for different thresholds wmin, such that between 1%
and 50 % of the largest weights are included. This ensures that we are sufficiently
capture the tail of the distribution and that are our results do not dependent on the
choice for the threshold. In Figure 3.1 we show the test statistics for different thresholds
for correctly specified models. The horizontal line at 1.96 indicates the rejection area.
For the integrated weights the test statistics are always very negative. This even holds
for samples of weights from the end of the tail of the distribution. This shows that the
variance in the sampled weights is likely to exist. Thus, the constructed importance
density g(λ|y;ψ), from which α is integrated maybe used to obtain reliable importance
sampling estimates. For misspecified models the importance sampling weights are the
same since the misspecification occurs in both the original density and the importance
density.
3.5 Empirical Illustrations
3.5.1 Macroeconomic forecasting
The goal of this illustration is to undertake an empirical comparison of the empirical
Bayes and maximum likelihood approaches for dynamic factor models using a quarterly
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Figure 3.1: Importance sampling diagnostics for dynamic factor models with r = 2 and
r = 3 factors, based on 100, 000 simulations of weights wλ(λ
(j),y; ψˆ) . We computed test
statistics for different thresholds wmin, by procedures explained in Section 3.4.3.
U.S. macroeconomic dataset. The empirical question is whether and to what extend
the empirical Bayes methods improve out-of-sample forecasts when compared to the
maximum likelihood methods. We consider the data set of Stock & Watson (2012),
which includes N = 144 macro economic and financial time series. These series capture
a large part of the available disaggregated macroeconomic and financial time series.
Table 3.2 summarizes the categories for which time series are included. There are 13
different blocks including large blocks for employment series and prices. Each block
indexed by a letter. From this data we construct stationary quarterly time series
following the guidelines in the web appendix of Stock & Watson (2012). The resulting
panel ranges from 1959-1 until 2008-4, with T = 200. The panel is unbalanced and the
estimation methods of Section 3.3 are adjusted as discussed in Appendix C.
We consider the dynamic factor model with stochastic loadings in (3.2) under as-
sumption 1. Additionally, we partially restrict the loading matrix Λ = (Λ′1,Λ
′
2)
′, where
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Category number of series (144)
A GDP components 16
B Industrial production 14
C Employment 20
D Unemployment rate 7
E Housing starts 6
F Inventories 6
G Prices 37
H Wages 6
I Interest rates 13
J Money 8
K Exchange rates 5
L Stock prices 5
M Consumer expectations 1
Table 3.2: Summary of the time series that are included in the empirical application
Λ1 is the r × r upper block which we restrict to be lower triangular. This identifies a
particular rotation for the factors and allows us to compare mean squared error statis-
tics for the different estimates. Under these restrictions the loadings and factors are
identified up to sign change, which is sufficient for forecasting applications. The same
restrictions are imposed on the dynamic factor model with deterministic loadings.
We consider the dynamic factor model with r = 5 factors and with the variance
matrix of the disturbances diagonal. Similar results can be obtained for models with
r = 6 factors; see also Stock & Watson (2012). We first discuss the full sample
parameter estimation results after which we discuss the forecasting exercise and its
results.
Estimation results
In Table 3.3 we present the parameter estimates for the distributions of the loadings
and the factors. The methods of Section 3.3 are used to obtain the estimates. In the
top panel we show the estimates for the autoregressive matrixH . From the eigenvalues
it follows that all the factors are estimated as stationary processes although some of
the factors are persistent because the largest eigenvalue is 0.822. Additionally, we find
some evidence for persistent cyclical behavior in the factors because one conjugate pair
of complex eigenvalues is obtained with its real part equal to 0.809. The remaining
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two eigenvalues are relatively small. Since the factors of the VAR process have zero
mean and a variance matrix equal to the identity matrix, we can relate the individual
coefficients in H to each other. However, as in any VAR analysis for dynamic factor
models, it remains hard to comment on individual coefficients in H .
In the bottom panel of Table 3.3 we show the estimates for the mean and variance
of the loading matrix. The mean coefficients are small and centered around zero. The
diagonal elements of the variance matrix indicate that the variance in the loadings is
small. This indicates that relatively large gains in accuracy are likely for the empirical
Bayes estimates as Hansen (2013) shows that shrinkage estimates gain most when the
estimates are close to the restriction imposed; see also Section 3.4.
In Figures 3.3 and 3.2 we show the estimates for the loadings and the factors for
both the empirical Bayes and maximum likelihood estimates. The differences between
the two are small and hard to visualize. The real economic time series, such as the
industrial production and employment time series, load mainly on the first and third
factors. The first factor is noisy, whereas the third factors displays a slowly varying
business cycle around a long term declining trend. The fourth factor evolves around
zero but becomes negative during recession times.
In Figure 3.4 we show the empirical distributions of the demeaned estimates for
the columns of the loading matrix. The first loading column displays multiple modes,
whereas the second is slightly skewed to the left. Both are quite close to the normal
distribution, with standard deviation of approximately 0.25. This also holds for the
third column of the loading matrix. The distributions of the fourth and fifth columns
of the loading matrix are centered around zero but show outliers. The tails of the
distributions are heavier when compared to the normal distribution. In the lower right
of Figure 3.4 we show the empirical distribution of all the loadings together. This
distribution is left skewed with heavy tails.
Forecasting results
Next, we discuss the results from the out-of-sample forecasting study for the panel of
macroeconomic time series. We forecast each time series 1, 2 and 4 quarters ahead for
1985-1 until 2008-4. In total we compute m = 96 out-of sample predictions for each
horizon. In particular, let the integer n denote the sample split point (1984-4 for h = 1,
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Autoregressive coefficients H Eigenvalues
# 1 2 3 4 5 real img
1 0.308 -0.278 -0.055 -0.160 0.268 0.822 0.000
2 -0.191 0.355 0.266 -0.029 -0.029 0.809 0.174
3 0.371 -0.041 0.822 -0.074 0.119 0.809 -0.174
4 -0.148 0.069 -0.183 0.299 0.520 0.029 0.000
5 0.125 -0.157 0.053 0.427 0.557 -0.129 0.000
Distribution loadings Σλ δ
# 1 2 3 4 5
1 0.079 -0.021 0.028 -0.002 0.001 0.229
2 -0.020 0.050 -0.006 0.002 -0.007 -0.070
3 -0.028 -0.006 -0.006 -0.006 0.005 0.153
4 -0.002 0.002 -0.007 0.032 -0.009 0.033
5 0.001 -0.007 0.005 -0.009 0.035 0.019
Table 3.3: Parameter estimates for the vector autoregressive coefficients and the mean and
variance of the loadings. The full sample of observations is used (N = 144 and T = 200)
and we estimate the model parameters using the methods developed in Section 3.3. The
columns indicated by Eigen summarize the real and imaginary eigenvalues of the matrix H
in decreasing order.
1984-3 for h = 2 and 1984-1 for h = 4). The forecasts are computed for n+1, . . . , n+m
based on subsamples of the observations y1, . . . ,yn+j−h, for j = 1, . . . ,m. We estimate
the parameter vector ψ for each subsample using the methods of Section 3.3. Based on
the estimated parameter vector we compute the empirical Bayes posterior mode and
maximum likelihood forecasts by
yˆn+j = Λˆαˆn+j and y˜n+j = Λ˜α˜n+j, (3.28)
where αˆn+j = E(αn+j|y1, . . . ,yn+j−h; Λˆ; ψˆ) is the posterior mode forecast for the fac-
tors and α˜n+j = E(αn+j|y1, . . . ,yn+j−h; Λ˜; ψˆ1) is the forecast for the factors based
on the maximum likelihood estimates. These forecasts are computed for all horizons
h = 1, 2, 4.
As a measure of accuracy we consider the mean squared error (MSE) of the out-of-
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Figure 3.2: Posterior mode empirical Bayes estimates and maximum likelihood estimates
for the loadings. The left bars pertain to the empirical Bayes estimates and the right bars
pertain to the maximum likelihood estimates.
sample forecasts. In particular we compute for each time series
MSEPEBi = m
−1
m∑
j=1
(yi,n+j − yˆi,n+j)2 and MSEMLEi = m−1
m∑
j=1
(yi,n+j − y˜i,n+j)2,
(3.29)
where yˆi,n+j and y˜i,n+j are the elements of yˆn+j and y˜n+j. In this manner we obtain
mean squared error statistics for 144 time series for all forecasting horizons.
In Table 3.4 we show the summary statistics for the relative mean squared error
statistics; MSEPEBi /MSE
MLE
i . In the first row we show the average statistics over all
series. For the one quarter ahead forecasts the empirical Bayes estimates are almost
10% more accurate, this decreases to 8% for the two quarters ahead forecasts and to 4%
for the four quarters ahead forecasts. Thus, the relative improvement in accuracy for
the empirical Bayes forecasts declines as we forecast further into the future. This is not
surprising since both the empirical Bayes and maximum likelihood estimates are based
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Figure 3.3: Posterior mode empirical Bayes estimates and maximum likelihood estimates for
the factors.
on the same vector autoregressive process for the factors. As we predict further ahead
the out-of sample forecasting variance is dominated by the contribution of the factors,
since the loadings are time-invariant. Nevertheless, substantial forecasting gains are
made. Also, when we increase the number of factors the relative gains become larger
(not shown).
Next to the average relative mean squared errors we show the quantiles of the
distribution. At the 0.05 quantile we find gains between 50% and 27% depending on
the forecast horizon. This indicates that for a modest number of time series the gains
are very large. On the other side of the distribution we the relative accuracy is in favor
of the maximum likelihood estimates. However, the differences are small between 6%
and 4%.
Finally, we summarize the relative mean squared error statistics per category. We
find that the largest gains are found for the real economic categories such as Housing
(includes time series relating to housing starts), Inventories and Industrial Production.
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Figure 3.4: Empirical distribution for the posterior modes of the loadings. We present the
results per factor and overall. The dotted line indicates the normal approximation.
For wages and prices little to no improvements for the empirical Bayes methods can be
found. We notice that the largest gains are found for the time series that load strongly
on the factors. For the less relevant time series the gains are small or nonexistent.
3.5.2 Term structure of interest rates
Forecasting interest rates is a routine task at most central banks and other financial
policy institutions. Recent econometric models for modeling and forecasting panels of
interest rates have been proposed by Diebold & Li (2006), Bowsher & Meeks (2008),
Koopman, Mallee & van der Wel (2010) and Jungbacker, Koopman & van der Wel
(2014). Typically, the models are dynamic factor models with three factors. Different
restrictions are imposed on the loading matrix, where a trade off is made between par-
simony and flexibility. In the current study we consider the dynamic factor model with
stochastic loadings. The stochastic specification for the loading matrix is both parsi-
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h = 1 h = 2 h = 4
All series
Mean 0.904 0.928 0.965
Quantiles
0.05 0.498 0.586 0.736
0.25 0.849 0.895 0.959
0.50 0.969 0.985 0.995
0.75 1.004 1.008 1.006
0.95 1.061 1.050 1.044
Components (Mean)
GDP components 0.855 0.898 0.971
Industrial Production 0.838 0.899 0.943
Employment 0.888 0.923 0.962
Unemployment rate 0.891 0.920 0.970
Housing 0.581 0.647 0.799
Inventories 0.715 0.867 1.002
Prices 0.996 0.997 1.000
Wages 0.969 0.947 0.981
Interest rates 0.796 0.800 0.859
Money 0.914 0.949 0.974
Exchanges rates 0.991 0.982 1.001
Stock prices 0.993 1.003 0.999
Consumer Expectations 0.999 1.005 1.009
Table 3.4: Relative mean squared error statistics for comparing the out-of-sample forecasting
ability of the empirical Bayes and maximum likelihood estimates. The results summarize the
distribution of the statistics MSEPEBi /MSE
MLE
i , for i = 1, . . . , 144 for forecasting horizons
h = 1, 2, 4.
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monious and flexible and should therefore be an attractive specification for forecasting
purposes.
Our data panel concerns monthly US Treasury yields with maturities of 3, 6, 9, 12,
15, 18, 21, 24, 30, 36, 48, 60, 72, 84, 96, 108 and 120 months (N = 17). The yields
are constructed using the unsmoothed Fama and Bliss (1987) approach from January
1970 through December 2009; see Diebold & Li (2006) and Jungbacker et al. (2014) for
further details and descriptive statistics. We consider the dynamic factor model with
stochastic loadings with r = 3 factors. The factors, which are identified conditional
on a suitable normalization of the loading matrix, are referred to as level, slope and
curvature. The factors are modeled by a vector autoregressive process of order one,
similar as in (3.2). The restrictions that we impose on the loading matrix are placed
on the 1st, 9th and 17th rows, which correspond to restricting the 3 month, 30 month
and 120 month maturities. In particular, we set λ1 = (λ1,1, 1, 0)
′, λ9 = (λ9,1, λ9,2, 1)′
and λ17 = (λ17,1, 0, 0). These restrictions ensure that the model remains close to
the dynamic Nelson Siegel model for the yield curve; see Diebold & Li (2006) and
Jungbacker et al. (2014). The variance matrix Ω is considered diagonal. We first discuss
the full sample parameter estimation results after which we discuss the forecasting
exercise and its results.
Estimation results
In Table 3.5 we present the parameter estimation results. The estimates are obtained
using the tow-step estimation method of Section 3.3 The observation vector y includes
the full sample of monthly yields (January 1970 - December 2009, T = 480).
The estimate for the matrix H indicates that the factors are highly persistent. The
main diagonal elements are close to one and the three real eigenvalues are above 0.9.
The off-diagonal elements are small and not significant.
The estimates for the unconditional mean and variance of the loading matrix are
also presented in Table 3.5. The loading vector for the level factor is centered around
one. The mean is 1.007 and the standard deviation is 0.001. More variation exists
within the loading vectors for the slope and curvature factors.
In Figure 3.5 we present the estimated modes of the factors and loadings. In the
upper panel the loadings are found to be smooth functions of the maturity. The first
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Autoregressive coefficients H Eigenvalues
# 1 2 3 real img
1 0.971 -0.007 -0.003 0.989 0.000
2 -0.012 0.925 0.008 0.971 0.000
3 -0.005 -0.006 0.988 0.924 0.000
Distribution loadings Σλ δ
# 1 2 3
1 0.001 -0.005 0.010 1.040
2 -0.005 0.117 0.001 0.430
3 0.010 0.001 0.110 0.592
Table 3.5: Parameter estimates for the vector autoregressive coefficients and the mean and
variance of the loadings. The full sample of yields is used (N = 17 and T = 480) and we
estimate the model parameters using the methods developed in Section 3.3. The columns in-
dicated by Eigen summarize the real and imaginary eigenvalues of the matrixH in decreasing
order.
loading (Level) is close to one for every maturity, whereas the second (Slope) and third
(Curvature) loadings peak at the 3 month and 30 month maturities, respectively. We
also show the maximum likelihood estimates for the loadings. The differences are small.
The level factor estimates the average of the interest rates, whereas the slope factor is
more related to the business cycle.
Forecasting results
Next, we present the results from an out-of-sample forecasting study. Forecasts are
computed for the months January 1994 through December 2009. We compute h =
1, 6, 12, 24 month ahead forecasts using an increasing forecast window. For example,
the 24 month ahead forecast for January 1994 is based on parameters that are estimated
for the sample from January 1970 up to January 1992. We compare the empirical Bayes
and maximum likelihood forecasts, which are computed as in (3.28). We compute
forecasts for all maturities and forecasting windows. We compare the forecasts to the
observed values by computing the mean squared forecast errors; see equation (3.29).
In Figure 3.6 we present the relative mean squared forecast errors for different
maturities. On average over all maturities the empirical Bayes forecasts outperform the
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Figure 3.5: Posterior mode estimates for the loadings and factors for the US term
structure.
maximum likelihood forecasts. However, the differences are small in this application.
For the 1 month maturity the empirical Bayes forecasts show 10% gains for the short
forecast horizons. The gains decrease when the forecast horizon increases. For the 6
month, 1 year and 5 year maturities little differences between the empirical Bayes and
maximum likelihood approaches are found. For the 10 year maturity the maximum
likelihood forecasts are better. This is not surprising since the loadings for the 10 year
maturity are fixed and the maximum likelihood estimates provide the minimum mean
squared error forecast.
3.5.3 Economic growth
Since the mid-1980s many countries have experienced similar fluctuations in output
and other macro-economic aggregates. This has raised the question whether the busi-
ness cycles of different countries are converging. Conventional wisdom suggests some
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Figure 3.6: Relative mean squared forecast errors MSEPEBi /MSE
MLE
i for i correspond-
ing to 1 month, 6 months, 1 year, 2 year, 5 year and 10 year maturities.
form of business cycle convergence as a result of increased trade and financial linkages.
This tends to make economies more sensitive to external shocks relative to domes-
tic shocks. Additionally, co-movements in responses to global shocks, such as those
witnessed during the recent financial crisis, attribute to the likelihood of convergence
among business cycles. Alternatively, increased trade may at the same time lead to spe-
cialization which makes business cycles more isolated and sensitive to domestic shocks.
Thus, there exists both arguments in favor and against business cycle convergence.
Furthermore, convergence may exist towards both global and regional factors.
A number of papers have empirically studied business cycles across countries; see
for example Gregory, Head & Raynauld (1998) and Kose et al. (2003). The recent
paper of Hirata, Kose & Otrok (2013) provides an overview of the literature. We refer
to their paper for further discussion and references. Typically, these papers rely on
hierarchical dynamic factor models, which are estimated by Bayesian Markov Chain
Monte Carlo methods, to decompose the variance in the macro-economic aggregates.
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They include different factors, such as global, regional and country factors, to study
the different sources of variation in the business cycles.
In our current study we investigate business cycles using the dynamic factor model
with stochastic loadings in (3.2). We consider the economic growth rates for N = 101
countries listed in the Penn World Tables (PTW) version 8.0 between 1950 and 2011;
see Feenstra, Inklaar & Timmer (2013). The sample of countries and the allocation of
the countries to the different regions is given in Appendix E and is similar to the sample
that is considered in Hirata et al. (2013). The resulting panel is highly unbalanced.
For example, in the initial year 1950 there are 49 missing observations, whereas in 2011
there are observations recorded for all 101 countries. Modifications for the methods
when missing values are present are discussed in Appendix C.
Our study is much in the spirit of Kose et al. (2003) and Hirata et al. (2013). We
consider the dynamic factor model with stochastic loadings given in (3.2). For each
country we include two factors; a global factor and a regional factor. There are 7
regions that we consider and thus the entire model includes 8 factors. The elements
in the loading matrix that do not correspond to the global factor or the correct region
are fixed at zero. This imposed sufficient hierarchical constraint on the loading matrix
to identify a rotation of the factors that is interpretable.
Important differences in our approach when compared to Hirata et al. (2013) are
the following. First, we use the likelihood-based methods of Section 3.3 to estimate
the loadings, factors and parameters. Second, we do not explicitly include country-
specific factors. This is justified given the good performance of the estimation methods
when serial correlation and cross-section correlation are present, as documented in the
simulation study in Section 3.4. Third, the global and regional factors are jointly
modeled by a latent vector autoregressive process. We do not assume the factors to be
orthogonal. Fourth, we study the stability of the loadings over all the time periods by
using the representation in (3.3). Finally, we limit ourselves to only studying output
growth and do not include consumption and investment as observations.
Estimation results
In Table 3.6 we show the estimates for the autoregressive matrixH . The global factor is
the most persistent factor with coefficient 0.987. The regional factors are only mildly
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correlated with the global factor. Also, the regional factors are less persistent. We
estimated several interesting lag-lead relationships among the factors. For example,
positive shocks to the Middle Eastern factor have a large positive lagged effect on
the North American factor. This can be explained by the oil-dependent relationship
between North America and the Middle East. Also, positive shocks to the Asia factor
have a positive influence on the Oceania factor. The reverse lagged correlation is
however negative.
The estimated modes of the global and regional factors are shown in shown in
Figure 3.7. The global factor shows a declining trend with a mild cyclical pattern,
whereas the North American and European regional factors show strong business cycle
features with less trending behavior. The decline in the European factor during the
recent financial crisis is the largest when compared to the other regions. The Latin
American factor shows an increasing trend and has, for the last 15 years, shown less
fluctuation. The factors for the other regions also show predictable patterns. Overall
the variance in most of the factors has become lower since approximately 1980.
The posterior mode of the loadings of the growth rates on the global factor are
shown in Figure 3.8. We have organized the countries by their regions as given in
Appendix D. The countries in the first four regions, North America, Europe, Oceania
and Latin America, correlate positively with the global factor. Especially, the countries
in North America and Europe seem homogeneous in their relation to the global factor.
The loadings of the countries in the Asian and Sub-Saharan African regions are more
heterogeneous. Large differences in the loadings are observed between the countries.
The loadings of the growth rates on the regional factors are shown in Figure 3.9.
We notice that the countries are only correlated with there “own” regional factor and
that spill-over effects from other regional factors are excluded by the specification of
the loading matrix. We find that the North American, European and Oceania countries
are predominantly positively correlated with their regional factors. Subtle interesting
differences are found. For example, The United States and Canada (countries 1 and
3) are heavily correlated with the North America factor, whereas Mexico (country 2)
is much less correlated. The countries in the Latin American, Asian and both African
regions show mixed evidence. Barbados and Jamaica correlate very negatively with the
positive trend in the Latin American factor, whereas Argentina and Bolivia correlate
positively. Also, in the Middle East Iran is very negatively correlated with the regional
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Wt−1 At−1 Bt−1 Ct−1 Dt−1 Et−1 Ft−1 Gt−1
Wt 0.987 0.034 -0.066 0.059 0.023 0.014 0.016 -0.036
At -0.006 0.329 -0.093 0.084 0.030 -0.177 -0.181 0.551
Bt -0.054 0.148 0.548 -0.030 -0.046 0.170 0.176 -0.108
Ct 0.001 -0.321 0.129 0.236 0.143 0.569 -0.370 -0.153
Dt 0.029 -0.136 0.142 -0.447 0.793 0.065 0.190 0.023
Et 0.012 0.100 -0.137 -0.245 -0.304 0.632 0.440 0.320
Ft -0.012 -0.195 0.150 0.686 0.121 -0.067 0.616 0.098
Gt 0.035 0.080 0.316 0.154 0.204 0.116 -0.270 0.646
Table 3.6: Parameter estimates of the autoregressive polynomial matrix H . The codes
indicate the factors and are defined as: W = Global, A = North America, B = Europe,
C = Oceania, D = Latin America and the Caribbean, E = Asia, F = Sub-Saharan
Africa and G = Middle East and North Africa.
growth factor.
Overall, the estimated decomposition that is provided by the dynamic factor model
seems reasonable for most countries. The results correspond with common knowledge
and lot more details can be studied, which we defer to future research.
Stability of the loadings
To highlight an additional advantage of the dynamic factor model with stochastic
loadings we investigate whether the estimates for the loadings are stable over time.
Given the estimates for the factors we plot the recursive posterior mode estimates of
the loadings. In particular, we apply the Kalman filter to model (3.3) to extract the
predictive estimates. In this manner we obtain 101 loading paths for the global factor
and 101 loading paths for the regional factors. Similar strategies for studying the
stability of the loadings have been proposed in Eickmeier, Lemke & Marcellino (2011).
In Figure 3.10 we present the average of the loading paths per region for the global
factor. The initial years are disregarded as the estimates fluctuate heavily in those
years. On average most regions respond relatively stable to the global factor. The
average loadings are positive and generally above one. The Middle East region loads
increasingly on the global factor. Especially from 1980 onwards the global factor seems
to have become more important in the Middle East.
In Figure 3.11 the averages of the loading paths per region for the regional factors
are presented. The loadings for the regional factors are smaller when compared to
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Figure 3.7: Estimated mean growth factors
the loadings for the global factor. Interestingly the average loadings for both Asia and
Latin America have been increasing in the last 20 years. This shows that in these areas
the regional factors have become more important. The North American and European
average loadings are again very stable.
3.6 Conclusion
We have developed parametric empirical Bayes methods for the estimation of the dy-
namic factor model. The loadings, factors and disturbances of the model are treated as
latent stochastic variables, which follow Gaussian distributions. For the estimation of
the loadings and factors we have developed a posterior mode algorithm which relies on
standard methods for linear time series and regression models. The parameter vector
is estimated by likelihood based methods using a simple two-step implementation. The
posterior means and variances of the loadings are estimated by standard simulations
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Figure 3.8: Loadings of the individual countries on the world factor. The codes indicate
the regions and are defined as: A = North America, B = Europe, C = Oceania, D =
Latin America and the Caribbean, E = Asia, F = Sub-Saharan Africa and G = Middle
East and North Africa. The country numbers are found in Appendix E.
methods, where we circumvent the infinite variance problem by calculating the integral
over the factors analytically. We emphasize that the computational effort for the em-
pirical Bayes methods is only modestly larger when compared to standard maximum
likelihood methods; see Jungbacker & Koopman (2008) and Doz et al. (2012).
The methods are evaluated in a Monte Carlo study for dynamic factor models with
different dimensions and different numbers of factors. The empirical Bayes estimates for
both the loadings and the factors outperform the maximum likelihood estimates for the
majority of data generating processes that we considered. We have further illustrated
our methods in empirical applications for forecasting macroeconomic and financial time
series. On average the empirical Bayes approach dominated the maximum likelihood
approach for the purpose of out-of-sample forecasting.
We aim to extend our study by establishing the properties, such as consistency and
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Figure 3.9: Loadings of the individual countries on the regional factors. The country
numbers are found in Appendix E.
efficiency, of the posterior mode estimates under weak assumptions. This will involve
extending the results of Doz et al. (2012) and Bai & Li (2012a, b) for the case where
the loadings are also considered stochastic. Also, in our current modeling framework
we considered the loadings to be stable over time. In particular, we estimated the av-
erage value of the loading vectors over time. While this gives an accurate procedure for
modeling relationships between many time series, it may be of interest to study the dy-
namic properties of the loadings themselves. The treatment of time-varying stochastic
loadings requires further amendments in our estimation methodology. Further research
is necessary to corroborate whether such models can be analyzed using the posterior
mode and simulation methods developed in this chapter.
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Figure 3.10: Average loadings of the countries per region to the world factor.
Appendix A
In order to provide parsimonious proofs for the results of this paper we first write model
(3.2) in matrix notation. Details for this can be found in Durbin & Koopman (2012,
Section 4.13).
The observation equation for model (3.2) can be written as
y = Λ∗α+   ∼ N(0,Ω∗),
or, alternatively,
y = A∗λ+   ∼ N(0,Ω∗),
where y = (y′1, . . . ,y
′
T )
′, α = (α′1, . . . ,α
′
T ,α
′
T+1)
′, λ = (λ´′1, . . . , λ´
′
r), where λ´j denotes
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the jth column of Λ and  = (′1, . . . , 
′
T )
′. Further
Λ∗ =

Λ 0 0
. . .
...
0 Λ 0
 , A∗ =

(α′1 ⊗ IN)
...
(α′T ⊗ IN)
 ,
Ω∗ =

Ω 0
. . .
0 Ω
 .
The state equation takes the form
α = H∗(α∗1 + η), η ∼ N(0,Σ∗η),
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with α∗1 = (α
′
1,0, . . . ,0)
′, η = (0,η′1, . . . ,η
′
T )
′ and
H∗ =

I 0 0 0 0 0
H I 0 0 0 0
H2 H2 I 0 0 0
H3 H2 H I 0 0
. . .
...
HT−1 HT−2 HT−3 HT−4 I 0
HT HT−1 HT−2 HT−3 . . . H I

, Σ∗η =

Ση 0
. . .
0 Ση
 .
It holds that
α ∼ N(H∗a∗1,H∗(P ∗1 + Σ∗η)H∗
′
),
where
a∗1 =

a1
0
0
...
0

, P ∗1 =

P1 0 0 . . . 0
0 0 0 0
0 0 0 0
...
. . .
0 0 0 0

.
For the loadings it holds that
λ ∼ N ((δ ⊗ ιN), (Σλ ⊗ IN)) .
Now we are ready to proceed with the proof of Theorem 1. We suppress the dependence
on the parameter vector ψ for notational convenience. All densities can be considered
given ψ. For model (3.2) under Assumption 1 it follows from Bayes rule that
log p(λ,α|y) = log p(y|λ,α) + log p(α) + log p(λ)− log(y),
where assumption (C) implies p(y|λ,α) ≡ N(Λ∗α,Ω∗) and the densities for p(α) and
p(λ) are given above. When we consider only the terms that depend on α or λ we
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obtain
log p(λ,α|y) ∝ log p(y|λ,α) + log p(α) + log p(λ)
∝ −1
2
α′Λ∗
′
(Ω∗)−1Λ∗α+α′Λ∗
′
(Ω∗)−1y
−1
2
α′(H∗(P ∗1 + Σ
∗
η)H
∗′)−1α+ a∗
′
1 H
∗′(H∗(P ∗1 + Σ
∗
η)H
∗′)−1α
−1
2
λ′(Σλ ⊗ IN)−1λ+ (δ ⊗ ιN)′(Σλ ⊗ IN)−1λ,
which can be alternatively written as
log p(λ,α|y) ∝ log p(y|λ,α) + log p(α) + log p(λ)
∝ −1
2
λ′A∗
′
(Ω∗)−1A∗λ+ λ′A∗
′
(Ω∗)−1y
−1
2
α′(H∗(P ∗1 + Σ
∗
η)H
∗′)−1α+ a∗
′
1 H
∗′(H∗(P ∗1 + Σ
∗
η)H
∗′)−1α
−1
2
λ′(Σλ ⊗ IN)−1λ+ (δ ⊗ ιN)′(Σλ ⊗ IN)−1λ.
Next we calculate the first order conditions for p(λ,α|y). Using the first representation
for p(λ,α|y) we find that
∂ log p(λ,α|y)
∂α
= −Λ∗′(Ω∗)−1Λ∗α+ Λ∗′(Ω∗)−1y
−(H∗(P ∗1 + Σ∗η)H∗
′
)−1α+ (H∗(P ∗1 + Σ
∗
η)H
∗′)−1H∗a∗1.
When using the second representation for p(λ,α|y) we find that
∂ log p(λ,α|y)
∂λ
= −A∗′(Ω∗)−1A∗λ+A∗′(Ω∗)−1y
−(Σλ ⊗ IN)−1λ+ (Σλ ⊗ IN)−1(δ ⊗ ιN).
Next, we show that the first order conditions for log p(λ|y;α = α˜)p(α|y;λ = λ˜) with
respect to α and λ are the same when both are evaluated at α˜ and λ˜. It holds that
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p(λ|y;α = α˜) is independent of α and that p(α|y;λ = λ˜) is independent of λ. Thus,
log p(α|y;λ = λ˜) ∝ log p(y|α;λ = λ˜) + log p(α)
∝ −1
2
y′(Ω∗)−1y − 1
2
α′Λ˜∗
′
(Ω∗)−1Λ˜∗α+α′Λ˜∗
′
(Ω∗)−1y
−1
2
α′(H∗(P ∗1 + Σ
∗
η)H
∗′)−1α+ a∗
′
1 H
∗′(H∗(P ∗1 + Σ
∗
η)H
∗′)−1α
and
∂ log p(α|y;λ = λ˜)
∂α
= −Λ˜∗′(Ω∗)−1Λ˜∗α+ Λ˜∗′(Ω∗)−1y
−(H∗(P ∗1 + Σ∗η)H∗
′
)−1α+ (H∗(P ∗1 + Σ
∗
η)H
∗′)−1H∗a∗1.
Similarly, for the loadings it holds that
log p(λ|y;α = α˜) ∝ log p(y|λ;α = α˜) + log p(λ)
∝ −1
2
y′(Ω∗)−1y − 1
2
λ′A˜∗
′
(Ω∗)−1A˜∗λ+ λ′A˜∗
′
(Ω∗)−1y
−1
2
λ′(Σλ ⊗ IN)−1λ+ (δ ⊗ ιN)′(Σλ ⊗ IN)−1λ,
where the first order condition is given by
∂ log p(λ|y;α = α˜)
∂λ
= −A˜∗′(Ω∗)−1A˜∗λ+ A˜∗′(Ω∗)−1y
−(Σλ ⊗ IN)−1λ+ (Σλ ⊗ IN)−1(δ ⊗ ιN).
It is easy to see that the first order conditions for both p(λ,α|y) and
p(λ|y; α˜)p(α|y; λ˜) are the same when λ is evaluated at λ˜ and α is evaluated at α˜.
Appendix B
In order to proof Theorem 2 we check whether the general conditions of Meng & Rubin
(1993) hold. This amounts to proving that 1. the restrictions that we iteratively
impose on the vector z = (λ′,α′)′ in order to maximize p(λ,α|y;ψ) are “space filling”
and 2. that each iteration in Theorem 2 leads to a unique maximum. Under these
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conditions, the regularity conditions in Wu (1983) (equations 5-9), and the assumption
that p(λ,α|y;ψ) is uni-modal the iterations in Theorem 2 converge and lead to a
unique maximum, which is an immediate consequence of Theorem 3 and Corollary 3
in Meng & Rubin (1993)
Given z(s−1) = (λ(s−1)
′
,α(s−1)
′
)′, the optimization problem in iteration (s) for step
(i) is given by
max
α
log p(λ,α|y;ψ) given constraint g(i)(z) = g(i)(z(s−1)),
where g(i)(z) = λ. We can denote the output from this first step by z
(s− 1
2
) =
(λ(s−1)
′
,αs
′
)′. For step (ii) the problem is given by
max
λ
log p(λ,α|y;ψ) given constraint g(ii)(z) = g(ii)(z(s− 12 )),
where g(ii)(z) = α. We denote the output corresponding by z
(s) = (λ(s)
′
,αs
′
)′.
It follows
log p(z(s)|y;ψ) ≥ log p(z(s− 12 )|y;ψ) ≥ log p(z(s−1)|y;ψ)
If the sequence p(z(s)|y;ψ) is bounded from above then it converges monotonically to
some value, say p∗. The constraints are space filling whenever
J(z) = J(i)(z) ∩ J(ii)(z) = {0},
where J(i)(z) and J(ii)(z) are the column spaces of the scores,
J(i)(z) =
{
∂g(i)(z)
∂z
γ = (ι′Nr,0
′
Tr)
′γ; γ ∈ R(N+T )r
}
and
J(ii)(z) =
{
∂g(i)(z)
∂z
γ = (0′Nr, ι
′
Tr)
′γ; γ ∈ R(N+T )r
}
.
Since J(i)(z) is orthogonal to J(ii)(z) for all λ and α it follows that our constraints
are space filling. Given either α = α(s−1), or λ = λ(s) the model (3.2) is equal to
a linear Gaussian model that is identified by under Assumption 1. It follows from
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the equality of the mean and the mode for Gaussian models that the expectations
E(λ|y;α = α(s),ψ) and E(α|y;λ = λ(s−1),ψ) are the unique maximizers of the
conditional maximization steps (i) and (ii).
Next, we discuss the implementation details for the fast computation of E(λ|y;α =
α(s),ψ) and E(α|y;λ = λ(s−1),ψ). Given λ = λ(s−1) model (3.2) is a linear Gaussian
state space model. Jungbacker & Koopman (2008) show that E(α|y;λ = λ(s−1),ψ) =
E(α|yL;λ = λ(s−1),ψ), where yL = (yL′1 , . . . , yL′T )′, with
yLt = C
(s−1)′Λ(s−1)
′
Ω−1yt, with C(s−1)C(s−1)
′
= (Λ(s−1)
′
Ω−1Λ(s−1))−1,
where C(s−1) is lower triangular. The model for the transformed r × 1 observation
vector yLt is given by
yLt = (C
(s−1))−1αt + et, et ∼ NID(0, Ir),
αt+1 = Hαt + ηt, ηt ∼ NID(0,Ση), t = 1, . . . , T.
The Kalman filter smoother can be applied to the model for yLt in order to compute
E(α|y;λ = λ(s−1),ψ). The transformation step collapses the large cross-section of the
original model and speeds up the evaluation of E(α|y;λ = λ(s−1),ψ) by a factor 10;
see Jungbacker & Koopman (2008) for additional details.
Given α = α(s) model (3.2) is a multivariate Gaussian regression model. We define
the Nr× 1 dimensional vector y¯L = (A(s)∗′(Ω∗)−1A(s)∗)−1A(s)∗′(Ω∗)−1y, where Ω∗ and
A(s)∗ are given in Appendix A, with α replaced by α(s). Mesters & Koopman (2012)
sow that E(λ|y;α = α(s),ψ) = E(λ|y¯L;α = α(s),ψ), which can be calculated by
standard methods applied to the model given by
y¯L = λ+ e¯, e¯ ∼ N(0, (A(s)∗′(Ω∗)−1A(s)∗)−1),
λ = (λ′1, . . . ,λ
′
N)
′, λi ∼ NID(δ,Σλ),
When Ω is diagonal E(λ|y;α = α(s),ψ) can be computed separately for each λi; see
Mesters & Koopman (2012) for additional details.
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Appendix C
In this appendix we summarize the modifications for the methods of Section 3.3 that
occur when a selection of observations is missing. The steps in the posterior mode
algorithm in Section 3.3 rely on multivariate regression methods and the Kalman fil-
ter smoother. These methods can be adjusted to deal with missing values by using
the methods in Wooldridge (2010, Chapter 19) and Durbin & Koopman (2012, Sec-
tion 4.10). The simulation methods are adjusted similarly as discussed in Mesters &
Koopman (2012, Section 4.4).
Appendix D
The following regions and countries are included in the business cycle study. The
number in parentheses is the corresponding regional number.
A : North America
1 (1) United States 2 (2) Mexico 3 (3) Canada
B : Europe
4 (1) Greece 5 (2) Netherlands 6 (3) Norway 7 (4) Finland 8 (5) Germany 9 (6) Iceland
10 (7) Republic of Ireland 11 (8) Italy 12 (9) Denmark 13 (10) Luxembourg 14 (11)
France 15 (12) Turkey 16 (13) United Kingdom 17 (14) Belgium 18 (15) Austria 19
(16) Sweden 20 (17) Spain 21 (18) Switzerland 22 (19) Portugal
C : Oceania
23 (1) Australia 24 (2) New Zealand
D : Latin America and the Caribbean
25 (1) Guatemala 26 (2) Panama 27 (3) Honduras 28 (4) Uruguay 29 (5) Trinidad
and Tobago 30 (6) Peru 31 (7) Paraguay 32 (8) Venezuela 33 (9) Jamaica 34 (10) El
Salvador 35 (11) Bolivia 36 (12) Ecuador 37 (13) Dominican Republic 38 (14) Costa
Rica 39 (15) Colombia 40 (16) Brazil 41 (17) Barbados 42 (18) Chile 43 (19) Argentina
E : Asia
44 (1) Philippines 45 (2) Taiwan 46 (3) Japan 47 (4) South Korea 48 (5) Sri Lanka 49
(6) Nepal 50 (7) Malaysia 51 (8) Indonesia 52 (9) India 53 (10) Pakistan 54 (11) Hong
Kong 55 (12) China 56 (13) Bangladesh 57 (14) Thailand 58 Singapore
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F : Sub-Saharan Africa
59 (1) Cameroon 60 (2) Rwanda 61 (3) Cape Verde 62 (4) Chad 63 (5) Tanzania 64
(6) Togo 65 (7) Botswana 66 (8) Uganda 67 (9) Benin 68 (10) Zambia 69 (11) Senegal
70 (12) South Africa 71 (13) Burundi 72 (14) Burkina Faso 73 (15) Zimbabwe 74 (16)
Guinea-Bissau 75 (17) Ivory Coast 76 (18) Kenya 77 (19) Gambia 78 (20) Lesotho
79 (21) Congo - Kinshasa 80 (22) Gabon 81 (23) Ghana 82 (24) Ethiopia 83 (25)
Equatorial Guinea 84 (26) Guinea 85 (27) Mauritius 86 (28) Nigeria 87 (29) Niger 88
(30) Comoros 89 (31) Mozambique 90 (32) Congo - Brazzaville 91 (33) Malawi 92 (34)
Madagascar 93 (35) Mauritania 94 (36) Mali
G : Middle East and North Africa
95 (1) Morocco 96 (2) Syria 97 (3) Jordan 98 (4) Israel 99 (5) Iran 100 (6) Tunisia 101
(7) Egypt
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Chapter 4
Joint models of yield curve
dynamics and euro area standard
and non-standard monetary policy
4.1 Introduction
We develop a nonlinear non-Gaussian modeling framework for analyzing the relation-
ship between government bond yields and monetary policy measures during possibly
turbulent times such as a financial or sovereign debt crisis. The model is a general-
ization of the yield curve model with macroeconomic variables that is considered in
Diebold, Rudebusch & Aruoba (2006). To estimate the parameters of the joint model
we propose a simulation based estimation method that is based on a novel implemen-
tation of the importance sampling technique. We apply the model to investigate the
joint dynamics of euro area yield data and monetary policy measures as conducted by
the European Central Bank (ECB) during 2004-2012.
Our starting point for modeling the government bond yields is the dynamic Nelson-
Siegel (DNS) model; see Nelson & Siegel (1987) and Diebold & Rudebusch (2012). The
DNS model describes the term structure of the yields by three common dynamic factors
that are labeled level, slope and curvature. The model is typically able to explain a
large part of the variance that is observed in the government bond yields and has good
forecasting properties; see Diebold & Li (2006).
We are interested in studying the interaction between the level, slope and curvature
factors of the term structure model and monetary policy measurements. We model the
observations that are related to the monetary policy by appropriate non-Gaussian
densities that are defined conditional on a set of latent dynamic factors. For example,
we model the euro area EONIA interbank lending rate by the log-normal density to
accommodate the property that it can be close to zero for an extended period of
time but does not go negative. Also, direct interventions in bond markets, such as
those conducted within the ECB’s Securities Markets Programme during 2010-12, are
modeled by the Poisson distribution. The latent term structure and monetary policy
factors are jointly modeled by a vector autoregressive process. The joint model allows
us to conduct inference regarding the contemporaneous and medium term interactions
between the monetary policy measures and the yield curve.
During the recent financial and sovereign-debt crisis (2008-2012) in Europe sovereign
bond yields of several euro area countries fluctuated heavily. Countries for which we
observe these features are Italy and Spain, and to a lesser extend also for Germany
and France. To capture the deviations from the standard normal distribution for the
yields we extend the DNS model by allowing for heavy tailed errors and time-varying
variances. In particular, we specify the error term of the observation equation of the
DNS model by the multivariate Student’s t distribution where the variance matrix is
driven by a common dynamic factor. The common factor structure is specified sim-
ilar as in Jungbacker & Koopman (2006) and Carriero, Clark & Marcellino (2013),
who both consider Gaussian models. The resulting joint model is non-Gaussian with
time-varying factor structures for both the mean and the variance.
Parameter estimation is non-trivial for the joint model. The non-Gaussian densities
for the yields and the monetary policy in combination with the latent stochastic factor
structures prohibit closed form solutions for the likelihood. Instead, we express the
likelihood as a high dimensional integral and develop a novel implementation of the
importance sampling technique for its evaluation. In particular, we draw M samples
for the latent volatility process from an appropriate importance density. For each
sampled volatility path we construct an importance density to integrate out the latent
term structure and monetary policy factors. The importance densities for the mean
factors are thus conditional on the sampled volatility paths. The construction of the
importance densities is adopted from Shephard & Pitt (1997), Durbin & Koopman
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(1997) and Jungbacker & Koopman (2007). The conditional importance sampling
approach is stable and satisfies standard convergence criteria; see Geweke (1989).
We propose extensions in four directions of research. First, we allow for non-
Gaussian densities for the monetary policy variables that interact with the yield curve.
Linear specifications for incorporating macroeconomic and monetary policy variables
in term structure models have been considered in Ang & Piazzesi (2003), Dewachter
& Lyrio (2006), Diebold et al. (2006), Hordahl, Tristani & Vestin (2006), Rudebusch
& Wu (2008), Ludvigson & Ng (2009) and Koopman & van der Wel (2013). Second,
we extend the dynamic Nelson Siegel model to allow for time-varying variances and
heavy-tailed errors; see also Diebold & Li (2006), Diebold et al. (2006), Diebold, Li
& Yue (2008), Koopman et al. (2010), Christensen, Diebold & Rudebusch (2011),
Cakmakli (2011) and Diebold & Rudebusch (2012). Third, we provide a Monte Carlo
maximum likelihood method for the estimation of parameters for non-Gaussian models
with dynamic factor structures for both the mean and the variance. From a Bayesian
perspective, estimation methods for these types of models have been considered in
Chib et al. (2006), Lopes & Carvalho (2007) and Chib, Omori & Asai (2009). Fourth,
by result, we provide an alternative method for studying the impact of possibly non-
standard monetary policy measures on the yield curve. Recently many studies have
aimed to quantify the effect of central bank asset purchase programs on the yields;
see Krishnamurthy & Vissing-Jorgensen (2011), D’ Amico & King (2012), D’ Amico,
English, Lopez-Salido & Nelson (2012), Wright (2012), De Pooter, Martin & Pruitt
(2013) and Eser & Schwaab (2013). Typically, these studies focus on estimating the
contemporaneous effects of asset purchase announcements. Our approach allows for
the estimation of both short term and longer term effects; see also Wright (2012).
The general framework is illustrated by analyzing the interaction between the mon-
etary policy of the ECB and the yield curves of four euro area countries; France,
Germany, Italy and Spain. First, we show that during the financial crisis the trans-
mission of the EONIA, a euro area overnight interbank lending rate and proxy of the
ECB’s monetary policy stance, into euro area sovereign bond yield curves was impaired
for at least some countries. This observation provides one rationale for non-standard
monetary policy measures. Second, we investigate the role of the ECB’s bond market
purchases within the SMP. In principle, such asset purchase can impact yields in two
interrelated ways. First, outright purchases add liquidity and depth to impaired sec-
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ondary markets. At a minimum, required liquidity risk premia should fall and prices
should be supported as a result. Second, purchases may also help in restoring the trans-
mission of (low) interbank lending rates into (high) government yields along the curve.
One reason is that bank wholesale deposits (and other bank funding sources) and short
term government bonds are both near-money assets for investors during normal times
and should be close substitutes that earn similar yields. We find that the purchases
have a substantial direct effect on the term structure factors. The instantaneous effect
on the level factor of both Italy and Spain is negative, while results are mixed for the
slope factor. For Italy the yield reducing effect becomes positive relatively quickly (2
weeks), whilst for Spain the yield reducing effect of the purchases dies out more slowly
(10 weeks). We also present tentative evidence that the asset purchases changed the
joint dynamics of the interbank lending rate (EONIA) and the term structure factors.
The remainder of the chapter is organized as follows. Section 4.2 formally describes
the joint model for the yield curve and the monetary policy. Section 4.3 develops our
Monte Carlo maximum likelihood method for estimating the parameters of the joint
model. We present our empirical study for euro area yield curves and monetary policy
in Section 4.4. Section 4.5 summarizes our findings and discusses some directions for
future research.
4.2 Model
The joint model for the yield curve and the monetary policy is based on the yield
curve model with macroeconomic variables that is discussed in Diebold et al. (2006).
We extend their model specification to capture data features that have occurred in the
euro area during the recent financial and sovereign-debt crisis. In particular, we allow
for non-Gaussian distributions for the explanatory variables that relate to the ECB’s
monetary policy. Further, we extend the yield curve model by allowing for time-varying
volatility and heavy tailed error distributions.
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4.2.1 Dynamic Nelson Siegel
For a cross section of yields yτi , where τi is the maturity of the i
th yield, the Nelson &
Siegel (1987) model is given by
yτi = β1 + β2
(
1− e−λτi
λτi
)
+ β3
(
1− e−λτi
λτi
− e−λτi
)
+ τi , (4.1)
for i = 1, . . . , N , where β1, β2, β3 and λ are the deterministic model parameters and
where τi is the disturbance term. Model (4.1) provides a parsimonious representation
for describing a potentially large cross section of yields with different maturities τi. The
model parameters can be estimated by combining a grid search over λ with ordinary
least squares regressions for β1, β2 and β3. This model is used up to minor changes on
a daily basis at many central banks.
Diebold & Li (2006) show that the parameters β1, β2 and β3, when viewed in a
sequence for different consecutive time periods, can be interpreted as latent dynamic
factors. In particular, when denoting the yields for time period t by yτi,t we obtain the
model
yτi,t = β1,t + β2,t
(
1− e−λτi
λτi
)
+ β3,t
(
1− e−λτi
λτi
− e−λτi
)
+ τi,t, (4.2)
for t = 1, . . . , T , where β1,t, β2,t and β3,t are time-varying versions of β1, β2 and β3
and τi,t is the time t disturbance term that is assumed independent over t. The latent
factors β1,t, β2,t and β3,t are referred to as level, slope and curvature. The parameters of
model (4.2) can also be obtained by a grid search over λ in combination with regression
estimates for β1,t, β2,t and β3,t. In a second step, the estimated series β1,t, β2,t and
β3,t are typically modeled by independent autoregressive processes or a single vector
autoregressive process.
A further advancement is presented in Diebold et al. (2006) who show that the
dynamic Nelson-Siegel model (4.2) can be conveniently expressed in state space form.
The measurement equation is given by
yt = Λft + t, t ∼ N(0,Ω), t = 1, . . . , T, (4.3)
where Λ is the N×3 loading matrix, ft = (β1,t, β2,t, β3,t)′ is the vector of latent dynamic
factors and t = (τ1,t, . . . , τN ,t)
′ is the disturbance vector. The disturbance vector is
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normally distributed with diagonal variance matrix Ω. The structure for the loading
matrix Λ is inherited from the Nelson & Siegel (1987) model and is given by
Λ = (λ1, . . . , λN)
′, λi =
(
1,
(
1− e−λτi
λτi
)
,
(
1− e−λτi
λτi
− e−λτi
))′
, i = 1, . . . , N.
When the term structure factors ft follow a vector autoregressive process of order one
the linear state space form is completed. In particular, the transition equation of the
state space model is given by
(ft − µf ) = Φ(ft−1 − µf ) + ηt, ηt ∼ N(0,Ση), (4.4)
where µf is the mean vector, Φ is the autoregressive matrix and ηt is the disturbance
term that is normally distributed with mean zero and variance matrix Ση. The initial
state is assumed normally distributed with mean µf and variance V , where V satisfies
V = ΦV Φ′ + Ση. The matrices Φ and Ση can be fully parameterized or have only
diagonal elements different from zero, depending on whether structural analysis or
forecasting is the goal. The linear state space form enables the use of the Kalman
filter and smoother to compute the predicted, filtered and smoothed estimates for
the latent factors ft. The unrestricted parameters in Φ, Ση, Λ and Ω are estimated
by likelihood based methods, where the likelihood is computed from the prediction
error decomposition that is provided by the Kalman filter. The Kalman filter based
estimation methods provide efficiency gains when compared to the two-step estimation
method discussed above.
We refer to the model in equations (4.3) and (4.4) as the dynamic Nelson-Siegel
(DNS) model. The model is a regular linear state space model for which all the method-
ology that is discussed in Durbin & Koopman (2012, Part 1) applies. In the next
two sections we modify and extend the DNS model to (a) allow for non-Gaussian ex-
planatory variables to interact with the term structure factors and (b) to allow for
time-varying volatility and outliers.
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4.2.2 Non-Gaussian explanatory variables
The level, slope and curvature factors ft provide an abstract description of the term
structure of the yields. In general there is interest in incorporating explanatory vari-
ables in the term structure model and studying their interaction with the term structure
factors. We are interested in both (i) the effect of the explanatory variables on the term
structure factors and (ii) the effect of the term structure factors on the explanatory
variables. When the explanatory variables follow a linear time series process we can
include them in the term structure model using the methods described in Diebold et al.
(2006). In particular, let xt denote the m× 1 vector of explanatory variables. We can
include xt in the vector autoregressive process for the term structure factors as follows:(
ft − µf
xt − µx
)
= H
(
ft−1 − µf
xt−1 − µx
)
+ ξt, ξt ∼ N(0, Q), (4.5)
where the top left hand blocks of H and Q contain Φ and Ση, respectively. The off-
diagonal elements can be used to study interactions among the term structure factors
and the explanatory variables.
In this paper the variables xt are related to monetary policy during crisis times
and cannot be argued to follow a linear Gaussian time series model. Therefore we
need to modify the approach of Diebold et al. (2006). In particular, we model the
explanatory variables by non-Gaussian densities that are defined conditional on a set
of latent dynamic factors θt.
We define
xj,t ∼ pj(xj,t|θt), j = 1, . . . ,m, (4.6)
where the density pj(·|·) can be different for each j. The factors for the explanatory
variables are jointly modeled with the factors for the term structure in
(αt − µα) = H(αt−1 − µα) + ξt, ξt ∼ N(0, Q), (4.7)
where αt = (f
′
t , θ
′
t)
′ and the off diagonal blocks of H and Q capture the interaction
between the factors θt and ft. Examples for non-Gaussian monetary policy variables
that we consider in the empirical illustration are given below. In principal, a large
number of mixed-measurement explanatory variables can be included in our model.
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Example 1: Interbank lending rate
The euro overnight index average (EONIA) is a benchmark rate for overnight unsecured
interbank loans in the euro area. It is closely related to ECB monetary policy rates and
therefore proxy its monetary policy stance. During the recent financial crisis the EONIA
interbank rate declined to close to zero.1 Modeling the interbank lending rate without
this non-linearity leads to incorrect inference regarding the effect of interbank rates on
the yield curve. Several densities can be considered that are able to incorporate this
non-linearity. A convenient choice is the log-normal density, which is able to mimic
the observation that the interbank rate has never actually reached zero but has been low
for an extended period and cannot become negative. Let x1,t denote the interbank rate.
The conditional log density for x1,t given θ1,t is given by
log p1(x1,t|θ1,t) = − log x1,tσ
√
2pi − (lnx1,t − θ1,t)
2
2σ2
, (4.8)
where θ1,t is the log mean scale parameter and σ is the shape parameter.
Example 2: bond market purchases
A second example of the monetary policy of the ECB are the bond market purchases
that were conducted under the Securities Markets Programme. Within this program
the ECB bought government bonds at different maturities at different points in time in
secondary markets. We model the purchases amount x2,t by a Poisson distribution with
time-varying log intensity θ2,t. Purchase amounts are non-negative, and zero when the
program is inactive. The conditional log density can be expressed by
log p2(x2,t|θ2,t) = x2,tθ2,t − exp θ2,t − log x2,t!. (4.9)
The empirical section of this paper provides more details for the asset purchase program.
1The EONIA rate does not go negative as banks would prefer to hold currency or reserves at the
central bank than to lend funds at a negative interest rate.
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4.2.3 DNS-SVt
We modify the assumptions for the distribution of the error term in the observation
equation (4.3) of the dynamic Nelson-Siegel model to allow for a heavy tailed distribu-
tion and stochastic volatility. Two keys reasons for these extensions can be formulated.
First, times of financial crisis typically imply changing levels of volatility and the
occurrence of extreme yield changes; see also Koopman et al. (2010). Sudden and large
changes in bond yields can occur, in particular in illiquid markets, when there are
unexpected news, for example, about fiscal policy variables, rating downgrades, emer-
gency initiatives, or other political events. Furthermore, even in cases for which there
are not many extreme events, heavy tailed error distributions such as the Student’s t
distribution can greatly improve the accuracy for the factor estimates (see Mesters &
Koopman (2012)) and stabilize importance sampling methods for stochastic volatility
(see Koopman et al. (2009)).
Second, term structure models are typically fitted to monthly yield data. During the
recent financial crisis some of the monetary policy interventions have been operating
and changing on a daily or weekly basis. Studying the impact of these interventions
on a lower frequency is difficult as many other shocks also affect the yields. When
modeling the yields at higher frequencies, correlation and clustering naturally occurs in
the variance of the yields. This type of correlation is typically ignored at the monthly
frequency, but becomes hard to ignore at higher frequencies; see the discussion in
Diebold & Rudebusch (2012). In our extended model we explicitly model the time-
varying volatility in the error term.
We replace the observation equation for the yields, given in (4.3), by
yt = Λft + et, et ∼ t(0,Σt, ν), t = 1, . . . , T, (4.10)
where t(0,Σt, ν) denotes the Student’s t density with mean zero, variance matrix Σt
and degrees of freedom ν. Similar as for the mean process Λft of the yields, we assume a
factor structure for the variance process. We follow Carriero et al. (2013) and consider
the one-factor structure given by
Σt = diag(σ
2
1,t, . . . , σ
2
N,t), σ
2
i,t = w
2
i expht,
(ht − µh) = γ(ht−1 − µh) + ζt, ζt ∼ N(0, σ2ζ ),
(4.11)
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where w2i is the maturity-specific loading for the log variance process ht, which follows
an autoregressive process of order one, where µh is the mean, γ is the autoregressive
coefficient and ζt is the disturbance term with mean zero and variance σ
2
ζ .
To identify a rotation of the factor structure we normalize the volatility process ht,
such that Var(ht) = 1, and we restrict w1 = 1. We assume that the innovations ζt are
independent of the term structure innovations ηt. This assumption is in line with the
empirical results reported in Andersen & Benzoni (2010).
A multitude of extensions of this baseline model are possible in principle. First, as
an alternative to changing the distribution of t in the measurement equation (4.3) it
would be possible to change the distribution of ηt in the state equation (4.4) instead;
see for example Cakmakli (2011). Changes in yields would then likely be captured by
more volatile term structure factors and monetary policy signals. Second, time varying
volatility in both the measurement and state equation could be considered, as imple-
mented by Stock & Watson (2007) and Shephard (2013) in the context of univariate
inflation models. Third, our joint model could be extended to include correction terms
that make it arbitrage free, see Christensen et al. (2011). Such no-arbitrage restrictions
are likely to be satisfied in well-functioning markets during non-crisis times. Fourth,
the country-specific yield curves could be combined in a regional model of the euro area,
as in the global model of Diebold et al. (2008). We leave these interesting extensions
for future research.
The robust joint model for the term structure and the monetary policy is given by
equations (4.10), (4.11), (4.6) and (4.7). The model parameters are summarized in the
vector ψ, which contains the parameters pertaining to the extended dynamic Nelson
Siegel model as well as the parameters for the monetary policy model.
4.3 Estimation method
While the extensions for the dynamic Nelson Siegel model that we propose in Sections
4.2.2 and 4.2.3 are easy to motivate, they do have the consequence that we can no longer
use standard Kalman filter methods for parameter estimation and for the extraction
of the latent stochastic factors. In particular, by changing the Gaussian density to
the Student’s t density with time-varying volatility in (4.10) and adding the non-
Gaussian monetary policy variables we can no longer express the likelihood in closed
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form. Therefore, we need to resort to simulation methods for parameter estimation.
4.3.1 Importance sampling
We summarize the observations for the yields and the monetary policy in the vector
z = (y′, x′)′, where y = (y′1, . . . , y
′
T )
′ and x = (x′1, . . . , x
′
T )
′. The loglikelihood for
observation vector z is defined by `(ψ; z) = log p(z;ψ), where p(z;ψ) denotes the joint
density of the observations for a given parameter vector ψ. In the remainder of this
section we drop the dependence on parameter vector ψ for notational convenience and
define log p(z) = log p(z;ψ).
The complete joint density of the endogenous variables is given by p(z, α, h). It
follows that we must integrate both h and α from the complete joint density to obtain
the marginal likelihood. We approach this problem sequentially starting with the
integral over h. In particular, we can the express the marginal density p(z) by
p(z) =
∫
h
p(z|h)p(h) dh, (4.12)
where p(h) is implied by model (4.11) and p(z|h) is unknown in closed form. More
specifically, p(z|α, h) is defined in closed form by the joint model given in Section
4.2, but the integral over α cannot be evaluated analytically since p(z|α, h) has non-
Gaussian features.
The integral in (4.12) is high dimensional and we use the importance sampling
technique (see Ripley (1987)) to rewrite the integral as
p(z) =
∫
h
p(z|h)p(h)
g1(h|z) g1(h|z) dh = g1(z)
∫
h
p(z|h)
g1(z|h)g1(h|z) dh, (4.13)
where g1(h|z) is the importance density and the second equality follows as we impose
g1(h) ≡ p(h).
Next, we outline the construction of the importance density g1(h|z). In general
g1(h|z) should be proportional to p(z, h), easy to sample from and easy to compute.
Meeting the first requirement is complicated for the joint model since p(z|h) cannot
be expressed in closed form. Our strategy is as follows. We linearize the joint model
p(z|h, α) and then integrate out α analytically from the linearized model. Based on this
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approximating linearized model, which only depends on h, we construct the importance
density g1(h|z) using the methods developed in Shephard & Pitt (1997), Durbin &
Koopman (1997) and Jungbacker & Koopman (2007). The details for the construction
are given in Appendix A.
After the importance density is constructed we may approximate the integral in
(4.13) by Monte Carlo simulation. In particular, the Monte Carlo approximation for
the likelihood is given by
pˆ(z) = g1(z) M
−1
M∑
i=1
p(z|h(i))
g1(z|h(i)) , (4.14)
where the samples h(i) are drawn from g1(h|z), for i = 1, . . . ,M .
To evaluate the non-Gaussian densities p(z|h(i)) in (4.14), for i = 1, . . . ,M , we also
consider an importance sampling approach. In particular, for each given h(i) we may
write
p(z|h(i)) =
∫
α
p(z|α;h(i))p(α) dα
=
∫
α
p(z|α;h(i))p(α)
g2(α|z;h(i)) g2(α|z;h
(i)) dα,
= g2(z)
∫
α
p(z|α;h(i))
g2(z|α;h(i))g2(α|z;h
(i)) dα, (4.15)
where g2(α|z;h(i)) is the second importance density, which is constructed given z and
the sampled volatility path h(i). The first equality in (4.15) follows as α and h are
considered independent and the third equality follows as we impose g2(α) = p(α).
The density p(z|α;h(i)) includes mixed-measurements. For example, p(y|α;h(i)) is con-
sidered to be equal to the Student’s t density and p(x|α;h(i)) is equal to a variety
of densities; see Section 4.2.2. The construction of importance densities for mixed-
measurement non-Gaussian time series is considered in Koopman, Lucas & Schwaab
(2011) and we follow their approach. The details for the construction of g2(α|z;h(i))
are given in Appendix A.
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A Monte Carlo average for the integral in (4.15) is given by
pˆ(z|h(i)) = g2(z) M−1
M∑
j=1
p(z|α(j), h(i))
g2(z|α(j);h(i)) , (4.16)
where the samples α(j) are drawn from g2(α|z;h(i)) for j = 1, . . . ,M . The estimate
pˆ(z|h(i)) replaces p(z|h(i)) in (4.13).
Convergence of pˆ(z) to p(z) is guaranteed by the law of large numbers. The con-
vergence rate depends on the variance of the ratios
w
(i)
1 =
pˆ(z|h(i))
g1(z|h(i)) and w
(j)
2 (h
(i)) =
p(z|α(j);h(i))
g2(z|α(j);h(i)) , (4.17)
for i = 1, . . . ,M and j = 1, . . . ,M . The variances of the sequences w
(i)
1 and w
(j)
2 (h
(i))
must be finite in order to guarantee a
√
M convergence rate; see Geweke (1989). For
w
(j)
2 (h
(i)) this must hold for each sampled path h(i). Thus, in total for M +1 sequences
of weights the variances must exist. In our empirical applications we test for this using
the extreme value based tests of Koopman et al. (2009).
133
4.4 Empirical application for euro area yield curves
and monetary policy
We apply our joint model of sovereign yields and monetary policy measurements to
data from four large countries in the euro area: France, Germany, Italy and Spain.
We aim to study the interaction between the different yield curves and the monetary
policy of the European Central Bank. We include the euro overnight interbank lending
rate (EONIA) as a proxy of the monetary policy stance, and later also consider bond
market purchases that were conducted within the Securities Market Programme (SMP)
in the Italian and Spanish debt markets.2 We consider the confidential country-level
data in our analysis.
4.4.1 Data
Yield data
Our empirical study is based on data for euro area sovereign bond yields. We construct
zero-coupon yields using the method discussed in Brousseau (2002). The method is
closely related to the Fama & Bliss (1978) procedure. We refer to Brousseau (2002) for
a detailed discussion of the construction method. We construct panels of zero-coupon
yields for Germany, France, Italy and Spain. Each panel consists of yields for N = 10
maturities from 1 January 2004 up to 31 December 2012. The 10 maturities are evenly
spread between 1 and 10 years. We consider weekly observations, which are obtained
by taking every Friday yield.
Figure 4.1 presents a subset of the yield data. The yields suggest the presence of
an underlying factor structure. Although the yield series vary heavily over time for
each of the maturities, a strong common pattern in the series over time is apparent.
For most days, the yield curve is an upward sloping function of time to maturity. Two
instances of an almost inverted yield curve can be detected. For all countries mean
reversion occurred, or nearly occurred, in 2008 corresponding to the bankruptcy of
2At the end of 2012 the ECB held e99.0bn in Italian sovereign bonds and e43.7bn in Spanish
debt that was acquired within the SMP. In addition it held positions in Portuguese (e21.6bn), Irish
(e13.6bn), and Greek (e30.8bn) debt securities, see the ECB (2013) annual report. No SMP purchases
were made in the bond markets of France and Germany.
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Lehman Brothers, a significant event during the global financial crisis. For Italy and
Spain a second period of almost mean reversion occurred in 2012 during a particularly
intense phase of the euro area sovereign debt crisis.
After 2010 the overall trend for French and German yields is downwards, whereas
the trend for Italian and Spanish yields is upwards. This pattern is consistent with cap-
ital flows from the latter stressed countries to the former countries during the sovereign-
debt crisis. Shorter term maturities are more volatile than longer term maturities for
all four countries.
Tables 4.1 and 4.2 provide descriptive statistics for the yields. For the 1, 5 and 10
year maturities we report the mean, standard deviation, skewness, kurtosis, minimum
and maximum statistics for four different sampling periods that are labeled; 1. full
(2004-1 until 2012-52), 2. pre-crisis (2004-1 until 2007-52), financial crisis (2008-1 until
26-2010) and 4. sovereign-debt crisis (2010-27 until 2012-52). The summary statistics
confirm that the yield curves tend to be upward sloping and that volatility is lower for
the rates with longer time to maturity.
In the pre-crisis period all the sample moments are approximately the same for
all countries. The skewness and kurtosis statistics indicate that the yields are almost
normally distributed. During the financial crisis the variance increases for the 1 and 5
year maturities for all countries. The variance for the 10 year maturity yields remains
approximately unchanged. The level of the lower maturities decreases by almost 400
basis points for all countries. Both the sample skewness and kurtosis statistics increase.
During the sovereign-debt crisis large differences appear between France and Ger-
many on the one hand and Italy and Spain on the other hand. The yields of France
and Germany reach their lowest point for the entire sample and the variance decreases
towards values that are observed for the pre-crisis sample. In contrast, the yields of
Italy and Spain reach their respective peaks and the variance of the higher maturities
increases.
Two main conclusions can be drawn from an inspection of the yield data. First,
large within country differences in the time series properties exists for all maturities.
Both the mean and the variance of the yields change over time. Second, when con-
sidering the cross country differences, the yields are approximately similar prior to the
sovereign-debt crisis. During the sovereign-debt crisis, however, the yields of France
and Germany approximately return to their pre-crisis properties, whereas the yields
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for Italy and Spain continue to increase and become even more volatile.
Monetary policy measurements
The primary objective of the European Central Bank is to maintain price stability
within the euro area. In its pursuit of price stability, it aims to maintain inflation
rates below, but close to, 2% over the medium term. We distinguish between standard
(interest rate) and non-standard monetary policy measures (such as outright bond
purchases in secondary markets).
In our empirical analysis we include the weekly average of the EONIA rate. The
EONIA rate closely tracks the monetary policy rates as set by the ECB’s Governing
Council, and is therefore useful as a proxy of the ECB’s monetary policy stance. The
weekly average is taken to avoid outliers that occur as financial institutions target their
respective reserve requirements. Figure 4.1 contains our weekly average EONIA rate.
For France and Germany, the EONIA rate is approximately equal to the respective 1
year sovereign yield during the entire sample from 2004-2012. For Italy and Spain, the
EONIA rate is also close to the 1 year yield until early 2010. After that, EONIA and 1
year sovereign yields diverge markedly. From October 2008 onwards, EONIA is mostly
below 1% and is particularly close to zero in 2012.
During the most severe phase of the sovereign debt crisis, contagion effects and
fears of currency redenomination put price stability in the euro area at risk, which
the ECB had to address through unconventional and unprecedented monetary policy
actions. In May 2010 the Governing Council decided to conduct interventions in some
euro area government bond markets in order to mitigate impairments to the monetary
transmission mechanism. The SMP interventions occurred in the form of outright
secondary market purchases. Almost all purchases pertain to bonds with maturities
between 2 and 10 years. We refer to Giannnone, Lenza, Pill & Reichlin (2011), Eser,
Amaro, Iacobelli & Rubens (2012) and Eser & Schwaab (2013) for details.
Figure 4.2 presents the total weekly settled amount of all bond purchases within
the SMP in billion euro. Approximately e214 billion (bn) of government bonds were
acquired from 2010 to early 2012. The purchases in the beginning of 2010 were related
to Greek, Portuguese and Irish bonds. The SMP was extended to include Spain and
Italy from 08 August 2011 until late January 2012 (24 weeks). Clearly, the bond
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Figure 4.1: Selection of zero-coupon government bond yields for selected euro area
countries
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Figure 4.2: Summary of the bond market purchases
market purchases are non-negative and often zero when the program is inactive. In
our analysis we include the average weekly amounts (at par value) of purchases in the
respective bond markets for Italy and Spain.
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Country Sample Maturity Mean Sd Skew Kurt Min Max
France Full 1 2.03 1.35 0.28 1.78 0.05 4.57
5 2.93 0.87 -0.34 2.64 0.73 4.72
10 3.64 0.56 -0.56 2.97 2.10 4.70
Pre 1 2.92 0.81 0.37 1.51 1.90 4.35
5 3.45 0.49 0.07 2.22 2.52 4.51
10 3.88 0.38 -0.23 2.02 3.11 4.60
Fin 1 1.96 1.48 0.60 1.64 0.36 4.57
5 3.08 0.72 0.58 2.27 1.82 4.72
10 3.87 0.38 0.29 2.45 3.04 4.70
Sov 1 0.68 0.45 0.22 1.91 0.05 1.48
5 1.94 0.60 -0.23 2.18 0.73 3.01
10 3.02 0.45 -0.27 2.06 2.10 3.81
Germany Full 1 1.95 1.40 0.21 1.73 -0.07 4.51
5 2.70 1.08 -0.53 2.41 0.33 4.59
10 3.32 0.83 -0.85 2.84 1.27 4.53
Pre 1 2.91 0.80 0.38 1.53 1.89 4.35
5 3.44 0.48 0.06 2.24 2.53 4.49
10 3.84 0.37 -0.28 2.11 3.09 4.53
Fin 1 1.89 1.47 0.64 1.70 0.26 4.51
5 2.86 0.76 0.59 2.31 1.53 4.59
10 3.46 0.48 0.41 2.25 2.54 4.52
Sov 1 0.47 0.48 0.64 2.14 -0.07 1.45
5 1.34 0.72 0.34 1.84 0.33 2.80
10 2.25 0.64 0.26 1.78 1.27 3.49
Table 4.1: Descriptive statistics for the euro area yield curve data.
4.4.2 Monetary policy transmission in pre-crisis and crisis
times
This section discusses the estimation results for the joint model for the yields and
the EONIA rate. The yields are modeled by the dynamic Nelson-Siegel model with
Student’s t errors and factor stochastic volatility; see equation (4.11). We focus on term
structure models with only two factors (level and slope) for simplicity. The separate
identification of a curvature factor is at complicated because we did not obtain reliable
data on yields with maturities lower than 1 year for all countries; see also Diebold et al.
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Country Sample Maturity Mean Sd Skew Kurt Min Max
Italy Full 1 2.63 1.11 0.39 2.54 0.77 6.45
5 3.74 0.77 1.08 4.75 2.61 7.10
10 4.47 0.68 1.20 4.82 3.31 6.96
Pre 1 2.94 0.80 0.36 1.49 1.91 4.35
5 3.55 0.50 0.04 2.10 2.63 4.60
10 4.07 0.38 -0.31 2.01 3.31 4.77
Fin 1 2.22 1.38 0.56 1.60 0.77 4.66
5 3.54 0.63 0.48 2.16 2.69 5.00
10 4.42 0.28 0.48 2.40 4.02 5.09
Sov 1 2.54 1.06 1.52 5.39 1.34 6.45
5 4.24 1.00 0.50 2.84 2.61 7.10
10 5.15 0.79 0.26 2.43 3.79 6.96
Spain Full 1 2.70 1.07 0.05 2.26 0.67 5.92
5 3.75 0.78 0.90 3.96 2.53 6.98
10 4.43 0.84 1.05 3.51 3.13 7.10
Pre 1 2.92 0.81 0.39 1.52 1.89 4.37
5 3.46 0.50 0.05 2.20 2.53 4.53
10 3.89 0.38 -0.21 2.01 3.13 4.60
Fin 1 2.18 1.38 0.51 1.59 0.67 4.54
5 3.42 0.55 0.57 2.29 2.70 4.74
10 4.20 0.25 0.63 2.45 3.85 4.81
Sov 1 2.86 0.88 0.81 3.83 1.30 5.92
5 4.52 0.80 0.31 3.25 3.01 6.98
10 5.52 0.71 -0.19 2.86 4.08 7.10
Table 4.2: Descriptive statistics for the euro area yield curve data.
(2008). As usual, the first two factors capture almost all of the systemic variation in
the yield data.
The EONIA rate is modeled by the log normal distribution where the log mean θ1,t
is updated jointly with the term structure factors; see Section 4.2.2. For this model we
estimate the parameter vector ψ for the four countries and distinguish the four sample
periods which are discussed in Section 4.4.1. We fix the degrees of freedom ν = 10 to
allow for heavy tails in the errors. Experiments with lower degrees of freedom gave
similar results. The other parameters are estimated using the simulation methods that
are developed in Section 4.3. We use M = 100 draws from the importance densities
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to approximate the likelihood. For each model that we estimate we check the variance
in the importance sampling weights to ensure
√
M convergence for the Monte Carlo
likelihood in (4.14).
Parameter estimates
The parameter estimates for the matrices H and Q are shown in Tables 4.3 and 4.4.
The matrices H and Q capture the lagged and contemporaneous interactions between
the term structure factors and the monetary policy factors. These are the parameters
that are of main interest in this study. In particular, the far right column and the
bottom row capture the interactions between the level and slope factors and the log
mean of the EONIA rate.
For the full sample we find little interaction between the term structure and the
monetary policy factors. For all countries the contemporaneous and lagged coefficients
are small and often not significant. Only the lagged effect of (the log mean of) the
EONIA rate on the level and slope factors is positive and significant for France and
Germany. This indicates that over the entire sample the interbank rate follows the
term structures of France and Germany, which are thus leading in a sense for the
EONIA rate. Alternatively, it is possible to argue that the level and slope factors
contain expectations for the macro economy (inflation and output) and that the proxy
of monetary policy stance is responding similarly to these expectations; see Diebold
et al. (2006).
Before the financial crisis the log mean of the EONIA rate has a positive lagged
effect on the level factor. This holds for all countries and the coefficients for the pre-
crisis sample range between 0.06 and 0.09. As a result, before the crisis a decrease
in short term interbank rates was transmitted into the term structure by lowering the
level factor. The lagged interaction between the slope factor and the interbank rate is
small and the contemporaneous interaction is close to zero for the pre-crisis sample.
During the financial crisis the transmission of the interbank rate into the level factor
is reduced for all countries. The lagged interaction coefficients become zero or even
negative. Interestingly, we find the largest significant negative coefficient for Germany,
which may reflect the adverse impact from a bailout of a number of German banks
in the post-Lehman months. During the financial crisis the volatility in the factors
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increases. This holds in particular for the slope factors. The interaction between the
level and slope factors becomes negative in this period, i.e., an increasing level factor
is associated with a decreasing slope factor.
During the sovereign-debt crisis the EONIA rate is negatively related to the level
factor for Italy and Spain. This suggests that the very low interbank rates are not
transmitted adequately along the yield curve for these two countries.3 In particular,
a cut in monetary policy rates (a decrease in EONIA) would be associated with an
increasing level factor. This is in contrast to Germany and France, where the lagged
effects of the EONIA rate on the level factor is positive for France, and less negative
for Germany.
Mean and variance factors
Figure 4.3 presents the smoothed means for the term structure factors and monetary
policy factor together with the sample split points. The smoothed estimates are com-
puted as discussed in Appendix B using the full sample parameter estimates and as
reported in Tables 4.3 and 4.4. For all countries the pre-crisis sample is characterised
by decreasing level factors and increasing slope factors. During the financial crisis
the volatility in the term structure factors increases and the slope factors decrease
rapidly. This decrease is also visible for the log mean of the interbank rate. During the
sovereign-debt crisis the level factors of France and Germany are declining, whereas
the levels of Italy and Spain are increasing. The slope factors for all countries remain
low, while the slope factors of Italy and Spain are more volatile.
The smoothed volatility paths are shown in Figure 4.4. We show the volatility
paths for the 1 year and 10 year maturities (w21 expht and w
2
10 expht). The volatility
paths of the 1 year maturities are similar among the four countries. There is little
volatility prior to 2008 after which the volatility peaks at points coinciding with the
high points of the financial and sovereign-debt crisis. The differences between the
countries are more pronounced for the respective 10 year maturities. In particular,
during the sovereign-debt crisis the volatility for Italian and Spanish bonds reaches
high levels, whereas the volatility for French and German bonds remains low.
3For shorter maturities in this negative relationship is partially mitigated by the positive effect of
the EONIA rate on the slope factor.
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Figure 4.3: Smoothed mean factors for selected euro area countries
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Figure 4.4: Selection of smoothed volatility processes for selected euro area countries
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Impulse response functions
In this section we investigate the implied dynamic implications of the parameter es-
timates in Tables 4.3 and 4.4 by computing generalized impulse response functions
following the methodology described in Pesaran & Shin (1998). The impulse responses
do not identify causal relationships between the term structure and monetary pol-
icy factors, but we consider them informative as we compare the responses between
different sample periods.
Figures 4.5–4.8 show all impulse response functions that correspond to standardized
shocks to the level and slope factors and the log mean of the EONIA rate. For the
pre-crisis sample the impulse responses are similar for all countries. A positive shock
to the level factor decreases the slope factor and has a very small negative effect on
the log mean of the EONIA rate. A positive shock to the slope factor decreases the
level factor and increases the EONIA rate. When the log mean of the EONIA rate
is shocked the level factor increases persistently over a long time period. Also, the
slope factor shows a positive response which becomes negative after approximately 1
year. The monetary policy shock is slowly absorbed in the level and slope factors for
all countries.
During the financial crisis the impulse responses change in direction and persistence.
Most interestingly, a shock to the EONIA rate now leads to a decreasing level factor for
all countries. For France and Germany the shock eventually becomes positive, whereas
for Italy and Spain it converges to zero without becoming positive. The response of the
slope factor for France and Germany becomes is initially positive but then decreases
more rapidly. This suggests that an EONIA rate shock is transmitted into the short
end of the yield curve, but its effect dies out quickly. For Italy the response remains
positive for a longer period of time while for Spain the response goes quickly to zero.
We conclude that, for the financial crisis sub-sample, (i) the transmission of the EONIA
rate to the level factor is different from the pre-crisis period and appears to be impaired
for all countries, and that (ii) for France, Germany and Italy the transmission seems
to occur via the slope factor instead of the level factor.
Differences across countries become most apparent during the sovereign-debt crisis.
For example, an EONIA rate shock has positive effects on the level and slope factors
for France and Italy, but its effects are in the opposite direction for Spain. As a second
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example, a positive shock to the slope factor decreases the level factor for France and
Germany, but has less influence on the level factors of Italy and Spain. Differences are
also apparent compared to the two previous sub-samples. For example, the negative
impact from an unexpected change in the EONIA rate on Spanish level factor is most
negative for this sub-sample. Similarly, a shock to the level factor, in general, continues
to lower the slope factor, but the persistence is much smaller. We conclude that, for
the sovereign debt crisis sub-sample, (i) monetary policy transmission from interbank
rates into yield curves seems to differ markedly across countries, and that (ii) the
transmission of the monetary policy stance to longer term rates is different from the
previous two samples.
4.4.3 Non-standard monetary policy
Next, for Italy and Spain we also include the bond market purchases as conducted
within the ECB’s SMP. The weekly average of the bond market purchases is modeled
by a Poisson distribution with a time-varying intensity parameter. The log intensity
of the Poisson distribution θ2,t is jointly updated with the term structure factors and
the log mean of the EONIA rate. For estimation we focus on the sovereign-debt crisis
sub-sample from mid-2010 to the end of the sample in December 2012.
In principle, purchase interventions can impact yields in two interrelated ways.
First, outright purchases add liquidity and depth to impaired secondary markets. At a
minimum, required liquidity risk premia should fall and prices should be supported as
a result. In addition, local supply effects in segmented markets and signalling effects
may further support prices, see for example Eser & Schwaab (2013). Second, purchases
may also change the relationship between proxies of the monetary policy stance (such
as the EONIA rate) and the sovereign yield curve factors.
Table 4.5 reports the parameter estimates for theH andQmatrices. The ordering in
the matrices is as follows: level factor, slope factor, log mean EONIA, and log purchase
intensity. The bottom left element in the Q matrix shows that the log purchasing
intensity is negatively correlated with the level factor for Italy and Spain. Only the
Spanish correlation is significant, however; this may reflect the fact that only in a
limited number of weeks (less then 25) purchases were made in either country. This
finding tentatively suggests that the outright purchases had a direct influence on the
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Figure 4.5: France
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Figure 4.6: Germany
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Figure 4.7: Italy
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Figure 4.8: Spain
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level factor in Italy and Spain, and also the slope factor in Spain. The bottom rows of
the H matrices reports that the lagged effects of the purchasing intensity are positive
for Italy and Spain. This indicates that the effect from the negative contemporaneous
correlation is mean reverting and temporary.
Have the SMP interventions changed the relationship between EONIA rates to the
term structure factors? We find mixed evidence. For Italy, the interaction between the
EONIA rate and the term structure factors changes when the purchases are included
in the model. In Table 4.4, the lagged effect of the log mean of the EONIA rate on the
level factor is -0.03 and not significant. When the purchases are included, the effect
becomes significant with magnitude -0.24. However, this suggests that an unexpected
decrease in the EONIA rate leads to an increases in the Italian level factor. The
effect on the slope factor remains positive when the purchases are included, and is not
significant anymore. Changes in the joint dynamics between the EONIA rate and the
term structure factors are less strong for Spain.
Figure 4.9 plots generalized impulse response functions which allow us to gain fur-
ther insight into the dynamic interaction between monetary policy measurements and
the term structure factors. The impulse responses correspond to standardized shocks
to the level factor, slope factor, the log mean EONIA rate, and the log purchasing
intensity, respectively. The instantaneous effect of an unexpected shock to the log pur-
chasing intensity is negative for the level factor for both Italy and Spain. For Italy the
effect becomes positive quickly, however, whereas for Spain it contributes to gradually
lowering the level factor. Overall, the effects of a positive shock to the log purchasing
intensity are markedly different for Italy and Spain.
Figure 4.10 shows the effect of a shock to the log purchasing intensity on the yields
by combining the effect on the level and slope factors using the estimated Nelson-
Siegel loading matrix. We show the effect on the 1, 5 and 10 year maturity yields. The
differences between Italy and Spain are again large. For Italy the response becomes
positive quickly (2 weeks) whereas for Spain the shock remains negative for an extended
number of weeks (10 weeks).
Due to a low number of observations for the SMP purchases we need to remain
careful with our conclusions. We, tentatively, conclude that (i) the instantaneous
impact of asset purchases undertaken within the SMP in Italy and Spain on the level
of yields is negative, (ii) that this impact is temporary, (iii) that the persistence of the
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Italy H 0.83 0.09 0.04 0.02 -0.24 0.08 0.02 0.01
-0.02 0.16 0.87 0.04 0.24 0.29 -0.00 0.02
-0.22 0.07 -0.00 0.02 0.66 0.11 0.02 0.01
-0.60 0.84 0.03 0.11 0.23 1.58 1.00 0.11
Q 0.03 0.01
-0.01 0.01 0.19 0.04
-0.00 0.00 -0.00 0.01 0.02 0.00
-0.03 0.02 0.05 0.09 -0.07 0.11 0.44 1.34
Spain H 0.98 0.06 -0.00 0.03 -0.07 0.06 0.01 0.01
-0.32 0.15 0.98 0.05 0.41 0.15 -0.09 0.02
-0.05 0.04 -0.01 0.02 0.99 0.03 -0.00 0.01
-1.41 0.61 0.49 0.17 0.60 0.40 0.70 0.08
Q 0.05 0.01
0.01 0.01 0.09 0.02
0.00 0.00 -0.01 0.01 0.02 0.00
-0.02 0.04 -0.03 0.05 0.03 0.04 0.20 0.17
Table 4.5: Parameter estimates for the interaction between the euro area yield curves
and the monetary policy factors.
yield impact differs markedly across the two countries considered in this study, and
that (iv) central bank asset purchases may change the statistical relationship between
interbank lending rates and the term structure factors.
4.5 Conclusion
We have developed a nonlinear non-Gaussian modeling framework for analyzing the
relationship between government bond yields and monetary policy during turbulent
times. The government bond yields are modeled by an extended dynamic Nelson-
Siegel model where the observations errors are modeled by the Student’s t density
with time-varying factor stochastic volatility. The monetary policy measurements are
modeled by appropriate non-Gaussian densities that are defined conditional on a set
of latent dynamic factors.
For the estimation of the joint model we have developed a simulation based esti-
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Figure 4.9: Impulse responses for models including purchases
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Figure 4.10: Impulse responses for the yields of standardized shocks to the log pur-
chasing intensity
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mation method that is based on the importance sampling technique. The feasibility
of the method is due to the construction of conditional importance densities, which
sample the term structure and monetary policy factors conditional on samples of the
volatility factor.
The empirical application to euro area sovereign bond markets and the monetary
policy measures of the ECB highlights the relevance and flexibility of the modeling
framework. In this context we discussed the interaction between the term structure
factors on the one hand and proxies of the monetary policy stance as well as bond
purchases for several large countries in the euro area.
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Appendix A
In this appendix we detail the construction of the importance densities g1(h|z) and
g2(α|z;h(i)) that are needed for the evaluation of the Monte Carlo likelihood in Section
4.3.
Constructing g1(h|z)
We start with the construction of g1(h|z). We aim to choose g1(h|z) to follow a Gaussian
distribution with mean equal to the mode of p(h|z) and variance equal to the curvature
around the mode. To achieve this we construct two instrumental linear Gaussian
models. First, the linear Gaussian approximating model for the mean factors αt =
(f ′t , θ
′
t)
′ is given by[
yt
xt
]
=
[
c1,t
c2,t
]
+
[
Λ 0
0 Ik
][
ft
θt
]
+
[
u1,t
u2,t
]
(4.18)
with [
u1,t
u2,t
]
∼ NID
([
0
0
]
,
[
D1,t 0
0 D2,t
])
,
where c1,t = 0 and D1,t is diagonal with elements d
2
1,t,i, for i = 1, . . . , N on the main
diagonal. The elements d21,t,i are given by
d21,t,i =
1
ν + 1
[
(ν − 2)ω2i exp(ht) + (yi,t − λ′ift)2
]
, (4.19)
which follows from linearizing the Student’s t density around its mode using the first
derivative; see Durbin & Koopman (2012, Section 10.8.1). Further, c2,t and D2,t are
found by solving
∂ log p(xt|θt)
∂θt
=
∂ log g(xt|ft, θt)
∂θt
,
∂2 log p(xt|θt)
∂θt∂θ′t
=
∂2 log g(xt|ft, θt)
∂θt∂θ′t
, (4.20)
for t = 1, . . . , T , where g(xt|ft, θt) has mean c2,t + θt and diagonal variance matrix D2,t
(see (4.18)) and p(xt|θt) is a mixture of non-Gaussian densities; see Section 4.2.2.
By construction, the likelihood for the approximating model (4.18) given h is given
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by
log g(z|h) = const− 1
2
T∑
t=1
log |Ft|+ v′tF−1t vt,
where
Ft =
[
Λ 0
0 Ik
]
Pt
[
Λ 0
0 Ik
]′
+
[
D1,t 0
0 D2,t
]
,
and
vt = zt −
[
Λ 0
0 Ik
]
at,
where at = Eg(αt|yt−1, . . . , y1) and Pt = Varg(αt|yt−1, . . . , y1), which are both computed
by applying the Kalman filter to model (4.18). We notice that ht only enters the
likelihood of model (4.18) via D1,t
The approximating model for the log variance ht is given by
z˜t = ht + υt υt ∼ NID(0, b2t ), (4.21)
where z˜t and b
2
t are obtained by the Gauss Newton type Algorithm A that is given
below. The importance density g1(h|z) is based on the linear Gaussian model (4.21).
Samples h(i) ∼ g1(h|z) are drawn by applying the simulation smoothing methods of
Fru¨hwirth-Schnatter (1994), Carter & Kohn (1994), de Jong & Shephard (1995) and
Durbin & Koopman (2002).
Algorithm A
1. Initialize h = h∗ and α = α∗;
2. Given h∗ and α∗; compute c1,t, c2,t, D1,t and D2,t from (4.19) and (4.20) for
t = 1, . . . , T ;
3. Apply the Kalman filter to model (4.18) to obtain vt and Ft;
4. Compute z˜t = h
∗
t −
[
∂2 log g(z|h∗)
∂h∗t ∂h∗
′
t
]−1
∂ log g(z|h∗)
∂h∗ and b
2
t = −
[
∂2 log g(z|h∗)
∂h∗t ∂h∗
′
t
]−1
;
5. Update h∗ by computing Eg1(h|z˜) by applying the Kalman filter smoother to
model (4.21);
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6. Update α∗ by computing Eg(α|z) using the smoothing recursions given the output
of the Kalman filter in step (iii) ;
7. Iterate between (2) and (6) until convergence.
The derivatives in step (4) are computed using the methods developed by Koopman
& Shephard (1992). In particular, we use their derivations to compute the derivative
with respect to D1,t and we use the chain rule to take the derivative with respect to ht.
The intuition behind the construction of g1(h|z) is as follows. We linearize the
model p(z|α, h) to obtain the model g(z|α, h), for which an instrumental basis is given
by (4.18), and integrate α from this linear model using the Kalman filter. The resulting
model implied by g(z|h) is again nonlinear in h. We construct g1(h|z) such that its
mean is equal to the mode of g(h|z). This is done in step (4) where we construct the
Laplace approximation of g(z|h); see Jungbacker & Koopman (2007).
Constructing g2(α|z;h(i))
We choose g2(α|z;h(i)) to follow a Gaussian distribution with mean equal to the mode
of p(α|z;h(i)) and variance equal to the curvature around the mode. Given the sam-
pled path h(i) the linear Gaussian model (4.18) only depends on the mean vector α.
This model with h = h(i) serves as an instrumental basis for obtaining the mode of
p(α|z;h(i)). The following algorithm can be used to obtain the mode.
Algorithm B
1. Initialize α = α∗;
2. Given h(i) and α∗; compute c1,t, c2,t, D1,t and D2,t from (4.19) and (4.20) for
t = 1, . . . , T ;
3. Update α∗ by computing Eg2(α|z) by applying the Kalman filter smoother to
model (4.21);
4. Iterate between (2) and (3) until convergence.
The Algorithm B is run for every sample h(i) and samples α(j) ∼ g2(α|z;h(i)) drawn
by applying the simulation smoothing methods of Fru¨hwirth-Schnatter (1994), Carter
& Kohn (1994), de Jong & Shephard (1995) and Durbin & Koopman (2002).
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Appendix B
In this Appendix we detail the computation of the conditional expectations E(h|z) and
E(α|z). From the definition it follows that
E(h|z) =
∫
h
hp(h|z) dh
=
∫
h
h
p(h|z)
g1(h|z)g1(h|z) dh
=
g1(z)
p(z)
∫
h
h
p(z|h)
g1(z|h)g1(h|z) dh
=
∫
h
h p(z|h)
g1(z|h)g1(h|z) dh∫
h
p(z|h)
g1(z|h)g1(h|z) dh
,
which can be estimated by
Eˆ(h|z) =
∑M
i=1 h
(i) p(z|h(i))
g1(z|h(i))∑M
i=1
p(z|h(i))
g1(z|h(i))
,
where the samples h(i) are drawn from g1(h|z). The construction of g1(h|z) is discussed
in Appendix A and p(z|h(i)) is evaluated as discussed in Section 4.3.1.
The conditional expectation for the factors is given by
E(α|z) =
∫
α
αp(α|z) dα
=
∫
α
α
∫
h
p(α|h, z)p(h|z) dh dα
=
∫
α
α
∫
h
p(α|h, z)p(h|z)
g2(α|h, z)g1(h|z)g2(α|h, z)g1(h|z) dh dα
=
g1(z)
p(z)
∫
α
α
∫
h
p(α|h, z)p(z|h)
g2(α|h, z)g1(z|h)g2(α|h, z)g1(h|z) dh dα.
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Under the assumption that we may switch the order of integration we obtain
E(α|z) = g1(z)
p(z)
∫
α
α
∫
h
p(α|h, z)p(z|h)
g2(α|h, z)g1(z|h)g2(α|h, z)g1(h|z) dh dα
=
g1(z)
p(z)
∫
h
p(z|h)
g1(z|h)
∫
α
α
p(α|h, z)
g2(α|h, z)g2(α|h, z) dα g1(h|z) dh
=
∫
h
p(z|h)
g1(z|h)
∫
α
α p(α|h,z)
g2(α|h,z)g2(α|h, z) dα g1(h|z) dh∫
h
p(z|h)
g1(z|h)
∫
α
p(α|h,z)
g2(α|h,z)g2(α|h, z) dα g1(h|z) dh
,
which can be approximated by
Eˆ(α|z) =
∑M
i=1
p(z|h(i))
g1(z|h(i))
[
M−1
∑M
j=1 α
(j) p(α
(j)|h(i),z)
g2(α(j)|h(i),z)
]
∑M
i=1
p(z|h(i))
g1(z|h(i))
[
M−1
∑M
j=1
p(α(j)|h(i),z)
g2(α(j)|h(i),z)
] ,
where the samples h(i) are drawn from g1(h|z) and the samples α(j) from g2(α|h(i), z).
The construction of both importance densities is discussed in Appendix A.
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Chapter 5
Monte Carlo Maximum Likelihood
Estimation for Generalized
Long-Memory Models
5.1 Introduction
In this paper we develop a maximum likelihood estimation method for the class of
generalized long-memory time series models that is proposed by Brockwell (2007).
The long-memory stochastic volatility model as in Breidt, Crato & De Lima (1998) and
Wright (1999), and the long-memory censored Gaussian model as in Brockwell & Chan
(2006) belong to this class of models. The generalized long-memory model consists of
a latent autoregressive fractionally integrated moving average (ARFIMA) process with
Gaussian innovations and an arbitrary observation density that is conditional on the
latent ARFIMA process. A further development presented in this paper is the extension
towards the simultaneous analysis of multiple time series which allows the treatment
of generalized long-memory dynamic factor models.
The presence of long-memory in an observed time series becomes apparent when
its autocovariance function decays slower than an exponential decay. The time series
is then said to be subject to long-range dependence. Such time series appear in many
fields including finance, meteorology and computer science. The modeling of long-
memory time series has received much interest since the seminal paper of Mandelbrot
(1969). Surveys on specification and parameter estimation for long-memory models are
given by Robinson (1994) and Baillie (1996). A recent textbook treatment of theory
and methods for long-range dependent data is given by Palma (2007). We consider
the ARFIMA model with Gaussian innovations for the long-memory latent variable.
This model was independently introduced by Granger & Joyeux (1980) and Hosking
(1981). Beran (1994) discusses inference but also forecasting for ARFIMA models. In
practice, parameter estimation for ARFIMA models is based on approximate maximum
likelihood methods. Sowell (1992) has shown that exact maximum likelihood estimation
is feasible via the direct calculation of the full autocovariance function and by means
of the prediction error decomposition and the Durbin-Levinson algorithm, see Durbin
(1960). Computational refinements of this method are proposed in Doornik & Ooms
(2003).
The main motivation to consider the generalized class of latent long-memory models
is its member, the long-memory stochastic volatility (LMSV) model which we discuss
in detail in sections 5.5 en 5.6 below. Another example is the long-memory censored
Gaussian model of Brockwell & Chan (2006). Brockwell (2007) has developed a general
Bayesian procedure based on the Markov chain Monte Carlo method for the estimation
of the parameters in models of this class. We propose a maximum likelihood procedure
based on importance sampling methods such as those developed by Shephard & Pitt
(1997) and Durbin & Koopman (1997). The difficulties in estimation are two-fold.
First, the latent Gaussian ARFIMA process is unobserved such that the likelihood
function becomes an integral over all possible latent time paths. Second, the ARFIMA
process cannot be written in state space form with a finite state vector. The impor-
tance sampling method evaluates the likelihood via Monte Carlo integration based
on simulating latent paths from an adequate approximation of the model of interest.
For this purpose, we develop a linear Gaussian state space model that approximates
both the possibly non-Gaussian nonlinear features of the observations and the dynamic
long-memory features of the model.
In our general framework we can also consider vectors of time series that are subject
to long-memory dynamics. When the number of long-memory processes (or factors) are
limited to one or two, the methodology can still be carried out as an exact maximum
likelihood estimation procedure. We will argue that the number of time series in
the observation density is not relevant in this respect as the method remains exact.
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However, when the number of factors become larger, the numerical challenge becomes
very high for an exact method and we may need to resort to approximating methods.
We explore the feasibility of our approach in detail.
The remainder of the paper is organized as follows. In the next section we present
the generalized latent long-memory time series model. In section 5.3 we describe the
general procedure of importance sampling to evaluate the exact likelihood function.
Our importance sampling method for models with latent long-memory time series
processes is developed in section 5.4. All developments are presented for the general
multivariate framework. In section 5.5 we show the effectiveness of our approach for
univariate long-memory stochastic volatility models. We present Monte Carlo evidence
for the small-sample properties of our estimation procedure and we provide an empirical
illustration analyzing the volatility underlying the log-returns of ten constituents of the
S&P 500 stock index. This illustration is extended in section 5.6 where we examine
a multivariate long-memory stochastic volatility model. In the final section 5.7 we
summarize and present some directions for further research.
5.2 Modeling framework
Consider a vector time series Yt, for t = 1, . . . , n, that is subject to nonlinear, non-
Gaussian and long-memory characteristics. A general modeling framework is provided
by the decomposition model
Y ∼ p(Y |Z), (5.1)
with Y = (Y ′1 , . . . , Y
′
n)
′ and where p(Y |Z) can be any density function for Y given the
latent vector Z = (Z ′1, . . . , Z
′
n)
′, which is often referred to as the signal. In this paper,
we assume that the latent process for vector Zt can be represented by a sum of linear
Gaussian dynamic processes of which a selection can have long-memory properties. In
particular, we have
Zt = AXt + BUt, (5.2)
where Ut is a vector of independent short-memory dynamic processes and Xt is a
vector of independent long-memory processes. The matrices A and B have appropriate
dimensions and can be regarded as fixed selection or weight matrices which may depend
on an unknown coefficient vector. The dimensions of the vectors Xt and Ut can be
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determined for each given model. Although our proposed methodology can be used
under more general conditions, for presentational purposes we assume that the short-
and long-memory variables are modeled as linear dynamic processes with Gaussian
innovations. In particular, we will assume that the ith element of Xt can be represented
by the autoregressive fractional integrated moving average (ARFIMA) process as given
by
φi(B) (1−B)di Xit = θi(B)it, it ∼ N(0, σ2i ), (5.3)
for given i, where B is the backshift operator for time index t with BmXit = Xi,t−m for
any integer m, the autoregressive φi(B) and moving average θi(B) are finite backshift
polynomial functions, di is the fractional integration coefficient and it is a serially
uncorrelated and normally distributed sequence with zero mean and variance σ2i , which
will be restricted in multivariate settings such that Var(Xit) = 1. The disturbances it
are mutually and serially uncorrelated at all time periods t and for all i. The backshift
polynomials are given by
φi(B) = 1− φi,1B − . . .− φi,pBp, θi(B) = 1 + θi,1B + . . .+ θi,qBq, (5.4)
for known non-negative integer values p and q, unknown autoregressive coefficients φi,j
and unknown moving average coefficients θi,k with i = 1, . . . , p and k = 1, . . . , q, for
each i, where p and q can be chosen differently for a different i. We assume that the
roots of the polynomials φi(B) and θi(B) lie strictly outside the unit circle and that
these polynomials have no common roots for each i. The fractional integration part
can be expressed as the binomial expansion given by
(1−B)di =
∞∑
k=0
Γ(di + 1)
Γ(k + 1)Γ(di − k + 1)(−1)
kBk,
where the parameter di is a real valued constant in the range of −1 < di < 0.5.
The assumptions ensure that for each i, the process Xit is stationary, invertible and
causal; see Palma (2007, Theorem 3.4) for a proof. The dynamic process (5.3) and its
assumptions also apply to elements of Ut but with the additional assumption that each
process has di = 0 in (5.3). We obtain the autoregressive moving average (ARMA)
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process
φ∗j(B)Ujt = θ
∗
j (B)ηjt, ηjt ∼ N(0, σ∗ 2j ), (5.5)
for given j, where φ∗j(B) and θ
∗
j (B) are defined as φj(B) and θj(B) in (5.4), respectively.
The disturbance sequence ηjt is similarly defined as it and they are uncorrelated for
all i and j. A particular element of Ut can represent a white noise sequence. It requires
φ∗j(B) = 1 and θ
∗
j (B) = 1 in (5.5) to obtain Ujt = ηjt.
5.3 Likelihood evaluation and signal extraction
When we observe a realization z of Z directly, likelihood evaluation can take place via
the multiplicative representation of one-step ahead predictive densities. For the weak
stationary Gaussian process Zt, the predictive density is
Zt|Zt−1, . . . , Z1 ∼ N(Zˆt, Vt), t = 1, . . . , n, (5.6)
where
Zˆ1 = 0, Zˆt =
∑t−1
j=1Ct−1,jZt−j, (5.7)
with Vt = E[(Zt − Zˆt)(Zt − Zˆt)′|Zt−1, . . . , Z1] and with the coefficient matrices Ci,j
determined by the Durbin-Levinson algorithm for a given autocovariance function of
Z; see Durbin (1960, Appendix 1). The density p(Z) can then be expressed as
p(Z) = p(Z1)
n∏
t=2
p(Zt|Zt−1, . . . , Z1) =
n∏
t=1
1√
2pi|Vt|
exp[(Zt − Zˆt)′V −1t (Zt − Zˆt)], (5.8)
which can be computed for any realization Z = z. However, Z is not observed but
is treated as a latent vector. We observe Y that is dependent of Z. Given the model
Y ∼ p(Y |Z) and Z ∼ p(Z), the density for Y is given by
p(Y ) =
∫
p(Y, Z)dZ =
∫
p(Y |Z)p(Z)dZ. (5.9)
For a realization y of Y , the likelihood function is defined as `(ψ) = p(y) where ψ is a
vector of fixed unknown coefficients and typically contains the ARFIMA parameters.
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An analytical expression for p(Y ) is in most cases not available because we consider
p(Y |Z) as nonlinear and/or non-Gaussian. Therefore we rely on numerical methods.
Given the potentially high dimension of the integral in (5.9), we rely on Monte Carlo
methods for its evaluation. In particular, we generate M samples of Z, denoted by
{z(1), . . . , z(M)}, from p(Z) and compute the average M−1∑Mi=1 p(y|z(i)) to obtain a
Monte Carlo estimate of the likelihood function. The estimate is however inefficient
since most unconditional samples from p(Z) will not resemble the observational process
of Y . A more efficient approach is obtained by importance sampling, see Ripley (1987).
It is based on an importance density g(Z|Y ) with properties (i) g(Z|Y ) > 0 whenever
p(Y, Z) > 0, (ii) it is close in proportionality to p(Y, Z), (iii) it is easy to sample
from, and (iv) it is easy to compute. In practice we therefore choose the importance
density from the Gaussian family and adjust its mean and variance to get it close in
proportionality to p(Y, Z). The likelihood function is then based on
p(Y ) =
∫
p(Y |Z)p(Z)
g(Z|Y ) g(Z|Y )dZ = g(Y )
∫
p(Y |Z)
g(Y |Z)g(Z|Y )dZ, (5.10)
since p(Z) = g(Z) is a Gaussian density. Also, since g(Y, Z) = g(Y |Z)p(Z) represents
a Gaussian density, an analytic expression for g(Y ) is available and can be computed
easily. A Monte Carlo estimate of the likelihood function is then given by
ˆ`(ψ) = g(y)M−1
M∑
i=1
p(y|z(i))
g(y|z(i)) , (5.11)
where the samples {z(1), . . . , z(M)} are drawn from the importance density g(Z|Y ) for
the realization Y = y. The quality of the Monte Carlo estimator (5.11) depends on how
well g(Z|Y ) approximates p(Y, Z). The choice of an appropriate importance density is
taken on a case by case basis. We discuss the choice for our model in the next section.
For any choice of importance density, Kolmogorov’s strong law of large numbers
implies that ˆ`(ψ) → `(ψ) as M → ∞. To guarantee a √M rate of convergence, we
can rely on the Lindeberg-Levy central limit theorem for which a necessary condition
is the existence of a variance for the importance weights p(Y |Z) / g(Y |Z), for Y = y,
see Geweke (1989). Diagnostic statistics for checking the existence of the variance
of the importance weights can be based on the application of extreme value theory,
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see Monahan (2001) and Koopman et al. (2009). We will present a selection of these
diagnostic statistics when we study our choice of importance densities for long-memory
stochastic volatility models in section 5.5.
5.4 Importance sampling for long-memory processes
Next we construct a linear Gaussian state space model for our importance density
g(Y, Z) which will satisfy properties (iii) and (iv). The effectiveness of the model
depends on how well density g(Z|Y ) will approximate p(Y, Z), for realisation Y =
y. Once the importance density is established, a computationally efficient method is
required to sample from g(Z|y).
5.4.1 Basic approximation
While keeping the long-memory properties of Z, we linearize the observation density
p(Y |Z) and contrast its mean and variance with those of the linear Gaussian density.
In effect, we want to modify the mean and variance of the Gaussian density such that
its mode is equal to the mode of the original observation density. Such a strategy is
followed by Shephard & Pitt (1997) and Durbin & Koopman (1997, 2000). So (2003)
and Jungbacker & Koopman (2007) argue that this strategy can be implemented by
numerically maximizing log p(Z|Y ) = log p(Y |Z) + log p(Z)− log p(Y ) with respect to
Z. The instrumental basis is the linear Gaussian model
Yt = ct + Zt + ut, ut ∼ N(0, Dt), t = 1, . . . , n, (5.12)
where ct and Dt are known and the stochastic variables Zt and us are mutually un-
correlated and ut is serially uncorrelated, for all time indices t, s = 1, . . . , n. It follows
that
g(Y |Z) =
n∏
t=1
g(Yt|Zt), g(Yt|Zt) ≡ N(ct + Zt, Dt). (5.13)
The maximization of log p(Z|Y ) with respect to Z can be carried out via the Newton-
Raphson method and reduces to the following iterative procedure. At each step, we
consider (5.12) where fixed mean vector ct and variance matrix Dt are determined from
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the output of the previous iteration, for t = 1, . . . , n. We summarize the procedure as
follows.
Algorithm A
1. Choose a value z∗ as a guess of Z;
2. Given the set of two equations
∂ log p(Yt|Zt)
∂Zt
=
∂ log g(Yt|Zt)
∂Zt
,
∂2 log p(Yt|Zt)
∂Zt∂Z ′t
=
∂2 log g(Yt|Zt)
∂Zt∂Z ′t
,
for t = 1, . . . , n, where p(Yt|Zt) is the observation model and g(Yt|Zt) is given by
(5.13), we can deduct expressions for ct and Dt as functions of Z, and compute
ct = c
∗
t and Dt = D
∗
t for Z = z
∗;
3. Compute Zˆ = Eg(Z|Y ) from the resulting model (5.12) with ct = c∗t andDt = D∗t ;
4. Replace z∗ by z∗ = Zˆ;
5. Iterate between (ii), (iii) and (iv) until convergence.
The Algorithm A can be compared with the Gauss-Newton regression (GNR) method
as described in Davidson & MacKinnon (2004) although Algorithm A is based on a
second-order Taylor expansion. The computations can be carried out for any realisation
Y = y.
5.4.2 Long-memory approximation
When A = 0 in (5.2), the approximation method can be implemented as described
in detail by Jungbacker & Koopman (2007). The short-memory process Ut is then
formulated in a linear state space form and the computations in Algorithm A, specifi-
cally in step (iii), can be carried out using the Kalman filter and smoothing methods;
see Anderson & Moore (1979) and Durbin & Koopman (2001, Chapter 4). However,
in our general model with A 6= 0, the long-memory process cannot be formulated in
state space form with a finite state vector, see the discussion in Chan & Palma (1998).
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The approximating model g(Y, Z) in (5.12) is linear and Gaussian nonetheless and a
standard lemma insists that
Eg(Z|Y ) = Eg(Z) + Covg(Z, Y )Varg(Y )−1[Y − Eg(Y )].
When variance matrix Varg(Y ) has a convenient structure, the computations can ex-
ploit the structure and calculating Eg(Z|Y ) is still feasible. For example, a variance
matrix with a Toeplitz structure as implied by the ARFIMA model (5.3) can rely on the
computationally efficient Durbin-Levinson algorithm; see Sowell (1992) and Doornik
& Ooms (2003). The model (5.12) implies however a variance matrix Varg(Y ) that is
equal to the sum of a Toeplitz and a block-diagonal matrix. A computationally effi-
cient algorithm for computing Eg(Z|Y ) is unfortunately not available when Varg(Y )
has this structure. The same arguments apply to sampling from g(Z|Y ) when comput-
ing (5.11), an appropriate algorithm is not available when Z is subject to long-memory
dynamics.
We therefore need to introduce an additional approximation of formulating a short-
memory dynamic model for a long-memory process. For this purpose, we propose the
following two approximation methods.
Yule-Walker approximation
Define the mth order backshift polynomial δ(B) = 1 − δ1B − . . . − δmBm. The au-
toregressive model of order m, the AR(m) model, is defined as (5.3) with di = 0,
φi(B) = δ(B) and θi(B) = 1. We consider the AR(m) model with autoregressive
polynomial δ(m) as an approximation to the ARFIMA model (5.3). The coefficients
δ1, . . . , δm are set equal to the corresponding coefficients of the partial autocorrelation
function (PACF) which are obtained from solving a sequence of m Yule-Walker equa-
tions. The Yule-Walker equations are based on the autocovariance function of the given
model (5.2). The resulting coefficients have a minimum mean square prediction error
property for a given finite order m. A convenient property of the PACF coefficients
is their rapid convergence to zero as the backshift order increases. A treshold value
for the decaying PACF coefficients can determine the order m. By a set of simulation
exercises for a range of ARFIMA specifications, we have set the order fixed at m = 10
which appears adequate in most cases and leads to a computationally feasible method.
167
ARMA model approximation
The autocovariance function of the ARFIMA model (5.3) can also be approximated
by a rational ARMA process as defined by (5.3) with di = 0. The approximation can
be established by minimizing the mean square error directly, similar to Tiao & Tsay
(1994), as follows. Both the ARFIMA and ARMA models can be represented as infinite
moving averages with coefficients, say, θ∗arfima,j and θ
∗
arma,j, respectively, for j = 1, 2, . . ..
Given a set of ARFIMA model coefficients, we can obtain the ARMA coefficients by
minimizing
∑∞
j=1(θ
∗
arfima,j−θ∗arma,j)2. In practice, we truncate the infinite sum at 1, 000.
This minimization problem is nonlinear and need to be carried out for each ARFIMA
specification and for each set of parameter values. A similar approach is discussed by
Hsu & Breidt (2003) where they recommend an ARMA approximation based on the
polynomials in (5.4) of orders p = 3 and q = 2.
5.4.3 Sampling from the importance density
Once the ARFIMA approximation is obtained, we can obtain the full approximating
model in a similar as described by Algorithm A. This approach is summarized in
Algorithm B.
Algorithm B
1. Approximate the ARFIMA model for Xt in (5.2) using one of the methods de-
scribed in Sections 5.4.2 and 5.4.2. Consider Zt of (5.2) where Xt is modelled by
its short-memory approximation.
2. Carry out the steps of Algorithm A. Step (iii) of Algorithm A can be carried by
Kalman filter and smoothing methods since we have a short-memory process Zt.
The linear Gaussian approximating model obtained from Algorithm B is the result
of two approximations: (a) the second-order Taylor expansion for treating the nonlinear
non-Gaussian observation equation, and (b) the short-memory approximation for the
long-memory process Xt. This can be made explicit by having the expression in (5.10)
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changed to
p(Y ) = g(Y )
∫
p(Y |Z)
g(Y |Z)
g(Z|Y )
gs(Z|Y )gs(Z|Y )dZ = gs(Y )
∫
p(Y |Z)
g(Y |Z)
g(Z)
gs(Z)
gs(Z|Y )dZ,
(5.14)
where gs() refers to the approximating model (5.12) where the long-memory process Xt
in Zt of (5.2) is substituted by its short-memory approximation. The second equality
in (5.14) follows since g(Y |Z) = gs(Y |Z). The ratio g(Z) / gs(Z) can be regarded as
the error due to the short-memory approximation of the long-memory process Xt. For
a given realization of Z, we can compute both g(Z) and gs(Z) via the Durbin-Levinson
algorithm.
For realisation Y = y, the Monte Carlo estimate of the likelihood function is given
by
˜`(ψ) = gs(y)M
−1
M∑
i=1
p(y|z(i))
g(y|z(i))
g(z(i))
gs(z(i))
, (5.15)
where the samples {z(1), . . . , z(M)} are drawn from the importance density gs(Z|y) that
is obtained from Algorithm B. Since gs() is the approximating model (5.12) where Zt
has short-memory, we can represent equations (5.12) and (5.2) as a linear Gaussian
state space model. Hence, simulation from gs(Z|Y ) can be based on the simulation
smoother methods of Fru¨hwirth-Schnatter (1994), Carter & Kohn (1994), de Jong &
Shephard (1995) and Durbin & Koopman (2002). The convergence of the estimator
˜`(ψ) → `(ψ) as M → ∞ depends on the existence of the variance of the importance
weights w(Y, Z) as given by
w(Y, Z) =
p(Y |Z)
g(Y |Z)
g(Z)
gs(Z)
. (5.16)
5.4.4 Parameter estimation
Given a particular model specification for (5.1) and (5.2), together with a realisation of
the time series Y and a particular value for the parameter vector ψ, we can compute the
Monte Carlo estimate of the likelihood function via (5.14). The method of maximum
likelihood relies on the direct numerical optimization of (5.14) with respect to ψ. A
change of the parameter vector ψ leads to a different value of likelihood function when
the parameters are properly identified. The value of ψ that maximizes (5.14) is the
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Monte Carlo maximum likelihood estimate and can be found recursively. Quasi-Newton
methods can be used effectively to maximize the estimate ˜`(ψ) with respect to the
parameter vector ψ. In the simulation exercises and in the empirical studies below,
we make use of the BFGS algorithm, see Nocedal & Wright (1999). However, the
likelihood estimate (5.14) is subject to Monte Carlo error. A different set of random
values leads to a numerically different value for the likelihood estimate. During the
estimation process of ψ, the same set of random values is therefore used for each
likelihood evaluation.
Elements of ψ are restricted to their stationary regions within the optimization
algorithm, for example −1 < d < 0.5. Let ψ˜ denote the estimated parameters, obtained
by maximizing ˜`(ψ). Standard errors for elements of estimates ψ˜ are computed by
inverting the Hessian matrix at ˜`(ψ˜) as
Σ˜ = −
{
∂2 log ˜`(ψ˜)
∂ψ∂ψ
}−1
,
which is an asymptotic estimate of the variance matrix of ψ˜. It can be calculated
numerically from values ψ around ψ˜. The standard errors of elements of ψ are given
by the square root of the diagonal elements of Σ˜.
5.4.5 Signal Extraction
Given parameter vector ψ the location of a general function of latent vector Z, denoted
by h(Z) can be determined using importance sampling. For the original model, as
specified by equations (5.1) and (5.2), it can be shown that
Ep(h(Z)|Y ) =
∫
h(Z) · p(Y, Z)dZ =
∫
h(Z)w(Y, Z)gs(Z|Y )dZ∫
w(Y, Z)gs(Z|Y )dZ , (5.17)
where w(Y, Z) is given by (5.16). The estimation of Ep(h(Z)|Y ) by importance sam-
pling, for a realisation Y = y, can be achieved by
h(Z˜) =
∑M
i=1wi h(z
(i))∑M
i=1 wi
, (5.18)
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where wi = w(Y = y, Z = z
(i)) in (5.16) with the simulated value z(i) drawn from
gs(Z|y).
5.5 Univariate long-memory stochastic volatility
We illustrate the methods developed in the previous sections to the univariate long-
memory stochastic volatility model. We provide a large Monte Carlo study to evaluate
the finite-sample properties of the estimation procedure. Finally, we present an empir-
ical study to ten daily log-return time series from constituents of the S&P 500 stock
index.
5.5.1 Model specification
Consider a time series of speculative asset log-returns yt that is assumed to have con-
stant zero mean and time-varying variance exp(Xt). The observations are sampled at
daily intervals. The general class of stochastic volatility models has a stochastically
time-varying process for the log-variance Xt. Here we take Xt as a long-memory process
and specifically treat the stochastic volatility for yt as given by
yt = exp(Xt/2)ξt, ξt ∼ N(0, σ2ξ ), t = 1, . . . , n, (5.19)
where Xt is modeled as the ARFIMA process (5.3). The assumption of a normal den-
sity for the disturbances ξt can be replaced by the assumption of a Student’s t-density.
The resulting models are referred to as the LMSV model, with Gaussian disturbances
ξt, and the LMSV-t model, with Student’s t disturbances ξt. The parameters of the
models are collected in vectors ψ and ψt respectively. The LMSV model is introduced
by Breidt et al. (1998) and Harvey (1998). Their estimation methods for ψ are based
on quasi-maximum likelihood methods. Wright (1999) also considers the LMSV model
and proposes to estimate ψ via the general method of moments based on the estimated
log-periodogram of Geweke & Porter-Hudak (1983). A comparison of the different esti-
mation methods for the LMSV model is provided by Deo, Hurvich & Lu (2006) where
also an enhanced quasi-maximum likelihood method is proposed. Bayesian estimation
methods for the LMSV model are considered by So (2002), Hsu & Breidt (2003) and
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Jensen (1983).
5.5.2 Simulation design
In our simulation study we generate univariate observations yt from the model (5.19)
with the univariate ARFIMA process Xt = X1,t specified as in (5.3) with autoregressive
polynomial of order p = p1 = 1 and moving average polynomial of order q = q1 = 0
in (5.4). We take the scale of the observations equal to unity, that is σ2ξ = 1. In the
Gaussian case, we obtain parameter vector ψ = (d , φ , σ) where d = d1, φ = φ1,1 and
σ2 = σ21. In the Student’s t case, we have ψ
t = (d , φ , σ , ν), where ν is the degrees of
freedom for the Student’s t-density.
Our Monte Carlo study is based on generating n = 2000 observations from the model
(5.19) with the log-variance Xt specified as the ARFIMA process (5.3). We have
adopted eight different parameter vectors as given in Table 5.1. We have kept the
scaling of the volatility σ similar at 0.2 in all sets of simulations since results are
not much affected by different choices of the scaling parameter. The more interesting
variations in parameter values are related to the intensity of the fractional integration
parameter, d = 0.1, 0.2, 0.3, 0.4, in combination with either none or high stationary
persistence , φ = 0.0 or φ = 0.9. The case where φ = 0.0 corresponds to the ARFIMA
model with p = 0 and q = 0, which has been used for describing log-variance Xt in
Bollerslev & Jubinski (1999) and Ray & Tsay (2000). When simulating observations
from the Student’s t-density, we consider only ν = 10 since other values for ν have
shown to produce similar results.
5.5.3 Importance sampling diagnostics
To assess whether the use of importance sampling methods is effective for the Monte
Carlo evaluation of the likelihood function, we discuss a set of diagnostics proposed
by Koopman et al. (2009). These diagnostic statistics are based on testing the null
hypothesis of the existence of a variance in a sequence of importance weights, see the
discussion at the end of Section 5.3.
The diagnostic statistics are computed as follows. We simulate a time series yt from
model (5.19) of length n = 2000 and with a particular value of ψ or ψt from Table 5.1.
Next we estimate the parameters using the Monte Carlo maximum likelihood methods
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ψ ψ(1) ψ(2) ψ(3) ψ(4) ψ(5) ψ(6) ψ(7) ψ(8)
d 0.1 0.2 0.3 0.4 0.1 0.2 0.3 0.4
φ − − − − 0.9 0.9 0.9 0.9
σ 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2
ψt ψ(1t) ψ(2t) ψ(3t) ψ(4t) ψ(5t) ψ(6t) ψ(7t) ψ(8t)
d 0.1 0.2 0.3 0.4 0.1 0.2 0.3 0.4
φ − − − − 0.9 0.9 0.9 0.9
σ 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2
ν 10 10 10 10 10 10 10 10
Table 5.1: Parameter vectors used for simulating observations in the Monte Carlo
study
of Section 5.4.4. The parameter vector is then replaced by its resulting estimate and we
generate 100, 000 importance sampling weights w(Y, Z) in (5.16) with Y set equal to
the simulated time series. For a given threshold wmin, we only consider the weights that
are larger than the threshold. These, say r, exceedence values x1, . . . , xr are assumed
to come from the generalized Pareto distribution with logdensity function f(a, b) =
− log b− (1 + a−1) log (1 + ab−1xi) for i = 1, . . . , r, where unknown parameters a and b
determine the shape and scale of the density, respectively. For an appropriately chosen
threshold and when a ≤ 0.5, the variance of the importance sampling weights exists.
We estimate a and b by maximum likelihood, denoted by aˆ and bˆ, respectively, and
compute the t-test statistic tw = bˆ
−1√r / 3(aˆ−0.5) for the null hypothesis H0 : a = 0.5.
As n→∞ and under the null hypothesis, the distribution of the test-statistic converges
to the standard normal. We reject the null hypothesis when the statistic is positive
and significantly different from zero, that is, when it is larger than 1.96 with 95%
confidence.
Since the test statistics depend on the choice of the threshold wmin, we compute
the statistics for different threshold values. In Figure 5.1, we report the test statistics
based on the importance weights from the Yule-Walker and ARMA approximations,
for the parameter values ψ(i) and ψ(it) from Table 5.1, for i = 1, . . . , 8. In the ARMA
approximation case, the test statistics are sufficiently large, especially when considering
parameter vectors for which d > 0.2, to reject the null hypothesis. Many test statistics
diverge exponentially to infinity as the threshold wmin decreases, note that the portion
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of weights included than increases. We therefore regard this importance sampler as
less reliable. When using the Yule-Walker approximation, the test statistics are over-
all smaller and in the majority of cases sufficiently small or negative. These results
have been the motivation to opt for an importance density based on the Yule-Walker
approximation. The Student’s t LMSV model produces overall much better statistics
compared to the Gaussian model. The simulation results confirm earlier findings that
the importance weights are more likely to have a variance when the serial dependence
in the time series is weak, say for the combinations where d + φ < 1.1. Furthermore,
we present strong evidence that the importance weights have a variance for the LMSV
model where the disturbances come from the Student’s t density in comparison to the
Gaussian density.
5.5.4 Simulation results
For the simulation study we consider the LMSV model (5.19) with different parameter
settings. We set ν = 0 to obtain the Gaussian LMSV model, while with ν > 2 we obtain
the model with Student’s t disturbances. For each parameter vector value from Table
5.1, we simulate 100 time series of length n = 2000 and we estimate the parameter
vector for each simulated time series, which is then treated as the observed time series.
The estimation procedures are implemented as described in Section 5.4.4, and by using
the Yule-Walker long-memory approximation with 10 lags as described in Section 5.4.2.
In this way we obtain 100 estimates of vector ψ. For each element in ψ, we report the
average estimation bias and standard deviation in Table 5.2. To make a comparison
with the standard SV model, we also consider the settings d = 0 and ν = 0 to obtain
the Gaussian SV model and d = 0 and ν > 2 to obtain the Student’s t SV model.
For the parameter vectors ψ(8) and ψ(8t), we present the resulting sample histograms
in Figure 5.2. When the estimation method is successful, the average estimation bias
should be close to zero and the sample standard deviation should be relatively small.
The results of our Monte Carlo study convincingly show that the estimation procedure
is successful. All parameter estimates center around their “true” values for all different
models and parameter values. The sample variation in the set of estimates appears to
be smallest for the LMSV-t model.
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Figure 5.1: Importance sampling diagnostics for parameters ψ(i) and ψ(it), for i =
1, . . . , 8, based on 100, 000 simulations of weights w(Y, Z) defined in (5.16). In each
panel the solid line represents the estimated test statistics tw based on the Yule-Walker
approximation and the dashed line represents the test statistics from the ARMA ap-
proximation. The test statistics are computed for different thresholds wmin, by pro-
cedures explained in section 5.5.3. Thresholds are based on the number of excee-
dence values x1, . . . , xr included. We have taken 0.01 = r/100000, 0.025 = r/100000,
0.05 = r/100000, until 0.5 = r/100000.
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Table 5.2: Descriptive statistics of estimated parameters from the simulation study.
For each parameter vector the average estimation bias and standard deviation (as
subscript) is computed as follows. We sample 100 time series of length n = 2000
from the univariate long-memory stochastic volatility model as defined by equations
(5.19) and (5.3) for different parameter vectors from Table 5.1. Each simulated time
series is treated as observed and estimated using procedures from section 5.4.4, the
Yule-Walker approximation with 10 lags and M = 400 importance simulations. From
the 100 estimated parameter vectors we present their average bias, with respect to
the corresponding parameter vector from Table 5.1, and standard deviation. This is
repeated for each parameter vector considered.
ψ ψ(1) ψ(2) ψ(3) ψ(4)
d -0.039 0.153 -0.018 0.111 -0.019 0.098 -0.033 0.107
φ − − − −
σ 0.001 0.080 -0.002 0.048 0.008 0.032 -0.011 0.064
ψ ψ(5) ψ(6) ψ(7) ψ(8)
d -0.018 0.125 -0.022 0.145 -0.036 0.109 -0.032 0.106
φ -0.001 0.035 -0.009 0.065 0.000 0.045 0.002 0.047
σ 0.031 0.052 0.024 0.051 0.011 0.043 0.017 0.042
ψ ψ(1t) ψ(2t) ψ(3t) ψ(4t)
d -0.031 0.123 -0.004 0.135 -0.016 0.111 -0.012 0.101
φ − − − −
σ 0.021 0.061 0.008 0.072 0.031 0.034 0.001 0.059
ν 0.461 3.169 0.215 4.126 0.345 3.059 0.826 2.180
ψ ψ(5t) ψ(6t) ψ(7t) ψ(8t)
d -0.009 0.102 -0.012 0.122 -0.029 0.102 -0.024 0.098
φ 0.003 0.047 0.002 0.050 0.004 0.040 0.002 0.038
σ 0.013 0.062 -0.004 0.041 0.005 0.042 0.003 0.033
ν 1.226 4.543 1.920 4.586 0.850 2.981 -0.150 2.485
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Figure 5.2: Sample densities of estimated parameters in the Monte Carlo study. We
present a 4× 4 matrix of density plots from a sample of 100 estimates of parameters in
the SV model (5.19). The four columns are associated with parameters d, φ, σ2 and ν,
respectively. The four rows are associated with the LMSV model with ν = 0 (LMSV
Gaussian), ν > 2 (LMSV Student’s t), d = 0, ν = 0 (SV Gaussian) and d = 0, ν > 2
(SV Student’s t), respectively. The simulations are based on parameter vectors ψ(8):
d = 0.4, φ = 0.9, σ = 0.2 and ψ(8t): d = 0.4, φ = 0.9, σ = 0.2, ν = 10.
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5.5.5 Empirical evidence for ten S&P 500 stocks
The presence of long-memory in the volatility of the S&P 500 stock index is documented
in Ding, Granger & Engle (1993) and further analyzed for different components of the
index by Ray & Tsay (2000). In our empirical study we consider the top-ten con-
stituents of this index. The included stocks are selected by their market capitalization
as of 06-12-2010: the largest ten are listed in Table 5.3. For each stock we create a
sample of daily adjusted closing prices between 01-01-2004 and 06-12-2010. In Figures
3.a and 3.b we present, for t = 1, . . . , n = 1745, the adjusted daily closing prices Pt, the
inflated daily differences of the log adjusted closing prices yt = 100 log(Pt /Pt−1), and
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the sample autocorrelation functions of log y2t . The sample autocorrelation function of
log y2t can be regarded as an indicator of the autocorrelation function of log-variance
Xt, see the discussion in So & Kwok (2006). Most of the sample autocorrelation func-
tions for log y2t show hyperbolic decays which may indicate a presence of long-memory
in the volatility of the series. The series with autocorrelations close to zero may have
been affected by outliers which can be due to unexpected returns.
Before the estimation procedure is started, we remove the sample mean n−1
∑n
t=1 yt
from the returns yt to avoid taking logs of zero return values. Monte Carlo maximum
likelihood estimation is carried as described in section 5.3. Univariate estimation re-
sults, based on the Yule-Walker approximation and M = 400 simulations from the
importance density for likelihood evaluation, are presented in Tables 4.a and 4.b. We
consider the unrestricted LMSV model, the LMSV model with restriction d = 0 and
the LMSV model with restriction φ = 0. The three LMSV models are also consid-
ered with the Gaussian density for ξt replaced by the Student’s t density (denoted by
LMSV-t).
For all time series the log-likelihood value is highest for the LMSV-t model where no
restrictions are placed on d or φ. The well-known Akaike information criterion (AIC)
confirms the superior in-sample performance of this model for most of the time series.
All estimates of the fractional differencing parameter are significant and often around
0.45, confirming the presence of long-memory in the log volatility of the components
of the S&P 500 stock index. In addition for most stocks, high levels of stationary
persistence φ are estimated. The LMSV-t model estimates show the advantage of
using fat tails to describe the distribution of the log-returns. Estimated degrees of
freedom ν are often low indicating substantially heavier tails compared to the Gaussian
distribution. In Figure 4 we present the estimates of the time-varying volatility paths
exp(Xt) for the LMSV-t model estimates. The estimated time-varying volatilities are
computed for the maximum likelihood estimate of the parameter vector, ψ˜, as presented
in Tables 4.a and 4.b. The computations are given by (5.18) and based on M = 400
simulations from the importance density. Many of the estimated log-volatilities in
Figure 4 have similar patterns. We may therefore consider the reduction of the number
of volatility components underlying the daily price differences. In other words, the
volatilities in the ten constituents of the S&P500 index may depend on a small number
of common components. We investigate this further in the next section.
178
CHAPTER 5: GENERALIZED LONG-MEMORY MODELS
Table 5.3: Top-ten companies from the S&P 500 index (by market capitalization, 06-
12-2010)
Symbol Constituent GICS Sector
XOM Exxon Mobil Corp Energy
AAPL Apple Inc Information Technology
MSFT Microsoft Corp Information Technology
IBM Intl. Business Machines Corp Information Technology
GE General Electric Corp Industrials
PG Procter & Gamble Consumer Staples
JNJ Johnson & Johnson Health Care
CVX Chevron Corp Energy
T AT&T Technology
JPM JP Morgan Chase Financial
Figure 3.a: Data descriptives on constituents 1 to 5 by market cap of the S&P 500
stock index. Each series contains n = 1745 trading days between 01-01-2004 and 06-12-
2010. The columns show adjusted daily closing prices, Pt; the daily differences of the
log adjusted closing prices, yt; and the sample autocorrelation function of the squared
daily differences of the log adjusted closing prices, log y2t .
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Figure 3.b: Data descriptives on constituents 6 to 10 by market cap of the S&P 500
stock index. Each series contains n = 1745 trading days between 01-01-2004 and 06-12-
2010. The columns show adjusted daily closing prices, Pt; the daily differences of the
log adjusted closing prices, yt; and the sample autocorrelation function of the squared
daily differences of the log adjusted closing prices, log y2t .
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Table 4.a: Estimated parameters for univariate LMSV and LMSV-t models using log-
returns from constituents 1 to 5 by market cap of the S&P 500 index, for days from
01-01-2004 to 6-12-2010 (n = 1745 trading days). The standard errors of the estimates
are given as subscripts. The method of Monte Carlo maximum likelihood is based on
importance sampling using the Yule-Walker approximation with ten lags and using
M = 400 importance simulations. The Akaike information criterion is computed as
AIC = 2P − 2 log ˜`(ψ˜) where P denotes the number of elements in ψ˜.
d φ σ ν log ˜`(ψ˜) AIC
XOM
LMSV 0.371 0.111 0.934 0.034 0.079 0.021 - -4677.8 9361.6
LMSV (φ = 0) 0.496 0.006 - 0.505 0.032 - -4691.4 9386.8
LMSV (d = 0) - 0.989 0.004 0.141 0.020 - -4679.2 9362.4
LMSV-t 0.379 0.108 0.942 0.029 0.069 0.019 20.183 9.740 -4675.5 9359.0
LMSV-t (φ = 0) 0.496 0.006 - 0.505 0.032 1887.96 4.296 -4691.4 9388.8
LMSV-t (d = 0) - 0.991 0.004 0.130 0.019 21.588 10.147 -4677.3 9360.6
AAPL
LMSV 0.489 0.016 0.664 0.167 0.226 0.099 - -5560.6 11127.2
LMSV (φ = 0) 0.498 0.003 - 0.596 0.030 - -5572.8 11149.6
LMSV (d = 0) - 0.996 0.002 0.146 0.024 - -5567.4 11138.8
LMSV-t 0.475 0.032 0.943 0.026 0.041 0.017 7.019 1.227 -5544.2 11096.4
LMSV-t (φ = 0) 0.498 0.003 - 0.594 0.031 12.360 3.519 -5567.5 11141.0
LMSV-t (d = 0) - 0.998 0.001 0.082 0.017 6.880 1.157 -5545.8 11097.6
MSFT
LMSV 0.490 0.013 -0.040 0.157 0.602 0.069 - -4643.6 9293.2
LMSV (φ = 0) 0.492 0.010 - 0.595 0.036 - -4644.4 9292.8
LMSV (d = 0) - 0.978 0.007 0.242 0.028 - -4656.9 9317.8
LMSV-t 0.428 0.085 0.938 0.033 0.062 0.019 6.011 0.853 -4626.7 9261.4
LMSV-t (φ = 0) 0.495 0.006 - 0.553 0.040 10.100 2.896 -4640.1 9286.2
LMSV-t (d = 0) - 0.995 0.003 0.115 0.021 5.925 0.824 -4627.7 9261.4
IBM
LMSV 0.486 0.020 0.152 0.334 0.471 0.143 - -4378.5 8763.0
LMSV (φ = 0) 0.490 0.013 - 0.541 0.037 - -4378.9 8761.8
LMSV (d = 0) - 0.972 0.009 0.208 0.028 - -4382.4 8768.9
LMSV-t 0.414 0.097 0.894 0.061 0.093 0.032 9.481 2.391 -4371.5 8750.9
LMSV-t (φ = 0) 0.492 0.011 - 0.531 0.037 43.394 3.330 -4378.2 8762.4
LMSV-t (d = 0) - 0.989 0.005 0.126 0.026 8.822 1.946 -4372.0 8750.0
GE
LMSV 0.493 0.010 0.341 0.181 0.415 0.097 - -4678.2 9362.4
LMSV (φ = 0) 0.497 0.004 - 0.581 0.032 - -4680.8 9365.7
LMSV (d = 0) - 0.992 0.004 0.164 0.027 - -4682.2 9368.4
LMSV-t 0.455 0.065 0.998 0.125 0.157 0.042 8.134 2.168 -4662.0 9332.0
LMSV-t (φ = 0) 0.497 0.004 - 0.572 0.034 21.164 5.176 -4679.3 9364.6
LMSV-t (d = 0) - 0.997 0.002 0.098 0.017 7.681 1.341 -4662.3 9330.6
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Table 4.b: Estimated parameters for univariate LMSV and LMSV-t models using log-
returns from constituents 6 to 10 by market cap of the S&P 500 index, for days from
01-01-2004 to 6-12-2010 (n = 1745 trading days). The standard errors of the estimates
are given as subscripts. The method of Monte Carlo maximum likelihood is based on
importance sampling using the Yule-Walker approximation with ten lags and using
M = 400 importance simulations. The Akaike information criterion is computed as
AIC = 2P − 2 log ˜`(ψ˜) where P denotes the number of elements in ψ˜.
d φ σ ν log ˜`(ψ˜) AIC
PG
LMSV 0.462 0.037 0.008 0.201 0.612 0.087 - -4073.8 8153.6
LMSV (φ = 0) 0.461 0.038 - 0.623 0.054 - -4070.6 8145.2
LMSV (d = 0) - 0.947 0.014 0.287 0.037 - -4085.9 8175.9
LMSV-t 0.442 0.068 0.731 0.223 0.193 0.130 7.809 3.269 -4069.5 8147.0
LMSV-t (φ = 0) 0.476 0.028 - 0.577 0.055 18.832 1.756 -4069.5 8145.0
LMSV-t (d = 0) - 0.986 0.007 0.128 0.032 6.062 0.0989 -4070.4 8146.8
JNJ
LMSV 0.484 0.020 0.201 0.179 0.464 0.081 - -4373.1 8752.2
LMSV (φ = 0) 0.492 0.010 - 0.546 0.035 - -4373.6 8751.1
LMSV (d = 0) - 0.981 0.007 0.199 0.028 - -4384.9 8773.8
LMSV-t 0.462 0.050 0.892 0.071 0.076 0.038 8.107 1.686 -4368.3 8744.6
LMSV-t (φ = 0) 0.494 0.009 - 0.534 0.036 29.192 8.126 -4372.9 8751.8
LMSV-t (d = 0) - 0.996 0.003 0.091 0.022 7.212 1.235 -4368.5 8743.0
CVX
LMSV 0.409 0.090 0.948 0.023 0.053 0.014 - -4774.1 9554.2
LMSV (φ = 0) 0.497 0.004 - 0.455 0.029 - -4805.1 9614.2
LMSV (d = 0) - 0.994 0.003 0.110 0.015 - -4776.5 9557.0
LMSV-t 0.425 0.003 0.944 0.015 0.054 0.013 236.500 3.567 -4774.0 9556.0
LMSV-t (φ = 0) 0.498 0.004 - 0.455 0.029 529.130 4.145 -4805.1 9616.2
LMSV-t (d = 0) - 0.994 0.003 0.110 0.015 341.200 1.941 -4776.5 9559.0
T
LMSV 0.405 0.136 0.942 0.047 0.060 0.020 - -4480.0 8966.0
LMSV (φ = 0) 0.495 0.007 - 0.494 0.034 - -4486.4 8976.8
LMSV (d = 0) - 0.993 0.004 0.113 0.019 - -4479.2 8962.4
LMSV-t 0.343 0.098 0.970 0.088 0.047 0.054 17.141 1.180 -4476.4 8960.8
LMSV-t (φ = 0) 0.495 0.007 - 0.494 0.034 911.448 21.378 -4486.4 8978.8
LMSV-t (d = 0) - 0.995 0.003 0.097 0.018 17.840 8.987 -4477.0 8960.0
JPM
LMSV 0.488 0.017 0.775 0.089 0.173 0.057 - -5045.1 10096.2
LMSV (φ = 0) 0.498 0.003 - 0.612 0.031 - -5057.8 10119.6
LMSV (d = 0) - 0.996 0.002 0.151 0.023 - -5045.6 10095.2
LMSV-t 0.465 0.070 0.948 0.084 0.056 0.049 9.672 1.214 -5037.2 10082.4
LMSV-t (φ = 0) 0.498 0.003 - 0.613 0.032 29.559 3.582 -5056.9 10119.8
LMSV-t (d = 0) - 0.997 0.002 0.118 0.019 9.911 2.471 -5039.0 10084.0
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Figure 4: Estimated volatility paths exp(X˜t) of constituents 1 to 10 by market cap of
the S&P 500 stock index. Log-variance Xt follows the ARFIMA process of equation
(5.3) with p = 1 and q = 0. Log-returns yt are modelled by equation (5.19) where
ξt follows the Student’s t distribution. We present an estimates for each trading day
between 01-01-2004 and 6-12-2010, that is n = 1745. Estimates are computed as
described in section 5.4.5 based on the estimated parameters from Tables 4.a and 4.b
and M = 400 simulations from the importance density.
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5.6 Multivariate long-memory stochastic volatility
Different specifications for a multivariate extension of the stochastic volatility model
can be considered, see, for example, Asai, McAleer & Yu (2006). We illustrate the
multivariate capabilities of our estimation methodology by means of a long-memory
stochastic volatility model where the log-volatility depends on a small set of multi-
plicative factors that are modeled independently.
In general, we consider time series of k asset daily log-returns, denoted by the k×1
vector yt = (y1t, . . . , ykt)
′ for t = 1, . . . , n. We assume that yt has mean zero and a
time-varying variance matrix depending on a small number of ARFIMA processes with
Gaussian innovations. The model for yt is given by
yt = Ztξt, ξt ∼ N(0,Σξ), t = 1, . . . , n, (5.20)
where Zt is a k × k diagonal matrix with elements exp(Zit/2), for i = 1, . . . , k, on the
diagonal. Latent k × 1 vector Zt, as given in equation (5.2), allows for the variance to
depend on l× 1 vector Xt of independent long-memory processes, where holds l << k.
We restrict B = 0 since our main interest is in long-memory components. The k × 1
disturbance vector ξt has its variance matrix equal to the unity matrix, that is Σξ = Ik.
The l components follow either normal or Student’s t distributions. We consider models
with l = 1 and l = 2 long-memory volatility factors. Models with more than two
factors become numerically more challenging as for each long-memory factor a short-
memory process need to be found for its approximation. The state vector increases
rapildly when the Yule-Walker approximation requires, say, ten lags. The dimension of
the approximating linear Gaussian state space model increases rapidly and likelihood
evaluation via importance sampling becomes computationally demanding. The number
of observed time series k is much less relevant for computational efficiency.
The matrix A in (5.2) becomes a factor loading matrix and is constrained for
identification purposes, see Geweke & Zhou (1996). For example, in our illustration
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below, we have k = 10 and l = 2, and specify the loading matrix as
A =

1 0
0 1
a3,1 a3,2
...
...
a10,1 a10,2

.
The unrestricted elements ai,j of matrix A are estimated together with the other pa-
rameters. We further restrict Var(Xit) = 1 for i = 1, . . . , l. This can be done using
the exact auto covariance formulas as presented in Sowell (1992). A one factor version
of this model, with φ1(B) = 1 and θ1(B) = 1, is proposed by Ray & Tsay (2000).
The estimation of the parameters is based on quasi-maximum likelihood and spectral
regression methods, see also So & Kwok (2006).
We continue our study with the ten volatility series from the S&P500 index. We
study the 10×1 vector yt = (y1t, . . . , y10,t)′ simultaneously with yit = 100 log(Pi,t / logPi,t−1)
and Pit is the daily adjusted closing price of stock i. The stocks are ordered as in Table
5.3. We implement one and two factor versions of the model and for each Xit we set
pi = 1 and qi = 0, with i = 1, 2.
The parameter estimates for the multivariate LMSV and LMSV-t models, for ξt
normally and Student’s t distributed, respectively, are presented in Table 5. The
estimated factors appear to have strong long-memory features together with either
slight negative or high positive stationary persistence. The log-likelihood value of the
LMSV-t model with two factors is given by −46, 430 and is significantly higher than
the sum of all univariate log-likelihood estimates which is given by −46, 605. The
estimated factors of our two-factor LMSV-t model are presented in Figure 5. The
first factor is clearly more noisy while the other factor may represent more long-term
changes in volatility.
5.7 Conclusions
We have shown that a general class of nonlinear non-Gaussian time series models with
latent long-memory components can be treated successfully by Monte Carlo maximum
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Table 5: Multivariate long-memory estimation results for the log-returns of k = 10
stocks of the S&P 500 index from 01-01-2004 until 6-12-2010 (n = 1745). Estimation
results are presented for the multivariate LMSV and LMSV-t models with l = 1, 2
factors. The standard errors of the estimates are given as subscripts. The method
of Monte Carlo maximum likelihood is based on importance sampling using the Yule-
Walker approximation with ten lags, for each long-memory component. The number of
importance simulations for likelihood evaluation is M = 400. The Akaike information
criterion is compute as AIC = 2P−2 log ˜`(ψ˜), where P denotes the number of elements
in ψ˜.
LMSV LMSV-t
l = 1 l = 2 l = 1 l = 2
d1 0.462 0.031 0.452 0.034 0.463 0.032 0.461 0.036
d2 - 0.376 0.045 - 0.454 0.105
φ1 -0.266 0.060 -0.206 0.076 -0.251 0.074 -0.209 0.083
φ2 - 0.823 0.122 - 0.943 0.192
ν - - 5.943 0.268 10.511 1.161
a1,1 1 1 1 1
a2,1 1.785 0.057 0 1.564 0.047 0
a3,1 1.103 0.042 1.186 0.056 1.037 0.039 1.236 0.115
a4,1 0.834 0.037 1.067 0.052 0.824 0.037 1.122 0.063
a5,1 1.318 0.045 1.450 0.056 1.235 0.041 1.563 0.042
a6,1 0.607 0.034 1.098 0.053 0.575 0.032 1.108 0.083
a7,1 0.825 0.043 -0.158 0.054 0.512 0.032 1.090 0.055
a8,1 1.052 0.039 0.860 0.043 1.084 0.041 0.897 0.038
a9,1 0.886 0.038 0.945 0.051 0.882 0.038 0.993 0.054
a10,1 1.710 0.052 1.505 0.063 1.627 0.049 1.671 0.036
a1,2 - 0 - 0
a2,2 - 1 - 1
a3,2 - -0.026 0.042 - -0.110 0.052
a4,2 - -0.147 0.038 - -0.220 0.045
a5,2 - -0.097 0.046 - -0.225 0.064
a6,2 - -0.383 0.040 - -0.420 0.077
a7,2 - 0.464 0.242 - 0.297 0.032
a8,2 - 0.167 0.031 - 0.152 0.048
a9,2 - -0.023 0.038 - -0.072 0.043
a10,2 - 0.193 0.048 - 0.043 0.033
log ˜`(ψ˜) -47120 -46527 -46887 -46430
AIC 94262 93093 93797 92901
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Figure 5: Estimated long-memory factors exp(X˜1t) and exp(X˜2t) underlying the volatil-
ity of the log-returns of ten constituents by market cap of the S&P 500 stock index
from 01-01-2004 until 6-12-2010 (n = 1745). Log-variances Xit are specified by equa-
tion (5.3), with p = 1 and q = 0. The log-returns vector yt is modelled by equation
(5.20) using Student’s t distributions for ξt. Estimates are computed as described in
section 5.4.5 using optimized parameters from Table 5 and M = 400 simulations from
the importance density.
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likelihood methods based on importance sampling techniques. The estimation method
is based on exact maximum likelihood but it is subject to Monte Carlo error. The
importance sampling method is based on a linear Gaussian approximation model that
also approximated the long-memory process by a stationary autoregressive process with
a large number of lags. This is a new development and it illustrates the flexibility of
the general methodology. We have implemented a computationally efficient method for
evaluating the Monte Carlo estimate of the loglikelihood value. The methodology is
studied in detail via a set of Monte Carlo simulation studies in which we show that for
a range of models, the underlying true parameter values can be estimated accurately.
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We further show that the methodology can be used in empirical analyses. We il-
lustrate the methods by fitting stochastic volatility models to ten components of the
S&P 500 stock index. Although it is empirically challenging to empirically identify
long-memory and a Student’s t density simultaneously in a stochastic volatility model,
we have shown that it is possible within our framework. The extension to multivariate
analysis is shown to be analytically relatively easy. However the computational impli-
cations of including many latent long-memory components in the model are high. The
introduction of time-varying correlation between the latent long-memory components
is an interesting research project for future consideration.
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Chapter 6
Forecasting The Boat Race
6.1 Introduction
The Boat Race between the universities of Cambridge and Oxford is an annual rowing
event that started in 1829 and is by now the most popular one day sports event in the
world. Each year, a crew from the university of Cambridge rows against a crew from
the university of Oxford. The rowing crews consist of eight rowers and one cox. The
race takes place on the river Thames between Putney and Mortlake.
In this chapter we consider modeling the Boat Race outcomes and investigate the
one-step ahead forecasting of the Boat Race. Initially, we asses for a variety of dynamic
binary model specifications, to what extent the outcome of the race can be correctly
predicted between 1971 and 2010 using information available just prior to the race. The
relative out-of-sample forecasting performance of the models is compared based on a
variety of loss functions and equal and superior predictive ability tests, see Diebold &
Mariano (1995), Diebold & Lopez (1996), White (2000) and Hansen (2005). Further,
the robustness of the predictive ability tests with respect to the choice for the 1970
sample split point is investigated using the procedures discussed in Rossi & Inoue
(2012) and Hansen & Timmermann (2012).
Forecasting the Boat Race is interesting from a number of viewpoints. First, book-
makers and gamblers may increase their expected profits by using the forecasts. Es-
pecially, if the forecasts from the dynamic models are significantly better than the
forecasts resulting from simple procedures, such as flipping a coin or setting the fore-
cast equal to the winner of the previous race. Second, from an econometric forecasting
point of view, the historical outcomes of the Boat Race form an interesting binary
time series. The number of observations is limited, but spread over a large period of
time and there are several missing values. Examples of small binary time series can
be found in many other fields of research such as finance, criminology and computer
science. Obtaining correct forecasts for these series can be of vital importance to the
users of these forecasts.
The contributions in this chapter are divided in three parts. First, we investigate
the in-sample performance of different binary models. The models are summarized by
a binary density for the outcome of the race that is defined conditional on a signal,
which is modeled by an observable deterministic component and a latent stochastic
component. The deterministic component includes a constant and a vector of predic-
tors, such as the average difference in weight between the boats and the winner of the
toss. The latent stochastic component is modeled by a Gaussian dynamic process, for
which we consider: constant, random walk, autoregressive, autoregressive fractionally
integrated and stochastic cycle variants. The parameters of the models are estimated
by Monte Carlo maximum likelihood procedures. In particular, for the stochastic pro-
cesses that imply a short-memory process we implement the simulation based methods
of Durbin & Koopman (1997), Shephard & Pitt (1997) and Jungbacker & Koopman
(2007). These methods are based on the importance sampling technique. When the
stochastic component is a long-memory process we alter the estimation method based
on the procedures discussed in Mesters, Koopman & Ooms (2011).
Second, we perform an out-of-sample forecasting study. Each model is used to
compute a probability forecast for the event that Cambridge wins the next Boat Race.
This is done repetitively for a period of forty years (1971-2010), where we only use
information that would have been available just before each race. Forecasting in this
manner is referred to by Stock & Watson (2003) as “pseudo-out-of-sample” forecasting.
The relative out-of-sample predictive performance of the different models is compared
by different loss functions, or score statistics. We test, based on the different loss func-
tions, whether the models posses significantly different predictive ability, see Diebold
& Mariano (1995) and West (1996). Further, we test for superior predictive ability to
see whether a particular benchmark model is outperformed by any other model, see
White (2000) and Hansen (2005). We alter the choice for the benchmark to assess
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which models are not outperformed.
Third, we assess the influence of the sample split point. In our initial out-of-sample
forecasting study the loss functions and predictive ability tests are computed for forty
years of forecasting. This choice is somewhat arbitrary. There is no natural reason in
favor of the 1970 sample split point. Recent papers by Rossi & Inoue (2012) and Hansen
& Timmermann (2012) show that the influence of the sample split choice on predictive
ability tests may be large. We extend our forecasting results by investigating all sample
split points from 1864 to 1974, which corresponds to all possible points between 20%
and 80% of the sample. The robust predictive ability tests of Rossi & Inoue (2012) are
implemented to see whether the predictive ability tests give consistent results.
The remainder of this chapter is organized as follows. We continue this introduc-
tion with a short outline of the history of the Boat Race and describe the data that
is obtained from the history of the race. Section 6.2 discusses the binary models that
we consider for forecasting the race. Here we provide details for the parameter estima-
tion procedure and discuss the in-sample estimation results. Section 6.3 discusses the
forecasting methodology and the predictive ability tests. The results for forty years of
out-of-sample forecasting are discussed. Section 6.4 asses the robustness of the predic-
tive ability tests with respect to the sample split point. Section 6.5 provides a brief
summary of what has been discovered.
6.1.1 History
The first race between the universities of Oxford and Cambridge was organized in
1829. The idea came from two friends; Charles Merivale, a student at Cambridge,
and Charles Wordsworth who was a student at Oxford. On 12 March 1829 Cambridge
sent a challenge to Oxford and the history of the race started. The first race was at
Henley-on-Thames and was won by Oxford. In 1839 the race relocated to London,
by now the race had become an annual event taking place between Westminster and
Putney. However the increased crowd interested in the race made it necessary to move
yet again. In 1845 the race was first held on the course between Putney and Mortlake,
which is also on the river Thames. In 1836 Oxford selected the color dark blue to race
in and the Cambridge crew selected the “duck egg blue” of Eton to race in.
The race outcomes were about even until 1861, when Oxford started the first winning
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streak in the history lasting nine years. In 1877, the race was declared a dead heat for
the first and only time in its history - although legend has it that the judge, “Honest
John” Phelps, was asleep under a bush when the crews reached the finishing line. The
1912 event witnessed another Boat Race first when both boats sank and the race had
to be re-run the next day, with Oxford claiming the honors at the second attempt.
The race was not held between 1915 and 1919 due to the First World War. When it
resumed in 1920, Cambridge embarked on a lengthy period of domination. They would
win the race 13 years running between 1924 and 1936, the longest winning streak in
the race’s history.
There was another break between 1940 and 1945 because of the Second World War,
although four unofficial races were held during this time, all outside London. The
1952 contest witnessed perhaps the most extreme weather in Boat Race history, with
Oxford prevailing in the midst of a blizzard. The dark blues also won the 100th Boat
Race in 1954. In 1981, Sue Brown became the first female to enter the Boat Race,
acting as cox for Oxford. The following year, Hugh and Rob Clay of Oxford became
the first twins to win the race. The dark blues dominated throughout the Eighties, as
Cambridge suffered a series of misfortunes. The biggest of these came in 1984, when
they managed to write off their boat before the start of the race. Controversy engulfed
Oxford at the 1987 race when a section of the crew rose up in mutiny against the
president over team selection policy. However, the dispute, which was chronicled in
the book and film ‘True Blue’, did not prevent them from winning the race again.
Cambridge regained their pride in 1993 by ending Oxford’s domination. They sub-
sequently won the race seven years running, the highlight coming in 1998 when they
broke the course record by a massive 26 seconds. The last race that we consider was
won by Cambridge in 2010.
6.1.2 Data
The dependent variables in our study are denoted by the elements of the n× 1 vector
y = (y1, . . . , yn)
′, which indicate the outcome path of the Boat Race1. For each year
t, where t = 1 refers to the year 1829 and t = n to the year 2010, we let yt = 1
indicate that Cambridge has won the race in year t, whereas yt = 0 indicates that
1All data can be freely obtained from http://www.theboatrace.org
192
CHAPTER 6: FORECASTING THE BOAT RACE
Figure 1: The course of The Boat Race
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Oxford has won the race in year t. For some years the race was not held due to
a variety of circumstances, for these years we consider the corresponding outcome
missing. In particular, the years 1830-1825, 1837, 1838, 1843, 1844, 1847, 1848, 1850,
1851, 1853, 1855, 1877 (dead heat), 1915-1919 (WWI) and 1940-1945 (WWII) are
considered missing. In total we have n = 182 observations, of which 28 are missing.
Cambridge currently leads the series, with 80 wins compared to 74 wins for Oxford.
During the history of the race the average weight of the rowers has increased sub-
stantially. This has led to the suspicion that increasing the weight of the rowers leads
to faster boats, due to the presents of more muscle power. The contrary could however
also be possible, by reasoning that a lighter boat has less water resistance and would
therefore be faster. We include the average log difference in weight between the rowers
in the Cambridge and Oxford boats as a predictor.
Another time varying predictor that we include is the coin toss. The club presidents
toss a coin before the race for the right to choose which side of the river (station) they
will row on. Their decision is based on the weather conditions and how the various
bends in the course might favor the pace of their crew. The north station (Middlesex)
has the advantage of the first and last bends, whereas the south (Surrey) station has
the longer middle bend, see Figure 1. It is generally believed that the winner of the
coin toss has an improved winning chance. Most years the betting odds change severely
after the toss has been made.
The n× 2 matrix X includes the time-varying predictors, where xt,1 is the average
log difference in weight between the rowers of Cambridge and Oxford in year t and
xt,2 = 1 if Cambridge wins the toss in year t and zero else.
6.2 Models and Estimation
The models that we use to forecast the outcome path of the race can be split into two
parts; a conditional binary density for the observations and a signal that includes all
dynamics and predictors. The conditional binary density is given by
p(yt|pit) = piytt (1− pit)1−yt , t = 1, . . . , n, (6.1)
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where pit denotes the winning probability for Cambridge in year t. The probability pit
is unknown to us, but must remain between zero and one. Therefore we model the
transformed probability, θt = log(pit/(1− pit)), where the transformation is performed
by the canonical link function for binary models, see Cox & Snell (1989). We refer to
θt to as the signal for year t. The conditional density for the observations, given in
(6.1) can be rewritten in terms of the latent signal as
p(yt|θt) = exp[ytθt − log(1 + exp θt)], t = 1, . . . , n, (6.2)
which is assumed independent over t = 1, . . . , n. It holds that p(y|θ) = ∏nt=1 p(yt|θt),
where θ = (θ1, . . . , θn)
′. We decompose the signal in an observable deterministic part
and a latent stochastic part. The deterministic part includes an intercept and predic-
tors, such as the average difference in weight and the winner of the toss. The latent
stochastic part is included to capture unobservable dynamics, which is necessary since
we suspect that we do not observe all dynamics present in the perceived “true” Cam-
bridge winning probability. The signal decomposition is given in mathematical notation
by
θt = µ+ x
′
tβ + ut, t = 1, . . . , n, (6.3)
where µ is the intercept, the 2 × 1 parameter vector β measures the effect of the
observable predictors xt and ut is the latent stochastic part. The models that we
consider differ in the way that the latent process ut is specified. Possible specifications
that we include range from setting it to zero, which leads to a logistic regression
model, to a complete autoregressive fractionally integrated specification. In the next
subsection we discuss all specifications in some detail.
6.2.1 Signal specifications
Many specifications for ut are possible. In general one can expect some serial correlation
between successive years due to overlapping crews and coaches. For example, during
the first winning streak of Oxford, between 1862 and 1869, the boat had the same
coach for six years, who before that was the oarsman of the crew (George Morrison).
Also technological advantages, resulting from training methods or boat construction,
may exist for multiple consecutive years. We mainly choose models for ut that are able
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to pick up this kind of serial correlation.
1. The simplest possible specification is the “constant” specification given by
ut = 0, t = 1, . . . , n, (6.4)
which results in a signal that is completely determined by the intercept and the
observed covariates. This is the baseline specification, which assumes that the
entire signal is observable. This reduces the model for yt to a logistic regression
model.
2. The first specification that we consider to capture some serial correlation for ut
is the random walk, given by
ut+1 = ut + ηt+1, ηt+1 ∼ N(0, σ2η), t = 2, . . . , n, (6.5)
where the next value of ut is equal to the old value plus an error term. The initial
state u1 has an unknown distribution and is therefore fixed at zero. This corre-
sponds to a fifty percent winning probability for Cambridge without covariates.
3. The dependence on the previous values of ut can be tampered by using an
autoregressive (AR) specification. The coefficients of the AR(p) polynomial
φ(B) = 1 − φ1B − · · · − φpBp are used to adjust observations from the past
for improved fitting, where B denotes the back shift operator, i.e. Bsyt = yt−s,
for integers s > 0. The latent process ut is given by
φ(B)ut+1 = ηt+1, ηt+1 ∼ N(0, σ2η), t = p+ 1, . . . , n. (6.6)
In order to ensure stationarity we assume that the roots of the autoregressive
polynomial lie outside the unit circle. The process is initialized for u1, . . . , up
by the unconditional distribution. For example, when p = 1 we chose u1 ∼
N(0, σ2η/(1− φ21)).
4. Since some of the winning streaks are quite long we include a long memory spec-
ification for the latent process ut. In particular, we investigate the autoregressive
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fractionally integrated (ARFI) model, see Granger & Joyeux (1980) and Palma
(2007). The model for ut can be expressed by
φ(B)(1−B)dut+1 = ηt+1, ηt+1 ∼ N(0, σ2η), t = p+ 1, . . . , n, (6.7)
where the fractional integration part can be expressed by the binomial expansion
(1−B)d =
∞∑
k=0
Γ(d+ 1)
Γ(k + 1)Γ(d− k + 1)(−1)
kBk.
Parameter d is a real valued constant in the range of −1 < d < 0.5. This
assumption together with the previous assumption on the autoregressive poly-
nomial ensures that the process is stationary, invertible and causal, see Palma
(2007) for a proof. This model can no longer be written in a finite state space
form, as is shown in Breidt et al. (1998).
5. Another important component that may be present in some time series is a cycle,
see Harvey (1989). In order to allow the cycle to change stochastically over time,
we consider the following specification[
ut+1
u∗t+1
]
= φ
[
cosλ sinλ
− sinλ cosλ
][
ut
u∗t
]
+
[
ηt+1
η∗t+1
]
, t = 2, . . . , n, (6.8)
where the errors term ηt and η
∗
t are serially and mutually uncorrelated with mean
zero and variance σ2η. The parameter λ gives the frequency of the cycle and is
estimated along with the other parameters. The period of the cycle is 2pi/λ.
Restrictions on the damping term, 0 ≤ φ ≤ 1, ensure that the process ut is
stationary as the cycle variance is specified as σ2η = (1 − φ2)σ2u, where σ2u is the
cycle variance. The initial distribution of the cycle is given by
u1 ∼ N(0, σ2η/(1− φ2)) u∗1 ∼ N(0, σ2η/(1− φ2))
The models that we consider may be summarized by the observational density (6.2),
the signal (6.3) and one of the stochastic processes in (6.4), (6.5), (6.6), (6.7), or (6.8).
For each model the parameters are summarized in the vector ψ.
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6.2.2 Estimation
Different parameter estimation procedures may be considered for different model spec-
ifications. For exposition and comparison purposes we use one Monte Carlo maximum
likelihood estimation procedure for the estimation of the parameter vector ψ. In par-
ticular, we adopt an estimation procedure that is based on the simulation methods
proposed in Durbin & Koopman (1997) and Shephard & Pitt (1997).
The loglikelihood, for all models, is defined as `(ψ) = log p(y;ψ), where p(y;ψ) is
the joint density of all observations. The joint density for models defined by density
(6.2) and signal (6.3) is given by
p(y;ψ) =
∫
u
p(y,u;X,ψ)du =
∫
u
p(y|u;X,ψ)p(u;ψ)du, (6.9)
where u = (u1, . . . , un)
′ and p(·), p(·, ·) and p(·|·) denote marginal, joint and conditional
density functions, respectively. Since X and ψ are fixed we only need to integrate the
stochastic process ut from the joint density of p(y,θ;ψ).
A closed form solution for integral (6.9) is not available if ut is stochastic and if
p(yt|θt;ψ) is binary. Instead we rely on numerical methods to solve the integral. In
particular, we adopt the importance sampling method, a technique proposed in for
example Ripley (1987). It holds that
p(y;ψ) =
∫
u
p(y|u;X,ψ)p(u;ψ)
g(u|y) g(u|y)du = g(y)
∫
u
p(y|u;X,ψ)p(u;ψ)
g(y|u)g(u) g(u|y)du,
(6.10)
where g(u|y) is referred to as the importance density, which must be proportional to
p(y,u;X,ψ), easy to sample from and easy to compute. A Monte Carlo estimator for
(6.10) is given by
pˆ(y;ψ) = g(y)M−1
M∑
i=1
p(y|u(i);X,ψ)p(u(i);ψ))
g(y|u(i))g(u(i)) , (6.11)
where samples u(i) are drawn from g(u|y) for i = 1, . . . ,M .
For any importance density there holds that pˆ(y;ψ)→ p(y;ψ) as M →∞, which
is implied by the law of large numbers. The Lindeberg-Levy central limit theorem
implies a
√
M convergence rate if draws from the importance sampler are independent
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and if importance weights
w(u(i),y;X,ψ) =
p(y|u(i);X,ψ)p(u(i);ψ))
g(y|u(i))g(u(i)) i = 1, . . . ,M. (6.12)
have finite mean and variance, as argued in Geweke (1989). Failure of this condition
to hold can lead to slow and unstable convergence of the estimator.
The construction of a feasible and computationally efficient importance density
g(u|y) is discussed in detail in Jungbacker & Koopman (2007) for the models that can
be written in a finite state space form. This includes the models where ut is modeled
by a constant, a random walk, an autoregressive process or a stochastic cycle. Durbin
& Koopman (1997) and Shephard & Pitt (1997) show that taking g(u|y) Gaussian
with mean equal to the mode of p(u|y;X,ψ) yields an accurate importance density.
Jungbacker & Koopman (2007) and So (2003) argue that this can be implemented
by maximizing log p(u|y;X,ψ) with respect to u. The instrumental basis for this
optimization is given by the linear Gaussian state space model;
yt = ct + ut + et, et ∼ N(0, d2t ), t = 1, . . . , n, (6.13)
where ut is defined as in the original model and where constants ct and d
2
t are chosen
such that the modes of p(u|y;X,ψ) and g(u|y) are equal. Appendix A discusses the
construction of the importance density in detail.
Mesters et al. (2011) extend the procedures of Jungbacker & Koopman (2007) to
allow for the long-memory (ARFI) specification for the latent stochastic component ut.
It is shown that an additional approximation for the long memory process ut, defined in
(6.7), by an appropriate short memory process, yields an efficient importance density.
Details of this approximation can be found in Appendix B.
After the importance densities are constructed, drawing samples u(i) from g(u|y)
may be done by using simulation smoothing methods, see for example Fru¨hwirth-
Schnatter (1994), Carter & Kohn (1994), de Jong & Shephard (1995) and Durbin &
Koopman (2002). The evaluation of the likelihood estimator (6.11) is summarized in
the following steps
1. Obtain the correct approximating model following either Appendix A or Ap-
pendix B.
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2. Sample M times from the importance density using a simulation smoother based
on the approximating model (6.13).
3. Compute the likelihood estimator (6.11).
The estimator (6.11) is computed as the rescaled likelihood of the approximating model
g(y) based on (6.13). Density g(y) is evaluated from the prediction error decomposition
provided by the Kalman filter, when applied to model (6.13). The likelihood estimator
(6.11) can be maximized by an arbitrary numerical optimization procedure. In practice
we use the BFGS algorithm, see Nocedal & Wright (1999).
Missing Values
Dealing with missing values within our estimation framework is relatively straightfor-
ward. The likelihood estimator (6.11) consists of two components. The likelihood of
the approximating model g(y), which is rescaled by the importance sampling weights
w(u(i),y;X,ψ). When observations are missing the likelihood g(y) is computed by
adjusting the Kalman filter for missing values as described in §4.8 of Durbin & Koop-
man (2001). The weights need to only be evaluated for elements of y that are actually
observed. The samples u(i) from the importance density may be computed by simula-
tion smoother methods, which depend on the Kalman filter and smoothing recursions.
These latter recursions may then also be altered to handle missing values, see Durbin
& Koopman (2002).
6.2.3 In-sample estimation results
Next, we discuss the in-sample parameter estimation results. The full sample of obser-
vations y from 1829 until 2010 is used to optimize the likelihood, as given in (6.11).
For each model we use M = 1000 draws from the constructed importance density
and make use of four antithetic variables to relocate and rescale the weights, see the
discussion in Durbin & Koopman (1997).
In our discussion we distinguish between models that include predictors xt and
models that depend on only dynamics. This allows us to asses whether only including
dynamic structures, such as the autoregressive structure, improves the model fit when
compared to only including a mean. We include the following model specifications
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for the latent stochastic component ut: constant, random walk, AR(1), ARFI(0,d),
ARFI(1,d) and the stochastic cycle.
The parameter estimates ψˆ are presented in Table 1. The top panel shows the
results for models that include the predictors xt. For all models the long-run mean
µ is not significantly different from zero. So the models do not significantly predict a
particular university as the winner for the Boat Race in the long run. The coefficient
estimates for µ are always positive, which corresponds to the current lead in the series
for Cambridge (80-74).
The difference in weight between the two boats is a strong predictor. It is significant
for all models. It seems that having more muscle power in the boat is more important
than having less water resistance. Ideally, we would like to investigate this weight
difference in more detail to see whether is indeed the muscle power that causes this
effect or whether there are other variables interacting with the difference in weight.
This requires additional information that is unavailable to us.
The outcome of the toss does not seem an important predictor. It is insignificant
in all models with small coefficient values. This is rather surprising, given that the
gambling odds typically change after the toss is made.
The parameters measuring the dynamics imply that including an autoregressive
structure improves the model fit. The parameter φ is estimated between 0.68 and 0.85
for the AR(1), ARFI(1,d) and stochastic cycle models. The long-memory parameter d
is only positive and significant for the ARFI(0,d) model and cancels out when the φ
parameter is also included in the ARFI(1,d) model.
The stochastic cycle model shows overall the best in sample fit according to the
estimated loglikelihood value and the AIC criteria. The cycle frequency is estimated
at 0.3338, which indicates a cycle period of nearly 18 years. This is a long cycle period
and is mainly caused by the recent long winning streaks.
The parameter estimates for the model that do not include predictors are shown in
the bottom panel of Table 1. We have also removed the insignificant mean µ for most
of the models. The results are quite similar as for the models including predictors.
Overall they perform less well in terms of likelihood and AIC values. The estimated
dynamics are however similar.
Figure 2 shows the estimates signals, Ep(θ|y;X, ψˆ), for all models. The top panel
shows the estimated signals for models that include covariates. The estimated signals
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are mainly determined by the log difference in weight covariate. We experimented
with different transformations for this variable, but the jumps in the weight difference
remained large. The models without predictors show much smoother estimates.
Model diagnostics
Recall that, in order to guarantee a
√
M convergence rate for the likelihood estimator
(6.11), we must ensure that the weights w(u(i),y;X,ψ) have finite variance. To test
whether this is the case for our estimated models we implement the extreme value
based Wald test discussed in Koopman et al. (2009). The testing procedure is based
on the estimated parameters in Table 1, and is constructed as follows:
1. Given a model and its corresponding estimated parameters ψˆ, we generate 100.000
weights w(u(i),y;X, ψˆ);
2. Given a threshold weight wmin consider only the weights that are larger then the
threshold;
3. These say s exceedence values z1, . . . , zs are modeled by a generalized Pareto
density f(a, b) = − log b− (1 + a−1) log(1 + ab−1zi) for i = 1, . . . , s;
4. The variance exists if H0 : a ≤ 0.5;
5. Test statistic tw = bˆ
−1√s/3(aˆ− 0.5), where aˆ and bˆ are the maximum likelihood
estimates for a and b respectively;
6. Under H0 the test statistic converges to a standard normal. We reject for large
values.
In Figure 3 we show the test results that correspond to the models in the top panel of
Table 1. The test statistics are computed for multiple thresholds that include between
1% and 50% of the weights. The test is never rejected, which indicates the existence
of the variance. The same holds for the models without predictors (not shown).
Forecasting outlook
The likelihood values and the AIC criteria in Table 1 imply that the in-sample per-
formance for the different models is quite similar. This does not imply that their
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Figure 2: Estimated signals, Ep(θ|y;X, ψˆ), for all models from Table 1. The top panel
shows the signals for models including predictors X and the bottom panel shows the
signals for models that only include dynamics.
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Figure 3: Importance sampling test statistics for the models from the top panel in Table
1. The test statistics are based on 100, 000 simulations of weights w(u(i),y;X,ψ).
For each model we computed test statistics for different thresholds wmin. Thresholds
are based on the number of exceedence values x1, . . . , xs included. We have taken
0.01 = s/100000, 0.025 = s/100000, 0.05 = s/100000, until 0.5 = s/100000.
out-of-sample forecasting properties are also similar. To illustrate this, we show in
Figure 4 some of the theoretical autocorrelation functions (ACF) of the estimated la-
tent processes ut. These are based on the estimated parameters in the top panel of
Table 1.
The constant model takes no serial correlation into account. Therefore its ACF is
zero, for all lags, and not shown. For the random walk model the ACF is not well
defined and thus not shown. The AR(1) and ARFI(1,d) models have nearly identical
autocorrelation functions. This is not surprising since the d and φ parameters in the
ARFI(1,d) cancel out against each other to yield the short-memory AR(1) model. The
ACF of the ARFI(0,d) model shows hyperbolic decay, which is the characteristic of the
long-memory process. The autocorrelation function for the stochastic cycle model is
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Figure 4: Theoretical autocorrelation functions based on the estimated parameters in
the top panel of Table 1 for the stochastic processes ut.
first positive for almost 5 lags after which it becomes significantly negative for another
5 lags. This corresponds to the pattern of winning streak that we observe in the data.
To summarize the in-sample findings. Overall the models perform quite similar.
No large differences in model fit are found. The predictor for the average difference
in weight seems important. The models that include an autoregressive structure per-
form somewhat better compared to the other models. The out-of-sample forecasting
performance is possibly different as indicated by the different lag structures that were
imposed by the estimated parameters.
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6.3 A forty year forecasting assessment
Next, we perform an out-of-sample forecasting study. Each model from Section 6.2 is
used to forecast the Cambridge winning probability repetitively for a period of forty
years. The first forecast is made for the race in 1971 and the final forecast is made
for the race in 2010. These sequences of forecasts are compared across models based
on various loss functions and predictive ability tests. In particular, we compute equal
predictive ability tests, see Diebold & Mariano (1995), and superior predictive ability
tests, see White (2000) and Hansen (2005).
Empirical evidence from out-of-sample forecast performance is generally considered
more trustworthy than evidence based on in-sample performance as presented in Sec-
tion 6.2. In-sample performance may be more sensitive to data-mining and outliers,
see White (2000). Also, out-of-sample forecasts better reflect the real-time information
that is available to bookmakers and gamblers.
6.3.1 Forecasting procedure
We perform an out of sample forecast study where we repetitively forecast the proba-
bility that Cambridge wins the Boat Race based on information that is available just
before the race takes place. Forecasts for years 1971 until 2010 are computed using a
rolling forecast window. The choice for the rolling window is motivated by assumptions
underlying the test statistics employed.
To illustrate, consider the first subsample, it consists of the outcomes corresponding
to the years 1829 to 1970. Using this subsample we produce a forecast for 1971. The
next subsample contains outcomes from years 1830 to 1971 and produces a forecast for
1972. The final forecast, for 2010, is based on outcomes from 1869 until 2009. In total
we construct m = 40 one-year ahead forecasts for each model.
Let the integer N denote the year 1970, which corresponds to the sample split point
and the 114nd Boat Race (142 - 28 missing), respectively. The forecasts are computed
for t = N + 1, . . . , N + m based on subsamples of the observations yj, . . . , yN+j−1, for
j = 1, . . . ,m. First, we estimate the parameters ψˆ using subsample yj, . . . , yN+j−1,
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after which the predicted Cambridge winning probability is given by
pˆiN+j|j,...,N+j−1 =
∑M
i=1 exp(θ
(i)
N+j|j,...,N+j−1) / (1 + exp(θ
(i)
N+j|j,...,N+j−1))w(u
(i),y;X, ψˆ)∑M
i=1w(u
(i),y;X, ψˆ)
(6.14)
for j = 1, . . . ,m, where θ
(i)
N+j|j,...,N+j−1 = µˆ + x
′
N+jβˆ + u
(i)
N+j|j,...,N+j−1. The one-
year ahead prediction for the stochastic component u
(i)
N+j|j,...,N+j−1 is computed by
the Kalman filter for each sample drawn from the importance densities. See Durbin &
Koopman (2001, Chapter 11) for further details.
Let the set of models M include all models. The models in M are indexed by k,
for k = 1, . . . , K, where K is the number of models in set M. We adjust the notation
for the one-year ahead forecasts to pˆikN+j|j,...,N+j−1 for j = 1, . . . ,m and k = 1, . . . , K.
6.3.2 Loss functions
In order to evaluate the predictive accuracy of the models we rely on loss functions.
When evaluating probability forecasts these are also referred to as scores. In the
literature a large variety of loss functions exists and, as stressed by Diebold (1993),
appropriate loss functions depend on the situation at hand. Ideally, from a gamblers
perspective, the loss function should depend on the betting odds in each year. This
would allow us to measure the loss in terms of lost investments, similar as when trading
rules are evaluated, see Hsu & Kuan (2005). However, we were unable to obtain this
information.
Instead, we rely on the following more general loss functions. For j = 1, . . . ,m and
k = 1, . . . , K we compute
1. Brier loss, see Brier (1950)
L1,kN+j = 2(yN+j − pˆiN+j|j,...,N+j−1)2
2. Predictive log likelihood loss
L2,kN+j = −yN+j log(pˆiN+j|j,...,N+j−1)− (1− yN+j) log(1− pˆiN+j|j,...,N+j−1)
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3. Incorrect loss
L3,kN+j =

1 if pˆiN+j|j,...,N+j−1 > 0.5 and yN+j = 0
1 if pˆiN+j|j,...,N+j−1 ≤ 0.5 and yN+j = 1
0 else
The Brier loss function, L1,kN+j, is well known for its use in evaluating weather forecasts
and may be viewed as the mean squared error loss function for probabilistic forecasts.
The difference is that pˆiN+j|j,...,N+j−1 is not a forecast for yN+j, but rather a probability
statement for the event yN+j = 1. The predictive log likelihood loss function, L
2,k
N+j,
uses the negative of the log likelihood as a measure of accuracy, which has optimal value
zero. The incorrect loss function measures the loss arising from event forecasting. It
takes values of one or zero, indicating loss or success, respectively.
Using these loss functions we define the relative performance of a model l against
another model k, where k, l ∈M, by
ds,lkj ≡ Ls,lN+j − Ls,kN+j, s = 1, 2, 3, l 6= k k, l = 1, . . . , K, (6.15)
and j = 1, . . . ,m. All predictive ability tests that we consider use functions of the
relative performance vectors, ds,lk = (ds,lk1 , . . . , d
s,lk
m )
′, as test statistics. It is easy to
show that the vector series ds,lk is stationary. Let the first moment of the the relative
performance indicators be denoted by ξs,lk = E[ds,lkj ], which we assume independent
from j, for all l, k ∈ M and s = 1, 2, 3. For notational convenience we drop the
dependence on the type of loss function s, when discussing the test statistics below.
6.3.3 Equal predictive ability
Equal predictive ability (EPA) tests are based upon the null hypothesis that their is
no difference in accuracy between the competing models. For comparing models l and
k this results in the null hypothesis; H0 : ξ
lk = 0, see Diebold & Mariano (1995) and
West (1996).
The widely used EPA t-type test statistic, first proposed in Diebold & Mariano
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(1995), is given by
TEPAlk ≡
m1/2d¯lk√
2pifˆdlk(0)
, (6.16)
where d¯lk = m−1
∑m
j=1 d
lk
j and fˆdlk(0) is a consistent estimate for the spectral density
at frequency zero, which may be given by
2pifˆdlk(0) =
m−1∑
τ=−(m−1)
I(τ/S(m))γˆlk(τ), (6.17)
where
γˆlk(τ) ≡ m−1
m−τ∑
s=1
(dlks − d¯lk)(dlkτ+s − d¯lk), (6.18)
are the sample autocovariance functions and I(τ/S(m)) is the lag window, with trun-
cation lag S(T ). See Diebold & Mariano (1995) for further details.
When models are nested under the null hypothesis of equal predictive ability, the
asymptotic theory from West (1996) may not apply. For our models the nesting re-
lationships are non-trivial. It is unclear given the nonlinearities in the observation
density, as well as in some of the signal processes, whether the models are nested in the
conventional sense, for which Clark & McCracken (2001) derive asymptotic properties
and critical values for the EPA test statistics. To avoid this discussion we view our
EPA test statistics as indicative and we note that the superior predictive ability tests
discussed below are not sensitive to this possible nesting problem. In particular, for
the EPA tests we assume that TEPAlk converges to a standard normal distribution as m
goes to infinity.
6.3.4 Superior predictive ability
Separate tests for all possible model combinations may be less powerful, when compared
to a single test for comparing all models performance simultaneously. Further, large
numbers of one-to-one comparisons based on sign-tests are difficult to interpret and
may yield conflicting evidence.
To address these issues we also implement a test for superior predictive ability, see
White (2000) and Hansen (2005). It holds that a certain benchmark model l possesses
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superior predictive ability if and only if:
ξlk ≤ 0 for all k ∈M\l, (6.19)
which corresponds to the null hypothesis that the accuracy of the benchmark models
forecasts are not inferior to the forecasts of any of the competing models. Superior
predictive ability tests are formally introduced in White (2000) and further refined in
Hansen (2005). SPA tests have been successfully implemented in different settings by
Hansen & Lunde (2005), Hsu & Kuan (2005) and Koopman, Jungbacker & Hol (2005).
SPA tests require that the benchmark is not nested in all alternative models (under
the null hypothesis) when parameters are estimated using a rolling window approach
as is done in our application. The SPA null hypothesis for benchmark model l, H0 :
ξlk ≤ 0, ∀ k ∈ M\l, must hold for superior predictive ability, because if ξlk > 0 the
expected loss of the competing model k would be smaller then the benchmark and
therefore outperform the benchmark. The SPA test statistic for benchmark model l is
given by
T SPA,l ≡ max
[
max
k∈M\l
m1/2d¯lk/
√
ˆV ar(m1/2d¯lk), 0
]
, (6.20)
where d¯lk = m−1
∑m
j=1 d
lk
j and ˆV ar(m
1/2d¯lk) is a consistent estimator of V ar(m1/2d¯lk),
for which we use, following recommendations in Hansen (2005), the bootstrap popula-
tion value, as given by
ˆV ar(m1/2d¯lk) ≡ γˆlk(0) + 2
m−1∑
τ=1
κ(m, τ)γˆlk(τ), (6.21)
where the sample autocovariance functions γˆlk(τ) are given in (6.18). The kernel
weights κ(m, τ) are given, following Politis & Romano (1994) by
κ(m, τ) =
m− τ
m
(1− q)τ + τ
m
(1− q)m−τ , (6.22)
where q is the bootstrap re-sampling probability.
We implement this test statistic by using the stationary bootstrap of Politis &
Romano (1994), which gives us bootstrap re-samples dlk,∗b = (d
lk,∗
b,1 , . . . , d
lk,∗
b,m)
′, for all
k ∈ M\l and their sample averages d¯lk,∗b = m−1
∑m
j=1 d
lk,∗
b,j . In order to derive the
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distribution of the test statistic T SPA,l under the null hypothesis we must recenter the
bootstrap variables. Hansen (2005) proposes to center the bootstrap variables around
ξˆlk,L = max(d¯lk, 0), ξˆlk,C = d¯lkI{d¯lk ≤
√
( ˆV ar(m1/2d¯lk)/m)2 log logm} and ξˆlk,H = d¯lk.
The recentered bootstrap variables are given by Z¯ lk,∗,ib = d¯
lk,∗
b − ξˆlk,i for i = L,C,H.
Using these we can calculate bootstrap test statistics
T SPA,l,∗,ib = max[maxk∈M\l Z¯
lk,∗,i
b /
ˆV ar(m1/2d¯lk), 0] which lead to the bootstrap p-values
pSPA,l,i ≡ B−1
B∑
b=1
I{T SPA,l,∗,ib > T SPA,l}, for i = L,C,H, (6.23)
where the null hypothesis is rejected for small values. We obtain three p-values where
the value pSPA,l,C is consistent for the true p-value. pSPA,l,L and pSPA,l,H form lower and
upper bounds for the true p-value. A low p-value indicates that a model is outperformed
by at least one other model.
6.3.5 Results
Next, we discuss the results for forty years of out-of-sample forecasting and testing. All
models from Section 6.2, which are detailed in Table 1, are used to obtain forecasts for
the Boat Race for the years 1971 until 2010. We do not use the winner of the toss as a
possible predictor as its value was found insignificant for all models. Further, we do not
show the results for the ARFI(1,d) model as its results were found indistinguishable
from the AR(1) model results. We do include a number of non-parametric forecasting
rules for comparison purposes. In particular, we include forecasts that select: last
year’s race winner, last year’s race loser, always Cambridge and always Oxford. The
goal is to show that, at least a selection, of the parametric models of Section 6.2 are able
to outperform these simple forecasting procedures. The forecasts for the parametric
models of Section 6.2 are computed using a rolling forecasting window. For each model
we compute forty forecasts using equation (6.14). We again use M = 1000 draws from
the importance density.
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Forecasting results
The average loss functions m−1
∑m
j=1 L
s,k
N+j for models k = 1, . . . , K are shown in Table
2. The non-parametric forecasting rules are not evaluated for the log loss function,
s = 2, as they do not provide probability forecasts.
First we discuss the models that include the average log difference in weight between
the boats as a predictor. For all loss functions the binary model with the stochastic
cycle component in the signal gives the lowest loss scores. Also the model that includes
the AR(1) component in the signal yields comparably low scores. The incorrect loss
function reveals that our best models (AR(1) and Cycle) are able to correctly predict
30 out of 40 races correctly. This is based on predicting Cambridge as the winner if the
predicted probability is larger than 0.5 and visa versa. We notice that the forecasting
difference between the different parametric signal specifications is small. For the Brier
loss function only a 0.04 mean squared error difference is found between the worst and
the best model.
For the models that do not include the difference in weight as a predictor the differ-
ences between the models are larger. This is illustrated in Figure 5, where we show the
predicted probability paths for all parametric models. The log weight predictor clearly
dominates the predictions when it is included. When not including the predictor the
constant and random walk models perform much worse, whereas the other parametric
models are less affected. Overall the inclusion of the weight predictor seems important.
The average loss functions for the non-parametric forecasting rules are presented in
the lower panel of Table 2. The Brier loss function attributes very high losses to these
models. It is shown that the “always Cambridge” and “loser” rules predict less than
50 % of the races correctly. It seems that always forecasting last years race winner
is a reasonable strategy. We notice that the log loss function is not defined for the
non-parametric forecasting rules.
Testing results
Next, we study whether the differences between the loss functions are statistically
significant. For this we rely on the equal and superior predictive ability tests that were
discussed in Sections 6.3.3 and 6.3.4, respectively.
In Table 3 we show the p-values for the EPA test statistic for the models that
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Model Brier LOG Incorrect
Including predictors
Constant 0.419 0.611 0.375
Random walk 0.433 0.625 0.375
AR(1) 0.381 0.561 0.250
ARFI(0,d,0) 0.394 0.578 0.325
CYCLE 0.373 0.555 0.250
Only dynamics
Constant 0.522 0.715 0.625
Random walk 0.508 0.711 0.425
AR(1) 0.431 0.623 0.350
ARFI(0,d,0) 0.455 0.648 0.375
CYCLE 0.430 0.617 0.350
Non-parametric rules
Winner 0.700 - 0.350
Loser 1.300 - 0.650
Cambridge 1.200 - 0.600
Oxford 0.800 - 0.400
Table 2: Average loss functions for 40 year forecasting for the Boat Race from 1971
until 2010 (m = 40 forecasts). Each forecast is based on 142 observations. Brier
corresponds to loss function m−1
∑m
j=1 L
1,k
j , LOG to m
−1∑m
j=1 L
2,k
j and Incorrect to
m−1
∑m
j=1 L
3,k
j . The highlighted numbers indicate the lowest loss per category per loss
function.
include the log difference in weight as a predictor. Each model is compared against all
other models for all loss functions. When the p-values is smaller than α this indicates
that the model listed in the row is outperformed by the model listed in the column, with
significance level α. We take α = 0.1 in our discussion. For the Brier loss function
the EPA tests give two main results. First, all non-parametric forecasting rules are
significantly outperformed by all parametric models. Especially the rules that predict
the “loser” and “Cambridge” seem unsatisfactory when aiming to produce correct
forecasts. Second, the model that includes a random walk process in the signal is
outperformed by models that include a more advanced stochastic process in the signal,
such as the AR(1), ARFI(0,d) and stochastic cycle processes. Perhaps surprising,
the logistic regression model (constant) is not outperformed by the more advanced
dynamic models that take the hypothesized serial correlation into account. The AR(1)
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Figure 5: 40 year forecasts for the Boat Race from 1971 until 2010 (m = 40 forecasts).
Each forecast is based on 142 observations. The top panel shows the forecasts for the
parametric models of Section 6.2 including the weight difference as a predictor. The
bottom panel shows the forecast for models including only dynamics
and stochastic cycle based models are most unlikely to be outperformed.
The EPA tests based on the log loss function confirm most of the results that
were found for the Brier loss function. Again the random walk model is statistically
outperformed by the models that include more advanced stochastic processes. The
EPA test based on the log loss function is, similar as the Brier loss function, not able
to distinguish between the forecasting performance of the other parametric models. In
other words, no evidence in found in favor of either the logistic regression (constant),
AR(1), ARFI(0,d), or stochastic cycle models.
The EPA tests based on the incorrect loss function show somewhat different results.
The logistic regression (constant) model is now significantly outperformed by the AR(1)
and stochastic cycle models. The random walk model is also outperformed by the
AR(1) and stochastic cycle models. Interestingly, the forecasting rule that predicts
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the last years race winner seems to perform much better based on the incorrect loss
function. Only the AR(1) and cycle models are able to reject this model.
In Table 4 we show the results for the models that only depend on dynamics and do
not include predictors. Here the differences between the models are more clearly visible.
The constant, random walk and all non-parametric forecasting rules are significantly
outperformed by the other models for the Brier and log loss functions. For the incorrect
loss function the opposite is is found. Here only the constant model and the “always
Cambridge” and “loser’ prediction rules are outperformed.
When summarizing the testing results for EPA tests, we may conclude that the
parametric models predict the boat race significantly better when compared to the
non-parametric ad hoc rules. And that there is also substantial evidence in favor for
the models that include an AR component in the signal. These are the models with
either and AR(1) or stochastic cycle process in the state. Also, there is little evidence
against the ARFI(0,d) model, but it does not significantly outperform many other
models.
The superior predictive ability tests may be viewed as summary statistics for the
large number of EPA tests. These tests compare the benchmark model against all other
models by means of a single test statistic. The SPA p-values are presented in Table 5,
where we show the p-value as well as its lower and upper bounds; see the discussion in
Section 6.3.4.
We find that, for the Brier loss function and models that include the predictor, the
non-parametric rules and the random walk based model are significantly outperformed
by at least one other model (α = 0.1). The other models are not-significantly worse
than the other models. This is also confirmed for the random walk model for the log
loss function. For the incorrect loss function we can only reject the “always Cambridge”
and “loser” prediction rules.
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6.4 Sample Split
In Section 6.3 we have presented an out-of-sample forecasting study, where the sample
split point was chosen for the year 1970. In particular, the initial forecast was com-
puted using 78% of the data available, whereas 22% was used to compute the forecast
evaluation tests. In this section we investigate whether the obtained forecast evalu-
ation results are robust with respect to our choice for the 1970 sample split point.
Recent studies by Rossi & Inoue (2012) and Hansen & Timmermann (2012) discuss a
framework for computing sample split robust tests. The general idea is to evaluate the
test statistics of Section 6.3 for a large selection of possible sample split points. These
sequences of test statistics may then be summarized into test statistics that are robust
to the choice for the sample split point. In other words, we may redefine our existing
test statistics as being a function of the sample split point N , which is then viewed as
a nuisance parameter, whose dependence we aim to remove by integrating it from the
sequence of test statistics.
Two main dangers may arise from an ad hoc sample split point choice N . First,
we may not be able to detect significant predictive ability even if there would be
significant predictive ability for other window sizes. Second, significant results, as
found for example for the model that included the stochastic cycle, may be simply
obtained by chance after data snooping over the window size. This would result in size
distortions for conventional tests for predictive ability.
In the remainder of this chapter, we only present the results for the models that
include the log difference in weight as a predictor. For the models that do not include
this predictor similar results were obtained. We only consider robust tests for the
equal predictive ability, as for the superior predictive ability no robust tests have been
developed. We follow the implementation discussed in Rossi & Inoue (2012).
6.4.1 Set up
We propose to investigate all the sample split points between 1864 and 1973, which
corresponds to all data within 20% and 80% of the sample. In particular, we define
N = [0.2n] and N = [0.8n], where n = 182. The EPA test, as given in (6.16), is now
defined as a function of the sample split point, i.e. TEPAlk (N). We compute T
EPA
lk (N),
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as discussed in Section 6.3, for N ∈ {N, . . . , N}. Next, we take summary statistics of
this sequence, which then may be regarded as predictive ability tests themselves. The
intuition behind the summary test statistics is that if the sample split dependent loss
differentials dlkj (N) obey a functional central limit theorem, for each N ∈ {N, . . . , N},
than we may take any summary statistic of TEPAlk (N) over the different sample split
points and derive its asymptotic distributions by applying the continuous mapping
theorem. Here we focus on two of such summary statistics; see Rossi & Inoue (2012):
Rlk = sup
N∈{N,...,N}
TEPAlk (N) (6.24)
and
Alk = 1
B +N + 1
N∑
N=N
TEPAlk (N). (6.25)
The first test statistic R mimics the case of data snooping over different window sizes.
It gives the largest test statistic, which we would report if we wanted to show the sample
split choice that provides the most predictive ability. The second test statistic is an
average-type test, where we merely integrate the dependence on N from the sequence
of test statistics. No prior information regarding the most desirable sample split point
is used. The one-sided critical values for these test statistic are given in Rossi & Inoue
(2012, Table 1: Panel B).
6.4.2 Results
In Figures 6, 7 and 8, we show the average loss functions for different sample split
points. In particular, we plot
∑m(N)
j=1 L
s,k
j , for s = 1, 2, 3 and N ∈ {N, . . . , N}, where
the number of forecasts m(N) that are considered depends on the sample split point.
For example, for the 1970 sample split point, N = 142, we have m(N) = 40. In the
Figures, we indicate the results of Table 2, which correspond to the 1970 sample split
point, by the dotted vertical line.
For the Brier loss function 6, we find that the non-parametric forecasting rules
give large losses regardless of the sample split point. Further, the good performance
of the stochastic cycle model that we found for the 1970 sample split point seems
incidental rather than structural. Only in the last part of the sample we find that the
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stochastic cycle model predicts low losses. For the majority of the sample split points
the AR(1) and ARFI(0,d) models give the lowest scores. In Figure 7 we show the log
loss functions. Without showing the non-parametric forecasting rules the differences
between the parametric models become more visible. It is clear that the results vary
quite a lot for the different sample split points. Different choices for the sample split
point would give different results for the EPA and SPA tests. A similar picture emerges
for the incorrect loss function. Here the non-parametric forecasting rule for selecting
last race winner remains a good predictor.
The results for the robust equal predictive ability tests, Rlk and Alk, are shown
in Tables 6 and 7, respectively. We find that the non-parametric forecasting rules are
still outperformed by all parametric models according to the Brier loss function. The
model that includes the stochastic cycle in the signal is now significantly outperformed
by the model that includes the AR(1) component and sometimes also by the ARFI(0,d)
model. This is an example of the dangers of looking at only one sample split point.
The model that includes the random walk process remains to be rejected based on the
robust predictive ability tests and the Brier and log loss functions. In most cases the
Rlk and Alk give similar results. The incorrect loss function is too volatile to base any
conclusions on it.
Overall we may conclude that the AR(1) and ARFI(0,d) models give the most
accurate forecasts according to the Brier and log loss functions, regardless of the chosen
sample split point.
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Figure 6: Average Brier loss for the different sample split points between 1864 and
1974.
6.5 Conclusion
The forecasting of the outcomes of the yearly Boat Race between Cambridge and Ox-
ford is extensively evaluated in a real-time study. The accuracy of the forecasts is
measured by different loss functions and by equal predictive ability tests. The overall
finding is that parametric models predict the outcome of the Boat Race significantly
better than ad-hoc methods. Furthermore, models with a latent autoregressive compo-
nent in the signal produce the most accurate forecasts. Although this study has been
mostly fun for us, we do believe that statistical dynamic models have a serious role
to play in event forecasting. Since other events may have a more serious impact on
us than the Boat Race outcome, the ability to forecasts binary time series accurately
is important. The formulation of dynamic models, the development of estimation and
forecasting procedures, and the assessment of significant outperformance in forecasting
accuracy in the context of binary time series may provide many interesting research
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Figure 7: Average Log loss for the different sample split points between 1864 and 1974.
questions.
Appendix A
This appendix shows the construction of an importance density for constant, distur-
bance, random walk, autoregressive and stochastic cycle specifications. The objective
is to fit the instrumental basis, given in equation (6.13). Let
p˙(yt|θt) = ∂ log p(yt|θt)
∂θt
= yt − exp θt/(1 + exp θt)
p¨(yt|θt) = ∂
2 log p(yt|θt)
∂θt∂θt
= − exp θt/(1 + exp θt)2
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Figure 8: Average Incorrect loss for the different sample split points between 1864 and
1974.
and
g˙(yt|θt) = ∂ log g(yt|θt)
∂θt
= (yt − ct − θt)/d2t
g¨(yt|θt) = ∂
2 log g(yt|θt)
∂θt∂θt
= −1/d2t
the following algorithm estimates ct and d
2
t for t = 1, . . . , T .
Algorithm A
1. Choose starting value θ¯ as an initial guess for θ;
2. Compute ct and d
2
t for t = 1, . . . , T by solving
p˙(yt|θt) = g˙(yt|θt) and p¨(yt|θt) = g¨(yt|θt) (6.26)
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for θ = θ¯;
3. Compute θ˜ = E[θ|y] by applying the Kalman filter and smoothing recursion to
the model implied by equations (6.3) and (6.13);
4. Replace θ¯ by θ¯ = θ˜.
5. Iterate between 2, 3 and 4 until convergence.
Appendix B
This appendix extends Algorithm A by an additional approximation for the case when
ut is given by a long-memory specification, as in (6.7). In particular, we approximate
long-memory model φ(B)(1−B)dut = ηt by a finite AR(s) model, with corresponding
AR polynomial given by δ(B) = 1 − δ1B − · · · − δsBs. The coefficients δ1. . . . , δs are
computed by solving the first s Yule Walker equations for model
Algorithm B
1. Approximate the ARFI model for ut in (6.7) using the Yule Walker equations;
2. Carry out the steps of Algorithm A. Step 3 of Algorithm A can be carried by
Kalman filter and smoothing methods since we have a short-memory approxima-
tion for ut.
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Chapter 7
Conclusion
In this conclusion we briefly summarize the contributions that have been developed in
this thesis. We highlight the methodological contributions and discuss the simulation
and empirical studies that were undertaken to illustrate the methods. We finish with
a discussion of possible future research directions.
7.1 Contributions
In the second chapter we have developed a simulation-based methodology for the esti-
mation of parameters in a general class of dynamic panel data models with cross-section
and time-varying random effects. The use of importance sampling and related methods
provides the means for a feasible analysis. The computational efficiency of our methods
is due to the ability to separate the cross-section effects from the time-varying effects
and to collapse high-dimensional vectors to low-dimensional vectors that contain the
sufficient statistics relevant for the analysis. Further, the use of the Kalman filter al-
lows for the efficient sampling of the time-varying effects. In a Monte Carlo study we
have given clear evidence of the validity of our estimation methods for finite samples.
Given the generality of the generalized dynamic panel data model, many different
models can be designed for many different purposes. We have illustrated the method-
ology for three different panels of time series with observations from Binary, Binomial
and Student’s t densities. Further, panels with different cross-section and time series
dimensions are considered, to illustrate the effectiveness of the methodology for large
and small panels.
In the third chapter, we have developed parametric empirical Bayes methods for the
estimation of the dynamic factor model. The loadings, factors and disturbances of the
model are treated as latent stochastic variables, which follow Gaussian distributions.
For the estimation of the loadings and factors we have developed a posterior mode al-
gorithm which relies on standard methods for linear time series and regression models.
The parameter vector is estimated by likelihood based methods using a simple two-step
implementation. The posterior means and variances of the loadings are estimated by
standard simulations methods, where we circumvent the infinite variance problem by
calculating the integral over the factors analytically. We emphasize that the computa-
tional effort for the empirical Bayes methods is only modestly larger when compared to
standard maximum likelihood methods; see Jungbacker & Koopman (2008) and Doz
et al. (2012).
The methods are evaluated in a Monte Carlo study for dynamic factor models with
different dimensions and different numbers of factors. The empirical Bayes estimates for
both the loadings and the factors outperform the maximum likelihood estimates for the
majority of data generating processes that we considered. We have further illustrated
our methods in empirical applications for macroeconomic and financial time series. On
average the empirical Bayes approach dominated the maximum likelihood approach
for the purpose of out-of-sample forecasting.
In the fourth chapter we have developed a nonlinear non-Gaussian modeling frame-
work for analyzing the relationship between government bond yields and monetary
policy during crisis times. The government bond yields are modeled by an extended
dynamic Nelson-Siegel model where the observations errors are modeled by the Stu-
dent’s t density with time-varying factor stochastic volatility. The measurements that
reflect the monetary policy are modeled by appropriate non-Gaussian densities that
are defined conditional on a set of latent dynamic factors.
For the estimation of the joint model we have developed a simulation based estima-
tion method that is based on the importance sampling technique. The feasibility of the
method is due to the construction of conditional importance densities, which sample
the term structure and monetary policy factors conditional on the sampled volatility
factors.
The empirical application for the European bond markets and the monetary policy
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of the ECB highlights the relevance and flexibility of the modeling framework. We
document the interaction between the term structure and the European short rate and
bond market purchases.
In the fifth chapter we have shown that a general class of nonlinear non-Gaussian
time series models with latent long-memory components can be treated successfully by
Monte Carlo maximum likelihood methods based on importance sampling techniques.
The estimation method is based on exact maximum likelihood but it is subject to
Monte Carlo error. The importance sampling method is based on a linear Gaussian
approximation model that also approximated the long-memory process by a stationary
autoregressive process with a large number of lags. This is a new development and it
illustrates the flexibility of the general methodology. We have implemented a compu-
tationally efficient method for evaluating the Monte Carlo estimate of the loglikelihood
value. The methodology is studied in detail via a set of Monte Carlo simulation studies
in which we show that for a range of models, the underlying true parameter values can
be estimated accurately.
We further show that the methodology can be used in empirical analysis. We il-
lustrate the methods by fitting stochastic volatility models to ten components of the
S&P 500 stock index. Although it is empirically challenging to empirically identify
long-memory and a Student’s t density simultaneously in a stochastic volatility model,
we have shown that it is possible within our framework. The extension to multivari-
ate analysis is shown to be analytically relatively easy. However the computational
implications of including many latent long-memory components in the model are high.
In the sixth chapter we have illustrated the flexibility of nonlinear time series model-
ing in the context of forecasting The Boat Race between Oxford and Cambridge. While
this illustration considers a univariate binary time series it does highlight a number of
additional difficulties that arises when evaluating forecasts for nonlinear time series.
7.2 Extensions
While many methodological contributions have been made in this thesis, each chapter
also provides us with clear extensions for further research. We discuss four important
directions for future research.
First, when modeling panel data sets with random effects a concern is the modeling
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of the correlation between the random effects and the explanatory variables. For small
T panels the correlated random effects approach of Chamberlain (1980) and Pesaran
(2006) provides an attractive solution. This approach suggests to write the random
effects as a linear function of the explanatory variables. In Section 2.6 we illustrated
this approach for the generalized dynamic panel data model with a relatively small
time series dimension T .
A problem with this approach is that the number of deterministic model parameters
increases linearly with T . Whilst for linear panel data models the increase in the
number of deterministic model parameters is not a major concern, for non-Gaussian
panel data models it presents a severe computational challenge. In particular, the
optimization of corresponding log likelihood becomes computationally difficult in the
presence of many parameters.
Different strategies can be explored to circumvent this problem. It is well known
that by using analytical score functions for the parameters the computationally effi-
ciency of numerical optimization routines can be improved. Calculating the scores for
non-Gaussian panel data models is a challenging task, since the scores, similar as the
likelihood itself, do not exist in closed form. Alternatively, one can treat the param-
eters that impose the correlation between the explanatory variables and the random
effects as random effects as well. In this manner increasing time series dimensions have
little or no effect on the number of deterministic model parameters. A difficulty with
this approach is that the T random effects that we need per explanatory variable all
occur in every time period. This complicates the structure of the variance matrix of
the observations. Constructing adequate importance densities to integrate the addi-
tional random effects from the complete likelihood is a challenging task. Finally, it
might be possible to sample the random effects from the space orthogonal to the space
of the explanatory variables. This would avoid specifying a particular model for the
relationship between the random effects and the explanatory variables.
Second, all the methods that are developed in this dissertation, with Chapter 3
being the exception, treat the model as correctly specified. In particular, we have
evaluated the models only under correct model specifications; see for example the sim-
ulation study in Chapter 2. For linear panel data models the analysis of the models
under misspecification is standard practice; see for example Bai & Li (2012b). For
non-Gaussian state space models with discrete states asymptotic theory for misspec-
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ified models has been recently developed by Douc & Moulines (2012). However, the
asymptotic analysis of nonlinear panel data models when both N, T →∞ remains an
unexplored area.
Third, allowing for more general forms of interactions between the latent stochastic
variables is necessary to create more flexible non-Gaussian panel data models. In
particular, the factor structure that is considered in Chapter 3 also seems very useful
for non-Gaussian panel data models. The construction of the importance densities is
difficult for this case. For discrete data the conditional approach of Chapter 2 is likely
to be sufficient since the variance is modest for these types of data structures. However,
for more general data structures the variance in the importance sampling weights is
likely to become too large. Different methods for constructing adequate importance
densities, such as those developed by Koopman, Lucas & Scharth (2011), can possibly
be extended for non-Gaussian panel data models.
Fourth, while the exact evaluation of univariate long-memory models is well un-
derstood (see Palma (2007)), multivariate specifications for long-memory processes are
much harder to handle. No exact feasible methods exist to compute the likelihood for
vector ARFIMA models, even long-range dependent time series are observed, see Sela
& Hurvich (2009). To accomplish the estimation of latent vector ARFIMA models a
new simulation smoother seems to be needed, which is able to simulated latent vector
long-memory processes conditional on the observations, see discussion in section 5.4.2.
We plan to investigate extensions for handing vector long-memory processes as well
as other model specifications that belong to this general class of models in empirical
studies.
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Samenvatting (Summary in Dutch)
In dit proefschrift worden methoden ontwikkeld voor het analyseren van niet-lineaire
panel data modellen die onderhevig zijn aan latente stochastische variabelen. Wij
richten ons op het ontwikkelen van probabilistische methoden die de precieze schat-
ting van de deterministische model parameters mogelijk maken en tevens zorgen voor
de berekening van voorwaardelijke ramingen voor de latente stochastische variabelen.
De nieuwe schattingsmethoden zijn gebaseerd op ofwel simulatie methoden zoals “im-
portance sampling” of op iteratieve optimalisatie methoden, zoals het “expectation-
maximization” algoritme. De methodiek wordt ge¨ıllustreerd aan de hand van data uit
verschillende gebieden van onderzoek, waaronder macro-economie, micro-economie, fi-
nancie¨n en sociologie.
Dit proefschrift richt zich op vier specifieke afwijkingen van de standaard lin-
eaire Gaussiaanse panel data model. Ten eerste beschouwen we het geval waarin
de observaties gemodelleerd zijn met behulp van niet-Gaussiaanse verdelingen. Em-
pirische toepassingen voor deze klasse van modellen worden vaak aangetroffen in micro-
economie. Hier vinden we vaak binaire observaties en andere discrete observaties; zie
Cameron & Trivedi (2005, hoofdstuk 23). Ook in risico-management en financie¨n vin-
den we observaties die beter gemodelleerd kunnen worden door verdelingen met dikkere
staarten dan de Gaussiaanse; zie McNeil et al. (2005).
Ten tweede modelleren we observaties met behulp van verdelingen waarvan het
gemiddelde geconstrueerd is als een niet-lineaire combinatie van latente stochastische
variabelen. In het bijzonder beschouwen we het geval waarin het gemiddelde van de
waarnemingen wordt bepaald door het inwendig product van twee stochastische vec-
toren, waarbij een van de vectoren stochastisch varieert over tijd. Deze dynamische
factor structuur zorgt voor een dimensie reductie in panel data en biedt een aantrekke-
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lijke specificatie voor voorspellen in situaties waar er vele mogelijke voorspellers zijn;
zie Bai & Ng (2008) en Stock & Watson (2011). Toepassingen voor dynamische factor
modellen bestaan in macro-economie, arbeids economie en financie¨n.
Ten derde beschouwen we situaties waarin de verdeling van de observaties wordt
gespecificeerd door een gemiddelde en variantie die beide afhankelijk zijn van latente
stochastische variabelen. Toepassingen voor deze modellen zijn te vinden in financie¨le-
economie en macro-economie, waar zowel het gemiddelde als de variantie afhankelijk
zijn van de conjunctuur en het financie¨le klimaat. Verder, aangezien observaties van
financie¨le tijdreeksen beter gemodelleerd kunnen worden met behulp van verdelingen
met dikke staarten combineren we de stochastische specificaties voor het gemiddelde en
de variantie met de Student’s t verdeling voor de waarnemingen. Op deze manier mod-
elleren we vele karakteristieken van financie¨le tijdreeksen; zie ook Chib et al. (2006).
Ten vierde beschouwen we het geval waarin de latente stochastische variabelen
een “long-memory” proces volgen. Tijdreeksen met een zogenaamd lang geheugen
kunnen niet in een eindige toestands-ruimte-vorm worden geschreven. Hoewel deze
specificatie niet strikt niet-lineair is zorgt het latente lange geheugen proces er wel
voor dat standaard filter methoden niet meer gebruikt kunnen worden; zie Chan &
Palma (1998). Teneinde de model specificatie verder te generaliseren modelleren we de
observaties met behulp van niet-Gaussiaanse verdelingen die afhangen van de latente
lange geheugen processen; zie Brockwell (2007).
Als we afwijken van het standaard lineaire Gaussiaanse panel data model in een van
de hierboven beschreven manieren kan de gezamelijke verdeling van de observaties niet
meer worden uitgedrukt in een gesloten vorm. Voor de evaluatie van de gezamenlijke
verdeling van de observaties presenteren we nieuwe methoden die zijn gebaseerd op
ofwel de importance sampling techniek of het expectation-maximization algoritme.
Hoewel deze methoden goed zijn ontwikkeld voor modellen met zeer lage dimensies
geven panel data structuren nieuwe uitdagingen voor het modelleren van niet-lineaire
functies in de aanwezigheid van latente stochastische variabelen. In het bijzonder, als
de dimensies van zowel de cross-sectie en de tijdreeks groot zijn, zijn we genoodzaakt
nieuwe methoden te ontwikkelingen om de model parameters te kunnen schatten.
Vanuit een empirisch perspectief maakt dit proefschrift de volgende aspecten duidelijk.
Ten eerste wordt het mogelijk gemaakt om flexibele panel data modellen voor verschil-
lende niet-Gaussiaanse datastructuren te analyseren. In deze situaties zorgen we voor
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heterogeniteit in het model door zowel individueel-specifieke als tijdsafhankelijke ef-
fecten toe te laten. Ten tweede wordt het mogelijk gemaakt om voorspellingen te doen
met behulp van niet-lineaire modellen. Voorspellen met behulp van panel data heeft als
voordeel dat co-bewegingen tussen de verschillende tijdreeksen kunnen worden benut.
Ten derde maken we het mogelijk de gelijktijdige en lange termijn interacties tussen
verschillende niet-Gaussiaanse tijdreeksen te analyseren door de interactie tussen de
latente stochastische variabelen te schatten.
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