Abstract-The ever increasing demand for content is straining operators' networks, thereby necessitating development of alternative content delivery mechanisms. Distributed caching architectures constitute a promising solution for mitigating the effects of demand growth by placing popular content files in proximity to users, rather than in a central site. In this paper, we study the content placement problem in multiple-level hierarchical caching networks where user requests for files are routed upwards toward content servers, satisfied by intermediate nodes if the latter have cached the requested files. Our goal is to reduce the server load by serving as many requests as possible by the caches. We show that the problem is NP-Hard in its general form, but it can be solved optimally in polynomial-time when the caches are installed on a single hierarchy path. For the general case, we develop an algorithm achieving a provably better approximation ratio than the best-known counterparts. Numerical experiments show up to 56% reduction in server load over existing algorithms, with gains increasing as the content popularity distributions get steeper and more diverse across nodes, and the cache capacities at the upper hierarchy levels increase. Our evaluation code is publicly available for the benefit of research community.
I. INTRODUCTION

S
TEMMING from the observation that an important portion of network traffic is due to recurring downloads of popular content files, placing the latter in caches located at the network edge (close to the users) can reduce network bandwidth consumption and improve content delivery delay. Such caching architectures have gained increasing interest in recent years as a way of dealing with the explosive growth of demand for content [1] , fueled further by the downward slope in storage space price (a few tens of dollars per terabyte currently [2] ).
A key challenge in caching systems is to devise the optimal content placement policy: for a given anticipated content demand, determine which files should be placed in each cache, so as to maximize the number of requests served by the caches.
Motivated by real system deployments [3] , [4] , we address this problem in hierarchical networks where caches may be installed at multiple levels. Requests for content files are generated at the bottom-level nodes of the hierarchy, which we refer to as leaves, and are routed upwards until they reach a cache-node that stores the requested file. If none of the accessed nodes has stored the respective file, a distant content server is triggered to serve the request. Since the latter option raises scalability concerns during peak usage hours and incurs high content delivery delay, it is crucial to reduce the load of the server by serving as many requests as possible by the caches.
Despite the plethora of work in this field, the optimal solution to the content placement problem in multiple-level cache hierarchies remains unexplored. Existing optimal solutions are limited to hierarchies involving caches at the leaf nodes only [5] , [6] , where the leaf nodes can exchange their cached files in an on-demand manner leading to reduced cumulative content delivery cost. However, installing caches at multiple levels alters the content placement problem in a fundamental way and calls for alternative solution techniques. The currently best performing methods achieve an approximation ratio close to 2, i.e., in the worst case the number of requests served by the caches is half of the respective number achieved by the optimal method [7] , [8] . Motivated by the above, we describe a general optimization problem for devising the optimal content placement policy for caches installed at multiple levels of hierarchies. This is formulated as an integer optimization problem. Although the content demand patterns are often correlated across the leaf nodes, e.g., the same files become popular in different areas where the leaf caches have been deployed, in general the patterns may differ one another. Hence, in our formulation, we allow different leaf nodes to receive requests for different files with different intensity. The availability of the content at the caches determines whether the request will reach content servers or not. We show that the problem is NP-Hard in its general form by reduction from a variant of the set cover problem [9] , and that it can be solved optimally in polynomial time when caches are installed only on a single hierarchy path. As the main contribution, we present an algorithm with provably better approximation ratio than the best known counterparts for general cache hierarchies. Our methodology is based on expressing the content placement problem as the maximization of a submodular function subject to uniform matroid constraints [10] .
Our technical contributions can be summarized as follows:
• Hierarchical Content Placement Problem (HCPP) . We introduce the HCPP problem that derives content placement policies in multiple-level cache hierarchies. This is very important since hierarchical topologies have been applied in many systems that provide massive content delivery services, such as IPTV and video on Demand (VoD), and gain increasing interest.
• Complexity of HCPP problem. We show that the HCPP problem is NP-Hard in its general form by reduction from a variant of the set cover problem [9] . This is a novel result considering that the NP-Hardness of the content placement problem has been shown for arbitrarily-shaped caching networks [8] , [11] , [12] , not necessarily implying that the same statement holds when restricted to hierarchical topologies. For the special case that caches are installed only on a single hierarchy path, we show that the constraint set of the HCPP problem satisfies the total unimodularity property [13] . Therefore, the optimal solution can be obtained by solving the corresponding linear relaxed problem.
• Approximation algorithms. We express the HCPP problem in its general form as the maximization of a submodular function subject to uniform matroid constraints [10] . This enables the derivation of a simple greedy algorithm with approximation guarantees that are provably better than those known.
• Performance evaluation. Numerical results show performance improvements (up to 56%) over existing content placement algorithms. The gains are higher when the content popularity distributions are steep and diverse across nodes, and the cache capacities at the upper hierarchy levels are large. We make our evaluation code publicly available online for the benefit of the research community. The rest of the paper is organized as follows: Section II describes the system model and defines the HCPP problem formally. Sections III and IV present the complexity results and the approximation algorithms respectively. In Section V we present our numerical results, whereas we review our contribution compared to the related works in Section VI. We conclude our work in Section VII.
II. SYSTEM MODEL AND PROBLEM FORMULATION
In this section, we introduce the system model and formally define the hierarchical content placement problem.
System Model. We consider a general multiple-level hierarchical network like the one depicted in Figure 1 . In an IPTV service system, access to the content servers is provided by the VHO (Video Head-end Office) for the users in a metropolitan area. Typically, content passes through a number of nodes such as intermediate offices (IO), central offices (CO), and digital subscriber line access multiplexer (DSLAM) before reaching a user. The operator may have installed caches at various nodes, possibly in more than one level. We denote with N the set of nodes in the hierarchy, and with C n ≥ 0 (bytes) the size of the cache at node n ∈ N.
We study the system for a certain time period (e.g., several days), during which the average demand for a set F of F popular files is assumed to be known in advance, as in [3] , [7] , [8] , [14] . For example, the demand can be learned through analysis of previous time period statistics [15] . For notational convenience, we assume that all files have the same size, normalized to 1. This assumption can be easily removed as, in real systems, files can be divided into blocks of the same length for convenience [3] , [8] . User requests for content are generated at the bottom level nodes of the hierarchy, e.g., the DSLAMs, also called the leaves. We denote with L ⊆ N the respective set of leaves, and with λ n f ≥ 0 the average user demand for file f generated at leaf n. The vector λ n contains the demand values for a particular leaf n.
Let us also introduce the notation P n to indicate the unique path uniting leaf n ∈ L with the root of the hierarchy, e.g., the VHO, including the two endpoints. Each time a user request at leaf n is generated, it is served by the local leaf if it has the requested file cached. Otherwise, the request is routed upwards following the P n path. The content servers are triggered to serve the request if none of the nodes on P n path has the requested file cached. This latter option implies a significant server load and scalability concerns during peak usage hours. In addition, since the caches are closer to users than the content servers are, the users experience higher delay when they download content from the servers instead of the caches. Therefore, the goal of this work is "to carefully design the content placement policy so as to effectively reduce the load of the content servers". Problem Formulation. We introduce the integer decision variable x n f ∈ {0, 1} that indicates whether file f ∈ F is placed at cache-node n ∈ N (x n f = 1) or not (x n f = 0) 1 . We also define the respective content placement policy:
The problem of determining the content placement policy that minimizes the number of requests served by the content servers (server load) can be expressed as follows:
1 Note that we do not consider probabilistic content placement [16] or placement of encoded file portions [8] which are problems with continuous optimization variables. Instead, we tackle the (more challenging) integer-nature content placement problem in this work.
where 1 {.} is the indicator function, i.e., 1 {c} = 1 if condition c is true; otherwise 1 {c} = 0. The expression in the objective function indicates that for each leaf node n that receives λ n f requests for file f , the requests will reach the content servers if none of the caches on the path P n has stored file f , i.e., when n ∈P n (x n f ) < 1; otherwise the requests will be served by a cache on P n that has stored this file. Inequalities in (3) denote the capacity constraints of the caches, whereas constraints in (4) indicate the integer nature of the optimization variables.
One can note that it would be wasteful to place the same file more than once on the same path P n , for any n ∈ L. Lemma 1 summarizes this point.
Lemma 1: In the optimal content placement policy, the files stored on P n path are disjoint, i.e., no two nodes on P n store the same file, ∀n ∈ L.
Lemma 1, the proof of which is deferred to Appendix A, is important since it limits the number of possible file placements in the caches and simplifies the problem. Based on it, we can formulate the (equivalent) problem of maximizing the number of requests served by the caches as follows:
where constraint (6) is because of Lemma 1. Due to constraint (6) and the integrality of the optimization variables, the sum n ∈P n x n f can take either the value 1 or 0, ∀n ∈ L, f ∈ F. Hence, for each leaf n and file f , either all the λ n f requests will be served by the caches ( n ∈P n x n f = 1) or none of them ( n ∈P n x n f = 0). We call the above the Hierarchical Content Placement Problem (HCPP).
Although the objective function of the HCPP problem and the constraints in (3), (6) are linear with respect to the optimization variables, we cannot apply standard linear optimization techniques to find the optimal solution due to its integer nature (constraint (4)). In the next two sections, we formally prove that HCPP is NP-Hard in its general form, and design optimal and approximation algorithms for a special and the general case respectively.
III. COMPLEXITY OF HCPP PROBLEM
In this section we prove the high complexity of the HCPP problem and identify a non-trivial special case where the problem can be optimally solved in polynomial-time.
A. Hardness of General Case
Although the content placement problem has been shown to be NP-Hard in general caching networks [8] , [11] , [12] , a key open question which remains is whether the same statement holds when restricted to hierarchical topologies. In this work, we answer this question in the affirmative by reduction from a variant of the set cover problem, which is NP-Hard [9] . In other words, we prove that the set cover variant is a special case of HCPP, which implies that HCPP is also NP-Hard. Particularly, the following theorem holds:
Theorem 1: HCPP is an NP-Hard problem.
In order to prove Theorem 1, we will consider the corresponding (and equivalent) decision problem, called Hierarchical Content Placement Decision Problem (HCPDP):
HCPDP: Given a multiple-level hierarchy with a set N of N nodes, a set L ⊆ N of L leaves and their paths P n to servers, a set F of F files, the cache sizes C n ∀n ∈ N, the user requests λ n f ∀n ∈ L, f ∈ F, and a real number Q ≥ 0, we ask the following question: does there exist a content placement policy x, such that the value of the objective function in (5) is more or equal to Q and constraints (3), (4), (6) are satisfied?
We also consider the following variant of the set cover problem:
3-SCP [9] : Given a set of elements U (called the universe) and a family S of subsets of U, a cover is a subfamily C ⊆ S of subsets whose union is U. In the considered 3-SCP variant, the cardinality of each subset is at most three and the number of occurrences of each element in the subsets is exactly two. We ask the following question: given an integer k, does there exist a set cover of size k or less?
To avoid confusion, let us remark that the 3-SCP problem is referred to as "Min-3-Set Cover (with exactly two occurrences of each element)" in [9] .
Lemma 2: 3-SCP problem is polynomial-time reducible to the HCPDP.
Proof: Given any instance of the 3-SCP problem, described by the U, S and k values, we construct the equivalent instance of the HCPDP problem as follows. There are caches at two levels of the hierarchy; a root cache and many leaf caches. For each subset s ∈ S, we create a content file, which we refer to as f s . Hence, there will be F = |S| files in total. For each pair of subsets s 1 and s 2 in S that overlap, i.e., they share at least one common element, we create a distinct leaf cache, denoted with n s 1 s 2 . Further, we set the demand at the leaf n s 1 s 2 to be λ n s 1 s 2 f s 1 = λ n s 1 s 2 f s 2 = 1; zero for the rest files. Hence, each leaf generates two file requests and the total number of requests will be two times that of leaf caches, i.e., n∈L f ∈F λ n f = 2L. The size of each leaf cache is 1, whereas we set the root cache size to be equal to k. The question is whether there exists a content placement policy that serves at least Q = 2L requests by the caches. Since the total number of generated requests is 2L, the question becomes whether all the Q = 2L requests can be served by the caches. We will prove the following two statements:
(i) A "Yes" case of HCPDP corresponds to a "Yes" case of 3-SCP: In the "Yes" case of HCPDP, i.e., when all the Q = 2L requests are served by the caches, the root cache serves at least one of the two requests generated by each leaf node. This is because each leaf cache can store up to one file, which implies that it can serve locally at most one of its two requests. Since the two files requested by a leaf node correspond to two subsets in the 3-SCP instance that share common elements, and the number of occurrences of each element in the subsets is exactly two, the k files that are stored in the root cache correspond to k subsets whose union is the universe of all elements. To see this, we note that if an element was not covered by these k subsets, there would have been a leaf node requesting two files that were both left uncached by the root cache. In this case, at least one request of this leaf node would reach the server.
(ii) A "Yes" case of 3-SCP corresponds to a "Yes" case of HCPDP: In the "Yes" case of 3-SCP, i.e., when k subsets with union equal to the universe of all elements exist, we can store in the root cache the files corresponding to these subsets. Then, the HCPDP instance will be satisfied, since the root cache will serve at least one of the two file requests generated by every leaf node. The rest requests will be served locally by placing the respective files in the leaf caches. Figure 2 illustrates an example of the reduction from 3-SCP with U = {1, 2, 3, 4, 5}, S = {{1, 2, 3}, {4, 5}, {1, 2}, {3, 4}, {5}} and k = 2. In the HCPDP instance there are F = |S| = 5 files, a root cache of size C 0 = k = 2 and L = 4 leaf caches, each of size 1. Each leaf receives requests for two files. There is a solution to HCPDP of value Q = 2L = 8 that places the files corresponding to subsets {1, 2, 3} and {4, 5} in the root cache, and the files corresponding to subsets {1, 2}, {3, 4}, {3, 4} and {5} in the leaf caches 1, 2, 3 and 4 respectively. The solution to 3-SCP picks the subsets {1, 2, 3} and {4, 5}.
The 3-SCP problem with the aforementioned restrictions on the cardinality of the subsets and the number of occurrences of the elements has been shown to be NP-Hard in [9] , which completes the proof of Theorem 1.
B. Special Case: Caches Installed on a Single Hierarchy Path
Although the HCPP problem is NP-Hard in its general form, in this subsection we show that it can be optimally solved in polynomial-time for a non-trivial special case. Specifically, we consider the network illustrated in Figure 1 , but assume that there are caches installed only on a single hierarchy path, say P l * , as in Figure 3(a) . In this case, content placement decisions are taken only for the nodes on this path: Hence, we can reformulate the HCPP problem as follows:
In order to show that the above problem is tractable, we will show that the integrality constraints in (11) are redundant; they can be replaced with the following constraints without changing the optimal solution:
Hence, the optimal solution can be efficiently obtained using standard linear optimization techniques and software toolboxes like CPLEX and Mosek [17] . The proof is based on the total unimodularity property of the constraint matrix. Specifically, for a matrix A the following definitions and results hold [18] :
Definition 1: An integral matrix A is totally unimodular if the determinant of every square submatrix is 0, +1, or -1.
Proposition 1: If for a linear program {max c T x : Ax ≤ b}, A is totally unimodular and b is integral, then there is an optimal solution to the linear program that is integral.
Note that the constraints in (9) and (10), namely Hence, it suffices to show that A is totally unimodular in order for our problem to be solvable in polynomial time. To prove the total unimodularity property of matrix A, we use the following proposition [13] :
Proposition 2: Let A be a matrix whose rows can be partitioned into two disjoint sets B and C. Then the following four conditions together are sufficient for A to be totally unimodular: (i) every column of A contains at most two non-zero entries, (ii) every entry in A is 0, +1, or -1, (iii) if two non-zero entries in a column of A have the same sign, then the row of one is in B, and the other in C, and (iv) if two non-zero entries in a column of A have opposite signs, then the rows of both are in B, or both in C.
In our case, every column contains exactly two non-zero elements, each with value +1. Hence, conditions (i), (ii) and (iv) are satisfied. To show that condition (iii) is satisfied, we note that each column includes a non-zero element in a row corresponding to constraint (9) and another in a row corresponding to constraint (10) . Hence, we can partition the rows of matrix A into a set B containing the rows in constraint (9) and a set C containing the rows in constraint (10), satisfying condition (iii). Figure 3(b) depicts an example of the constraint matrix. Since the conditions in Proposition 2 are satisfied, we obtain the following lemma:
Lemma 3: The constraint matrix described in inequalities (9), (10) is totally unimodular.
Hence, we obtain the following theorem: Theorem 2: When caches are installed on a single hierarchy path, the optimal content placement policy can be found in polynomial time.
Although modern linear programming solvers are quire fast in practice [17] , one may wonder whether the problem can be solved even more efficiently by expressing the solution in closed-form, exploiting the specific structure of the single hierarchy path.
To explore this issue, we start with the simple case where the demands of the leaf nodes are correlated in the sense that the rank of a file in the local demand vector is the same for all nodes, i.e., λ n1 ≥ λ n2 ≥ . . . ≥ λ n F , ∀n ∈ L. That is, file 1 is the most popular file for all nodes, file 2 is the second most popular file, and so on. We note however that the exact demand values for a certain file may differ across nodes. It turns out that the optimal content placement in this case has a relatively simple structure. Specifically, the most popular files are placed in the root cache, the second-tier files are placed in the second highest cache on the hierarchy path, and so on, until the leaf cache is reached. To see this, we note that if a file f 1 is stored in a cache of lower level than a less popular file f 2 does, then one could swap the two files, resulting that certain leaves previously downloading f 1 from server, they now download f 2 , which reduces the total server load.
Apparently, the above argument does not hold for arbitrary demand vectors, since in this case the benefit of placing a certain file in a cache of higher level than another file does not depend only on the total (over all leaf nodes) demand, but also on the exact way that the demand is distributed across leaf nodes. For example, the file with the highest total demand should be cached at the leaf cache instead of the root cache when the former generates the entire demand for this file, since it would be meaningless to store it at a higher level. We conjecture that the demand diversity across nodes constitutes the main source of complexity in the content placement problem, necessitating the application of systematic optimization procedures (like the pointed linear optimization solvers) to derive the optimal solution when the respective instance of the problem is not NP-Hard. In fact, our conjecture is consistent with previous works which proposed techniques that numerically compute the optimal content placement for certain problem instances with diverse demands across cache-nodes (e.g., based on reduction to the minimum cost flow problem [5] , or the matching problem [19] ), rather than in closed-form.
IV. APPROXIMATION ALGORITHMS
In this section, we investigate the HCPP problem in its general form and derive algorithms with improved approximation guarantees compared to state-of-the-art methods [7] , [8] . We start by presenting a simple greedy algorithm achieving an 1.582-approximation ratio in two-level hierarchies. Then, we show how it can be extended to handle the general case of any number of levels.
A. 1.582-Approximation Algorithm for Two-Level Hierarchies
We consider a two-level hierarchy, as in Figure 2 , with a root cache, indexed by 0, and L leaf caches, indexed by 1, 2,. . ., L. As we showed in Theorem 1, the respective content placement problem is NP-Hard. Hence, exact solution approaches are not practical and the use of approximation algorithms is justified. Subsequently, we derive such an approximation by expressing the content placement problem as the maximization of a submodular function subject to uniform matroid constraints [10] . This is a novel result that is specific to the hierarchical structure of the underlying topology, and does not hold in other types of networks 2 . We begin by introducing the definition of submodular functions.
Definition 2: Given a finite set of elements G, a function h : 2 G → R is submodular if for any sets X ⊆ Y ⊆ G and every element g ∈ G \ Y , it holds that:
The set G is often referred to as ground set. The submodularity property specifies that the marginal value of the function when adding a new element in a set decreases as this set becomes larger.
For a given file placement in the root cache, the optimal file placement in the leaf caches can be efficiently computed; every leaf n stores the C n most popular files with respect to λ n , but the files in the root (cf. Lemma 1). Let us denote the placement of file f in the root cache by an element e f and define the ground set G consisting of all elements as:
Then, every possible content placement can be expressed by a subset X ⊆ G, where the elements included in X correspond to the files placed in the root cache. Due to the cache capacity limitation of the root, it should be X ⊆ I where:
The pair (G, I ) defines a uniform matroid [10] . Based on the above, we can write the objective function in (5) as a function of the set X :
HACPA: Hierarchy Aware Content Placement Algorithm for Two-Level Hierarchies
Content placement is done according to X for the root and M n (X ) for every leaf n ∈ L.
where M n (X ) denotes the files placed in the leaf cache n given the file placement in the root X . The first term in the sum corresponds to the requests served by the root, whereas the second to the requests served by the leaf caches. Then, we have the following lemma:
The function h(X ) is monotone, increasing and submodular.
Proof: Since the sum of submodular functions is also submodular, it suffices to show that every term of the external sum in (16) is a submodular function. Let us focus on a single leaf cache n ∈ L, and consider adding element e f in a set X . We distinguish the following two cases: (i) If file f is not included in M n (X ), then storing file f in the root cache enables the requests generated at leaf n to be served by the root cache instead of the content servers, resulting a marginal value of h(X ∪ {e f }) − h(X ) = λ n f . (ii) Otherwise, storing file f in the root cache forces leaf cache n to swap file f with the most popular file with respect to λ n but those files already cached in the root and the local leaf cache. Let us denote with f that file. Then, the marginal value will be h(X ∪ {e f }) − h(X ) = λ n f .
We now consider adding the same element e f in a set Y ⊇ X . We distinguish the following two cases: (i) If file f is not included in M n (Y ), then, by definition of the M n (.) set, file f is not included in M n (X ) neither. Hence, the marginal value will be h(
where f is the most popular file with respect to λ n but those files already cached in the root and the local leaf cache. We distinguish the following two subcases:
where the last inequality is because file f is picked among a subset of the files used for picking f .
Hence, the marginal value for adding an element in Y is always lower or equal to the one in X , which implies that h(.) is submodular. Finally, it is not hard to show that as more files are stored in the root cache, more requests are served by the caches.
Hence, h(Y ) ≥ h(X ), which implies that h(.) is monotone and increasing.
A greedy algorithm obtains an approximate solution for the problem of maximizing a submodular function subject to uniform matroid constraints, with a performance that is provably at most e/(e − 1) = 1.582 times worse than optimal [10] . The algorithm starts with an empty set, and at each iteration it adds the element with the highest marginal value to the set, while satisfying constraint (15) . We call the above Hierarchy Aware Content Placement Algorithm (HACPA).
HACPA runs in C 0 iterations. At each iteration, it computes the value h(X ∪ {e f }) for each one of at most F elements in order to determine e * f . Each one of these computations requires finding the M n (X ∪ {e f }) set for every leaf n ∈ L, i.e, the C n most popular files with respect to λ n , but those corresponding to X ∪ {e f }. Assuming that the λ n vector is initially sorted, these files can be found by traversing λ n until C n such values are obtained. In the worst case, the C n + C 0 first elements will be traversed. Hence, the overall complexity for all iterations is upper bounded by: C 0 F n∈L (C n + C 0 ). Since sorting a vector of size F requires F log F time (using the Quicksort algorithm), we obtain the following theorem:
Theorem 3: In a two-level hierarchy, HACPA algorithm finds a 1.582-approximate solution to the content placement problem in L F log F + C 0 F n∈L (C n + C 0 ) time.
Therefore, the proposed algorithm has a better approximation ratio than the schemes considered in [7] and [8] . Also, for the special case of L = 2 leaves, we can show that it finds the optimal solution.
Theorem 4: In a two-level hierarchy with two leaves, HACPA algorithm finds the optimal solution to the content placement problem in 2F log F + C 0 F(
The proof of Theorem 4 is deferred to Appendix B.
B. Extension to Multiple-Level Hierarchies
In this subsection, we show how to extend HACPA algorithm for general (not necessarily two-level) hierarchies. We start with a three-level hierarchy, as the one depicted in Figure 4 . Using the same arguments as in the previous subsection, we can express the objective function in (5) as a submodular function of the files placed in the root cache. However, in contrast to the two-level case, here, for a given file placement in the root cache X , we can not efficiently compute the optimal file placement in the rest of the caches. Namely, for each direct descendant of the root cache, e.g., caches 1, 2 and 3 in Figure 4 , there is a two-level hierarchy subproblem involving this cache and its descendants. According to Lemma 2, each one of these subproblems is NP-Hard by itself. Hence, the best we can get is an α-approximate solution to each subproblem, for α = 1.582, by applying HACPA algorithm. We note, however, that when solving these subproblems, we need to ensure that the files in X will not be placed in any other cache (cf. Lemma 1) .
With that in mind, we can extend HACPA algorithm to determine the file placement in the root cache of a three-level hierarchy. As in the two-level case, we iteratively choose the file to be placed in the root cache based on its marginal value. However, since we can not efficiently find the choice with the highest marginal value (since we can not solve optimally the two-level subproblems), at each one of the C 0 iterations we pick an element with a marginal value that is at most α times worse than that of the optimal choice. This is possible by applying HACPA to approximately solve each one of the two-level subproblems formed, one time for each possible file choice in the root, and picking the file that results the highest marginal value. Once the file placement in the root cache is found, we decide the file placement in the rest caches by applying HACPA, one time for each subproblem, ensuring that the files placed in the root cache will not be be placed in any other cache.
When an α-approximation algorithm is used to find the element with the best marginal value to add in the greedy solution, the greedy algorithm outputs a (e 1/a /(e 1/a − 1))-approximate solution [21] . This generalizes the results presented for twolevel hierarchies (where α = 1), to multiple-level hierarchies. Specifically, for three-level hierarchies, we have α = 1.582, which yields an e 1/1.582 /(e 1/1.582 − 1) = 2.1343 approximation ratio. Similarly, we can use the 2.1343-approximation algorithm for three-level hierarchies to obtain an approximation ratio of e 1/2.1343 /(e 1/2.1343 − 1) = 2.6732 for four-level hierarchies and so on.
Finally, we note that the running time of HACPA increases with the number of hierarchy levels. Random sampling and lazy evaluation techniques can be used for speed-up [22] .
V. PERFORMANCE EVALUATION
In this section, we present the numerical results of the experiments that we have conducted to show the superiority of the proposed approach over certain commonly used content placement schemes. Specifically, we implement the following five schemes: 1) Greedy [7] : Each leaf cache stores the most popular files with respect to its local demand. Then, moving from the bottom to the top-level, each cache stores the most popular files with respect to the demand that was left unserved by its descendants. 2) Swapping [7] : It starts with a random content placement.
Iteratively, it swaps a file that is currently included in a cache to one not included in it if this improves performance (cf. equation (2)). The process is iterated until no possible swap can be found. 3) Femtocaching [8] : It starts with all the caches being empty. Iteratively, it performs the placement of a file to a cache that improves performance the most (cf. equation (2)). The procedure terminates when all the caches become full.
4) Hierarchy Aware Content Placement Algorithm (HACPA):
The proposed scheme in Section IV extended to multiple-level hierarchies.
5)
Optimal: Applies only to the special case of caches installed on a single hierarchy path. The optimal content placement is obtained by solving the corresponding linear relaxed problem. The performance criterion that we consider is the total number of requests that reach the servers (server load), which is defined by expression (2). To describe in detail the benefits of the proposed scheme (HACPA), we also depict the normalized difference between the server load achieved by any of the first three schemes and the proposed one (server load gains). Formally, the server load gains for the Greedy algorithm are defined as:
where server_load scheme denotes the server load achieved by the associated scheme. A similar definition holds for the Swapping and Femtocaching schemes. Simulation Setup. The main part of the evaluation is carried out on the three-level cache hierarchy depicted in Figure 4 , consisting of a root cache, three inner caches and nine leaf caches. We simulate the delivery of a library of F = 500 popular files for which recurring requests are expected. Specifically, within the evaluation period each leaf receives 1, 000 file requests, resulting in 9, 000 requests in total. Following empirical studies in VoD systems, we model file popularity using a Zipf distribution, i.e., the request rate for the i th most popular file is proportional to i −z , for some shape parameter z > 0 [23] . In order to simulate diverse popularity distributions, the ranks of the files are randomly permuted in every leaf node. At this point, we need to emphasize that the random permutation provides a simple initial scenario and extreme case, since the demands are somehow correlated across leaf nodes, rather than completely independent. We explore the impact of correlation in later experiments. Unless otherwise specified, each cache is capable of storing 10% of the entire file library size and z = 0.8 [23] .
Subsequently, we evaluate the performance of the content placement schemes for different values of the cache sizes per hierarchy level and content popularity distributions. We remark that for the algorithms' implementation we used the C++ language in the Visual Studio environment. The complete code we wrote is publicly available online in [24] . We believe this will encourage future experimentation with hierarchical caching algorithms for the benefit of research community.
Impact of cache sizes. We first compare the performance of the first four schemes for different sizes of the caches. In the experiment in Figure 5(a) , the size of the root cache spans a wide range of values, starting from 0% to 50% of the entire file library size, reflecting different operating conditions. As expected, increasing the root cache size reduces server load for all schemes, since more files become available for download within the paths to servers. The proposed scheme (HACPA) consistently performs better than the other schemes, especially for large values of the root cache size. The server load gains are up to 56%, 10% and 9.5% when compared to Greedy, Swapping and Femtocaching scheme respectively ( Figure 5(d) ). We repeat the above experiment, but vary the size of each one of the three inner caches rather than the root. The results are depicted in Figures 5(b) and 5(e). Although the shapes of the curves are similar to that in the previous figures, the server load gains are now lower, up to 37%, 8% and 7.5% when compared to Greedy, Swapping and Femtocaching scheme respectively. Finally, Figures 5(c) and 5(f) depict the results when we vary the size of the leaf caches. In this case, the server load gains are limited to 25%, 5% and 6% over Greedy, Swapping and Femtocaching scheme respectively. Thus, we can infer that the superiority of HACPA over the existing schemes is more pronounced for large sizes of the caches installed at the upper hierarchy levels.
Impact of popularity distributions. Figures 6(a)-(b) show the impact of the Zipf shape parameter z on the performance of the first four schemes. We observe that as the z value increases, the server load decreases for all the schemes, reflecting the well known fact that caching effectiveness improves as the popularity distribution gets steeper [7] . Interestingly, HACPA consistently performs better than the other schemes, with the gains increasing as z increases. For example, while the server load gains over Greedy, Swapping and Femtocaching scheme are 2%, 0.6% and 0.7% respectively when z = 0.2, they increase to 44%, 14.5% and 27.5% when z = 2.
The popularity distributions may be correlated across leaf nodes. For example, users at different areas in the same country may often watch the same popular movies, video clips and news of the day. To capture such cases, we repeat the experiments but bound the position in popularity a file may shift from one distribution to another. Specifically, we use a single parameter (maximum shifting distance) that takes on an integer value between 0 and F. Then, we randomly permute the ranks of files in every leaf node but each time ensuring that the new rank differs from the previous at most by this parameter. The same approach was used in [25] . Clearly, the higher the maximum shifting distance is, the less correlated (or more diverse) the popularity distributions become. Figure 6(c) shows that reducing correlation leads to higher gains of the proposed algorithm. On the extreme case that the popularity distributions are exactly the same across nodes (completely correlated), the performances of the four algorithms coincide.
The numerical results presented so far assume perfect knowledge of popularity distributions, i.e., the exact values λ n f ∀n, f are known. In practice though, these values are estimated by analyzing statistics of previous time periods. The accuracy of such estimates impacts the performance of the algorithms. Subsequently, we make an initial effort to measure this impact. Specifically, we perturb the volume of requests for each file and leaf with random noise of uniform distribution. If the actual number of requests for a file is d, the perturbed value ranges between d/ν and d · ν, where ν is the noise factor. A similar approach was used in [26] . Clearly, the higher this factor is, the less accurate the estimates become. Figure 6(d) shows that the performance of all the algorithms worsens as the noise factor grows. On a positive note, we find that the gap between the proposed algorithm (HACPA) over the rest algorithms is relatively stable to variation of noise.
Impact of number of caches on a hierarchy path. Finally, we evaluate the special case that all caches are installed on a single hierarchy path, thus forming a linear caching network. We recall that this is a tractable case (cf. Theorem 2 in Section III.B) and the optimal solution can be found by using standard linear optimization techniques. Therefore, a natural question that arises is how far from optimal the existing content placement schemes may be. Figure 7 aims to shed light on this question for a hierarchy path of N ∈ {5, 10, 15} caches. As before, each cache is capable of storing 10% of the entire file library size, while receiving 1, 000 requests from its local users. We first note that adding more caches increases the total demand in this experiment, which in turn increases the server load for all the algorithms. We find that the performance gains between the optimal and existing content placement schemes increase with the number of nodes, reaching 85.2%, 16.8% and 34.9% for Greedy, Swapping and Femtocaching respectively.
VI. RELATED WORK
Broadly speaking, the schemes for caching content are classified into reactive and proactive. Reactive caching is a popular technique that stores content in caches on-demand. Examples include the Least Frequently Used (LFU) and Least Recently Used (LRU) algorithms. On the other hand, proactive caching first estimates content request patterns and then places content to meet the user requests efficiently. Proactive caching algorithms are simple to implement and have been proven to improve performance over reactive caching [27] . Hence, this work is focused on proactive caching. Below, we review the related work in this field, summarized in Table I .
A. Arbitrarily-Shaped Caching Networks
Designing content placement policies that maximize the number of requests served by the caches is an NP-Hard problem for arbitrarily-shaped, i.e., not necessarily hierarchical, networks [8] . Therefore, previous research efforts have focused on designing approximation algorithms that can provide solutions with performance guarantees. Baev et al. [11] , [12] investigated a cost minimization version of the content placement problem, where transmitting content between caches incurs a cost. Under the assumption that costs form a metric, they presented 20.5− and 10−approximation algorithms by rounding the solution to a natural LP-relaxation of the problem. For the (equivalent) cost savings maximization version of the problem and without any restriction on costs, Borst et al. [7] presented a 2-approximation algorithm that iteratively swaps files in and out of the caches. More recently, Golrezai et al. [8] developed another 2-approximation algorithm by expressing the content placement problem as the maximization of a submodular set function subject to partition matroid constraints. An optimal algorithm using dynamic programming techniques was presented in [28] , running in time that is exponential in the number of caches.
An analogy between the front-end request nodes and the back-end caches in a content distribution network with the input and output nodes of a switch was made in [29] . Here, queues of requests for different files build up at the request nodes, which route these requests to caches. A version of the well known max-weight scheduling algorithm was used for joint content placement and request routing, ensuring throughput optimality. Nevertheless, given the simple switch topology, routing is reduced to cache selection, and hence these techniques cannot be used in more general networks such as multiple-level cache hierarchies.
Additional content placement algorithms have been proposed for video-on-demand [3] , peer-to-peer [30] and content distribution networks [31] , lacking though any theoretical performance guarantee. In contrast to the above works, we focus on specific topologies and present polynomial time algorithms with improved performance guarantees for the server load minimization problem. The same objective has also been considered in [3] .
B. Hierarchical Caching Networks
Korupolu et al. investigated the content placement problem in hierarchies where caches are installed only at the leaf nodes and the costs between the caches form an ultra-metric [5] . Under these restrictions, the authors presented an optimal algorithm by reduction to the minimum-cost flow problem with running time quadratic to the product of the number of files and caches. This generalizes the results in [6] where all costs are [19] developed another optimal algorithm for a problem in social wireless networks that is isomorphic to the problem in [6] . The proposed algorithm reduces the content placement problem to the maximum weighted matching problem, which can be solved in time that is cubic to the number of files and caches.
Installing caches at more than one hierarchy levels alters the content placement problem in a way that the algorithms derived in [5] , [6] , [19] can not be applied to obtain an optimal solution any more. On the positive side, the optimal policy in multiplelevel cache hierarchies was found for a simpler problem, where a given number of copies of a single file (rather than multiple files) need to be placed in the caches [32] . For the multiple files case, in our previous work [33] we showed that the content placement problem is reducible to the matching problem for the special case that there are two hierarchy levels and two leaf caches.
However, previous works did not answer whether the content placement problem when restricted to multiple-level cache hierarchies is NP-Hard or not. Also, additional algorithms that leverage the hierarchical structure of the network to improve the approximation guarantees have not been developed yet, with the exception of a slightly improved (2L − 1)/L−approximation algorithm applying in 2-level hierarchies with L leaf caches [7] . This work fills this gap by presenting a simple greedy algorithm achieving an 1.582-approximation ratio in 2-level hierarchies, and showing how it can be extended for m > 2 levels.
VII. CONCLUSION
We studied the content placement problem in multiple-level cache hierarchies aimed at reducing the load of content servers. Our analysis revealed the special cases of the problem that are tractable and intractable. We also developed a content placement algorithm that achieves a provably better approximation ratio than the best known counterparts. Numerical results showed performance benefits over existing schemes, which are more pronounced when the content popularity distributions are steep and diverse across nodes, and the cache capacities at the upper hierarchy levels are large. We see our work as a step toward better understanding the complexity of caching problems, and expect that by making our evaluation code publicly available we facilitate future research in the area.
APPENDIX A PROOF OF LEMMA 1
Proof: Let us consider an optimal content placement policy x o with two nodes on P n storing the same file, say file f . Since the two nodes belong to the same path, they are located at different levels of the hierarchy with one of them being higher than the other. We denote with n h the higher-level node and with n l the lower-level node. Due to the hierarchical network structure, all the requests for file f that traverse n l node pass through n h node before reaching servers. Hence, removing file f from the cache of n l node has no impact on the server load as long as file f is stored at n h node. Leveraging the cache space freed after removal to add another file f , where f was not previously stored in any of the caches in P n , would decrease server load at least by λ n f > 0. This contradicts the assumption of optimality of x o .
APPENDIX B PROOF OF THEOREM 4
Theorem 4: In a two-level hierarchy with two leaves, HACPA algorithm finds the optimal solution to the content placement problem in 2F log F + C 0 F(C 1 + C 2 + 2C 0 ) time.
At the first iteration, HACPA places in the root cache the file that results in the highest value of the objective function in (16) . Clearly, if the root cache is of size C 0 = 1, HACPA will output the optimal solution. For the general case of C 0 > 1, HACPA will place in the root additional files in a similar manner, restricting at each iteration that the files placed in the root at previous iterations will be also part of the current solution. Therefore, in order for HACPA to be optimal, it suffices to show that this restriction does not result in a degradation ofSimilarly to subcase 1, we obtain M 2 (α) = M 2 (β) and
Then, we use equality (25) (30) which shows that the policy storing files α and γ in the root cache outperforms the policy storing files β and γ .
Hence, for every case, we showed that one of the two files stored in the root cache by the optimal policy is the same file stored in it when the size of the root cache is 1.
