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1 Kohonen [7] ,
.
, .
, , , ,
4 .-
(i) . $I=\{1,2, \ldots,n\}\subset N$ .
$(i’1)$ , 1 ( ) .
$\mathbb{R}$ . $m(i)$ , $m:Iarrow \mathbb{R}$ (model
function, reference function) . , $M$ ,
$m_{0}$ : $Iarrow \mathbb{R}$ .
$m_{0}=[m_{0}(1),m_{0}(2), \cdots m_{0}(n)]$
.




$I(m_{k},x_{k})=.\{i^{*}\in I|$ I $m_{k}(i^{*})-x_{k}|=\dot{i}_{\in I}^{nf}||m_{k}(i)-x_{k}|\}$
$(m_{k}\in M,x_{k}.\in X)$ ,
$N_{1}(i)=\{j\in I||j-i|\leq 1\}(i\in I)$ .
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(b) : $0\leq\alpha\leq 1$ .
(c) :
$m_{k+1}(i)=\{\begin{array}{l}(1-\alpha)m_{k}(i)+\alpha x_{k}i\in\cup N_{1}(i^{*})i^{r}\in I(m_{k},x_{k})k=0,1,2,\ldots m_{k}(i)i\not\in\bigcup_{m_{k}i^{*}\in I(,x_{k})}\cdot N_{1}(i^{*})\end{array}$
Learning process2
(a) :
$J(m_{k},x_{k})= \min\{i^{*}\in I||m_{k}(i^{*})-x_{k}|=\inf_{i\in I}|m_{k}(i)-x_{k}|\}$
$(m_{k}\in M,x_{k}\in X)$ ,
$N_{1}(i)=\{j\in I||j-i|\leq 1\}(i\in I)$ .
(b) : $0\leq\alpha\leq 1$ .
(c) :
$m_{k+1}(i)=\{\begin{array}{l}(1-\alpha)m_{k}(i)+\alpha x_{k}i\in N_{1}(J(m_{k},x_{k}))k=0,1,2,\ldots m_{k}(i)i\not\in N_{1}(J(m_{k},x_{k}))\end{array}$
, $n$ 1, 2, .. ., n , $m_{0}(1^{\backslash }),$ $m_{0}(2)$ ,
.. , $m_{0}(n)$ . ,
. $\dot{x}_{0}\in X$ ? $m_{0}(1),m(2)$ , ..., $m_{0}(n)$
x0. . $\text{ ^{}\theta}i^{*}$ $i$
$m_{1}(i)=(1-\alpha)m_{1}(i)+\alpha x_{1}$
.
, , $m_{1}(i)=m_{0}(i)$ .
$x_{1},x_{2},x_{3},$ $\ldots$ , ,
, $m_{1},$ $m_{2},$ $m_{S},$ $\ldots$ .










Theorem 1 Leaming process 1 . $m_{1},$ $m_{2},$ $m_{3},$ $\ldots$
.
(i) $m_{k}$ $I$ , $m_{k+1}$ $I$
.
(ii) $m_{k}$ $I$ , $m_{k+1}$ $I$
.
(iii) $m_{k}h^{t}\cdot I$ , $m_{k+1}$ $I$
.
(iV) $m_{k}$ $I$ , $m_{k+1}$ $I$
.
, ,





Deflnition 1 $(Y, \leq)$ , $f$ $Y$ . , $f$
(quasi-convex) , $y_{1}\leq y_{2}\leq y_{S}$ $y_{1},$ $y_{2},$ $y_{3}\in Y$
$f(y_{2}) \leq\max\{f(y_{1}), f(y_{3})\}$ (1)
. , $f$ (quasi-concave) $y_{1}\leq y_{2}\leq y_{3}$
$y_{1},$ $y_{2},$ $y_{3}\in Y$
$f(y_{2}) \geq\min\{f(y_{1}), f(y_{3})\}$ (2)
.
.
Theorem 2. $(Y, \leq)$ , $f$ $Y$ . $f$
$L_{a}(f)$ . $a\in \mathbb{R}$ ,




(ii) $a\in \mathbb{R}$ .
$y_{1},y_{3}\in L_{a}(f),$ $y_{1}\leq y_{2}\leq y_{3}$ $y_{2}\in L_{a}(f)$ .
PROOF. $(i)\Rightarrow(ii)$ $y_{1},$ $y_{3}\in L_{a}(f),$ $y_{1}\leq y_{2}\leq y_{3}$ . $f(y_{1})\cdot\leq a$ .
$f(y_{3})\leq a$ , $f$
$f(y_{2}) \leq\max\{f(y_{1}), f(y_{3})\}\leq a$
. $y_{2}\in L_{a}(f)$ .
$(ii)\Rightarrow(i)$ . $y_{1}\leq y_{2}\leq$ . $a= \max\{f(y_{1}), f(y_{3})\}$ , $f(y_{1})\leq a$.
$f(y_{3})\leq a$ $y_{1},$ $y_{3}\in L_{a}(f)$ . , (ii) $y_{2}\in L_{a}(f)$
. , $f(y_{2}) \leq a=\max\{f(y_{1}), f(y_{3})\}$ $f$
.
Theorem 3 $(Y, \leq)$ , f. $Y$ . ,
.





1: ( ) ( )
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Theorem 4 Leaming process 1 . $m_{1},$ $m_{2},$ $m_{3},$ $\ldots$
.
(i) $m_{k}$ $I$ $Ff^{\backslash }\backslash$’ $m_{k+1}$ $I$ .
(ii) $m_{k}$ $I$ , $m_{k+1}$ $I$ .
$j$
, Theorem 4 . [6] .




$C$ (A): $i_{1},i_{2},i_{3} \in\bigcup_{m_{k}i^{*}x_{k}}N_{1}(i^{*})$ .
Case (B): $i_{1},i_{2} \in\bigcup_{m_{k}ix_{k}}N_{1}(i^{*}),$ $i_{3} \not\in_{i^{*}\in I()}\bigcup_{m_{k},x_{k}}N_{1}(i^{*})$ .
Case (C) : $i_{1},.i_{3}\in i^{r}\in I(m_{k},x_{k})\cup N_{1}(i^{*}),$ $i_{2}\not\in_{i\in It^{\bigcup_{m_{k},x_{k}}})}N_{1}(i^{*})$ .
Case (D) : $i_{1}\in i\in I(m_{k},x_{k})\cup N_{1}(i^{*})-,$ $i_{2},i_{3}\not\in i^{s}\in I(m_{k},x_{k})\cup.N_{1}(i^{*})$ .
Case (E): $i_{2},i_{3}\in i^{*}\in I(m_{h},x_{k})\cup N_{1}(i^{*}),$ $i_{1} \not\in_{i^{r}\in I(}\bigcup_{m_{k},x_{k)}}N_{1}(i^{*}).\cdot$
Case (F): $i_{2}\in i\in I(m_{k},x_{k})\cup N_{1}(i^{*}),$ $i_{1},$ $i_{3} \not\in_{i\in I()}\bigcup_{m_{k},x_{k}}N_{1}(i^{*})$ .
$C$ se (G) : $i_{3} \in_{\iota\cdot\in I(}\bigcup_{m_{k},x_{k})}N_{1}(i^{*}),$ $i_{1},$ $i_{2} \not\in_{i\in I(}\bigcup_{m_{k},x_{k})}N_{1}(i^{*})$.
Case (H): $i_{1},i_{2},i_{3} \not\in.\bigcup_{i\in I(m_{k},x_{k})}N_{1}(i^{*})$ .
(ii) (i) .
Remark 1 Theorem 4 ,
.
, Learning process 2 .
Theorem 5 Leaming prvcess 2 . $m_{1},$ $m_{2},$ $m_{3},$ $\ldots$ ,
.
(i) $m_{k}$ $I$ , $m_{k+1}$ $I$
.
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(ii) $m_{k}$ $I$ , $m_{k+1}$ $I$
.
Definition 2 $(Y, \leq)$ , $f$ $Y$ . , $f$
(strongly quasi-convex) , $y_{1}<y_{2}<y_{3}$ $y_{1},$ $y_{2},$ $y_{3}\in Y$
$f(y_{2})< \max\{f(y_{1}), f(y_{3})\}$ (3)
. , $f$ (strongly quasi-concave) $y_{1}<$
$y_{2}<y_{3}$ $y_{1}$ , $y_{2},$ $y_{3}\in Y$
$f(y_{2})> \min\{f(y_{1}), f(y_{3})\}$ (4)
.
Remark 2 1 . , 1
.
, .
Theorem 6 $(Y, \leq)$ , $f$ $Y$ : ,
.
(i) $f$ , $f$ .
(ii) $f$ , $f$ .
2 ,
.
Theorem 7 Leaming prvcess 1 . $m_{1},$ $m_{2},m_{3},$ $\ldots$ \sim
.
(i) $m_{k}$ $I$ , $m_{k+1}$ $I$
.
$(\ddot{u})$
$m_{k}$ $I$ , $m_{k+1}$ $I$
.
Theorem 8 Leaming process 2 . $m_{1},$ $m_{2},.m_{3},$ $\ldots$ ,
.
(i) $m_{k}$ $I$ , $m_{k+1}$ $I$
.




Example 1 , 6 1
.
$I=\{1,2,3,4,5,6\}$
. 1, 2, 3, 4, 5, 6 , , $m_{0}(1)=2,$ $m_{0}(2)=4,$ $m_{0}(3)=2$ ,
$m_{0}(4)=2,$ $m_{0}(5)=5,$ $m_{0}(6)=0$ .\S . $\cdot$ ,
$m_{0}=[2,4,2,2,5,0]$
. .
$x_{0}=5$ , $x_{1}=4$ , $x_{2}=2$ , $x_{3}=1$ , $x_{4}=2$ , $x_{5}=4$ ,
$x_{6}=0$ , $x_{7}=2$ , $x_{8}=1$ , $x_{9}=1$ , $x_{10}=1$ , $x_{11}=4$ ,
$x_{12}=3$ , $x_{13}=3$ , $x_{14}=1$ , $x_{15}=1$ , ....
, $\alpha=\frac{1}{2}$ Learning process 1 .
, .
(1) $m_{0}=[2,4,2.’ 2,5,0]$
(2) $m_{1}$ : $x_{0}=5$
$I(m_{0},x_{0})=\{5\}$ , $N_{1}(5)=\{4_{a,\backslash }5,6\}$ ,
$m_{1}=[2,4,2,3.5,5,2.5]$ .
(3) $m_{2}:$. $x_{1}=4$




$m_{0}=[2, 4, 2, 2, 5, 0 ]$
$m_{1}=[2,$ 4, 2, 3.5, 5, 2.5 $]$
$m_{2}=[3,$ 4, 3, 3.5, 5, 2.5 $]$
$m_{3}=[3,$ 4, 3, 3.5, 3.5, 2.25 $]$
$m_{4}=[3,$ 4, 3, 3.5, 2.25, 1.625 $]$ .
$m_{5}=[3,$ 4, 3, 2.75, 2.125, 18125 $]$
$m_{6}=[3.5, 4, 3.5, 2.75, 2.125, 18125 ]$
$m_{7}=[3.5, 4, 3.5, 2.75’, 10625, 090625 ]$
$m_{8}=[3.5,4, 2.75, 2.375, 1.53125, 0.90625 ]$
$m_{9}=[3.5, 4, 2.75, 2375, 126563, 0953125]$
$m_{10}=[3.5, 4, 2.75, 2375, 1.13281, 0976563]$
$m_{i1}=[3.5, 4, 2.75, 2375, 106641, 0988281]$
$m_{12}=[3.75,4, 3.375, 2.375, 1.06641, 0.988281]$
$m_{13}=[3.75,3.5, 3.1875, 26875, 106641, 0988281]$
. $m_{14}=[3.75,3.25,3.09375, 284375, 106641, 0.988281]$
$m_{15}=[3.75,3.25,3.09375, 284375, 10332, 0.994141]$
$m_{k}$ , $k\geq 5$ $I$ , $k\geq 13$ $I$
. .
Example 2 , 100 1
.
$I=\{1,2,3, \ldots, 100\}$
. 1, 2, 3, 4, 5, 6 , .
$m=[5,1,6,6,3,1,0,3,0,7,9,2,2,10,5,7,9,5,6,1,7,6,8,5,9,3,9,1,9$,
2, 4, 9, 9, 10, 3, 9, 1, 9, 8, 10, $0,7,2,1,3,0,9,6,4,10,4,1,8,0,0,9,6$,
8, $0,10,3,6,4,8,0,10,3,9,9,0,4,10,6,9,1,7,8,5,9,5,1,9,6,3,7$,
5, 2, 2, 3, 5, $0,7,0,2,2,4,3,1,10,3$].
$[0,10]$ .
$x=6.17655$,5.74143, 309101, 882768, 0.419905, 544219, 287489, 934485,
283286, 854906, 473626, 0.181078, 297653, 49316, 573355, ....
203
2: 2000 ($k$ )
valuo $\cdot$
node
3: 22000 40000 ($k$ )
, $\alpha=\frac{1}{2}$ Learn-ing process 1 .




, $k\geq 20295$ $m_{k}$ , $k\geq 38276$ $m_{k}$ ).
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