Luc Devroye, Laszlo Gyorfi and Gabor Lugosi, a probabilistic theory of pattern recognition (Springer, New York, 1996) 636 pages  by unknown
192 Book Announcements/Discrete Applied Mathematics 73 (1997) 191-197 
3.6. Duality and minors. 3.7. Connectivity. 3.8. Representability. 3.9. Transversal matroids. 
3.10. Graphic matroids. 3.11. Abstract rigidity matroids. Chapter 4: Linear and Planar Rigid- 
ity. 4.1. Abstract rigidity in the plane. 4.2. Combinatorial characterizations of G,(n). 
4.3. Cycles in G,(n). 4.4. Rigid components of G,(G). 4.5. Representability of G2(n). 4.6. Char- 
acterizations of A, and (A,)‘. 4.7. Rigidity and connectivity. 4.8. Trees and 2-dimensional 
isostatic sets. 4.9. Tree decomposition theorems. 4.10. Computational aspects. Chapter 5: 
Rigidity in Higher Dimensions. 5.1. Introduction. 5.2. Higher dimensional examples, 5.3. The 
Henneberg conjecture. 5.4. Stresses and strains. 5.5. 2-Extensions in 3-space. 5.6. The dress 
conjecture. 5.7. Other conjectures. References. Index. 
Alan D. Taylor, Mathematics and politics (Springer, New York, 1995) 284 pages 
Preface. Chapter 1: Escalation. Chapter 2: Confhct. Chapter 3: Yes-No Voting. Chapter 4: 
Political Power. Chapter 5: Social Choice. Chapter 6: More Escalation. Chapter 7: More Conflict. 
Chapter 8: More Yes-No Voting. Chapter 9: More Political Power. Chapter 10: More Social 
Choice. 
Richard Isaac, The pleasures of probability (Springer, New York, 1995) 241 pages 
Preface. Chapterl: Cars, Goats, and Sample Spaces. Chapter 2: How to Count: Birthdays and 
Lotteries. Chapter 3: Conditional Probability: From Kings to Prisoners. Chapter 4: The Formula 
of Thomas Bayes and Other Matters. Chapter 5: The Idea of Independence, with Applications. 
Chapter 6: A Little Bit About Games. Chapter 7: Random Variables, Expectations, and More 
About Games. Chapter 8: Baseball Cards, The Law of Large Numbers, and Bad News for 
Gamblers. Chapter 9: From Trajic to Chocolate Chip Cookies with the Poisson Distribution. 
Chapter 10: The Desperate Case of the Gambler’s Ruin. Chapter 11: Breaking Sticks, Tossing 
Needles, and More: Probability on Continuous Sample Spaces. Chapter 12: Normal Distributions, 
and Order From Diversity Via the Central Limit Theorem. Chapter 13: Random Numbers: What 
They Are and How to Use Them. Chapter 14: Computers and Probability. Chapter 15: Statistics: 
Applying Probability to Make Decisions. Chapter 16: Roaming the Number Line with a Markov 
Chain: Dependence. Chapter 17: The Brownian Motion, and Other Processes in Continuous Time. 
Luc Devroye, Laszlo Gyorfi and Gabor Lugosi, A probabilistic theory of pattern recognition 
(Springer, New York, 1996) 636 pages 
Preface. Chapter 1: Introduction. Chapter 2: The Bayes Error. 2.1. The Bayes problem. 2.2. 
A simple example. 2.3. Another simple example. 2.4. Other formulas for the Bayes risk. 
2.5. Plug-in decisions. 2.6. Bayes error versus dimension. Chapter 3: Inequalities and Alternate 
Distance Measures. 3.1. Measuring discriminatory information. 3.2. The Kolmogorov varia- 
tional distance. 3.3. The nearest neighbor error. 3.4. The Bhattacharya affinity. 3.5. Entropy. 3.6. 
Jeffreys’ divergence. 3.7. F-errors. 3.8. The Mahalanobis distance. 3.9. f-divergences. Chapter 4: 
Linear discrimination. 4.1. Univariate discrimination and Stoller Splits. 4.2. Linear dis- 
criminants. 4.3. The Fisher linear discriminant. 4.4. The normal distribution. 4.5. Empirical risk 
minimization. 4.6. Minimizing other criteria. Chapter 5: Nearest Neighbor Rules. 5.1. Introduc- 
tion. 5.2. Notation and simple asymptotics. 5.3. Proof of stone’s lemma. 5.4. The aysmptotic 
probability of error. 5.5. The asymptotic error probability of weighted nearest neighbor rules. 
Book Announcements 1 Discrete Applied Mathematics 73 (1997) 191-197 193 
5.6. k-nearest neighbor rules: even k. 5.7. Inequalities for the probability of error. 5.8. Behavior 
when L* is small. 5.9. Nearest neighbor rules when L * = 0. 5.10. Admissibility of the nearest 
neighbor rule. 5.11. The (k, [)-nearest neighbor rule. Chapter 6: Consistency. 6.1. Universal 
consistency. 6.2. Classification and regression estimation. 6.3. Partitioning rules. 6.4. The 
histogram rule. 6.5. Stone’s theorem. 6.6. The k-nearest neighbor rule. 6.7. Classification is easier 
than regression function estimation. 6.8. Smart rules. Chapter 7: Slow Rates of Convergence. 7.1. 
Finite training sequence. 7.2. Slow rates. Chapter 8: Error Estimation. 8.1. Error counting. 8.2. 
Hoeffding’s inequality. 8.3. Error estimation without testing data. 8.4. Selecting classifiers. 8.5. 
Estimating the Bayes error. Chapter 9: The Regular Histogram Rule. 9.1. The method of 
bounded differences. 9.2. Strong universal consistency. Chapter 10: Kernel Rules. 10.1 Consist- 
ency. 10.2. Proof of the consistency theorem. 10.3. Potential function rules. Chapter 11: 
Consistency of the k-Nearest Neighbor Rule. 11.1. Strong consistency. 11.2. Breaking distance 
ties. 11.3. Recursive methods. 11.4. Scale-invariant rules. 11.5. Weighted nearest neighbor rules. 
11.6. Rotation-invariant rules. 11.7. Relabeling rules. Chapter 12: Vapnik-Cheruonenkis Theory. 
12.1 Empirical error minimization. 12.2. Fingering. 12.3. The Glivenko-Cantelli theorem. 12.4. 
Uniform deviations of relative frequencies from probabilities. 12.5. Classifier selection. 12.6. 
Sample complexity. 12.7. The zero-error case. 12.8. Extensions. Chapter 13: Combinatorial 
Aspects of Vapnik-Cheruonenkis Theory. 13.1. Shatter coefficients and VC dimension. 13.2. 
Shatter coefficients of some classes. 13.3. Linear and generalized linear discrimination rules. 
13.4. Convex sets and monotone layers. Chapter 14: Lower Bounds for Empirical CIa.s.sij?er 
Se/ection. 14.1. Minimax lower bounds. 14.2. The case Lc = 0. 14.3. Classes with infinite VC 
dimension. 14.4. The case L, > 0. 14.5. Sample complexity. Chapter 15: The Maximum Like/i- 
hood Principle. 15.1. Maximum likelihood: the formats. 15.2. The maximum likelihood method: 
regression format. 15.3. Consistency. 15.4. Examples. 15.5. Classical maximum likelihood: 
distribution format. Chapter 16: Parametric, Classification. 16.1. Example: exponential families. 
16.2. Standard plug-in rules. 16.3. Minimum distance estimates. 16.4. Empirical error minimiz- 
ation. Chapter 17: Generalized Lineur Discrimination. 17.1. Fourier series classification. 17.2. 
Generalized linear classification. Chapter 18: Complexity Regularization. 18.1. Structural risk 
minimization. 18.2. Poor approximation properties of VC classes. 18.3. Simple empirical 
covering. Chapter 19: Condensed and Edited Nearest Neighbor Rules. 19.1. Condensed nearest 
neighbor rules. 19.2. Edited nearest neighbor rules. 19.3. Sieves and prototypes. Chapter 20: 
Tree Class$ers. 20.1. Invariance. 20.2. Trees with the X-property. 20.3. Balanced search trees. 
20.4. Binary search trees. 20.5. The chronological k-d tree. 20.6. The deep k-d tree. 20.7. 
Quadtrees. 20.8. Best possible perpendicular splits. 20.9. Splitting criteria based on impurity 
functions. 20.10. A consistent splitting criterion. 20.11. BSP trees. 20.12. Primitive selection. 
20.13. Constructing consistent tree classifiers. 20.14. A greedy classifier. Chapter 21: Duta- 
Dependent Partitioning. 21.1. Introduction. 21.2. A Vapnik-Chervonenkis inequality for parti- 
tions. 21.3. Consistency. 21.4. Statistically equivalent blocks. 21.5. Partitioning rules based on 
clustering. 21.6. Data-based scaling. 21.7. Classification trees. Chapter 22: Splitting the Data 
22.1. The holdout estimate. 22.2. Consistency and asymptotic optimality. 22.3. Nearest neigh- 
bor rules with automatic scaling. 22.4. Classification based on Clustering. 22.5. Statistically 
equivalent blocks. 22.6. Binary tree classifiers. Chapter 23: The Resubstitution Estimate. 23.1. 
The resubstitution estimate. 23.2. Histogram rules. 23.3. Data-based histograms and rule 
selection. Chapter 24: Deleted Estimates of the Error Probability. 24.1. A general lower bound. 
24.2 A general upper bound for deleted estimates. 24.3. Nearest neighbor rules. 24.4. Kernel 
rules. 24.5. Histogram rules. Chapter 25: Automatic Kernel Rules. 25.1. Consistency. 25.2. Data 
splitting. 25.3. Kernel complexity. 25.4. Multiparameter kernel rules. 25.5. Kernels of infinite 
complexity. 25.6. On minimizing the apparent error rate. 25.7. Minimizing the deleted estimate. 
25.8. Sieve methods. 25.9. Squared error minimization. Chapter 26: Automatic Nearest Neighbor 
Rules. 26.1. Consistency. 26.2. Data splitting. 26.3. Data splitting for weighted NN rules. 26.4. 
194 Book Announcements/Discrete Applied Mathematics 73 (1997) 191-197 
Reference data and data splitting. 26.5. Variable metric NN rules. 26.6. Selection of k based on 
the deleted estimate. Chapter 27: Hypercubes and Discrete Spaces. 27.1. Multinominal discrim- 
ination. 27.2. Quantization. 27.3. Independent components. 27.4. Boolean classifiers. 27.5. Series 
methods for the hypercube. 27.6. Maximum likelihood. 27.7 Kernel methods. Chapter 28: 
Epsilon Entropy and Totally Bounded Sets. 28.1. Definitions. 28.2. Examples: totally bounded 
classes. 28.3. Skeleton estimates. 28.4. Rate of convergence. Chapter 29: Uniform Laws ofLarge 
Numbers. 29.1. Minimizing the empirical squared error. 29.2. Uniform deviations of averages 
from expectations. 29.3. Empirical squared error minimization. 29.4. Proof of Theorem 29.1. 
29.5. Covering numbers and shatter coefficients. 29.6. Generalized linear classification. Chapter 
30: Neural Networks. 30.1. Multilayer perceptrons. 30.2. Arrangements. 30.3. Approximation by 
neural networks. 30.4. VC dimension. 30.5. L, error minimization. 30.6. The adaline and 
padaline. 30.7. Polynomial networks. 308. Kolmogorov-Lorentz networks and additive mod- 
els. 30.9. Projection pursuit. 30.10. Radial basis function networks. Chapter 31: Other Error 
Estimates. 31.1. Smoothing the error count. 31.2. Posterior probability estimates. 31.3. Rotation 
estimate. 31.4. Bootstrap. Chapter 32: Feature Extraction. 32.1. Dimensionality reduction. 32.2. 
Transformations with small distortion. 32.3. Admissible and sufficient transformations. Appen- 
dix. A.l. Basics of measure theory. A.2. The Lebesgue integral. A.3. Denseness results. A.4. 
Probability. A.5. Inequalities. A.6. Convergence of random variables. A.7. Conditional expecta- 
tion. A.8. The binomial distribution. A.9. The hypergeometric distribution. A.lO. The multi- 
nomial distribution. A.ll. The exponential and gamma distributions. A.12. The multivariate 
normal distribution. Notation. References. 
E.G. Golshtein and N.V. Tretyakov, Modified Lagrangians & Monotone Maps in Optimization 
(Wiley, Chichester, 1996) 438 pages 
Preface. Chapter 1: Introduction to Convex Analysis. 1. Convex sets. 2. Concave and convex 
functions. 3. Basic facts of duality theory for convex programming 4. Minimax theorems and 
dual problems. 5. Subdifferentials of concave functions. 6. Conjugate functions and their 
properties. Chapter 2: Modified Lagrangian Functions for Convex Programming Problems. 1. 
Weak Modified Lagrangian functions. 2. WMLFs and duality theorems. 3. Modified Lagran- 
gian functions. 4. Stability of saddle sets and MLFs. 5. WMLFs and MLFs generating smooth 
dual problems. 6. Equality constraints. Examples. economic interpretation. Chapter 3: Dual 
Methods. 1. Gradient methods of minimization with approximate computation of gradients. 2. 
Dual gradient method. 3. Dual transformed gradient method. 4. Dual methods as applied to 
problems with inconsistent constraints. 5. Dual methods in linear case. Chapter 4: Monotone 
Maps. 1. Structure of maximal monotone maps. 2. Equations generated by monotone maps. 3. 
Operations preserving maximal monotonicity: variational inequalities. Chapter 5: Gradient- 
Type Methods and Modifications of a Monotone Map, 1. Maps satisfying inverse strong 
monotonicity condition and finite-step iterative algorithms 2. Monotone maps and decreasing- 
step iterative algorithms. 3. Method of modified map. 4. Modification of a monotone map and 
MLFs. 5. Decomposition of monotone maps and a general approach to decomposition 
methods of convex programming. Chapter 6: Saddle Gradient Methods. 1. Concave-convex 
functions whose saddle sets are stable and decreasing-step saddle gradient methods. 2. Differen- 
tiable concave-convex functions whose saddle sets are stable with respect to one vector variable. 
3. Constant-step saddle gradient methods. Chapter 7: Modified Lagrangian Functions For 
Smooth Mathematical Programming Problems And Related Dual Methods. 1. Auxiliary results. 2. 
MLFs for smooth equality-constrained problems and related dual problems. 3. MLFs for 
smooth inequality-constrained problems and for smooth convex programming problems. 4. 
Dual methods: rate of convergence. 
