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Abstract
This thesis is concerned with the representation theory of the Heisenberg
group and its applications to both classical and quantum mechanics. We con-
tinue the development of p-mechanics which is a consistent physical theory
capable of describing both classical and quantum mechanics simultaneously.
p-Mechanics starts from the observation that the one dimensional represen-
tations of the Heisenberg group play the same role in classical mechanics
which the infinite dimensional representations play in quantum mechanics.
In this thesis we introduce the idea of states to p-mechanics. p-Mechanical
states come in two forms: elements of a Hilbert space and integration kernels.
In developing p-mechanical states we show that quantum probability ampli-
tudes can be obtained using solely functions/distributions on the Heisenberg
group. This theory is applied to the examples of the forced, harmonic and
coupled oscillators. In doing so we show that both the quantum and classical
dynamics of these systems can be derived from the same source. Also using
p-mechanics we simplify some of the current quantum mechanical calcula-
tions.
We also analyse the role of both linear and non-linear canonical trans-
formations in p-mechanics. We enhance a method derived by Moshinsky for
studying the passage of canonical transformations from classical to quan-
tum mechanics. The Kepler/Coulomb problem is also examined in the p-
mechanical context. In analysing this problem we show some limitations of
the current p-mechanical approach. We then use Klauder’s coherent states to
generate a Hilbert space which is particularly useful for the Kepler/Coulomb
problem.
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Chapter 1
Introduction
Since the time of von-Neumann the infinite dimensional Schro¨dinger rep-
resentation of the Heisenberg group on L2(Rn) has been used in quantum
mechanics. By the Stone-von Neumann theorem all unitary irreducible infi-
nite dimensional representations of the Heisenberg group are unitarily equiv-
alent to the Schro¨dinger representation. This means that up to unitary
equivalence all unitary irreducible infinite dimensional representations of the
Heisenberg group are “the same”. In Bargmann’s 1961 paper [7] a unitary
irreducible representation of the Heisenberg group was defined on the Fock–
Segal–Bargmann space of entire analytic functions on Cn. This represen-
tation despite being unitarily equivalent to the Schro¨dinger representation
was shown to be especially useful when considering particular systems. For
example the dynamics of a state evolving in the harmonic oscillator system
is given by a rotation of the function’s coordinates.
In the Stone-von Neumann theorem it is also stated that there exists a
family of one dimensional representations of the Heisenberg group. These
representations are largely ignored; however in [47, 50, 51, 67] it is shown
that the one dimensional representations can play the same role in classical
mechanics which the infinite dimensional representations play in quantum
mechanics. This led to the development of p-mechanics and the theory that
both classical and quantum mechanics are derived from the same source being
separated by the one and infinite dimensional representations respectively.
In this thesis we continue the development of expanding the representa-
tion theory of the Heisenberg group beyond the infinite dimensional Schro¨dinger
representation. We show how coherent states and canonical transformations
can be made clearer using different representations of the Heisenberg group.
We consider the examples of the forced, coupled and harmonic oscillators
along with the Kepler/Coulomb problem. In doing so we show how both
the quantum and classical behaviour of these systems can be modelled us-
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ing p-mechanics and the representation theory of the Heisenberg group. By
analysing these problems we show that p-mechanics can be applied to actual
physical systems and is not a purely theoretical concept.
We now give a summary and overview of the thesis. In Chapter 2 we start
the thesis by presenting some background material on the mathematical foun-
dations of both classical and quantum mechanics. In this chapter we include
all the formulae and results from classical and quantum mechanics which
are needed in the thesis. We also give a little history on the development
of quantum theory and discuss the limitations of the current mathematical
framework.
Chapter 3 is mainly preliminary material and is split into two sections.
Section 3.1 contains definitions and results on the representation theory of the
Heisenberg group. The majority of the results in this section are known but
everything is presented in a way which is accessible for the rest of the thesis.
In Section 3.2 we present a summary of p-mechanics. The majority of this
summary is known material, but we present a new definition of p-mechanical
observables.
Chapter 4 is the first chapter of entirely new material. In this chapter
we introduce the concept of states to p-mechanics. In doing so we show that
quantum mechanical probability amplitudes can be calculated using solely
representations/distributions on the Heisenberg group. We also introduce a
system of coherent states; in doing so we give a simple proof of the clas-
sical limit of coherent states. Chapter 4 also contains a description of the
interaction picture in p-mechanics using both the kernel and Hilbert space
states. Also contained within this chapter are relationships between our new
Hilbert space and the usual L2(Rn) model of quantum mechanics. The chap-
ter concludes with a discussion about the rigged Hilbert spaces associated
with p-mechanics. The majority of the work in this chapter was published
in the papers [13, 16].
In Chapter 5 we divert from deriving the general theory of p-mechanics
to consider a few examples of physical systems. This illuminates the theory
and shows how p-mechanics is applicable to actual physical systems. The
problems we consider are the harmonic oscillator and the forced oscillator.
By considering these systems in p-mechanics we are able to obtain some new
and interesting relations between quantum and classical mechanics. It is
shown that both the quantum and classical dynamics of these systems are
generated from the same source. Also this chapter demonstrates that by
using the machinery of p-mechanics we can simplify some of the calculations
which are given in the standard quantum mechanical literature. The work
in Chapter 5 is entirely new and was published in [13, 16].
Chapter 6 is another chapter of entirely new material. In this chap-
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ter we investigate how canonical transformations should be modelled in p-
mechanics. In doing so we obtain relations between classical and quantum
canonical transformations. We also shed some light on the long standing
problem of how classical canonical transformations should be passed into
quantum mechanics. We look at both linear and non-linear transformations
separately. Linear canonical transformations are shown to be closely linked to
the metaplectic representation of the symplectic group. For dealing with non-
linear transformations we enhance a method derived by Moshinsky through
using the coherent states which were introduced in Chapter 4. We apply our
theory to several examples. In particular we show how two coupled oscilla-
tors can be decoupled in p-mechanics. Some of the work in this chapter was
published in [14].
In Chapter 7 we consider the problem of the Kepler/Coulomb problem us-
ing p-mechanics. We initially describe the non-trivial nature of the problem
and show that the machinery in this thesis so far is insufficient for deal-
ing with this problem. Next we introduce spherical polar coordinates to
p-mechanics and show that this helps to simplify the problem. In doing so
we show that the spherical polar coordinates pictures of both classical and
quantum mechanics can be derived from the same source using the repre-
sentation theory of the Heisenberg group. We also construct a new Hilbert
space which plays a similar role for the Kepler/Coulomb system which the
Fock–Segal–Bargmann space plays for the harmonic oscillator system. This
space is only suitable for modelling a subset of the quantum mechanical
states/observables and does not possess a representation of the Heisenberg
group. Some of the work in this chapter has been presented in [15].
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Chapter 2
Classical and Quantum Physics
2.1 Classical Mechanics
Since the time of Newton till the start of the twentieth century the major-
ity of physics was assumed to be governed by the laws of classical mechanics
[6, 42]. In classical mechanics the state of a system with n independent
particles is given by 3n position coordinates and 3n velocity coordinates.
One formulation of classical mechanics is Hamiltonian mechanics [6, Part
3] which was originated by Hamilton in the early nineteenth century. At
the centre of Hamiltonian Mechanics is a phase space. For a system with n
degrees of freedom the phase space is a 2n dimensional manifold consisting
of all the possible position and velocity coordinates. Throughout this thesis
we use the simplest case of R2n for phase space.
It is common practice to notate the coordinates of phase space as
(q1, · · · , qn) for the position coordinates and (p1, · · · , pn) for the velocity co-
ordinates — throughout this thesis we use this notation. Observables in
Hamiltonian mechanics are real functions defined on phase space1, R2n. Some
examples of observables are position, momentum, energy, angular momen-
tum.
Definition 2.1.1 (Poisson bracket). [32, Sect. 9.5] The Poisson bracket
of two observables f, g is defined as
{f, g} =
n∑
i=1
(
∂f
∂qi
∂g
∂pi
− ∂g
∂qi
∂f
∂pi
)
. (2.1.1)
1Certain conditions are needed on these functions such as differentiability and con-
tinuity. For the purposes of this thesis the only conditions we require for our classical
observables are that they are differentiable everywhere and can be realised as elements of
S ′(R2n), this is discussed in Section 3.2.1.
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In a system with energy H the time evolution of an arbitrary observable
f is defined by Hamilton’s equation [32, Sect. 9.6]
df
dt
= {f,H}. (2.1.2)
We now continue our discussion using the theory of vector fields and differ-
ential forms on R2n as described in Appendix A.2. On R2n there exists a
two-form, ω, defined as
ω((q, p), (q′, p′)) = qp′ − pq′ (2.1.3)
where (q, p) and (q′, p′) are elements of R2n. ω is referred to as the symplectic
form on R2n. For a classical observable f the Hamiltonian vector field Xf is
the vector field which satisfies
df(Y ) = ω(Y,Xf)
for any vector field Y . By a simple calculation it can be seen that the
Hamiltonian vector field Xf will be of the form
Xf =
n∑
i=1
(
∂f
∂pi
∂
∂qi
− ∂f
∂qi
∂
∂pi
)
.
Another straightforward calculation will verify that
{f, g} = ω(Xf , Xg)
for any two observables f, g. Hamiltonian mechanics is often extended by
using a symplectic manifold other than R2n as phase space. We do not
describe this here but it may be found in [6, 42, 57].
Empirically an important point in classical mechanics is if you know all
the forces acting on a particle, and its initial position and velocity, then you
will know exactly its position and velocity at any time after this. This is
called determinism [55, Sect. 2.7].
2.2 The Birth and Development of Quantum
Mechanics
In this section we give a brief overview of the origins and developments
of quantum mechanics. This will give some motivation for why we are devel-
oping the mathematical model which is discussed in this thesis.
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At the start of the twentieth century a number of experiments took place
which showed the classical theory (see Section 2.1) was insufficient for de-
scribing nature on the macroscopic level. This led to the gradual development
of a new theory which would come to be known as quantum theory. We now
give a very brief outline of these developments — for a complete description
see [12, 55, 62].
Quantum theory is widely regarded to have originated at the turn of the
century when scientists started investigating blackbody radiation [55, Sect.
2.2] [12, Sect. 1.1]. A blackbody is a hypothetical body which absorbs all
the radiation which falls on to it. It was shown that classical mechanics was
incapable of explaining the spectrum of the radiation emitted by a blackbody
when heated. The problem was in finding a spectral distribution function
ρ(λ, T ) which gave the energy density at temperature T of the radiation with
wavelength λ. Lord Rayleigh and J. Jeans derived a spectral distribution us-
ing thermodynamic reasoning but this failed to model the situation for small
λ. These inconsistencies at small wavelengths were called the “ultraviolet
catastrophe”. A solution to this problem was proposed by Max Planck in
December 1900. Planck proposed that the energy of an oscillator cannot take
arbitrary values between zero and infinity, instead it can only take a discrete
set of values. As a consequence of this he derived a spectral distribution
function which satisfied all the requirements. Also this led to the introduc-
tion of a new constant, h = 6.62618 × 10−34Js, called Planck’s constant2.
The physical dimensions of h are those of action3. Planck proposed that the
energy of radiation with frequency ν could only exist in multiples of hν (hν
is called a quantum of radiation or a photon).
The next step in the development of quantum theory was Einstein’s work
on the photoelectric effect. For conciseness we do not go into a description
of the experimental observations concerning the photoelectric effect, but we
refer the reader to [62, Sect. 1.4], [12, Sect. 1.2] for these. Instead we state
the hypotheses which Einstein used to explain the photoelectric effect. Ein-
stein proposed that light of frequency ν must come in discrete corpuscles of
energy hν. Further evidence of the corpuscular nature of electromagnetic
waves was demonstrated by A.H. Compton’s observations about the scatter-
ing of x-rays. This is known as the Compton effect and a description can be
found in [62].
These experiments contradicted the classical assumption that light acted
like waves. However interference and diffraction phenomena showed that
in some circumstances light must act like waves. The work of De Broglie,
2Planck’s constant is also known as the fundamental quantum of action.
3For a discussion of dimensionality in p-mechanics see [51].
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Davisson and Germer showed that electrons must act like both waves and
particles. This led to the necessity of a wave-particle duality theory.
Further experimental evidence which supported quantum theory was found
when Niels Bohr studied the structure of atoms. It had been observed that
when light is emitted from hydrogen only a certain discrete set of frequen-
cies occur. Bohr explained this by claiming hydrogen could only exist in a
discrete set of energy states, {En : n ∈ N}. Along with this he claimed that
to move from an energy state En to another energy state Em a photon with
frequency ν would be emitted, where hν = En − Em. This was yet more
evidence that certain physical constants took discrete values. The discrete
spectrum of the hydrogen atom is described in the context of p-mechanics in
Section 7.7.
All these new phenomena were only noticeable on the microscopic level.
On a scale in which Planck’s constant, h, was negligible, all these new phe-
nomena did not arise — that is physics obeyed the laws of classical mechanics.
This meant that quantum mechanics must agree with classical mechanics as
h tends towards 0. This led to the development of what is now known as
old quantum theory [62, Sect. 1.15]. The mathematical framework of old
quantum theory was successful in deriving the energy levels of the hydrogen
atom. However for more complex problems it proved insufficient. It took
the work of Dirac, Schro¨dinger, Heisenberg and many others to develop a
mathematical and physical theory which resolved many — but not all — of
these new problems.
In 1925 Heisenberg explained these phenomena using his uncertainty prin-
ciple. The uncertainty principle stated that if you knew exactly the position
of a particle then its momentum is completely unknown and vice versa. More
generally the principle states that the more we know about the position of
a particle the less we know about its momentum and vice versa. The exact
formulation of the uncertainty principle is
△x△p ≥ h (2.2.1)
where △x and △p are the uncertainty in the position and momentum re-
spectively of a particle. Below in equation (2.2.2) we give a mathematical
definition of the uncertainty of an observable. This coincides with the wave-
particle duality since if, for example an electron is acting like a particle, then
we have a good idea of its position, but not a good idea of its momentum. If
an electron is acting like a wave, then we have a good idea of its momentum,
but not its position.
The mathematical framework that was developed contained both states
and observables as in classical mechanics (see Section 2.1). In a lot of the
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literature quantum mechanics is described as starting from several axioms
or postulates. We describe the postulates which are given in [55]. The first
postulate of quantum mechanics is that the state of a quantum mechanical
system is given by a wave function ψ which is the element of a Hilbert space4.
In Section 4.1 we show that in some cases it is easier to define states directly
as functionals on the set of observables rather than as elements of a Hilbert
space. The second postulate is that observables are represented by operators
on this set of wave functions (observables in p-mechanics are discussed in
Section 3.2.1). The expectation value of an observable A in state ψ is given
by
〈A〉 = 〈Aψ, ψ〉.
The uncertainty of an observable A in a state ψ is defined as
△A =
√
〈A2〉 − 〈A〉2. (2.2.2)
The third postulate of quantum mechanics is that if an observable, A, in a
system is measured to be a then the system will be in state ψa, where ψa is
the eigenfunction of A with eigenvalue a. Eigenvalues and eigenfunctions in
p-mechanics are discussed in Section 4.3. The fourth postulate of quantum
mechanics is on the time evolution of states and observables. If a system
is governed by a Hamiltonian H , which is an operator on the Hilbert space,
then the time evolution of a state, ψ, is governed by the Schro¨dinger equation
dψ
dt
=
2π
ih
Hψ. (2.2.3)
The time evolution of an observable, A, is governed by the Heisenberg equa-
tion
dA
dt
=
2π
ih
[A,H ] =
2π
ih
(AH −HA) (2.2.4)
the right hand side of this equation is called the quantum commutator. Time
evolution in p-mechanics is defined in Sections 3.2.2 and 4.2.
2.3 Quantisation
Quantisation [25, Sect. 1.1] is the problem of deriving the mathematical
framework of a quantum mechanical system from the mathematical frame-
work of the corresponding classical mechanical system. A method of quanti-
sation must contain a map Q from the set of classical observables to the set
of quantum observables with the following properties:
4For full mathematical rigour wave functions must be elements of a rigged Hilbert space
see Section 4.7. Another approach which can be taken is to use densely defined unbounded
operators as described in [68, Chap. 8].
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• Q(f + g) = Q(f) +Q(g)
• Q(λf) = λQ(f)
• Q({f, g}) = 2pi
ih
[Q(f),Q(g)]
• Q(1) = Id
• Q(qi) and Q(pi) are represented irreducibly on the Hilbert space in
question.
The Groenwold-von Hove “no-go” theorem [33] [25, Thm. 4.59] proves that
it is impossible to do this if we want to quantise every single classical ob-
servable. Instead the best we can hope for is to quantise a subset of the set
of classical mechanical observables. Various methods with varying levels of
success have been established since the start of quantum mechanics to obtain
a clear method of quantisation. Geometric quantisation [79, 73], deforma-
tion quantisation [24, 80], Berezin quantisation [9, 10], Weyl quantisation [25,
Chap. 2] are some of the more famous methods of quantisation. In [16, 51]
relations between p-mechanics and these various methods of quantisation are
realised.
14
Chapter 3
p-Mechanics and the
Heisenberg Group
This chapter has two purposes. The first purpose is to introduce the
Heisenberg group and its representation theory; this is the content of Section
3.1. The second purpose is to introduce the ideas behind the theory of p-
mechanics; this is contained in Section 3.2.
3.1 The Heisenberg Group and its Represen-
tations
In this section we give some preliminary results on the Heisenberg group
and its representation theory. Many results in this section are similar to
those readily available in the literature. However throughout this section we
present the results in a form which will make them accessible for the rest
of this thesis. The main purpose of this section is to set up the machinery
which will help us prove the main results of the thesis.
In Subsection 3.1.1 the Heisenberg group and its Lie algebra are intro-
duced along with concepts such as Haar measure and convolution. Kirrilov’s
method of orbits is applied to the Heisenberg group in Subsection 3.1.2. This
allows us to obtain irreducible representations of the Heisenberg group using
the theory of induced representations — this is explained in 3.1.3. In doing
so we define a new Hilbert space F 2(Oh) and a unitary irreducible represen-
tation of the Heisenberg group on this space. In Subsection 3.1.4 we exhibit
relations between L2(Rn) and our new Hilbert space, F 2(Oh). We show that
they can be mapped into each other using an integration kernel which inter-
twines the Schro¨dinger representation with our new representation. The sole
purpose of Subsection 3.1.5 is to describe the Stone-von Neumann theorem.
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The Stone-von Neumann theorem about the unitary irreducible representa-
tions of the Heisenberg group motivates the whole of p-mechanics and the
majority of the work in this thesis. In Subsection 3.1.6 we introduce a system
of square integrable coherent states for F 2(Oh) – this allows us to calculate
a reproducing kernel for F 2(Oh).
3.1.1 The Heisenberg Group and its Lie Algebra
At the heart of this thesis is the Heisenberg group ([25], [75]).
Definition 3.1.1. The Heisenberg group (denoted Hn) is the set of all triples
in R × Rn × Rn under the law of multiplication
(s, x, y) · (s′, x′, y′) =
(
s+ s′ +
1
2
(x · y′ − x′ · y), x+ x′, y + y′
)
. (3.1.1)
The non-commutative convolution of two functions B1, B2 ∈ L1(Hn) is
defined as
(B1 ∗B2)(g) =
∫
Hn
B1(h)B2(h
−1g)dh =
∫
Hn
B1(gh
−1)B2(h)dh,
where dh is Haar Measure on Hn, which is just Lebesgue measure on R2n+1,
ds dx dy. Using the left regular representation λl of H
n
λl(g
′)f(g) = f(g′−1g) (3.1.2)
we can write the convolution of two functions in L1(Hn) as
B1 ∗B2(g) =
∫
Hn
B1(h)λl(h) dhB2(g). (3.1.3)
The convolution of two distributions is defined in equation (A.5.4) of Ap-
pendix A.5. The Lie Algebra hn can be realised by the left invariant vector
fields
Sl =
∂
∂s
, Xlj =
∂
∂xj
− yj
2
∂
∂s
, Ylj =
∂
∂yj
+
xj
2
∂
∂s
, (3.1.4)
with the Heisenberg commutator relations
[Xli,Y
l
j] = δijS
l ; [Sl,Xli] = [S
l,Yli] = 0. (3.1.5)
The Lie algebra hn can be realised as R
2n+1 (the vector (r, a, b) corresponds
to the vector field rS +
∑n
j=1 ajXj +
∑n
j=1 bjYj). In this realisation the
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exponential map from hn to H
n is just the identity map on R2n+1. The
dual space to the Lie Algebra h∗n is spanned by the left invariant first order
differential forms dS, dX, dY . h∗n can also be realised as R
2n+1 (the vector
(h, q, p) corresponds to the differential form hdS +
∑n
j=1[qjdXj + pjdYj]). In
this thesis the right invariant vector fields for the Heisenberg group will also
be of use; they are
Sr = − ∂
∂s
, Xrj =
∂
∂xj
+
yj
2
∂
∂s
, Yrj =
∂
∂yj
− xj
2
∂
∂s
, (3.1.6)
with the commutator relations
[Xri ,Y
r
j ] = δi,jS
r. (3.1.7)
One of the principal ways of transferring between L2(Hn) and L2(h∗n) is by
the Fourier transform on Hn [44, Eq. 2.3.4]
φˆ(F ) =
∫
hn
φ(expX)e−2pii〈X,F 〉 dX (3.1.8)
where F ∈ h∗n, X ∈ hn, φ ∈ L2(Hn) and φˆ ∈ L2(h∗n). This has the simple
form
φˆ(h, q, p) =
∫
R2n+1
φ(s, x, y)e−2pii(hs+q.x+p.y) ds dx dy
which is just the usual Fourier transform on R2n+1. The most common
representation of the Heisenberg group is the Schro¨dinger representation.
The Schro¨dinger representation [25, Sect. 1.3] for h > 0 is defined on L2(Rn)
as (
ρSh(s, x, y)ψ
)
(ξ) = e−2piihs+2piixξ+piihxyψ(ξ + hy). (3.1.9)
It has been shown that this representation is unitary [25, Sect. 1.3] and
irreducible [25, Prop. 1.43]. In this thesis we only briefly look at this infinite
dimensional representation; instead we concentrate on other forms of the
infinite dimensional representation and also the often neglected family of one
dimensional representations.
3.1.2 The Method of Orbits Applied to the Heisenberg
group
We now derive another infinite dimensional representation of the Heisen-
berg group which is unitarily equivalent to the Schro¨dinger representation.
Before we can derive this representation we need to describe how Kirillov’s
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method of orbits can be applied to the Heisenberg group. For a discussion of
the method of orbits, see [44] or [43, Chap 15]; its relation to p-mechanics is
described in [51]. The method of orbits is at the centre of geometric quan-
tisation [73, 79] and plays an important role in the representation theory of
Lie groups [46, Chap. 7].
A Lie group can act on itself by conjugation (that is g ∈ G acts on
x ∈ G by x 7→ g−1xg ). For the Heisenberg group the action of (s, x, y) by
conjugation on (s′, x′, y′) is
(s′, x′, y′) 7→ (s′ + x′y − xy′, x′, y′).
This action clearly preserves the identity and therefore we can take the deriva-
tive of this at the identity (see equation (A.2.8)). This gives us a represen-
tation of Hn on hn.
Ad(s,x,y)(r, a, b) = (r + ay − bx, a, b).
To get the coadjoint representation, Ad∗, we take the map Ad over to the
dual space hn∗ in the natural way:
Ad∗(s,x,y)(h, q, p) = (h, q + hy, p− hx). (3.1.10)
From this it can be seen that the orbits of Ad∗ are all of the form
• Oh = {(h, q, p) : q, p ∈ Rn} for a particular h ∈ R \ {0} or
• the singleton sets O(q,p) = {(0, q, p)} where q, p ∈ Rn.
It is clear that Oh is isomorphic to R2n which is the phase space of a system
with n degrees of freedom. A natural symplectic form can be found on these
orbits [43, Chap. 15] – this is the starting point of geometric quantisation. On
the contrary p-mechanics [51, Eq. 2.17] utilises the fact that the union of all
the O(q,p) orbits is the classical phase space R2n. Note here that (s, x, y) ∈ Hn
and (h, q, p) ∈ h∗n — this choice of letters will be used throughout this thesis.
3.1.3 Induced Representations of the Heisenberg
Group
To get a new form of an infinite dimensional representation for the Heisen-
berg group we use the theory of induced representations (see Appendix A.4).
Before we can embark on generating this representation we need to give the
definition of a subordinate subalgebra.
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Definition 3.1.2 (Subordinate Subalgebra). If h is the subalgebra of a
Lie algebra g then h is subordinate to a functional f ∈ g∗ if and only if
〈f, [x, y]〉 = 0 ∀x, y ∈ h.
In the case of the Heisenberg group for any f ∈ Oh
{(r, 0, 0) : r ∈ R} ⊂ hn
is the only nontrivial subordinate subalgebra. The exponential of this sub-
algebra is Z = {(h, 0, 0) : h ∈ R} ⊂ Hn which is the centre of Hn.
A one dimensional representation of Z on C is given by ρZh ((s, 0, 0)) =
e2piihs. It is shown in [46, Thm. 7.2] that irreducible representations are
given by the induced representations of ρZh . We now construct the two equiv-
alent forms of this representation using the method outlined in Appendix
A.4. The space L(Hn, Z, ρZh ) is the set of measurable functions on H
n such
that F (s + s′, x, y) = e2piihs
′
F (s, x, y). The representation by left shifts λl
is a representation on this space. The space L2(Hn, Z, ρZh ) is the subset of
L(Hn, Z, ρZh ) containing the functions which are square integrable with re-
spect to the inner product
〈F1, F2〉L2(Hn,Z,ρZh ) =
∫
Hn
F1F2 dx dy. (3.1.11)
The measure in question here is of the form α(g)dg where dg is Haar measure
and α(g) is the function e
−s2√
pi
.
For the second realisation of this representation (that is the one described
in Theorem A.4.2) we let X denote the Homogeneous space G/Z. Any coset
x ∈ X will be of the form {(s, x, y) : s ∈ R} for a particular (x, y) ∈ R2n, soX
can be associated with R2n. Under the association (x, y)↔ {(s, x, y) : s ∈ R}
the measure on X is Lebesgue measure dx dy on R2n. L2(X) is the space
of square integrable functions with respect to this measure. The projection
σ : X → Hn is given by
σ((x, y)) = (0, x, y). (3.1.12)
For this choice of projection Lemma A.4.1 takes the simple form that every
(s, x, y) ∈ Hn can be written in the form (0, x, y)(s, 0, 0) = σ(x, y)(s, 0, 0).
By the construction in Appendix A.4 the representation φ on L2(X) for
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F ∈ L2(X) is
φ((s′, x′, y′))F (x, y) = λl((s′, x′, y′))f(0, x, y)
= f((s′, x′, y′)−1(0, x, y))
= f
(
−s′ + 1
2
(xy′ − x′y), x− x′, y − y′
)
= f
(
(0, x− x′, y − y′)
(
−s′ + 1
2
(xy′ − x′y), 0, 0
))
= e2piih(−s
′+ 1
2
(xy′−x′y))f(0, x− x′, y − y′)
= e2piih(−s
′+ 1
2
(xy′−x′y))F (x− x′, y − y′) (3.1.13)
If we intertwine the Fourier transform with this representation we get a
representation on the orbit L2(Oh). The Fourier transform of (3.1.13) is∫
R2n
e2piih(−s
′+ 1
2
(xy′−x′y))F (x− x′, y − y′)e−2pii(qx+py) dx dy. (3.1.14)
By the change of variable a = x− x′, b = y − y′ (3.1.14) becomes
e−2piihs
′
∫
R2n
epiih[(a+x
′)y′−(b+y′)x′]F (a, b)e−2pii[q(a+x
′)+p(b+y′)] da db
= e−2piihs
′
e−2pii(qx
′+py′)
∫
R2n
F (a, b)e−2pii[a(q−
h
2
y′)+b(p+h2 x′)] da db
= e−2pii(hs
′+qx′+py′)Fˆ
(
q − h
2
y′, p+
h
2
x′
)
. (3.1.15)
Throughout this thesis we denote this representation by ρh. ρh can be written
neatly as
ρh(s, x, y) : fh(q, p) 7→ e−2pii(hs+qx+py)fh
(
q − h
2
y, p+
h
2
x
)
. (3.1.16)
In [51] it is shown that this representation is reducible on L2(Oh). To get
an irreducible representation we need to reduce the size of the Hilbert space
it acts upon. To do this we use the idea of a polarisation from geometric
quantisation. We define the operator Djh on L
2(Oh) by
Djh = −Xrρh + iY rρh (3.1.17)
=
h
2
(
∂
∂pj
+ i
∂
∂qj
)
+ 2π(pj + iqj)I.
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F 2(Oh) is the subspace of L2(Oh) defined by
F 2(Oh) = {fh(q, p) ∈ L2(Oh) : f is differentiable and
Djhfh = 0, for 1 ≤ j ≤ n}.
In Section 3.1.4 we show that ρh is unitary and irreducible on F
2(Oh). The
inner product on F 2(Oh) is given by
〈v1, v2〉F 2(Oh) =
(
4
h
)n ∫
R2n
v1(q, p)v2(q, p) dq dp. (3.1.18)
F 2(Oh) is a reproducing kernel Hilbert space; we postpone proving this until
Subsection 3.1.6.
One advantage of using the ρh representation (3.1.16) over the Schro¨dinger
representation (3.1.9) is made apparent when taking the limit as h → 0. If
we take the direct integral [46, Chap. 6 Sect. 1.5] of all the one dimensional
representations ρ(q,p) we clearly get the representation ρ0. To prove a similar
result for the Schro¨dinger representation requires a lengthy argument [46, Ex-
ample 7.11]. More advantages of the ρh representation are described in [51].
Furthermore throughout this thesis there will be many situations in which
the ρh representation is shown to be more convenient than the Schro¨dinger
representation.
3.1.4 Relationships Between F 2(Oh) and Other Hilbert
Spaces
F 2(Oh) is closely related to the Fock-Segal-Bargmann space [7, 25, 75].
Definition 3.1.3. [25, 75, 40] The Fock-Segal-Bargmann space, SB2h(C
n),
with parameter h > 0 and dimension n ∈ N consists of all functions on
Cn which are analytic everywhere and square integrable with respect to the
measure e−|z|
2/h. The inner product on SB2h(C
n) is
〈f, g〉SB2h =
∫
Cn
f g¯e−|z|
2/hdz.
It is shown in [51] that a function fh(q, p) is in F
2(Oh) if and only if
z 7→ fh(Im(z), Re(z))e|z|2/h, z = p+ iq is in SB2h(Cn).
We now show how we can map L2(Rn) into F 2(Oh) by the integration
kernel
KI(q, p, ξ) = e
4pii
h
(pξ+qp)e−
pi
h
(ξ+2q)2 .
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Lemma 3.1.4. KI satisfies the polarization from equation (3.1.17) for any
ξ.
Proof. By direct calculations
∂KI
∂qj
=
(
4πi
h
pj − 4π
h
(ξj + 2qj)
)
KI
∂KI
∂pj
=
(
4πi
h
ξj +
4πi
h
qj
)
KI .
So
DhjKI =
(
h
2
(
∂
∂pj
+ i
∂
∂qj
)
+ 2π(pj + iqj)
)
KI
=
(
h
2
[
4πi
h
ξj +
4πi
h
qj − 4π
h
pj − 4πi
h
ξj − 8πi
h
qj
]
+ 2π(pj + iqj)
)
KI
= (−2πpj − 2πiqj + 2πpj + 2πiqj)KI
= 0.
The map T from L2(Rn) to a subset of the set of functions on R2n is1
defined by
(T ψ)(q, p) =
(
2
h
)n/4 ∫
KI(q, p, ξ)ψ(ξ) dξ (3.1.19)
where ψ is any element of L2(Rn).
Lemma 3.1.5. An equivalent form of T is given by the wavelet transform
T (ψ)(q, p) 7→
(
2
h
)n/4〈
ρSh
(
0,
2
h
p,−2
h
q
)
ψ, φ0
〉
L2(Rn)
,
where ρSh is the Schro¨dinger representation of the Heisenberg group as defined
in equation (3.1.9) while φ0 = e
−pi
h
ξ2 is the ground state of the harmonic
oscillator (see Section 5.1) in L2(Rn).
1We will see later that this subset is precisely F 2(Oh).
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Proof. This follows by a direct calculation
(
2
h
)n/4〈
ρSh
(
0,
2
h
p,−2
h
q
)
ψ, φ0
〉
L2(Rn)
=
(
2
h
)n/4 ∫
Rn
e−
4pii
h
qpe
4pii
h
pξψ(ξ − 2q)e−pih ξ2 dξ
=
(
2
h
)n/4 ∫
Rn
e
4pii
h
[p(ξ+2q)−qp]ψ(ξ)e−
pi
h
(ξ+2q)2 dξ
=
(
2
h
)n/4 ∫
Rn
K(q, p, ξ)ψ(ξ) dξ.
Theorem 3.1.6. The map T intertwines the representations ρSh and ρh, that
is
T ρSh = ρhT .
Proof. By Lemma 3.1.5 for any ψ ∈ L2(Rn)
(T ρSh(s, x, y)ψ)
=
(
2
h
)n/4〈
ρSh
(
0,
2
h
p,−2
h
q
)
ρSh(s, x, y)ψ, φ0
〉
L2(Rn)
=
(
2
h
)n/4〈
ρSh
(
s+
1
h
(yp+ xq), x+
2
h
p, y − 2
h
q
)
ψ, φ0
〉
L2(Rn)
=
(
2
h
)n/4〈
ρSh
(
s+
1
h
(yp+ xq), 0, 0
)
ρSh
(
0, x+
2
h
p, y − 2
h
q
)
ψ, φ0
〉
L2(Rn)
=
(
2
h
)n/4
e−2piihse−2pii(qx+py)
×
〈
ρSh
(
0,
2
h
(
p+
2
h
x
)
,−2
h
(
q − h
2
y
))
ψ, φ0
〉
L2(Rn)
= ρhT ψ.
Theorem 3.1.7. T is a unitary operator from L2(Rn) to F 2(Oh).
Proof. We need to show
〈T ψ1, T ψ2〉F 2(Oh) = 〈ψ1, ψ2〉L2(Rn) (3.1.20)
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for any ψ1, ψ2 ∈ L2(Rn). First we state a preliminary result. If we do a
change of variable ξ 7→ ξ − q we get∫
Rn
KI(q, p, ξ)ψ(ξ) dξ =
∫
Rn
e
4pii
h
(pξ+qp)e−
pi
h
(ξ+2q)2ψ(ξ) dξ
=
∫
Rn
e
4pii
h
pξφ0(ξ + q)ψ(ξ − q) dξ.
By another change of variable ξ 7→ hξ
2
we get∫
Rn
KI(q, p, ξ)ψ(ξ) dξ =
(
h
2
)n ∫
Rn
e2piipξφ0
(
h
2
ξ + q
)
ψ
(
h
2
ξ − q
)
dξ.
(3.1.21)
This is just the inverse Fourier transform, F−1, of the function
φ
(
h
2
ξ + q
)
ψ
(
h
2
ξ − q), with respect to the ξ variable. Since the inverse
Fourier transform is a unitary operator, the left hand side of (3.1.20) takes
the form(
2
h
)n/2(
h
2
)2n(
4
h
)n
×
∫
R2n
φ0
(
h
2
ξ + q
)
ψ1
(
h
2
ξ − q
)
φ0
(
h
2
ξ + q
)
ψ2
(
h
2
ξ − q
)
dξ dq
= (2h)n/2
∫
R2n
φ0
(
h
2
ξ + q
)
ψ1
(
h
2
ξ − q
)
φ0
(
h
2
ξ + q
)
ψ2
(
h
2
ξ − q
)
dξ dq.
By another change of variable u = h
2
ξ − q and v = h
2
ξ + q this becomes
(2h)n/2
(
1
h
)n ∫
R2n
φ0(v)ψ1(u)φ0(v)ψ2(u) du dv
=
(
2
h
)n/2 ∫
Rn
ψ1(u)ψ2(u) du
∫
Rn
φ0(v)φ0(v) dv
=
(
2
h
)n/2
〈ψ1, ψ2〉L2(Rn)〈φ0, φ0〉L2(Rn)
=
(
2
h
)n/2
〈ψ1, ψ2〉L2(Rn)
(
h
2
)n/2
= 〈ψ1, ψ2〉L2(Rn).
The next theorem proves that T maps functions in L2(Rn) into functions
in L2(R2n).
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Theorem 3.1.8. If ψ ∈ L2(Rn) then (T ψ)(q, p) ∈ L2(R2n).
Proof. By a direct calculation
(T ψ)(q, p) =
(
2
h
)n/4〈
ρSh
(
0,
2
h
p,−2
h
q
)
ψ, φ0
〉
=
(
2
h
)n/4 ∫
Rn
e−
4pii
h
qpe
4pii
h
pξψ(ξ − 2q)φo(ξ) dξ
=
(
2
h
)n/4 ∫
Rn
e
4pii
h
pξψ(ξ − q)φo(ξ + q) dξ. (3.1.22)
Since φ and ψ are both elements of L2(Rn) the function φ(ξ)φ0(q) is in
L2(R2n). Clearly the function ψ(ξ − q)φ0(ξ + q) is also in L2(R2n). Since
(3.1.22) is just the Fourier transform of ψ(ξ − q)φ0(ξ + q), (T ψ)(q, p) must
be square integrable.
By Lemma 3.1.4, Theorem 3.1.7 and Theorem 3.1.8 we see that T maps
L2(Rn) into F 2(Oh) unitarily. We now present the inverse of T .
Theorem 3.1.9. The map T −1 from F 2(Oh) to L2(Rn) given by
(T −1f) =
∫
R2n
f(q′, p′)e−
4pii
h
(p′ξ+q′p′)e−
pi
h
(ξ+2q′)2 dq′ dp′.
for any f ∈ F 2(Oh) is the inverse of T .
Proof. Since T is a unitary operator for any f ∈ F 2(Oh) and ψ ∈ L2(Rn)
〈T −1f, ψ〉L2(Rn) = 〈f, T ψ〉F 2(Oh)
=
(
2
h
)n/4 ∫
R2n
f(q′, p′)e
4pii
h
(p′ξ+q′p′)e−
pi
h
(ξ+2q′)2ψ(ξ) dξ dq′ dp′
=
(
2
h
)n/4 ∫
R2n
f(q′, p′)e−
4pii
h
(p′ξ+q′p′)e−
pi
h
(ξ+2q′)2 dq′ dp′ ψ(ξ) dξ.
We can use Fubini’s theorem in the above calculation since we are taking the
inner product of two square integrable functions.
3.1.5 The Stone-von Neumann Theorem
We now present the crucial theorem which motivates the whole of p-
mechanics.
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Theorem 3.1.10 (The Stone-von Neumann Theorem). All unitary
irreducible representations of the Heisenberg group, Hn, up to unitary equiv-
alence, are either:
(i) of the form ρh, for h 6= 0
ρh(s, x, y) : fh(q, p) 7→ e−2pii(hs+qx+py)fh
(
q − h
2
y, p+
h
2
x
)
on F 2(Oh) or
(ii) for (q, p) ∈ R2n the commutative one-dimensional representations on
C = L2(O(q,p))
ρ(q,p)(s, x, y)u = e
−2pii(q.x+p.y)u. (3.1.23)
Proof. We know by Theorems 3.1.6 and 3.1.7 that ρh is unitarily equivalent
to ρSh and so the result follows by [25, Thm. 1.50].
The representations ρh and ρ(q,p) can be used to represent functions and
distributions as outlined in equations (A.3.6) and (A.5.3) respectively.
3.1.6 Square Integrable Covariant Coherent States in
F 2(Oh)
In [51] a set of coherent states in F 2(Oh) was introduced. We first give
the definition of an overcomplete system of coherent states which suits our
purposes..
Definition 3.1.11. Let H be a Hilbert space and G a group with Haar mea-
sure dg. A system of vectors {vg ∈ H : g ∈ G} are an overcomplete system
of coherent states if they span H and for any v ∈ H∫
G
〈v, vg〉vg dg = v. (3.1.24)
The relation given by (3.1.24) is called the resolution of the identity. In
the literature various other constraints are used to define a system of coherent
states – see [2, 29, 66] for some examples of this.
We now show that the set states introduced in [51] are square integrable
covariant coherent states. This set of coherent states can be generated using
the homogeneous space X = Hn/Z (defined in Subsection 3.1.3) and the
projection σ (from equation (3.1.12)). We begin with the ground state of the
harmonic oscillator in F 2(Oh) (see Chapter 5)
f(0,0)(q, p) = exp
(
−2π
h
(
q2 + p2
))
. (3.1.25)
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The set of coherent states f(x,y)(q, p) ∈ F 2(Oh) generated by applying the ρh
representation to f(0,0)(q, p) are
f(x,y)(q, p) =
(
ρh(σ(x, y))f(0,0)
)
(q, p) (3.1.26)
= exp
(
−2πi(qx+ py)− 2π
h
((
q − h
2
y
)2
+
(
p+
h
2
x
)2))
.
From this set of coherent states we get a wavelet transform Wh : f(q, p) 7→
f˘(x, y)
f˘(x, y) = 〈f, f(x,y)〉.
Let Wh (F 2(Oh)) denote the image of F 2(Oh) under this wavelet transform
and define φ(q,p)(x, y) to be the element of Wh (F 2(Oh)) which is equal to
f(x,y)(q, p). We get an inverse wavelet transform Mh : Wh(F 2(Oh)) →
F 2(Oh) by
Mh(φ)(q, p) = 〈φ, φ(q,p)〉.
The inner product in the above equation is given by the invariant measure
on X described in Subsection 3.1.3 equation (3.1.11).
It is shown in [51] that the maps Wh and Mh are inverses of each other.
This implies that the operator
f 7→
∫
R2n
ρh(σ(x, y))f(0,0)〈f, ρh(σ(x, y))f(0,0)〉 dx dy (3.1.27)
is the identity operator on F 2(Oh). So using the terminology of [2, Chap.
7] the representation ρh is square integrable mod(Z, σ). In the language of
Klauder [29, 28, 52] equation (3.1.27) implies that the f(x,y) coherent states
satisfy a resolution of unity. Using [2, Thm. 7.3.1] we can conclude that
K(q, p, q′, p′)
=
∫
R2n
f(q,p)(x, y)f(q′,p′)(x, y)dx dy
=
∫
R2n
exp (−2πi [x(q − q′) + y(p− p′)])
× exp
(
−2π
h
[(
q − h
2
y
)2
+
(
p+
h
2
x
)2
+
(
q′ − h
2
y
)2
+
(
p′ +
h
2
x
)2])
dx dy
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= exp
(
−2π
h
(q2 + p2 + q′2 + p′2)
)
×
∫
R2n
exp (x [−2πi(q − q′)− 2π(p+ p′)])
× exp (y [−2πi(p− p′) + 2π(q + q′)])
× exp (−πh [x2 + y2]) dx dy
= exp
(
−2π
h
(q2 + p2 + q′2 + p′2)
)
(3.1.28)(
1
h
)n
exp
(π
h
(
[i(q′ − q) + (p+ p′)]2 + [i(p′ − p)− (q + q′)]2))
=
(
1
h
)n
exp
(
−2π
h
(
q2 + p2 + q′2 + p′2 − 2qq′ − 2pp′ − 2iq′p+ 2iqp′))
is a reproducing kernel for F 2(Oh). At (3.1.28) we have used identity (A.1.1).
These coherent states do not have the correct classical limit [51]. In
Section 4.4 we introduce another set of coherent states which are better in
this sense. Before we can do this we need a better understanding of what
states are in p-mechanics — this is the main content of Chapter 4.
3.2 p-Mechanics
In this thesis we continue the development of p-mechanics [50, 51]. p-
Mechanics is a consistent physical theory which simultaneously describes
both quantum and classical mechanics. It uses the representation theory of
the Heisenberg group to show that both quantum and classical mechanics
can be derived from the same source.
In this section we give a brief summary of the foundations of p-mechanics.
In Subsection 3.2.1 we describe the role of observables in p-mechanics. In
this subsection we also show how to choose a p-mechanical observable corre-
sponding to a classical mechanical observable. In Subsection 3.2.2 we define
the universal brackets and in doing so the time evolution of p-mechanical
observables. We show that the time evolution of both quantum and classical
observables can be derived from the time evolution of p-mechanical observ-
ables.
3.2.1 Observables in p-Mechanics
The basic idea of p-mechanics is to choose particular functions or distri-
butions on Hn which under the infinite dimensional representation will give
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quantum mechanical observables while under the one dimensional represen-
tation will give classical mechanical observables.
The observables can be realised as operators on subsets of L2(Hn) gen-
erated by convolutions of the chosen functions or distributions. Before we
can rigorously define p-mechanical observables we need to introduce a map
from the set of classical mechanical observables to the set of p-mechanical
observables. We call this the map of p-mechanisation.
Definition 3.2.1 (p-Mechanisation). In [16, 51] the p-mechanisation map,
P, is defined as
(Pf)(s, x, y) = δ(s)fˇ(x, y) (3.2.1)
where f is any classical observable and fˇ is the inverse Fourier transform of
f (that is fˇ(x, y) =
∫
R2n
f(q, p)e2pii(qx+py) dq dp).
Example 3.2.2. The p-mechanisation of the j-th classical position coordi-
nate is
P(qj) = Xj = 1
2πi
∂
∂xj
δ(s)δ(x)δ(y) (3.2.2)
while the p-mechanisation of the jth classical momentum coordinate is
P(pj) = Yj = 1
2πi
∂
∂yj
δ(s)δ(x)δ(y) (3.2.3)
which are both elements of S ′(Hn) (see Appendix A.5).
Another map of p-mechanisation where δ(s) is replaced by a more gen-
eral function function c(s) is also discussed in [16, 51]. Pc, the map of p-
mechanisation with function c, is defined as
(Pcf)(s, x, y) = c(s)f˘(x, y) (3.2.4)
where c is a real function of a single real variable, s, which vanishes as s →
±∞. We are now in a position to define the set of p-mechanical observables.
Definition 3.2.3 (p-Mechanical Observables). The set of p-mechanical
observables is the image of the set of classical observables under the map P
from equation (3.2.1).
Clearly this definition depends on how the set of classical observables
is defined. Any physically reasonable classical mechanical observable can
be realised as an element of S ′(R2n) (see Appendix A.5 for a definition of
this space). Since the Fourier transform maps S ′(R2n) into itself, S ′(Hn)
is a natural choice for the set of p-mechanical observables. It includes the
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image of all classical observables which are polynomials or exponentials of
the variables q and p.
The majority of p-mechanical observables will generate unbounded op-
erators when realised as convolution operators on L2(Hn). For example the
p-mechanical position and momentum observables Xj and Yj generate right
and left invariant vector fields (3.1.4, 3.1.6) under left and right convolution
respectively. That is, if B is an element of L2(Hn)
Xj ∗B = XrjB =
1
2πi
(
∂
∂xj
+
yj
2
∂
∂s
)
B, (3.2.5)
B ∗Xj = XrjB =
1
2πi
(
∂
∂xj
− yj
2
∂
∂s
)
B, (3.2.6)
Yj ∗B = YrjB =
1
2πi
(
∂
∂yj
− xj
2
∂
∂s
)
B, (3.2.7)
B ∗ Yj = YljB =
1
2πi
(
∂
∂yj
+
xj
2
∂
∂s
)
B. (3.2.8)
These are clearly unbounded operators which are not defined on the whole
of2 L2(Hn). This technical problem can be solved by the usual method of
rigged Hilbert spaces (also known as Gelfand triples) [69, 70] which uses
the theory of distributions. In [78] the use of symmetry groups in rigged
Hilbert spaces is explored, while [41] extends operator algebras into this
approach. In the literature on the representation theory of Lie groups this
method of dealing with unbounded operators is described using the G˚arding
space — this is explained in [75, Chap. 0]. Furthermore if we take the ρh
representation (3.1.16) of many of the distributions described above we get
unbounded operators on F 2(Oh). For example the distribution Xj under the
ρh representation will generate the unbounded operator
h
4pii
∂
∂pj
− qjI which
is not defined on the whole of F 2(Oh). Again this technicality can be solved
using either rigged Hilbert spaces or the G˚arding space. The use of rigged
Hilbert spaces in p-mechanics is discussed in Section 4.7.
It is shown in [51, Sect. 3.3] that we can also obtain a p-mechanical
observable from a quantum observable (that is an operator on F 2(Oh)).
The map P followed by the ρh representation is the Weyl quantisation [25,
Chap.2].
2If B is a distribution then the convolution of B and an element v of L2(Hn) is only
defined if v is in the test space of the distribution B.
30
3.2.2 p-Mechanical Brackets and the Time Evolution
of Observables
One of the main developments in p-mechanics came in the paper [50] when
the universal brackets (also known as p-mechanical brackets) were introduced
to describe the dynamics of a p-mechanical observable. Before we can define
the universal brackets we need to define the operator A. A is defined on
exponents by (recall that S = ∂
∂s
– see equation (3.1.4))
SA = 4π2I, where Ae2piihs =


2π
ih
e2piihs, if h 6= 0,
4π2s, if h = 0.
(3.2.9)
This can be realised as an operator on a subset of L2(Hn) – this will be
described in Section 4.2. A is called the antiderivative operator since it is a
right inverse to ∂
∂s
. If we realise our p-mechanical observables as convolution
operators on L2(Hn) then we can define a universal bracket on this set of
operators.
Definition 3.2.4 (Universal Brackets). The p-mechanical brackets of two
p-mechanical observables, B1, B2 are defined by the equation
{[B1, B2]} = (B1 ∗B2 −B2 ∗B1)A. (3.2.10)
We now state the main result of [50].
Theorem 3.2.5. The image of the p-mechanical brackets (see (3.2.10)) un-
der the representations ρh and ρ(q,p) give the quantum commutator (see (2.2.4))
and the Poisson brackets (see (2.1.1)) respectively.
It is also proved in [50] that the universal brackets satisfy both the Lieb-
niz and Jacobi identities along with being anticommutative. Note that the
p-mechanical bracket of two observables realised as elements of S ′(Hn) will
be an operator on a subset of L2(Hn) which is not necessarily a convolu-
tion operator. For a p-mechanical system with energy BH , the p-mechanical
brackets give us a p-dynamic equation for an observable B:
dB
dt
= {[B,BH ]} . (3.2.11)
More discussion of the universal brackets and dynamics in p-mechanics is
given in [16, 51]. Equation (3.2.11) is extremely useful since when it is solved
it will give immediately both the quantum and classical dynamics through the
infinite and one dimensional representations respectively. All the machinery
and working is in p-mechanics, but the results are in classical and quantum
mechanics. The applicability of the universal brackets is demonstrated in
Chapter 5 when applied to some examples.
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Chapter 4
States and the Pictures of
p-Mechanics
In this chapter we introduce the concept of states to p-mechanics. These
are defined in Section 4.1 as functionals on the set of p-mechanical observ-
ables. p-Mechanical states come in two equivalent forms: as elements of
a Hilbert space and as integration kernels. These states allow us to com-
pute quantum mechanical expectation values and transition amplitudes us-
ing solely functions/distributions on the Heisenberg group. The time evo-
lution of both forms of states is defined in Section 4.2 and it is shown that
the Schro¨dinger and Heisenberg pictures are equivalent in p-mechanics. In
describing the time evolution of the kernel states we have a close relation be-
tween the dynamics of states in classical and quantum mechanics. In Section
4.4 we introduce an overcomplete system of coherent states for p-mechanics;
these again come in two equivalent forms as elements of a Hilbert space and
as integration kernels. We show that the classical limits of these coherent
states are the classical pure states. In Section 4.5 the interaction picture is
discussed in the p-mechanical context. Using the Hilbert space states the in-
teraction picture takes a similar form to that in quantum mechanics, however
when the kernels are used some new and interesting insights are obtained.
Relationships between L2(Rn) and our new Hilbert space are discussed in
Section 4.6 — this shows how p-mechanics is related to the usual L2(Rn)
formulation of quantum mechanics. Section 4.7 describes how rigged Hilbert
spaces fit into p-mechanics. In doing this we show how p-mechanics can deal
with unbounded operators which possess continuous spectra. We introduce
two forms of functionals since both have their own advantages. The Hilbert
space functionals are useful for deriving quantum properties of a system,
while the kernels have a clearer time evolution and classical limit.
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4.1 States
In this section we introduce states to p-mechanics — these are positive
linear functionals on the set of p-mechanical observables. For each h 6= 0
(the quantum case) we give two equivalent forms of states: the first form we
give is as elements of a Hilbert space, the second is as integration with an
appropriate kernel. For h = 0 (the classical case) we have only one form of
states, that is as integration with an appropriate kernel.
Definition 4.1.1. The Hilbert space H2h, h ∈ R \ {0}, is the set of functions
on Hn defined by
H2h =
{
e2piihsf(x, y) : f ∈ L2 (R2n) (4.1.1)
and f is differentiable such that Ejhf = 0 for 1 ≤ j ≤ n
}
where the operator Ejh is
Ejh = πh(xj − iyj)I +
∂
∂xj
− i ∂
∂yj
. (4.1.2)
The inner product on H2h is defined as
〈v1, v2〉H2h =
(
4
h
)n ∫
R2n
v1(s, x, y)v2(s, x, y) dx dy. (4.1.3)
The operator Ejh is the inverse Fourier transform of the operator D
j
h
since the inverse Fourier transform (as we have defined it) intertwines ∂
∂q
with multiplication by −2πix and intertwines multiplication by q with 1
2pii
∂
∂x
;
clearly the same results hold if we interchange x with y and q with p. This
implies that
H2h =
{
e2piihsfˇ(x, y) : f ∈ F 2(Oh)
}
, (4.1.4)
where fˇ is the inverse Fourier transform of f . Note in equation (4.1.3)
there is no integration over the s variable since for any two functions v1 =
e2piihsf1(x, y) and v2 = e
2piihsf2(x, y) in H2h
〈v1, v2〉 =
∫
R2n
e2piihse−2piihsf1(x, y)f¯2(x, y) dx dy =
∫
R2n
f1(x, y)f¯2(x, y) dx dy
and hence there is no s-dependence. H2h has a reproducing kernel
K
H2h
(x′,y′)(s, x, y) = exp
[
2πihs +
π
2h
(
2(x+ iy)(x′ − iy′)− x2 − y2 − x′2 − y′2)] .
(4.1.5)
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We delay proving that this is a reproducing kernel until Section 4.4 when we
have some more machinery.
Most p-mechanical observables when realised as convolution operators
will be unbounded operators [68, Chap. 8] and not defined on the whole of
H2h. These problems are resolved through the use of rigged Hilbert spaces
as was discussed in Subsection 3.2.1. Section 4.7 contains a discussion of a
suitable rigged Hilbert space associated to H2h. For example if a p-mechanical
observable, B, is a distribution then for B ∗ v to be defined we need v to be
in the test space for B (see (A.5.4)).
We define a set of states for each h 6= 0 using H2h (later in this section
we will show how these states for h 6= 0 can be defined using an integration
kernel).
Definition 4.1.2. If B is a p-mechanical observable and v ∈ H2h, the p-
mechanical state corresponding to v acting as a functional on B is
〈B ∗ v, v〉H2h.
In [51] it is stated that if A is a quantum mechanical observable (that is
an operator on F 2(Oh)) the state corresponding to f ∈ F 2(Oh) is
〈Af, f〉F 2(Oh).
We now introduce a map Sh which maps vectors in F 2(Oh) to vectors in H2h
Sh(f(q, p)) = e2piihsfˇ(x, y), (4.1.6)
where fˇ is the inverse Fourier transform of f . This map is one to one by
equation (4.1.4) and so will have a well defined inverse
S−1h (e2piihsf(x, y)) = fˆ(q, p). (4.1.7)
We next prove a Theorem which shows that the states corresponding to
vectors f and Shf give the same expectation values for observables B and
ρh(B) respectively. Before we state and prove this Theorem we present a
Lemma on the map Sh.
Lemma 4.1.3. Sh from equation (4.1.6) is unitary and
ρh(g) = S−1h λl(g)Sh (4.1.8)
for any g ∈ Hn.
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Proof. We first show by a direct calculation that Sh is a unitary operator
from F 2(Oh) to H2h. If f1, f2 ∈ F 2(Oh)
〈Shf1,Shf2〉H2h =
∫
fˇ1(x, y)fˇ2(x, y) dx dy
=
∫
f1(q, p)f2(q, p) dq dp (4.1.9)
= 〈f1, f2〉F 2(Oh).
At (4.1.9) we have used the fact that the inverse Fourier transform is a unitary
operator on L2. The above calculation proves that Sh is a unitary operator.
We now verify equation (4.1.9) this again follows by a direct calculation. Let
f ∈ F 2(Oh) then (Shf)(s, x, y) = e2piihsfˇ(x, y) and
λl(s
′, x′, y′)(Shf)(s, x, y) = (Shf)
(
s− s′ + 1
2
(xy′ − x′y), x− x′, y − y′
)
= e2piih(s−s
′)epiih(xy
′−x′y)fˇ(x− x′, y − y′).
This implies that
(S−1h λl(s′, x′, y′)Shf)(q, p)
= e−2piihs
′
∫
R2n
epiih(xy
′−x′y)fˇ(x− x′, y − y′)e−2pii(qx+py) dx dy
= e−2piihs
′
∫
R2n
epiih[(x+x
′)y′−x′(y+y′)]fˇ(x, y)e−2pii[q(x+x
′)+p(y+y′)] dx dy
= e−2pii(hs
′+qx′+py′)
∫
R2n
fˇ(x, y)e−2piix(q−
h
2
y′)e−2piiy(p+
h
2
x′) dx dy
= e−2pii(hs
′+qx′+py′)f
(
q − h
2
y′, p+
h
2
x′
)
,
the last step follows by the Fourier inversion formula.
Theorem 4.1.4. If B is a p-mechanical observable and f1, f2 ∈ F 2(Oh) such
that B ∗ Shf1 is defined then
〈B ∗ Shf1,Shf2〉H2h = 〈ρh(B)f1, f2〉F 2(Oh) . (4.1.10)
Proof. If B ∈ L1(Hn) then by (A.3.6)
〈ρh(B)f1, f2〉 =
〈∫
B(g′)ρh(g′)f1 dg′, f2
〉
.
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Using Fubini’s Theorem (Theorem A.1.1) this becomes
〈ρh(B)f1, f2〉 =
∫
B(g′)〈ρh(g′)f1, f2〉 dg′.
By (4.1.8)
〈ρh(B)f1, f2〉 =
∫
B(g′)〈S−1h λl(g′)Shf1, f2〉 dg′.
Since Sh is a unitary operator (Lemma 4.1.3)
〈ρh(B)f1, f2〉 =
∫
B(g′)〈λl(g′)Shf1,Shf2〉 dg′
= 〈B ∗ Shf1,Shf2〉.
Now if B is a distribution on the Heisenberg group and f1, f2 ∈ F 2(Oh) are
such that (Shf1)(g), 〈ρh(g)f1, f2〉 are in the test space then by (A.5.3)
〈ρh(B)f1, f2〉 =
∫
B(g′)〈ρh(g′)f1, f2〉 dg′.
The result will then follow in the same way as the case of B ∈ L1(Hn).
Taking f1 = f2 in (4.1.10) shows that the states corresponding to f and
Shf will give the same expectation values for ρh(B) and B respectively. If we
take B to be a time development operator we can get probability amplitudes
between states f1 6= f2.
Remark 4.1.5. Lemma 4.1.3 implies that the representation λl on H2h is
unitarily equivalent to the ρh representation on F
2(Oh). Hence λl is a unitary
irreducible representation of the Heisenberg group.
We now show that each of these states can also be realised by an appro-
priate integration kernel.
Theorem 4.1.6. If l(s, x, y) is defined to be the kernel
l(s, x, y) =
(
4
h
)n ∫
R2n
v((s, x, y)−1(s′, x′, y′))v((s′, x′, y′)) dx′ dy′. (4.1.11)
then if B ∗ v is defined we have
〈B ∗ v, v〉H2h =
∫
Hn
B(s, x, y)l(s, x, y)ds dx dy.
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Proof. If B ∈ L1(Hn) using Fubini’s theorem (that is, Theorem A.1.1)
〈B ∗ v, v〉
=
(
4
h
)n ∫
R2n
∫
Hn
B((s, x, y))v((s, x, y)−1(s′, x′, y′))
×v((s′, x′, y′)) ds dx dy dx′ dy′
=
(
4
h
)n ∫
Hn
B((s, x, y)) (4.1.12)
×
(∫
R2n
v((s, x, y)−1(s′, x′, y′))v((s′, x′, y′)) dx′ dy′
)
ds dx dy.
Note that there is no integration over s′ by the definition of the H2h inner
product. If B ∈ L1(Hn) we are allowed to use Fubini’s theorem since 〈B ∗
v, v〉 <∞. If B is a distribution then the result follows by Fubini’s theorem
for distributions, that is Theorem A.5.4. Since B ∗ v is well defined we can
take v((s, x, y)−1(s′, x′, y′)) as a test function on Hn ×Hn.
Definition 4.1.7. We denote the set of kernels corresponding to the elements
in H2h as Lh.
If v(s, x, y) = e2piihsfˇ(x, y) then the corresponding element of Lh is
l(s, x, y) (4.1.13)
=
∫
R2n
v
(
s′ − s + 1
2
(x′y − xy′), x′ − x, y′ − y
)
v(s′, x′, y′) dx′ dy′
= e2piihs
∫
R2n
epiih(xy
′−x′y)fˇ(x′ − x, y′ − y)fˇ(x′, y′) dx′ dy′.
Now we introduce p-mechanical (q, p) states which correspond to classical
states; they are again functionals on the set of p-mechanical observables.
Pure states in classical mechanics evaluate observables at particular points
of phase space; they can be realised as kernels δ(q− a, p− b) for fixed a, b in
phase space, that is∫
R2n
F (q, p)δ(q − a, p− b) dq dp = F (a, b). (4.1.14)
We now give the p-mechanical equivalent of pure classical states.
Definition 4.1.8. p-Mechanical (q, p) pure states are defined to be the set of
functionals, k(0,a,b), for fixed a, b ∈ R2n which act on observables by
k(0,a,b)(B(s, x, y)) =
∫
Hn
B(s, x, y)e−2pii(a.x+b.y) ds dx dy. (4.1.15)
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Each (q, p) pure state k(0,a,b) is defined entirely by its kernel l(0,a,b)
l(0,a,b) = e
2pii(a.x+b.y). (4.1.16)
Note that the kernel is e2pii(a.x+b.y) rather than e−2pii(a.x+b.y) since we are
integrating our observables next to the complex conjugate of an integration
kernel. If B is the p-mechanisation, (see equation (3.2.1)), of a classical
observable, f , then∫
Hn
B(s, x, y)e−2pii(a.x+b.y) ds dx dy = f(a, b). (4.1.17)
Hence when we apply state k(0,a,b) to a p-mechanical observable we get the
value of its classical counterpart at the point (a, b) of phase space. We in-
troduce the map S0 which maps classical pure state kernels to p-mechanical
(q, p) pure state kernels
S0(ξ(q, p)) = ξˆ(x, y).
This equation is almost identical to the relation in equation (4.1.6). The
kernels l(0,a,b), are the complex conjugate of the Fourier transforms of the
delta functions δ(q−a, p− b), and hence pure (q, p) states are just the image
of pure classical states.
Mixed states1, as used in statistical mechanics [39], are finite linear com-
binations of pure states. In p-mechanics (q, p) mixed states are defined in
the same way.
Definition 4.1.9. Define L0, to be the space of all finite linear combinations
of (q, p) pure state kernels l(0,a,b), that is the set of all kernels corresponding
to (q, p) mixed states.
The map S0 exhibits the same relations on mixed states as pure states
due to the linearity of the Fourier transform.
4.2 Time Evolution of States
We now go on to show how p-mechanical states evolve with time. We
first show how the elements of H2h evolve with time and prove that they
agree with the Schro¨dinger picture of motion in quantum mechanics. We
then show how the elements of Lh, for all h ∈ R, evolve with time and that
1Mixed states in quantum mechanics may be infinite linear combinations of pure states
and are defined using the density matrix [61].
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this time evolution agrees with the time evolution of p-observables. In doing
this we show that for the particular case of L0 the time evolution is the
same as classical states under the Liouville equation. Since the kernel states
and H2h states are equivalent we get a relation between the time evolution of
classical states and the time evolution of quantum states.
Before we can do any of this we need to give the definition of a self adjoint
p-mechanical observable.
Definition 4.2.1. We call a bounded p-mechanical observable B self adjoint
if and only if for any v1, v2 ∈ H2h
〈B ∗ v1, v2〉 = 〈v1, B ∗ v2〉.
For any p-mechanical observable, B we denote by B′ the p-mechanical
observable which satisfies
〈B ∗ v1, v2〉 = 〈v1, B′ ∗ v2〉.
When dealing with unbounded operators the definition of self adjointness is
more involved – this is described in [68].
Now we show how the vectors in H2h evolve with time. Initially we extend
our definition of A which was initially introduced in equation (3.2.9).
Definition 4.2.2. A can also be defined as an operator on each H2h, h ∈
R \ {0}, A : H2h 7→ H2h by
Av = 2π
ih
v. (4.2.1)
The following Lemma follows directly from the definition of A on H2h.
Lemma 4.2.3. If A and ∂
∂s
are operators on H2h then:
1. The adjoint of A is −A on each H2h, h ∈ R \ {0}.
2. A ∂
∂s
= ∂
∂s
A = 4π2I.
3. A commutes with left convolution by a p-mechanical observable, that is
B ∗ Av = AB ∗ v.
Definition 4.2.4. If we have a system with energy BH then an arbitrary
vector v ∈ H2h evolves under the equation
dv
dt
= BH ∗ Av. (4.2.2)
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The operation of left convolution preserves each H2h so this time evolution
is well defined. Also by Lemma 4.2.3 we have
dv
dt
= ABH ∗ v.
Equation (4.2.2) implies that if we have BH time-independent and self-adjoint
then for any v ∈ H2h
v(t; s, x, y) = etBHAv(0; s, x, y)
where eBHA is the exponential of the operator of applying A and then ap-
plying the left convolution of BH — this operator is defined using
2 Stone’s
theorem [68, Sect. 8.4]. Also by Stone’s Theorem we have that v(t; s, x, y)
will satisfy (4.2.2) and is differentiable with respect to t.
Theorem 4.2.5. If we have a system with energy BH (assumed to be self-
adjoint) then for any state v ∈ H2h and any observable B
d
dt
〈B ∗ v, v〉 = 〈{[B,BH ]} ∗ v, v〉.
Proof. The result follows from the direct calculation:
d
dt
〈B ∗ v(t), v(t)〉 = 〈B ∗ d
dt
v, v〉+ 〈B ∗ v, d
dt
v〉
= 〈B ∗BH ∗ Av, v〉+ 〈B ∗ v, BH ∗ Av〉
= 〈B ∗BH ∗ Av, v〉+ 〈B ∗ v,ABH ∗ v〉
= 〈B ∗BH ∗ Av, v〉 − 〈AB ∗ v, BH ∗ v〉 (4.2.3)
= 〈B ∗BH ∗ Av, v〉 − 〈BH ∗ AB ∗ v, v〉 (4.2.4)
= 〈B ∗BH ∗ Av, v〉 − 〈BH ∗B ∗ Av, v〉
= 〈{[B,BH ]} ∗ v, v〉.
Equation (4.2.3) follows since A is skew-adjoint in H2h. At (4.2.4) we have
used the fact that BH is self-adjoint.
This Theorem proves that the time evolution of states in H2h coincides
with the time evolution of observables as described in equation (3.2.11). We
now give a corollary to show that the time evolution of p-mechanical states
in H2h, h ∈ R \ {0} is the same as the time evolution of quantum states.
2This can be done since BHA is an anti-self-adjoint operator. This follows since A is
anti-self-adjoint, BH is self-adjoint and A commutes with convolution.
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Corollary 4.2.6. If we have a system with energy BH (assumed to be self-
adjoint) and an arbitrary state v = Shf = e2piihsfˇ(x, y) (assuming h 6= 0)
then for any p-mechanical observable B
d
dt
〈B ∗ v(t), v(t)〉H2h =
d
dt
〈ρh(B)f(t), f(t)〉F 2(Oh),
where df
dt
= 1
i~
ρh(BH)f (this is just the usual Schro¨dinger equation).
Proof. From Theorem 4.2.5 we have
d
dt
〈B ∗ v, v〉 = 〈{[B,BH ]} ∗ v, v〉
= 〈(B ∗BH −BH ∗B) ∗ Av, v〉
=
2π
ih
〈(B ∗BH − BH ∗B) ∗ v, v〉
=
1
i~
(〈B ∗BH ∗ v, v〉 − 〈B ∗ v, BH ∗ v〉)
The last step follows since BH is self-adjoint. Using equation (4.1.10), the
above equation becomes,
d
dt
〈B ∗ v, v〉 = 1
i~
(〈ρh(B)ρh(BH)f, f〉F 2(Oh) − 〈ρh(B)f, ρh(BH)f〉F 2(Oh))
=
d
dt
〈ρh(B)f, f〉F 2(Oh),
which completes the proof.
Hence the time development in H2h for h 6= 0 gives the same time develop-
ment as in F 2(Oh). We now look at the time evolution of the kernel coherent
states. Before we can do this we need to introduce two definitions. The first
definition is of the p-mechanical brackets (that is, universal brackets) of a
p-mechanical observable and a kernel in the space Lh.
Definition 4.2.7. If B is a p-mechanical observable and l ∈ Lh then {[B, l]}
is defined in exactly the same way as the p-mechanical brackets of two ob-
servables (see Definition 3.2.4).
The above definition makes sense since Lh can easily be realised as a
subset of S ′(Hn). The next definition we give is of a kernel self-adjoint p-
mechanical observable.
Definition 4.2.8. A p-mechanical observable, B, is said to be kernel self-
adjoint if the adjoint of the operator {[·, B]} on the set of p-mechanical ob-
servables is the operator {[B, ·]} on the set of kernels (which are functionals
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on the set of p-mechanical observables). This is equivalent to the following
equation holding
〈{[C,B]} , l〉 = 〈C, {[B, l]} 〉
for any p-mechanical observable C, where the brackets represent 〈B, l〉 =∫
B(g)l(g) dg.
The p-mechanical position and momentum observables are both kernel self
adjoint; so are the p-mechanical Hamiltonians for the forced and harmonic
oscillators (see later in Chapter 5) and hence all the Hamiltonians considered
in this thesis are kernel self adjoint.
Definition 4.2.9. If we have a system with a kernel self-adjoint p-mechanical
Hamiltonian, BH , then an arbitrary kernel l ∈ Lh, h ∈ R, evolves under the
equation
dl
dt
= {[BH , l]} . (4.2.5)
We now show that the time evolution of these kernels coincides with the
time evolution of p-mechanical observables.
Theorem 4.2.10. If l is a kernel evolving under equation (4.2.5) then any
observable B will satisfy
d
dt
∫
Hn
B l dg =
∫
Hn
{[B,BH ]} l dg.
Proof. This follows directly from the definition of kernel self-adjointness.
If we take the representation ρ(q,p) of equation (4.2.5) we get the Liouville
equation [39, Eq. 5.42] for a kernel S−10 (l) moving in a system with energy
ρ(q,p)(BH). This only holds for elements in L0 and can be verified by a similar
calculation to [50, Prop. 3.5].
If l(s, x, y) =
(
4
h
)n ∫
Hn
v((s′, x′, y′))v((s′, x′, y′)−1(s, x, y))dx′ dy′ then by
Theorem 4.2.5 and Theorem 4.2.10 we have that
d
dt
〈B ∗ v, v〉H2h =
d
dt
∫
Hn
B l dg (4.2.6)
in a system governed by a kernel self-adjoint p-mechanical Hamiltonian.
4.3 Eigenvalues and Eigenfunctions
In this section we introduce the concept of eigenvalues and eigenfunctions
for p-observables.
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Theorem 4.3.1 (Eigenfunctions in H2h). For a p-mechanical observable
B and fλ ∈ F 2(Oh), ρh(B)fλ = λfλ, if and only if for vλ(s, x, y) = Shfλ =
e2piihsfˇλ(x, y) ∈ H2h
〈B ∗ vλ, v〉 = λ〈vλ, v〉 (4.3.1)
holds for all v ∈ H2h.
Proof. If v = e2piihsfˇ(x, y) where f is an arbitrary element of F 2(Oh),
ρh(B)fλ = λfλ implies that
〈ρh(B)fλ, f〉 = λ〈fλ, f〉 = λ〈ρh(δ(s)δ(x)δ(y))fλ, f〉 (4.3.2)
for any f ∈ F 2(Oh). By (4.1.10) this gives us
〈B ∗ vλ, v〉 = λ〈δ(s)δ(x)δ(y) ∗ vλ, v〉 = λ〈vλ, v〉 (4.3.3)
for v = e2piihsfˆ . Since we can choose any f in (4.3.2), (4.3.3) holds for any
v ∈ H2h. This proves the argument in one direction. Clearly equations (4.3.2)
and (4.3.3) are equivalent so the converse follows since (4.3.3) holding for any
v ∈ H2h is equivalent to (4.3.2) holding for any f ∈ F 2(Oh).
If vλ ∈ H2h satisfies (4.3.1) then we say vλ is an eigenvector (or eigenfunc-
tion) of B with eigenvalue λ — this is just the usual terminology. Note that
if we put in the reproducing kernel (see equation (4.1.5)) for v in (4.3.1) we
get
B ∗ vλ = λvλ.
Equation (4.3.1) implies that
〈AB ∗ vλ, v〉 = 2π
ih
λ〈vλ, v〉. (4.3.4)
4.4 Coherent States and
Creation/Annihilation Operators
In this section we introduce an overcomplete system of vectors in H2h by
a representation of Hn. The states which correspond to these vectors are an
overcomplete system of coherent states for each h 6= 0. We then show that
these vectors correspond to a system of kernels in Lh, whose limit is the (q, p)
pure state kernels. Before we introduce the p-mechanical coherent states we
give a little history of coherent states.
Coherent states were discovered by Schro¨dinger in 1926. He introduced
them as a system of nonorthogonal wave functions which described non-
spreading wave packets for the quantum harmonic oscillator. For nearly
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forty years these states were largely ignored. However in the 1960s a lot of
interest in these states was ignited by figures such as Klauder, Glauber, Segal,
Berezin, Bargmann, Perelomov and many others [7, 10, 66]. In this section
we introduce standard coherent states into p-mechanics. More general coher-
ent states have also been considered [52, 66] — their role in p-mechanics is
discussed in Chapter 7. The definition of an overcomplete system of coherent
states was given in Definition 3.1.11.
Initially we need to introduce a vacuum vector inH2h. For this we take the
vector inH2h corresponding to the ground state of the harmonic oscillator with
classical Hamiltonian 1
2
(mω2q2+ 1
m
p2) where ω is the constant frequency and
m is the constant mass. The vector in F 2(Oh) corresponding to the ground
state is [51, Eq 2.18]
f0(q, p) = exp
(
−2π
h
(ωmq2 + (ωm)−1p2)
)
, h > 0.
The image of this under Sh is
e2piihs(F−1(f0))(x, y) = e2piihs
∫
R2n
e−
2pi
h
(mωq2+(mω)−1p2)e2pii(qx+py) dq dp.
Using formula (A.1.1) we get
Sh(f0)(s, x, y) =
(
h
2
)n
exp
(
2πihs− πh
2
(
x2
ωm
+ y2ωm
))
,
which is the element of H2h corresponding to the ground state. For the rest
of this section we assume that ω and m are equal to unity. In doing this we
make the calculations less technical without losing any generality.
Definition 4.4.1. Define the vacuum vector in H2h as
v(h,0,0)(s, x, y) =
(
h
2
)n
exp
(
2πihs− πh
2
(
x2 + y2
))
.
To generate a system of coherent states in H2h we need an irreducible
representation of the Heisenberg group on H2h. The representation we use is
(ζh(r,a,b)v)(s, x, y) = v
((
− r
h2
,− b
h
,
a
h
)−1
(s, x, y)
)
(4.4.1)
= v
((
r
h2
,
b
h
,−a
h
)
(s, x, y)
)
= v
(
s+
r
h2
+
1
2h
(by + ax), x+
b
h
, y − a
h
)
.
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Lemma 4.4.2. ζh is an irreducible representation of the Heisenberg group.
Proof. A direct calculation shows that ζh satisfies the group homomorphism
property. Irreducibility follows since left shifts are irreducible in H2h as ex-
plained in Section 4.1.
Since ζh(r,0,0) : v(s, x, y) 7→ v
(
s+ r
h2
, x, y
)
= e2pii
r
hv(s, x, y) we see that ζh
satisfies condition 2 of [48, Defn. 2.2] with H as the centre of Hn (that is
{(r, 0, 0) : r ∈ R}). Since ζh is an irreducible representation of the Heisenberg
group by [48, Thm. 2.11] the system of vectors given by
v(h,a,b) = ζ
h
(o,a,b)v(h,0,0)
is a system of square integrable coherent states [2, 1]. By a direct calculation
v(h,a,b)(s, x, y) (4.4.2)
= v(h,0,0)
(
s+
1
2h
(by + ax), x+
b
h
, y − a
h
)
= exp
(
2πihs+ πi(by + ax)− πh
2
(
x+
b
h
)2
− πh
2
(
y − a
h
)2)
.
To prepare for later calculations we present two rearrangements of (4.4.2)
v(h,a,b)
= exp
(
2πihs + πx(ia− b) + πy(ib+ a)− πh
2
(x2 + y2)− π
2h
(a2 + b2)
)
= exp
(
2πihs + πa(ix+ y) + πb(iy − x)− πh
2
(x2 + y2)− π
2h
(a2 + b2)
)
.
Now we have an overcomplete system of coherent sates for H2h we can prove
the validity of equation (4.1.5).
Lemma 4.4.3.
K
H2h
(a′,b′)(s, a, b) = exp
[
2πihs+
π
2h
(
2(a+ ib)(a′ − ib′)− a2 − b2 − a′2 − b′2)]
(4.4.3)
is a reproducing kernel for H2h.
Proof. Since {v(h,a,b) : a, b ∈ Rn} are an overcomplete system of coherent
states,
K
H2h
(a′,b′)(s, a, b) = e
2piihs〈v(h,a,b), v(h,a′,b′)〉H2h (4.4.4)
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is a reproducing kernel for H2h [66, Eq. 1.2.13]. Now
〈v(h,a,b), v(h,a′,b′)〉H2h (4.4.5)
=
∫
R2n
exp (πx(ia− b− ia′ − b′) + πy(ib+ a− ib′ + a′))
× exp (−πh(x2 + y2)) dx dy
× exp
(
− π
2h
(
a2 + b2 + a′2 + b′2
))
.
Using (A.1.1) this becomes
exp
( π
4h
[(ia− b)2 − 2(ia− b)(ia′ + b′) + (ia′ − b′)2
+(ib+ a)2 + 2(ib+ a)(−ib′ + a′) + (a′ − ib′)2])
× exp
(
− π
2h
(a2 + b2 + a′2 + b′2)
)
= exp
( π
2h
(2(a+ ib)(a′ − ib′)− a2 − b2 − a′2 − b′2)
)
.
Also since this system of coherent states is square integrable we can take
coherent state expansions [2] of any element, v ∈ H2h, that is
v =
∫
R2n
〈v, v(h,a,b)〉v(h,a,b) da db. (4.4.6)
If we map the H2h coherent states from equation (4.4.2) into Lh we get a
system of coherent states realised as kernels.
Lemma 4.4.4. The kernel coherent state l(h,a,b) corresponding to v(h,a,b) is
l(h,a,b) = exp
(
2πihs+ 2πi(ax+ by)− πh
2
(x2 + y2)
)
(4.4.7)
Proof. By equation (4.1.13)
l(h,a,b) = e
2piihs
∫
R2n
epiih(xy
′−x′y)v˜(x′ − x, y′ − y)v˜(x′, y′) dx′ dy′
where
v˜(x, y) = exp
(
πx(ia− b) + πy(ib+ a)− πh
2
(x2 + y2)− π
2h
(a2 + b2)
)
.
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So
l(h,a,b) = exp(2πihs) (4.4.8)
×
∫
R2n
exp (πih(xy′ − x′y) + πx′(−ia− b)− πx(−ia − b) + πy′(−ib + a)
−πy(−ib+ a) + πx′(ia− b) + πy′(ib+ a)
−πh
2
[(x′ − x)2 + (y′ − y)2 + x′2 + y′2]− π
h
(a2 + b2)
)
dx′ dy′
Using (A.1.1) this becomes
exp
(
2πihs− πx(−ia− b)− πy(a− ib)− πh
2
(x2 + y2)− π
h
(a2 + b2)
+
π
4h
[
(hx− ihy − 2b)2 + (hy + ihx+ 2a)2])
= exp
(
2πihs− πx(−ia− b)− πy(a− ib)− πh
2
(x2 + y2)− π
h
(a2 + b2)
+
π
4h
[4ah(y + ix)− 4bh(x− iy)] + π
h
(a2 + b2)
)
= exp
(
2πihs− πx(−ia− b)− πy(a− ib)− πh
2
(x2 + y2)
+πa(y + ix)− πb(x− iy))
= exp
(
2πihs+ 2πi(ax+ by)− πh
2
(x2 + y2)
)
.
Definition 4.4.5. For h ∈ R \ {0} and (a, b) ∈ R2n define the system of
coherent states k(h,a,b) by
k(h,a,b)(B) = 〈B ∗ v(h,a,b), v(h,a,b)〉 =
∫
Hn
B(g)l(h,a,b)(g)dg.
It is clear that the limit as h → 0 of the kernels l(h,a,b) will just be the
kernels l(0,a,b) = e
2pii(ax+by). This proves that the system of coherent states we
have constructed have the (q, p) pure states, k(0,a,b), from equation (4.1.15),
as their limit as h→ 0.
Theorem 4.4.6. If we have any p-observable B ∈ L1(Hn) which is the p-
mechanisation (see equation (3.2.1)) of a classical observable, f , then
lim
h→0
k(h,a,b)(B) = k(0,a,b)(B) = f(a, b).
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Proof. By the discussion prior to this theorem we clearly have pointwise
convergence. Since |B(s, x, y)l(h,a,b)(s, x, y)| ≤ B(s, x, y)l(0,a,b)(s, x, y) for all
h the result follows by Lebesgue’s dominated convergence theorem [68, Thm.
1.11].
We have used p-mechanics to rigorously prove, in a simpler way to pre-
vious attempts [38], the classical limit of coherent states.
Now we introduce the p-mechanical creation and annihilation operators.
These operators are of great use in Chapters 5 and 6.
Definition 4.4.7. The p-mechanical creation, A+j , and annihilation, A
−
j ,
distributions are defined as
A+j =
1
2πi
(
∂
∂xj
δ(s)δ(x)δ(y)− i ∂
∂yj
δ(s)δ(x)δ(y)
)
, (4.4.9)
A−j =
1
2πi
(
∂
∂xj
δ(s)δ(x)δ(y) + i
∂
∂yj
δ(s)δ(x)δ(y)
)
. (4.4.10)
The p-mechanical creation and annihilation operators are left convolution by
the creation and annihilation distributions respectively.
The creation and annihilation operators are the p-mechanisation of q− ip
and q + ip respectively.
Lemma 4.4.8. v(h,a,b) is an eigenfunction for A
−
j with eigenvalue (aj + ibj),
that is
A−j ∗ v(h,a,b) = (aj + ibj)v(h,a,b).
Proof. By equations (3.2.5) and (3.2.7)
A−j ∗ v(h,a,b)
=
(
Xrj + iY
r
j
)
v(h,a,b)
=
1
2πi
(
∂
∂xj
+
yj
2
∂
∂s
+ i
∂
∂yj
− ixj
2
∂
∂s
)
v(h,a,b)
=
1
2πi
(π(iaj − bj)− πhxj + πihyj + iπ(ibj + aj)− πihyj + πhxj)v(h,a,b)
=
1
2πi
(2πiaj − 2πbj)
= (aj + ibj)
Remark 4.4.9. Since the right invariant vector fields generate left shifts [75]
the H2h coherent states could also be generated by the operator e(−bX+aY )A.
From Theorems 4.2.5 and 4.2.10 the corresponding operator for the kernel
coherent states is e−b{[X,·]}+a{[Y,·]}.
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4.5 The Interaction Picture
In the Schro¨dinger picture, time evolution is governed by the states and
their equations dv
dt
= BH ∗Av; dldt = {[BH , l]} . In the Heisenberg picture, time
evolution is governed by the observables and the equation dB
dt
= {[B,BH ]} .
In the interaction picture we divide the time dependence between the states
and the observables. This is suitable for systems with a Hamiltonian of the
form BH = BH0 + BH1 where BH0 is time independent. The interaction
picture has many uses in perturbation theory [54, Sect. 14.4].
Let a p-mechanical system have the Hamiltonian BH = BH0 +BH1 where
BH0 is time independent and self-adjoint (see Definition 4.2.1). We first
describe the interaction picture for elements of H2h. Define exp(tBH0A) as
the operator on H2h which is the exponential of the operator of applying A
then taking the convolution with tBH0 — this is defined using Stone’s theorem
[68, Sect. 8.4]. Also by Stone’s theorem we have d
dt
etABH0v = BH0∗AetABH0v.
Now if B is an observable let
B˜ = exp(−tBH0A)B exp(+tBH0A) (4.5.1)
then
dB˜
dt
= −BH0 ∗ B˜A+ B˜ ∗BH0A
=
{[
B˜, BH0
]}
.
If v ∈ H2h, define v˜(t) = (exp(−tBH0A))v(t). Note for v˜ there is time depen-
dence in both v and exp(−tBH0A) so when differentiating with respect with
to t we get
d
dt
v˜ =
d
dt
(exp(−tBH0A)v) (4.5.2)
= −BH0 ∗ Av˜ + exp(−tBH0A)((BH0 +BH1) ∗ Av)
= −BH0 ∗ Av˜ +BH0 ∗ A exp(−tBH0A)v + exp(−tBH0A)BH1 ∗ Av
= (exp(−tBH0A)BH1 ∗ A exp(tBH0A))(v˜)
= (exp(−tBH0A)ABH1 ∗ exp(tBH0A))(v˜).
Now we describe the interaction picture for a state defined by a kernel l.
Define
l˜(t) = e−{[BH0 ,·]}tl(t) = exp(−tBH0A)l(t) exp(tBH0A)
so conversely
l = exp(tBH0A)l˜ exp(−tBH0A). (4.5.3)
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Differentiating with respect to t gives us
dl˜
dt
= −BH0 ∗ Al˜ + exp(−tBH0A) {[BH0 +BH1 , l]} exp(tBH0A) + l˜ ∗BH0A
= −BH0 ∗ A exp(−tBH0A)l exp(tBH0A)
+ exp(−tBH0A) {[BH0 +BH1 , l]} exp(tBH0A)
+ exp(−tBH0A)l exp(tBH0A) ∗BH0A
= exp(−tBH0A) {[BH1, l]} exp(tBH0A)
= exp(−tBH0A)BH1 ∗ exp(tBH0A)l˜ exp(−tBH0A) exp(tBH0A)A
− exp(−tBH0A) exp(tBH0A)l˜ exp(−tBH0A) ∗BH1 exp(tBH0A)A
=
{[
exp(−tBH0A)BH1 exp(tBH0A), l˜
]}
. (4.5.4)
This shows us how interaction states evolve with time. Note that if we take
BH0 = BH we have the Heisenberg picture, while if we take BH1 = BH we
have the Schro¨dinger picture. The p-mechanical interaction picture here in
its abstract form seems very dry, but in Section 5.4 we will see that it is
extremely useful in studying the forced oscillator. Also in Section 5.4 we will
see how the p-mechanical interaction picture can produce simpler calculations
than those given by the usual quantum interaction picture.
4.6 Relationships Between L2(Rn) and H2h
In this subsection we present a kernel which will map an element of L2(Rn)
into an element of H2h. The standard mathematical formulation of quantum
mechanics is given by operators on the Hilbert space L2(Rn). If we look at
relations between H2h and L2(Rn) we will get relations between p-mechanics
and the standard formulation of quantum mechanics.
Theorem 4.6.1. L2(Rn) can be mapped into H2h by
ψ 7→ e2piihs
∫
ψ(ξ)K
H2h
I (x, y, ξ) dξ (4.6.1)
where
K
H2h
I (x, y, ξ) = exp
(
−2πξ(y + ix)− hπy2 + πihxy − π
h
ξ2
)
.
Proof. Theorem 3.1.6 shows that L2(Rn) is mapped into F 2(Oh) by the kernel
KFI (q, p, ξ) =
(
2
h
)n/4
e
4pii
h
(pξ+qp)e−
pi
h
(ξ+2q)2 . (4.6.2)
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Furthermore equation (4.1.4) shows us that the inverse Fourier transform
followed by multiplication by e2piihs maps F 2(Oh) into H2h. So it is clear that
the combination of integration next to KFI and the inverse Fourier transform
followed by multiplication by e2piihs will give us a map from L2(Rn) to H2h.
So if ψ is in L2(Rn) then
e2piihs
(
2
h
)n/4 ∫
ψ(ξ)e
4pii
h
(pξ+qp)e−
pi
h
(ξ+2q)2e2pii(q.x+p.y) dξ dq dp (4.6.3)
is the associated element of H2h. The function we are integrating is inte-
grable since we are taking the Fourier transform of an L2(R2n) function (see
Theorem 3.1.8) so we can use Fubini’s Theorem (see Theorem A.1.1) to in-
terchange the order of integration. Using Fubini’s Theorem the integral in
(4.6.3) becomes∫
ψ(ξ) exp
(
4πi
h
pξ − π
h
ξ2 + 2πipy
)
×
(∫
exp
(
q
(
4πi
h
p− 4π
h
ξ + 2πix
)
− 4π
h
q2
)
dq
)
dp dξ.
Using equation (A.1.1) the above formula becomes
∫
ψ(ξ) exp
(
4πi
h
pξ − π
h
ξ2 + 2πipy
)
exp
(
π
h
(
ip− ξ + ih
2
x
)2)
dp dξ
=
∫
ψ(ξ) exp
(
−π
h
ξ2 +
π
h
(
ξ − ih
2
x
)2)
×
(∫
exp
(
p
(
2πi
h
ξ + 2πiy − πx
)
− π
h
p2
)
dp
)
dξ
=
∫
ψ(ξ) exp
(
−π
h
ξ2 +
π
h
(
ξ − ih
2
x
)2)
exp
(
−hπ
(
ξ
h
+ y + i
x
2
)2)
dξ
=
∫
ψ(ξ) exp
(
−2πiξx− π
h
ξ2 − 2πξy − hπy2 + ihπxy
)
dξ
=
∫
ψ(ξ) exp
(
−2πξ(y + ix)− hπy2 + ihπxy − π
h
ξ2
)
dξ.
By equation (4.1.11) we have a map from H2h to Lh so combining this
with the above construction we have a map from L2(Rn) into the space of
kernels.
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4.7 The Rigged Hilbert Spaces Associated
with H2h and F 2(Oh)
Rigged Hilbert spaces (also known as Gel’fand triples [31]) were intro-
duced in quantum mechanics to help deal with problems which arose from
the presence of unbounded operators. Gel’fand and his collaborators discov-
ered rigged Hilbert spaces as a tool for dealing with operators on infinite
dimensional vector spaces [31, Chap. 1, Sect. 4]. Roberts [69], Bohm [11]
and Antoine [4] in the 1960s realised that rigged Hilbert spaces could be used
to rigorously define Dirac’s ”bra and ket” formulation of quantum mechanics.
In quantum mechanics the position and momentum observables have con-
tinuous spectra. From Example 3.2.2 the p-mechanisation of the classical
position and momentum observables are the distributions 1
2pii
∂
∂x
δ(s)δ(x)δ(y)
and 1
2pii
∂
∂y
δ(s)δ(x)δ(y) respectively. When realised as operators of convolu-
tion on H2h they are the following operators
P(q) ∗ v = 1
2πi
(
∂
∂x
+ πihy
)
v (4.7.1)
P(p) ∗ v = 1
2πi
(
∂
∂y
− πihx
)
v. (4.7.2)
These operators clearly are not defined on the whole of H2h, and do not
have any eigenfunctions in H2h, and so as was mentioned before we need the
concept of rigged Hilbert spaces. The idea of a rigged Hilbert space is to
start with the original Hilbert space, H , then choose a subset, Φ, on which
the operator is defined. After this we must also consider the dual space to
Φ, denoted Φ′, which will contain the original space. This gives us a triple
of vector spaces
Φ ⊂ H ⊂ Φ′. (4.7.3)
A rigged Hilbert space is a triple as in (4.7.3) where the space Φ is nuclear [31,
Chap. 1 Sect. 3]. Suppose A is an operator on the Hilbert space in question
then a generalised eigenfunction of A with eigenvalue λ is an element ψ ∈ Φ′
such that
〈Aφ, ψ〉 = λ〈φ, ψ〉 (4.7.4)
for any φ ∈ Φ. The brackets 〈, 〉 in the above equation denote the evaluation
of an element of Φ on the left by a functional in Φ′ on the right.
Theorem 4.7.1. [31, Chap. 1, Sect. 4.5, Thm 5] A self-adjoint operator
in a rigged Hilbert space has a complete system of generalised eigenvectors
corresponding to real eigenvalues.
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In the L2(Rn) formulation of quantum mechanics the chosen triple is
S(Rn) ⊂ L2(Rn) ⊂ S ′(Rn) (4.7.5)
where S(Rn) and S ′(Rn) are defined in Appendix A.5. For F 2(Oh) an asso-
ciated rigged Hilbert space is
Expf ⊂ F 2(Oh) ⊂ F (Oh) (4.7.6)
where
F (Oh) = {f ∈ C∞(R2n) : Dhj f = 0 for j = 1, · · · , n}
(the operator Dhj is defined in equation (3.1.17)) and
Expf =
{
f ∈ F (Oh) : ∃c, a ∈ R such that |f(q, p)| ≤ cea
√
q2+p2 ∀q, p ∈ Rn
}
.
It can be shown that F (Oh) and Expf are both nuclear and duals of each
other3 [4, 5]. Similarly a rigged Hilbert space for H2h is
Exph ⊂ H2h ⊂ Hh
where
Hh = {e2piihsf(x, y) : Ehj f = 0 for j = 1, · · · , n} (4.7.7)
(the operator Ehj is defined in equation (4.1.2)) and
Exph = {v(s, x, y) ∈ Hh :
∃c, a ∈ R such that |v(s, x, y)| ≤ cea
√
x2+y2 ∀x, y ∈ Rn
}
.
Now we can find the generalised eigenfunctions for position and momentum
in Hh. The generalised eigenfunctions for position are
exp
(
2πihs+ 2πξ(y + ix)− πhy2 − πihxy − π
h
ξ2
)
(4.7.8)
with eigenvalue ξ – there is one of these eigenfunctions for every ξ ∈ R. The
generalised eigenfunctions for momentum are
exp
(
2πihs+ 2πξ(x+ iy)− πhx2 + πihxy − π
h
ξ2
)
also with eigenvalue ξ – again there is one of these eigenfunctions for every
ξ ∈ R. It can be easily verified that both of these functions are in Hh. It is
clear that both of these operators have the continuous spectrum R — which
is what is required.
3The function f ∈ Expf associated with the functional µ ∈ F (Oh)′ is given by f(a, b) =〈
µ(q, p), e〈(a,b)·(q,p)〉
〉
where · is the dot product on R2n. This map is known as either the
Fourier-Laplace transform or the Fourier-Borel transform [76].
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Chapter 5
Examples: The Harmonic
Oscillator and the Forced
Oscillator
In this chapter we look at two examples: the harmonic oscillator and
the forced oscillator. The p-mechanical harmonic oscillator has already been
discussed in [50] and [51]. In Section 5.1 we present a slightly different
approach to the problem and develop some new insights. For the rest of the
chapter we apply the theory from Chapters 3 and 4 to the example of the
forced oscillator. It is shown that both the quantum and classical pictures
are derived from the same source.
The classical forced oscillator has been studied in great depth for a long
time — for a description of this see [32] and [42]. The quantum case has also
been heavily researched — see for example [61, Sect 14.6], [59]. Of interest
in the quantum case has been the use of coherent states – this is described
in [66]. Here we extend these approaches to give a unified quantum and
classical solution of the problem based on the p-mechanical framework.
5.1 The Harmonic Oscillator
Throughout this section we assume that the forced and harmonic oscilla-
tors are one dimensional – the extension to n dimensions is straight forward.
The classical Hamiltonian of the harmonic oscillator with frequency ω and
mass m is
H(q, p) =
1
2
(
mω2q2 +
1
m
p2
)
. (5.1.1)
This is a C∞ function which can be realised as an element of S ′(R2n). The
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p-mechanisation (see Equation (3.2.1)) of this is the p-mechanical harmonic
oscillator Hamiltonian1
− 1
8π2
(
mω2δ(s)δ(2)(x)δ(y) +
1
m
δ(s)δ(x)δ(2)(y)
)
(5.1.2)
which is a distribution in S ′(Hn). The p-mechanical harmonic oscillator
Hamiltonian has the equivalent form
BH =
1
2m
(A+ ∗ A− + iωm2δ(1)(s)δ(x)δ(y)).
The distributions A+ and A− were defined in equations (4.4.9) and (4.4.10);
for the purposes of this chapter we give them a slightly different definition
A+ =
1
2πi
(mωδ(s)δ(1)(x)δ(y)− iδ(s)δ(x)δ(1)(y))
A− =
1
2πi
(mωδ(s)δ(1)(x)δ(y) + iδ(s)δ(x)δ(1)(y)).
We denote the p-mechanical normalised eigenfunction with eigenvalue n of
the harmonic oscillator by vn ∈ H2h (note here that the coherent state
v(h,0,0) = v0); it has the form
vn =
(
1
n!
)1/2
(AA+)n ∗ v(h,0,0)
=
(
1
n!
)1/2(
h
2
)n
e2piihs(ωmy + ix)n exp
(
−πh
2
(
x2
ωm
+ y2ωm
))
.
It can be shown by a trivial calculation that the creation and annihilation
operators (see Definition 4.4.7) raise and lower the eigenfunctions of the
harmonic oscillator respectively. That is
A+ ∗ vn = vn+1 and A− ∗ vn = vn−1. (5.1.3)
It is important to note that these states are orthogonal under the H2h inner
product defined in equation (4.1.3).
In [51, Eq. 4.14] it is shown that the p-dynamic equation for an arbitary
p-mechanical observable in this system is
dB
dt
= {[B,BH ]}
= ω2my
∂B
∂x
− x
m
∂B
∂y
1δ(s)δ(2)(x)δ(y) is used to denote the distribution ∂
2
∂x2
δ(s)δ(x)δ(y).
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which has solution
B(t; s, x, y) = B0
(
s, x cos(ωt) +mωy sin(ωt),− 1
mω
x sin(ωt) + y cos(ωt)
)
.
(5.1.4)
5.2 The p-Mechanical Forced Oscillator: The
Solution and Relation to Classical Me-
chanics
The classical Hamiltonian for an oscillator of frequency ω and mass m
being forced by a real function of a real variable z(t) is
H(t, q, p) =
1
2
(
mω2q2 +
1
m
p2
)
− z(t)q.
Then for any observable f ∈ C∞(R2n) the dynamic equation in classical
mechanics is
df
dt
= {f,H}
=
p
m
∂f
∂q
− ω2mq∂f
∂p
+ z(t)
∂f
∂p
. (5.2.1)
Through the procedure of p-mechanisation (see (3.2.1)) we get the p-mechanical
forced oscillator Hamiltonian to be
BH(t; s, x, y) = − 1
8π2
(
mω2δ(s)δ(2)(x)δ(y) +
1
m
δ(s)δ(x)δ(2)(y)
)
−z(t)
2πi
δ(s)δ(1)(x)δ(y). (5.2.2)
From equations (3.2.5), (3.2.7) and (3.2.11) the p-dynamic equation for an
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arbitrary p-observable B is
dB
dt
= {[B,BH ]}
= (B ∗BH − BH ∗B)A
=
[
− 1
8π2
(
mω2((Xl)2 − (Xr)2) + 1
m
((Yl)2 − (Yr)2)
)
−z(t)
2πi
(Xl − Xr)
]
AB
=
[
− 1
8π2
(
mω2
((
∂
∂x
− y
2
∂
∂s
)2
−
(
∂
∂x
+
y
2
∂
∂s
)2)
+
1
m
((
∂
∂y
+
x
2
∂
∂s
)2
−
(
∂
∂y
− x
2
∂
∂s
)2))
−z(t)
2πi
(
∂
∂x
− y
2
∂
∂s
− ∂
∂x
− y
2
∂
∂s
)]
AB.
Using the fact that ∂
∂s
A = 4π2I the p-dynamic equation for the forced oscil-
lator is
dB
dt
= ω2my
∂B
∂x
− x
m
∂B
∂y
− 2πiyz(t)B. (5.2.3)
Theorem 5.2.1. The following expression is a solution of the p-dynamic
equation for the forced oscillator (5.2.3)
B(t; s, x, y) (5.2.4)
= exp
(
−2πi
(
1
mω
∫ t
0
z(τ) sin(ωτ) dτX(t) +
∫ t
0
z(τ) cos(ωτ) dτY (t)
))
×B(0; s,X(t), Y (t)),
where
X(t) = x cos(ωt) +mωy sin(ωt),
Y (t) = − x
mω
sin(ωt) + y cos(ωt).
Proof. We have that
dX
dt
= −ωx sin(ωt) +mω2y cos(ωt) = ω2my∂X
∂x
− x
m
∂X
∂y
(5.2.5)
dY
dt
= − x
m
cos(ωt)− yω sin(ωt) = ω2my∂Y
∂x
− x
m
∂Y
∂y
. (5.2.6)
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Equations (5.2.5) and (5.2.6) imply that for any observable B
dB(s,X(t), Y (t))
dt
= ω2my
∂B(s,X(t), Y (t))
∂x
− x
m
∂B(s,X(t), Y (t))
∂y
. (5.2.7)
Now differentiating expression (5.2.4) with respect to time gives us
dB(t; s, x, y)
dt
= −2πi
[
1
mω
z(t) sin(ωt)X(t) +
1
mω
∫ t
0
z(τ) sin(ωτ) dτ
dX
dt
+z(t) cos(ωt)Y (t) +
∫ t
0
z(τ) cos(ωτ) dτ
dY
dt
]
B(t; s, x, y)
+ exp(F (t, x, y))
dB(s,X(t), Y (t))
dt
= −2πi
[
yz(t) +
1
mω
∫ t
0
z(τ) sin(ωτ) dτ
dX
dt
+
∫ t
0
z(τ) cos(ωτ) dτ
dY
dt
]
×B(t; s, x, y)
+ exp(F (t, x, y))
dB(s,X(t), Y (t))
dt
where
F (t, x, y) =
(
−2πi
(
1
mω
∫ t
0
z(τ) sin(ωτ) dτX(t) +
∫ t
0
z(τ) cos(ωτ) dτY (t)
))
.
Furthermore
∂B(t; s, x, y)
∂x
=
−2πi
(
1
mω
∫ t
0
z(τ) sin(ωτ) dτ
∂X
∂x
+
∫ t
0
z(τ) cos(ωτ) dτ
∂Y
∂x
)
B(t; s, x, y)
+ exp(F (t, x, y))
∂B(s,X(t), Y (t))
∂x
and
∂B(t; s, x, y)
∂y
=
−2πi
(
1
mω
∫ t
0
z(τ) sin(ωτ) dτ
∂X
∂y
+
∫ t
0
z(τ) cos(ωτ) dτ
∂Y
∂y
)
B(t; s, x, y)
+ exp(F (t, x, y))
∂B(s,X(t), Y (t))
∂y
.
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If we substitute this into (5.2.3) and equate the coefficients of∫ t
0
z(τ) sin(ωτ) dτB(t; s, x, y),
∫ t
0
z(τ) cos(ωτ) dτB(t; s, x, y) then using equa-
tions (5.2.5), (5.2.6) and (5.2.7) we get the required result.
Now we show that if we take the p-mechanisation of a classical observable,
f , then the one dimensional representation of (5.2.4) will give the classical
flow for the forced oscillator.
f(t; q, p)
=
∫
R2n+1
B(t; s, x, y)e−2pii(q.x+p.y) ds dx dy
=
∫
R2n+1
exp
(
−2πi
(
1
mω
∫ t
0
z(τ) sin(ωτ) dτX(t)
+
∫ t
0
z(τ) cos(ωτ) dτY (t)
))
× exp(−2πi(q.x+ p.y))B(0; s,X(t), Y (t)) ds dx dy.
Making the change of variable u = X(t) and v = Y (t) the above equation
becomes∫
R2n+1
exp
(
−2πi
(
1
mω
∫ t
0
z(τ) sin(ωτ) dτu+
∫ t
0
z(τ) cos(ωτ) dτv
))
× exp
(
−2πi
(
q.(u cos(ωt)− vmω sin(ωt)) + p.
( u
mω
sin(ωt) + v cos(ωt)
)))
×B(0; s, u, v) ds du dv
=
∫
R2n+1
exp
(
−2πiu.
(
qcos(ωt) +
p
mω
sin(ωt) +
1
mω
∫ t
0
z(τ) sin(ωτ) dτ
))
× exp
(
−2πiv.
(
−qmω sin(ωt) + p cos(ωt) +
∫ t
0
z(τ) cos(ωτ) dτ
))
×B(0; s, u, v) ds du dv
= f
(
0; q cos(ωt) +
p
mω
sin(ωt) +
1
mω
∫ t
0
z(τ) sin(ωτ) dτ,
−qmω sin(ωt) + p cos(ωt) +
∫ t
0
z(τ) cos(ωτ) dτ
)
. (5.2.8)
This flow satisfies the classical dynamic equation (5.2.1) for the forced os-
cillator — this is shown in [42]. Similarly if we take an infinite dimensional
representation of B(t; s, x, y) we will get the quantum observable which is
ρh(B(0; s, x, y)) after spending time t in the forced oscillator system.
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5.3 A Periodic Force and Resonance
In classical mechanics the forced oscillator is of particular interest if we
take the external force to be z(t) = Z0 cos(Ωt) [42], that is the oscillator
is being driven by a harmonic force of constant frequency Ω and constant
amplitude Z0. First we define the functions ψ1(ω,Ω, t) and ψ2(ω,Ω, t) as
ψ1(ω,Ω, t) =
∫ t
0
cos(Ωτ) sin(ωτ) dτ,
ψ2(ω,Ω, t) =
∫ t
0
cos(Ωτ) cos(ωτ) dτ.
By a simple calculation we have for Ω 6= ω
ψ1(ω,Ω, t) =
2
(Ω2 − ω2) [Ω cos(Ωt) cos(ωt) + ω sin(Ωt) sin(ωt)− Ω] (5.3.1)
ψ2(ω,Ω, t) =
2
(Ω2 − ω2) [−Ω sin(Ωt) cos(ωt) + ω cos(Ωt) sin(ωt)]. (5.3.2)
By substituting these two equations into (5.2.4) we get the p-mechanical
solution for the oscillator being forced by a periodic force as
B(t; s, x, y)
= exp
(
−2πi
(
1
mω
ψ1(ω,Ω, t)X(t) + ψ2(ω,Ω, t)Y (t)
))
(5.3.3)
×B(0; s,X(t), Y (t)),
where X(t) and Y (t) are as defined in Theorem 5.2.1. We can see that
the solution is the flow of the p-mechanical unforced oscillator multiplied by
an exponential term which is also periodic. However the argument of this
exponential term will become infinitely large as Ω comes close to ω. If we
substitute (5.3.1) and (5.3.2) into (5.2.8) we obtain a classical flow which
is periodic but with a singularity as Ω tends towards ω. These two effects
show a correspondence between classical and p-mechanics. When Ω = ω the
functions ψ1(ω,Ω, t) and ψ2(ω,Ω, t) become
ψ1(ω,Ω, t) =
∫ t
0
cos(ωτ) sin(ωτ) dτ =
1− cos(2ωt)
4ω
(5.3.4)
ψ2(ω,Ω, t) =
∫ t
0
cos(ωτ) cos(ωτ) dτ =
t
2
+
1
4ω
sin(2ωt). (5.3.5)
Now when these new values are substituted into (5.3.3) the argument of
the exponential term will expand without bound as t becomes large. When
(5.3.4) and (5.3.5) are substituted into (5.2.8) the classical flow will also
expand without bound — this is the effect of resonance.
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5.4 The Interaction Picture of the Forced Os-
cillator
We now use the interaction picture (see Section 4.5) to get a better de-
scription of the p-mechanical forced oscillator and also to demonstrate some
of the quantum effects. The interaction picture has already been used in
quantum mechanics [61, Sect. 14.6] to analyse the forced oscillator; we show
in this section how p-mechanics can simplify some of these calculations. In
p-mechanics we get a solution for the problem directly without any need for a
time ordering operator [61, Eq. 14.129]. Taking the infinite dimensional rep-
resentation of our solution we obtain the quantum interaction picture. This
is a more straight forward way of analysing the quantum forced oscillator
than is given in the current quantum mechanical literature.
To simplify the calculations we take the constants m and ω to be unity
throughout this section. To use the interaction picture (see Section 4.5)
we split the p-mechanical Hamiltonian for the forced oscillator (from equa-
tion (5.2.2)) into two parts BH0 = − 18pi2
(
δ(s)δ(2)(x)δ(y) + δ(s)δ(x)δ(2)(y)
)
and BH1 = −z(t)2pii δ(s)δ(1)(x)δ(y). Now by equation (4.5.2) a H2h state v˜ =
exp(−tABH0)v will evolve by the equation2
dv˜
dt
= exp(−tBH0A)ABH1 exp(tBH0A) ∗ v˜.
Since BH0 is just the Hamiltonian for the harmonic oscillator we have using
equation (5.1.4) and Property 3 of Lemma 4.2.3
dv˜
dt
= BH1(s, x cos(t) + y sin(t),−x sin(t) + y cos(t)) ∗ Av˜
= A
(
−z(t)
2πi
)
δ(s)δ(1)(x cos(t) + y sin(t))δ(−x sin(t) + y cos(t)) ∗ v˜
= A
[
−z(t)
2πi
∫
Hn
δ(s′)δ(1)(x′ cos(t) + y′ sin(t))δ(−x′ sin(t) + y′ cos(t))
×v˜((−s′,−x′ − y′).(s, x, y)) ds′ dx′ dy′] .
Since v˜ ∈ H2h we have Av˜ = 2piih v˜ then by a change of variable the right hand
2Note that exp(tBH0A) is well defined using Stone’s Theorem since BH0 is self-adjoint
on H2h and A is just multiplication by 2piih .
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side of the above equation is equal to
−2π
ih
z(t)
2πi
∫
Hn
δ(s′)δ(1)(x′)δ(y′)
×v˜((−s′,−x′ cos(t) + y′ sin(t),−x′ sin(t)− y′ cos(t)).(s, x, y))
=
z(t)
h
∂
∂x′
v˜
(
s− s′ + 1
2
[(−x′ cos(t) + y′ sin(t))y + (x′ sin(t) + y′ cos(t))x],
x− x′ cos(t) + y′ sin(t), y − x′ sin(t)− y′ cos(t)) |(s′,x′,y)=(0,0,0)
=
z(t)
h
(
1
2
(x sin(t)− y cos(t)) ∂
∂s
− cos(t) ∂
∂x
− sin(t) ∂
∂y
)
v˜
=
(
πiz(t)[x sin(t)− y cos(t)]− z(t) cos(t)
h
∂
∂x
− z(t) sin(t)
h
∂
∂y
)
v˜.
A solution of this equation is
v˜(t; s, x, y) (5.4.1)
= exp
(
−πi
∫ t
0
∫ τ
0
(z(τ) cos(τ)z(τ ′) sin(τ ′)− z(τ ′) cos(τ ′)z(τ) sin(τ) dτ ′dτ
)
×v0
((
0,−1
h
∫ t
0
z(τ) cos(τ) dτ,−1
h
∫ t
0
z(τ) sin(τ) dτ
)
.(s, x, y)
)
= exp
(
−πi
∫ t
0
∫ τ
0
z(τ)z(τ ′) sin(τ − τ ′) dτ ′dτ
)
×v0
(
s+
1
2h
(
x
∫ t
0
z(τ) sin(τ) dτ − y
∫ t
0
z(τ) cos(τ) dτ
)
,
x− 1
h
∫ t
0
z(τ) cos(τ) dτ, y − 1
h
∫ t
0
z(τ) sin(τ) dτ
)
.
So the time evolution is just a left shift by(
0,
1
h
∫ t
0
z(τ) cos(τ) dτ,
1
h
∫ t
0
z(τ) sin(τ) dτ
)
(5.4.2)
and multiplication by a numerical phase of modulus 1. The numerical phase
can be ignored when taking expectation values of observables — it will be
canceled out by the complex conjugation in the H2h inner product.
If at time 0 the system is in a coherent state v(h,a,b) (see equation (4.4.2))
that is
v˜(0; s, x, y) = v(h,0,0)
((
0,
b
h
,−a
h
)
(s, x, y)
)
(5.4.3)
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then by time t the system will be in state
v˜(t; s, x, y)
= ef1(t)v(h,0,0)
((
0,−1
h
∫ t
0
z(τ) cos(τ) dτ,−1
h
∫ t
0
z(τ) sin(τ) dτ
)
×
(
0,
b
h
,−a
h
)
(s, x, y)
)
= ef1(t)v(h,0,0)
((
1
2h2
[
a
∫ t
0
z(τ) cos(τ) dτ − b
∫ t
0
z(τ) sin(τ) dτ
]
,
1
h
(
b−
∫ t
0
z(τ) cos(τ) dτ
)
,−1
h
(
a+
∫ t
0
z(τ) sin(τ) dτ
))
.(s, x, y)) ,
where
f1(t) = −πi
∫ t
0
∫ τ
0
z(τ)z(τ ′) sin(τ − τ ′) dτ ′dτ.
Since any element of H2h is of the form e2piihsfˆ(x, y)
v˜(t; s, x, y) = ef1(t)+f2(t)v(h,a+
∫ t
0
z(τ) sin(τ) dτ,b−∫ t
0
z(τ) cos(τ) dτ)(s, x, y) (5.4.4)
where
f2(t) =
πi
h
[
a
∫ t
0
z(τ) cos(τ) dτ − b
∫ t
0
z(τ) sin(τ) dτ
]
. (5.4.5)
The ef1(t)+f2(t) part is just a numerical phase of modulus 1 which can be
ignored when taking expectation values. So (5.4.4) implies that if the system
starts in a coherent state then it will always be a coherent state up to a
numerical phase. This is a known fact in quantum theory, but we have proved
it using much simpler methods than is commonly found in the literature (see
[61, Sect. 14.6], for example).
We can make these calculations even simpler using the kernel coherent
states. Taking3 BH0 and BH1 the same as we used for the H2h interaction
picture, the interaction picture kernel coherent states evolve by equation
(4.5.4)
dl˜
dt
=
{[
exp(−tABH0)BH1 exp(tABH0), l˜
]}
. (5.4.6)
Using the same method as for the H2h states the right hand side of (5.4.6)
takes the form{[
−z(t)
2πi
δ(s)δ(1)(x cos(t) + y sin(t))δ(−x sin(t) + y cos(t)), l˜
]}
.
3It should be noted that BH0 is kernel self-adjoint.
63
We have that
−z(t)
2πi
δ(s)δ(1)(x cos(t) + y sin(t))δ(−x sin(t) + y cos(t)) ∗ l˜
= −z(t)
2πi
(
1
2
(x sin(t)− y cos(t)) ∂
∂s
− cos(t) ∂
∂x
− sin(t) ∂
∂y
)
l˜
and
l˜ ∗
(
−z(t)
2πi
δ(s)δ(1)(x cos(t) + y sin(t))δ(−x sin(t) + y cos(t))
)
= −z(t)
2πi
(
1
2
(y cos(t)− x sin(t)) ∂
∂s
− cos(t) ∂
∂x
− sin(t) ∂
∂y
)
l˜.
Hence using the fact that ∂
∂s
A = 4π2I equation (5.4.6) becomes
dl˜
dt
= 2πiz(t)[x sin(t)− y cos(t)]l˜.
This has the solution
l˜(t; s, x, y) = exp
(
2πi
(
x
∫ t
0
z(τ) sin(τ) dτ − y
∫ t
0
z(τ) cos(τ) dτ
))
l˜(0; s, x, y).
From this it can be realised that if the system started in the coherent state
l˜(0; s, x, y) = l(h,a,b) then after time t it will be in the coherent state
l˜(t; s, x, y) = l(h,a+
∫ t
0
z(τ) sin(τ) dτ,b−∫ t
0
z(τ) cos(τ) dτ).
There is no numerical phase because the kernels directly evaluate expectation
values.
Remark 5.4.1. The states remaining coherent means if we let h→ 0 we can
consider the classical time evolution by evaluating the observables at different
points (that is the coordinates given by the coherent state). The observables
themselves are moving, but just as they would under the unforced oscillator.
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Chapter 6
Canonical Transformations
In this chapter we consider the representation of canonical transforma-
tions in p-mechanics. In doing so we obtain relationships between canonical
transformations in classical mechanics and quantum mechanics. Also we
give a new method for deriving the representation of non-linear canonical
transformations in quantum mechanics.
In Subsection 6.1.1 we introduce canonical transformations in classical
mechanics and describe their uses. The passage of canonical transformations
from classical to quantum mechanics is the content of Subsection 6.1.2. In
Subsection 6.1.3 we give a summary of the role which canonical transforma-
tions have played in p-mechanics to date and give some motivation for why
we are studying them. In Section 6.2 we calculate the effect of linear canoni-
cal transformations on the p-mechanical states. We describe the operators on
F 2(Oh) (Subsection 6.2.1) and H2h (Subsection ??) which correspond to par-
ticular linear classical canonical transformations. In Section 6.3 we use the
coherent states defined in equation (4.4.2) to generate a system of integral
equations which when solved will give the matrix elements of an operator on
H2h for a particular canonical transformation. In Subsection 6.3.2 we solve
this equation for a non-linear example which is similar to the time evolution
of the forced oscillator.
6.1 Canonical Transformations in Classical
Mechanics, Quantum Mechanics and
p-Mechanics
In this section we consider the different roles which canonical transforma-
tions play in classical, quantum and p-mechanics. We also look at relations
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between these three sets of transformations.
6.1.1 Canonical Transformations in Classical Mechan-
ics
Canonical transformations are at the centre of classical mechanics [6, 32,
42]. A canonical transformation in classical mechanics is a map A defined on
phase space which preserves the symplectic form on R2n. That is A : R2n →
R2n such that
ω(A(q, p), A(q′, p′)) = ω((q, p), (q′, p′)) (6.1.1)
where ω is defined as ω((q, p), (q′, p′)) = qp′ − q′p. The effect of a canonical
transformation is that it will map the set of coordinates (q, p) into another
set of coordinates (Q,P ) where (Q(q, p), P (q, p)) = A(q, p). A condition
equivalent to (6.1.1) is
{Qi(q, p), Pj(q, p)} = δi,j = {qi, pj}. (6.1.2)
For a classical system with Hamiltonian, H , the transformed Hamiltonian
denoted by K is defined by
H(q, p) = K(Q(q, p), P (q, p)).
The equations of motion for the new coordinates Q,P are
dQi
dt
=
∂K
∂Pi
(6.1.3)
dPi
dt
= − ∂K
∂Qi
. (6.1.4)
It can be shown [32] that the time evolution in the new coordinates is the
same as the time evolution in the old coordinates.
Canonical transformations can be realised as operators on the set of clas-
sical mechanical observables. If f(q, p) is a classical mechanical observable
then the image of f under the canonical transformation defined by an invert-
ible map A : R2n → R2n is
f˜(Q,P ) = f(A−1(Q,P )). (6.1.5)
Alternatively we have
f˜(A(q, p)) = f(q, p). (6.1.6)
If A represents a canonical transformation then for any two classical mechan-
ical observables f, g
{f, g} = {f˜ , g˜}. (6.1.7)
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All these results are proved in [32].
One of the aims in developing classical canonical transformations is to de-
rive transformations which for particular systems simplify Hamilton’s equa-
tion (see equation (2.1.2)). The most advanced applications of canonical
transformations in classical mechanics are the Hamilton-Jacobi theory [32,
Chap. 10] [6, Chap. 9] and the passage to action angle variables [42, Sect.
6.2] [6, Chap. 9].
6.1.2 Canonical Transformations in QuantumMechan-
ics
The passage of canonical transformations from classical mechanics to
quantum mechanics has been a long journey which is still incomplete. The
first person to give a clear formulation of quantum canonical transformations
was Dirac; this is presented in his book [21]. Mario Moshinsky along with a
variety of collaborators has published a great deal of enlightening papers on
the subject [22, 27, 60, 64, 65]. In these papers the aim is to find an operator
U , defined on a Hilbert space, which corresponds to the canonical transfor-
mation. Moshinsky and his collaborators developed a system of differential
equations which when solved gave the matrix elements — with respect to the
eigenfunctions of the position or momentum operator — of U . More recently
Arlen Anderson [3] has published some results on modelling canonical trans-
formations in quantum mechanics using non-unitary operators. Canonical
transformations in phase space quantisation are discussed in [20].
6.1.3 Canonical Transformations in p-Mechanics
In this chapter we use p-mechanics to exhibit relations between classical
and quantum canonical transformations. Canonical transformations in p-
mechanics have already been mentioned briefly in the papers [16, 49, 51].
It has been shown that if we have a p-mechanical observable f(q, p) and its
p-mechanisation is B(s, x, y), then for any A ∈ Sp(n,R) (Sp(n,R) is the
group of all linear symplectic transformations on Rn see Definition 6.2.1) the
p-mechanisation1 of f(A(q, p)) is2
B(s, (A−1)∗(x, y)). (6.1.8)
1The matrix A here is in fact the inverse of the matrix which would describe the
canonical transformation in equation (6.1.5). This is only a matter of notation since the
Symplectic group is closed under matrix inversion.
2Throughout this chapter if A is an n by n matrix then A∗ represents the transpose
(that is, adjoint) of this matrix.
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In these papers the discussion is restricted to the effect of linear canonical
transformation on observables only. In this chapter we consider the effect
of both linear and non-linear canonical transformations on the p-mechanical
states which were introduced in Chapter 4. We now present a result on linear
canonical transformations in p-mechanics..
Proposition 6.1.1. Let A be a linear canonical transformation and let B1, B2
be two p-mechanical observables. If B˜ is the p-mechanical observable defined
as B˜(s, x, y) = B(s, A(x, y)) then{[
B˜1, B˜2
]}
= ˜{[B1, B2]} . (6.1.9)
Proof. This follows by a direct calculation:{[
B˜1, B˜2
]}
=
∫
B˜1(s
′, x′, y′)B˜2(s− s′ + ω((−x′,−y′), (x, y)), x− x′, y − y′) ds′ dx′ dy′
−
∫
B˜2(s
′, x′, y′)B˜1(s− s′ + ω((−x′,−y′)(x, y)), x− x′, y − y′) ds′ dx′ dy′
=
∫
B1(s
′, A(x′, y′))
×B2(s− s′ + ω((−x′,−y′), (x, y)), A(x− x′, y − y′)) ds′ dx′ dy′
−
∫
B2(s
′, A(x′, y′))
×B1(s− s′ + ω((−x′,−y′)(x, y)), A(x− x′, y − y′)) ds′ dx′ dy′.
ω is the symplectic form on R2n as defined in equation (2.1.3). By a change
of variables this becomes∫
B1(s
′, x′, y′)
×B2(s− s′ + ω(A−1(−x′,−y′), (x, y)), A(x, y)− (x′, y′)) ds′ dx′ dy′
−
∫
B2(s
′, x′, y′)
×B1(s− s′ + ω(A−1(−x′,−y′)(x, y)), A(x, y)− (x′, y′)) ds′ dx′ dy′.
Since A is a canonical transformation and hence preserves the symplectic
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form ω the above expression is equal to∫
B1(s
′, x′, y′)
×B2(s− s′ + ω((−x′,−y′), A(x, y)), A(x, y)− (x′, y′)) ds′ dx′ dy′
−
∫
B2(s
′, x′, y′)
×B1(s− s′ + ω((−x′,−y′), A(x, y)), A(x, y)− (x′, y′)) ds′ dx′ dy′
= ˜{[B1, B2]} .
Since the symplectic group is closed under inversion and transposition
this result implies that a linear canonical transformation will preserve the
time evolution of p-mechanical observables. We use this result in Subsection
6.2.3 when considering the example of two coupled oscillators.
Chapter 4 showed us that we can find out both quantum and classical
results using the p-mechanical states and observables. If we can apply a
canonical transformation in p-mechanics we can immediately find out infor-
mation about both the classical and the quantum system after the canonical
transformation has taken place. In studying p-mechanical canonical trans-
formations we show how canonical transformations can be represented in
the mathematical framework of both quantum and classical mechanics. It
is stated in [3] that canonical transformations have three important roles in
both quantum and classical mechanics:
• time evolution;
• physical equivalence of two theories;
• solving a system.
Taking the one and infinite dimensional representations of the p-mechanical
system will show how these properties are exhibited in classical and quantum
mechanics respectively.
There are further benefits of considering canonical transformations in
p-mechanics. Canonical transformations can represent the symmetries of a
classical mechanical system. By looking at the image of canonical transforma-
tions in quantum mechanics we can see how these symmetries are represented
in quantum mechanics.
Another reason to study p-mechanical canonical transformations is the
possibility to transform the p-dynamic equation. In Chapter 5 we solved
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the p-dynamic equation (3.2.11) for the forced and harmonic oscillators. In
doing so it was made evident that the quantum and classical pictures of the
problems were generated from the same source. For more complicated prob-
lems the p-dynamic equation becomes much more complicated and technical
problems are encountered (see Section 7.2 for example). In classical mechan-
ics when these problems arise the solution often lies in finding a canonical
transformation to a set of coordinates in which Hamilton’s equations have
a more manageable form. For example the transformation to action-angle
variables completely solves the Kepler problem [32, Sect. 10.8]. By studying
canonical transformations in p-mechanics we have a tool which will transform
the p-dynamic equation (3.2.11) into possibly a more desirable form.
6.2 Linear Canonical Transformations
In this section we just consider linear canonical transformations. Linear
canonical transformations are useful in both classical and quantum mechan-
ics. For example the time evolution of the harmonic oscillator — as discussed
in Section 5.1— is a linear canonical transformation. Dirac, in his original
treatment of canonical transformations in quantum mechanics, dealt with ex-
clusively linear canonical transformations. Linear canonical transformations
are also a good stepping stone towards non-linear canonical transformations.
In this section we show how linear canonical transformations affect the p-
mechanical states. As well as having physical implications this is of interest
as an area of pure mathematics because it generates the Metaplectic repre-
sentation of the Symplectic group [25, Chap. 4].
6.2.1 The Metaplectic Representation for F 2(Oh)
The set of all linear canonical transformations can be realised as a subset
of GL(2n,R).
Definition 6.2.1. The symplectic group, denoted Sp(n,R), is the subgroup
of GL(2n,R) which preserves the standard symplectic form (see (6.1.1)).
See [25, Prop. 4.1] for alternative definitions of Sp(n,R). The symplectic
group can also be realised as a subgroup of the group of automorphisms of
the Heisenberg group. The automorphism corresponding to M ∈ Sp(n,R) is
TM defined by
TM : (s, x, y) 7→ (s,M(x, y)).
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By the Stone-von Neumann Theorem the representations ρh and ρh ◦TM are
unitarily equivalent, hence there exists a unitary operator ν(M) such that
ρh(s,M(x, y)) = ν(M)ρh(s, x, y)ν(M)
−1.
This gives a representation3 of Sp(n,R) as operators on the space F 2(Oh).
We now identify the form of µ for particular M ∈ Sp(n,R). Initially
we need the result that if M =
(
A B
C D
)
∈ Sp(n,R) then D = A∗−1 +
A∗−1C∗B (see [25, Prop. 4.1e]). Using this we have that any
M =
(
A B
C D
)
∈ Sp(n,R) with4 |A| 6= 0 can be expanded out as
(
A B
C D
)
=
(
I 0
CA−1 I
)(
A 0
0 A∗−1
)(
0 I
−I 0
)
(6.2.1)
×
(
I 0
−A−1B I
)(
0 −I
I 0
)
.
The problem of finding a formula for µ(M) for any M =
(
A B
C D
)
∈
Sp(n,R) with |A| 6= 0 is reduced to three simpler cases which we tackle in
this next theorem. First we state a result from [25] about the Metaplectic
representation for the Schro¨dinger representation on L2(Rn).
Theorem 6.2.2. If ψ ∈ L2(Rn) and µ is the metaplectic representation on
L2(Rn) then
µ
((
A 0
0 A∗−1
))
(ψ)(ξ) = |A|−1/2ψ(A−1ξ); (6.2.2)
µ
((
I 0
C I
))
(ψ)(ξ) = ±e−piixCxψ(ξ), if C = C∗; (6.2.3)
µ
((
0 I
−I 0
))
ψ(ξ) = in/2
∫
Rn
ψ(ξ′)e2piiξξ
′
dξ′. (6.2.4)
Proof. A proof of this can be found in [25, Sect. 4].
Remark 6.2.3. Note that in the above theorem all the operators are dou-
ble valued. This is because we have a double valued representation of the
symplectic group. One way of getting a single valued representation is to use
3In fact this gives a double-valued representation of Sp(n,R) since it is defined up to
a phase factor of ±1 [25, Sect. 4.1].
4We use the notation |A| to denote the determinant of a matrix.
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the double cover of the symplectic group known as the metaplectic group.
This is the reason why this double valued representation is known as the
metaplectic representation.
We now give the metaplectic representation for elements of F 2(Oh).
Theorem 6.2.4. If f is an element of F 2(Oh) and ν is the metaplectic
representation on F 2(Oh) then
ν
((
A 0
0 A∗−1
))
(f)(q, p) (6.2.5)
= |A|−1/2
∫
R3n
f(q′, p′)e−
4pii
h
(p′A−1ξ+q′p′)e−
pi
h
(A−1ξ+2q′)2 dq′ dp′
×e 4piih (pξ+qp)e−pih (ξ+2q)2 dξ;
ν
((
I 0
C I
))
(f)(q, p) (6.2.6)
= ±
∫
R3n
f(q′, p′)e−
4pii
h
(p′ξ+q′p′)e−
pi
h
(ξ+2q′)2 dq′ dp′
×e−piiξCξe 4piih (pξ+qp)e−pih (ξ+2q)2 dξ; if C = C∗;
ν
((
0 I
−I 0
))
(f)(q, p) (6.2.7)
= in/2
∫
R4n
f(q′, p′)e−
4pii
h
(p′ξ′+q′p′)e−
pi
h
(ξ′+2q′)2 dq′ dp′
×e2piiξξ′ dξ′e 4piih (pξ+qp)e−pih (ξ+2q)2 dξ.
Proof. By Theorem 3.1.6 we have
T ρShT −1 = ρh. (6.2.8)
Furthermore Theorem 6.2.2 gives us the operators µ(M) for these particular
examples in the Schro¨dinger picture
ρSh(s,M(x, y)) = µ(M)ρ
S
h(s, x, y)µ(M)
−1. (6.2.9)
So by a direct calculation using (6.2.8) and (6.2.9) for any M ∈ Sp(n,R)
ρh(s,M(x, y)) = T (ρSh(s,M(x, y)))T −1
= T µ(M)ρSh(s, x, y)µ(M)−1T −1
= T µ(M)T −1ρh(s, x, y)T µ(M)−1T −1
= (T µ(M)T −1)ρh(s, x, y)(T µ(M)T −1)−1.
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This shows us that ν(M) = T µ(M)T −1. We procede to calculate this for
each of the three matrices in question. To make the calculations simpler we
define the three matrices M1,M2,M3 as
M1 =
(
A 0
0 A∗−1
)
M2 =
(
I 0
C I
)
M3 =
(
0 I
−I 0
)
By Theorem 3.1.9 for any f ∈ F 2(Oh) we have
(T −1f)(ξ) =
∫
R2n
f(q′, p′)e−
4pii
h
(p′ξ+q′p′)e−
pi
h
(ξ+2q′)2 dq′ dp′.
Furthermore by equation (6.2.2)
(µ(M1)T −1f)(ξ) = |A|−1/2
∫
R2n
f(q′, p′)e−
4pii
h
(p′A−1ξ+q′p′)e−
pi
h
(A−1ξ+2q′)2 dq′ dp′.
Finally by equation (3.1.19)
(T µ(M1)T −1f)(q, p) = |A|−1/2
∫
R2n
f(q′, p′)e−
4pii
h
(p′A−1ξ+q′p′)e−
pi
h
(A−1ξ+2q′)2 dq′ dp′
×e 4piih (pξ+qp)e−pih (ξ+2q)2 dξ.
This verifies equation (6.2.5). We show that this new function will satisfy
the polarization Dhj
∂
∂qj
(T µ(M1)T −1f)
= |A|−1/2
∫
R2n
f(q′, p′)e−
4pii
h
(p′A−1ξ+q′p′)e−
pi
h
(A−1ξ+2q′)2 dq′ dp′
×
(
4πi
h
pj − 4π
h
(ξj + 2qj)
)
e
4pii
h
(pξ+qp)e−
pi
h
(ξ+2q)2 dξ.
and
∂
∂pj
(T µ(M1)T −1f)
= |A|−1/2
∫
R2n
f(q′, p′)e−
4pii
h
(p′A−1ξ+q′p′)e−
pi
h
(A−1ξ+2q′)2 dq′ dp′
×
(
4πi
h
ξj +
4πi
h
qj
)
e
4pii
h
(pξ+qp)e−
pi
h
(ξ+2q)2 dξ.
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So
Dhj (ν(M1)f)
=
(
h
2
(
∂
∂pj
+ i
∂
∂qj
)
+ 2π(pj + iqj)
)
(ν(M1)f)
= |A|−1/2
∫
R2n
f(q′, p′)e−
4pii
h
(p′A−1ξ+q′p′)e−
pi
h
(A−1ξ+2q′)2 dq′ dp′
×
(
h
2
[
4πi
h
ξj +
4πi
h
qj − 4π
h
pj − 4πi
h
ξj − 8πi
h
qj
]
+ 2π(pj + iqj)
)
×e 4piih (pξ+qp)e−pih (ξ+2q)2 dξ
= 0.
We now do a similar calculation to verify equation (6.2.6). From equation
(6.2.3) we have
(µ(M2)T −1f)(ξ) =
∫
R2n
f(q′, p′)e−
4pii
h
(p′ξ+q′p′)e−
pi
h
(ξ+2q′)2 dq′ dp′e−piiξCξ.
Applying T to this will give us equation (6.2.6). It can be shown to satisfy
the polarization by a similar calculation to that for ν(M1). Similarly by
(6.2.4) we have
(µ(M3)T −1f)(ξ) = in/2
∫
R2n
f(q′, p′)e−
4pii
h
(p′ξ+q′p′)e−
pi
h
(ξ+2q′)2 dq′ dp′e2piiξξ
′
dξ′.
By applying T to the above equation we get (6.2.7).
Note that by expanding any matrix in Sp(n,R) by (6.2.1), it is a product
of the above types of matrices – this is true since (CA−1)∗ = CA−1 and
(A−1B)∗ = A−1B by the properties of the symplectic group (see [25, Prop.
4.1e,f]).
Now if we have an observable B(s, x, y) the effect of a canonical transfor-
mation on this observable by equation (6.1.8) is B 7→ B˜ where
B˜(s, x, y) = B(s, (M−1)∗(x, y)). (6.2.10)
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So the effect of this on a state f ∈ F 2(Oh) is given by
ρh(B˜)f =
∫
Hn
B˜(g)ρh(g) dg f
=
∫
Hn
B(s, (M−1)∗(x, y))ρh(s, x, y) ds dx dy f
= |M |
∫
Hn
B(s, x, y)ρh(s,M
∗(x, y)) ds dx dy f
= |M |
∫
Hn
B(s, x, y)ν(M∗)ρh(s, x, y)ν(M
∗)−1 ds dx dy f
= |M |ν(M∗)
∫
Hn
B(s, x, y)ρh(s, x, y) ds dx dyν(M
∗)−1 f
= |M |ν(M∗)ρh(B)ν(M∗)−1f. (6.2.11)
We now show how states inH2h will be affected by a canonical transformation.
By equation (4.1.8) we have
λl(s, x, y)v = Shρh(s, x, y)S−1h v
so
λ(s,M(x, y)) = Sh(ρh(s,M(x, y)))S−1h
= Shν(M)ρh(s, x, y)ν(M)−1S−1h
= Shν(M)S−1h λl(s, x, y)Shν(M)−1S−1h
= (Shν(M)S−1h )λl(s, x, y)(Shν(M)S−1h )−1.
So if we let ν˜(M) = Shν(M)S−1h then
λl(s,M(x, y)) = ν˜(M)λl(s, x, y)ν˜(M)
−1.
By a direct calculation
B˜ ∗ v =
∫
Hn
B˜(g)λl(g) dg v
=
∫
Hn
B(s, (M−1)∗(x, y))λl(s, x, y) ds dx dy v
= |M |
∫
Hn
B(s, x, y)λl(s,M
∗(x, y)) ds dx dy v
= |M |
∫
Hn
B(s, x, y)ν˜(M∗)λl(s, x, y)ν˜(M∗)−1 ds dx dy v
= |M |ν˜(M∗)
∫
Hn
B(s, x, y)λl(s, x, y) ds dx dyν˜(M
∗)−1 v
= |M |ν˜(M∗)B ∗ ν˜(M∗)−1v. (6.2.12)
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This formula shows us how a H2h state will transform under a canonical
transformation.
6.2.2 Linear Canonical Transformations for States Rep-
resented by Kernels
We now show how under certain conditions a linear canonical transforma-
tion will affect a kernel state. If A ∈ Sp(n,R), B is a p-mechanical observable
and l is a kernel such that B(s, x, y)l(s, x, y) ∈ L1(Hn) then we have∫
Hn
B(s, (A−1)∗(x, y))l(s, x, y)ds dx dy
=
∫
Hn
B(s, x, y)l(s, ((A−1)∗)−1(x, y))ds dx dy
=
∫
Hn
B(s, x, y)l(s, A∗(x, y)) ds dx dy.
So hence under these conditions a linear canonical transformation will map
l(s, x, y) 7→ l˜(s, x, y) = l(s, A∗(x, y)).
6.2.3 Coupled Oscillators: An Application of
p-Mechanical Linear Canonical Transformations
In this subsection we apply the theory of linear canonical transformations to
solve the p-dynamic equation for the system of two coupled oscillators. The
problem of analysing two coupled oscillators is an important one in both
classical and quantum mechanics [17, 36, 37]. The classical Hamiltonian for
a system of two coupled oscillators both with mass unity is
H =
1
2
(p21 + p
2
2) +
A
2
q21 +
B
2
q22 +
C
2
q1q2 (6.2.13)
where A,B and C are constants such that A > 0, B > 0 and 4AB−C2 > 0.
The p-mechanisation (see equation (3.2.1)) of this is
BH = − 1
8π2
[(
∂2
∂y21
+
∂2
∂y22
)
+ A
∂2
∂x21
+B
∂2
∂x22
+ C
∂2
∂x1∂x2
]
δ(s, x1, x2, y1, y2).
(6.2.14)
The canonical transformation

q1
q2
p1
p2

 =


cos
(
α
2
)
sin
(
α
2
)
0 0
− sin (α
2
)
cos
(
α
2
)
0 0
0 0 cos
(
α
2
)
sin
(
α
2
)
0 0 − sin (α
2
)
cos
(
α
2
)




Q1
Q2
P1
P2

(6.2.15)
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where
α = tan−1
(
C
B − A
)
(6.2.16)
has been shown to be of use in studying the classical coupled oscillator [36].
We use M to denote the matrix in equation (6.2.15). Since (M−1)∗ = M , by
(6.1.8) the image of this transformation on the set of p-mechanical observables
is
B(s, x1, x2, y1, y2)
7→ B
(
s, x1 cos
(α
2
)
+ x2 sin
(α
2
)
,−x1 sin
(α
2
)
+ x2 cos
(α
2
)
,
y1 cos
(α
2
)
+ y2 sin
(α
2
)
,−y1 sin
(α
2
)
+ y2 cos
(α
2
))
.
Hence under this canonical transformation the p-mechanical Hamiltonian will
be transformed into
− 1
8π2
[(
∂2
∂y21
+
∂2
∂y22
)
+ A
∂2
∂x21
+B
∂2
∂x22
+ C
∂2
∂x1∂x2
]
δ
(
s, x1 cos
(α
2
)
+ x2 sin
(α
2
)
,−x1 sin
(α
2
)
+ x2 cos
(α
2
)
,
y1 cos
(α
2
)
+ y2 sin
(α
2
)
,−y1 sin
(α
2
)
+ y2 cos
(α
2
))
.
This distribution is equal to
− 1
8π2
{[
A cos2
(α
2
)
+B sin2
(α
2
)
− C sin
(α
2
)
cos
(α
2
)] ∂2
∂x21
+
[
A sin2
(α
2
)
+B cos2
(α
2
)
+ C sin
(α
2
)
cos
(α
2
)] ∂2
∂x22
+
[
2(A−B) sin
(α
2
)
cos
(α
2
)
+ C
(
cos2
(α
2
)
− sin2
(α
2
))] ∂2
∂x1∂x2
+
[
cos2
(α
2
)
+ sin2
(α
2
)] ∂2
∂y21
+
[
cos2
(α
2
)
+ sin2
(α
2
)] ∂2
∂y22
+
[
2 cos
(α
2
)
sin
(α
2
)
− 2 cos
(α
2
)
sin
(α
2
)] ∂2
∂y1∂y2
}
δ(s, x1, x2, y1, y2). (6.2.17)
Since tan(α) = C
B−A we have
sin(α) =
C√
C2 + (B −A)2 cos(α) =
B − A√
C2 + (B −A)2 .
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By the trigonometric identity
sin(α) = 2 sin
(α
2
)
cos
(α
2
)
we have
sin
(α
2
)
cos
(α
2
)
=
C
2
√
C2 + (B − A)2 . (6.2.18)
Furthermore the trigonometric identity
cos(α) = cos2
(α
2
)
− sin2
(α
2
)
implies that
cos2
(α
2
)
− sin2
(α
2
)
=
B − A√
C2 + (B −A)2 . (6.2.19)
If we substitute equations (6.2.18) and (6.2.19) into (6.2.17) we see that the
coefficient of ∂
2
∂x1∂x2
disappears. To simplify matters we define W1 and W2 as
W1 = A cos
2
(α
2
)
+B sin2
(α
2
)
− C sin
(α
2
)
cos
(α
2
)
W2 = A sin
2
(α
2
)
+B cos2
(α
2
)
+ C sin
(α
2
)
cos
(α
2
)
.
Distribution (6.2.17) now becomes
B˜H = − 1
8π2
[
W1
∂2
∂x21
+W2
∂2
∂x22
+
(
∂2
∂y21
+
∂2
∂y22
)]
δ(s, x1, x2, y1, y2).
Hence by this canonical transformation we have managed to decouple the
oscillators. By Proposition 6.1.1 the dynamics of this observable are the
same after this canonical transformation. If B is an arbitary p-mechanical
observable whose image after the canonical transformation is B˜, then in the
coupled oscillator system the dynamics will be given by
dB˜
dt
=
{[
B˜, B˜H
]}
. (6.2.20)
Using the commutation of left and right invariant vector fields onHn equation
(6.2.20) becomes
dB˜
dt
=
(
y1
∂
∂x1
+ y2
∂
∂x2
−W1x1 ∂
∂y1
−W2x2 ∂
∂y2
)
B˜.
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A solution of this is
B˜(t; s, x1, x2, y1, y2)
= B˜0
[
s, x1 cos
(√
W1t
)
+
y1√
W1
sin
(√
W1t
)
,
x2 cos
(√
W2t
)
+
y2√
W2
sin
(√
W2t
)
,
−
√
W1x1 sin
(√
W1t
)
+ y1 cos
(√
W1t
)
,
−x2
√
W2 sin
(√
W2t
)
+ y2 cos
(√
W2t
)]
.
By applying this linear canonical transformation we have simplified the p-
mechanical dynamics for the coupled oscillator. By taking the one and infi-
nite dimensional representations of this flow we would get the classical and
quantum dynamics in the new coordinates. To return to the usual coordi-
nates we would just need to take the inverse of this canonical transformation
– this is just the inverse of the matrix M .
6.3 Non-Linear Canonical Transformations
Unfortunately the majority of canonical transformations which are phys-
ically useful are non-linear. For example the passage to action angle vari-
ables [18] for the one dimensional harmonic oscillator is a non-linear canon-
ical transformation. In this section we look at ways of modelling non-linear
canonical transformations in p-mechanics. We follow an approach which is
an enhancement of a method pioneered by Mario Moshinsky and a variety of
collaborators [60, 64, 65, 27, 22]. Moshinsky and his collaborators attempted
to find operators on the Hilbert space of quantum mechanical states which
correspond to particular classical canonical transformations. To do this they
generated a system of differential equations which when solved gave the ma-
trix elements — with respect to the position or momentum eigenfunctions
— of this operator.
In our approach we use the H2h coherent states (see Section 4.4) to gen-
erate a system of integral equations which when solved will give the coher-
ent state expansion of the operator on H2h which corresponds to the clas-
sical canonical transformation. In this paper we are looking at general p-
mechanical observables and states as opposed to just quantum mechanical
observables and states. This means that our equations have both quantum
and classical realisations.
79
6.3.1 Equations for Non-Linear Transformations In-
volving H2h States
This method starts with the observation that a canonical transformation
in classical mechanics described by 2n independent relations
qi → Qi(q, p) (6.3.1)
pi → Pi(q, p) (6.3.2)
i = 1 . . . n where {Qi, Pj}q,p = δij can be realised implicitly by 2n functional
relations
fi(q, p) = Fi(Q,P ) (6.3.3)
gi(q, p) = Gi(Q,P ) (6.3.4)
for i = 1 . . . n. We cannot just choose any sets of functions, they need to
satisfy a certain property, this is the content of the following proposition.
The one dimensional version of the following proposition appears in [64]; we
extend it to n dimensions.
Proposition 6.3.1. If Qi, Pi, fi, gi, Fi, Gi for i = 1, · · · , n are all differen-
tiable and invertible functions on R2n then we have the following relation.
{Qi(q, p), Pj(q, p)} = δi,j for all i, j = 1, · · · , n if and only if {fi, gj}q,p =
{Fi, Gj}Q,P for all i, j = 1, · · · , n.
Proof. By the n-dimensional chain rule and equations (6.3.3) for any i, j =
1, · · · , n
∂
∂qj
fi(Q(q, p), P (q, p)) =
n∑
k=1
(
∂fi
∂Qk
∂Qk
∂qj
+
∂fi
∂Pk
∂Pk
∂qj
)
=
n∑
k=1
(
∂Fi
∂Qk
∂Qk
∂qj
+
∂Fi
∂Pk
∂Pk
∂qj
)
. (6.3.5)
Identical relations hold if we replace F with G and q with p. Using (6.3.5)
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we get
{fi, gj}q,p =
n∑
k=1
{[
n∑
m=1
(
∂Fi
∂Qm
∂Qm
∂qk
+
∂Fi
∂Pm
∂Pm
∂qk
)][ n∑
m′=1
(
∂Gj
∂Qm′
∂Qm′
∂pk
+
∂Gj
∂Pm′
∂Pm′
∂pk
)]
−
[
n∑
r=1
(
∂Fi
∂Qr
∂Qr
∂pk
+
∂Fi
∂Pr
∂Pr
∂pk
)][ n∑
r′=1
(
∂Gj
∂Qr′
∂Qr′
∂qk
+
∂Gj
∂Pr′
∂Pr′
∂qk
)]}
=
n∑
k,m,m′=1
(
∂Fi
∂Qm
∂Gj
∂Qm′
∂Qm
∂qk
∂Qm′
∂pk
)
−
n∑
k,r,r′=1
(
∂Fi
∂Qr
∂Gj
∂Qr′
∂Qr
∂pk
∂Qr′
∂qk
)
+
n∑
k,m,m′=1
(
∂Fi
∂Qm
∂Gj
∂Pm′
∂Qm
∂qk
∂Pm′
∂pk
)
−
n∑
k,r,r′=1
(
∂Fi
∂Qr
∂Gj
∂Pr′
∂Qr
∂pk
∂Pr′
∂qk
)
+
n∑
k,m,m′=1
(
∂Fi
∂Pm
∂Gj
∂Qm′
∂Pm
∂qk
∂Qm′
∂pk
)
−
n∑
k,r,r′=1
(
∂Fi
∂Pr
∂Gj
∂Qr′
∂Pr
∂pk
∂Qr′
∂qk
)
+
n∑
k,m,m′=1
(
∂Fi
∂Pm
∂Gj
∂Pm′
∂Pm
∂qk
∂Pm′
∂pk
)
−
n∑
k,r,r′=1
(
∂Fi
∂Pr
∂Gj
∂Pr′
∂Pr
∂pk
∂Pr′
∂qk
)
.
In the above expression the first and second terms are equal and so cancel
each other out; the same applies for the seventh and eight terms. Hence this
becomes
n∑
k,m,m′=1
(
∂Fi
∂Qm
∂Gj
∂Pm′
∂Qm
∂qk
∂Pm′
∂pk
)
−
n∑
k,r,r′=1
(
∂Fi
∂Qr
∂Gj
∂Pr′
∂Qr
∂pk
∂Pr′
∂qk
)
+
n∑
k,m,m′=1
(
∂Fi
∂Pm
∂Gj
∂Qm′
∂Pm
∂qk
∂Qm′
∂pk
)
−
n∑
k,r,r′=1
(
∂Fi
∂Pr
∂Gj
∂Qr′
∂Pr
∂pk
∂Qr′
∂qk
)
=
n∑
m,m′=1
{
∂Fi
∂Qm
∂Gj
∂Pm′
[
n∑
k=1
(
∂Qm
∂qk
∂Pm′
∂pk
− ∂Qm
∂pk
∂Pm′
∂qk
)]}
+
n∑
m,m′=1
{
∂Fi
∂Pm
∂Gj
∂Qm′
[
n∑
k=1
(
∂Pm
∂qk
∂Qm′
∂pk
− ∂Pm
∂pk
∂Qm′
∂qk
)]}
=
n∑
m,m′=1
∂Fi
∂Qm
∂Gj
∂Pm′
{Qm, Pm′}q,p +
n∑
m,m′=1
∂Fi
∂Pm
∂Gj
∂Qm′
{Pm, Qm′}q,p.(6.3.6)
If we assume {Qi(q, p), Pj(q, p)}q,p = δi,j for all i, j = 1, · · ·n then the above
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expression becomes
n∑
m,m′=1
∂Fi
∂Qm
∂Gj
∂Pm′
δm,m′ −
n∑
m,m′=1
∂Fi
∂Pm
∂Gj
∂Qm′
δm,m′
=
n∑
m=1
∂Fi
∂Qm
∂Gj
∂Pm
−
n∑
m=1
∂Fi
∂Pm
∂Gj
∂Qm
= {Fi, Gj}Q,P .
Since this holds for any i, j = 1, · · · , n one direction of the argument has been
proved. The inverse follows since if expression (6.3.6) is equal to {Fi, Gj} for
all i, j = 1, · · · , n then {Qi, Pj} = δi,j for all i, j = 1, · · · , n.
By (6.1.2) and Proposition 6.3.1 we can see that {fi, gj}q,p = {Fi, Gj}Q,P
for all i, j = 1, · · · , n is a necessary and sufficient condition for equations
(6.3.3), (6.3.4) to describe a canonical transformation.
The advantage of describing the canonical transformation implicitly is
that the p-mechanisation (3.2.4) of the functions in (6.3.3), (6.3.4) may be
easier to define than the functions on the right hand side of equations (6.3.1),
(6.3.2). We assume throughout the chapter that the above functions of q and
p are C∞ and when integrated next to an element of S(R2n) will be finite.
This means they can always be realised as elements of S ′(R2n).
We now derive an equation which will give us a clear form of an operator
U on H2h corresponding to a canonical transformation. This equation will
supply us with the matrix elements of the operator U with respect to the
overcomplete set of coherent states, that is it will give us 〈Uv(h,a,b), v(h,a′,b′)〉
for all a, b, a′, b′ ∈ Rn.
In Dirac’s original treatment of quantum canonical transformations [21]
he proposed that the canonical transformation from equations (6.3.1) and
(6.3.2) should be represented in quantum mechanics by an unitary operator
U on a Hilbert space such that
Q˜i = Uq˜iU
−1 and P˜i = Up˜iU−1
i = 1, · · ·n. Here Q˜i, P˜i, q˜i, p˜i are the quantum mechanical observables corre-
sponding to the classical mechanical observables Qi, Pi, qi, pi respectively.
In [60] Mello and Moshinsky suggested that in some circumstances it is
easier to define the operator U by the equations
F˜U = Uf˜ and G˜U = Ug˜
where F˜ , G˜, f˜ , g˜ are the operators corresponding to the classical observables
F,G, f, g from equations (6.3.3) and (6.3.4). The actual definition of this
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operator U will depend on the example in question. In [64] there is a lot of
discussion on defining this operator for nonbijective transformations.
We proceed to transfer this approach into p-mechanics. We first fix a set
of functions f, g, F,G which define the canonical transformation in question
and have a clear p-mechanisation. We want to understand the operator U
on H2h which is defined by the equations
UP(fi(q, p)) ∗ v = P(Fi(Q,P )) ∗ Uv (6.3.7)
UP(gi(q, p)) ∗ v = P(Gi(Q,P )) ∗ Uv (6.3.8)
where P is the map of p-mechanisation (3.2.4) and v is any element of H2h.
We will now divert from deriving the general equation by giving an exam-
ple to illuminate these ideas (the example we give is a linear transformation
but it must be stressed that this work holds for non-linear transformations
too).
Example 6.3.2. Consider the linear canonical transformation
q → −P p→ Q
which has already been discussed in Section 6.2. This can be realised by the
two equations
q + ip = −P + iQ (6.3.9)
q − ip = −P − iQ. (6.3.10)
The p-mechanisation of these two equations is
a− = iA− (6.3.11)
a+ = −iA+ (6.3.12)
where a− and a+ are defined in equations (4.4.9) and (4.4.10). This may
seem like we have made the equations more complicated, but we will see later
in this chaper that we have got them into a more manageable form.
We now continue to derive the system of equations which will help us
understand the operator U . We begin by taking the matrix elements of
equation (6.3.7) with respect to the coherent states defined in equation (4.4.2)
〈UP(fi) ∗ v(h,a,b), v(h,a′,b′)〉 = 〈P(Fi) ∗ Uv(h,a,b), v(h,a′,b′)〉, (6.3.13)
〈UP(gi) ∗ v(h,a,b), v(h,a′,b′)〉 = 〈P(Gi) ∗ Uv(h,a,b), v(h,a′,b′)〉. (6.3.14)
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We can expand Uv(h,a,b) using our system of coherent states (see (4.4.6))
Uv(h,a,b) =
∫
R2n
〈Uv(h,a,b), v(h,a′′,b′′)〉v(h,a′′,b′′) da′′ db′′.
The right hand sides of equations (6.3.13), (6.3.14) now become∫
R2n
〈Uv(h,a,b), v(h,a′′,b′′)〉〈P(Fi) ∗ v(h,a′′,b′′), v(h,a′,b′)〉 da′′ db′′,∫
R2n
〈Uv(h,a,b), v(h,a′′,b′′)〉〈P(Gi) ∗ v(h,a′′,b′′), v(h,a′,b′)〉 da′′ db′′.
Similarly we expand P(fi) ∗ v(h,a,b) as
P(fi) ∗ v(h,a,b) =
∫
R2n
〈P(fi) ∗ v(h,a,b), v(h,a′′,b′′)〉v(h,a′′,b′′) da′′ db′′.
so the left hand sides of equations (6.3.13), (6.3.14) become∫
R2n
〈Uv(h,a′′,b′′), v(h,a′,b′)〉〈P(fi) ∗ v(h,a,b), v(h,a′′,b′′)〉 da′′ db′′,∫
R2n
〈Uv(h,a′′,b′′), v(h,a′,b′)〉〈P(gi) ∗ v(h,a,b), v(h,a′′,b′′)〉 da′′ db′′.
Hence if we setm(a, b, c, d) = 〈Uv(h,a,b), v(h,c,d)〉 equations (6.3.13), (6.3.14)
become ∫
R2n
m(a′′, b′′, a′, b′)〈P(fi) ∗ v(h,a,b), v(h,a′′,b′′)〉 da′′ db′′ (6.3.15)
=
∫
R2n
m(a, b, a′′, b′′)〈P(Fi) ∗ v(h,a′′,b′′), v(h,a′,b′)〉 da′′ db′′,∫
R2n
m(a′′, b′′, a′, b′)〈P(gi) ∗ v(h,a,b), v(h,a′′,b′′)〉 da′′ db′′ (6.3.16)
=
∫
R2n
m(a, b, a′′, b′′)〈P(Gi) ∗ v(h,a′′,b′′), v(h,a′,b′)〉 da′′ db′′.
If we can solve this integral equation for m then we can understand the
effect of U on any element v of H2h since
v =
∫
R2n
〈v, v(h,a,b)〉v(h,a,b) da db
and
Uv =
∫
R2n
〈Uv, v(h,a′,b′)〉v(h,a′,b′) da′ db′
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which together give us
Uv =
∫
R2n
〈U
(∫
R2n
〈v, v(h,a,b)〉v(h,a,b) da db
)
, v(h,a′,b′)〉v(h,a′,b′) da′ db′
=
∫
R2n
∫
R2n
〈Uv(h,a,b), v(h,a′,b′)〉〈v, v(h,a,b)〉v(h,a′,b′) da db da′ db′
=
∫
R2n
∫
R2n
m(a, b, a′, b′)〈v, v(h,a,b)〉v(h,a′,b′) da db da′ db′. (6.3.17)
Remark 6.3.3. The existence and uniqueness of a solutionm for the system
(6.3.15), (6.3.16) will depend on the canonical transformation in question.
For complex examples this would involve some delicate use of the theory of
integral equations.
Since for many functions f, g, 〈P(f) ∗ v(h,a,b), v(h,a′,b′)〉 and
〈P(g)∗v(h,a,b), v(h,a′,b′)〉 are manageable functions of a, b, a′, b′, equations (6.3.15)
will take a simple form for a variety of examples. For example consider the
distributions involved in equations (6.3.11) and (6.3.12). Since v(h,a,b) is an
eigenfunction of the annihilation operator a− with eigenvalue (a + ib) (see
Lemma 4.4.8) we have
〈a− ∗ v(h,a,b), v(h,a′,b′)〉 = (a+ ib)〈v(h,a,b), v(h,a′,b′)〉,
and hence
〈P(q + ip) ∗ v(h,a,b), v(h,a′,b′)〉 = (a+ ib)〈v(h,a,b), v(h,a′,b′)〉. (6.3.18)
Furthermore by Lemma 6.3.5 (which we state and prove later) we have
〈P(q − ip) ∗ v(h,a,b), v(h,a′,b′)〉 = (a′ − ib′)〈v(h,a,b), v(h,a′,b′)〉. (6.3.19)
We are now in a position to present equations (6.3.15), (6.3.16) for the canon-
ical transformation
q → −P p→ Q. (6.3.20)
Using equations (6.3.9), (6.3.10), (6.3.18) and (6.3.19) we can see that equa-
tions (6.3.15) and (6.3.16) must take the form
(a+ ib)
∫
R2n
m(a′′, b′′, a′, b′)〈v(h,a,b), v(h,a′′,b′′)〉 da′′ db′′
=
∫
R2n
m(a, b, a′′, b′′)i(a′′ + ib′′)〈v(h,a′′,b′′), v(h,a′,b′)〉 da′′ db′′,
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(a− ib)
∫
R2n
m(a′′, b′′, a′, b′)〈v(h,a,b), v(h,a′′,b′′)〉 da′′ db′′
=
∫
R2n
m(a, b, a′′, b′′)(−i)(a′′ − ib′′)〈v(h,a′′,b′′), v(h,a′,b′)〉 da′′ db′′.
Using equation (4.4.3) the above system becomes
(a+ ib)
∫
R2n
m(a′′, b′′, a′, b′)
× exp
[ π
2h
(
2(a+ ib)(a′′ − ib′′)− a2 − b2 − a′′2 − b′′2)] da′′ db′′
=
∫
R2n
m(a, b, a′′, b′′)(ia′′ − b′′)
× exp
[ π
2h
(
2(a′′ + ib′′)(a′ − ib′)− a′′2 − b′′2 − a′2 − b′2)] da′′ db′′.
(a− ib)
∫
R2n
m(a′′, b′′, a′, b′)
× exp
[ π
2h
(
2(a+ ib)(a′′ − ib′′)− a2 − b2 − a′′2 − b′′2)] , da′′ db′′
=
∫
R2n
m(a, b, a′′, b′′)(−ia′′ + b′′)
× exp
[ π
2h
(
2(a′′ + ib′′)(a′ − ib′)− a′′2 − b′′2 − a′2 − b′2)] da′′ db′′.
The function
m(a, b, a′, b′) = exp
(π
h
(a + ib)(−ia′ − b′)− π
2h
(a2 + b2 + a′2 + b′2)
)
(6.3.21)
can be shown to satisfy these equations through the repeated use of formulae
(A.1.3) and (A.1.1). Another verification of this is given in Corollary 6.3.10
which appears later in the thesis. Using formula (6.3.17) we can obtain the
integral operator corresponding to this transformation.
6.3.2 A Non-Linear Example
We now go through an example of a non-linear transformation in detail to
demonstrate how equations (6.3.15), (6.3.16) can be used for modelling non-
linear canonical transformations. The example we discuss is the canonical
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transformation given by the following equations
Q = q cos(t) + p sin(t)− C (6.3.22)
P = −q sin(t) + p cos(t)− C (6.3.23)
where C is a constant. This is similar to the canonical transformation which
generates the time evolution for the classical forced oscillator (see equation
(5.2.8)). This is a relatively straightforward non-linear canonical transfor-
mation. To apply this method to more complicated non-linear examples nu-
merical methods would need to be used to solve equations (6.3.15),(6.3.16).
Before we set out to form and solve the system of equations (6.3.15),(6.3.16)
for this example we present some preliminary results which will help us along
the way.
Lemma 6.3.4. The following relations hold
〈x v(h,a,b), v(h,a′,b′)〉 = 1
2h
(ia− b− ia′ − b′)〈v(h,a,b), v(h,a′,b′)〉 (6.3.24)
〈y v(h,a,b), v(h,a′,b′)〉 = 1
2h
(ib+ a− ib′ + a′)〈v(h,a,b), v(h,a′,b′)〉. (6.3.25)
Proof. Since
〈xv(h,a,b), v(h,a′,b′)〉
=
∫
R2n
x exp (πx(ia− b− ia′ − b′) + πy(ib+ a− ib′ + a′))
× exp (−πh(x2 + y2)) dx dy
× exp
(
− π
2h
(
a2 + b2 + a′2 + b′2
))
,
(6.3.24) follows through a direct application of equation (A.1.3). Similarly
since
〈yv(h,a,b), v(h,a′,b′)〉
=
∫
R2n
y exp (πx(ia− b− ia′ − b′) + πy(ib+ a− ib′ + a′))
× exp (−πh(x2 + y2)) dx dy
× exp
(
− π
2h
(
a2 + b2 + a′2 + b′2
))
we can obtain (6.3.25) using equation (A.1.3).
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Lemma 6.3.5. We have the following relations
〈P(q) ∗ v(h,a,b), v(h,a′,b′)〉
=
1
2
[(a + ib) + (a′ − ib′)]〈v(h,a,b), v(h,a′,b′)〉 (6.3.26)
〈P(p) ∗ v(h,a,b), v(h,a′,b′)〉
=
1
2
[(b− ia) + (b′ + ia′)]〈v(h,a,b), v(h,a′,b′)〉. (6.3.27)
Proof. By (4.7.1)
P(q) ∗ v(h,a,b) = 1
2πi
(
∂
∂x
+
y
2
∂
∂s
)
v(h,a,b)
=
1
2πi
(πia− πb− πhx+ πihy)v(h,a,b)
=
1
2
(a+ ib+ ihx+ hy)v(h,a,b).
So
〈P(q) ∗ v(h,a,b), v(h,a′,b′)〉 = 1
2
(a+ ib)〈v(h,a,b), v(h,a′,b′)〉
+
h
2
〈(y + ix)v(h,a,b), v(h,a′,b′)〉.
Using equations (6.3.24) and (6.3.25) we get
〈P(q) ∗ v(h,a,b), v(h,a′,b′)〉
=
(
1
2
(a + ib) +
h
2
[
1
2h
(ib+ a− ib′ + a′) + i
2h
(ia− b− ia′ − b′)
])
×〈v(h,a,b), v(h,a′,b′)〉
=
1
2
(a+ ib+ a′ − ib′)〈v(h,a,b), v(h,a′,b′)〉
which is relation (6.3.26). (6.3.27) follows similarly, by (4.7.2)
P(p) ∗ v(h,a,b) = 1
2πi
(
∂
∂y
− x
2
∂
∂s
)
v(h,a,b)
=
1
2πi
(πib+ πa− πhy − πihx)v(h,a,b)
=
1
2
(b− ia + ihy − hx)v(h,a,b).
Using equations (6.3.24) and (6.3.25)
〈P(p) ∗ v(h,a,b), v(h,a′,b′)〉 = 1
2
(b− ia+ b′ + ia′)〈v(h,a,b), v(h,a′,b′)〉.
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We are now in a position to create system (6.3.15), (6.3.16) for this ex-
ample. We are aiming to find the coherent state expansion of the operator
U defined by the equations
UP(q cos(t) + p sin(t)− C) ∗ v = P(Q) ∗ Uv
UP(−q sin(t) + p cos(t)− C) ∗ v = P(P ) ∗ Uv.
Now if m(a, b, c, d) = 〈Uv(h,a,b), v(h,c,d)〉 then by equations (6.3.15),(6.3.16) we
have∫
R2n
m(a, b, a′′, b′′)〈P(Q) ∗ v(h,a′′,b′′), v(h,a′,b′)〉 da′′ db′′ (6.3.28)
= cos(t)
∫
R2n
m(a′′, b′′, a′, b′)〈P(q) ∗ v(h,a,b), v(h,a′′,b′′)〉 da′′ db′′
+ sin(t)
∫
R2n
m(a′′, b′′, a′, b′)〈P(p) ∗ v(h,a,b), v(h,a′′,b′′)〉 da′′ db′′
−C
∫
R2n
m(a′′, b′′, a′, b′)〈v(h,a,b), v(h,a′′,b′′)〉 da′′ db′′,
and∫
R2n
m(a, b, a′′, b′′)〈P(P ) ∗ v(h,a′′,b′′), v(h,a′,b′)〉 da′′ db′′ (6.3.29)
= − sin(t)
∫
R2n
m(a′′, b′′, a′, b′)〈P(q) ∗ v(h,a,b), v(h,a′′,b′′)〉 da′′ db′′
+cos(t)
∫
R2n
m(a′′, b′′, a′, b′)〈P(p) ∗ v(h,a,b), v(h,a′′,b′′)〉 da′′ db′′
−C
∫
R2n
m(a′′, b′′, a′, b′)〈v(h,a,b), v(h,a′′,b′′)〉 da′′ db′′.
Theorem 6.3.6. The expression
m(a, b, a′, b′) (6.3.30)
= exp
(π
h
[(a + ib)(cos(t)− i sin(t))(a′ − ib′) + C(cos(t)− i sin(t))(a+ ib)]
)
× exp
(
− π
2h
(a2 + b2 + a′2 + b′2)
)
satisfies equations (6.3.28) and (6.3.29).
Proof. We start to prove this by directly substituting (6.3.30) into (6.3.28).
If we let
A = m(a, b, a′′, b′′)〈v(h,a′′,b′′), v(h,a′,b′)〉
B = m(a′′, b′′, a′, b′)〈v(h,a,b), v(h,a′′,b′′)〉,
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then using equations (6.3.26) and (6.3.27) equation (6.3.28) becomes
(a′ − ib′)
∫
R2n
Ada′′db′′ +
∫
R2n
(a′′ + ib′′)Ada′′ db′′ (6.3.31)
= cos(t)(a + ib)
∫
R2n
B da′′ db′′ + cos(t)
∫
R2n
(a′′ − ib′′)B da′′ db′′
+ sin(t)(b− ia)
∫
R2n
B da′′ db′′ + sin(t)
∫
R2n
(b′′ + ia′′)B da′′ db′′
−C
∫
R2n
B da′′ db′′.
This is equivalent to
(a′ − ib′)
∫
R2n
Ada′′db′′ +
∫
R2n
(a′′ + ib′′)Ada′′ db′′ (6.3.32)
= (cos(t)− i sin(t))(a + ib)
∫
R2n
B da′′ db′′
+(cos(t) + i sin(t))
∫
R2n
(a′′ − ib′′)B da′′ db′′ − C
∫
R2n
B da′′ db′′.
We now require two results – Lemma 6.3.7 and Lemma 6.3.8 – which are
stated and proved after this proof. By applying Lemma 6.3.7, equation
(6.3.32) becomes[
(a′ − ib′) + 1
2
[(a+ ib)(cos(t)− i sin(t)) + (a′ − ib′) (6.3.33)
+(a+ ib)(cos(t)− i sin(t)) + (−a′ + ib′)]]
∫
Ada′′ db′′
= [(cos(t)− i sin(t))(a + ib) + (cos(t) + i sin(t))
×1
2
[(cos(t)− i sin(t))(a′ − ib′ + C) + (a+ ib)
+(cos(t)− i sin(t))(a′ − ib′ + C) + (−a− ib)]− C]
∫
B da′′ db′′
which is equivalent to
[a′ − ib′ + (a+ ib)(cos(t)− i sin(t))]
∫
Ada′′ db′′ (6.3.34)
= [(cos(t)− i sin(t))(a+ ib) + a′ − ib′ + C − C]
∫
B da′′ db′′.
Then Lemma 6.3.8 tells us that (6.3.30) is a solution of (6.3.28). A similar
calculation will show us that (6.3.30) also satisfies (6.3.29).
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Lemma 6.3.7. We have the following results∫
a′′Ada′′ db′′
=
1
2
[(a+ ib)(cos(t)− i sin(t)) + (a′ − ib′)]
∫
Ada′′ db′′∫
b′′Ada′′ db′′
=
1
2
[(a+ ib)(− sin(t)− i cos(t)) + (ia′ + b′)]
∫
Ada′′ db′′∫
a′′B da′′ db′′
=
1
2
[(cos(t)− i sin(t))(a′ − ib′) + C(cos(t)− i sin(t)) + (a+ ib)]
∫
B da′′ db′′∫
b′′B da′′ db′′
=
1
2
[(sin(t) + i cos(t))(a′ − ib′) + C(i cos(t) + sin(t)) + (b− ia)]
∫
B da′′ db′′.
In the above equations all the integrals are over R2n.
Proof. Since
A = exp
(π
h
[(a + ib)(cos(t)− i sin(t))(a′′ − ib′′)
)
× exp
(π
h
[C(cos(t)− i sin(t))(a + ib) + (a′′ + ib′′)(a′ − ib′)]
)
× exp
( π
2h
[−2a′′2 − 2b′′2 − a′2 − b′2 − a2 − b2]
)
,
by directly applying equation (A.1.3) we get the first two results of the
Lemma. Also
B = exp
(π
h
[(a′′ + ib′′)(cos(t)− i sin(t))(a′ − ib′)
)
× exp
(π
h
[C(cos(t)− i sin(t))(a′′ + ib′′) + (a+ ib)(a′′ − ib′′)]
)
× exp
( π
2h
[−2a′′2 − 2b′′2 − a′2 − b′2 − a2 − b2]
)
.
From this the final two results of the Lemma follow by again directly applying
equation (A.1.3).
Lemma 6.3.8. We have the following relation∫
R2n
Ada′′ db′′ =
∫
R2n
B da′′ db′′. (6.3.35)
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Proof. By equation (A.1.1) we have∫
Ada′′ db′′ = exp
(
π2/h2
4π/h
{[(a+ ib)(cos(t)− i sin(t)) + (a′ − ib′)]2
+[−i(a + ib)(cos(t)− i sin(t)) + i(a′ − ib′)]2})
× exp
(π
h
[C(cos(t)− i sin(t))(a+ ib)]− π
2h
(a2 + b2 + a′2 + b′2)
)
= exp
(π
h
{(a+ ib)(cos(t)− i sin(t))(a′ − ib′) + C(cos(t)− i sin(t))(a + ib)}
− π
2h
(a2 + b2 + a′2 + b′2)
)
= exp
(π
h
(a + ib)[(cos(t)− i sin(t))(a′ − ib′) + C(cos(t)− i sin(t))]
− π
2h
(a2 + b2 + a′2 + b′2)
)
. (6.3.36)
Also using (A.1.1) we get∫
B da′′ db′′
= exp
( π
4h
{[(cos(t)− i sin(t))(a′ − ib′) + C(cos(t)− i sin(t)) + (a+ ib)]2
+[i(cos(t)− i sin(t))(a′ − ib′) + iC(cos(t)− i sin(t))− i(a + ib)]2})
× exp
(
− π
2h
(a2 + b2 + a′2 + b′2)
)
= exp
(π
h
(a + ib)[(cos(t)− i sin(t))(a′ − ib′) + C(cos(t)− i sin(t))]
− π
2h
(a2 + b2 + a′2 + b′2)
)
. (6.3.37)
By comparing (6.3.36) and (6.3.37) we obtain the desired result.
We now present the integration kernel which corresponds to the canonical
transformation given by (6.3.22) and (6.3.23).
Corollary 6.3.9. The operator on H2h corresponding to the integration kernel
exp
{
2πih(s− s′) + πh(cos(t)− i sin(t))
(
ix+ y +
C
h
)
(y′ − ix′)
−πh
2
(x2 + y2 + x′2 + y′2)
}
models the canonical transformation given by equations (6.3.22) and (6.3.23).
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Proof. Let v be an arbitrary element of H2h and let U be the operator on H2h
corresponding to the canonical transformation given by ((6.3.22), (6.3.23)).
By equation (6.3.17)
(Uv)(s, x, y) =
∫
R7
m(a, b, a′, b′)v(s′, x′, y′)v(h,a,b)(s′, x′, y′)
×v(h,a′,b′)(s, x, y) da db ds dx′ dy′ da′ db′
where m(a, b, a′, b′) = 〈Uv(h,a,b), v(h,a′,b′)〉. So the integration kernel corre-
sponding to the operator U is
K(s, x, y, s′, x′, y′)
=
∫
R4
m(a, b, a′, b′)v(h,a,b)(s′, x′, y′)v(h,a′,b′)(s, x, y) da db da
′ db′.
For this example m(a, b, a′, b′) is given in Theorem 6.3.6, so
K(s, x, y, s′, x′, y′)
=
∫
R4
exp
{π
h
[(a+ ib)(cos(t)− i sin(t))(a′ − ib′)
+C(cos(t)− i sin(t))(a+ ib)]}
× exp
(
− π
2h
(a2 + b2 + a′2 + b′2)
)
× exp [2πih(s− s′) + πa(−ix′ + y′) + πb(−iy′ − x′)
+πa′(ix+ y) + πb′(iy − x)]
× exp
{
−πh
2
(x2 + y2 + x′2 + y′2)− π
2h
(a2 + b2 + a′2 + b′2)
}
da db da′ db′
=
∫
R4
exp
{
2πih(s− s′) + a′
[π
h
(a + ib)(cos(t)− i sin(t)) + π(ix+ y)
]
+b′
[
−iπ
h
(a+ ib)(cos(t)− i sin(t)) + iπ(ix+ y)
]}
× exp
{
−π
h
(a2 + b2 + a′2 + b′2)− πh
2
(x2 + y2 + x′2 + y′2)
}
× exp
{π
h
C(cos(t)− i sin(t))(a+ ib) + πa(−ix′ + y′)
+πb(−iy′ − x′)} da′ db′ da db.
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Using equation (A.1.1) this becomes∫
R2
exp {2πih(s− s′) + π(a+ ib)(cos(t)− i sin(t))(ix+ y)}
× exp
{
−π
h
(a2 + b2)− πh
2
(x2 + y2 + x′2 + y′2)
}
× exp {C(cos(t)− i sin(t))(a + ib) + π(a− ib)(−ix′ + y′)} da db
= exp
{
2πih(s− s′) + a
[
π(cos(t)− i sin(t))
(
ix+ y +
C
h
)
+ π(y′ − ix′)
]
+b
[
iπ(cos(t)− i sin(t))
(
ix+ y +
C
h
)
− iπ(y′ − ix′)
]}
× exp
{
−π
h
(a2 + b2)− πh
2
(x2 + y2 + x′2 + y′2)
}
.
Another application of (A.1.1) reduces this to
exp
{
2πih(s− s′) + πh(cos(t)− i sin(t))
(
ix+ y +
C
h
)
(y′ − ix′)
}
× exp
{
−πh
2
(x2 + y2 + x′2 + y′2)
}
which gives us the required result.
We now give another corollary of Theorem 6.3.6. This corollary gives
further verification of our solution to the linear example presented at the end
of Subsection 6.3.1.
Corollary 6.3.10. Expression (6.3.21) gives the correct matrix elements of
the operator corresponding to canonical transformation (6.3.20).
Proof. This follows by putting t = pi
2
and C = 0 into (6.3.30).
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Chapter 7
The Kepler/Coulomb Problem
In this chapter we consider modelling the Kepler/Coulomb problem in
classical and quantum mechanics. The Kepler/Coulomb problem is the three
dimensional classical system governed by the 1√
q2
1
+q2
2
+q2
3
potential and the as-
sociated quantum system. We use the name Kepler/Coulomb problem since
we are looking at both the classical and the quantum problems. The associ-
ated classical problem is often referred to as the Kepler problem [35] since it
was studied in great depth by Kepler in the early 1600s. The classical prob-
lem also gave birth to classical analytic mechanics in the works of Newton.
The problem of quantising this system is closely related to the fundamental
problem of mathematically modelling the Hydrogen atom. The 1√
q2
1
+q2
2
+q2
3
potential in the quantum mechanics literature is usually referred to as the
Coulomb potential.
In the 1970s some important and interesting work was done on the classi-
cal Kepler problem by Moser [63] and Souriau [74] — this work is summarised
in [35]. The work involved showing that the classical flow of the Kepler prob-
lem was equivalent to the geodesic flow on the four dimensional sphere. The
quantum system has been of interest to physicists since the very birth of the
subject due to its close relation to the Hydrogen atom [11]. The standard
treatment of the Coulomb potential in the quantum mechanics literature [61,
Sect. 12.6] [62, Chap. 11] involves finding the eigenvalues and eigenfunctions
of the Kepler/Coulomb Hamiltonian using spherical harmonics [77] and asso-
ciated Laguerre polynomials [77]. The geometric quantisation of the Kepler
problem was described by Simms in the papers [71, 72].
In Section 7.1 we look at the p-mechanisation of the Kepler/Coulomb
problem. We present the p-mechanisation of the Kepler/Coulomb Hamilto-
nian along with the p-mechanisation of its constants of motion (that is, the
angular momentum vector and the Laplace–Runge–Lenz vector). In Section
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7.2 we present the p-dynamic equation for the Kepler/Coulomb problem and
decribe its non-trivial nature. The limitations of the L2(R3) and F 2(Oh)
spaces in analysing the Kepler/Coulomb problem are discussed in Section
7.3. In Section 7.4 we develop a new form of the infinite dimensional uni-
tary irreducible representation of the Heisenberg group using spherical polar
coordinates. The purpose of Section 7.5 is to generalise this to any trans-
formation of position space. In Section 7.6 we describe Klauder’s coherent
states for the hydrogen atom. These coherent states are used to define a new
Hilbert space in Section 7.7. This Hilbert space is shown to be very useful
for analysing the Kepler/Coulomb problem. In Section 7.8 we extend this
approach to more general systems.
7.1 The p-Mechanisation of the
Kepler/Coulomb Problem
In this section we derive the p-mechanisation of the Hamiltonian for the
Kepler/Coulomb problem. The Kepler/Coulomb Hamiltonian in three di-
mensional classical mechanics is1
H(q, p) =
‖p‖2
2
− 1‖q‖ . (7.1.1)
All the norms in the above equation are the 2-norm on R3 (that is ‖x‖ =√
x21 + x
2
2 + x
2
3 ). We wish to obtain the p-mechanisation of this Hamiltonian.
In order to do this we need a known result on the inverse Fourier transform
of 1‖q‖ .
Lemma 7.1.1. The inverse Fourier transform (see (A.5.2)) of 1‖q‖ is the
element of S ′(R3), 1
pi‖x‖2 , that is∫
R3
1
‖q‖
∫
R3
φ(x)e−2piiqx dx dq =
∫
R3
1
π‖x‖2φ(x) dx,
for any φ ∈ S ′(R3).
Proof. See for example [30, Chap 2, Sect 3.3] for a proof. A slight change by
a factor of 2π is needed to get the result into the form we require.
1Here we have taken all constants equal to one to reduce the technicalities in the
calculations.
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The p-mechanisation (see (3.2.1)) of H is
BH(s, x, y) =
(
− 1
8π2
δ(s)δ(x)δ(2)(y)− δ(s) 1
π‖x‖2 δ(y)
)
. (7.1.2)
This is a distribution in the space S ′(H3). δ(2)(y) is notation for the distri-
bution
(
∂2
∂y2
1
+ ∂
2
∂y2
2
+ ∂
2
∂y2
3
)
δ(y).
Three classical constants of the motion are the components of the classical
angular momentum vector
l = q × p (7.1.3)
where × here denotes the cross product of two vectors. Using summation
convention the ith component of the classical angular momentum vector can
be written as
li = ǫijkqjpk, (7.1.4)
where
ǫijk =


1 if (ijk) is an even permutation of (123)
−1 if (ijk) is an odd permutation of (123)
0 otherwise.
The p-mechanisation of the ith component of angular momentum is
Li = − 1
4π2
ǫijkδ(s)δ
(1)
(j)(x)δ
(1)
(k)(y). (7.1.5)
δ
(1)
(j) (x) represents the distribution
∂
∂xj
δ(x1, x2, x3). The total angular momen-
tum l2 =
∑3
j=1 l
2
j is another constant of the motion. The p-mechanisation of
l2 is
L2 =
3∑
j=1
Lj ∗ Lj
where ∗ represents the noncommutative convolution on the Heisenberg group.
Three more constants of the classical motion are the three components of
the classical Laplace–Runge–Lenz vector
f = l × p+ q
r
. (7.1.6)
Again using summation convention the ith component of the Laplace–Runge–
Lenz vector can be written as
fi = ǫijkljpk +
qi
r
. (7.1.7)
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The p-mechanisation of this observable is
Fi =
1
2πi
ǫijkLj ∗ δ(s)δ(x)δ(1)(k)(y) (7.1.8)
+
1
2πi
δ(s)δ
(1)
(i) (x)δ(y) ∗ δ(s)
1
π‖x‖2 δ(y).
Remark 7.1.2. The Hamiltonian along with both the angular momentum
and the Lenz vector are shown to satisfy an o(4) symmetry [35] under both
the Poisson brackets and the quantum commutator. Using the commutation
of the left and right invariant vector fields along with the results
3∑
j=1
∂
∂xj
xj
1
‖x‖2 =
1
‖x‖2
xi
∂
∂xj
1
‖x‖2 = −
2xixj
‖x‖4 = xj
∂
∂xi
1
‖x‖2
we get the same o(4) symmetry under the universal brackets (see equation
(3.2.10)). This means that if ξ and η are elements of R3 then
{[L.ξ, L.η]} = L.(ξ × η) (7.1.9)
{[L.ξ, F.η]} = F.(ξ × η) (7.1.10)
{[F.ξ, F.η]} = −2H ∗ L.(ξ × η). (7.1.11)
7.2 The p-Dynamic Equation for the
Kepler/Coulomb Problem
In Chapter 5 we solved the p-dynamic equation (see (3.2.11)) for the har-
monic and forced oscillators. This showed us that the classical and quantum
dynamics were generated from the same source. We would like to do the same
for the Kepler/Coulomb problem. The Kepler/Coulomb p-dynamic equation
for an arbitrary p-mechanical observable, B, takes the form:
dB
dt
= −
3∑
j=1
yj
∂B
∂xj
+
1
π
∫
R3
1
‖x− x′‖2
[
B
(
s+
1
2
y(x− x′), x′, y
)
−B
(
s+
1
2
y(x′ − x), x′, y
)]
dx′.
This equation is very hard to analyse due to being the mixture of a differential
equation and an integral equation. This shows that taking this approach to
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obtain relations between classical and quantum mechanics is not suitable for
this system. This leads us to look at new representations of the Heisenberg
group — this is the main focus for the rest of this chapter.
7.3 The Kepler/Coulomb Problem in L2(R3)
and F 2(Oh)
We now prove two Lemmas which show the limitations of both the
Schro¨dinger representation on L2(R3) and the ρh representation on F
2(Oh)
when dealing with the Kepler/Coulomb problem.
Lemma 7.3.1. The representation of the distribution BH (from equation
(7.1.2)) using the Schro¨dinger representation (see (3.1.9)) on2 L2(R3) is3
(ρSh(BH)η)(ξ) =
(
− h
2
8π2
∇2 + 1‖ξ‖
)
η(ξ).
Proof. From (A.5.3) we have the definition for the representation ρSh of a
distribution BH ∈ S ′(H3) is
〈ρSh(BH)η1, η2〉 = 〈〈ρSh(s, x, y)η1, η2〉, BH(s, x, y)〉. (7.3.1)
η1 and η2 are elements of L
2(R3) such that 〈ρSh(s, x, y)η1, η2〉 is in S(H3). The
right hand side of this equation is equal to∫
R7
∫
R3
e−2piihs+2piixξ+piihxyη1(ξ + hy)η2(ξ) dξ
×
(
− 1
8π2
δ(s)δ(x)δ(2)(y) + δ(s)
1
π‖x‖2 δ(y)
)
ds dx dy
= − 1
8π2
∫
R7
∫
R3
e−2piihs+2piixξ+piihxyη1(ξ + hy)η2(ξ) dξ δ(s)δ(x)δ(2)(y) ds dx dy
+
1
π
∫
R3
∫
R3
e2piixξη1(ξ)η2(ξ) dξ
1
‖x‖2 dx
=
〈(
− h
2
8π2
∇2 + 1‖ξ‖
)
η1, η2
〉
.
2This operator is not defined on the whole of L2(R3) — it is defined on the space S(R3)
as discussed in Section 4.7.
3Throughout this chapter we use η to denote an element of L2(R3) since we reserve ψ
for an element of the space F(SP3) which we introduce later.
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At the final step we used the fact that the Fourier transform of 1
pi‖x‖2 is
1
‖ξ‖ .
So equation (7.3.1) becomes
〈ρSh(BH)η1, η2〉 =
〈(
− h
2
8π2
∇2 + 1‖ξ‖
)
η1, η2
〉
.
Under this representation we have an operator on L2(R3) associated with
the Kepler/Coulomb Hamiltonian. Unfortunately both the Schro¨dinger and
Heisenberg equations of motion are hard to study using this operator [11,
Chap. 6].
In the forced and harmonic oscillator examples we saw that the F 2(Oh)
representation made the problem much easier to solve. We now work out the
representation of the Kepler/Coulomb Hamiltonian in the F 2(Oh) represen-
tation.
Lemma 7.3.2. The ρh representation of the Kepler/Coulomb Hamiltonian,
BH , applied to f ∈ F 2(Oh) is
ρh(BH)f(q, p) = − 1
8π2
3∑
j=1
(
−2πipj − h
2
∂
∂qj
)2
f(q, p)
+
∫
R3
e−2piiqx
1
‖x‖2 f
(
q, p+
h
2
x
)
dx.
Proof. Equation (7.3.1) holds for this representation with ρSh replaced by ρh
and ψ1, ψ2 being replaced by functions f1, f2 ∈ F 2(Oh) such that 〈ρh(g)f1, f2〉 ∈
S(H3). The right hand side of this is∫
R7
∫
R6
e−2pii(hs+qx+py)f1
(
q − h
2
y, p+
h
2
x
)
f2(q, p) dq dp
×
(
− 1
8π2
δ(s)δ(x)δ(2)(y) + δ(s)
1
π‖x‖2 δ(y)
)
ds dx dy
= − 1
8π2
〈
3∑
j=1
(
−2πipj − h
2
∂
∂qj
)2
f1, f2
〉
+
∫
R3
∫
R6
e−2piiqxf1
(
q, p+
h
2
x
)
f2(q, p) dq dp
1
π‖x‖2 dx
=
〈
− 1
8π2
3∑
j=1
(
−2πipj − h
2
∂
∂qj
)2
f1(q, p), f2(q, p)
〉
+
〈∫
R3
e−2piiqx
1
π‖x‖2f1
(
q, p+
h
2
x
)
dx, f2(q, p)
〉
.
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From this the result follows in an analogous manner to the last proof.
Again the operator we obtain is hard to analyse. In this representation
we do not get a clear time development. We have now shown that both the
Schro¨dinger representation and the ρh representation are insufficient when
studying the Kepler/Coulomb problem. This leads us to a search for different
Hilbert spaces and different representations of the Heisenberg group. We
hope to find a space in which time evolution for the Kepler/Coulomb problem
is clear.
7.4 Spherical Polar Coordinates in
p-Mechanics
It has been shown that the Schro¨dinger equation on L2(R3) for the Ke-
pler/Coulomb problem is simplified through the use of spherical polar coordi-
nates [61, Sect. 12.5] [62, Chap. 11]. We now use spherical polar coordinates
to develop another form of the unitary irreducible infinite dimensional rep-
resentation of the Heisenberg group. We first give a summary of spherical
polar co-ordinates.
Spherical polar coordinates have been of great use in solving numerous
problems with spherical symmetries from a wide range of disciplines. Spher-
ical polar coordiantes let us map from R3 \ {(ξ1, ξ2, ξ3) : ξ1 = ξ2 = 0} to the
space SP3 = {(r, θ, φ) : r > 0, 0 ≤ θ < 2π, 0 < φ < π}. The mapping from
R3 \ {(ξ1, ξ2, ξ3) : ξ1 = ξ2 = 0} to SP3 is defined by [8, Sect.10.4]
r = (ξ21 + ξ
2
2 + ξ
2
3)
1
2 , (7.4.1)
θ =


tan−1
(
ξ2
ξ1
)
, if ξ2 ≥ 0 and ξ1 6= 0,
π + tan−1
(
ξ2
ξ1
)
, if ξ2 < 0 and ξ1 6= 0,
pi
2
, ξ2 > 0 and ξ1 = 0,
3pi
2
, ξ2 < 0 and ξ1 = 0,
(7.4.2)
φ =


sin−1
(
(ξ2
1
+ξ2
2
)1/2
(ξ2
1
+ξ2
2
+ξ2
3
)1/2
)
, if ξ3 ≥ 0,
π − sin−1
(
(ξ2
1
+ξ2
2
)1/2
(ξ2
1
+ξ2
2
+ξ2
3
)1/2
)
, if ξ3 < 0.
(7.4.3)
We denote the above map byMS and take the values of tan−1, sin−1 in [0, π),
[0, pi
2
) respectively. The inverse mapping, M−1S from SP3 to R3 \ {(ξ1, ξ2, ξ3) :
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ξ1 = ξ2 = 0} is defined by
ξ1 = r cos(θ) sin(φ) (7.4.4)
ξ2 = r sin(θ) sin(φ) (7.4.5)
ξ3 = r cos(φ). (7.4.6)
Using these mappings we can transform the space L2(R3) into another
Hilbert space, F(SP3), by transforming the domain through the map MS.
Definition 7.4.1. The space F(SP3) is defined as
F(SP3) = {ψ(r, θ, φ) = η(M−1S (r, θ, φ)) : η ∈ L2(R3)}.
The inner product on F(SP3) is given by
〈ψ1, ψ2〉F(SP3) =
∫ 2pi
0
∫ pi
0
∫ ∞
0
ψ1(r, θ, φ)ψ2(r, θ, φ)r
2 sin(θ) dr dθ dφ. (7.4.7)
Note that F(SP3) is a set of functions with domain {(r, θ, φ) : r > 0, 0 ≤
θ < 2π, 0 < φ < π}. Now we define a mapping between L2(R3) and F(SP3).
Definition 7.4.2. The mapping Φ : L2(R3)→ F(SP3) is defined by
(Φη)(r, θ, φ) = η(M−1S (r, θ, φ)).
The inverse mapping Φ−1 : F(SP3)→ L2(R3) is given by (Φ−1ψ)(ξ1, ξ2, ξ3) =
ψ(MS(ξ1, ξ2, ξ3)). Note that this would give us functions which aren’t de-
fined on the set {(ξ1, ξ2, ξ3) : ξ1 = ξ2 = 0}. For our purposes we can define
our functions to be zero at all these points.
Lemma 7.4.3. The map Φ : L2(R3)→ F(SP3) is a unitary operator.
Proof. If η1 and η2 are two elements of L
2(R3) then
〈Φη1,Φη2〉
=
∫ pi
0
∫ 2pi
0
∫ ∞
0
η1(M−1S (r, θ, φ))η2(M−1S (r, θ, φ))r2 sin(φ) dr dθ dφ.
Now if we make the change of variable MS : (r, θ, φ) 7→ (ξ1, ξ2, ξ3) the Jaco-
bian will cancel out the r2 sin(θ) part of the measure and we will get
〈Φη1,Φη2〉 =
∫
R3
η1η2 dξ.
This gives us the required result.
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Since Φ is a unitary operator we have that F(SP3) is complete with re-
spect to the inner product (7.4.7). We now introduce an infinite dimensional
representation of the Heisenberg group on the space F(SP3).
Definition 7.4.4. The spherical polar coordinate infinite dimensional repre-
sentation of the Heisenberg group, ρPh , on the Hilbert space F(SP3) is defined
by
(ρPh (s, x, y)ψ)(r, θ, φ)
= e−2piihsepiihxye2pii(x1r cos(θ) sin(φ)+x2r sin(θ) sin(φ)+x3r cos(φ)) ×
ψ
([
(r cos(θ) sin(φ) + hy1)
2 + (r sin(θ) sin(φ) + hy2)
2 + (r cos(φ) + hy3)
2
]1/2
,
tan−1
[
r sin(θ) sin(φ) + hy2
r cos(θ) sin(φ) + hy1
]
,
sin−1
[
((r cos(θ) sin(φ) + hy1)
2 + (r sin(θ) sin(φ) + hy2)
2)1/2
F (r, θ, φ, y1, y2, y3)
])
ψ is an element of F(SP3) and
F (r, θ, φ, y1, y2, y3)
= ((r cos(θ) sin(φ) + hy1)
2 + (r sin(θ) sin(φ) + hy2)
2 + (r cos(φ) + hy3)
2)1/2.
In the above definition we take the value of tan−1 in the range (0, π) and
the value of sin−1 in the range (0, 2π). Since
F (r, θ, φ, y1, y2, y3) ≥ ((r cos(θ) sin(φ) + hy1)2 + (r sin(θ) sin(φ) + hy2)2)1/2
the domain of sin−1 is satisfied in the above definition.
Lemma 7.4.5. The spherical polar coordinate infinite dimensional repre-
sentation, ρPh , is unitarily equivalent to the Schro¨dinger representation ρ
S
h .
Furthermore the representation ρPh is irreducible and unitary.
Proof. By a direct calculation it can be shown that ρPh = Φρ
S
hΦ
−1. This gives
us that ρPh is unitarily equivalent to the unitary irreducible representation
ρSh . To show ρ
P
h is a unitary operator is trivial since for any ψ1, ψ2 ∈ F(SP3)
and g ∈ Hn
〈ρPh (g)ψ1, ρPh (g)ψ2〉 = 〈ΦρSh(g)Φ−1ψ1,ΦρSh(g)Φ−1ψ2〉.
The right hand side of this equation is equal to 〈ψ1, ψ2〉 since Φ , ρSh and Φ−1
are all unitary operators.
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To show ρPh is irreducible we use a proof by contradiction. If ρ
P
h is re-
ducible then there exists ψ1, ψ2 ∈ F(SP3) such that
〈ρPh (s, x, y)ψ1, ψ2〉 = 0
for all (s, x, y) ∈ Hn. Since Φ−1 is a unitary map
〈Φ−1ρPh (s, x, y)ψ1,Φ−1ψ2〉 = 0. (7.4.8)
By the definition of F(SP3) there must exist η1, η2 ∈ L2(R3) such that ψ1 =
Φη1 and ψ2 = Φη2. Equation (7.4.8) now takes the form
〈Φ−1ρPh (s, x, y)Φη1, η2〉 = 0, (7.4.9)
which is equivalent to
〈ρSh(s, x, y)η1, η2〉 = 0
for all (s, x, y) ∈ Hn. This implies that the Schro¨dinger representation, ρSh ,
is a reducible representation and hence a contradiction.
Furthermore since ρPh is unitarily equivalent to ρ
S
h which is unitarily equiv-
alent to ρh (see Section 3.1.4) it follows that ρ
P
h is unitarily equivalent to ρh.
By taking the representation of p-mechanical observables under ρPh we will
get the corresponding quantum mechanical observables realised as operators
on the space F(SP3). We will go on to show that the angular momentum
and Kepler/Coulomb Hamiltonian observables will take a much simpler form
under this representation.
Lemma 7.4.6. The spherical polar coordinate infinite dimensional repre-
sentation of the distribution L3 = δ(s)δ
(1)
(1)(x)δ
(1)
(2)(y)− δ(s)δ(1)(2)(x)δ(1)(1)(y) is the
operator h
2pii
∂
∂φ
, that is
ρPh (L3) η =
h
2πi
∂η
∂φ
. (7.4.10)
Proof. This follows using equation (A.5.3) and then repeatedly using the
multi-dimensional chain rule.
Interestingly we can get the form of the Laplacian in spherical polar
coordinates by taking the spherical polar coordinates representation of the
distribution δ(s)δ(x)δ(2)(y). Also we could get more complex differential
operators by taking different distributions on Hn.
Furthermore we now show that the one dimensional representations can
be used to obtain classical mechanical observables in spherical polar coor-
dinates. Initially we give a Lemma about spherical polar coordinates in
Hamiltonian mechanics.
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Lemma 7.4.7. If we transform our position coordinates (q1, q2, q3)→ (r, θ, φ)
by the transformation defined in (7.4.1)-(7.4.6) then if we take
pr =
q1p1 + q2p2 + q3p3
(q21 + q
2
2 + q
2
3)
1/2
(7.4.11)
pθ =
q1q3p1 + q2q3p2 − (q21 + q22)p3
(q21 + q
2
2)
1/2
(7.4.12)
pφ = −q2p1 + q1p2 (7.4.13)
as our new set of momentum coordinates we have a canonical transformation
R6 \ {(q1, q2, q3, p1, p2, p3) ∈ R6 : q1 = q2 = 0}
→ {(r, θ, φ, pr, pθ, pφ) ∈ R6 : r > 0, 0 ≤ θ < 2π, 0 < φ < π}.
Proof. See [42, Sect. 5.3] for a proof of this.
An inversion of equations (7.4.11)-(7.4.13) gives
p1 = pr sin(θ) cos(φ) +
pθ cos(θ) cos(φ)
r
− pφ sin(φ)
r sin(θ)
(7.4.14)
p2 = pr sin(θ) sin(φ) +
pθ cos(θ) sin(φ)
r
+
pφ cos(φ)
r sin(θ)
(7.4.15)
p3 = pr cos(θ)− pθ sin(θ)
r
. (7.4.16)
Definition 7.4.8. We define the spherical polar coordinate one dimensional
representation of the Heisenberg group on C by
ρ(r,θ,φ,pr,pθ,pφ)(s, x, y)u (7.4.17)
= exp (−2πi(x1r sin(θ) cos(φ) + x2r sin(θ) sin(φ) + x3r cos(θ))
× exp
(
−2πiy1
(
pr sin(θ) cos(φ) +
pθ cos(θ) cos(φ)
r
− pφ sin(φ)
r sin(θ)
))
× exp
(
−2πiy2
(
pr sin(θ) sin(φ) +
pθ cos(θ) sin(φ)
r
+
pφ cos(φ)
r sin(θ)
))
× exp
(
−2πiy3
(
pr cos(θ)− pθ sin(θ)
r
))
u
where u ∈ C.
There is a different representation for every element of the set
{(r, θ, φ, pr, pθ, pφ) :
r > 0, 0 ≤ θ < 2π, 0 < φ < π, pr ∈ R, pθ ∈ R, pφ ∈ R} .
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Theorem 7.4.9. The spherical polar coordinate one dimensional represen-
tation of the p-mechanisation of a classical observable, f , is f expressed in
spherical polar coordinates (r, θ, φ, pr, pθ, pφ).
Proof. This follows from the definition of p-mechanisation and the Fourier
inversion formula.
We now give some examples of observables which take a simpler form
under this new one dimensional representation. For example the third com-
ponent of angular momentum, L3, from equation (7.1.5) under this represen-
tation is just
ρ(r,θ,φ,pr,pθ,pφ)(L3) = pφ.
Furthermore the Kepler/Coulomb Hamiltonian takes a simple form under
this one dimensional representation:
ρ(r,θ,φ,pr,pθ,pφ)(BH) =
1
2
(
p2r +
p2θ
r2
+
p2φ
r2 sin2(θ)
)
+
1
r
.
We proceed by demonstrating that under the infinite dimensional spher-
ical polar coordinate representation, ρPh , some observables take a simpler
form. The ρPh representation of the total angular momentum observable is
ρPh (L
2) = − h
2
sin2(θ)
[
sin(θ)
∂
∂θ
(
sin(θ)
∂
∂θ
)
+
∂2
∂φ2
]
.
The eigenfunctions in F(SP3) of ρPh (L2) have been shown to be [61, 62]
ψ(l,m)(θ, φ) = Y
m
l (θ, φ) (7.4.18)
with l ∈ N and −l ≤ m ≤ l. Y ml are the spherical harmonics
Y ml (θ, φ) =
√
2l + 1
4π
(l −m)!
(l +m)!
(−1)meimφPml (cos(θ))
where Pml (x) is the associated Legendre function [61, Eq. 11.71]. These
eigenfunctions have eigenvalue l(l + 1)~2. ψ(l,m) are also eigenfunctions of
the operator ρPh (L3) introduced in equation (7.4.10); for this operator they
have eigenvalue m~. The spherical polar coordinate infinite dimensional
representation of the Kepler/Coulomb Hamiltonian is
ρPh (BH)ψ(r, θ, φ) =
[
− h
2
8π2
∇2 + 1
r
]
ψ(r, θ, φ).
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∇2 denotes the Laplacian in spherical polar coordinates. The bound state
(negative energy) eigenfunctions of this operator have been shown to be [61]
[62, Sect. 11.6]
ψ(n,l,m)(r, θ, φ) =
e−κr(2κr)l
(2l + 1)!
[
(2κ)3
(n + l)!
2n(n− l − 1)!
]1/2
(7.4.19)
×F1(−n+ l + 1; 2l + 2; 2κr)Y ml (θ, φ)
where κ = 2pi
nh2
. F1 is defined as
F1(a; c; z) =
Γ(1− a)Γ(c)
[Γ(c− a)]2 L
c−1
−a (z)
Lpr is the associated Laguerre polynomial defined by
Lpq−p(z) = (−1)p
dp
dzp
Lq(z)
and
Lq(z) = L
0
q(z) = e
z d
q
dzq
(e−zzq).
The eigenvalues corresponding to these eigenfunctions are − ω
n2
ρPh (BH)ψ(n,l,m) = −
ω
n2
ψ(n,l,m) (7.4.20)
where ω = 4pi
2
h2
.
Remark 7.4.10. We could transform the ρh representation in a similar way
to which we have adjusted the Schro¨dinger representation. The equivalent
map to Ms would transform q as before, but it would also change p by the
transformation of the momentum space for spherical polar coordinates (see
equations (7.4.11)-(7.4.13)). Unfortunately this representation is of little use
for analysing the Kepler/Coulomb problem, but it may be of use for other
problems.
7.5 Transforming the Position Space
In this section we generalise the above treatment of spherical polar coor-
dinates in p-mechanics – we consider a general invertible mapping of position
space. We show how starting from a transformation of the position coordi-
nates we can use the Schro¨dinger representation to obtain a corresponding
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transformation of the momentum coordinates. This transformation of the
whole phase space will be a canonical transformation.
Suppose M : Rn → I ⊂ Rn is an invertible mapping which along with
its inverse is differentiable in all its arguments. We assume that I is an n-
dimensional subspace of Rn. We use the coordinates (ξ1, · · · , ξn) to denote
an element of Rn and (ζ1, · · · ζn) to denote an element of I. The matrix DM
is used to denote the matrix with entries (DM)i,j = ∂Mi∂ξj . Furthermore if
A is a matrix we use |A| to denote its determinant. We assume throughout
this section that |DM| 6= 0.
Definition 7.5.1. F is defined as the image of L2(Rn) under the mapping4
η 7→ η ◦M−1. (7.5.1)
We use N to denote the map from L2(Rn) to F by (7.5.1). Clearly the
inverse of N is just
N−1 : F → L2(Rn) ψ 7→ ψ ◦M
Lemma 7.5.2. If we equip F with the inner product
〈ψ1, ψ2〉F =
∫
I
ψ1ψ2
1
|DM| dµ
where dµ is Lebesgue measure on I then N is an isometry, that is
〈η1, η2〉L2(Rn) = 〈N η1,N η2〉F
and F is a Hilbert space.
Proof. This follows by changing the variable in the integral by M. The
Jacobian of the transformation will be cancelled out by the 1|DM| . The com-
pleteness of F is a consequence of N being an isometry.
Since N is an isometry the representation ρMh = N ◦ ρSh ◦ N−1 on F is
unitarily equivalent to the Schro¨dinger representation and therefore unitary
and irreducible.
Lemma 7.5.3. ρMh applied to a particular element ψ ∈ F takes the form
(ρMh ψ)(ζ) = e
−2piihsepiihxye2piix.M
−1(ζ)ψ(M(M−1(ζ) + hy)).
4Throughout this section we use the notation η for an element of L2(Rn) and ψ for an
element of F .
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Proof. If we start with ψ ∈ F then N−1ψ = η where η ∈ L2(Rn) such that
η(ξ) = ψ(Mξ)
for any ξ ∈ Rn. Now since (ρShη)(ξ) = e−2piihsepiihxye2piixξη(ξ + hy) we have
(ρhN−1ψ)(ξ) = e−2piihsepiihxye2piixξψ(M(ξ + hy)).
Furthermore
(N ρhN−1ψ)(ζ) = [ρh(N−1ψ)](M−1(ζ))
= e−2piihsepiihxye2piix.M
−1(ζ)ψ(M[M−1(ζ) + hy]).
Theorem 7.5.4. The ρMh representation of the p-mechanical position and
momentum observables are5[
ρMh
(
1
2πi
δ(s)δ
(1)
(j)(x)δ(y)
)
ψ
]
(ζ) = −M−1(ζ)jψ(ζ) (7.5.2)
[
ρMh
(
1
2πi
δ(s)δ(x)δ
(1)
(j)(y)
)
ψ
]
(ζ) = −
n∑
k=1
hψ,k(ζ)[(DM)k,j(M−1(ζ))].
(7.5.3)
ψ,k is used to denote the differential of the function ψ with respect to its kth
argument.
Proof. Using equation (A.5.3) we have for any ψ1, ψ2 ∈ F such that
〈ρMh (s, x, y)ψ1, ψ2〉 ∈ S(Hn)
〈ρMh (δ(s)δ(1)(j)(x)δ(y))ψ1, ψ2〉
= 〈〈ρMh (s, x, y)ψ1, ψ2〉, δ(s)δ(1)(j)(x)δ(y)〉 (7.5.4)
= − ∂
∂xj
〈ρMh (s, x, y)ψ1, ψ2〉|(s,x,y)=(0,0,0)
= −〈(πihyj +M−1(ζ)j)ρMh (s, x, y)ψ1, ψ2〉|(s,x,y)=(0,0,0)
= −〈M−1(ζ)jψ1, ψ2〉
which proves (7.5.2). Note that at (7.5.4) the outer brackets 〈, 〉 represent
evaluation by a functional while the inner brackets 〈, 〉 represent the inner
5The notation δ(s)δ
(1)
(j) (x)δ(y) was defined in equation (7.1.5)
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product on F(SP3). The proof of (7.5.3) is a little more involved. From
equation (A.5.3) we have
〈ρMh (δ(s)δ(x)δ(1)(j) (y))ψ1, ψ2〉
= − ∂
∂yj
〈ρMh (s, x, y)ψ1, ψ2〉|(s,x,y)=(0,0,0)
= −〈πihxρMh (s, x, y)ψ1 (7.5.5)
+e−2piihs+piihxy+2piix.M
−1(ζ) ∂
∂yj
ψ1(M[M−1(ζ) + hy]), ψ2〉|(s,x,y)=(0,0,0).
Applying Lemma 7.5.5 – which is proved after this theorem – to equation
(7.5.5) we get
〈ρMh (δ(s)δ(x)δ(1)(j) (y))ψ1, ψ2〉
= −
〈
n∑
k=1
hψ1,k(ζ)(DM)k,j(M−1(ζ)), ψ2
〉
.
This proves (7.5.3).
Now we present and prove the Lemma which was used in the proof of
Theorem 7.5.4.
Lemma 7.5.5. We have that
∂
∂yj
ψ(M[M−1(ζ) + hy])|y=0 =
n∑
k=1
hψ,k(ζ)(DM)k,j(M−1(ζ)). (7.5.6)
Proof. To prove this Lemma we need to use the n-dimensional chain rule.
The version of the chain rule we use is [58, Sect. 2.5] if f : Rn → R and
A,B : Rn → Rn then
∂
∂yj
f(A ◦B(y)) =
n∑
k,l=1
f,k(A ◦B(y))× (DA)k,l(B(y))× (DB)l,j(y).
The ×s in the above equation represent the normal multiplication of two
scalar values. If we choose B to be the map y →M−1(ζ) + hy and A to be
the map z →M(z) then (DB)i,j = δi,jh and (DA)i,j = (DM)i,j we get
∂
∂yj
ψ(M[M−1(ζ) + hy])
=
n∑
k,l=1
ψ,k[M(M−1(ζ) + hy)](DMk,l)(M−1(ζ) + hy)hδl,j (7.5.7)
=
n∑
k=1
hψ,k(M(M−1(ζ) + hy))(DM)k,j(M−1(ζ) + hy) (7.5.8)
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which evaluated at y = 0 is
n∑
k=1
hψ,k(ζ)(DM)k,j(M−1(ζ)).
Hence we have proved the Lemma.
Theorem 7.5.4 encourages us to choose the one dimensional representation
associated to M as
ρ(ζ1,··· ,ζn,pζ1 ,··· ,pζn)
= exp(−2πi(x1M−1(ζ)1 + · · ·+ xnM−1(ζ)n))
× exp
(
−2πi
(
y1
(
n∑
j=1
(DM)(1,j)(M−1(ζ))pζj
)
+ · · ·+ yn
(
n∑
j=1
(DM)(n,j)(M−1(ζ))pζj
)))
.
Proposition 7.5.6. The mapping
qj 7→ M−1(η)j
pj 7→
(
n∑
k=1
(DM)j,k(M−1(η)))pηk
)
is a canonical transformation.
Proof. To prove this we just need to show that the Poisson brackets of
qi(η, pη) and pj(η, pη) is δ(i,j) in the new coordinates (see equation (6.1.2)).
We show this by a direct calculation
{qi, pj} =
n∑
k=1
(
∂qi
∂ηk
∂pj
∂pηk
− ∂pj
∂ηk
∂qi
∂pηk
)
=
n∑
k,l=1
(DM−1)(i,k)(η)(DM)(j,l)(M−1(η))δ(k,l)
=
n∑
k=1
(DM−1)(i,k)(η)(DM)(j,k)(M−1(η)). (7.5.9)
The expression at (7.5.9) by the chain rule is (D(M ◦M−1))(i,j) which is
equal to DI(i,j) where I is the identity operator on R
n. So since DI(i,j) = δi,j
we have
{qi, pj} = δi,j.
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So by the Fourier inversion formula the representation of the p-mechanisation
of a classical observable f will just be the image of f after the canonical
transformation.
7.6 The Klauder Coherent States for the Hy-
drogen atom
Ever since Schro¨dinger introduced the harmonic oscillator coherent states,
the hunt has been on to find a set of states which have the same properties
for the hydrogen atom. Many efforts have been made which possess some
of the properties of the harmonic oscillator coherent states, but finding a
set of states which possessed all the same properties for the Hydrogen atom
was never achieved. One of the best attempts was done by Klauder in his
ground breaking paper [52] — a set of coherent states for the hydrogen atom
were introduced which had the properties of being: continuous in their label,
temporally stable and satisfying a resolution of unity for the bound state
portion of the hydrogen atom. Unfortunately they are not minimal uncer-
tainty states, but for our purposes we do not require this property. In this
section we give a brief overview of these coherent states. We will exploit
these coherent states in Section 7.7.
Before we can define the Kepler/Coulomb coherent states we need to in-
troduce the angular-momentum coherent states adapted to the Kepler/Coulomb
problem [52, Eq. 15]
ψ(n,Ω)(r, θ, φ) =
n∑
l=0
l∑
m=−l
[
(2l)!
(l +m)!(l −m)!
]1/2(
sin
(
θ
2
))l−m(
cos
(
θ
2
))l+m
×e−i(mφ+lψ)ψ(n+1,l,m)(r, θ, φ) (2l + 1)1/2.
It is important to note that for labeling the coherent states a bar is used
over Ω = (θ, φ, ψ), to show that they are different from the θ and φ in the
domain of the function. The functions ψ(n,l,m)(r, θ, φ) are the bound state
(negative energy) eigenfunctions (see equation (7.4.20)) in F(SP3) for the
Kepler/Coulomb Hamiltonian. We denote by BS the subspace of F(SP3)
spanned by the vectors ψ(n,l,m).
We let AMn denote the nth angular momentum subspace — that is the
space spanned by the angular momentum eigenfunctions ψ(l,m), from (7.4.18)
for 0 ≤ l ≤ n and −l ≤ m ≤ l. It is shown in [52] that these coherent states
satisfy a resolution of the identity in the subspace AMn, that is∫
〈ψ, ψ(n,Ω)〉ψ(n,Ω) sin(θ) dθ dφ dψ =
{
ψ, if ψ ∈ AMn;
0, otherwise.
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Now we can define the Kepler/Coulomb coherent states as6
ψ(σ,γ,Ω) = e
−σ2
∞∑
n=0

σn exp
(
− 2piγ
ih(n+1)2
)
(n!)1/2

ψ(n,Ω). (7.6.1)
For later use we define the measure ν(σ, γ,Ω) as∫
f(σ, γ,Ω)dν(σ, γ,Ω) (7.6.2)
=
∫ pi
0
∫ 2pi
0
∫ 2pi
0
lim
Θ→∞
1
2Θ
∫ Θ
−Θ
∫ ∞
0
f(σ, γ,Ω) sin(θ) dσ dγ dθ dφ dψ.
We also define the measure µ(r, θ, φ) by∫
ψ(r, θ, φ)dµ(r, θ, φ) =
∫ 2pi
0
∫ pi
0
∫ ∞
0
ψ(r, θ, φ)r2 sin(θ) dr dθ dφ.
One property of the coherent states defined in equation (7.6.1) is that they
satisfy a resolution of the identity for the bound states of the Kepler/Coulomb
Hamiltonian [52, Eq. 18], that is∫
〈ψ, ψ(σ,γ,Ω)〉F(SP3) ψ(σ,γ,Ω) dν(σ, γ,Ω) =
{
ψ, if ψ ∈ BS;
0, otherwise.
Another property of the coherent states which follows from (7.4.20) is
ρPh (BH)ψ(σ,γ,Ω) = e
−σ2
∞∑
n=0

−ωσn exp
(
2piγ
ih(n+1)2
)
(n+ 1)2(n!)1/2

ψ(n,Ω). (7.6.3)
This can also be realised as
−2π
ih
ρPh (BH)ψ(σ,γ,Ω) = ω
∂
∂γ
ψ(σ,γ,Ω)(r, θ, φ). (7.6.4)
7.7 A Hilbert Space for the Kepler/Coulomb
Problem
In this section we introduce a new Hilbert space which is suitable for
modelling the quantum mechanical Kepler/Coulomb problem. Two models
6These are by no means the unique choice of Kepler/Coulomb coherent sates. The
weights e−σ
2
and n! may be changed as described in [52]. In various papers [26, 28, 19, 29]
various suggestions for other choices of these weights are given.
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of quantum mechanics are said to be equivalent if all the transition ampli-
tudes are the same [3]. We show in this section that for a subset of states and
a subset of observables a model using this new Hilbert space will be equiva-
lent to the standard model (that is, the model using the irreducible unitary
Schro¨dinger representation on L2(R3)). Initially we define a new space.
Definition 7.7.1. We define the Kepler/Coulomb space, which we denote
KC, to be
KC =
{
f(σ, γ,Ω) =
∫
ψ(r, θ, φ)ψ(σ,γ,Ω)(r, θ, φ) dµ(r, θ, φ) : ψ ∈ BS
}
.
(7.7.1)
The inner product of f1, f2 ∈ KC is given by
〈f1, f2〉 =
∫
f1(σ, γ,Ω)f2(σ, γ,Ω) dν(σ, γ,Ω)
where ν is the measure defined in equation (7.6.2). We can take the com-
pletion of this space with respect to this inner product to obtain a Hilbert
space. We have a map K1 : BS→ KC given by
(K1(ψ)) (σ, γ,Ω) =
∫
ψ(r, θ, φ)ψ(σ,γ,Ω)(r, θ, φ) dµ(r, θ, φ) (7.7.2)
= 〈ψ, ψ(σ,γ,Ω)〉F(SP3).
Lemma 7.7.2. K1 is a unitary operator and has inverse K−11 : KC→ BS
K−11 f =
∫
f(σ, γ,Ω)ψ(σ,γ,Ω)(r, θ, φ) dν(σ, γ,Ω). (7.7.3)
Proof. Both of these assertions follow from the fact that the coherent states
ψ(σ,γ,Ω) satisfy a resolution of the identity for the bound states of the Ke-
pler/Coulomb problem.
Theorem 7.7.3. If A is an operator on BS and ψ1, ψ2 ∈ BS, then if we let
A˜ = K1AK−11 , f1 = K1ψ1 and f2 = K1ψ2 we have
〈Aψ1, ψ2〉 = 〈A˜f1, f2〉.
Proof. Using Lemma 7.7.2 we have
〈A˜f1, f2〉 = 〈K1AK−11 K1ψ1,K1ψ2〉
= 〈K1Aψ1,K1ψ2〉
= 〈Aψ1, ψ2〉.
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This theorem means that if we transform the F(SP3) model of quantum
mechanics by the operator K1 then our new model is equivalent for oper-
ators which preserve BS and states which are in BS. So this new Hilbert
space is suitable for modelling quantum mechanics as long as we are only
considering operators which preserve BS and states which are bound states
for the Kepler/Coulomb problem. Unfortunately this model does not extend
to all observables and so we can not obtain a representation of the Heisenberg
group on this space. We now show that for the Kepler/Coulomb problem the
time evolution in our new Hilbert space, KC, is just a shift in the γ variable.
Theorem 7.7.4. If Hˆ is the operator on BS equal to ρPh (BH) then
7
˜ˆ
H = K1HˆK−11 =
ih
2π
ω
∂
∂γ
. (7.7.4)
Proof. It is clear that Hˆ will preserve the space BS and so is an operator on
this space. If we let f be an arbitrary element of KC then f = K1ψ for some
ψ ∈ BS
˜ˆ
Hf =
˜ˆ
HK1ψ
= K1Hˆψ
= 〈Hˆψ, ψ(σ,γ,Ω)〉
= 〈ψ, Hˆψ(σ,γ,Ω)〉 (7.7.5)
=
〈
ψ,− ih
2π
ω
∂
∂γ
ψ(σ,γ,Ω)
〉
(7.7.6)
=
ih
2π
ω
∂
∂γ
〈
ψ, ψ(σ,γ,Ω)
〉
=
ih
2π
ω
∂f
∂γ
.
At (7.7.5) we have used the fact that Hˆ is a self adjoint operator on F(SP3)
and at (7.7.6) we have used equation (7.6.4).
The Schro¨dinger equation in KC is
df
dt
=
2π
ih
˜ˆ
Hf = ω
∂f
∂γ
.
So the time evolution of an arbitrary f(t; σ, γ,Ω) ∈ KC is given by
f(t; σ, γ,Ω) = f0(σ, γ + ωt,Ω)
7 ˜ˆH is continuing the notation which originated in Theorem 7.7.3
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where f0(σ, γ,Ω) = f(0; σ, γ,Ω), the initial value of the state at time t = 0.
The eigenfunctions of the operator
˜ˆ
H = ih
2pi
ω ∂
∂γ
are
f(n,l,m)(σ, γ,Ω)
= e−σ
2

σn exp
(
− 2piγ
ih(n)2
)
(n!)1/2

[ (2l)!
(l +m)!(l −m)!
]1/2
×
(
sin
(
θ
2
))l−m(
cos
(
θ
2
))l+m
×e−i(mφ+lψ) (2l + 1)1/2
where n ∈ N, l ∈ N such that 0 ≤ l ≤ n and m ∈ Z such that −l ≤ m ≤ l.
These eigenfunctions will have eigenvalue − ω
n2
with degeneracy n2. This
agrees with the usual quantum mechanical theory. It is important to note
that this model is only suitable for calculating probability amplitudes for
states which are in BS and observables which preserve BS. However we will
describe in Section 7.8 how this can be extended to model a larger set of
states.
7.8 Generalisations
We now indicate how the above approach for the Kepler/Coulomb prob-
lem can be extended to any quantum mechanical system with a discrete spec-
trum. Furthermore we show that this approach can be extended to include
systems with discrete and continuous spectra. This is all done by facilitating
the extensions of Klauder’s coherent states.
Since Klauder discovered his coherent states for the hydrogen atom there
have been many extensions. Majumdar and Sharatchandra have written a
paper [56] discussing relations between coherent states for the hydrogen atom
and the action angle variables for the Kepler problem [32]. Fox [26] extended
this approach to show how these states could be realised as Gaussians. In
[19] Crawford described an extension which could model general systems with
an energy degeneracy. This work used Perelomov’s coherent states [66] for
the degeneracy group. Since these coherent states satisfy both a resolution
of the identity for the set of states in question and are temporally stable,
the associated Hilbert spaces can be obtained in exactly the same way as in
Section 7.7. The proofs will almost follow word for word.
If the set of eigenfunctions for the Hamiltonian in question spans the en-
tire space then K1 from equation (7.7.2) will be unitary, bijective, invertible
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and defined on the whole of8 F(SP3). This means that the Hilbert space we
obtain will be able to deal with any observable and any state. Furthermore
K1ρShK−11 will be a unitary irreducible representation of the Heisenberg group
which is unitarily equivalent to the Schro¨dinger representation. This repre-
sentation would be able to model probability amplitudes for any quantum
mechanical state and quantum mechanical observable.
We can also extend our approach to systems with both discrete and con-
tinuous spectra. The extension of the original coherent states to systems
with both discrete and continuous spectra is given in [28, 29]. Since these
coherent states satisfy a resolution of the identity and are temporally stable
we can obtain another Hilbert space by following the proofs in Section 7.7
word for word.
8We do not need to necessarily consider the space F(SP3) here. The map would be
defined on the Hilbert space which the eigenfunctions are from. This would usually be
L2(Rn), but as has been shown throughout this thesis another space may be more appro-
priate for particular systems.
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Chapter 8
Summary and Possible
Extensions
8.1 Summary
The main focus of this thesis has been demonstrating how the represen-
tation theory of the Heisenberg group can be used to model both quantum
and classical mechanics. In Chapters 3 and 4 we showed how states and
observables from both classical and quantum mechanics could be described
using functions/distributions on the Heisenberg group. In doing so we ob-
tained new relations between classical and quantum mechanics. Also using
different representations of the Heisenberg group we could simplify calcula-
tions which were at the heart of the mathematical formulation of quantum
mechanics. In Chapter 4 we also showed that sometimes it could be more
desirable to realise states as integration kernels as opposed to elements of a
Hilbert space. By taking these new approaches we managed to simplify the
proof of the classical limit of coherent states.
In Chapter 5 we showed how p-mechanics could be used to model some
actual physical systems. In doing this we showed that the dynamics of the
forced and harmonic oscillators could be modelled using p-mechanics. The
classical and quantum dynamics would come from the same source separated
by the one and infinite dimensional representations respectively. Again in this
chapter we had more evidence that by using p-mechanics we could simplify
some quantum mechanical calculations.
In Chapter 6 we used p-mechanics to examine the relation between classi-
cal and quantum canonical transformations. One of the main features of this
chapter was demonstrating how using a Hilbert space such as1 H2h can be
1A space such as F 2(Oh) or the Fock–Segal–Bargmann space would be just as useful.
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advantageous when modelling quantum phenomena. In [60, 64] Moshinsky
and his collaborators used the eigenfunctions of the position and momen-
tum operators on L2(Rn) – from the rigged Hilbert space formulation – to
generate a system of differential equations. Instead we used coherent states
which were in the actual Hilbert space – as opposed to the associated triple
of rigged Hilbert spaces – to derive a system of integral equations. The ex-
istence of reproducing kernels in F 2(Oh) and H2h replaced the need for delta
functions. Also our equations for non-linear transformations did not rely on
the property that quantum mechanical observables are elements of the alge-
bra generated by the position and momentum operators. In [60, 64] all the
quantum mechanical operators are derived using this algebra condition — in
Chapter 6 we used an integral transform instead. This integral transform at
first made our equations look less desirable but it was shown that for some
examples they take a simple form.
In Chapter 7 we showed that in certain cases it is advantageous to con-
sider representations of Hn other than the standard Schro¨dinger representa-
tion. The spherical polar coordinate representations showed that the spher-
ical polar coordinate realisation of both classical and quantum mechanics
can be derived from the same source. Also it was shown that for certain
observables these new representations will give a simpler form than using
the standard representations from [51, Thm. 2.2]. We also showed in this
chapter that choosing Hilbert spaces other than L2(Rn) can be advanta-
geous when analysing the Kepler/Coulomb problem. The Hilbert space we
derived in Section 7.7 was able to clearly represent the dynamics for the
Kepler/Coulomb problem. However this space was limited since it could
not model all the observables and states which are involved in the L2(Rn)
model of quantum mechanics – this also meant there did not exist a unitary
irreducible representation of the Heisenberg group on this space.
8.2 Possible Extensions
In Chapters 3 and 4 we only looked at classical observables which were de-
fined on the phase space R2n. In the general formulation of classical mechan-
ics a general symplectic manifold is used for the phase space. One interesting
and very important extension of this work would be to extend the framework
of p-mechanics to observables which are functions defined on manifolds.
The most immediate extension of the work in Chapter 6 would be to
look at more complex canonical transformations especially some more non-
linear transformations. Another interesting extension would be to look at the
role of Egorov’s Theorem [49] in infinitesimal p-mechanical transformations.
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Egorov’s Theorem [23] has always been posed in the language of pseudodif-
ferential operators on Rn; this idea could be extended to our space H2h with
pseudodifferential operators being replaced by Toeplitz operators as in [40].
Another possible extension would be to use more general coherent states to
derive different systems of equations. In [66] different sets of coherent states
for different Lie groups are presented; it would be interesting to see how equa-
tions (6.3.15) would change for different Lie groups. Also these new systems
of equations may be more suitable for particular problems. Furthermore in
Section 7.8 we described how you can choose a system of coherent states
which is suitable for a particular system. It may be of interest to see how
this can be used to generate systems of canonical transformation equations
which are particularly suitable for different systems.
One extension of the work in Chapter 7 would be to choose different
weights for the coherent states. The choice of weights for the coherent states
in equation (7.6.1) would have an effect on the Hilbert space derived in Sec-
tion 7.7. The choice of particular weights to coincide with physical require-
ments is a subject currently being heavily researched [19, 28, 29]. It would
be interesting to see if these states would generate a Hilbert space which
satisfied certain physical requirements. On the classical side of things an
interesting extension of Chapter 7 would be to try and adapt the aforemen-
tioned important work of Moser[63] and Souriau [74] into the p-mechanical
construction. This would require the extension of p-mechanics to deal with
classical observables defined on manifolds.
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Appendix A
A.1 Some Useful Formulae and Results
In this section we present some results and formulae which are used to
underpin the work in this thesis. An equation used throughout this thesis is∫
R
exp(−ax2 + 2bx) dx =
(π
a
) 1
2
exp
(
b2
a
)
. (A.1.1)
where a > 0. A similar equation [34, p337] which we repeatedly use is∫
R
xn exp(−ax2 + 2bx) dx = 1
2n−1a
(π
a
) 1
2 dn−1
dbn−1
(
b exp
(
b2
a
))
(A.1.2)
providing a > 0. This equation for the particular value of n = 1 is well
known: ∫
R
x exp(−ax2 + 2bx) dx =
(π
a
) 1
2
(
b
a
)
exp
(
b2
a
)
. (A.1.3)
One theorem that is used throughout this thesis is Fubini’s Theorem on
changing the order of integration.
Theorem A.1.1 (Fubini’s Theorem). [81, Sect. 15] If f(x, y) is an inte-
grable function on Rn × Rm then∫
Rn×Rm
f(x, y) dx dy =
∫
Rm
(∫
Rn
f(x, y) dx
)
dy =
∫
Rn
(∫
Rm
f(x, y) dy
)
dx.
(A.1.4)
A proof of this can be found in [53, Sect. 35.3]. In Appendix A.5 we
present a similar result using distributions instead of functions.
The next Lemma is a version of one of the most important results in
representation theory.
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Lemma A.1.2 (Schur’s Lemma). [75, Chap. 0, Prop. 4.1] A representa-
tion, ρ, of a group G on a Hilbert space is irreducible if and only if for any
bounded linear operator U
Uρ(g) = ρ(g)U ∀g ∈ G =⇒ U = cI (A.1.5)
where c is a constant and I is the identity operator.
A.2 Vector Fields and Differential Forms on
R2n
In this section we give a brief overview of vector fields and differential
forms on R2n. Vector fields and differential forms are usually described in
the language of manifolds. For this thesis we only discuss objects on R2n so
we do not describe these concepts in complete generality. A good description
of manifolds and their relation to classical mechanics is given in [57].
The set of tangent vectors at a point (q′, p′) ∈ R2n can be realised as the
set of functionals on C∞(R2n) of the form
f(q, p) 7→
n∑
i=1
ai
∂f
∂qi
|x=(q′,p′) + bi ∂f
∂pi
|x=(q′,p′). (A.2.1)
The space of all tangent vectors at a point (q′, p′) is denoted as T(q′,p′)R2n. A
vector field on R2n associates to each point of R2n a tangent vector at that
point. A vector field can be realised by a differential operator of the form
n∑
i=1
(
ai(q, p)
∂
∂qi
+ bi(q, p)
∂
∂pi
)
(A.2.2)
where now ai and bi are C
∞ functions on R2n. If we multiply a vector field
by a C∞ function it will be another vector field.
A differential one-form on R2n is a map from the set of vector fields to
the space of C∞ functions on R2n. The differential one-forms dq1, · · · , dqn,
dp1, · · · , dpn are defined by
dqi
(
a(q, p)
∂
∂qj
)
= a(q, p) δij dpi
(
b(q, p)
∂
∂pj
)
= b(q, p)δij.
(A.2.3)
Any differential one-form on R2n can be written in the form
n∑
i=1
(ai(q, p)dqi + bi(q, p)dpi) (A.2.4)
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where again ai and bi are functions on R
2n. If we multiply a differential one-
form by a function it will be another differential one-form. For any function
f ∈ C∞(R2n) the associated differential one-form df is
df =
n∑
i=1
∂f
∂qi
dqi +
∂f
∂pi
dpi. (A.2.5)
A two-form is a map which sends two vector fields to a C∞ function on
R2n. If we have two one-forms α and β the wedge product of α and β will
be the two-form
(α ∧ β)(X, Y ) = α(X)β(Y )− α(Y )β(X) (A.2.6)
where X, Y are vector fields on R2n. If we have a one-form α = fdg where
f, g ∈ C∞(R2n) then the two-form dα (called the exterior derivative of α) is
dα = df ∧ dg.
This is a very specific form of the exterior derivative. For a general overview
of the exterior derivative see for example [57].
All the above equations can be modified in the natural way to replace
R2n with any open subset of Rn. For the rest of this section we use the space
Rn as opposed to R2n. Suppose f : Rn → Rn is a differentiable map then the
derivative of this map at point x (denoted Txf) is the map from Tx(R
n) to
Tf(x)(R
n) defined as
((Txf)X)(c) = X(c ◦ f). (A.2.7)
Here X is a tangent vector realised as a functional on C∞(Rn) and c ∈
C∞(Rn). In terms of differential operators this is
Txf :
n∑
i=1
ai(x
′)
∂
∂xi
|x′=x 7→
n∑
i=1
n∑
j=1
(Df)i,jaj(x
′)
∂
∂xi
|x′=f(x). (A.2.8)
A.3 Lie Groups and their Representations
The purpose of this appendix is to introduce Lie groups, Lie algebras
and all the surrounding machinery. Throughout this section we only con-
sider finite dimensional Lie groups. Lie groups in general are defined using
manifolds. All the Lie groups needed in this thesis can be defined without
manifolds so we just refer the reader to [57, Chap. 9] for this general defini-
tion and related theory. For the purposes of this thesis we define Lie groups
in a simpler manner.
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Definition A.3.1. A Lie group, G, is a group which is homeomorphic to a
subset of Rn such that the group multiplication map and the inversion map
are both analytic.
We now define a nilpotent Lie group. First we need to consider a sequence
of subgroups. For any Lie group G there is a sequence
G0 = G ⊃ G1 ⊃ · · · ⊃ Gk ⊃ · · · (A.3.1)
where Gk is the closed subgroup of Gk−1 generated by elements of the type
g1g2g
−1
1 g
−1
2 , g1 ∈ G, g2 ∈ Gk−1.
Definition A.3.2. A nilpotent Lie group is a Lie group for which sequence
(A.3.1) terminates, that is Gl = {e} for all l larger than some k.
The Heisenberg group is a nilpotent Lie group; sequence (A.3.1) for this
example is
G ⊃ Z ⊃ {e},
where Z = {(s, 0, 0) : s ∈ R}, the centre of Hn.
In order to define the Lie algebra of a Lie group we need to introduce
left–invariant vector fields. λl(g) is used to denote the left shift on the set of
functions defined on G, that is
(λl(g)f)(h) = f(g
−1h) (A.3.2)
A vector field (see equation (A.2.2)) on the Lie group G is an object which at
every point, g ∈ G, of the Lie group will give a tangent vector (see equation
(A.2.1)) X(g) at g. A vector field, X , is left invariant if
([Th(λl(g))]X)(h) = X(g
−1h)
where Th(λl(g)) is the differential (see equation (A.2.7)) of the left shift map.
One realisation of the Lie algebra, g, associated to a Lie group is the set of
vectors spanned by the left-invariant vector fields. Equivalent realisations of
the Lie algebra associated to a Lie group are given in [43, Chap. 6].
Now if Xξ is the left invariant vector field corresponding to ξ ∈ g then
there exists a unique integral curve [57, Sect. 9.1] γξ : R → G such that
γξ(0) = e and γ
′
ξ(t) = Xξ(γξ(t)). This gives us an exponential map from g to
G by
exp(ξ) = γξ(1).
We can consider functions which map from a Lie group to C. Differen-
tiating these functions is done in the natural way, and we now show how to
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integrate these functions. Left invariant Haar measure, dg, on a Lie group,
G, is a measure such that for any integrable function on G∫
G
f(hg) dg =
∫
G
f(g) dg.
Right-invariant Haar measure is defined analogously. Left and right invariant
Haar measures for a Lie group may or may not coincide. If they do coincide
then the measure is called unimodular. Now we know how to integrate these
functions we can define spaces such as L1(G) and the Hilbert space L2(G) in
the usual way.
The representation of a group G on a Hilbert space H is a family of
operators
ρ(g) : H → H, g ∈ G, (A.3.3)
which satisfy the algebra homomorphism property
ρ(g1g2) = ρ(g1)ρ(g2) (A.3.4)
and the identity
ρ(e) = I. (A.3.5)
Furthermore ρ is a unitary representation if
ρ(g)′ = ρ(g)−1 = ρ(g−1).
The representation of a function1 f ∈ C∞0 (G) is defined as
ρ(f)v =
∫
G
f(g)ρ(g)v dg (A.3.6)
for any v ∈ H . The representation of a distribution is defined in Appendix
A.5.
The convolution of two functions f1, f2 ∈ L1(G) is given by
(f1 ∗ f2)(g) =
∫
G
f1(h)f2(h
−1g) dh =
∫
G
f1(gh
−1)f2(h) dh. (A.3.7)
The two definitions of convolution given above are equivalent due to the
invariance of Haar measure. Other forms of convolution are given by
(f1 ∗ f2)(g) =
∫
G
(f1(h))λl(g)f˜2(h) dh (A.3.8)
=
∫
G
λr(g
−1)f˜1(h)f2(h) dh
=
∫
f1(h)λl(h)f2(g) dh
1The space C∞0 (G) is defined in Appendix A.5.
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where f˜(g) = f(g−1) and λl, λr are the left and right regular representations
respectively. Furthermore if we assume our space has an L2 inner product
then the convolution of two functions f1, f2 can also be realised as
(f1 ∗ f2)(g) = 〈f1, λl(g)f˜2〉 = 〈λr(g−1)f1, f2〉
where f˜(g) is now f(g−1). Convolutions involving distributions are defined
in Appendix A.5.
If X is an element of the Lie algebra, g associated with the Lie group G,
then the representation of X is defined as
ρ(X)u = lim
h→0
ρ(ehX)u− u
h
. (A.3.9)
A.4 Induced Representations
Induced representations [43, Chap. 13] , [2, Sect. 4.2] are a large part
of representation theory. Here we give a brief overview of the parts of the
subject relevant to this thesis. The theory is based around starting with the
representation of a subgroup, then extending this to a representation of the
whole group.
Let H be a closed subgroup of a nilpotent Lie group G and let ρ be
a representation of the subgroup H onto some Hilbert space V . The space
L(G,H, ρ) is defined as the set of measurable functions from G to V such that
F (gh) = ρ(h)F (g) for all h ∈ H . The representation, η, of G on L(G,H, ρ)
defined by
η(g)F (g1) = F (g
−1g1) (A.4.1)
is called the representation induced in the sense of Mackey by ρ. This map
preserves the space L(G,H, ρ) since for any h ∈ H
(η(g)F )(g1h) = F (g
−1g1h) = ρ(h)F (g−1g1) = ρ(h)(η(g)F )(g1).
An inner product on L(G,H, ρ) is given by
〈F1, F2〉L(G,H,ρ) =
∫
G
〈F1(g), F2(g)〉V dµ(g). (A.4.2)
The measure dµ(g) is chosen so that η becomes a unitary representation.
A general construction of the measure µ is given in [43, Sect 13.2]; for our
purposes the choice of µ is very simple (see Section 3.1.3). L2(G,H, ρ) is the
Hilbert space associated with the inner product (A.4.2).
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There is another realisation of induced representations which are also
relevant to this thesis. We use X to denote the homogeneous space2 G/H .
If σ is a measurable mapping which extracts from each coset a particular
element, that is σ(g−1i H) ∈ g−1i H then we have the following lemma.
Lemma A.4.1. If g ∈ G then there exists a unique x ∈ X and a unique
h ∈ H such that g = σ(x)h.
Proof. Since the cosets g−1i H partition G, g must be an element of one and
only one coset x = g−1i H ∈ X and so g = g−1i a for a particular a ∈ H .
Furthermore σ(g−1i H) = g
−1
i h for some h ∈ H . Since both a and h are in H ,
v = h−1a must also be in H . Finally we have
g = g−1i a = g
−1
i hh
−1a = σ(x)v,
where x = g−1i H and v are uniquely defined.
Note that the x ∈ X here is the coset in which g lies. L2(X) is the set
of measurable functions on X which are square integrable with respect to
the invariant measure on X which is derived from the Haar measure on G in
the usual way [43, Chap. 9]. There is an isometry between L2(G,H, ρ) and
L2(X) by associating f ∈ L2(X) to F ∈ L2(G,H, ρ) by
f(x) = F (σ(x)), (A.4.3)
see [43, Sect. 13.2] for more details of this.
Theorem A.4.2. Under this isometry, representation η from (A.4.1) goes
into the representation φ on L2(X)
[φ(g)F ](x) = ρ(v)f(g−1x)
where v = σ(g−1x)−1g−1σ(x).
Proof. By a direct calculation
[φ(g)f ](x) = η(g)F (σ(x)) = F (g−1σ(x)).
Since g−1σ(x) ∈ G is in the coset g−1x we can use Lemma A.4.1 to obtain a
unique v ∈ H such that g−1σ(x) = σ(g−1x)v. This implies that
[φ(g)f ](x) = F (σ(g−1x)v) = ρ(v)F (σ(g−1x)) = ρ(v)f(g−1x). (A.4.4)
2We use the notation g−1H for an element of X rather than gH since we are considering
left shifts.
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A.5 Distributions
Throughout the development of quantum mechanics the classical notion
of a function has been insufficient. This led to much development in the
theory of distributions [30] [68, Chap. V] [45, Sect. 3.3] [76]. It should be
realised that the theory of distributions is a mathematical field in its own
right and also has applications in many other areas of applied mathematics.
The basic idea of distributions is to choose a test space of functions – which
will be a set of functions with certain required properties3 – then to consider
all operations on the dual space to this.
Before we can develop the theory of distributions we need to introduce a
test space, D(Rn),
D(Rn) = {φ ∈ C∞(Rn) : φ has bounded support }.
C∞(Rn) is the space of functions on Rn with continuous derivatives of all
orders. The support of a continuous function is the closure of the set on
which φ(x) is non-zero. The space D(Rn) is often denoted by C∞0 (Rn).
Definition A.5.1. The space of all distributions on Rn, denoted D′(Rn), is
the set of continuous linear functionals (that is the dual space) on D(Rn).
The action of a distribution f on a test function φ is represented by 〈f, φ〉.
Constructing topologies on D(Rn) and D′(Rn) is a delicate operation which
we do not go into here; we refer the reader to [68].
We often need to consider different test spaces, the smaller the test space
we choose the larger the space of distributions we obtain. Another commonly
used test space is the Schwartz space (or functions of rapid decrease) S(Rn).
The Schwartz space, S(Rn), is the space of all C∞ functions, φ, for which
‖φ‖k,q = sup
x∈Rn
|xkφ(q)(x)| <∞
for any multi-indices k = k1, . . . , kn, q = q1, . . . , qn. Here x
k = xk11 . . . . .x
kn
n
and φ(q)(x) = ∂
q1+...qnφ
∂x
q1
1
...∂xqnn
(x). An example of an element in S(Rn) is e−x2.
S(Rn) is given a Fre´chet space topology [68] [76, Chap.10, Example 4] by the
semi-norms ‖ · ‖k,q.
Definition A.5.2. The dual space to S(Rn) is called the space of tempered
distributions and is denoted by S ′(Rn).
3Informally these are sometimes referred to as spaces of sufficiently ”nice” functions.
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The topology on S ′(Rn) is derived in the natural way from the Fre´chet
space topology on S(Rn). The Fourier transform
(Fφ) (y) =
∫
Rn
φ(x)e−2piixy dx (A.5.1)
is an isomorphism from S(Rn) to S(Rn) [76, Thm. 25.1]. If f ∈ S ′(Rn) then
the Fourier transform of f denoted by Ff is defined by
〈f,Fφ〉 = 〈Ff, φ〉. (A.5.2)
The Fourier transform is an isomorphism from S ′(Rn) to S ′(Rn) [76, Thm.
25.6]. We now define one more space of distributions.
Definition A.5.3. The space of distributions with compact support, E ′(Rn),
is the dual space to C∞(Rn).
The following inclusions clearly hold
C∞0 (R
n) ⊂ S(Rn) ⊂ C∞(Rn)
which implies that
E ′(Rn) ⊂ S ′(Rn) ⊂ D′(Rn).
We can add two distributions f, g together by
〈f + g, φ〉 = 〈f, φ〉+ 〈g, φ〉.
The differentiation of a distribution is defined as follows〈
∂f
∂xi
, φ
〉
= −
〈
f,
∂φ
∂xi
〉
.
We can clearly replace Rn by a Lie group G to obtain the spaces D′(G),
E ′(G) and S ′(G). The case of taking G to be the Heisenberg group is used
throughout this thesis.
We now show how representations of distributions are defined [75]. If ρ is
a representation on a Hilbert space of a Lie group G and k is a distribution
on G then the representation of k is defined by
〈ρ(k)v1, v2〉H = 〈〈ρ(g)v1, v2〉H , k〉. (A.5.3)
where v1, v2 ∈ H such that 〈ρ(g)v1, v2〉 is in the test space. The brackets 〈, 〉H
represent the inner product on the Hilbert space H , whereas the brackets
without the H subscript are the action of a functional acting on an element
of the test space.
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The convolution of two functions on a non-commutative nilpotent Lie
group was defined in Appendix A.3; we now extend this notion to the convo-
lution of distributions on a non-commutative nilpotent Lie group. We first
define the convolution of a distribution and an element of the test space. If
f ∈ S ′(G) and φ ∈ S(G) then their convolution is defined in a similar way
to (A.3.8)
(f ∗ φ)(g) = 〈f, λl(g)φ˜〉
where φ˜(h) = φ(h−1). We move on to define the convolution of two distri-
butions which itself is a distribution. If f1, f2 ∈ S ′(G) and φ ∈ S(G) then
〈f1 ∗ f2, φ〉 =
∫
f1(g)
(
f˜2 ∗ φ
)
(g) dg. (A.5.4)
For more discussion about these notions see [75]. We complete this appendix
with a result known as Fubini’s theorem for distributions – it is an analogy
of Theorem A.1.1.
Theorem A.5.4. If F1 is a distribution on R
m and F2 is a distribution on
Rn then for every test function, φ, on Rm × Rn
〈F1, 〈F2, φ〉〉 = 〈F2, 〈F1, φ〉〉. (A.5.5)
For a proof of this theorem see [76, Thm. 40.4].
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