Abstract-We describe a technique for an Autonomous Surface Vehicle (ASV) to learn an obstacle map by classifying overhead imagery. Classification labels are supplied by a front-facing sonar, mounted under the water line on the ASV. We use aerial imagery from two online sources for each of two water bodies (a small lake and a harbor) and train classifiers using features generated from each image source separately, followed by combining their output. Data collected using a sonar mounted on the ASV were used to generate the labels in the experimental study. The results show that we are able to generate accurate obstacle maps wellsuited for ASV navigation.
. The USC ASV. Left: The ASV in operation in Echo Park Lake. Right: The ASV on shore with the sonar mounted.
planning and safe velocity control. Compared to [5] we work with a different type of sensor and a different environment. We also incorporate spatial dependencies into our classification. While the classification process is ultimately intended to run online on an ASV, we have chosen not to focus on that in this work but rather investigate the feasibility of the general approach in this domain.
In our previous work [6] we explored the feasibility of using a forward mounted profiling sonar on an ASV for obstacle detection. We investigated the effective range and ability of this setup and found it to be a useful option for obstacle detection for ASVs. During this previous research, we have collected large amounts of forward facing profiling sonar data (with GPS coordinates and compass heading for each measurement). We collected two sets of data, one in Echo Park Lake, Los Angeles and the other in King Harbor, Redondo Beach, both of which are utilized in this paper.
II. PRIOR WORK
Many ASVs have been designed and developed in recent years, some are equipped with radar or cameras for obstacle sensing or mapping [7] , [8] , but none use sonar for this purpose until recently [6] , [9] . ASV literature that specifically deals with the obstacle avoidance problem focuses on obstacle detection for above-surface obstacles. Larson et al. [10] performed ASV navigation using vision and radar, Bandyophadyay et al. [11] used a laser range finder to perform obstacle avoidance in the Port of Singapore and Snyder et al. [12] performed autonomous navigation in rivers using a camera system. Benjamin [16] . Leedekerken et al. [9] perform mapping on an ASV by combining data from LADAR above surface and sonar below surface.
Work on enabling long range sensing using aerial imagery includes [17] , [18] , [4] , but the most closely related work to ours is the work by Sofman et al. [5] , where a Bayesian approach is used to perform self-supervised online learning of path costs in off-road environment using aerial imagery in conjunction with LADAR on a ground vehicle. While our work involves a similar idea, we work in a different domain, with a different sensor using different tools.
III. APPROACH
The approach consists of four parts. First the collection and processing of the sonar data, next the processing and feature extraction of the overhead imagery, then combining the two in a binary classification framework and predicting the remainder of the map and finally smoothing and combining the results from the earlier classifications and generating a map with three classes: obstacle, transient/suspect obstacle, non-obstacle. A path planner working with the resulting map would plan paths through the non-obstacle space while avoiding obstacles. The planner would treat the transient obstacles as something it might actually be able to traverse through, but with caution and have some reactive sensing/avoidance handle the obstacles if needed.
We discretize the map to a grid with 1 x 1 m sites. The features for each cell are generated from the collection of pixels within each site and the labeling and classification is done in this 1 x 1 m grid.
A. Sonar Data Processing
The sonar data processing is a modified version of our previous work [6] . A sonar measurement consists of a vector where each element represents echo strength measured from a certain distance. The vector elements are spread equally over the set range of the sonar, which can be set from 1-100 m. In our experience, the effective range when mounted forward is 30-40 m. The sonar data processing extracts potential obstacles from the measurements. The sonar processing pipeline is capable of extracting multiple obstacles from a single measurement, but now we discard all data past the first obstacle found in each measurement, if any. This prevents mis-labeling of anything that is beyond the first obstacle due to reflections. To account for errors in obstacle location, caused by ASV localization error as well as compass error, we draw a 1 m radius circle around each obstacle we find and label each site within that circle as an obstacle.
It is important to note that the sonar measurements will in great likelihood produce inconsistent labels since each site is usually scanned multiple times by the sonar; the first scan could be from a distance, over which a particular obstacle is not visible, and then, once closer, another scan is performed in which the obstacle appears. We use a simple, and perhaps naive, strategy for resolving these labeling inconsistencies: detected obstacle always takes precedence over non-obstacle, i.e. once we've detected an obstacle in a site, we mark that site having an obstacle, no matter if we get a non-obstacle measurement later.
B. Overhead Imagery Processing and Feature Extraction
As previously stated, we have split the area of interest into 1 x 1 m sites. From overhead imagery, we extract features for each of these sites. We want the features to capture some statistics about the color, texture and structure of the site. Based on literature in texture classification and classification of aerial imagery [19] , [20] , we have chosen the following set of features: image pixel values in two color spaces (HSV and CIELab), gabor energy features and entropy within sites.
The RGB color model, in which digital images are usually represented, is unsuitable here because of it's vulnerability to changes in lighting. Instead we use the HSV color representation which is better suited for perception of the images. For further perceptual uniformity, we also use the CIELab color space too. For each channel in these two color models we take the average intensity value as well as the standard deviation of the intensity values for each site and use that as a feature.
Gabor filters are a family of filters frequently used for edge detection [21] and texture classification [22] . The real component of the gabor filter is formulated as follows:
where x ′ = x cos θ + y sin θ and y ′ = −x sin θ + y cos θ. For our purposes we use a filter of bandwidth 1, resulting in σ ≈ 0.56λ, and aspect ratio γ = 0.5. We use the filter at 6 different equi-spaced orientations and at 3 different spatial frequencies (defined by λ = {1, 9, 14}), resulting in a filter bank of 18 filters. The filter bank is used to generate so called Gabor energy image by taking the L 2 -norm of the responses from convolution of the L channel of the whole CIELab image with the symmetric and anti-symmetric Gabor filters (ψ = 0 and ψ = π/2, respectively) at each pixel . The gabor energy features we use are then generated by calculating the average value of this response of all the pixels within each site.
In order to further characterize the texture within each site, S i , we calculate entropy of the pixel intensities within each site from the H channel of the HSV image, H(S i ) = − xǫSi p(x) · log (p(x)), as one of the features.
C. Classification
The classification process utilizes the Real AdaBoost boosting algorithm [23] , a generalization of the basic AdaBoost algorithm by Freund and Schapire [24] . Other classifiers do work as well, but we have chosen AdaBoost for its simplicity, performance and quick run times. There have also been developed online variants of the algorithm [25] , in which we are interested for the further development of this work.
Boosting allows for combining multiple weak learners to generate a single strong one. The AdaBoost algorithm works the following way:
Assume we are given a training set {(f 1 , y 1 ), . . . , (f m , y m )} where f 1 , . . . , f m ǫF is a set of features and y 1 , . . . , y m ,
, is a set of labels corresponding to the feature vectors. We assign equal weights to all the training samples. Next, for n = 1, . . . , N , we train a weak learner based on the weighted training set and get a weak hypothesis, h n : F → {−1, 1}, we then calculate a weight, α n , associated with the hypothesis based on the error rate of the hypothesis. The final step of the loop is to update the feature set weights so that incorrectly classified training examples get more weight when training the next learner.
Finally, the resulting strong classifier, generating labels ǫ{−1, 1}, is as follows:
The training is described in more detail in [23] . The weak learners used in our work are Classification and Regression Trees (CART) [26] with branching factor of 2, from [27] .
As a measure of confidence of the classification we use the absolute classification margin, F (f i ) = N n α n h n (f i ), to generate a posterior probability using logistic correction [28] :
. We will use this measure as an input to our smoothing process.
D. Smoothing
In the classification process we ignored the spatial relationship between neighboring sites. In environments we are interested in, a certain class almost always forms sizable continuous patches on the map, i.e. there are rarely spots of the size of a few sites. When we get such small spots we would like the feature-set to give a strong support for that labeling. Spots with low support that are still misclassified, due to insufficient training data set coverage, artifacts introduced by image stitching and image noise, are something we want to remove. In order to do that we will incorporate the classification results along with the feature set in to a Markov Random Field (MRF) framework. MRFs are one of the tools of the trade in computer vision and allow one to represent spatial dependencies between sites/pixels.
The problem setup is a conventional MRF image denoising problem where the observations come from our classifier but instead of having homogeneous edge weights we generate the weights based on the similarity of the features of the neighboring sites. We set this up as an energy minimization problem [29] where we assign energy to the edges and nodes. The total energy to minimize is:
where P is the set of all sites within the image, N is the set of all pairs of interacting sites (i.e. all pairs of sites that are in each other's neighborhood), D i (·) is the data penalty function and V i,j (·) is the interaction potential between neighboring sites and c ′ i is the labeling for site i. The site neighborhood size was chosen after testing to be 4 (8-neighborhood did not deliver substantial improvements).
The data penalty function takes into account the confidence of the label assignment from the previous classification step:
is the posterior probability from the previous classification step and, as earlier, f i is the set of features for site i. Label assignments that agree with the previous classification step will therefore generate lower data penalty than those that disagree. The interaction potential is supposed to favor spatial coherence by penalizing neighboring nodes with different labels. However, when the features for neighboring sites are very different we want the penalty to be smaller than in cases where features are similar, so we incorporate the distance between the feature vectors in to the interaction potential, V i,j (c i , c j ) = β |ci−cj | |fi−fj | 2 , where β is a parameter. The tuning of β was done by hand for this work.
To find the optimal labeling, c, we minimize the total energy by calculating the min-cut/max-flow using the BoykovKolmogorov algorithm [29] .
E. Transient Obstacle Detection
We perform the classification process on the aerial images captured at different time instances. The added dimension of time allows us to address non-static obstacles as well as help with addressing noise such as shadows cast from trees and structures that might be predicted to be obstacles by our classifier. Our resulting obstacle map will therefore have three classes for each cell: obstacle, transient/suspect obstacle and non-obstacle.
To combine the results from the two classifications we simply take the intersection of the obstacles from both predicted maps and label those sites as obstacles. The difference between the two maps will be labeled as transient/suspect obstacle and finally the intersection of the non-obstacles will be labeled as non-obstacles. If we assume the labels to be non-obstacle, l n , obstacle, l o , and transient/suspect, l t , the resulting label would be:
where c 1 and c 2 are the predicted class values from each of the classifications.
IV. EXPERIMENTAL RESULTS
We have experimental results from the two aforementioned areas. Echo Park Lake (Fig. 2) is a small man made lake in Los Angeles, CA. Apart from the shoreline, the lakes obstacles include floating islands and a small dock. The second area is King Harbor (Fig. 3) , a marina in Redondo Beach, CA. In the marina we have floating docks, docked and moving boats and buoys. The two experiments were done independently and no data was shared between them. The data processing and obstacle map generation for these experiments was done offline after the data gathering.
A. Experimental Platform
The experimental platform used is the Autonomous Surface Vehicle (ASV) designed by the University of Southern California's Robotic Embedded Systems Laboratory (Fig. 1) . The ASV is an Ocean Science QBoat-I hull, 2.1 m long and 0.7 m wide at the widest section. The ASV is actuated by two electrical motors and a rudder and is capable of speeds up to 1.6 m/s. The ASV has an on-board computer, GPS, an IMU and a compass. The ASV is controlled by software built using the open-source framework Robot Operating System (ROS).
For the trials described in this paper, the ASV was equipped with an Imagenex 881L Profiling Sonar mounted facing forward scanning in a plane parallel to the water surface. The 881L is a single-beam mechanically scanned multi-frequency sonar with a full scale range from 1 m to 100 m. Along with the sonar measurements, GPS position and compass heading was also recorded.
B. Sonar Data Labels
The ASV was driven manually around the two areas to collect sonar measurements. The sonar data was processed as described above and a small part of it selected for use as labels for the classification process. Figure 4 shows the labels generated by the sonar overlaid on top of aerial images of the areas. 
C. Classification Results
The classification process was run on images from Google Maps and Bing Maps and the results were then smoothed individually and finally combined as described above. Two image sources are used in order to get the added dimension of time, but because the two image sources are quite different in terms of color and illumination we actually train a classifier independently for each of them instead of using the same one for both as was suggested in the previous section. We have calculated the error rates of the classification by comparing the results to a manually labeled images.
1) Echo Park Lake: The resulting obstacle maps are displayed in fig. 5 . One can see that the lake shore is correctly classified as obstacle as well as the floating islands and the fountain. There is some confusion as to if trees extending over the lake and their shadows are obstacles, but the combined classification in fig. 6 improves on that somewhat. In this figure it can clearly seen how this allows us to mark the shadows cast by trees at the south side of the lake as transient/suspect obstacles and not as obstacles as they were originally classified by one of the classifiers. One thing to notice is the bridge at the north end of the lake that is classified as an obstacle. Even if there was labeling support at that location, our method would still be hard pressed to classify the bridge as not being an obstacle. The classification error rates are displayed in table I.
2) King Harbor:
The resulting obstacle maps are displayed in fig. 7 . The two maps agree for the most part. We can see that all the docks are correctly classified as obstacles and the boats in the as well. The two maps were then combined into one in fig. 8 . Here we can clearly see the benefit of using multiple images as this environment is packed with dynamic obstacles, such as the moving boat coming in to the harbor, two kayaks and of course the different boats parked in the berths. The classification error rates are displayed in table I. In this paper we have developed a method for obstacle detection from an overhead image using labels generated from a forward looking sonar attached to an ASV. The results indicate that this is a viable way to generate an obstacle map on the fly for use in path planning or velocity planning.
For future work we plan to address the multiple label problem and incorporate repeated sensor measurements (and a measure of confidence in the measurements) into the estimation process. Furthermore, we plan to frame the problem in a probabilistic framework. We also plan to address problems with occlusions such as bridges and trees. In this work, we have made training data available to the classification process based on location, i.e. we have made the training dataset consist of all labels in a certain region. We plan to make the data sequentially available to the classifier and look at the progression of the classification results. Finally, we plan to formulate this as an active classification problem and plan a path for the ASV with the objective of improving the classifier.
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