This article introduces a newly devised orienting task and discusses its utility in face processing research. In a pilot study investigating feature saliency, subjects were presented with a series of line-drawn faces and were asked to select 10 of their favorite faces, or 10 faces that were most similar to a particular target. The line-drawn faces were randomly selected from a pool of nearly 60,000 different faces, which were drawn by choosing one of 3 possible values for each of 10 facial features (i. e., 310 possible faces) . Assuming that the subjects would select faces with consistent values for important features, the relative importance of facial features may be assessed by comparing the amount of variance "tolerated" by the subjects for each feature. We found that, for example, in similar face retrieval, the variance was significantly smaller for eyebrow tilt, eye shape, and face shape than for other features such as eyebrow position, eye position, or nose length.
were presented with a target face, followed by an array of four faces from which they were to choose one that they judged had previously been presented as a target. The percentage of correct responses as a function of which face portions were masked was used to assess the saliency of facial features. Roberts and Bruce (1988) The facial-image retrieval system used in the present study wars developed for the initial investigation of our previously proposed "context-driven retrieval mechanism" (e. g., Oda, 1991) . Line-drawn faces were used as image data to simplify database constrcution and manipulation of experimental vari- This facial-image retrieval system simultaneously presents 10 line-drawn faces on a computer display, from which the user selects the face or faces that meet his or her selection criteria . These userselected faces are then stored in a background buffer.
With the context-driven retrieval mechanism, the system attempts to present to the user those faces that are calculated to be most similar to the user-selected faces in the buffer. With the context-driven retrieval mechanism turned off, the system presents 10 faces that are randomly chosen from the total database. The system can hold up to 10 of the most recently selected faces in the background buffer, which the user can at anytime call up and re-evaluate the currently-held faces and decide whether to retain or discard any of them.
3 Design and procedure
There were two different retrieval tasks.
In the favorite-face retrieval task, one group of subjects (6 male and 14 female) was asked to retrieve 10 of their favorite faces from the database.
In the similar-face retrieval task, another group of subjects (7 male and 13 female) was asked to retrieve 10 faces that they judged were most similar to a particular target face.
In each retrieval, the subjects completed the task once with the assistance of the context-driven retrieval mechanism and once without it. Half of the subjects first attempted context-driven retrieval and the other half first attempted random retrieval.
The order of these two modes of retrieval was randomized across the subjects. Thus, the type of retrieval tasks (i. e., favorite and similar face retrieval) was manipulated between subjects, and the modes of retrieval (i. e., with or without the context-driven retrieval mechanism) and facial features within subjects.
The subjects were randomly assigned to one of four conditions (2 retrieval tasks x 2orders of retrieval modes) . After receiving retrieval task instructions and an explanation of the facial image retrieval system, the subjects were given an opportunity to familiarize themselves with the system and mouse operation. The practice session lasted five minutes. Following the practice period, the subjects attempting similar face retrieval were given five more minutes to select their favorite face. A printed copy of that face was then given to them as their retrieval task target.
In all retrieval cases, the subjects were asked to continue the retrieval task until they were satisfied with the 10 faces that they collected in the buffer. At the end of each retrieval session, the subjects were asked to identify the most satisfactory face from among the 10 selected faces and to orally explain why they judged it to be the best among the favorite or similar faces that they had collected.
Results
Since the main purpose of this article is to discuss the database-retrieval task method as a viable alternative for investigating feature saliency in face processing, our focus was on analyzing the data obtained in the random retrieval mode. A comparison of context-driven and random retrieval was presented in Kato and Oda (1993) in which the effectiveness of the context-driven retrieval mechanism was extensively examined.
The subjects took on average 7 minutes and 32 seconds to complete the retrieval of favorite faces, and 9 minutes and 13 seconds to complete the retrieval of similar faces. The mean total number of faces examined by the subjects was 479 for favorite face retrieval, and 792 for similar face retrieval. The results suggest that the subjects in similar face retrieval took less time to examine presented faces. However, caution needs to be exercised in interpreting these results, since the task completion time included the time the subjects spent examining the selected faces in the buffer, and the amount of the buffer viewing was at their discretion. 3. 1 Variance data As mentioned before, each subject produced a set of 10 faces as the outcome of a given retrieval task. We calculated, for each of the 10 facial features, the variance of the feature parameter values among the 10 faces in the final set produced by each subject.
The variance data as a function of retrieval tasks and 10 facial features are shown in Figure 2 . A 2 (orders of retrieval modes) x 10 (facial features) analysis of variance (ANOVA) (Kirk, 1982) conducted on the variance data in favorite face retrieval indicated that there were significant differences in the mean variances among the 10 facial features, F(9, 162)=9.50, p < 0.0001. The presence or absence of the prior retrieval experience with the context-driven retrieval mode was not The variance of face shape was significantly smaller than that of mouth position, too. We also found that the variance of eye shape was significantly smaller than that of nose length, nose position, and eyebrow position, while the variance of eye position was significantly smaller than that of nose length and nose position.
A 2 (orders of retrieval modes) x 10 (facial features) ANOVA applied to the variance data in similar face retrieval showed that while the main effect of facial features was significant, F(9, 162)= 22.42, p< 0.0001, the main effect of the presence or absence of the prior retrieval experience with context-driven retrieval did not reach the significance level, F(1, 18) = 3.87, p >0.06. There was no significant interaction between facial features and prior retrieval experience, F <1.
A Tukey pairwise comparison (a=0.05) indicated that eyebrow tilt, face shape, and eye shape had significantly smaller variance than the remaining seven features, and that mouth position, mouth length, and eye position had significantly less variance than nose position. A 2 (retrieval tasks) x 10 (facial features)
ANOVA applied to combined data of favorite and similar face retrieval indicated that the main effects of retrieval tasks and facial features were both significant, F(1, 38)=15.20, p< 0.0005, for retrieval tasks, and F(9, 342)=29.43, p< 0.0001, for facial features. The interaction between retrieval tasks and facial features was also significant, F(9, 342)=2.72, p<0.005. The simple main effects of retrieval tasks were tested for each of the 10 facial features, using multiple t tests. Each t test was conducted at the 0.01 level of significance. It was found that the difference in variance between favorite and similar face retrieval was significant for eyebrow tilt and eye shape. The difference was found to be marginally significant (0.01 < p < 0.05) for face shape.
2 Hit-rate data
The goal of similar face retrieval was to collect a set of 10 faces that were most similar to a particular target face. We calculated, for each of the 10 facial, .
features, the hit rate between the target face and the 10 faces in the final set produced by each subject. The hit rates as a function of retrieval tasks and 10 facial features are shown in Figure 3 .
A 2 (orders of retrieval modes) x 10 (facial features) ANOVA showed that hit rates were significantly different among the features, F(9, 162) =21 .70, p< 0.0001. However, neither the presence/ absence of the prior retrieval experience with context-driven retrieval (F(1, 18) = 3.14, p >0.09), nor the interaction between facial features and prior retrieval experience (F < 1) was found to be significant. A Tukey pairwise comparison (a=0.05) revealed that eyebrow tilt had a significantly higher hit rate than did the other features, except for face shape.
Face shape had a significantly higher hit rate than the eight remaining features, except for eye shape. The hit rate of eye shape was significantly higher than that of the seven remaining features, except for mouth position. This hit rate of mouth position was higher than that of nose length and ear position.
Unlike similar face retrieval, there was no externally given target face in favorite face retrieval. However, at the conclusion of the retrieval task, the subjects were asked to specify the face that they judged to be the best among the 10 favorite faces stored in the final set. We calculated, for each of the 10 facial features, the frequency of occurrence of the feature value commonly shared between the best face and the remaining faces. In the remainder of this article, we refer to this frequency as a hit in favorite face retrieval.
A 2 (orders of retrieval modes) x 10 (facial features) ANOVA showed that the main effect of facial features was significant, F(9, 162)=7.06, p< 0.0001. However, neither the prior retrieval experience (F < 1) nor the interaction effect (F < 1) was significant. A Tukey pairwise comparison (a=0.05) indicated that eyebrow tilt had a significantly higher hit rate than did the other features, except for face and eye shape. The hit rate of face shape was significantly higher than the other features, except for eyebrow tilt, eye shape and eye position. Although the hits in similar and favorite face retrieval are not exactly comparable, a 2 (retrieval tasks) x 10 (facial features) ANOVA was applied to the combined hit-rate data of similar and favorite face retrieval. The results showed that the main effects of retrieval tasks and facial features were both significant, F(1, 38)=9.30, p< 0.005, for retrieval tasks, and F(9, 342)=26.69, p < 0.0001, for facial features. The interaction between retrieval tasks and facial features was also found to be significant, F(9, 342)=3.34, p< 0.001.
The simple main effects of retrieval tasks, conducted at the 0.01 level of significance using multiple t tests, revealed that the difference in the hit rates between similar and favorite face retrieval was significant only for eyebrow tilt. A marginally significant difference (0.01 < p< 0.05) was found for face and eye shape.
3 Explicit and Implicit Features
The facial features so far discussed refer to the characteristics of individual features, which we might call "explicit features." There are also features of a rather implicit nature, such as spatial relations between individual features, which we might call "implicit features." We attempted a preliminary investigation of implicit features by defining six such features : the positional distances between eyebrow and eye (B-E) , eyebrow and nose A 2 (explicit and implicit features) x 2 (favorite and similar face retrieval) ANOVA indicated that while the main effect of the types of features was significant, F(1, 38)=45.83, p < 0.0001, the main effect of retrieval tasks was non-significant, F < 1. The interaction between types of features and types of retrieval tasks was significant, F(1, 38)=16.88, p Figure 5 shows the variance data as a function of retrieval tasks and implicit features.
4 Verbal reports
As mentioned in the Method section, at the conclusion of each retrieval task, the subjects were asked to select the best face from among the 10 faces in the final set and give the reason for their choice. These reasons were classified into three categories depending on whether they referred to physical characteristics of individual features (e. g., big eyes) , relations between features (e. g., space between eyebrows and eyes) , or emotional aspects of the face (e. g., gentle) . The frequency of occurrence in each category was then counted. If more than one category was given to the same face by the same subject, the frequency was divided by the number of categories. The percentages of mention as a function of retrieval tasks and selection reasons are shown in Figure 6 . The results indicated that the subjects tended to refer more to emotional aspects of the face after favorite face retrieval and more to individual features of the face after similar face retrieval.
Discussion
In the present experiment, the subjects were presented with line-drawn faces, 10 at a time, and were asked to produce a set of 10 faces that satisfied a particular retrieval goal (i. e., retrieving favorite faces or faces similar to a given target face) . These faces were supposed to be selected from the database of nearly 60,000 different faces under the condition that all presented faces were randomly chosen by the system. We expected that under such circumstances, the subjects would have to make some compromise in their selection criteria so that they could conclude a given retrieval task within a reasonable period of time. 
1 Saliency of facial features
It is clear from the analyses of the variance data that in favorite face retrieval, the most salient features of the present line-drawn faces are face shape and eyebrow tilt, closely followed by eye shape and eye position. In similar face retrieval, whereas eyebrow tilt, face shape, and eye shape are clear winners, mouth position, mouth length, and eye position appear to be a distant second. The results in similar face retrieval appear to be consistent with the previous studies showing the saliency of face shape or head outline (e. g., Haig, 1985 , Fraser et al., 1990 ) and the eyebrow-to-eye area (e. g., Haig, 1986) , and the secondary saliency of the mouth area (e. g., Davies, Ellis, & Shepherd, 1977) .
Although the overall variance was significantly higher in favorite face retrieval than in similar face retrieval, this effect was mostly due to the much reduced variance for eyebrow tilt and eye shape in similar face retrieval. In similar face retrieval, the subjects were engaged in a task that required them to find the faces that were most similar to a given target face.
Therefore, the saliency of a given feature needed to The database-retrieval task method and the construction method described in the Introduction may be classified as "production"-type methods, which require subjects to produce a face or faces that satisfy a particular retrieval requirement. The subjects in the construction method are required to construct a composite face by choosing appropriate We are also developing a similar set of tools, which will allow us to specify a variety of explicit and implicit features of real-life, photographed faces on a computer display and then automatically calculate and store the metrics of these features.
We expect that these sets of tools will enhance the strength of the database-retrieval task method and shed further light on the problem of feature saliency in face processing.
