This paper studies a cooperative card game called Hanabi from an algorithmic combinatorial game theory viewpoint. The aim of the game is to play cards from 1 to n in increasing order (this has to be done independently in c different colors). Cards are drawn from a deck one by one. Drawn cards are either immediately played, discarded or stored for future use (overall each player can store up to h cards).
Introduction
When studying mathematical puzzles or games, mathematicians and computer scientists are often interested in winning strategies, designing computer programs that play as well (or even better than) humans. The computational complexity field studies the computational complexity of the games. That is, how hard it is to obtain a solution to a puzzle or to decide the winner or loser of a game [5, 8, 9] . Another interest is to design algorithms to obtain solutions. Some games and puzzles of interest include for example Nim, Hex, Sudoku, Tetris, Go. Recently, this field has been called 'algorithmic combinatorial game theory' [9] to distinguish it from games arising from other fields, especially classical economic game theory. In this paper we study a cooperative card game called Hanabi. Designed by Antoine Bauza and published in 2010, the game has received several tabletop game awards (including the prestigious Spiel des Jahres in 2013 [6] ). In the game the players simulate a fireworks show 1 , playing cards of different colors in increasing order.
In this paper we study this game from the viewpoint of algorithmic combinatorial game theory. We first propose mathematical models of a single-player variant of Hanabi, and then analyze their computational complexities. We show that even a single-player Hanabi is computationally intractable in general, while the problem becomes easy under very tight constraints.
Rules of the Game
Hanabi is a multi-player, imperfect-information cooperative game. This game is played with a deck of fifty cards, where each card has a number (from 1 to 5) and a suit (or a color) out of five colors (red, yellow, green, blue and white). There are ten cards of each suit. The values of the cards are 1, 1, 1, 2, 2, 3, 3, 4, 4, and 5, respectively. That is, there are two copies of each card except for the lowest and highest card of each color (that appear three and one time, respectively). Players must cooperate to play the cards from 1 to 5 in increasing order for all suits independently.
One of the most distinctive features of the game is that players cannot see their own cards while playing: each player holds his cards so that they can be seen by other players (but not himself). A player can do one of the following actions in each turn: play a card, discard a card from his hand to draw a new one, or give a hint to another player on what type of cards he or she is holding in hand. A second characteristic of this game is that each player can hold only a small number cards in hand (4 or 5 depending on the number of players) drawn at random from the deck. Whenever no card is playable, a player may discard a card and draw a new one from the deck. See Appendix A for the exact rules of the Hanabi game, or [1, 2] for more information on the game.
Related Work
There is an extensive amount of research that studies the complexity of tabletop and card games. In virtually all games, the total description complexity of the problem is bounded by a constant, thus they can be solved in constant time by an exhaustive search approach.
Thus, the literature focuses on the extensions of those games in which the complexity is not constant. For example, it is known that determining the winner in chess on an n × n board needs exponential time [7] . If the playing board can be any graph, Pandemic (a popular tabletop game in which players try to prevent a virus from spreading) is NP-complete [10] . A somehow more surprising result is that determining the winner in Settlers of Catan is also an NP-complete problem, even after the game has ended [4] .
When considering card games, the complexity is often expressed as a function of the number of cards in the deck. The popular trading card game Magic: The Gathering is Turing complete [3] . That is, it can simulate a Turing machine (and in particular, it can simulate any other tabletop or card game).
To the best of our knowledge, the only research that considered algorithmic aspects of Hanabi is by Osawa [11] . The main focus of this paper is the design of strategies so that players can collectively play as many cards as possible. Three heuristics are introduced, the best of which performs almost as well as experienced human players in their experiments.
Model and Definitions
Motivated by this game, we study the complexity of Hanabi from the viewpoint of algorithmic combinatorial game theory. We show that the game is difficult, even if we forego the hidden information feature of the game. To this end, we introduce a simplified mathematical model of a single-player version of this game. We assume that the player has complete information of the cards; the player knows which cards are being held in his hand as well as the exact order in which cards will be drawn from the deck.
We represent a card of Hanabi with an ordered pair (a i , k i ), where a i ∈ {1, . . . , n} and k i ∈ {1, . . . , c}. The term a i is referred to as the value of the card and k i as its color. The whole deck of cards is then a sequence σ of N cards. That is, σ = ((a 1 , k 1 ), . . . , (a N , k N )). The hand size h is the maximum number of cards that the player can hold in hand at any point during the game. The multiplicity r of cards in a card sequence σ is the maximum number of times that any card appears in σ.
In a game, the player scans the cards in the order fixed by σ in a streaming fashion. When scanning a card we consider three options: play, discard or store the card. If a card is discarded, it is gone and can never be used afterwards. If instead we store the card, it is saved and can be accessed afterwards (remember that at any instant of time the maximum number of cards that can be stored is h). Cards can be played only in increasing order for each color independently. That is, we can play card (a i , k i ) if and only if the last card of color k i that was played was (a i − 1, k i ) (or a i = 1 and no card of color k i has been played). After a card has been played we can also play any cards we may have stored in hand in the same manner. The objective of the game is to play all cards from 1 to n in all c colors. Whenever this happens we say that the sequence of play/discard/store is a winning play sequence.
Thus, a problem instance of the Solitaire Hanabi (or Hanabi for short) consists of a hand size h ∈ N and a card sequence σ of N cards (where each card is an ordered pair of a value and a color out of n numbers and c colors, and no card appears more than r times). The aim is to determine whether or not there is a winning play sequence for σ that never stores more than h cards in hand.
Results and Organization
In this paper, we study computational complexity and algorithmic aspects of Hanabi with respect to parameters N , n, c, r and h. Unfortunately the problem is NP-complete, even if we fix some parameters to be small constants. Specifically, in Section 5 we show that the problem is NP-complete even if we restrict ourselves to the case in which h = 2 and r = 2.
Given the negative results, we focus on the design of algorithms for particular cases. For those cases, our aim is to design algorithms whose running time is linear in N (the total number of cards in the sequence), but we allow slightly larger running times as a function of n, k, and r (the total number of values, colors and multiplicity, respectively).
In Section 2 we give a straightforward O(N ) algorithm for the case in which r = 1 (that is, no card is repeated in σ). This approach is afterwards extended for c = 1 (and unbounded r) in Section 3. In Section 4 we give an algorithm for the general problem. Note that the algorithm runs in exponential time (expected for an NP-complete problem), but the running time reduces to O(N ) whenever c and n are constants. The exact running times of all algorithms introduced in this paper are summarized in Table 1 . 
Unique Appearance
As a warm-up, we consider the case in which each card appears only once (i.e., r = 1). In this case we have exactly one card for each value and each color. Thus, N = cn and the input sequence σ is a permutation of the values from 1 to n in the c colors.
Since each card appears only once, we cannot discard any card in the winning play sequence. In the following, we show that the natural greedy strategy is essentially the best we can do: play a card as soon as it is found (if possible). If not, store it in hand until it can be afterwards played.
The game rules state that we cannot play a card (a i , k i ) until all the cards from 1 to a i − 1 of color k i have been played. Thus, we associate an interval to each card that indicates for how long that card must be held in hand. For any card (a i , k i ), let f i be the largest index of the cards of color k i whose value is at most a i (i.e., f i = max j≤N {j : k j = k i , a j ≤ a i }). Note that we could have i = f i , but this only happens when all cards of value smaller than a i appear before card (a i , k i ). Otherwise, we must have f i > i, and card (a i , k i ) cannot be played until we have reached card (a fi , k fi ).
We associate each index i to the interval [i, f i ]. Let I be the collection of all nonempty such intervals. Let w be the maximum number of intervals that overlap (i.e., w = max j≤N |{[i, Proof. Intuitively speaking, any interval [i, j] ∈ I represents the need of storing card (a i , k i ) until we have reached card (a j , k j ). Thus, if two (or more) intervals overlap, then the corresponding cards must be stored simultaneously. By definition of w, when processing the input sequence at some point in time we must store more than h cards, which in particular implies that no winning play sequence exists.
In order to complete the proof we show that the greedy play strategy works whenever w ≤ h. The key observation is that, for any index i we can play card (a i , k i ) as soon as we have reached the f i -th card. Indeed, by definition of f i all cards of the same color whose value is a i or less have already appeared (and have been either stored or played). Thus, we can simply play the remaining cards (including (a i , k i )) in increasing order.
Overall, each card is stored only within its interval. By hypothesis, we have w ≤ h, thus we never have to store more than our allowed hand size. Furthermore, no card is discarded in the play sequence, which in particular implies that the greedy approach will give a winning play sequence with hand size h.
Regarding running time, it suffices to show that each element of σ can be treated in constant time. For the purpose, we need a data structure that allows insertions into H and membership queries in constant time. The simplest data structure that allows this is a hash table. Since we have at most h elements (out of a universe of size cn) it is easy to have buckets whose expected size is constant.
The only drawback of hash tables is that the algorithm is randomized (and the bounds on the running time are expected). If we want a deterministic worst case algorithm, we can instead represent H with a c × n bit matrix and an integer denoting the number of elements currently stored. With either data structure it is straightforward to see that insertions, removals, and membership queries take constant time, thus the algorithm takes O(N ) = O(cn) time as claimed.
Lazy Strategy for One Color
We now study the case in which all cards belong to the same suit (i.e., c = 1). Note that we make no assumptions on the multiplicity or any other parameters. Unlike the last section in which we considered a greedy approach, here we describe a lazy approach that plays cards at the last possible moment.
We start with an observation that allows us to detect how important a card is. For any i ≤ N , we say that the i-th card (whose value is a i ) is useless if there exist w 1 , . . . , w h+1 ∈ N such that:
That is, there exist h + 1 values that are higher than a i none of which appears after the i-th card in σ. Observe that, for example, no card of value n − h or higher can be useless (since the w i values cannot exist) and that the last card is useless if and only if a N < n − h.
Observation 2. Useless cards are never played in a winning play sequence.
Proof. Assume, for the sake of contradiction, that there exists a winning play sequence that plays some useless card whose index is i. Since we play cards in increasing order, no card of value equal to or bigger than a i can have been played at the time in which the i-th card is scanned. By definition of useless, the remaining sequence does not have more cards of values w 1 , . . . , w h+1 . Thus, in order to complete the game to a winning sequence, these h + 1 cards must all have been stored, but this is not possible with a hand size of h.
Our algorithm starts with a filtering phase that removes all useless cards from σ. The main difficulty of this phase is that the removal of some useless cards from σ may create further useless cards, and so on. In order to avoid having to scan the input several times we use two vectors and a max-heap as follows: for each index i ≤ N , we store the index of the previous occurrence of the same card in a vector P (or −∞ if none exists). That is,
We also use a vector L such that, for each index i ≤ n stores the last non-useless card of value i (since initially no card has been detected as useless, the value L[i] is initialized to the index of the last card with value i in σ). Finally, we use a max-heap HP of h + 1 elements initialized with values L[n − h], . . . , L[n]. Now, starting with i = n − (h + 1) down to 1 we look for all useless copies of value i. The invariant of the algorithm is that for any j > i, all useless cards of value j have been removed from σ and that vector L[j] stores the index of the last non-useless card of value j. The heap HP contains the smallest h + 1 values among L[j], . . . , L[n] (and since it is a max-heap we can access in constant time its largest value). These values will be the smallest possible candidate values for the witnesses w 1 , . . . , w h+1 (properly speaking, HP stores indices, but the values can be extracted in constant time). The invariants are satisfied for i = n − (h + 1) directly by the way in which L and HP is initialized.
Any card of value i whose index is higher than the top of the heap is useless and can be removed from σ (the indices in the heap HP act as witnesses). Starting from L[i], we remove all useless cards of value i from σ until we find a card of value i whose index is smaller than the top of the heap. If no card of value i remains we stop the whole process and return that the problem instance has no solution. Otherwise, we have found the last non-useless card of value i. We update the value of L[i] since we have just found the last non-useless card of that value. Finally, we must update the heap HP. As observed above, the value of L[i] must be smaller than the largest value of HP (otherwise it would be a useless card). Thus, we remove the highest element of the heap, and insert L[i] instead. Once this process is done, we proceed to the next value of i. Let σ be the result of filtering σ with the above algorithm. Proof. Each time we remove a card from σ, the associated h + 1 witnesses w 1 , . . . w h+1 are present in HP, thus the first claim follows. The fact that no more useless cards remain follows from the fact that we always store the smallest possible witness values. Now we bound the running time. The heap is initialited with h + 1 elements, and during the whole depurating phase O(n) elements are pushed. Hence, this part takes O(n log h) time. Vector P and L can be initialized by scanning σ once. During the iterative phase we can access the last occurrence of any value by using vector L. Once a card is removed, we can update the last occurrence using P . Thus, we spend constant time per card that is removed from σ (hence, overall O(N ) time). Now we describe the algorithm for our lazy strategy. The play sequence is very simple: we ignore all cards except when a card is the last one of that value present in σ . For those cards, we play them (if possible) or store them (otherwise). Whenever we play a card, we play as many cards as possible (out of the ones we had stored).
Essentially, there are two possible outcomes after the filtering phase. It may happen that all cards of some value were detected as useless. In this case, none of those cards may be played and thus the Hanabi problem instance has no solution. Otherwise, we claim that our lazy strategy will yield a winning play sequence. Theorem 4. We can solve a Hanabi problem instance for the case in which all cards have the same color (i.e., c = 1) in O(N + n log h) time.
Proof. It suffices to show that our lazy strategy will always give a winning play sequence, assuming that the filtered sequence contains at least a card of each value. Our algorithm considers exactly one card of each value from 1 to n. The card will be immediately played (if possible) or stored until we can play it afterwards. Thus, the only problem we might encounter would be the need to store more than h cards at some instant of time.
However, this cannot happen: assume, for the sake of contradiction, that at some instant of time we need to store a card (whose index is j) and we already have stored cards of values a i1 , . . . , a i h . By construction of the strategy, there cannot be more copies of cards with value a i1 , . . . , a i h or a j in the remaining portion of σ . Let p be the number of cards that we have played at that instant of time. Remember that we never store a card that is playable, thus p + 1 ∈ {a j , a i1 , . . . , a i h }. In particular, the last card of value p + 1 must be present in the remaining portion of σ . However, that card is useless (the values {a j , a i1 , . . . , a i h } act as witnesses), which gives a contradiction.
Thus, we conclude that the lazy strategy will never need to store more than h cards at any instant of time, and it will yield a winning play sequence. Finally, observe that the sequence itself can be reconstructed, since vector L stores the last non-useless occurrence of each value.
General Case Algorithm
In this section we study the general problem setting. Recall that this problem is NP-complete, even if the hand size is small (see details in Section 5), hence we cannot expect an algorithm that runs in polynomial-time. In the following, we give an algorithm that runs in polynomial time provided that both h and c are fixed constants (or exponential otherwise). We solve the problem using a dynamic programming approach. Specifically, we build a table DP [s, H, p 1 , . . . , p c−1 ] indexed by the following c + 1 parameters: s (≤ N ) represents the number of cards from the sequence σ that we allow to scan. H is the set of cards that we require to store in hand after card (a s , k s ) has been processed. We might have no requirements on what needs to be in hand, in which case we simply set H = ∅. p 1 , . . . , p c−1 (≤ n) encode how many cards we require to play in the first c − 1 colors, respectively.
The entry of the table DP [s, H, p 1 , . . . , p c−1 ] is a positive number equal to the maximum number of cards of the c-th color that we can play among all play sequences that preserve the above constraints. Whenever such a sequence is not feasible (i.e., we cannot play the required cards in some color or store the cards of H), we simply set that position of the table to −∞.
For example, if c = 3, the entry of table DP [42, {(15, 1), (10, 2)}, 10, 4] = 6 should be interpreted as There is a play sequence that, after scanning through the 42 cards of σ has played exactly 10 cards of the first color, 4 of the second, 6 of the third, and has stored cards (15, 1) and (10, 2) in hand. Moreover, there is no play sequence that, after scanning the first 42 cards, plays 10, 4, and 7 cards of the three colors (respectively) and ends up with cards (15, 1) and (10, 2) in hand.
When s is a small number we can find the solution of an entry by brute force (try all possibilities of discarding, storing or playing the first s cards). This takes constant time since the problem has constant description complexity. Similarly, we have DP [s, H, p 1 , . . . , p c−1 ] = −∞ whenever |H| > h (because we need to store more than h cards in hand). In the following we show how to compute the table DP for the remaining cases. For this purpose, we define three auxiliary values D, S, and P (which stand for Discard, Store, and Play) as follows: 2 , c) , . . . , (a s +t, c)},
These auxiliary values allow us to compute an entry of the (a s , k s ) is played In this case we claim that DP [s, H, p 1 , . . . , p c−1 ] = P. In order to prove this we give an intuitive definition of P. We consider three subcases depending on the color and value of card (a s , k s ). k s < c and a s > p ks Recall we only need to play up to card p ks in color k s (and this card is of higher value). In particular, the card need not be played in the play sequence. We set P = −∞ to make sure that this case is not considered by our algorithm. k s < c and a s ≤ p ks Consider only color k s : we are required to play p ks cards and in order to do that we must specifically use card (a s , k s ). In order to do so, we must have played the first a s − 1 cards of this color in advance, and must have the cards from a s + 1 to p ks in hand. All constraints for other colors are unaffected. Thus, we have DP [s, H, p 1 , . . . , p as before, we need card (a s , k s ) to be playable when we reach this card. This constraint is realised by restricting to entries of the table that allow to play at least a s − 1 cards of color c (i.e., DS[·] ≥ a s − 1). Recall that our aim is to play as many cards of color c as possible. Thus, if we want to play t additional cards after (a s , c) but are not allowed to scan more cards of the input, those t cards must have been previously stored. Thus, we are interested in the largest value of t so that cards of values a s + 1, . . . , a s + t of color c can be stored in hand while making sure that all constraints are satisfied.
Note that t can be as small as zero (i.e., when we do not store additional cards) and at most h (since we cannot store more than h cards at any instant of time), giving DP [s, H, p 1 , . . . , p c−1 ] = P as claimed.
Thus, when DP [s, H, p 1 , . . . , p c−1 ] is a positive number, we have equality from the fact that we query feasible moves (thus DP [s, H, p 1 , . . . , p c−1 ] ≥ max{P, S, D}) and exhaustiveness (since we try all options, the largest of them must satisfy max{P, S, D} ≥ DP [s, H, p 1 , . . . , p c−1 ]). Similarly, if an entry of DP is unbounded, its associated values P, S and D will also be unbounded (since a bounded number would be a witness of a winning play sequence). Remark In principle, the DP table only returns whether or not the instance is feasible. We note that, we can also find a winning play sequence with the usual backtracking techniques.
NP-Hardness (Multiple Colors, Multiple Appearances)
In this section we prove hardness of the general Hanabi problem. As mentioned in the introduction, the problem is NP-complete even if h and r are small constants.
Theorem 7. The Hanabi problem is NP-complete for r = 2 and for any h ≥ 2.
We prove the statement for h = 2 and then show how to generalize it for larger h. Our reduction is from 3-SAT. Given a 3-SAT problem instance with v variables x 1 , . . . , x v and m clauses W 1 , . . . , W m , we construct a Hanabi sequence σ with 2v + 1 colors, n = 6m + 2, r = 2, h = 2 (and thus N ≤ 2(2v + 1)(6m + 2)). Before discussing the proof, we provide a birds-eye view of the reduction. The generated sequence will have a variable gadget V i for each variable x i and a clause gadget C j for each clause W j .
In the first phase of the game, the variable assigning phase, the player scans through the variable gadgets V i , i ≤ v. The variable gadget V i associated to the i-th variable will have cards of colors 2i − 1 and 2i. After we have scanned through gadget V i , the best we can do is play at most 5 cards of one color, and 1 from the other one. We assign a truth value to a variable depending on which of the two colors we played five cards. By repeating this in all variable gadgets we obtain a truth assignment.
In the next phase, the clause satisfaction phase, the player scans through the clause gadgets C j , j ≤ m. The clause gadget C j corresponding to clause W j is constructed in a way Sequence σ1 for a SAT instance with three variables. The upper row represents the numbers of the cards whereas the lower one represents the color of each card. Note that the dummy cards to reduce hand size are also added (color "d" stands for dummy color).
that when we scan through it we can play five additional cards (of all colors) if and only if the truth assignment satisfies the clause W j . Thus, only when all clauses are satisfied the Hanabi instance will have a solution.
As will be shown afterwards, it will be useful to temporarily reduce the amount of cards that can be stored in hand (or even make it zero). This can be enforced with an additional dummy color 2v + 1. Indeed, assume that when scanning a portion λ of the input we want to make sure that hand size is one (for simplicity, we also assume that no card of the dummy color appears in the whole sequence). Then, it suffices to add cards (2, 2v + 1) and (1, 2v + 1) before and after λ, respectively. Since card (2, 2v + 1) appears exactly once, then its unique appearance must be stored until card (1, 2v + 1) is found. Thus, only one additional card can be stored while scanning λ. We call this gadget the hand reduction gadget.
Similarly, we can enforce independence between two gadgets by adding cards (4, 2v + 1), (5, 2v + 1), and (3, 2v + 1) between them. If cards (4, 2v + 1) and (5, 2v + 1) appear exactly once in the sequence, they must be stored until the card (3, 2v + 1) is scanned (at which point all three cards can be played). Since our hand size is two, this essentially makes sure that no card can be stored between gadgets. Note that this trick can be done arbitrarily many times provided that each time we use higher numbers of the dummy color (and each card appears only once in the whole sequence). We call this operation the hand dump gadget. Note that the gadgets are used to simulate a reduction in the hand size, but h remains constant. The temporary reduction is created by forcing some cards to be stored during a portion of the play sequence.
Let us first consider the variable assigning phase. We first describe the variable gadget. For any i ≤ v, variable gadget V i is defined as the sequence V i = 2, 2, 1, 3, 4, 5, 1, 3, 4, 5, where overlined values are cards of color 2i, whereas the other cards have color 2i − 1. The first part of the Hanabi problem instance σ simply consists of the concatenation of all gadgets V 1 , . . . , V v , adding card (2, 2v + 1) in the very beginning and card (1, 2v + 1) in the very end of the sequence, as to form a hand reduction gadget (see Figure 1 ). We call this sequence σ 1 .
Lemma 8.
There is no valid play sequence of σ 1 that can play cards of value 2 of colors 2i − 1, 2i and the dummy color 2v + 1. This statement holds for all i ≤ v.
Proof. Assume, for the sake of contradiction, that there exists some i ≤ v and a sequence of plays for which we can play the three cards. In order to play card (2, 2v + 1) we need to store it in the very beginning of the game enforcing the hand reduction gadget for the duration of the variable assigning phace, thus temporarily reducing the hand-size to one.
Further notice that each card appears exactly once in σ 1 (that is, the multiplicity of this part is equal to 1), and that the cards of color 2i − 1 and 2i only appear in gadget V i . More importantly, the value 2 in both colors appears before the value 1 in the respective colors. In particular, both must be stored before they are played. However, this is impossible, since we have decreased the hand size through the hand reduction gadget.
From now on, for simplicity in the description, we only consider play sequences that play all the cards in the dummy color (recall that these cards appear exactly once. If any of them C1 4 5 3 6 7 8 9 10 5 6 7 8 9 10 2 3 4  7 8 6  3 3 3  2 4 5 6  2 4 5 6  2 4 5 6  d d d  1,4, and 5 2, 3, and 6 d d d 1 4 5 1 1 1 1 4 4 4 4 5 5 5 5 C2 10 11 9 11 12 13 14 15 10 11 12 13 14 15 7 8 9 13 14 12 8 8 8 7 9 10 11 7 9 10 11 7 9 10 11 d d d 1,3, and 6 2, 4, and 5 d d d 1 3 6 1 1 1 1 3 3 3 3 6 6 6 6
Figure 2
Sequence σ2 for a SAT instance with three variables x1, x2, x3 and two clauses W1 = (x1 ∨ ¬x2 ∨ x3), W2 = (x1 ∨ x2 ∨ ¬x3). Colors 1, 4, 5 are associated to W1 and colors 1, 3, 6 are associated to W2. The upper row represents the numbers of the cards whereas the lower one the color of each card. Note that the dummy cards to obtain independence between/inside gadgets are also added (color "d" stands for dummy color).
is not played the resulting sequence of moves cannot be completed). Similarly, we assume cards are played as soon as possible. In particular, if the card that is currently being scanned is playable, then it will be immediately played. We can make this assumption because holding it in hand is never beneficial. We call these two conditions the smart play assumption.
Thus, the best we can do after scanning through all variable gadgets is to play five cards of either color 2i − 1 or 2i (and only one card of the other color). This choice is independent for all i ≤ v, hence we associate a truth assignment to a play sequence as follows: we say that variable x i is set to true if, after σ 1 has been scanned, the card (5, 2i − 1) has been played, false if (5, 2i) has been played. For well-definement purposes, if neither (5, 2i − 1) or (5, 2i) we simply consider the variable as unassigned (and say that an unassigned variable never satisfies a clause). This definition is just used for definement purposes since, as we will see later, no variable will be unassigned in a play sequence that plays all cards.
Let us now move on to the clause satisfaction phase by first describing the clause gadget C j for clause W j . We associate three colors to a clause. Specifically, we associate W j with color 2i − 1 if x i appears positive in W j . If x i appears in negated form, we associate W j with color 2i instead. Since each clause contains three literals, it will be associated to three distinct colors.
Let o j = 5(j − 1). Intuitively speaking, o j indicates how many cards of each color can be played (we call this the offset). Our invariant is that for all i ≤ v and j ≤ m, before scanning through the clause gadget associated to W j , there is a play sequence that plays up to o j + 1 cards in color 2i − 1 and o j + 5 in color 2i (or the reverse) and no play sequence can exceed those values in any color. Observe that the invariant is satisfied for j = 1 by Lemma 8.
The clause gadget C j is defined as follows: we first add the sequence o j + 6, o j + 7, o j + 8, o j + 9, o j + 10 for the three colors associated to W j . Then we append the sequence
in all other colors (except the dummy color). After this we add three cards of the dummy color forming a hand dump gadget. Finally, we add the sequence o j +3,
in the three colors associated to W j (as before, the single and double overline on the numbers is used to distinguish between the three colors). See Figure 2 .
Let σ 2 be the result of concatenating all clause gadgets in order, where before each C j we add three cards of the dummy color forming a hand dump gadget so as to make sure that no card from one gadget can be saved to the next one (see Figure 3 ). Further let σ = σ 1 • σ 2 . We must show that, when scanning a clause gadget that is satisfied, we can play five cards of all colors. We start by showing that this is possible for the easy colors (i.e., colors for which we played five cards in σ 1 or those that are not associated to W j ). Lemma 9. Let k ≤ 2v be a color for which before processing clause gadget C j we have played up to o j + 5 cards of color k (for some j ≤ m) or a color not associated to W j for which we have played up to o j + 1 cards of color k. Then, we can play up to five more cards of color k when processing the clause gadget C j . Moreover no play sequence can play more than five cards of that color.
Proof. Recall that there are hand dumps between different gadgets. Thus, any cards that is played while processing C j must appear in C j .
The case in which we played up to the value o j + 5 of a color is easy, since C j contains the sequence o j + 6, o j + 7, o j + 8, o j + 9, o j + 10 in consecutive fashion in all colors. Thus, the five cards can be played without having to store anything in hand. Also note that a sixth card cannot be played since o j + 11 is not present in any color in C j .
The case in which we played up to o j + 1 of a color not associated to W j is similar. In this case, the cards of color k appear in the following order: o j + 5, o j + 6, o j + 7, o j + 8, o j + 9, o j + 10, o j + 2, o j + 3, o j + 4. It is straightforward to verify that if we are only allowed to store two cards we can play at most five cards.
The remaining case is that a color k is associated to W j and only o j + 1 cards have been played. Recall that, by the way in which we associated variable assignments and play sequences, this corresponds to the case that the assignment of variable x k/2 does not satisfy the clause W j . We now show that five cards of color k will be playable if and only if at least one of the other two variables satisfies the clause.
Lemma 10. Let C j be the clause gadget associated to W j (for some j ≤ m). We can play five cards in each of the three colors associated to W j if and only if we have played card of value o j + 2 in at least one of the three associated colors before W j is processed. Moreover, we can never play more than five cards in the three colors associated to W j .
Proof. The proof is similar to the Lemma 9. By construction of our gadget, we first find the sequence o j + 6, o j + 7, o j + 8, o j + 9, o j + 10 in all three colors associated to W j . These cards are unplayable if we have only played up to o j + 1, so the best we can do is to store them. However, before we find the smaller numbers of the same color, there is a hand dump gadget. Thus none of these cards will be playable for colors in which, before C j is processed, we have only played cards of value at most o j + 1.
The only other cards of the associated color that are present in the gadget form
Again, because of the hand dump gadget before and after this sequence, no other cards can be played.
Consider the case in which we have played only up to o j + 1 of the three colors before processing C j (or equivalently, the variable assignment does not satisfy clause W j ). The first three cards we find have the number o j + 3 in the three colors. None is currently playable, thus ideally we would like to store them. Due to the limitations on our hand size, we can only store two of the three cards. In particular, from the color whose card o j + 3 was discarded we will only be able to play one card. Note that for this situation to happen it is crucial that in none of the three colors we have played up to card o j + 5. When this condition is not satisfied in at least one color we can make sure that five cards in all colors are played.
From the above results we know that by the time we scan through σ we can play at least up to value o m + 6 (in half of the colors we can play up to value o m + 10) if and only if the variable assignment created during the variable assignment phase satisfied all clauses. For the dummy color, we used one hand size reduction gadget and two hand dump gadgets per clause, thus 6m + 2 cards will have been played. We pad σ with values o m + 6 to 6m + 2 in increasing order in all colors (except the dummy color). Let σ be the resulting sequence.
Theorem 11. There is a valid solution of Hanabi for σ and h = 2 if and only if the associated problem instance of 3-SAT is satisfiable.
Proof. If the associated problem instance of 3-SAT is satisfiable, there exists a truth assignment satisfying all clauses, by Lemmas 8, 9 and 10, we can play all colors up to the card 6m + 2 from σ. If the associated problem instance of 3-SAT is not satisfiable, for any truth assignment, there exists one or more clauses that are not satisfied. Let j be the index of the first clause that is not satisfied by the truth assignment. By Lemma 10, we will not be able to play card o j + 3 in one of the three colors associated to C j . Since the smallest number of the next gadgets is o j + 7, no more cards can be played in that color. In particular, there cannot be a solution for this Hanabi problem instance.
Our reduction can be constructed in polynomial time and no card is repeated more than twice. Further observe that we can use a hand reduction gadget in order to reduce the hand size from any h > 2 down to 2. This completes the proof of Theorem 7.
Conclusions
In this paper we provided the first algorithmic results on the complexity of the Hanabi game, even if we forego with the hidden information issues. We provided linear time algorithms for the cases where cards appear only once (r = 1) and when all cards have the same color (c = 1). We showed that the game is already NP-hard when the hand-size is a small constant (h ≥ 2) and cards appears at most twice (r = 2). Last, we gave an algorithm for the general case running in time exponential in h and c, but polynomial in all other parameters. Several questions regarding the complexity of the game remain unanswered. For example, is the game still NP-complete if we bound the number of colors instead of the hand-size? Also, can we obtain linear-time algorithms for the case where h and c are small constants (for example when h = 1 and/or c = 2)? Furthermore, as the problem is very rich in parameters, it would be fruitful to study it from a parameterized complexity point of view. Last, in our paper we only looked into a solitaire version of the game. It would be interesting to extend the model to more than one collaborating players. 
A The Rules of Hanabi
In this appendix we introduce the official rules of Hanabi [1] .
Game Material

