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1 RESUMO
Neste trabalho, faremos inicalmente um passeio pela histo´ria da Teoria Ergo´dica e, em seguida,
uma introduc¸a˜o a` Teoria da Medida e Integrac¸a˜o, no qual trabalharemos com espac¸os mensura´veis
e espac¸os de medida. Logo apo´s, trabalharemos o Teorema da Recorreˆncia de Poincare´ e ve-
remos o conceito de Medidas Invariantes. Por fim, demonstraremos importantes resultados da
Teoria Ergo´dica como por exemplo o Teorema Ergo´dico de Birkhoff e o Teorema da Decomposic¸a˜o
Ergo´dica.
2 INTRODUC¸A˜O
Em termos simples, a Teoria Ergo´dica e´ a disciplina matema´tica que estuda sistemas dinaˆmicos
munidos de medidas invariantes. Comec¸aremos por dar as definic¸o˜es precisas destas noc¸o˜es e
algumas das principais motivac¸o˜es para o seu estudo.
2.1 Sistemas dinaˆmicos
Ha´ va´rias definic¸o˜es, mais ou menos gerais, do que e´ um sistema dinaˆmico. No´s nos restringiremos
a dois modelos principais. O primeiro deles, ao qual nos referiremos na maior parte do tempo,
sa˜o as transformac¸o˜es f : M → M em algum espac¸o me´trico ou topolo´gico M . Heuristicamente,
pensamos em f como associando a cada estado x ∈ M do sistema o estado f(x) ∈ M em que o
sistema se encontrara´ uma unidade de tempo depois. Trata-se portanto de um modelo de dinaˆmica
com tempo discreto.
Tambe´m consideraremos fluxos, que sa˜o modelos de sistemas dinaˆmicos a tempo cont´ınuo.
Lembre que um fluxo em M e´ uma famı´lia f t : M →M, t ∈ R de transformac¸o˜es satisfazendo
f 0 = identidade e f t ◦ f s = f t+s para todo t, s ∈ R.
Fluxos aparecem, por exemplo, associados a equac¸o˜es diferenciais: tome como f t a trans-
formac¸a˜o que associa a cada ponto x o valor no tempo t da soluc¸a˜o da equac¸a˜o que passa por x
no tempo zero. Num caso e no outro, sempre iremos supor que o sistema dinaˆmico e´ pelo menos
mensura´vel: na maior parte dos casos sera´ ate´ cont´ınuo, ou mesmo diferencia´vel.
2.2 Teoria Ergo´dica
A palavra ergo´dico e´ a concatenac¸a˜o de duas palavras gregas, ergos = trabalho e odos = caminho, e
foi introduzida por Boltzmann, no se´culo XIX, no seu trabalho sobre a teoria cine´tica dos gases. Os
sistemas em que Boltzmann, Maxwell, Gibbs, os principais fundadores da teoria cine´tica, estavam
interessados sa˜o descritos por um fluxo hamiltoniano, ou seja, uma equac¸a˜o diferencial da forma
(
dq1
dt
, ...,
dqn
dt
,
dp1
dt
, ...,
dpn
dt
)
=
(
∂H
∂p1
, ...,
∂H
∂pn
,−∂H
∂q1
, ...,−∂H
∂qn
)
.
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Boltzmann acreditava que as o´rbitas t´ıpicas do fluxo preenchem toda a superf´ıcie de energia
H−1(c) que as conte´m. A partir desta hipo´tese ergo´dica, ele deduzia que as me´dias temporais de
grandezas observa´veis (func¸o˜es) ao longo de o´rbitas t´ıpicas coincidem com as respectivas me´dias
espaciais na superf´ıcie de energia, um fato crucial para a sua formulac¸a˜o da teoria cine´tica.
De fato, esta hipo´tese e´ claramente falsa e, com o tempo, tornou-se usual chamar hipo´tese
ergo´dica a sua consequeˆncia de igualdade das me´dias temporais e espaciais. Sistemas para os
quais esta igualdade vale foram chamados ergo´dicos. E pode dizer-se que uma boa parte da Teoria
Ergo´dica, tal como ela se desenvolveu ao longo do se´culo XX, foi motivada pelo problema de decidir
se a maioria dos sistemas hamiltonianos, especialmente aqueles que aparecem na teoria cine´tica
dos gases, sa˜o ergo´dicos ou na˜o.
3 UMA INTRODUC¸A˜O A` TEORIA DA MEDIDA
Neste cap´ıtulo inicial recordamos algumas noc¸o˜es e resultados ba´sicos da Teoria da Medida e
Integrac¸a˜o que sera˜o u´teis para o decorrer deste trabalho.
3.1 Espac¸os mensura´veis
Comec¸amos por introduzir as noc¸o˜es de a´lgebra e σ−a´lgebra de subconjuntos. Considere M um
conjunto qualquer.
Uma a´lgebra de subconjuntos de M e´ uma famı´lia B de subconjuntos que conte´m M e e´
fechada para as operac¸o˜es elementares de conjuntos:
• A ∈ B implica Ac = M\A ∈ B,
• A ∈ B e B ∈ B implica A ∪B ∈ B.
Observemos que A ∩ B = (Ac ∪ Bc)c e A\B = A ∩ Bc tambe´m esta˜o em B, quaisquer que
sejam A,B ∈ B. Ale´m disso, por associatividade, a unia˜o e a intersec¸a˜o de qualquer nu´mero finito
de elementos de B tambe´m esta˜o em B.
Uma a´lgebra diz-se uma σ−a´lgebra de subconjuntos de M se tambe´m for fechada para unio˜es
enumera´veis:
• Aj ∈ B para j = 1, 2, ..., n, ... implica ∪∞j=1Aj ∈ B.
Um espac¸o mensura´vel e´ uma par ordenado (M,B) onde M e´ um conjunto e B e´ uma
σ−a´lgebra de subconjuntos de M . Os elementos de B sa˜o chamados conjuntos mensura´veis. Cha-
mamos de σ−a´lgebra gerada por uma famı´lia E de subconjuntos de M a menor σ−a´lgebra que
conte´m a famı´lia E .
Dado (M, τ) um espac¸o topolo´gico, isto e´, M um conjunto e τ a famı´lia dos subconjuntos
abertos de M . Enta˜o a σ−a´lgebra de Borel de M e´ a σ-a´lgebra gerada por τ , ou seja, a menor
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σ-a´lgebra que conte´m todos os subconjuntos abertos.
3.2 Espac¸os de medida
Agora, vamos introduzir o conceito de medida e analisamos algumas das suas propriedades funda-
mentais.
Definic¸a˜o 1. Uma medida num espac¸o mensura´vel (M,B) e´ uma func¸a˜o µ : B → [0,∞] que
satisfaz:
1. µ(∅) = 0;
2. µ(
∞⋃
j=1
Aj) =
∞∑
j=1
Aj para quaisquer Aj ∈ B disjuntos dois-a-dois.
A tripla (M,B, µ) e´ chamada espac¸o de medida. Quando µ(M) = 1 dizemos que µ e´ uma
medida de probabilidade e (M,B, µ) e´ um espac¸o de probabilidade. Dizemos que A ⊂ M e´ um
conjunto de medida total se µ(A) = µ(M), por outro lado se µ(A) = 0 dizemos que A e´ um
conjunto nulo.
3.3 Integrac¸a˜o em espac¸os de medida
Nesta sec¸a˜o definimos a noc¸a˜o de integral de uma func¸a˜o em relac¸a˜o a uma medida e apresentamos
os teoremas fundamentais da Teoria da Medida. Para tanto, introduziremos algumas classes de
func¸o˜es. Ao longo desta sec¸a˜o (M,B, µ) sera´ sempre um espac¸o de medida.
Definic¸a˜o 2. Seja B(R) a σ−a´lgebra de Borel de R. Uma func¸a˜o f : M → R diz-se mensura´vel
se f−1(D) ∈ B para todo D ∈ B(R).
O espac¸o das func¸o˜es mensura´veis satisfaz diversas propriedades muito u´teis. Vamos enuncia´-
las como proposic¸a˜o:
Proposic¸a˜o 3. Sejam f1, f2 func¸o˜es mensura´veis e c1, c2 ∈ R . Enta˜o tambe´m sa˜o mensura´veis
as seguintes func¸o˜es:
1. (c1f1 + c2f2)(x) = c1f1(x) + c2f2(x),
2. (f1 · f2)(x) = f1(x) · f2(x),
3. max{f1, f2}(x) = max{f1(x), f2(x)}.
Dizemos que uma func¸a˜o s : M → R e´ simples se existem constantes α1, ..., αk ∈ R e
conjuntos A1, ..., Ak ∈ B disjuntos dois-a-dois tais que
s =
k∑
j=1
αjχAk ,
4
onde χA e´ a func¸a˜o caracter´ıstica do conjunto A, isto e´, χA(x) e´ igual a 1 se x ∈ A e zero caso
contra´rio.
Introduzimos agora a noc¸a˜o de integral. Para tal comec¸amos por definir integral de uma
func¸a˜o simples.
Definic¸a˜o 4. Seja s =
∑k
j=1 αjχAk func¸a˜o simples. Definimos a integral de s em relac¸a˜o a µ por:
∫
sdµ :=
k∑
j=1
αkµ(Ak)
E´ importante verificar que esta definic¸a˜o e´ coerente. Isto e´, se duas combinac¸o˜es lineares
de func¸o˜es caracter´ısticas definem uma mesma func¸a˜o simples, os valores das integrais obtidos a
partir das duas combinac¸o˜es devem coincidir, o que de fato ocorre e pode ser facilmente verificado.
O pro´ximo passo e´ definir integral de uma func¸a˜o mensura´vel qualquer. Para isso, trataremos
primeiro do caso da func¸a˜o ser na˜o-negativa. Antes, pore´m, vejamos o seguinte resultado, que nos
diz que qualquer func¸a˜o mensura´vel e´ o limite de uma sequeˆncia de func¸o˜es simples mensura´veis:
Teorema 5. Seja f : M → [−∞,∞] uma func¸a˜o mensura´vel. Enta˜o existe uma sequeˆncia
s1, s2, ... de func¸o˜es simples mensura´veis tais que
lim
k→∞
sk(x) = f(x),
para todo x ∈M . Se f ≥ 0 enta˜o a sequeˆncia pode ser escolhida de modo que 0 ≤ s1 ≤ s2 ≤ ....
Demonstrac¸a˜o. Considere o caso em que f ≥ 0. Para k = 0, 1, 2, ... e 0 ≤ n ≤ 22k − 1, seja
Enk = f
−1((n2−k, (n+ 1)2−k]) e Fk = f−1((2k,∞]),
e defina
sk =
22k−1∑
n=0
n2−kχEnk + 2
kχFk .
Desta maneira sn ≤ sn+1 para todo n, e 0 ≤ f − sn ≤ 2−n no conjunto de pontos onde
f(x) ≤ 2n. Portanto sn → f.
Para f ≤ 0 a demonstrac¸a˜o e´ ana´loga e escrevendo f = f+− f− onde f+(x) = max{f(x), 0}
e f−(x) = max{−f(x), 0} sa˜o na˜o-negativas, mais ainda, f+ e f− sa˜o mensura´veis se e so´ se, f e´
mensura´vel. Logo existe (s+k ) tendendo a f
+ e (s−k ) tendendo a f
−, portanto tomando a sequeˆncia
(sk), onde sk = s
+
k − s−k , temos que sk converge para f.
Definic¸a˜o 6. Seja f : M → [0,∞] uma func¸a˜o mensura´vel na˜o-negativa. Enta˜o, definimos
∫
fdµ = lim
n→∞
∫
sndµ,
onde s1 ≤ s2 ≤ ... e´ uma sequeˆncia de func¸o˜es simples crescentes convergindo para f .
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E´ fa´cil verificar que o valor da integral na˜o depende da escolha da sequeˆncia de func¸o˜es
simples, e portanto esta definic¸a˜o e´ coerente. Mais geral, dada uma func¸a˜o f : M → R como
podemos escrever f = f+ − f−, temos o seguinte:
Definic¸a˜o 7. Seja f : M → [0,∞] uma func¸a˜o mensura´vel. Enta˜o
∫
fdµ =
∫
f+dµ−
∫
f−dµ,
desde que alguma das integrais do lado direito seja finita.
Definic¸a˜o 8. Dizemos que uma func¸a˜o e´ integra´vel se for mensura´vel e tiver integral finita. De-
notamos o conjunto das func¸o˜es integra´veis por L1(M,B, µ) ou, mais simplesmente, por L1(M,µ).
Dada uma func¸a˜o mensura´vel f : M → R e um conjunto mensura´vel E definimos a integral
de f sobre E por
∫
E
fdµ =
∫
fχEdµ,
onde χE e´ a func¸a˜o caracter´ıstica do conjunto E.
3.4 Medidas invariantes
Sempre consideraremos medidas µ definida na σ-a´lgebra de Borel do espac¸o M . Dizemos que µ e´
uma probabilidade se µ(M) = 1. Na maior parte dos casos trataremos com medidas finitas, isto
e´ µ(M) < ∞. Neste caso sempre podemos transformar µ numa probabilidade ν: para isso basta
definir
ν(E) =
µ(E)
µ(M)
para cada conjunto mensura´vel E ⊂M .
Uma medida µ diz-se invariante pela transformc¸a˜o f : M →M mensura´vel, se
µ(E) = µ(f−1(E)) para todo conjunto mensura´vel E ⊂M. (1)
A grosso modo, isto significa que a probabilidade de um ponto estar num dado conjunto e a
probabilidade de que a sua imagem esteja nesse conjunto sa˜o iguais. Note que a definic¸a˜o (1) faz
sentido, uma vez que a pre´-imagem de um conjunto mensura´vel por uma transformc¸a˜o mensura´vel
ainda e´ um conjunto mensura´vel. No caso de fluxos, substitu´ımos (1) por
µ(E) = µ(f−t(E)) para todo mensura´vel E ⊂M e todo t ∈ R. (2)
Mas porque medidas invariantes?
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Como em todo ramo da Matema´tica, parte importante da motivac¸a˜o e´ intr´ınseca e este´tica:
estas estruturas matema´ticas teˆm propriedades profundas e surpreendentes que conduzem a` de-
monstrac¸a˜o de bel´ıssimos teoremas. Igualmente fascinante, ide´ias e resultados da Teoria Ergo´dica
se aplicam em outras a´reas da Matema´tica que a priori nada teˆm de probabil´ıstico, por exemplo a
Combinato´ria e a Teoria dos Nu´meros.
Outra raza˜o e´ que muitos fenoˆmenos importantes na Natureza e nas cieˆncias experimentais
sa˜o modelados por sistemas dinaˆmicos que deixam invariante alguma medida interessante.
Ainda outra motivac¸a˜o fundamental para que nos interessemos por medidas invariantes e´ que
o seu estudo pode conduzir a informac¸a˜o importante sobre o comportamento dinaˆmico do sistema,
que dificilmente poderia ser obtida de outro modo. O Teorema de Recorreˆncia de Poincare´ e o
Teorema Ergo´dico de Birkhoff sa˜o excelentes ilustrac¸o˜es do que acabamos de dizer.
Exibiremos no decorrer deste trabalho, a medida de Lebesgue, onde os conjuntos mensura´veis
pertencem a` σ−a´lgebra de Borel gerada por intervalos meio-abertos da reta, ou seja, da forma [a, b)
ou (a, b]. Quando for o caso, substituiremos a notac¸a˜o µ por m.
4 DESENVOLVIMENTO
Definic¸a˜o 9. Um ponto x ∈ M diz-se recorrente se a sua trajeto´ria pelo sistema dinaˆmico
f : M →M volta arbitrariamente perto de x quando o tempo vai para infinito.
A dinaˆmica no conjunto dos pontos na˜o-recorrentes e´, em certo sentido, sempre a mesma,
independentemente do sistema dinaˆmico. Por isso, e´ fundamental compreender o conjunto dos
pontos recorrentes, ja´ que ele conte´m toda a dinaˆmica interessante do sistema.
4.1 Teorema de Recorreˆncia de Poincare´ (versa˜o mensura´vel)
Teorema 10. Seja f : M →M uma transformac¸a˜o mensura´vel e µ uma medida invariante finita.
Seja E ⊂M qualquer conjunto mensura´vel com µ(E) > 0. Enta˜o, µ−quase todo ponto x ∈ E tem
algum iterado fn(x), n ≥ 1, que tambe´m esta´ em E.
Em outras palavras, o teorema afirma que quase todo ponto de E regressa a E no futuro.
Demonstrac¸a˜o. Seja E0 o conjunto dos pontos x ∈ E que nunca regressam a E. O nosso objetivo
e´ provar que E0 tem medida nula. Para isso, comec¸amos por afirmar que as suas pre´-imagens
f−n(E0) sa˜o disjuntas duas-a-duas. De fato, suponhamos que existem m > n ≥ 1 tais que
f−m(E0) intersecta f−n(E0). Seja x um ponto na intersec¸a˜o e seja y = fn(x). Enta˜o y ∈ E0 e
fm−n(y) = fm(x) ∈ E0, que esta´ contido em E. Isto quer dizer que y volta pelo menos uma vez
a E, o que contradiz a definic¸a˜o de E0. Esta contradic¸a˜o, prova que as pre´-imagens sa˜o disjuntas
duas-a-duas, como afirmamos.
Isto implica que
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µ(
∞⋃
n=0
f−n(E0)) =
∞∑
n=0
µ(f−n(E0)) =
∞∑
n=0
µ(E0).
Na u´ltima igualdade usamos a hipo´tese de que µ e´ invariante, que implica que µ(f−n(E0)) =
µ(E0) para todo n ≥ 1. Como supomos que a medida e´ finita, a expressa˜o do lado esquerdo e´
finita. Por outro lado, a` direita temos uma soma de infinitos termos, todos iguais. O u´nico jeito
desta soma ser finita e´ que as parcelas sejam nulas. Portanto, devemos ter µ(E0) = 0, tal como
foi afirmado.
Corola´rio 11. Nas condic¸o˜es do Teorema 10, para µ−quase todo ponto x ∈ E existem infinitos
valores de n ≥ 1 tais que fn(x) esta´ em E.
Demonstrac¸a˜o. Para cada k ≥ 1 vamos representar por Ek o conjunto dos pontos x ∈ E que
regressam a E exatamente k vezes: existem exatamente k valores de n ≥ 1 tais que fn(x) ∈
E. Observe que o conjunto dos pontos que regressam a E apenas um nu´mero finito de vezes e´
precisamente
∞⋃
k=1
Ek.
Portanto, para provar o corola´rio, basta mostrar que µ(Ek) = 0 para todo k ≥ 1. Suponhamos
que µ(Ek) > 0 para algum k ≥ 1. Enta˜o, aplicando o Teorema 10 com este Ek no lugar de E,
obtemos que quase todo ponto x ∈ Ek tem algum iterado fn(x) que esta´ em Ek. Fixemos um tal
x e denotemos y = fn(x). Por definic¸a˜o, y tem exatamente k iterados futuros que esta˜o em E.
Como y e´ um iterado de x, isso implica que x tem k+ 1 iterados futuros em E. Mas isso contradiz
o fato de que x ∈ Ek . Esta contradic¸a˜o prova que Ek tem medida nula, relativamente a µ, e
portanto o corola´rio esta´ demonstrado.
4.2 Teorema de Recorreˆncia de Poincare´ (versa˜o topolo´gica)
Definic¸a˜o 12. Dizemos que um ponto x ∈ M e´ recorrente para uma transformac¸a˜o f : M → M
se, para toda vizinhanc¸a U de x, existe algum iterado fn(x) que esta´ em U .
A definic¸a˜o para fluxos e´ ana´loga, apenas nesse caso o tempo n e´ um nu´mero real.
Na formulac¸a˜o topolo´gica do teorema de recorreˆncia supomos que o espac¸o M admite uma
base enumera´vel de abertos, ou seja, uma famı´lia enumera´vel {Uk; k ∈ N} de abertos tal que todo
aberto de M pode ser escrito como unia˜o de elementos Uk dessa famı´lia.
Teorema 13. Suponhamos que M admite uma base enumera´vel de abertos. Seja f : M → M
uma transformac¸a˜o mensura´vel e µ uma medida invariante finita. Enta˜o, µ−quase todo ponto
x ∈M e´ recorrente para f .
Demonstrac¸a˜o. Para cada k representamos por U0k o conjunto dos pontos x ∈ Uk que nunca
regressam a Uk. De acordo com o Teorema 10, todo U
0
k tem medida nula. Consequentemente, a
unia˜o enumera´vel
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U˜ =
⋃
k∈N
U0k
tem medida nula. Portanto, para demonstrar o teorema sera´ suficiente mostrarmos que todo ponto
x que na˜o esta´ em U˜ e´ recorrente.
Seja x ∈ M\U˜ e seja U uma vizinhanc¸a qualquer de x. A definic¸a˜o de base de abertos
implica que existe algum k ∈ N tal que x ∈ Uk e Uk ⊂ U . Como x na˜o esta´ em U˜ tambe´m x 6∈ U0k .
Em outras palavras, x tem algum iterado fn(x), n ≥ 1 que esta´ em Uk. Em particular, fn(x)
tambe´m esta´ em U . Como a vizinhanc¸a U e´ arbitra´ria, isto prova que x e´ um ponto recorrente,
como hav´ıamos afirmado.
4.3 Recorreˆncia para medidas infinitas
As concluso˜es dos Teoremas 10 e 13 na˜o sa˜o verdadeiras, em geral, se omitirmos a hipo´tese de que
a medida µ e´ finita. O exemplo mais simples e´ o seguinte:
Exemplo. Seja f : R → R a translac¸a˜o de 1 unidade, isto e´, f(x) = x + 1 para todo x ∈ R. E´
fa´cil verificar que f deixa invariante a medida de Lebesgue em R (que e´ infinita). Por outro lado
nenhum ponto e´ recorrente para f .
4.4 Um exemplo de medida invariante (Expansa˜o Decimal)
Agora veremos um exemplo de medida invariante. Seja
f : [0, 1]→ [0, 1]
x 7→ 10x− [10x]
onde [10x] representa o maior inteiro menor ou igual a 10x. Em outras palavras, f associa a cada
x ∈ [0, 1] a parte fraciona´ria de 10x. O gra´fico da transformac¸a˜o f esta´ descrito na seguinte figura:
Afirmamos que a medida de Lebesgue m no intervalo e´ invariante pela transformac¸a˜o f , isto
e´, satisfaz a condic¸a˜o (1). Comecemos por supor que E e´ um intervalo. Enta˜o, como ilustrado
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na figura acima, a pre´-imagem f−1(E) consiste de dez intervalos, cada um deles dez vezes mais
curto do que E. Logo m(f−1(E)) = m(E), e portanto (1) e´ satisfeita no caso de intervalos. Por
outro lado, a famı´lia dos intervalos gera a σ−a´lgebra de Borel de [0, 1]. Portanto, para concluir a
demonstrac¸a˜o basta usar o seguinte fato geral:
Lema 14. Seja f : M → M uma transformac¸a˜o mensura´vel e µ uma medida finita em M .
Suponha que existe uma sub-a´lgebra geradora I da σ−a´lgebra de M tal que µ(E) = µ(f−1(E))
para todo E ∈ I. Enta˜o o mesmo vale para todo conjunto mensura´vel E, isto e´, a medida µ e´
invariante por f .
Demonstrac¸a˜o. Vejamos primeiramente que a famı´lia de todos os conjuntos E tais que µ(E) =
µ(f−1(E)) e´ uma σ−a´lgebra. Desde que f e´ bem-definida, enta˜o suponha {Ai}i∈N ∈ I famı´lia de
conjuntos disjuntos, logo os f−1(Ai) tambe´m sa˜o conjuntos disjuntos. Sabemos que
∞∑
i=1
µ(Ai) =
∞∑
i=1
µ(f−1(Ai)).
Mas desde que os A′is sa˜o disjuntos e os f
−1(Ai) tambe´m sa˜o, mais ainda f−1(∪Ai) =
∪f−1(Ai), logo:
µ(
∞⋃
i=1
Ai) =
∞∑
i=1
µ(Ai) =
∞∑
i=1
µ(f−1(Ai)) = µ(
∞⋃
i=1
f−1(Ai)) = µ(f−1(
∞⋃
i=1
Ai)).
Segue que
∞⋃
i=1
Ai ∈ I. Agora note que se na˜o tivessemos os A′is disjuntos dois-a-dois, podemos
encontrar Bsi tal que ∪i∈NAi = ∪j∈NBi, onde os B′is sa˜o disjuntos dois-a-dois. Basta pegar B1 =
A1, B2 = A2\A1, B3 = A3\(A1 ∪ A2), e assim sucessivamente. Portanto temos que I e´ uma
σ−a´lgebra geradora da σ−a´lgebra de M , logo para todo E desta σ−a´lgebra vale que µ(E) =
µ(f−1(E)).
Agora, vamos explicar como, a partir do fato de que a medida de Lebesgue e´ invariante
pela transformac¸a˜o f , podemos obter concluso˜es interessantes e na˜o-triviais usando o Teorema de
Recorreˆncia de Poincare´ (Teorema 10).
Note que f nada mais e´ do que uma translac¸a˜o das casas decimais de x ∈ [0, 1] para a
esquerda. Isto e´, considerando x = 0, a0a1a2... com ai ∈ {0, 1, 2, 3, 4, 5, 6, 7, 8, 9} temos que f(x) =
0, a1a2a3.... Com isso, fica muito fa´cil escrever a expressa˜o do iterado n−e´simo, para qualquer
n ≥ 1:
fn(x) = 0, anan+1an+2...
Agora, seja E o subconjunto dos x ∈ [0, 1] cuja expansa˜o decimal comec¸a com o d´ıgito 7,
ou seja, tais que a0 = 7. De acordo com o Corola´rio 11, quase todo elemento de E tem infinitos
iterados que tambe´m esta˜o em E. Isto quer dizer que existem infinitos valores de n tais que an = 7.
Portanto, provamos que quase todo nu´mero x cuja expansa˜o decimal comec¸a por 7 tem infinitos
d´ıgitos iguais a 7.
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Claro que no lugar de 7 podemos considerar qualquer outro d´ıgito. Podemos ainda considerar
blocos de d´ıgitos mais complicados como, por exemplo, o Cpf de uma pessoa aparece infinitas vezes
em quase todo nu´mero x ∈ [0, 1] que comec¸a com tal Cpf na expansa˜o decimal.
5 TEOREMA DE REPRESENTAC¸A˜O DE RIESZ
Nesta sec¸a˜o temos por objetivo enunciar e demonstrar o Teorema de Representac¸a˜o de Riesz, um
resultado muito importante da Ana´lise Funcional e Teoria da Medida. Mas antes de enuncia´-lo
precisaremos de alguns resultados preliminares.
Teorema 15. Suponha M um espac¸o Hausdorff, K ⊂ M, K compacto e p ∈ Kc. Enta˜o existem
conjuntos abertos U e W tal que p ∈ U, K ⊂ W e U ∩W = ∅.
Demonstrac¸a˜o. Dado q ∈ K, o axioma da separac¸a˜o de Hausdorff implica na existeˆncia de con-
juntos abertos disjuntos Uq e Vq, tais que p ∈ Uq e q ∈ Vq. Como K e´ compacto, existem pontos
q1, ..., qn ∈ K tais que
K ⊂ Vq1 ∪ · · · ∪ Vqn .
Portanto, a demonstrac¸a˜o termina tomando:
U = Uq1 ∩ · · · ∩ Uqn e W = Vq1 ∪ · · · ∪ Vqn .
Teorema 16. Se {Kα} e´ uma colec¸a˜o de subconjuntos compactos de um espac¸o Hausdorff e se
∩αKα = ∅, enta˜o alguma subcolec¸a˜o finita de {Kα} tambe´m tem intersec¸a˜o vazia.
Demonstrac¸a˜o. Pegue Vα = K
c
α. Fixe um membro K1 de {Kα}. Ja´ que nenhum ponto de K1
pertence a todo Kα, {Vα} e´ uma cobertura aberta de K1. Portanto K1 ⊂ Vα1 ∪ · · · ∪ Vαn para
alguma colec¸a˜o finita {Vαi}. Isto implica que
K1 ∩Kα1 ∩ · · · ∩Kαn = ∅.
Teorema 17. Suponha U aberto em um espac¸o localmente compacto Hausdorff M , K ⊂ U , e K
e´ compacto. Enta˜o existe um conjunto aberto V com fecho compacto tal que
K ⊂ V ⊂ V ⊂ U.
Demonstrac¸a˜o. Desde que todo ponto de K possui uma vizinhanc¸a com fecho compacto, e desde
que K e´ coberto pela unia˜o finita de algumas dessas vizinhanc¸as, enta˜o K esta´ contido em um
conjunto G com fecho compacto. Se U = M, pegue V = G.
Por outro lado, seja C o complementar de U . Pelo Teorema anterior, para cada ponto p ∈ C
existe um conjunto aberto correspondente Wp tal que K ⊂ Wp e p 6∈ W p. Portanto {C ∩G∩W p}
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e´ uma colec¸a˜o de conjuntos compactos com intersec¸a˜o vazia. Pelo Teorema acima existem pontos
p1, ..., pn ∈ C tais que
C ∩G ∩W p1 ∩ · · ·W pn = ∅.
O conjunto
V = G ∩Wp1 ∩ · · · ∩Wpn
enta˜o possui as propriedades necessa´rias, pois
V ⊂ G ∩W p1 ∩ · · · ∩W pn .
Definic¸a˜o 18. O suporte de uma func¸a˜o f definida em um espac¸o topolo´gico M e´ o fecho do
conjunto
{x; f(x) 6= 0}.
A colec¸a˜o de todas a func¸o˜es cont´ınuas em M cujo suporte e´ compacto e´ denotado por Cc(M).
Notac¸a˜o: A notac¸a˜o
K ≺ f
significa que K e´ um subconjunto compacto de M, que f ∈ Cc(M), que 0 ≤ f(x) ≤ 1 para todo
x ∈M e que f(x) = 1 para todo x ∈ K. A notac¸a˜o
f ≺ V
significa que V e´ aberto, f ∈ Cc(M), 0 ≤ f ≤ 1 e o suporte de f esta´ em V.
Lema 19. (Lema de Urysohn) Suponha M um espac¸o localmente compacto e Hausdorff, V um
aberto em M , K ⊂ V , K compacto. Enta˜o existe f ∈ Cc(M), tal que
K ≺ f ≺ V. (3)
Em termos da func¸a˜o caracter´ıstica, a conclusa˜o acima assegura a existeˆncia de uma func¸a˜o
cont´ınua que satisfaz χK ≤ f ≤ χV .Note que e´ fa´cil encontrar func¸o˜es semicont´ınuas que satisfazem
isto, por exemplo, χK e χV .
Demonstrac¸a˜o. Pegue r1 = 0, r2 = 1 e seja r3, r4, r5, ... uma enumerac¸a˜o de ra´ızes em (0, 1).
Pelo Teorema 17, no´s podemos achar conjuntos abertos V0 e V1 tais que V 0 e´ compacto e
K ⊂ V1 ⊂ V 1 ⊂ V0 ⊂ V 0 ⊂ V. (4)
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Suponha n ≥ 2 e Vr1 , ..., Vrn sejam escolhidos de maneira que ri < rj implique que V rj ⊂ Vri .
Enta˜o um dos nu´meros r1, ..., rn, digamos ri, sera´ o maior deles que e´ menor que rn+1, e outro,
digamos rj, sera´ o menor deles que e´ maior que rn+1. Usando o Teorema 17 novamente, no´s podemos
encontrar Vrn+1 tal que
V rj ⊂ Vrn+1 ⊂ V rn+1 ⊂ Vri .
Continuando, no´s obtemos uma colec¸a˜o {Vr} de conjuntos abertos, um para cada r ∈ [0, 1],
com a seguinte propriedade: K ⊂ V1, V 0 ⊂ V, cada V r e´ compacto, e
s > r ⇒ V s ⊂ Vr. (5)
Defina
fr(x) =
{
r se x ∈ V r
0 caso contra´rio
e gs(x) =
{
1 se x ∈ V s
s caso contra´rio
, (6)
e ainda,
f = sup
r
fr g = inf
s
gs (7)
E´ claro que 0 ≤ f ≤ 1, sendo f(x) = 1 se x ∈ K, e que f tem o suporte em V 0. A prova sera´
completada mostrando que f = g.
A inequac¸a˜o fr(x) > gs(x) e´ poss´ıvel apenas se r > s, x ∈ Vr, e x 6∈ V s. Mas r > s implica
Vr ⊂ Vs. Portanto fr ≤ gs para todo r e s, enta˜o f ≤ g.
Suponha f(x) < g(x) para algum x. Enta˜o existem racionais r e s tais que f(x) < r < s <
g(x). Ja´ que f(x) < r, no´s temos x 6∈ Vr; ja´ que g(x) > s, no´s temos x ∈ V s. Por (5) vemos que
isto e´ uma contradic¸a˜o. Logo f = g.
Teorema 20. Suponha que V1, ..., Vn sa˜o subconjuntos de um espac¸o localmente compacto e Haus-
dorff M, K e´ compacto e
K ⊂ V1 ∪ · · ·Vn.
Enta˜o existem func¸o˜es hi ≺ Vi (i = 1, ..., n) tais que
h1(x) + · · ·+ hn(x) = 1 (x ∈ K). (8)
Por causa de (8), a colec¸a˜o {h1, ..., hn} e´ chamada de partic¸a˜o da unidade em K subordinada
a` cobertura {V1, ..., Vn}.
Demonstrac¸a˜o. Cada x ∈ K possui um Wx com fecho compacto W x ⊂ Vi para algum i. Existem
pontos x1, ..., xm tais que Wx1 ∪ · · · ∪Wxm ⊃ K. Se 1 ≤ i ≤ n, seja Hi a unia˜o dos W xj que esta´
em Vi. Pelo lema de Urysohn, existem func¸o˜es gi tais que Hi ≺ gi ≺ Vi. Defina
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h1 = g1
h2 = (1− g1)g2
...
hn = (1− g1)(1− g2) · · · (1− gn−1)gn.
Enta˜o hi ≺ Vi. Por induc¸a˜o, temos que vale
h1 + · · ·+ hn = 1− (1− g1) · · · (1− gn). (9)
Desde que K ⊂ H1∪· · ·∪Hn, enta˜o pelo menos um gi(x) = 1 em cada ponto de K. Portanto
(9) mostra que (8) vale.
Agora, finalmente temos ferramentas suficientes para demonstrar o nosso objetivo:
Teorema 21. (Teorema de Representac¸a˜o de Riesz) Seja M um espac¸o localmente compacto e
Hausdorff, e seja Λ : Cc(M)→ R um funcional linear positivo. Existe uma u´nica medida boreliana
µ em M que representa Λ, isto e´
Λ(f) =
∫
M
fdµ para toda f ∈ Cc(M).
Chamemos de MF a classe dos E ⊂M que satisfazem duas condic¸o˜es: µ(E) <∞, e
µ(E) = sup{µ(K); K ⊂ E, K compacto}. (10)
Para a demonstrac¸a˜o do Teorema 21 precisaremos ver um outro resultado antes:
Lema 22. Se K e´ compacto, enta˜o K ∈MF , e
µ(K) = inf{Λf ; K ≺ f}. (11)
Demonstrac¸a˜o. Se K ≺ f e 0 < α < 1, seja Vα = {x; f(x) > α}. Enta˜o K ⊂ Vα, e αg ≤ f sempre
que g ≺ Vα. Portanto
µ(K) ≤ µ(Vα) = sup{Λg; g ≺ Vα} ≤ α−1Λf.
Fazendo α→ 1, concluimos que
µ(K) ≤ Λf. (12)
Enta˜o µ(K) <∞. Desde que K evidentemente satisfac¸a (10), K ∈MF .
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Se ε > 0, existe V ⊃ K com µ(V ) < µ(K) + ε. Pelo Lema de Urysohn, K ≺ f ≺ V para
algum f. Enta˜o
Λ(f) ≤ µ(V ) < µ(K) + ε
tendo isto e (12), temos enta˜o que (11) vale.
Demonstrac¸a˜o. (Teorema 21) Claramente, e´ suficiente provar que
Λ(f) ≤
∫
M
fdµ (13)
para todo func¸a˜o f ∈ Cc(M). Ja´ que, pela linearidade de Λ :
−Λ(f) = Λ(−f) ≤
∫
M
(−f)dµ = −
∫
M
fdµ,
e juntamente com (10) mostramos que a igualdade vale.
Seja K o suporte de f ∈ Cc(M), e [a, b] um intervalo que conte´m o domı´nio de f . Dado
ε > 0, escolha yi, para i = 0, 1, ..., n, tal que yi − yi−1 < ε e
y0 < a < y1 < · · · < yn = b. (14)
Pegue
Ei = {x; yi−1 < f(x) ≤ yi} ⊂ K (i = 1, ..., n). (15)
Desde que f e´ cont´ınua, f e´ mensura´vel, e os conjuntos Ei sa˜o disjuntos cuja reunia˜o e´ igual
a K. Enta˜o existem conjuntos abertos Vi ⊃ Ei tais que
µ(Vi) < µ(Ei) +
ε
n
(i = 1, ..., n) (16)
e ainda vale f(x) < yi + ε para todo x ∈ Vi. Pelo Teorema 20, existem func¸o˜es hi ≺ Vi tais que∑
hi = 1 em K. Portanto f =
∑
hif , e pelo Lema 22, temos que
µ(K) ≤ Λ(
∑
hi) =
∑
Λhi.
Desde que hif ≤ (yi + ε)hi, e desde que yi − ε < f(x) em Ei, no´s temos
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Λ(f) =
n∑
i=1
Λ(hif) ≤
n∑
i=1
(yi + ε)Λ(hi)
=
n∑
i=1
(|a|+ yi + ε)Λ(hi)− |a|
∑
i=1
Λ(hi)
≤
n∑
i=1
(|a|+ yi + ε)[µ(Ei) + ε/n]− |a|µ(K)
=
n∑
i=1
(yi − ε)µ(Ei) + 2εµ(K) + ε
n
n∑
i=1
(|a|+ yi + ε)
≤
∫
M
fdµ+ ε[2µ(K) + |a|+ b+ ε].
Como ε e´ arbitra´rio, (13) esta´ demonstrado, e a prova do Teorema 21 esta´ completa.
Ale´m da importaˆncia do Teorema de Representac¸a˜o de Riesz citada no in´ıcio deste cap´ıtulo,
tal teorema tambe´m nos garante a existeˆncia de medidas invariantes para func¸o˜es, como veremos
a seguir.
6 EXISTEˆNCIA DE MEDIDAS INVARIANTES
Teorema 23. (Teorema de Existeˆncia) Seja f : M → M uma transformac¸a˜o cont´ınua num
espac¸o me´trico compacto. Enta˜o existe pelo menos uma probabilidade invariante por f . O mesmo
resultado vale para fluxos.
Note que nenhuma das hipo´teses do Teorema, continuidade ou compacidade, pode ser ig-
norada. Considere f : (0, 1] → (0, 1] dada por f(x) = x/2. Suponha que f admite alguma
probabilidade invariante. Pelo Teorema 10, relativamente a essa probabilidade quase todo ponto
de (0, 1] e´ recorrente. Mas e´ imediato que na˜o existe nenhum ponto recorrente: a o´rbita de qualquer
x ∈ (0, 1] converge para zero e, em particular, na˜o acumula no ponto inicial x. Isto mostra que
f e´ um exemplo de transformac¸a˜o cont´ınua num espac¸o na˜o compacto que na˜o admite nenhuma
medida probabilidade invariante.
Modificando um pouco o exemplo anterior, podemos mostrar que o mesmo fenoˆmeno pode
ocorrer em espac¸os compactos, se a transformac¸a˜o na˜o e´ cont´ınua. Considere f : [0, 1] → [0, 1]
dada por f(x) = x/2 se x 6= 0 e f(0) = 1. Pela mesma raza˜o que antes, nenhum ponto x ∈ (0, 1] e´
recorrente. Portanto, se existe alguma probabilidade invariante µ ela tem dar peso total ao u´nico
ponto recorrente que e´ x = 0. Em outras palavras, µ precisa ser a medida de Dirac δ0 suportada
em zero, que e´ definida por
δ0(E) = 1 se 0 ∈ E e δ0(E) = 0 se 0 6∈ E.
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Mas a medida δ0 na˜o e´ invariante por f : tomando E = {0} temos que E tem medida 1 mas
a sua pre´-imagem f−1(E) e´ o conjunto vazio, que tem medida nula. Portanto, esta transformac¸a˜o
tambe´m na˜o tem nenhuma probabilidade invariante.
6.1 Topologia fraca*
Nesta sec¸a˜o vamos introduzir uma topologia importante no conjunto M1(M) das probabilidades
borelianas do espac¸o M , chamada topologia fraca* , que sera´ usada para provar o Teorema 23.
A ide´ia da definic¸a˜o e´ a seguinte: duas medidas esta˜o pro´ximas se da˜o integrais pro´ximas para
muitas func¸o˜es cont´ınuas. Mais precisamente, dada uma medida µ ∈ M1(M), um conjunto finito
F = {φ1, ..., φN} de func¸o˜es cont´ınuas φj : M → R, e um nu´mero ε > 0, definimos
V (µ, F, ε) =
{
η ∈M1(M);
∣∣∣∣∫ φj dη − ∫ φj dµ∣∣∣∣ < ε para todo φj ∈ F} .
Enta˜o a topologia fraca* e´ definida pelos conjuntos V (µ, F, ε), com F e ε varia´vel, formando
uma base de vizinhanc¸as da medida µ. O seguinte lema ajuda a compreender o significado desta
topologia:
Lema 24. Uma sequeˆncia (µn)n∈N emM1(M) converge para uma medida µ ∈M1(M) na topologia
fraca* se, e somente se
∫
φ dµn →
∫
φ dµ para toda func¸a˜o cont´ınua φ : M → R.
Demonstrac¸a˜o. Para provar a parte ”somente se”, considere qualquer func¸a˜o cont´ınua φ e tome o
conjunto F = {φ}. Como µn → µ, temos que dado qualquer ε > 0 existe uma ordem a partir n
da qual µn esta´ na vizinhanc¸a V (µ, F, ε). Mas isto significa, precisamente, que∣∣∣∣∫ φ dµn − ∫ φ dµ∣∣∣∣ < ε
para todo n ≥ n. Em outras palavras, a sequeˆncia ∫ φ dµn converge para ∫ φ dµ. A rec´ıproca
afirma que se
∫
φ dµn converge para
∫
φ dµ, para toda func¸a˜o cont´ınua, enta˜o dado qualquer F e ε
existe uma ordem a partir da qual µn ∈ V (µ, F, ε). Para vermos isso, escrevemos F = {φ1, ..., φN}.
A hipo´tese garante que para cada 1 ≤ j ≤ N existe nj tal que∣∣∣∣∫ φj dµn − ∫ φ dµ∣∣∣∣ < ε para todo n ≥ nj.
Tomando n = max{n1, ..., nN}, temos µn ∈ V (µ, F, ε) para n ≥ n.
As principais propriedades desta topologia esta˜o dadas no seguinte teorema:
Teorema 25. M1(M) munido da topologia fraca* e´ metriza´vel e compacto.
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Vamos comec¸ar por demonstrar a metrizabilidade, isto e´, que existe uma me´trica d que gera a
topologia fraca* emM1(M). Para isso vamos usar a Proposic¸a˜o 26. Como e´ usual, denotamos por
C0(M) o espac¸o das func¸o˜es cont´ınuas φ : M → R, munido da norma da convergeˆncia uniforme:
||φ1 − φ2|| = sup{|φ1(x)− φ2(x)|; x ∈M}.
E´ claro que Cc(M) ⊂ C0(M) e que essas duas classes coincidem se M e´ compacto.
Proposic¸a˜o 26. Se M e´ um espac¸o me´trico compacto enta˜o C0(M) tem subconjuntos enumera´veis
densos, ou seja e´ separa´vel.
A demonstrac¸a˜o desse fato requer um pouco de domı´nio da Ana´lise Funcional, e se encontra
na refereˆncia [Rud87].
Agora podemos escolher um subconjunto enumera´vel F = {φn; n ∈ N} denso na bola
unita´ria do espac¸o C0(M). Feito isso, definimos:
d(µ1, µ2) =
∞∑
n=1
1
2n
∣∣∣∣∫ φn dµ1 − ∫ φn dµ2∣∣∣∣ , (17)
para qualquer par de medidas µ1 e µ2.
Proposic¸a˜o 27. A expressa˜o d esta´ bem definida, e´ uma me´trica, e gera a topologia fraca* em
M1(M).
Demonstrac¸a˜o. Como as func¸o˜es φ esta˜o na bola unita´ria de C0(M), ou seja, sup |φ| ≤ 1, e as
medidas µi sa˜o probabilidades, o termo geral da soma e´ limitado por 2 · 2−n. Isto garante que a
se´rie em (17) converge. O u´nico passo na˜o trivial na prova de que d e´ uma me´trica e´ mostrar que
d(µ1, µ2) = 0⇒ µ1 = µ2.
A hipo´tese d(µ1, µ2) = 0 significa que
∫
φjµ1 =
∫
φjdµ2 para toda φj ∈ F . Agora, dada
qualquer φ na bola unita´ria de C0(M) podemos encontrar uma sequeˆncia de elementos de F
convergindo uniformemente para φ. Como consequeˆncia, a igualdade continua valendo para φ:
∫
φ dµ1 =
∫
φ dµ2 (18)
para toda φ na bola unita´ria de C0(M). Como todo elemento de C0(M) tem algum mu´ltiplo na
bola unita´ria, isto implica que a igualdade (18) e´ verdadeira para toda func¸a˜o cont´ınua φ. Isto
quer dizer que µ1 = µ2, como pretend´ıamos mostrar.
Para provar que d gera a topologia, devemos mostrar que toda bola
B(µ, δ) = {η ∈M1(M); d(µ, η) < δ}
conte´m alguma vizinhanc¸a V (µ, F, ) e reciprocamente. Dado δ > 0 fixemos N ≥ 1 suficientemente
grande para que
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∞∑
n=N
2−n <
δ
2
e consideremos F = {φ1, ..., φN} formado pelos primeiros N elementos do subconjunto enumera´vel
denso. Ale´m disso, consideremos  = δ/2. Afirmamos que V (µ, F, ) ⊂ B(µ, δ). De fato,
ν ∈ V (µ, F, )⇒
∣∣∣∣∫ φn dµ− φn dν∣∣∣∣ <  para todo 1 ≤ n ≤ N
⇒
∞∑
n=1
2−n
∣∣∣∣∫ φn dµ− ∫ φn dν∣∣∣∣ < N∑
n=1
2−n+
∞∑
n=N+1
2 · 2−n < δ,
o que prova a nossa afirmac¸a˜o.
Reciprocamente, dado F = {ψ1, ..., ψN} e  > 0, selecionemos elementos φn1 , ..., φnN distintos
de F tais que
||φnj − ψj|| <
ε
4
para todo 1 ≤ j ≤ N.
Fixemos δ > 0 suficientemente pequeno para que 2njδ < ε/4 para todo 1 ≤ j ≤ N.
Afirmamos que B(µ, δ) ⊂ V (µ, F, ε). De fato
ν ∈ B(µ, δ)⇒
∞∑
n=1
2−n
∣∣∣∣∫ φn dµ− ∫ φn dν∣∣∣∣ < δ
⇒
∣∣∣∣∫ φnj dµ− ∫ φnj dν∣∣∣∣ < 2njδ para todo 1 ≤ j ≤ N
⇒
∣∣∣∣∫ ψj dµ− ∫ ψj dν∣∣∣∣ < 2njδ + ε2 < ε para todo 1 ≤ n ≤ N,
e isto finaliza nossa demonstrac¸a˜o.
Resta provar que (M1, fraca∗) e´ um espac¸o compacto. Na demonstrac¸a˜o vamos utilizar o
Teorema de Representac¸a˜o 21 que, interpretado a grosso modo, diz que as integrais sa˜o os u´nicos
operadores lineares positivos no espac¸o das func¸o˜es cont´ınuas.
Ja´ sabemos que o espac¸o e´ metriza´vel, basta provar que toda sequeˆncia (µk)k∈N em M1(M)
admite alguma sub-sequeˆncia que e´ convergente na topologia fraca*.
Considere enta˜o F = {φn; n ∈ N} um subconjunto enumera´vel denso na bola unita´ria de
C0(M). Para cada n ∈ N, a sequeˆncia de nu´meros reais ∫ φndµk, k ∈ N e´ limitada por 1. Portanto,
para cada n ∈ N existe uma sequeˆncia (knj )j∈N tal que∫
φndµknj converge para algum nu´mero Λn ∈ R quando j →∞.
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Ale´m disso, cada sequeˆncia (kn+1j )n∈N pode ser escolhida como subsequeˆncia da anterior
(knj )n∈N Definamos lj = k
j
j para cada j ∈ N. Por construc¸a˜o, a menos de um nu´mero finito de
termos, (lj)j∈N e´ uma subsequeˆncia de cada uma das (knj )j∈N. Logo∫
φn dµ
n
lj
→ Λn para todo n ∈ N.
Daqui se deduz facilmente que
Λϕ = lim
j
∫
ϕ dµlj existe, para toda func¸a˜o ϕ ∈ C0(M). (19)
De fato, suponha primeiro que ϕ esta´ na bola unita´ria de C0(M). Dado qualquer ε > 0
podemos encontrar φn ∈ F tal que ||ϕ− φn|| < ε. Enta˜o,∣∣∣∣∫ ϕ dµlj − ∫ φn dµlj ∣∣∣∣ ≤ ε
para todo j. Como
∫
φn dµlj converge (para Λn), segue que
lim sup
j
∫
ϕ dµlj − lim inf
j
∫
ϕ dµlj ≤ 2ε.
Como ε e´ arbitra´rio, conclu´ımos que limj
∫
ϕdµlj existe. Isto prova (19) quando a func¸a˜o esta´
na bola unita´ria. O caso geral reduz-se imediatamente a esse, substituindo ϕ por ϕ/||ϕ||. Assim,
completamos a prova de (19).
Finalmente, e´ claro que o operador Λ : C0(M) → R definido por (19) e´ linear e positivo:
Λ(ϕ) ≥ minϕ > 0 para todo func¸a˜o ϕ ∈ C0(M) positiva em todo ponto. Ale´m disso, Λ(1) = 1.
Logo, pelo Teorema de Representac¸a˜o de Riesz, existe alguma probabilidade boreliana µ em M
tal que Λ(ϕ) =
∫
ϕdµ para toda func¸a˜o cont´ınua ϕ. Agora a igualdade em (19) pode ser reescrita
∫
ϕ dµ = lim
j
∫
ϕ dµlj para toda ϕ ∈ C0(M).
De acordo com o Lema 24, isto quer dizer que a subsequeˆncia (µlj)j∈N converge para µ na
topologia fraca*. Isto completa a demonstrac¸a˜o do Teorema 25.

6.2 Demonstrac¸a˜o do Teorema de Existeˆncia
Comecemos por introduzir uma notac¸a˜o u´til. Dado f : M → M e qualquer medida η em M
denota-se por f∗η e chama-se imagem de η por f a medida definida por
f∗ν(E) = ν(f−1(E)) para cada conjunto mensura´vel E ⊂M.
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Note que η e´ invariante por f se e somente se f∗η = η.
Lema 28. A aplicac¸a˜o f∗ : M1(M)→M1(M) e´ cont´ınua relativamente a` topologia fraca*.
Demonstrac¸a˜o. Para mostrarmos o lema acima, basta mostrar que se µn converge para µ na
topologia fraca*, enta˜o para toda func¸a˜o cont´ınua φ temos que
lim
n→∞
∫
φ df∗µn =
∫
φ df∗µ.
De fato, seja η uma medida qualquer, afirmamos que
∫
φ df∗η =
∫
φ ◦ f dη.
Com efeito, podemos aproximar φ por uma sequeˆncia de func¸o˜es simples φn com ||φn|| ≤ ||φ||.
Observe que isso implica, em particular, que ||φn ◦ f || ≤ ||φ ◦ f ||. Observe que se χA e´ func¸a˜o
caracter´ıstica, enta˜o
∫
χA df∗η = η(f−1(A)) =
∫
χA ◦ f dη.
Por linearidade, a igualdade acima se estende para as func¸o˜es simples φn. Para finalizar,
temos que pelo Teorema da Convergeˆncia Dominada,
∫
φ df∗η = lim
n→∞
∫
φn df∗η = lim
n→∞
∫
φn ◦ f dη =
∫
φ ◦ f dη
o que termina a prova da afirmac¸a˜o.
Para completar a prova do Lema, basta observar que a func¸a˜o φ◦ f tambe´m e´ cont´ınua, uma
vez que f e´ cont´ınua. Assim,
lim
n→∞
∫
φ df∗µn = lim
n→∞
∫
φ ◦ f dµn =
∫
φ ◦ f dµ =
∫
φ df∗µ,
como quer´ıamos demonstrar.
Voltando a prova do Teorema de Existeˆncia, considere qualquer probabilidade ν em M : por
exemplo, a medida de Dirac em um ponto qualquer. Agora tomemos a seguinte sequeˆncia de
probabilidades
µn =
1
n
n−1∑
j=0
f j∗ν (20)
onde f j∗ν e´ a imagem de ν pelo iterado f
j . Pelo Teorema 25, esta sequeˆncia tem algum ponto de
acumulac¸a˜o: existe alguma subsequeˆncia (nj)j∈N e alguma probabilidade µ ∈M1(M) tais que
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µ = lim
k
µnk = lim
k
1
nk
nk−1∑
j=0
f j∗ν. (21)
Agora e´ suficiente provar o seguinte:
Lema 29. Todo ponto de acumulac¸a˜o de uma sequeˆncia (µn)n∈N e´ uma probabilidade invariante
por f.
Demonstrac¸a˜o. A partir (21), e usando o Lema 28, obtemos que
f∗µ = f∗
(
lim
k
1
nk
nk−1∑
j=0
f j∗ν
)
= lim
k
f∗
(
1
nk
nk−1∑
j=0
f j∗ν
)
= lim
k
1
nk
nk−1∑
j=0
f j+1∗ ν.
A expressa˜o do lado direito pode ser reescrita como:
lim
k
(
1
nk
nk−1∑
j=0
f j∗ν − ν + fnk∗ ν
)
.
Afirmamos que lim
k
1
nk
ν = 0 e lim
k
1
nk
fnk∗ ν = 0. A primeira afirmac¸a˜o e´ o´bvia, e para a segunda
basta observar que
1
nk
fnk∗ ν(E) =
1
nk
ν(f−nk(E)) ≤ 1
nk
,
para todo conjunto mensura´vel E ⊂ F. Deste modo obtemos que
f∗µ = lim
k
1
nk
nk−1∑
j=0
f j∗ν = µ,
e portanto µ e´ invariante por f. Isto completa a demonstrac¸a˜o do Teorema de Existeˆncia.
Corola´rio 30. (Teorema de Recorreˆncia de Birkhoff) Se f : M → M e´ uma transformac¸a˜o
cont´ınua num espac¸o me´trico compacto enta˜o f tem algum ponto recorrente.
Demonstrac¸a˜o. Pelo Teorema de Existeˆncia, existe alguma probabilidade f−invariante µ. Por
outro lado, sabemos que todo espac¸o me´trico compacto admite uma base enumera´vel de abertos.
Portanto, podemos aplicar o Teorema de Recorreˆncia de Poincare´, para concluir que µ−quase todo
ponto e´ recorrente. Em particular, o conjunto dos pontos recorrentes e´ na˜o vazio, conforme foi
afirmado.
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6.3 Teorema Ergo´dico de Birkhoff
Comecemos por explicar o que entendemos por tempo me´dio de permaneˆncia de uma o´rbita num
conjunto. Dado M espac¸o me´trico qualquer, chamemos por tempo me´dio de permaneˆncia de x em
E ⊂M a func¸a˜o τ : M → [0,∞) dada por:
τ(E, x) = lim
n→∞
τn(E, x).
onde
τn(E, x) =
1
n
n−1∑
j=0
χE(f
j(x)).
Note que se τ(E, x) > 0 enta˜o temos infinitos iterados de x em E. Mas claro, precisamos
mostrar que este limite existe.
Teorema 31. (Teorema Ergo´dico de Birkhoff) Seja f : M →M uma transformac¸a˜o mensura´vel
qualquer e µ uma probabilidade invariante por f. Dado qualquer conjunto E ⊂M , o tempo me´dio
de permaneˆncia τ(E, x) existe em µ−quase todo todo ponto x ∈M. Ale´m disso,
∫
τ(E, x)dµ(x) = µ(E).
Note ainda que,
τ(E, f(x)) = lim
n→∞
1
n
n∑
j=1
χE(f
j(x))
= lim
n→∞
1
n
n−1∑
j=0
χE(f
j(x))− 1
n
[χE(x)− χE(fn(x))]
= τ(E, x)− lim
n→∞
1
n
[χE(x)− χE(fn(x))].
Como a func¸a˜o caracter´ıstica e´ limitada, o u´ltimo limite e´ igual a zero e portanto
τ(E, f(x)) = τ(E, x).
O Teorema Ergo´dico de Birkhoff pode ser enunciado de modo um pouco mais geral:
Teorema 32. Seja f : M →M uma transformac¸a˜o mensura´vel e µ uma probabilidade invariante
por f . Dada qualquer func¸a˜o integra´vel ϕ : M → R o limite
ϕ˜(x) = lim
n→∞
1
n
n∑
j=0
ϕ(f j(x))
existe em µ−quase todo ponto x ∈M . Ale´m disso,
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∫
ϕ˜(x)dµ(x) =
∫
ϕ(x)dµ(x).
Note que o Teorema 31 e´ um caso particular em que ϕ = χE. Veremos a seguir a demonstrac¸a˜o
deste caso particular, o caso geral pode ser encontrado na refereˆncia [Oli14].
Demonstrac¸a˜o. (Teorema 31) A estrate´gia da prova e´ a seguinte. Seja E ⊂ M um conjunto
mensura´vel qualquer. Para cada x ∈M , definimos
τ(E, x) = lim sup
n→∞
1
n
n−1∑
j=0
χE(f
j(x)),
τ(E, x) = lim inf
n→∞
1
n
n−1∑
j=0
χE(f
j(x)).
Analogamente como foi feito para τ temos, para todo x ∈M que
τ(E, f(x)) = τ(E, x) e τ(E, f(x)) = τ(E, x). (22)
O principal passo da demonstrac¸a˜o consiste em mostrar que
τ(E, x) = τ(E, x) para µ− quase todo ponto x ∈M. (23)
E´ claro que τ(E, x) e´ sempre maior ou igual que τ(E, x). Portanto, para mostrar (23) sera´
suficiente provar que
∫
τ(E, x)dµ ≤ µ(E) ≤
∫
τ(E, x)dµ. (24)
Vamos provar a primeira desigualdade em (24). A segunda segue de um argumento inteira-
mente ana´logo (a segunda desigualdade pode ser deduzida da primeira, aplicada ao complementar
Ec, observando que µ(E) = 1− µ(Ec) e τ(E, x) = 1− τ(Ec, x).
Fixe ε > 0 qualquer. Por definic¸a˜o de lim sup, para cada x ∈ M existem inteiros t ≥ 1 tais
que
1
n
#{j ∈ {0, 1, ..., t− 1}; f j(x) ∈ E} ≥ τ(E, x)− ε.
Representaremos por t(x) o menor inteiro com esta propriedade. Para tornar a demonstrac¸a˜o
mais transparente, consideraremos primeiro o caso particular em que a func¸a˜o x 7→ t(x) e´ limitada,
isto e´,
Caso particular: Existe T ∈ N tal que t(x) ≤ T para todo x ∈M .
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Dado qualquer x ∈ M , definimos uma sequeˆncia x0, x1, ..., xs de pontos em M e uma
sequeˆncia t0, t1, ..., ts de nu´meros naturais, do seguinte modo:
1. Primeiramente, tomamos x0 = x.
2. Supondo que xi ja´ foi definido, tomamos ti = t(xi) e xi+1 = f
ti(xi).
3. Terminamos quando encontramos xs tal que t0 + t1 + ...+ ts ≥ n.
Note que todo xi e´ iterado do ponto x : de fato xi = f
t0+...+ti−1(x). Aplicando (22) conclu´ımos
que τ(E, xi) = τ(E, x) para todo i. A definic¸a˜o de t(xi) implica que, dos ti primeiros iterados de
xi, pelo menos
ti(τ(E, xi)− ε) = ti(τ(E, x)− ε) (25)
esta˜o em E. Isto vale para cada i = 0, 1, ..., s− 1. Portanto, pelo menos
(t0 + ...+ ts−1)(τ(E, x)− ε)
dos n primeiros iterados de x, esta˜o em E. Ale´m disso, a u´ltima regra na definic¸a˜o das nossas
sequeˆncias implica que
t0 + t1 + ...+ ts−1 ≥ n− ts ≥ n− T.
Deste modo, mostramos que pelo menos (n− T )(τ(E, x)− ε) dos n primeiros iterados de x
esta˜o em E. Em outras palavras,
n−1∑
j=0
χE(f
j(x)) ≥ (n− T )(τ(E, x)− ε) (26)
para todo x ∈M e todo n ≥ 1. Integrando a relac¸a˜o (26), obtemos que
n−1∑
j=0
∫
χE(f
j(x))dµ ≥ (n− T )
∫
τ(E, x)dµ− (n− T )ε.
Todas as parcelas no membro da esquerda sa˜o iguais a µ(E), uma vez que a probabilidade µ
e´ invariante por f . Portanto, esta desigualdade pode ser escrita como
nµ(E) ≥ (n− T )
∫
τ(E, x)dµ− (n− T )ε.
Dividindo os dois termos por n e fazendo n ir para infinito, conclu´ımos que
µ(E) ≥
∫
τ(E, x)dµ− ε.
Como ε > 0 e´ qualquer, isto implica a primeira desigualdade em (24), o que termina a
demonstrac¸a˜o neste caso.
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Caso geral: Vamos indicar as modificac¸o˜es que devem ser feitas relativamente ao caso
particular.
Dado ε > 0, comec¸amos por fixar T ≥ 1 suficientemente grande, de modo que a medida do
B = {y ∈M ; t(y) > T}
seja menor do que . Em seguida, na definic¸a˜o das sequeˆncias substitu´ımos a regra 2 por
2a. Se t(xi) ≤ T , tomamos ti = t(xi) e xi+1 = f ti(xi).
2b. Se t(xi) > T , tomamos ti = 1 e xi+1 = f(xi).
As regras 1 e 3 permanecem inalteradas. A estimativa referente a (25) continua va´lida, para
os valores de i aos quais se aplica a regra 2a, isto e´:
ti−1∑
j=0
χE(f
j(xi)) ≥ ti(τ(E, x)− ε).
E´ claro que esta desigualdade implica a seguinte:
ti−1∑
j=0
χE(f
j(xi)) ≥ ti(τ(E, x)− ε)−
ti−1∑
j=0
χB(f
j(xi)). (27)
A vantagem e´ que (27) e´ va´lida tambe´m para os valores de i aos quais se aplica a regra 2b.
De fato, nesse caso tem-se ti = 1, o membro da esquerda e´ maior ou igual que zero e o membro da
direita e´ menor que zero, uma vez que τ(E, x) e´ sempre menor ou igual que 1. Isso significa que,
no lugar de (26), tem-se
n−1∑
j=0
χE(f
j(x)) ≥ (n− T )(τ(E, x)− ε)−
n−1∑
j=0
χB(f
j(x)).
Integrando, como fizemos anteriormente, obtemos
nµ(E) ≥ (n− T )
∫
τ(E, x)dµ− (n− T )ε− nµ(B).
Dividindo por n e fazendo n→∞, deduzimos que (lembre que µ(B) < )
µ(E) ≥
∫
τ(E, x)dµ− ε− µ(B) ≥
∫
τ(E, x)dµ− 2ε.
Como ε > 0 e´ arbitra´rio, segue que
µ(E) ≥
∫
τ(E, x)dµ.
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Isto termina a demonstrac¸a˜o.
Agora que conhecemos algumas das ferramentas da Teoria Ergo´dica, como o Teorema de
Recorreˆncia de Poincare´ e o Teorema Ergo´dico de Birkhoff, ja´ podemos introduzir to´picos mais
avanc¸ados da Ergodicidade. Com o estudo de Sistemas Ergo´dicos podemos tirar concluso˜es mais
interessantes do nosso problema de Expansa˜o Decimal visto anteriormente.
7 ERGODICIDADE
Uma transformac¸a˜o f : M → M diz-se ergo´dica para uma probabilidade invariante µ (tambe´m
dizemos que a medida µ e´ ergo´dica para f , ou que o sistema (f, µ) e´ ergo´dico) se as me´dias temporais
dadas pelo Teorema Ergo´dico de Birkhoff coincidem em quase todo ponto com as respectivas me´dias
espaciais:
lim
n→∞
1
n
n−1∑
j=0
ϕ(f j(x)) =
∫
ϕ dµ,
para toda func¸a˜o µ-integra´vel ϕ : M → R e µ−quase todo x ∈M .
Na pro´xima proposic¸a˜o vamos reescrever esta condic¸a˜o de va´rias maneiras equivalentes, para
ajudar a entender o seu significado. Um conjunto mensura´vel A ⊂M diz-se invariante se f−1(A) =
A. Uma func¸a˜o mensura´vel ψ : M → R diz-se invariante se ψ ◦ f = ψ.
Proposic¸a˜o 33. Seja µ uma probabilidade invariante de uma transformac¸a˜o f : M → M men-
sura´vel. As seguintes condic¸o˜es sa˜o equivalentes:
1. O sistema (f, µ) e´ ergo´dico.
2. Para todo subconjunto invariante A tem-se µ(A) = 0 ou µ(A) = 1
3. Toda func¸a˜o invariante ψ e´ constante num conjunto de medida total.
Demonstrac¸a˜o. (1)⇒ (2). Por um lado, a hipo´tese (1) significa que
ϕ˜(x) =
∫
ϕ dµ = µ(A)
para quase todo x ∈ M . Por outro lado, como A e´ invariante, temos que x ∈ A se e somente se
f(x) ∈ A. Isto implica que ϕ(f j(x)) = ϕ(x) para todo j ≥ 0 e para todo x. Portanto,
ϕ˜(x) = ϕ(x) = χA(x)
para todo x ∈ M . Como a func¸a˜o caracter´ıstica so´ toma os valores 0 e 1, estas duas igualdades
implicam que µ(A) = 0 ou µ(A) = 1, como e´ afirmado em (2).
(2)⇒ (3). Seja ψ uma func¸a˜o invariante qualquer. Enta˜o, a pre´-imagem ψ−1(I) de qualquer
intervalo I ⊂ R e´ um conjunto invariante. Portanto, pela hipo´tese (2), essa pre´-imagem tem
medida zero ou um. Como o intervalo I e´ qualquer, isto prova que ψ e´ constante num conjunto
com probabilidade µ total.
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(3)⇒ (1). Seja ϕ uma func¸a˜o integra´vel qualquer. Podemos verificar, para qualquer func¸a˜o
integra´vel ϕ, que a me´dia temporal ϕ˜ satisfaz ϕ ◦ f = ϕ˜ em µ−quase todo ponto. Logo a me´dia
temporal ϕ˜ e´ uma func¸a˜o invariante. Logo, pela hipo´tese (3), ϕ˜ e´ constante em quase todo ponto.
Enta˜o, usando o teorema ergo´dico,
ϕ˜(x) =
∫
ϕ˜ dµ =
∫
ϕ dµ
em quase todo ponto. Isto e´, o sistema e´ ergo´dico.
7.1 Exemplos e Aplicac¸o˜es
Nesta sec¸a˜o veremos exemplos de Sistemas Ergo´dicos. Pegue como exemplo inicial o problema de
expansa˜o decimal que vimos anteriormente.
Expansa˜o decimal
Considere a transformac¸a˜o mensura´vel f : [0, 1]→ [0, 1] dada por f(x) := 10x− [10x], onde
[10x] e´ a parte inteira de 10x. Seja m a medida de Lebesgue, e note que m e´ invariante por f .
De fato, para qualquer E ⊂ [0, 1], f−1(E) e´ igual a unia˜o de dez conjuntos E1, ..., E10 cada um
com medida igual a m(E)
10
, pois cada um dos dez segmentos de reta que compo˜e o gra´fico de f tem
inclinac¸a˜o igual a 10. Segue, portanto, que m(f−1(E)) = m(E1)+ ...+m(E10) = m(E). Note ainda
que m e´ uma probabilidade, uma vez que m([0, 1]) = 1.
Vamos verificar agora que vale o item (2) da Proposic¸a˜o 33 em nosso sistema (f,m), ou seja,
que para todo E ⊂ [0, 1] invariante temos ou m(E) = 0 ou m(E) = 1. Para tal, suponha que
m(E) > 0 e fixe a ∈ E ponto de densidade. Dado A ⊂ R, dizemos que p ∈ A e´ ponto de densidade
de A se este conjunto preenche a maior parte de qualquer pequena vizinhac¸a de p, i.e.
lim inf
→0
{
m(I ∩ A)
m(I)
; I ⊂ (p− , p+ ), a ∈ I
}
= 1. (28)
Considere a sequeˆncia de intervalos contendo a,
Ik = (
mk
10k
,
mk + 1
10k
), mk ∈ Z, k ∈ N.
Sendo a ponto de densidade de E, enta˜o por (28) temos que quando k tende ao infinito:
m(Ik ∩ E)
m(Ik)
→ 1.
Observe que fk e´ uma bijec¸a˜o de Ik afim sobre o intervalo (0, 1), de fato, seu gra´fico consiste
de segmentos de reta de inclinac¸a˜o 10k. Isso tem a seguinte consequeˆncia, que e´ crucial para o
nosso argumento:
m(fk(J1))
m(fk(J2))
=
m(J1)
m(J2)
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para quaisquer subconjuntos mensura´veis J1 e J2 de Ik. Aplicando este fato a J1 = Ik∩E e J2 = Ik
obtemos que
m(fk(Ik ∩ E))
m((0, 1))
=
m(Ik ∩ E)
m(Ik)
.
Claro que m((0, 1)) = 1, ale´m disso, como estamos supondo que E e´ invariante, fk(Ik ∩ E)
esta´ contido em E. Desta forma obtemos que
m(E) ≥ m(Ik ∩ E)
m(Ik)
.
Como o lado direito converge para 1, segue que m(E) = 1. Logo (f,m) cumpre o item (2),
e portanto (f,m) e´ ergo´dico.
Agora vejamos uma aplicac¸a˜o na Teoria dos Nu´meros: pegue s o nu´mero formado com todos
os CPF’s do Brasil postos em sequeˆncia. Considere o intervalo E = (0.s, 0.s999...), obviamente
s tem finitos d´ıgitos, e portanto m(E) > 0. Logo, pelo Teorema Ergo´dico de Birkhoff temos que
para µ−quase todo ponto x ∈ [0, 1], τ(E, x) existe. Como nosso sistema (f,m) cumpre o item (1)
da Proposic¸a˜o 33 e ja´ foi visto que τ e´ invariante por f , segue que τ(E, x) e´ constante em quase
todo ponto de [0, 1], logo:
m(E) =
∫
τ(E, x)dm(x) = τ(E, x)
∫
dm(x) = τ(E, x) · 1.
Portanto τ(E, x) > 0, o que implica termos infinitos iterados de x em E para quase todo
ponto x ∈ [0, 1], ou seja, infinitos valores de j ∈ N com f j(x) = 0, s.... Segue portanto, que o
nu´mero s aparece infinitas vezes em quase todo ponto de [0, 1]. Logo, se pegarmos o conjunto A
dos pontos em que s aperece finitas vezes, teremos m(A) = 0.
Rotac¸a˜o irracional no c´ırculo
Para no´s o c´ırculo S1 sera´ o conjunto dos nu´meros complexos com mo´dulo igual a 1. Dado
α ∈ R, a rotac¸a˜o de aˆngulo α e´ a multiplicac¸a˜o pelo nu´mero complexo eαi
Rα : S
1 → S1
z 7→ eαiz
E´ claro que Rα preserva o comprimento dos intervalos (segmentos) de S
1. Ale´m disso,
podemos ver facilmente que a medida de Lebesgue (comprimento de arco) e´ invariante por qualquer
Rα . O comportamento dinaˆmico e ergo´dico de Rα depende muito da natureza de α, como vamos
ver. Dizemos que a rotac¸a˜o e´ irracional se o nu´mero α/2pi e´ irracional, e dizemos que a rotac¸a˜o e´
racional no caso contra´rio.
Teorema 34. Se Rα e´ rotac¸a˜o irracional enta˜o Rα e´ ergo´dica para a medida de Lebesgue.
Para a demonstrac¸a˜o desta Proposic¸a˜o usaremos fatos simples de Ana´lise de Fourier. Seja µ
a medida de Lebesgue no c´ırculo. Chama-se L2(µ) o espac¸o das func¸o˜es mensura´veis ψ : S1 → C
cujo quadrado e´ integra´vel:
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∫
|ψ|2 dµ <∞.
E´ claro que este espac¸o conte´m todas as func¸o˜es mensura´veis limitadas e, em particular,
todas as func¸o˜es caracter´ısticas de conjuntos mensura´veis. Outro fato de que necessitamos e´ que a
famı´lia de func¸o˜es {φk(z) = zk : k ∈ Z} e´ uma base desse espac¸o: dada qualquer ϕ ∈ L2(µ) existe
uma u´nica sequeˆncia (ck)k∈Z de nu´meros complexos tais que
ϕ(z) =
∑
k∈Z
ckz
k
para quase todo z ∈ S1.
Demonstrac¸a˜o. (Teorema 34) Pela Proposic¸a˜o 33, basta mostrar que toda func¸a˜o integra´vel ϕ que
e´ invariante e´ constante em µ−quase todo ponto. Observe que se ϕ e´ integra´vel, enta˜o automati-
camente ϕ ∈ L2(µ).
Usando a expansa˜o de Fourier ϕ(z) =
∑
k∈Z ckz
k, a condic¸a˜o de ser invariante ϕ ◦Rα = ϕ se
escreve
∑
k∈Z
cke
kiαzk =
∑
k∈Z
ckz
k
Por unicidade dos coeficientes da expansa˜o em se´rie de Fourier, obtemos que
ck(e
kiα − 1) = 0 para todo k ∈ Z.
A hipo´tese de que a rotac¸a˜o e´ irracional significa que ekiα−1 6= 0 para todo k 6= 0, e portanto,
ck = 0 para todo k 6= 0. Ou seja, ϕ(z) = c0 para µ−quase todo z ∈ S1, como quer´ıamos provar.
De fato as rotac¸o˜es irracionais satisfazem uma propriedade muito mais forte do que ergodici-
dade: elas sa˜o unicamente ergo´dicas, o que quer dizer que teˆm uma u´nica probabilidade invariante
(que e´ a medida de Lebesgue, claro).
Observac¸a˜o. A noc¸a˜o de rotac¸a˜o irracional se estende para dimenso˜es maiores. Dado
qualquer d ≥ 1 chamamos d−toro o produto Td = S1×· · ·×S1 do c´ırculo por si mesmo d vezes. A
rotac¸a˜o de aˆngulo α = (α1, ..., αd) e´ a aplicac¸a˜o Rα : Td → Td, Rα(z1, ..., zd) = (eiα1z1, ..., eiαdzd).
A rotac¸a˜o e´ irracional se os nu´meros αj/2pi sa˜o incomensura´veis:
m0 +m1
α1
2pi
+ · · ·+mdαd
2pi
= 0⇒ m0 = m1 = · · · = md = 0,
quaisquer que sejam os inteiros m0,m1, ...,md. Usando uma versa˜o multidimensional das ide´ias
anteriores, se prova que uma rotac¸a˜o e´ ergo´dica se e somente se ela e´ irracional.
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8 EQUIVALEˆNCIA ESPECTRAL
Este cap´ıtulo se trata da caracterizac¸a˜o das propriedades dinaˆmicas de uma medida como propri-
edades de Algebra Linear, relacionadas a um certo operador Uf que iremos definir. Iremos ver,
por exemplo, que a invariaˆncia da medida µ equivale ao fato do operador preservar distaˆncias num
espac¸o adequado de func¸o˜es. Veremos tambe´m a ergodicidade como uma propriedade espectral do
sistema (f, µ), no sentido de que ela pode ser caracterizada pelos auto-valores do operador Uf .
O espac¸o L2(µ)
Antes de definir o operador Uf , precisamos definir o seu domı´nio, o espac¸o L
2(µ) :
Definic¸a˜o 35. O espac¸o vetorial L2(µ) e´ definido como o conjunto
L2(µ) = {ϕ : M → R;
∫
|ϕ|2 dµ <∞}
onde duas func¸o˜es sa˜o identificadas se elas coincidem em quase todo ponto com respeito a` medida
µ.
Podemos munir este espac¸o vetorial com um produto interno dado por:
〈ϕ, ψ〉 =
∫
ϕ · ψ dµ.
Segue da desigualdade de Ho¨lder e das propriedades da integral que a expressa˜o acima de
fato define um produto interno em L2(µ), ou seja, para todo ϕ, ψ, ρ ∈ L2(µ) e α ∈ R, vale:
•〈ϕ, ϕ〉 ≥ 0 e 〈ϕ, ϕ〉 = 0 ⇐⇒ ϕ ≡ 0 em µ− q.t.p.
•〈ϕ, ψ〉 = 〈ψ, ϕ〉
•〈ϕ+ ρ, ψ〉 = 〈ϕ, ψ〉+ 〈ρ, ψ〉 e 〈αϕ, ψ〉 = α〈ϕ, ψ〉 = 〈ϕ, αψ〉
De fato,
〈ϕ, ϕ〉 =
∫
ϕ2 dµ ≥ 0 e 〈ϕ, ϕ〉 = 0 ⇐⇒
∫
ϕ2 dµ = 0 ⇐⇒ ϕ2 ≡ 0 µ − q.t.p. ⇐⇒ ϕ ≡
0 µ− q.t.p.,
〈ϕ, ψ〉 =
∫
ϕ · ψ dµ =
∫
ψ · ϕ dµ = 〈ψ, ϕ〉,
〈ϕ+ ρ, ψ〉 =
∫
(ϕ+ ρ)ψ dµ =
∫
ϕ ·ψ+ ρ ·ψ dµ =
∫
ϕ ·ψ dµ+
∫
ρ ·ϕ dµ = 〈ϕ, ψ〉+ 〈ρ, ψ〉,
a penu´ltima igualdade ocorre pois, se ϕ, ρ e ψ ∈ L2(µ), enta˜o da desigualdade de Ho¨lder temos
∣∣∣∣∫ ϕ · ψ dµ∣∣∣∣ ≤ (∫ |ϕ|2 dµ) 12 · (∫ |ψ|2 dµ) 12 <∞,
portanto ϕ · ψ ∈ L2(µ) e da mesma forma ρ · ψ ∈ L2(µ). Por u´ltimo
〈αϕ, ψ〉 =
∫
αϕ · ψ dµ = α
∫
ϕ · ψ dµ = α〈ϕ, ψ〉 =
∫
ϕ · αψ dµ = 〈ϕ, αψ〉.
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Logo 〈·, ·〉 e´ um produto interno.
Naturalmente, uma vez que temos um produto interno em L2(µ), podemos definir uma norma
por:
||ϕ||2 =
√
〈ϕ, ϕ〉.
Ale´m disso, podemos munir L2(µ) com a me´trica que prove´m do produto interno 〈·, ·〉 definida
por:
d(ϕ, ψ) = ||ϕ− ψ||2 =
(∫
|ϕ− ψ|2dµ
) 1
2
. (29)
Da Ana´lise Funcional e´ conhecido que o espac¸o L2(µ) com a me´trica d e´ um espac¸o me´trico
completo.
Defiremos agora a transformac¸a˜o linear que carrega algumas propriedades me´tricas do sistema
(f, µ). Considere Uf : L
2(µ)→ L2(µ) definida simplesmente como:
Uf (ϕ) = ϕ ◦ f.
E´ imediato verificar que Uf e´ uma transformac¸a˜o linear. Pois dados ϕ, ψ ∈ L2(µ) e λ ∈ R,
note que Uf (ϕ+ λψ) = (ϕ+ λψ) ◦ f = (ϕ) ◦ f + (λψ) ◦ f = ϕ ◦ f + λ(ψ ◦ f) = Uf (ϕ) + λUf (ψ).
A pro´xima proposic¸a˜o traz a primeira traduc¸a˜o entre propriedades de (f, µ) e propriedades
da transformac¸a˜o Uf .
Proposic¸a˜o 36. Seja f uma transformac¸a˜o e µ uma medida em M . f preserva µ se, e so´ se,
para toda ϕ ∈ L2(µ):
||Ufϕ||2 = ||ϕ||2 (30)
Um resultado preliminar bastante importante para a demonstrac¸a˜o da Proposic¸a˜o 36 e´:
Proposic¸a˜o 37. Seja f : M → M uma transformac¸a˜o e µ uma medida. Enta˜o f preserva µ se,
e somente se, para toda func¸a˜o integra´vel φ : M → R vale:
∫
φ dµ =
∫
φ ◦ f dµ.
Demonstrac¸a˜o. Assuma que f preserva µ. Se φ e´ a func¸a˜o caracter´ıstica de algum conjunto,
digamos φ = χA, e´ imediato verificar que µ(f
−1(A)) =
∫
φ ◦ fdµ, ja´ que χf−1(A) = φ ◦ f. Assim,
fica provado que
∫
φdµ =
∫
φ ◦ fdµ, quando φ e´ uma func¸a˜o caracer´ıstica. Observe que segue
diretamente da linearidade da integral que se φ e´ uma func¸a˜o simples, enta˜o a igualdade ainda
vale. Finalmente, se φ e´ uma func¸a˜o integra´vel qualquer, pela definic¸a˜o de integral
∫
φ dµ = lim
n→∞
∫
φn dµ,
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onde (φn) e´ uma sequeˆncia de func¸o˜es simples crescendo para φ. Por outro lado, φn ◦ f e´ uma
sequeˆncia de func¸o˜es crescendo para φ ◦ f. Logo,
∫
φ ◦ fµ = lim
n→∞
∫
φn ◦ f dµ.
Como
∫
φndµ =
∫
φn ◦ fdµ, tomando o limite em ambos os lados, vem que∫
φ dµ =
∫
φ ◦ f dµ.
A rec´ıproca e´ imediata, desde que dado um boreliano A, tomando φ = χA, enta˜o
µ(A) = µ(f−1(A)) ⇐⇒
∫
φ dµ =
∫
φ ◦ f dµ.
Agora podemos demonstrar a Proposic¸a˜o 36.
Demonstrac¸a˜o. (Proposic¸a˜o 36) De fato, primeiramente observe que se f preserva a medida µ
enta˜o para todo boreliano A vale µ(A) = µ(f−1(A)). Em particular, a igualdade (30) vale se ϕ for
uma func¸a˜o caracter´ıstica de um boreliano. Utilizando a linearidade da integral, podemos estender
nossa conclusa˜o para todas func¸o˜es simples. Para concluir a demonstrac¸a˜o da propriedade (30)
observe que L2(µ) ⊂ L1(µ). Com efeito, se φ ∈ L2(µ), aplicando a desigualdade de Ho¨lder a`s
func¸o˜es ||φ|| e 1, temos que ∫ ||φ||dµ ≤ ∫ ||φ||2dµ < ∞. Como toda func¸a˜o ψ em L1(µ) pode ser
aproximada por uma sequeˆncia mono´tona ψn de func¸o˜es simples, dada ϕ ∈ L2(µ), tomando uma
sequeˆncia de func¸o˜es simples sn convergindo monotonamente para ϕ e utilizando o Teorema da
Convergeˆncia Mono´tona para as sequeˆncia sn e sn ◦ f , temos que:∫
ϕ ◦ f dµ = lim
n→∞
∫
sn ◦ f dµ = lim
n→∞
∫
sn dµ =
∫
ϕ dµ.
Reciprocamente, provaremos este fato primeiramente para as func¸o˜es cont´ınuas na˜o-negativas.
Se ϕ ≥ 0 e´ func¸a˜o cont´ınua, tomando ψ = √ϕ temos que ψ ∈ L2(µ), pois ψ e´ limitada e µ e´ uma
probabilidade. Como estamos assumindo que ||ψ ◦ f ||2 = ||ψ||2, temos que:∫
||ψ ◦ f ||2 dµ =
∫
ϕ ◦ f dµ =
∫
ϕ dµ =
∫
||ψ||2 dµ.
Para provarmos que a igualdade acima vale quando ϕ e´ uma func¸a˜o cont´ınua qualquer, basta
observarmos que toda func¸a˜o cont´ınua se escreve como diferenc¸a de duas func¸o˜es positivas limitadas
e aplicarmos a igualdade obtida a estas func¸o˜es. Assim, utilizando a Proposic¸a˜o 37, temos que f
preserva µ.
A igualdade (30) acima significa que Uf e´ uma isometria do espac¸o L
2(µ). Em particular,
esta propriedade implica diretamente que Uf e´ uma transformac¸a˜o linear injetiva, pois:
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||ϕ||2 > 0⇒ ||Ufϕ||2 = ||ϕ||2 > 0.
Pore´m, Uf so´ e´ sobrejetiva se f for invert´ıvel. De fato, dado ψ ∈ L2(µ), existe ϕ ∈ L2(µ) tal
que Uf (ϕ) = ψ enta˜o Uf e´ invert´ıvel logo existe uma tranformac¸a˜o linear Ug tal que Ug(ψ) = ϕ e
ϕ = Ug ◦ Uf (ϕ) = Ug ◦ ϕ ◦ f = ϕ ◦ f ◦ g ⇒ f ◦ g = Id⇒ g = f−1.
Observe que 1 e´ sempre um autovalor de Uf e a esse autovalor temos associado um auto-espac¸o
que sempre conte´m as func¸o˜es constantes. A Proposic¸a˜o 33 diz que a propriedade da medida µ ser
ergo´dica equivale ao fato de que as u´nicas func¸o˜es invariantes por Uf sa˜o as func¸o˜es constantes ou,
em outros termos, a dimensa˜o do auto-espac¸o associado ao auto-valor 1 e´ igual a um. Isso justifica
a afirmac¸a˜o de que a ergodicidade e´ uma propriedade espectral.
Vamos estabelecer quando duas tranformac¸o˜es f : M → M e g : N → N preservando
medidas µ e ν sa˜o equivalentes do ponto de vista espectral. Isto nos permitira´ extrair informac¸o˜es
sobre as propriedades espectrais do sistema (f, µ) a partir das propriedades espectrais do sistema
(g, µ) e vice-versa.
Definic¸a˜o 38. Sejam f : M → M e g : N → N preservando µ e ν, respectivamente. Dizemos
que (f, µ) e (g, ν) sa˜o espectralmente equivalentes, (f, µ) ∼ (g, ν), se existir uma transformac¸a˜o
linear invert´ıvel A : L2(µ)→ L2(ν) tal que:
i) 〈Aϕ,Aψ〉 = 〈ϕ, ψ〉;
ii) AUf = UgA.
De fato a relac¸a˜o acima e´ uma relac¸a˜o de equivaleˆncia, pois
a) (f, µ) ∼ (f, µ) :
i) 〈Iϕ, Iϕ〉 = 〈ϕ, ϕ〉,
ii) IUf = UfI,
onde I e´ a matriz identidade.
b) Se (f, µ) ∼ (g, ν)⇒ (g, ν) ∼ (f, µ)
i) 〈Aϕ,Aψ〉 = 〈ϕ, ψ〉 ⇒ −〈Aψ,Aϕ〉 = −〈ψ, ϕ〉 ⇒ 〈Aψ,Aϕ〉 = 〈ψ, ϕ〉,
ii) AUf = UgA⇒ UfA−1 = A−1Ug (A−1 tambe´m e´ transformac¸a˜o linear invert´ıvel).
c) Se (f, µ) ∼ (g, ν) e (g, ν) ∼ (h, η), enta˜o (f, µ) ∼ (h, η)
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Se (f, µ) ∼ (g, ν)(∗) e (g, ν) ∼ (h, η)(∗∗), enta˜o existem transformac¸o˜es lineares invert´ıveis
A : L2(µ) → L2(ν) e A˜ : L2(ν) → L2(η), tais que 〈Aϕ,Aψ〉 = 〈ϕ, ψ〉 e 〈A˜σ, A˜ρ〉 = 〈σ, ρ〉. Ale´m
disso, AUf = UgA e A˜Ug = UhA˜, e assim,
〈A˜.Aϕ, A˜.Aψ〉 =(∗∗) 〈Aϕ,Aψ〉 =(∗) 〈ϕ, ψ〉,
portanto a propriedade (i) se verifica. Por outro lado
A˜ · A · Uf =(∗) A˜ · Ug · A =(∗∗) Uh · A˜ · A,
logo a propriedade (ii) tambe´m se verifica. Portanto ∼ e´ uma relac¸a˜o de equivaleˆncia.
Observe que, dados (f, µ) e (g, ν) espectralmente equivalentes e A uma equivaleˆncia espectral,
se ϕ e´ auto-func¸a˜o de Uf associada ao auto-valor λ, enta˜o Aϕ e´ autofunc¸a˜o de Ug associada ao auto-
valor λ. De fato, Uf (ϕ) = λϕ ⇒ UgA(ϕ) = AUf (ϕ) = λAϕ. Assim, o auto-espac¸o F1 associado
ao auto-valor 1 para operador Ug e´ simplesmente a imagem por A do auto-espac¸o E1 associado ao
auto-valor 1 para Uf . Como A e´ um isomorfismo linear, a dimensa˜o de F1 e´ igual dimensa˜o de E1.
Segundo a observac¸a˜o que (f, µ) e´ ergo´dica se a dimensa˜o do auto-espac¸o associado ao auto-valor
1 e´ igual a 1, podemos afirmar que se (f, µ) e (g, ν) sa˜o espectralmente equivalentes, enta˜o (f, µ)
e´ um sistema ergo´dico se, e so´ se, (g, ν) e´ ergo´dico.
8.1 Propriedades de Medidas Ergo´dicas
Fixemos uma transformac¸a˜o f : M →M qualquer. Uma medida ν diz-se absolutamente cont´ınua
com relac¸a˜o a outra medida µ (ν  µ) se µ(E) = 0 implicar ν(E) = 0. O pro´ximo lema afirma
que probabilidades ergo´dicas sa˜o minimais para tal relac¸a˜o:
Lema 39. Se µ e ν sa˜o probabilidades invariantes tais que µ e´ ergo´dica e ν e´ absolutamente
cont´ınua com relac¸a˜o a µ enta˜o µ = ν.
Demonstrac¸a˜o. Seja ϕ : M → R uma func¸a˜o mensura´vel limitada qualquer, e seja ϕ˜ a sua me´dia
temporal. Como µ e´ invariante e ergo´dica, a me´dia temporal e´ contante
ϕ˜(x) =
∫
ϕ dµ
para µ-quase todo ponto. Segue portanto, que isto e´ verdade para ν-quase todo ponto, ja´ que
ν  µ. Em particular,
∫
ϕ˜ dν =
∫
ϕ dµ.
Por outro lado, pelo Teorema Ergo´dico 32,
∫
ϕ˜ dν =
∫
ϕ dν.
Portanto, as integrais de ϕ com relac¸a˜o a µ e em relac¸a˜o a ν coincidem, qualquer que seja a
func¸a˜o mensura´vel limitada ϕ. Logo, considerando func¸o˜es caracter´ısticas, µ = ν.
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Naturalmente, se µ1 e µ2 sa˜o probabilidades invariantes com respeito a` f a probabilidade
µ1 + t(µ1 − µ2) ainda e´ invariante. Isso siginfica que o conjunto das probabilidades invariantes
e´ um conjunto convexo. Veremos que dentro deste conjunto, as medidas ergo´dicas desempenham
um papel destacado:
Definic¸a˜o 40. Seja X um conjunto convexo. Um ponto p ∈ X e´ dito extremal, se para quaisquer
x, y ∈ X e t ∈ [0, 1], x+ t(y − x) = p implica que t = 0 ou t = 1.
O lema a seguir afirma que uma probabilidade invariante e´ ergo´dica se, e somente se, a
probabilidade e´ ponto extremal no conjunto das probabilidades invariantes:
Lema 41. Uma probabilidade invariante µ e´ ergo´dica se e somente se na˜o e´ poss´ıvel escreveˆ-la na
forma
µ = c1µ1 + c2µ2,
com c1 e c2 maiores que zero, e µ1 e µ2 probabilidades invariantes distintas.
Demonstrac¸a˜o. Para provar a parte ”se”, suponha que µ na˜o seja ergo´dica. Enta˜o existe algum
conjunto invariante A com 0 < µ(A) < 1. Defina µ1 e µ2 como sendo as restric¸o˜es normalizadas
de µ a A e ao seu complementar, respectivamente:
µ1(E) =
µ(E ∩ A)
µ(A)
, µ2(E) =
µ(E ∩ Ac)
µ(Ac)
.
Como A e Ac sa˜o conjuntos invariantes e µ e´ medida invariante, µ1 e µ2 sa˜o tambe´m proba-
bilidades invariantes. Ale´m disso, µ = c1µ1 + c2µ2, com c1, c2 > 0 e portanto µ na˜o e´ extremal.
Para provar a rec´ıproca, suponha que µ e´ ergo´dica e temos µ = c1µ1 + c2µ2 com c1, c2 > 0.
E´ claro que µ(E) = 0 implica µ1(E) = µ2(E) = 0, ou seja, µ1 e µ2 sa˜o absolutamente cont´ınuas
com relac¸a˜o a µ. Logo, pelo Lema 39, µ1 = µ = µ2. Isto prova que µ e´ extremal.
Em seguida veremos que medidas ergo´dicas distintas ”vivem”em subconjuntos disjuntos do
espac¸o M :
Lema 42. Sejam µ1, ..., µN probabilidades invariantes e ergo´dicas, todas distintas. Enta˜o existem
subconjuntos mensura´veis P1, ..., PN invariantes disjuntos tais que
µj(Pk) =
{
1 se j = k,
0 se j 6= k.
Demonstrac¸a˜o. Fixe qualquer par (j, k) de nu´meros distintos em {1, ..., N}. Pelo Lema 39, a
medida µj na˜o pode ser absolutamente cont´ınua em relac¸a˜o a µk. Em outras palavras, existe
algum subconjunto mensura´vel E tal que µj(E) > 0 mas µk(E) = 0. Enta˜o,
µj
( ∞⋃
j=0
f−j(E)
)
≥ µj(E) > 0, e µk
( ∞⋃
j=0
f−j(E)
)
= 0.
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Defina Pj,k = ∩∞m=0 ∪∞j=m f−j(E). Como a sequeˆncia de conjuntos na intersec¸a˜o e´ decrescente
com m,
µj(Pj,k) = lim
m→∞
µj
( ∞⋃
j=m
f−j(E)
)
. (31)
Analogamente podemos verificar para µk. Como as medidas µj e µk sa˜o invariantes, e
∞⋃
j=m
f−1(E) = f−m
( ∞⋃
j=0
f−j(E)
)
,
a sequeˆncia no lado direito de (31) e´ constante. Conclu´ımos, portanto, que
µj(Pj,k) = µj
( ∞⋃
j=0
f−j(E)
)
> 0 e µk(Pj,k) = µk
( ∞⋃
j=0
f−j(E)
)
= 0.
Ale´m disso, Pj,k e´ um conjunto invariante por f . Portanto µj(Pj,k) = 1, uma vez que µj e´
ergo´dica. Agora, defina
P˜j =
⋂
k 6=j
Pj,k e Pj = Pj
⋃
k 6=j
P˜k.
Primeiramente, µj(P˜j) = 1 e µk(P˜j) = 0 para todo k 6= j. Segue que µj(Pj) = 1, e µk(Pj) = 0
para todo k 6= j. Ale´m disso, os Pj sa˜o disjuntos dois-a-dois.
9 TEOREMA DA DECOMPOSIC¸A˜O ERGO´DICA
Na linha dos resultados da sec¸a˜o anterior, e´ natural perguntar se toda medida invariante e´ uma
combinac¸a˜o linear de medidas ergo´dicas. O teorema que vamos enunciar nesta sec¸a˜o diz, em um
certo sentido, que a resposta e´ afirmativa, exceto que o nu´mero de ”parcelas”nesta combinac¸a˜o
na˜o e´ necessariamente finito, nem mesmo enumera´vel, em geral.
Teorema 43. Seja f : M → M uma transformac¸a˜o cont´ınua num espac¸o compacto. Enta˜o
existe um conjunto mensura´vel M0 ⊂ M , uma partic¸a˜o P de M0 e uma famı´lia de probabilidades
{νP : P ∈ P} satisfazendo:
a) νP (P ) = 1 para todo elemento P de P;
b) a aplicac¸a˜o P → νP e´ mensura´vel;
c) toda νP e´ invariante e ergo´dica para f ;
tais que, dada qualquer probabilidade f−invariante µ, o conjunto M0 satisfaz µ(M0) = 1 e,
ale´m disso,
d) µ(E) =
∫
νP (E)dµˆ(P ) para todo conjunto mensura´vel E ⊂M
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onde µˆ e´ a medida projec¸a˜o de P em P .
A relac¸a˜o (d) significa que µ e´ uma combinac¸a˜o convexa das va´rias probabilidades ergo´dicas
νP , em que cada νP entra com ”coeficiente”igual a µˆ(P ). Dada qualquer partic¸a˜o P de M fica
definida a projec¸a˜o natural pi : M → P que associa a cada ponto x ∈ M o elemento P (x) da
partic¸a˜o que o conte´m. Isto permite definir o que e´ um subconjunto mensura´vel da partic¸a˜o:
Q ⊂ P e´ mensura´vel se, e somente se,
pi−1(Q) = unia˜o dos P ∈ Q
e´ um subconjunto mensura´vel de M . E fa´cil ver que esta definic¸a˜o esta´ coerente. Isto e´, a famı´lia
dos subconjuntos mensura´veis e´ uma σ−a´lgebra em P . A medida projec¸a˜o de µ esta´ definida nesta
σ−a´lgebra, por
µˆ(Q) = µ(pi−1(Q)).
Corola´rio 44. Uma transformac¸a˜o f e´ unicamente ergo´dica se, e somente se, admite exatamente
uma medida invariante ergo´dica.
Demonstrac¸a˜o. Ja´ sabemos que, se f e´ unicamente ergo´dica enta˜o a sua probabilidade invariante
e´ ergo´dica. Isto prova a parte ”somente se”do enunciado. Por outro lado, o Teorema 43 mostra
que a rec´ıproca tambe´m e´ verdadeira: se f admite apenas uma probabilidade invariante ergo´dica,
enta˜o essa e´ a u´nica probabilidade invariante.
9.1 Prova do Teorema da Decomposic¸a˜o Ergo´dica
Seja Z um espac¸o me´trico compacto, µ uma probabilidade em Z, e P uma partic¸a˜o de Z em
subconjuntos mensura´veis. Seja pi : Z → P a aplicac¸a˜o que associa a cada z ∈ Z o a´tomo P ∈ P
que o conte´m. Por definic¸a˜o, Q e´ um subconjunto mensura´vel de P se e somente se pi−1(Q) e´ um
subconjunto mensura´vel de Z. Seja µˆ o iterado de µ por pi, ou seja, µˆ e´ a probabilidade em P
definida por µˆ(Q) = µ(pi−1(Q)) para cada conjunto mensura´vel Q ⊂ P .
Definic¸a˜o 45. Uma famı´lia de medidas condicionais de µ relativamente a P e´ uma famı´lia (µP )P∈P
de probabilidades em Z tais que
1. µP (P ) = 1 para µˆ-quase todo P ∈ P ;
2. dada qualquer func¸a˜o cont´ınua ϕ : Z → R, a func¸a˜o P 3 P 7→ ∫ ϕdµP e´ mensura´vel e
tem-se ∫ ϕdµ = ∫ (∫ ϕdµP ) dµˆ(P ).
Lema 46. Se (µP )P∈P e´ uma famı´lia de medidas condicionais de µ relativamente a` partic¸a˜o P ,
enta˜o P 3 P 7→ ∫ ψdµP e´ mensura´vel e∫
ψdµ =
∫ (∫
ψdµP
)
dµˆ(P ),
para toda func¸a˜o mensura´vel limitada ψ : Z → R.
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Demonstrac¸a˜o. Seja C a classe das func¸o˜es mensura´veis limitadas que satisfazem a conclusa˜o do
lema. Pela definic¸a˜o de medidas condicionais, essa classe conte´m todas as func¸o˜es cont´ınuas.
Ale´m disso, suponha que ϕn : Z → R, n ∈ N, seja uma sequeˆncia de func¸o˜es em C convergindo
pontualmente para alguma func¸a˜o ϕ : Z → R. Suponha ainda que essa sequeˆncia e´ uniformemente
limitada, isto e´, existe K > 0 tal que |ϕn(z)| ≤ K para todo z ∈ Z e todo n ∈ N. Afirmamos que
a func¸a˜o limite ϕ tambe´m esta´ em C. Admita, por um instante, que esta afirmac¸a˜o e´ verdadeira.
Em particular, P → µP (E) e´ mensura´vel, e µ(E) =
∫
µP (E)dµˆ(P ), para qualquer conjunto
mesura´vel E ⊂ Z.
Medidas condicionais, quando existem, sa˜o u´nicas em quase todo ponto:
Proposic¸a˜o 47. Se (µP )P∈P e (νP )P∈P sa˜o dois sistemas de medidas condicionais de µ com
respeito a` P , enta˜o µP = νP para µˆ-q.t.p P ∈ P.
Demonstrac¸a˜o. Suponha o contra´rio, isto e´, existe um conjunto mensura´velQ0 ⊂ P com µˆ(Q0) > 0
tal que µP 6= νP para todo P ∈ Q0. Seja {ϕk; k ∈ N} um subconjunto enumera´vel e denso de
C0(Z,R), e defina
Ak = {P ∈ Q0;
∫
ϕk dµp 6=
∫
ϕk dνp}.
Notando que ∪kAk = Q0 , existe ϕ ∈ C0(Z,R) e um subconjunto Q de Q0 tal que µˆ(Q) > 0
e (trocando os pape´is de µP e νP , se necessa´rio)
∫
ϕdµp >
∫
ϕdνp para todo P ∈ Q. Enta˜o∫
Q
(∫
ϕ dµP
)
dµˆ(P ) >
∫
Q
(∫
ϕ dνP
)
dµˆ(P ). (32)
De outro modo, pelo Lema 46,
∫
(ϕχpi−1(Q)) dµ =
∫ (∫
(ϕχpi−1(Q)) dµP
)
dµˆ(P ).
Por hipo´tese µP (P ) = 1 para µˆ quase todo P ∈ P . Para cada P , temos que∫
(ϕχpi−1(Q)) dµ =
∫ (
χQ(P )
∫
ϕ dµP
)
dµˆ(P ) =
∫
Q
(∫
ϕ dµP
)
dµˆ(P ).
Analogamente, temos
∫
(ϕχpi−1(Q)) dµ =
∫
Q
(∫
ϕ dνP
)
dµˆ(P )
Essas duas u´ltimas igualdades contradizem (32). Logo, µP = νP para µˆ− quase todo P ,
como deseja´vamos.
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Definic¸a˜o 48. P e´ uma partic¸a˜o mensura´vel se existem conjuntos mensura´veis E1, E2, ..., En, ...
de Z tais que existe um conjunto de medida µ total F0 ⊂ Z tal que, dado qualquer a´tomo P de P
podemos escrever
P ∩ F0 = E∗1 ∩ E∗2 ∩ ... ∩ E∗n ∩ ... ∩ F0 (33)
onde E∗j = Ej ou Z\Ej para todo j ∈ N.
Para demonstrarmos o Teorema da Decomposic¸a˜o Ergo´dica vamos usar o seguinte resultado,
cuja demonstrac¸a˜o se encontra na sequeˆncia.
Teorema 49. (Desintegrac¸a˜o) Se P e´ partic¸a˜o mensura´vel enta˜o a probabilidade µ admite alguma
famı´lia de medidas condicionais relativamente a P .
Demonstrac¸a˜o. (Teorema da Decomposic¸a˜o Ergo´dica) Seja f : Z → Z cont´ınua num espac¸o
me´trico compacto Z, e seja Bf o subconjunto dos pontos z ∈ Z tais que as me´dias temporais esta˜o
bem definidas na o´rbita de z : dada qualquer func¸a˜o cont´ınua ϕ : Z → R, a sequeˆncia
1
n
n−1∑
j=0
ϕ(f j(z))
converge para algum ϕ˜(z) ∈ R quando n → ∞, ou seja Bf = {z ∈ Z; ∃ϕ˜(z)}. Pelo Teorema
Ergo´dico de Birkhoff (Teorema 31) Bf e´ mensura´vel e µ(Bf ) = 1. Seja P a partic¸a˜o de Z cujos
elementos sa˜o
1. Z\Bf ∈ P e
2. classes de equivaleˆncia em Bf pela relac¸a˜o z1 ∼ z2 ⇐⇒ ϕ˜(z1) = ϕ˜(z2) para toda ϕ
cont´ınua.
Note que Z\Bf e´ mensura´vel, e dado P ∈ P , P 6= Z\Bf , para toda ϕ cont´ınua temos
ϕ˜(z) = cte para todo z ∈ P . Logo, de 1 e 2 temos que P e´ mensura´vel com respeito a qualquer
probabilidade µ. Pelo Teorema de Desintegrac¸a˜o existe (µP )P∈P famı´lia de medidas condicionais a
µ.
Como µ e´ f−invariante (µ(Z\Bf ) = 0), qualquer famı´lia de medidas condicionais (µP )P a
µ relativamente a P e´ tal que µP e´ f−invariante e ergo´dica para µˆ−quase todo P ∈ P . De fato,
ϕ˜(f(z)) = ϕ˜(z), ∀z ∈ P ⇒ f(z) ∈ P ⇒ f(P ) = P .
9.2 Teorema de Desintegrac¸a˜o
No intuito de provar o Teorema 49, podemos trocar o espac¸o Z por qualquer conjunto de medida
nula. Logo, na˜o ha´ perda de generalidade supor que F0 em (33) coincide exatamente com Z, e
iremos assumir isso no que se segue. Seja ψ qualquer func¸a˜o mensura´vel limitada em Z. Para cada
n ≥ 1, e seja Pn a partic¸a˜o de Z cujos a´tomos sa˜o E∗1 ∩ · · ·E∗n. Defina ψ˜n : Z → R como se segue.
Se o a´tomo Pn(z) de Pn que conte´m z tem medida µ(Pn(z)) positiva, enta˜o
ψ˜n(z) =
1
µ(Pn(z))
∫
Pn(z)
ψ dµ, (34)
40
caso contra´rio, ψ˜n(z) = 0. Claramente, o segundo caso na definic¸a˜o de ψ˜n se aplica somente num
conjunto de pontos de medida µ igual a zero.
Lema 50. Dada qualquer func¸a˜o mensura´vel limitada ψ : Z → R, existe um subconjunto de
medida µ total F = F (ψ) de Z tal que ψ˜n(z), n ≥ 1, converge para algum nu´mero real ψ˜(z), para
todo z ∈ F .
Demonstrac¸a˜o. Observe que sempre podemos escrever ψ = ψ+ − ψ−, onde ψ± sa˜o mensura´veis,
limitadas e na˜o-negativas: por exemplo, ψ± = (|ψ| ±ψ)/2. Enta˜o ψ˜n = ψ˜+n ψ˜−n para n ≥ 1, e enta˜o
a conclusa˜o e´ verdadeira para ψ se ela vale para ψ+ e ψ−. Isto mostra que na˜o ha´ restric¸a˜o em
assumir que ψ e´ na˜o-negativa. Iremos assumir isso de agora em diante.
Para todo α < β, seja S(α, β) o conjunto dos pontos z ∈ Z tais que
lim inf ψ˜n(z) < α < β < lim sup ψ˜n(z).
E´ claro que dado z ∈ Z, a sequeˆncia ψ˜n(z) diverge se, e so´ se, z ∈ S(α, β) para algum par de
nu´meros racionais α e β. Logo, o lema segue se mostrarmos que S = S(α, β) tem medida µ igual
a zero para todo α e β.
Para cada z ∈ S, fixe uma sequeˆncia de inteiros 1 ≤ az1 < bz1 < · · · < azi < bzi < · · · tais que
ψ˜azi < α e ψ˜bzi (z) > β para todo i ≥ 1.
Defina Ai como sendo a unia˜o dos elementos Pazi (z) e Bi como sendo a unia˜o dos elementos
Pazi obtidos deste modo, para todos os pontos z ∈ S. Por construc¸a˜o,
S ⊂ Ai+1 ⊂ Bi ⊂ Ai para todo i ≥ 1.
Em particular, S esta´ contido no conjunto
S˜ = ∩∞i=1Bi = ∩∞i=1Ai.
Dados dois entre os conjuntos Pazi (z) que formam Ai, ou eles sa˜o disjuntos ou coincidem. isto
porque Pn, n ≥ 1, e´ uma sequeˆncia na˜o-decrescente de partic¸o˜es. Consequentemente, Ai pode ser
escrito como uma unia˜o de conjuntos Pazi (z) dois-a-dois disjuntos. Assim,∫
Ai
ψ dµ =
∑
Paz
i
(z)
∫
Paz
i
ψ dµ <
∑
Paz
i
(z)
αµ(Pazi ) = αµ(Ai),
para qualquer i ≥ 1 (as somas sa˜o sobre unio˜es disjuntas). Analogamente,
∫
Bi
ψ dµ =
∑
Pbz
i
(z)
∫
Pbz
i
ψ dµ >
∑
Pbz
i
(z)
αµ(Pbzi ) = βµ(Bi).
Ja´ que Ai ⊃ Bi e observando que estamos assumindo que ψ ≥ 0, segue que
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αµ(Ai) >
∫
Ai
ψ dµ ≥
∫
Bi
ψ dµ > βµ(Bi),
para todo i ≥ 1. Tomando o limite quando i→∞, temos que
αµ(S˜) ≥ βµ(S˜).
Isto implica que µ(S˜) = 0, e logo S ⊂ S˜ tambe´m e´ um conjunto de medida nula.
Dada qualquer func¸a˜o limitada mensura´vel ψ : Z → R, iremos representar por en(ψ), e(ψ),
respectivamente, as func¸o˜es ψ˜n, ψ˜ definidas por (34) e o Lema 50.
Seja {ϕk : k ∈ N} algum conjunto enumera´vel e denso de C0(Z,R), e seja
F∗ =
∞⋂
k=1
F (ϕk),
onde F (ϕk) e´ como dado pelo Lema 50.
Lema 51. Dada qualquer func¸a˜o cont´ınua ϕ : Z → R, a sequeˆncia en(ϕ)(z) converge para e(ϕ)(z)
quando n→∞, para todo z ∈ F∗.
Demonstrac¸a˜o. Fixe z ∈ F∗. E´ claro que ψ 7→ en(ψ)(z) e´ um funcional linear limitado em C0(Z,R),
com norma 1, e o mesmo e´ verdade para ψ 7→ e(ψ)(z). Para todo ε > 0, escolha k tal que
||ϕ− ϕk||0 < ε/3. Enta˜o se n e´ grande o suficiente,
|en(ϕ)(z)− e(ϕ)(z)| ≤ |en(ϕ)(z)− en(ϕk)(z)|+ |en(ϕk)(z)− e(ϕk(z)|+ |e(ϕk)(z)− e(ϕ)(z)|
≤ 2||ϕ− ϕk||0 + ε/3 < 2ε/3 + ε/3 = ε.
Seja ϕ : Z → R cont´ınua. Por construc¸a˜o, en(ϕ) e´ constante em cada Pn ∈ Pn, e logo e´
constante tambe´m em cada a´tomo P de P , para todo n ≥ 1. Assim, e(ϕ) e´ constante em P ∩ F∗
para cada P ∈ P . Seja en(ϕ)(Pn) o valor de en(ϕ) em cada Pn ∈ Pn. Similarmente, e(ϕ)(P )
representa o valor de e(ϕ) em P ∩ F∗ desde que o u´ltimo conjunto seja na˜o-vazio. Enta˜o, desde
que (5.14) define en(ϕ) em um subconjunto de medida µ total de Z,∫
ϕ dµ =
∑
µ(Pn)>0
∫
ϕ dµ =
∑
µ(Pn)>0
µ(Pn)en(ϕ)(Pn) =
∫
en(ϕ) dµ.
Observe tambe´m que |en(ϕ)| ≤ sup |ϕ| < ∞ para cada n ≥ 1. Assim, no´s podemos usar o
Teorema da Convergeˆncia Dominada para concluir que
∫
ϕ dµ =
∫
e(ϕ) dµ. (35)
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Agora, estamos em condic¸o˜es de construir um sistema de medidas condicionais para µ. Seja
P qualquer a´tomo de P tal que P ∩ F∗ e´ na˜o-vazio. E´ fa´cil ver que
C0(Z,R) 3 ϕ→ e(ϕ)(P ) ∈ R
e´ um funcional na˜o-negativo de C0(Z,R). De en(1)(P ) = 1 e do Teorema de Representac¸a˜o de
Riez (Teorema 21), existe uma u´nica medida de probabilidade µP em Z tal que∫
ϕ dµP = e(ϕ)(P ). (36)
Devemos definir µP mesmo quando P na˜o intersecta F∗. Neste caso tomaremos µP como
qualquer probabilidade em Z: desde que o conjunto de todos esses a´tomos P tem medida µˆ igual
a zero em P (em outras palavras, sua unia˜o tem medida µ igual a zero em Z), a escolha na˜o e´
relevante. De acordo com essas definic¸o˜es, (35) pode ser reescrito como
∫
ϕ dµ =
∫ (∫
ϕ dµP
)
dµˆ(P ),
o fato de que P 3 P 7→ ∫ ϕ dµP e´ uma func¸a˜o mensura´vel e´ uma consequeˆncia direta de (36).
Assim, para concluir que (µP )P∈P forma um sistema de medidas condicionais de µ com respeito a
P resta-nos provar que
Lema 52. µP (P ) = 1 para µˆ−quase todo P ∈ P.
Para isto, usaremos o seguinte resultado auxiliar:
Lema 53. dada uma func¸a˜o mensura´vel limitada ψ : Z → R existe um conjunto de medida µˆ
total F(ψ) ⊂ P tal que o conjunto P ∩ F∗ e´ na˜o vazio enta˜o ∫ ψdµP = e(ψ)(P ), para qualquer
P ∈ F(ψ).
Podemos provar agora o Lema 53:
Defina F∗ = ∩k,PkF(χPk), onde a intersec¸a˜o e´ tomada sobre o conjunto de todos os a´tomos
Pk ∈ Pk, e todo k ≥ 1. Desde que esse conjunto e´ enumera´vel, F∗ tem medida µˆ total. Afirmamos
que a conclusa˜o do lema vale para todo P ∈ F∗. De fato, seja k ≥ 1 e Pk elemento de Pk que
conte´m P . Pela definic¸a˜o de F∗
µP (Pk) =
∫
χPk dµP = e(χPk)(P ). (37)
Para cada n ≥ 1, seja Pn o a´tomo que conte´m P. Dado qualquer z ∈ P ∩ F∗,
en(χPk)(z) =
1
µ(Pn)
∫
Pn
χPk dµ.
Agora, para cada n ≥ k temos que Pn ⊂ Pk, e enta˜o o u´ltimo termo e´ igual a 1. Assim,
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e(χPk)(P ) = e(χPk)(z) = limn→∞
en(χPk)(z) = 1.
Substituindo isso em (37) obtemos que µP (Pk) = 1 para todo k ≥ 1. Finalmente,
µP (P ) = lim
k→∞
µP (Pk) = 1,
pois Pk, k ≥ 1, e´ uma sequeˆncia decrescente cuja intersec¸a˜o e´ P.
Conclu´ımos, desta maneira, a demonstrac¸a˜o do Teorema de Desintegrac¸a˜o.

10 CONCLUSA˜O
De acordo com que foi proposto no trabalho, conseguimos unir va´rias a´reas distintas da matema´tica
e usa´-las para resolver nossos problemas de dinaˆmica. Acabamos de ver algumas das mais impor-
tantes ferramentas da Teoria Ergo´dica, uma a´rea relativamente nova e em grande desenvolvimento
na pesquisa cient´ıfica.
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