In this paper we analyze the approximation of stable linear time-invariant systems, like the Hilbert transform, by sampling series for bandlimited functions in the Paley-Wiener space PW 1 π . It is known that there exist systems and functions such that the approximation process is weakly divergent, i.e., divergent for certain subsequences. Here we strengthen this result by proving strong divergence, i.e., divergence for all subsequences. Further, in case of divergence, we give the divergence speed. We consider sampling at Nyquist rate as well as oversampling with adaptive choice of the kernel. Finally, connections between strong divergence and the Banach-Steinhaus theorem, which is not powerful enough to prove strong divergence, are discussed.
I. INTRODUCTION
Sampling theory studies the reconstruction of a function in terms of its samples. In addition to its mathematical significance, sampling theory plays a fundamental role in modern signal and information processing because it is the basis for today's digital world [37] .
The fundamental initial result of the theory states that the Shannon sampling series can be used to reconstruct bandlimited functions f with finite L 2 -norm from their samples {f (k)} k∈Z .
Since this initial result, many different sampling theorems have been developed, and determining the function classes for which the theorems hold and the mode of convergence now constitute an entire area of research [33] , [27] , [16] , [35] .
In this paper we study the convergence behavior of different sampling series for the Paley-Wiener space PW 1 π consisting of absolutely integrable bandlimited functions. Analyzing sampling series and finding sampling theorems for the Paley-Wiener space PW 1 π has a long tradition [13] , [16] , [17] . Since Shannon's initial result for PW 2 π [37] , efforts have been made to extend it to larger signal spaces [13] , [28] , [15] .
In this paper we prove strong divergence, i.e., divergence for all subsequences, for different sampling series, where only weak divergence, i.e., divergence for certain subsequences, was known before, and further, we give the order of divergence. We also study the approximation of linear time-invariant (LTI) systems and show that we have strong divergence there, even in the case of oversampling. Interestingly, it is possible to show strong divergence if the system is the Hilbert transform, which is a stable LTI system for PW 1 π , i.e. the space under consideration. In addition to the specific questions about the convergence and divergence behavior of sampling series, there also rises a general mathematical question in the context of the analyses in this paper: can we develop universal mathematical techniques for the convergence and divergence analysis of adaptive signal processing procedures? For example, the Banach-Steinhaus theory from functional analysis can be seen as a mathematical tool for analyzing non-adaptive signal processing procedures. The question is whether a similar theory can also be developed for adaptive signal processing.
In the next section we will introduce some notation and then, in Section III, we will give a more detailed motivation of the problem.
II. NOTATION
Letf denote the Fourier transform of a function f , wheref is to be understood in the distributional sense. By L p (R), 1 ≤ p ≤ ∞, we denote the usual L p -spaces, equipped with the norm · p .
For σ > 0 let B σ be the set of all entire functions f with the property that for all ǫ > 0 there exists a constant C(ǫ) with |f (z)| ≤ C(ǫ) exp (σ + ǫ)|z| for all z ∈ C. The Bernstein space B 
III. PROBLEM FORMULATION AND DISCUSSION

A. Adaptive Function Reconstruction
Before we state our main results, we present, motivate, and discuss the problems and main questions that we treat in this paper. Let
denote the finite Shannon sampling series. It is well-known that S N f converges locally uniformly to f for all functions f ∈ PW 1 π as N tends to infinity [13] , [16] , [17] . However, the series is not globally uniformly convergent. The quantity
i.e., the peak value of the reconstruction error, diverges for certain f ∈ PW 1 π as N tends to infinity. In [8] it has been shown that there exists a function f ∈ PW 1 π such that lim sup
Since the uniform boundedness theorem has been applied in the proof of (3), it follows immediately that the set of functions D ⊂ PW 1 π , for which (3) holds, is a residual set. However, the divergence is only given in terms of the lim sup. In a sense this is a weak notion of divergence, because it merely guarantees the existence of a subsequence {N n } n∈N of the natural numbers such that lim n→∞ P Nn f = ∞ for a certain f ∈ D. This leaves the possibility that there is a different
This possibility was discussed in [12] , and two conceivable situations were phrased in two questions.
Question Q1:
Does there, for every f ∈ PW 1 π , exist a subsequence {N n } n∈N = {N n (f )} n∈N of the natural numbers such that sup n∈N P Nn f < ∞?
Question Q2:
Does there exist a subsequence {N n } n∈N of the natural numbers such that sup n∈N P Nn f < ∞ for all f ∈ PW Note that the subsequence {N n (f )} n∈N in Question Q1 can depend on the function f that shall be reconstructed. Thus, the reconstruction process S Nn(f ) is adapted to the function f . The problem of finding an index sequence, depending on the function f , that is suitable for achieving the desired goal, is the task of adaptive signal processing. In our case it is the adaptive reconstruction of f from measurement values. Adaptive signal processing covers most of the practical important applications.
In contrast, the subsequence {N n } n∈N in Question Q2 is universal in the sense that it does not depend on f . Obviously, a positive answer to Question Q2 implies a positive answer to Question Q1.
This brings us to the notion of strong divergence. We say that a sequence {a n } n∈N ⊂ R diverges strongly if lim n→∞ |a n | = ∞. Clearly this is a stronger statement than lim sup n→∞ |a n | = ∞, because in case of strong divergence we have lim n→∞ |a Nn | = ∞ for all subsequences {N n } n∈N of the natural numbers.
So, if P N f is strongly divergent for all f ∈ PW 1 π , then Question Q1 and consequently Question Q2 have to be answered in the negative.
Divergence results as in (3) are usually proved by using the uniform boundedness principle, which is also known as Banach-Steinhaus theorem [2] . As an immediate consequence, the obtained divergence is in terms of the lim sup and not a statement about strong divergence. However, the strength of the uniform boundedness principle is that the divergence statement holds not only for a single function but immediately for a large set of functions: the set of all functions for which we have divergence is a residual set.
Since the publication of Banach and Steinhaus [2] , [1] , the Banach-Steinhaus theory has been developed further and has today become an important part of functional analysis. There also have been efforts to extend the Banach-Steinhaus theory into different directions [38] , [18] , [19] , [40] , [32] . However, these extensions do not cover Question Q1, that is, they provide no tools to analyze adaptive signal processing techniques in the sense of Question Q1. Next, we will further discuss Question Q1 and the difference to the Banach-Steinhaus theory.
It is tempting to try to use the uniform boundedness principle to prove that the answer to Question Q1 is no. Let N = {N n } n∈N be a subsequence of the natural numbers. Then the uniform boundedness principle states the existence of a residual set D(N ) ⊂ PW then the answer to Question Q1 would be no. However, the set of all subsequences of N contains uncountably many elements, and the uncountable intersection of residuals set may be empty. Hence, we cannot use this approach to prove strong divergence. In Section VIII-A we will see an example where we have this situation.
In [3] it has been proved, using a different proof technique, that there exists a function f ∈ PW 1 π such that P N f diverges strongly, i.e., that lim N →∞ P N f = ∞. Hence, neither Question Q1 nor Question Q2 can be answered in the affirmative for the Shannon sampling series. Moreover in [3] , the authors posed a question about the divergence speed of P N f that we will answer in Section IV.
It is interesting to note that the application of the uniform boundedness principle does not require a deep analysis of the approximation process S N f . A simple evaluation of the operator norm
It would be desirable to have a theorem, analogous to the uniform boundedness theorem, that can be used to prove strong divergences. Currently, little is known about the structure of this problem, and it is unclear whether such a theorem can exist [1] , [40] , [32] . Due to the lack of such a theory, we need to develop proof strategies which are tailored to the specific situation of the different approximation processes in order to show strong divergence.
After publication of [3] , the first author noticed that Paul Erdős analyzed similar questions for the Lagrange interpolation on Chebyshev nodes [21] . However, in [22] Erdős observed that his own proof was erroneous, and he was not able to present a correct proof. It seems that the original problem is still open.
B. System Approximation
A more general problem than the reconstruction problem, where the goal is to reconstruct a bandlimited functions f from its samples {f (k)} k∈Z , is the system approximation problem, where the goal is to approximate the output T f of a stable LTI system T from the samples {f (k)} k∈Z of the input function f . This is the situation that is encountered in digital signal processing applications, where the interest is not in the reconstruction of a signal, but rather in the implementation of a system, i.e, the interest is May 13, 2015 DRAFT in some transformation T f of the sampled input signal f . For discussions of the significance of signal processing as the basis of our digital information age, see for example [9] and references therein.
We briefly review some basic definitions and facts about stable linear time-invariant (LTI) systems.
A linear system T :
for all f ∈ PW p π and t, a ∈ R. For every stable LTI system T :
for all f ∈ PW 
, and consequently h T ∈ PW 2 π . Similar to the Shannon sampling series (1), which was used in the function reconstruction problem, we can use the approximation process
in the system approximation problem. In order to analyze the convergence behavior of (5), we introduce the abbreviation
As already mentioned before, for certain functions in f ∈ PW 1 π , the peak value of the reconstruction process S N f ∞ diverges strongly as N tends to infinity. However, in the case of oversampling, i.e., the case where the sampling rate is higher than Nyquist rate, the function reconstruction process S N f converges globally uniformly [4] . This is a situation where oversampling helps improve the convergence behavior, consistent with engineering intuition. In contrast, the convergence behavior of the system approximation process (5) does not improve with oversampling [7] : for every t ∈ R and every σ ∈ (0, π] there exist stable LTI systems T :
In this paper we want to refine the Questions Q1 and Q2 and analyze five questions: 1) Do we have the same strong divergence for the system approximation process T N f ?
2) Is it possible to obtain quantitative results about the divergence speed?
3) What happens in the case of oversampling? 4) What are the cases where no strong divergence can occur, and how can they be characterized? 5) How large is the set of functions with strong divergence?
We will treat the fifth question only briefly in Section VIII, where we present one example where the set of functions with strong divergence is empty and two examples where this set is a residual set. In general, the answer to this question is unknown.
IV. BEHAVIOR OF THE CONJUGATED SHANNON SAMPLING SERIES AND THE SHANNON SAMPLING SERIES
In this section we analyze the behavior of conjugated Shannon sampling series and the Shannon sampling series. We first study the conjugated Shannon sampling series with critical sampling at Nyquist rate, i.e., the case without oversampling, and show that the answer to Question Q1 is negative in this case. To this end, let S N f denote the finite Shannon sampling series as defined in (2), and
the conjugated finite Shannon sampling series. H denotes the Hilbert transform which is defined as the principal value integral
The Hilbert transform is of enormous practical significance and plays a central role in the analysis of signal properties [24] , [34] , [39] , [25] , [30] , [29] , [31] . For further applications, see for example [36] and references therein.
It is well-known that H N f converges locally uniformly to Hf as N tends to infinity, that is, for τ > 0
we have
The next theorem gives an answer about the global behavior of (7). 
Proof: Let {ǫ N } N ∈N be an arbitrary sequence of positive numbers converging to zero,
Further, let {N k } k∈N be a strictly monotonically increasing sequence of natural numbers, such thatǭ Nk >ǭ Nk+1 , k ∈ N. We set
For N ∈ N we define the functions
where w N (k) is given by
Note that we have w N ∈ PW 1 π and w N PW
. Based on w N we define function
Since δ k w Nk+1 PW 1 π < 3δ k and because of (8), it follows that the partial sums of the series in (9) form a Cauchy sequence in PW 1 π , and thus the series in (9) converges in the PW 1 π -norm and consequently uniformly on R. Let N ∈ N be arbitrary but fixed. For t N = N + 1, it follows that
There exists exactly onek ∈ N such that N ∈ [Nk, Nk +1 ). We have
where we used that w Nk+1 (l) = 1 for all k ≥k and all |l| ≤ N . Further, we have
because N ≥ Nk and thus (10)- (12), we see that
The second assertion
Next, we analyze the oversampling case for the conjugated Shannon sampling series, i.e., we treat question 3 from Section III-B.
For the Shannon sampling series the convergence behavior in the case of oversampling is clear: we have global uniform convergence [4] . However, this is not true for the conjugated Shannon sampling series as the next theorem shows. 
For the proof we use the function f 1 from Theorem 1, which is defined in (9) . Let
, and hence defines a continuous limit functionĝ on
. We already know from the proof of Theorem 1 that
Thus, we have
where we used Lebesgue's dominated convergence theorem in the second to last and (13) 
for all N ∈ N and t ∈ R, which in turn implies
for all N ∈ N and t ∈ R. It follows that
as well as
which, together with Theorem 1, completes the proof.
Next, we come to the Shannon sampling series for the case of critical sampling at Nyquist rate. In [3] it has been proved that there exists a function f ∈ PW 1 π such that S N f ∞ diverges strongly, i.e., that lim N →∞ S N f ∞ = ∞, and thus shown that the answer to Question Q1 is negative. However, in [3] the authors also raised a question regarding the divergence order. Using the function f 1 from the proof of Theorem 1, it is possible to answer this question. 
Theorem 3 shows that for the Shannon sampling series it is possible to have strong divergence with order ǫ N log(N ) for all zero sequences ǫ N .
Proof: Let {ǫ N } N ∈N be an arbitrary sequence of positive numbers converging to zero, andǭ N = max M ≥N ǫ M , N ∈ N. Let {N k } k∈N be a strictly monotonically increasing sequence of natural numbers,
For the proof we use the function f 1 from Theorem 1, which is defined in (9) . Let F 1 (e iω ) = f 1 (ω), ω ∈ [−π, π), and F 2 (e iω ) = F 1 (e i(ω+π) ),
Lebesgue measurable functions F on the unit circle satisfying
Further, let
It follows that f 2 ∈ PW
For N ∈ N, N even, and t N = N + 1/2 we have
because f 1 (k) ≥ 0 for all k ∈ Z. For N ∈ N, N odd, and t N = N + 3/2 we have
Hence, we see from (14) and (15) that
for all N ∈ N. Using the same calculation as in the proof of Theorem 1, it is shown that
From (16) and (17) it follows that
which proves the first assertion of the theorem. The second assertion is proved similarly by choosing 14) and t N = N + 1/2 instead of t N = N + 3/2 in (15).
In the next section we analyze the use of more general kernels.
V. OVERSAMPLING WITH KERNELS
We now come back to the situation where we know the function f on an oversampling set. In Theorem 2
we already studied the oversampling case for the conjugated Shannon sampling series and observed that mere oversampling with the standard kernel does not remove the divergence. However, the redundance introduced by oversampling allows us to use other, faster decaying kernels. This introduces a further degree of freedom that can be employed for adaptivity. In addition to the subsequence {N n } n∈N , we now can also choose the reconstruction kernel dependently on the signal f . Thus, question Q1 can be extended in the case of oversampling to also include the adaptive choice of the kernel. We will show in this section that for any amount of oversampling the extended question Q1 has to be answered negatively.
That is, even the joint optimization of the choice of the subsequence {N n } n∈N and the reconstruction kernel cannot circumvent the divergence.
We first consider the function reconstruction problem. In the oversampling case, it is possible to create absolutely convergent sampling series by using other kernels than the sinc-kernel [14] , [20] , [16] . In particular, all kernels φ in the set M(a), which is defined next, can be used.
Definition 1. M(a)
, a > 1, is the set of functions φ ∈ B 1 aπ withφ(ω) = 1/a for |ω| ≤ π.
The functions in M(a), a > 1, are suitable kernels for the sampling series, because for all f ∈ PW 1 π and a > 1 we have
We introduce the abbreviation about the ǫ N log(N ) divergence speed cannot hold, i.e., it is not possible to get arbitrarily "close" to log(N ) divergence.
The proof of Theorem 4 uses some techniques and the following lemma from [6] .
where
Proof of Theorem 4:
Let a > 1 be arbitrary but fixed. Furthermore, letq 1 andq 2 be the functions defined in Figure 1 and φ ∈ M(a) some arbitrary reconstruction kernel. Then we have φ = φ * q 1 + φ * q 2 = q 1 + φ * q 2 and Hφ = Hq 1 + H(φ * q 2 ) = Hq 1 + φ * (Hq 2 ).
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Since Hq 2 ∈ L 1 (R), it follows that s := φ * (Hq 2 ) ∈ L 1 (R). Moreover, for N ∈ N and f ∈ PW 1 π we have
where we used Nikol'skiȋ's inequality [28, p. 49] in the last step. For τ = 0 we can simplify (Hq 1 )(τ ), using integration by parts, according to
For |t| ≥ (N + 1)/a we thus obtain
and since
Combining (18) and (19) we see that
for all |t| ≥ (N + 1)/a and all f ∈ PW 1 π . Hence, it suffices to concentrate the analysis on 
For M ∈ N we consider the functions
Note that g M PW 1 π = 1 for all M ∈ N. Let {M k } k∈N be a sequence of monotonically increasing natural numbers, such that g Mk (t) ≥ 1/2 for |t| ≤ N k+1 , k ∈ N. We define the function
Since δ k g Mk PW 1 π = δ k and because of (21), it follows that the series in (22) converges in the PW 1 π -norm and consequently uniformly on R.
Let N ∈ N be arbitrary but fixed. There exists exactly onek ∈ N such that N ∈ [Nk, Nk +1 ). Since δ k > 0 and g Mk (t) ≥ 0 for all t ∈ R and all k ∈ N, we have, for t 
where we used in the second inequality that
for all k ≥k and all |l| ≤ N . It follows that
because N ≥ Nk and thus
From (23) we see that
Thus, it follows from (20) that, for arbitrary a > 1 and φ ∈ M(a), we have
Following the same line of reasoning it is shown that, for t As explained in the introduction, it is interesting and also important for applications to analyze the general question when and why strong divergence occurs. We have already seen several cases in this paper where strong divergence emerged, however a general theory is missing.
VI. POINTWISE CONVERGENCE BEHAVIOR
In Sections IV and V we analyzed the global behavior of the reconstruction and approximation processes. In this section we will study the pointwise behavior of the system approximation process for fixed t ∈ R, i.e., the quantity of interest is (T N f )(t). We want to know if Question Q1 has to be May 13, 2015 DRAFT answered negatively in this case. It will turn out that the situation is different, and that Question Q1 has a positive answer for all stable LTI systems T and all t ∈ R.
Let T N,t f := (T N f )(t). For t ∈ R we consider T N,t * := sup
It is known that for every t ∈ R there exists a stable LTI system T 1 :
Therefore, there exists a function
This shows that for every t ∈ R there exists a stable LTI system T 1 :
π and a function f 1 ∈ PW 1 π such that the system approximation process (T 1 N f 1 )(t) diverges weakly. Note that (24) is true not only for equidistant sampling as in (6), but also for any sampling pattern that is a complete interpolating sequence [9] .
The question whether (T N f )(t) also converges strongly for some stable LTI system T and function f ∈ PW 1 π is the topic of this section. It will turn out that strong divergence cannot occur in this case. Thus weak divergence does not automatically imply strong divergence. Hence, for the approximation process (T N f )(t), we can answer Question Q1 positively.
We first make a statement about the convergence of the Cesàro means
The following theorem shows that (25) converges globally uniformly, and consequently for fixed t ∈ R, to (T f )(t) as M tends to infinity.
π be a stable LTI system, arbitrary but fixed. For f ∈ PW 1 π , t ∈ R, and N ∈ N 0 = N ∪ {0} we have
and it follows, for M ∈ N, that
for all ω ∈ [−π, π] and all t ∈ R, we see from (26) that
for all f ∈ PW 1 π and all t ∈ R. Let f ∈ PW 1 π and ǫ ∈ (0, 1) be arbitrary but fixed. There exists a f ǫ ∈ PW 2 π such that
Now we can answer the question from the beginning of this section whether we also have strong divergence for fixed t ∈ R in the system approximation case.
π be a stable LTI system, t ∈ R, and f ∈ PW 1 π . There exists a monotonically increasing subsequence {N k = N k (t, f, T )} k∈N of the natural numbers such that
Theorem 6 immediately implies the following corollary about strong divergence. π , all arbitrary but fixed. To simplify the presentation of the proof, we assume that f and h T are real valued.
If this is not the case, the following calculations need to be done separately for the real and imaginary part.
From Theorem 5 we already know that
converges as M tends to infinity, and that the limit is (T f )(t). We distinguish two cases: first, the sequence {(T N f )(t)} N ∈N converges itself, and second, {(T N f )(t)} N ∈N diverges.
We begin with the first case. If {(T N f )(t)} N ∈N converges then it converges to the same limit as (33), which is (T f )(t). In this case the proof is already finished. Now we treat the second case. We assume that {(T N f )(t)} N ∈N is divergent. Then there exist two extended real numbers a and A (a = −∞ and A = ∞ are possible) such that lim inf
Note that we have a < A due to the assumed divergence of {(T N f )(t)} n∈N and the convergence of the Cesàro means (33) .
Next, we show that
If a = −∞ or A = ∞ then the corresponding inequality in (34) is trivially fulfilled. Hence, we only have to show (34) for a > −∞ and A < ∞. Let ǫ > 0 be arbitrary. There exists a natural number
Taking the limit M → ∞ yields
Since this relation is true for all ǫ > 0, we have proved (34) .
Further, we have
by the Riemann-Lebesgue lemma [26, p. 105 ].
Next, we show that for every L > 0 and µ > 0 there exists a natural numberN withN > L, such
This shows that we can find a monotonically increasing sequence {N k } k∈N such that
and thus completes the proof. Let µ > 0 and L > 0 be arbitrary but fixed. We have to distinguish four cases: 1) a > −∞ and A < ∞, 2) a > −∞ and A = ∞, 3) a = −∞ and A < ∞, and 4) a = −∞ and
We start with case 1). There exists a natural number
for all N > N 1 . Further, there exists a natural number N 2 > N 1 such that
LetR be the smallest natural number such that a +Rµ ≥ A.
, and the proof is complete. Hence, we assumeR ≥ 2.
Since we have (35) and (36), andR ≥ 2, it follows that there exists at least one index
We chose the smallest of these n 1 , if there exist more than one. IfR = 2, we stop. IfR ≥ 3 we continue.
Due to (35) , (36) , and (37) there exists at least one index
We chose the smallest n 2 , if there exist more than one. We continue this procedure until we have con-
A, there exists exactly one natural number r * with 0 ≤ r * ≤R such that
It follows that
which completes the proof for case 1).
Next, we treat case 2). Here have −∞ < (T f )(t) ≤ A. We choose an arbitrary finite number M such that M < (T f )(t). It follows that M < (T f )(t) ≤ A. Let N 1 be the smallest natural number such that
for all N ≥ N 1 . Now, we execute the same calculation as in case 1), where we replace a by a ′ = (T N1 f )(t). This completes case 2). Case 3) is done analogously to case 2).
In case 4) we have a = −∞ and A = ∞. We choose two arbitrary finite numbers M 1 and M 2 such
and
for all N ≥ N 1 ; and let N 2 > N 1 be the smallest natural number such that
Now, we execute the same calculation as in case 1), where we replace a by a ′ = (T N1 f )(t) and A by
. This completes case 4) and thus the whole proof.
Remark 3. The proof of Theorem 6 shows that in the case where (T N f )(t) is divergent, there exists for every real number ξ ∈ [a, A] a monotonically increasing subsequence {N k (ξ)} k∈N of the natural numbers such that
VII. BEHAVIOR OF THE THRESHOLD OPERATOR
The threshold operator, which is of importance in many applications, maps all values below some threshold to zero. If applied to the samples of the Shannon sampling series, the series becomes
In (38) , only samples that are larger than or equal to the threshold δ are considered. For f ∈ PW 1 π and fixed δ > 0, the sum in (38) has only finitely many summands, because lim |t|→∞ f (t) = 0, according to the lemma of Riemann-Lebesgue.
Like for the Shannon sampling series S N f , where the truncation is done by considering only the samples f (k) where |k| ≤ N , the convergence behavior of A δ f is of interest, as more and more samples are used in the sum, i.e., as δ tends to zero. It has been shown that A δ f is not globally uniformly convergent for PW 1 π in general.
In this paper, we analyze the behavior of the Hilbert transform of (38) , which is given by
Theorem 7.
There exist a function
Proof: We use the function f 1 from the proof of Theorem 1. We have
for all k ∈ Z, as well as
Thus, for every δ with 0 < δ < f 1 (0) there exists a natural number N = N (δ) such that
Due to the properties of f 1 we have lim δ→0 N (δ) = ∞. This is a fixed subsequence. According to the strong divergence, we have divergence for every subsequence.
VIII. DISCUSSION
A. Divergence for Subsequences and Strong Divergence
Next, we treat question 4 from Section III-B.
It is possible to state an approximation process for the Hilbert transform for which the answer to Question Q2 is negative but the answer to Question Q1 is positive. For this approximation process, the question raised by Paul Erdős in [21] is to be answered negatively.
Let f be a continuous 2π-periodic function andf := Hf the Hilbert transform of f . We only consider such f for whichf is also continuous [11] . Equipped with the norm f B = f ∞ + f ∞ , this space is a Banach space, which we denote by B. We would like to approximate functions f ∈ B by their finite Fourier series
Then the Hilbert transform of U N f is given by
We have
where D N denotes the Dirichlet kernel, andD N is given bỹ This follows directly from lim N →∞ U N,t = ∞, where U N,t f := (U N f )(t), and the uniform boundedness theorem as discussed in Section III-A. However, we do not have strong divergence in this case.
Because of (39) and (40) we haveŨ N f = U Nf . Sincef is also continuous, there exists, for every f in B and every t ∈ [−π, π), a subsequence
according to Fejér's theorem [23] . This is an example where the set of functions for which we have weak divergence is a residual set, but where the set of functions for which we have strong divergence is empty, i.e., an example where the uncountable intersection of residual sets is empty. This possibility was discussed in Section III-A.
B. Strong Divergence for Residual Sets
In the following we want to gain a better understanding of question 5 in Section III-B by giving two examples in which we have strong divergence for all functions from a residual set. It is important to note that the general behavior for strong divergence is unknown. In particular, it is unclear if for strong divergence we can have a similar situation as in the Banach-Steinhaus theorem, where weak divergence for one function implies weak divergence for all functions from a residual set. In order to obtain the results in this section we use very particular properties of harmonic functions.
In the first example we consider the Hardy space H 2 and the quantity of interest is max ω∈[−π,π) |f (r e iω )| as r tends to 1. The space H 2 consists of all holomorphic functions f on the open unit disk D satisfying
For 0 < r < 1 we define
|f (r e iω )|.
for all M ∈ N, and consequently
Thus, the set of functions f ∈ H 2 for which we have
is a residual set D. Let f 1 ∈ H 2 be an arbitrary function satisfying (41) . According to the maximum modulus principle, we have for 0 < r 1 < r 2 < 1, that
Hence, we have lim r→1 M r (f 1 ) = lim sup r→1 M r (f 1 ) = ∞. This shows that we have strong divergence for all functions in the residual set D.
In the second example we consider the space C(∂D) of continuous functions on ∂D, and the quantity of interest is max ω∈[−π,π) |(H ǫ f )(e iω )| as ǫ tends to 0. H ǫ is defined by The point evaluation operator of f , which maps H 2 to C and which is defined by f → f (e iω ), is unbounded (and only well-defined except for sets of Lebesgue measure equal to zero).
2) In the second example above, we discussed the Hilbert transform. For f ∈ C(∂D), the Hilbert Hf C(∂D) = ∞, where C ∞ (∂D) denotes the set of infinitely often differentiable functions on ∂D.
In both examples, the unboundedness of the operators enables us to show strong divergence on a residual set. In further studies [10] , it became clear that the unboundedness of the operators is necessary to have strong divergence for a residual set.
C. Final Remarks and Future Work
We have shown that for the Shannon sampling series, the conjugated Shannon sampling series, and for more general system approximation processes based on equidistant sampling we can have strong divergence. Further, oversampling does not improve this behavior in general. This answers question 3 from Section III-B. We have also shown that for pointwise system approximation, strong divergence cannot occur.
For the approximation of the Hilbert transform of continuous 2π-periodic functions with continuous
Hilbert transform the Question Q2 in Section III-A has to be answered negatively and Question Q1
positively. Moreover, for the Hilbert transform we can have strong divergence for a residual set. In all constructions and examples we use specific properties of the underlying function spaces and systems.
It would be interesting to develop a general theory for strong divergence, in particular because such a theory can constitute the basis of an adaptive signal processing approach, as it was discussed in Sections III-A and III-B.
Recently, a first step toward this general theory was made in [10] . As we already pointed out, the unboundedness of the operators in Section VIII-B is responsible for having strong divergence of the approximation processes on a residual set. In [10] it was shown that for the approximation of bounded operators, strong divergence can occur at most on a meager set, and not on a residual set. The operators associated with the Shannon sampling series, the conjugated Shannon sampling series, and the system approximation process, i.e., the identity, the Hilbert transform and the LTI system under consideration, are bounded operators for the Paley-Wiener space PW 1 π . Therefore, the divergence behavior from Sections IV and V can only occur for functions from a meager set. 
