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Abstract
We study properties of solutions of the evolution equation u′(t) = (Bu)(t) + f (t) (∗), where B is a
closable operator on the space AP(R,H) of almost periodic functions with values in a Hilbert space H
such that B commutes with translations. The operator B generates a family B̂(λ) of closed operators on H
such that B(eiλt x) = eiλt B̂(λ)x (whenever eiλt x ∈ D(B)). For a closed subset Λ ⊂ R, we prove that the
following properties (i) and (ii) are equivalent: (i) for every function f ∈ AP(R,H) such that σ(f ) ⊆ Λ,
there exists a unique mild solution u ∈ AP(R,H) of Eq. (∗) such that σ(u) ⊆ Λ; (ii) [B̂(λ)− iλ] is invertible
for all λ ∈ Λ and supλ∈Λ ‖[B̂(λ) − iλ]−1‖ < ∞.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Consider the differential equation
u′(t) = Au(t) + f (t), (1)
where A is a linear operator on a Banach space E and f is a E-valued function. Many results
on the asymptotic properties of solutions of Eq. (1) can be formulated as results on regular
admissibility of a corresponding space of E-valued functions. In particular, it is a well-known
result (see, e.g., [4]) that if A is bounded and there is positive number ω > 0 such that σ(A)
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functions is regularly admissible, which means that for every ω-periodic continuous function
f there exists a unique ω-periodic continuous solution u of Eq. (1). This result is not true, in
general, if A is unbounded closed linear operator, or even if A is the generator of a strongly
continuous semigroup of bounded linear operators (C0-semigroup) T (t), t  0. In fact, it is the
well-known spectral mapping theorem of Gearhart and Prüss [6,14] (see also [8,10,13]) that if A
is the generator of a C0-semigroup on a Hilbert space H , then the space of continuous ω-periodic
functions is regularly admissible if and only if
(i) 2kπi/ω ∈ ρ(A) for all integers k, and
(ii) the resolvents (2kπi/ω − A)−1 are uniformly bounded.
Examples [7] show that this result is not valid if A acts in a Banach space.
During the last decades questions on the asymptotic behavior of differential equation (1) and
of more general functional–differential equations of various forms have been a popular topic of
research of many investigators (see [1,3,5,9,11,15,16,18,19] and references therein). It is natural
to ask whether Gearhart–Prüss theorem remains valid for those classes of equations.
In this paper, we consider the question of regular admissibility for general functional–
differential equations of the following form
u′(t) = (Bu)(t) + f (t), (2)
where B is a closable densely defined operator acting on the space of almost periodic H -valued
functions. Equations of such form occur frequently in applications. As a prototype of the space
of continuous ω-periodic functions, we consider the space M(Λ) of almost periodic H -valued
functions whose Bohr spectrum is contained in a given closed subset Λ of the real line R. We
obtain conditions for regular admissibility of M(Λ), for arbitrary subsets Λ ⊂ R (Theorem 4.12).
Our approach is based on spectral properties of sums of commuting operators. It is well known
that if A and B are commuting bounded operators on a Banach space E and σ(A)∩σ(−B) = ∅,
then A + B is invertible (see, e.g., [17, p. 293]). This fact is not true, in general, if both opera-
tors A and B are unbounded, so that, in order for A + B to be invertible, additional conditions
must be satisfied. Note that the results on sums of commuting operators are analogous to those
for Lyapunov–Sylvester equation AX + XB = C, with analogous proofs, in which the Krein–
Rosenblum integral formula plays an important role (see [2,20]).
In application to the situation under consideration in this paper, the commuting operators
are (the closure of) B and D, where B is a suitable integral or functional–differential operator
and D is the differentiation operator (acting in AP(R,H)). Although all these operators are, in
general, unbounded, there exists a family of invariant subspaces Mα such that the span of Mα
is dense in AP(R,H) and the restriction of D to each Mα is bounded. Applying the results on
invertibility, we obtain a family of bounded operators Kα which are inverses to (B − D)|Mα .
This, in turn, implies that B−D is invertible if and only if the family Kα is uniformly bounded.
This fact, together with the Parseval’s equality for almost periodic functions, naturally leads to a
characterization of regular admissibility in terms of uniform boundedness of the resolvent, that is,
Gearhart–Prüss theorem and its generalizations to the more general equations and more general
subspaces.
For the reader’s convenience, we collect in Section 2 the known facts about almost periodic
functions, and in Section 3, on sums of commuting operators, that are used in this paper. Section 4
contains main results and proofs. Examples and applications are presented in Section 5.
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suitable Hilbert spaces. The scalar product and norm in H is denoted by 〈·,·〉H and ‖ · ‖H ,
respectively. The domain of A is denoted by D(A). The spectrum and resolvent set of A is
denoted by σ(A) and ρ(A), respectively. If A is a closable operator, then by A∼ we denote its
closure. If L is an invariant subspace of A, then we denote the restriction of A to L by A|L or AL.
2. Almost periodic functions
Let H be a Hilbert space and B be the set of almost periodic functions in the sense of Bohr,
which are defined on R and take values in H . Recall that a function f :R → H is called almost
periodic, if the family of translates ft (·) = f (t + ·) is relatively compact in the topology of
uniform convergence on R, or, equivalently, if f can be uniformly approximated by trigonometric
polynomials, i.e., by functions of the form P(t) =∑nk=1 eiλkt xk , λk ∈ R, xk ∈ H (see, e.g., [12]).
A fundamental property of almost periodic functions is that such functions have convergent
means, i.e., the following limit exists
lim
T→∞
1
2T
T∫
−T
f (t) dt. (3)
This implies that we can define an inner product in B by
〈f,g〉AP = M{f,g} := lim
T→∞
1
2T
T∫
−T
〈
f (t), g(t)
〉
H
dt, f, g ∈ B.
With this inner product, B becomes a pre-Hilbert space and we denote its completion by
AP(R,H). In AP(R,H), the functions eiλtx and eiμty, λ,μ ∈ R, λ = μ, x, y ∈ H , are or-
thogonal and their linear combinations are everywhere dense. For each f ∈ AP(R,H), the
Fourier–Bohr transform is defined by
a(λ,f ) = lim
T→∞
1
2T
T∫
−T
f (t)e−iλt dt. (4)
For every f ∈ AP(R,H), the set σ(f ) = {λ ∈ R: a(λ,f ) = 0} is called the Bohr spectrum
of f . It is well known that σ(f ) is (at most) countable. The Fourier–Bohr series of f is∑
λ∈σ(f )
eiλta(λ,f )
and it converges to f (in the topology of AP(R,H)). Moreover, the following Parselval’s equality
holds
‖f ‖2AP(R,H) =
∑
λ∈σ(f )
∥∥a(λ,f )∥∥2
H
, f ∈ AP(R,H).
In the sequel, if a function f in AP(R,H) has Fourier–Bohr series
∑
λ∈σ(f ) a(λ,f )eiλt , then we
will write
f ∼
∑
a(λ,f )eiλt .λ∈σ(f )
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〈u,v〉AP =
∑
λ∈R
〈
a(λ,u), a(λ, v)
〉
H
(5)
(the sum is over a countable set of indices). In particular,〈
u, eiλt x
〉
AP =
〈
a(λ,u), x
〉
H
, for all u ∈ AP(R,H), x ∈ H. (6)
In AP(R,H) there is a naturally defined group of translations S(t),−∞ < t < ∞. The op-
erators S(t) are first defined for functions f in B by (S(t)f )(·) = f (· + t), and extended to the
whole space AP(R,H) by continuity. It is clear that S(t) is a strongly continuous group of unitary
operators. Let D be the generator of S(t). Then D is a skew self-adjoint operator on AP(R,H),
i.e., D∗ = −D, and is the closure of the operator of differentiation D0, with the natural domain
D(D0) = {f ∈ B: f ′ exists and f ′ ∈ B}. It is not difficult to see that the operators Pλ, λ ∈ R, on
AP(R,H) defined by
P(λ)f = eiλta(λ,f ), f ∈ AP(R,H), (7)
are orthogonal projections. In particular, the family Hλ := PλH = {eiλtx: x ∈ H }, λ ∈ R, is
pairwise orthogonal and complete in AP(R,H). They generate a resolution of identity P(Λ) for
the self-adjoint operator iD by
P(Λ) =
⊕
λ∈Λ
Pλ.
3. Sums of commuting operators
Let A and B be closed linear operators on a Banach space E. The sum A + B is defined in
a natural way, with domain D(A + B) = D(A) ∩ D(B). Recall that if S is a bounded operator
on H , then A is said to commute with S if SA ⊆ AS, i.e., Sx ∈ D(A) and SAx = ASx for all
x ∈ D(A). Two closed operators A and B , with non-empty resolvents, are called commuting if
their resolvents are commuting. Recall also, that a subset C0 ⊂ D(A) is called a core of A if for
every x ∈ D(A) there exists a sequence xn in C0 such that xn → x and Axn → Ax (as n → ∞).
It is well known that if A and B are commuting bounded linear operators on E, then A + B
is invertible if and only if σ(A) ∩ σ(−B) = ∅ or, equivalently, if and only if 0 /∈ σ(A) + σ(B).
Moreover, the inverse operator X = (A+B)−1 is expressed by the following Krein–Rosenblum
integral formula
X = 1
2πi
∫
Γ
(λ − A)−1(λ + B)−1dλ, (8)
where Γ is a Cauchy contour which surrounds σ(−B) and separated from σ(A). It is observed
in [2] (see also [20, Lemma 22]) that the same remains true if one of the operators A or B is
bounded.
Lemma 3.1. Assume that A and B are commuting, A is closed and B is bounded such that
σ(A) ∩ σ(−B) = ∅. Then A + B is invertible.
If A and B are both unbounded closed linear operators, then, in general, the condition σ(A)∩
σ(−B) = ∅ does not imply invertibility of A + B . However, in situations when there exists a
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of B on each of the subspace is bounded, there is a natural characterization of invertibility of
A + B . Recall that a family of subspaces M, not necessarily closed, of a Banach space E is
called a lattice, if M,N ∈M implies M ∩ N ∈M and span(M,N) ∈M.
Lemma 3.2. Let A and B be commuting closed densely defined linear operators on a Banach
space E such that A + B is densely defined and closable. Suppose that there exists a lattice M
of invariant subspaces with respect to A and B such that:
(i) M ⊂ D(A) ∩ D(B) for all M ∈M and ⋃{M: M ∈M} is a core of (A + B)∼;
(ii) BM := B|M is bounded and σ(BM) ⊆ σ(B), σ(AM) ⊆ σ(A).
Then (A + B)∼ is invertible if the following conditions hold:
(a) σ(A) ∩ σ(−B) = ∅, in particular, σ(AM) ∩ σ(−BM) = ∅, hence the operators (A + B)|M
are invertible for every M ∈M;
(b) supM∈M ‖KM‖ < ∞, where KM = ((A + B)|M)−1.
Proof. Suppose that (a) and (b) hold. Since KM2 |M1 = KM1 if M1 ⊂ M2, one can define an
operator K0 on
⋃{M: M ∈M} by K0|M = KM . Thus, K0 is densely defined and (b) implies
that K0 is bounded. Therefore, K0 can be extended by continuity to a bounded operator K on E.
We show that (A+B)∼Kf = f for all f ∈ E and K(A+B)∼f = f for all f ∈ D((A+B)∼),
which means that K is the inverse of (A + B)∼.
Let f ∈ E. Choose Mn ∈ M and fn ∈ Mn such that ‖fn − f ‖ → 0. Let Kn = K|Mn .
Since Kn is the inverse of (A + B)|Mn , it follows that Knfn ∈ D((A + B)∼|Mn), Knfn → Kf
and (A + B)∼Knfn = (A + B)∼Kfn = fn → f as n → ∞. Thus, Kf ∈ D((A + B)∼) and
(A + B)∼Kf = f .
Now suppose f ∈ D((A + B)∼). Since ⋃{M: M ∈ M} is a core of (A + B)∼, one can
choose Mn ∈M and fn ∈ Mn such that ‖fn − f ‖ → 0 and (A + B)fn → (A + B)∼f . Thus,
K(A + B)∼f = limn→∞ K(A + B)fn = limn→∞ fn = f . 
4. Main results
In this section, we apply results on almost periodic functions and sums of commuting op-
erators, presented in Sections 2 and 3, to investigate asymptotic properties of solutions of the
functional–differential equation
u′(t) = (B0u)(t) + f (t), (9)
where B0 is a closable densely defined operator on AP(R,H) and f is in AP(R,H).
In practice, B0 is usually given in form of an integral or functional–differential expression.
Our main assumption is that B0 commutes with translations S(t) and hence, with the operator
of differentiation D. It is easily seen that this assumption implies that B0 commutes with the
projections Pλ, as given by (7). Therefore, there exists a family of closed linear operators B̂(λ)
on H such that (B0)(eiλt x) = eiλt B̂(λ)x whenever eiλtx ∈ D(B0). We will impose the following
conditions on B̂(λ):
The sets E =
(⋂
D
(
B̂(λ)
))
and F =
(⋂
D
(
B̂(λ)∗
))
are dense in H. (10)λ∈R λ∈R
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an operator B on AP(R,H) by
D(B) :=
{
f ∈ AP(R,H): a(λ,f ) ∈ D(B̂(λ)) for all λ ∈ σ(f )
and
∑
λ∈σ(f )
∥∥B̂(λ)a(λ,f )∥∥2
H
< ∞
}
, and
(Bf ) ∼
∑
λ∈σ(f )
eiλt B̂(λ)a(λ,f ), f ∈ D(B).
Note that from the definition of D(B) and condition (10) it follows that
eiλtx ∈ D(B) for all x ∈ E and a(λ,Bf ) = B̂(λ)a(λ,f ) for all f ∈ D(B). (11)
Lemma 4.1. The operator B is densely defined and closed and, therefore, is the closure of B0.
Proof. It is clear that D(B) contains linear combinations of functions of form eiλtx, with λ ∈ R
and x ∈ E . This and condition (10) imply that D(B) is dense in AP(R,H). Therefore, B∗ is well
defined (and densely defined closed, see, e.g., [17, Theorem 13.12, p. 354]). Moreover, for every
f ∈ D(B) with the Fourier–Bohr series ∑λ∈σ(f ) a(λ,f )eiλt , and for every x ∈F , we have〈Bf, eiξ t x〉AP = 〈a(ξ,Bf ), x〉H = 〈B̂(ξ)a(ξ, f ), x〉H
= 〈a(ξ, f ), B̂(ξ)∗x〉
H
= 〈f, eiξ t B̂(ξ)∗x〉AP,
which implies that eiξ t x ∈ D(B∗) and B∗(eiξ t x) = eiξ t B̂(ξ)∗x.
Assume that fn ∈ D(B), fn → f , Bfn → g. We must show that f ∈ D(B) and Bf = g. Let
f ∼
∑
a(λ,f )eiλt , fn ∼
∑
a(λ,fn)e
iλt , g ∼
∑
a(λ,g)eiλt .
Then a(λ,fn) ∈ D(B̂(λ)) and
(Bfn − g) ∼
∑[
B̂(λ)a(λ,fn) − a(λ,g)
]
eiλt .
Since ‖Bfn − g‖AP → 0 as n → ∞, we have B̂(λ)a(λ,fn) → a(λ,g), which implies a(λ,f ) ∈
D(B̂(λ)) and B̂(λ)a(λ,f ) = a(λ,g). Thus, f ∈ D(B) and Bf = g. 
Lemma 4.2. For every y ∈ F and λ ∈ R, the function eiλty ∈ D(B∗) and B∗(eiλt y) =
eiλt B̂(λ)∗y.
Proof. Define
ϕ(f ) = 〈Bf, eiλty〉AP, f ∈ D(B), y ∈F .
Then, for f =∑nk=1 eiμkt xk , xk ∈ E , μk ∈ R, we have
ϕ(f ) =
〈
n∑
k=1
eiμkt B̂(μk)xk, e
iλty
〉
AP
= 〈B̂(λ)xk0 , y〉H = 〈xk0, B̂(λ)∗y〉H ,
where k0 is such index that μk0 = λ (if such k0 does not exist, then ϕ(f ) = 0). Since∣∣ϕ(f )∣∣ ∥∥B̂(λ)∗y∥∥ ‖xk0‖H M‖f ‖APH
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Pλ commutes with B, Pλ also commutes with B∗. From this it follows that there exist linear
operators C(λ) such that B∗(eiλt y) = eiλtC(λ)y (y ∈F , λ ∈ R). We have, for every x in E〈
eiλtx, eiλtC(λ)y
〉
AP =
〈
x,C(λ)y
〉
H
= 〈eiλt x,B∗(eiλty)〉AP
= 〈B(eiλtx), eiλty〉AP = 〈B̂(λ)x, y〉H = 〈x, B̂(λ)∗y〉H ,
which implies that C(λ)y = B̂(λ)∗y. 
Lemma 4.3. eiλty ∈ D(B) if and only if y ∈ D(B̂(λ)). In this case B(eiλty) = eiλt B̂(λ)y.
Proof. Let eiλty ∈ D(B). Define a functional ϕ on F by
ϕ(z) = 〈B(eiλty), eiλt z〉AP, z ∈F .
Since |ϕ(z)| ‖B(eiλty)‖AP‖eiλt z‖AP M‖z‖H for some constant M , it follows that ϕ(z) is a
continuous functional. By Lemma 4.2, eiλt z ∈ D(B∗) and
ϕ(z) = 〈eiλty, (B)∗(eiλt z)〉AP = 〈eiλty, eiλt B̂(λ)∗z〉AP = 〈y, B̂(λ)∗z〉H , z ∈F . (12)
Therefore, z → 〈y, B̂(λ)∗z〉H is continuous, so that y ∈ D(B̂(λ)∗∗) = D(B̂(λ)).
Conversely, assume y ∈ D(B̂(λ)). Let f =∑nk=1 eiμkt zk, zk ∈ E . Define
ϕ(f ) =
〈
eiλt B̂(λ)y,
n∑
k=1
eiμkt zk
〉
AP
. (13)
Since ∣∣ϕ(f )∣∣ ∥∥eiλt B̂(λ)∼y∥∥AP‖f ‖AP,
ϕ is continuous. ϕ(f ) = 0 if there does not exist k such that μk = λ, otherwise, letting k0 be such
that μk0 = λ, we have
ϕ(f ) = 〈B̂(λ)y, zk0 〉H = 〈y, B̂(λ)∗zk0 〉H = 〈eiλty, eiλt B̂(λ)∗zk0 〉AP
=
〈
eiλt y,B∗
n∑
k=1
eiμkt zk
〉
AP
. (14)
Therefore, f → 〈eiλy,B∗f 〉 is a continuous functional, so that eiλty ∈ D(B∗∗) = D(B).
From (13), (14) it follows that B(eiλty) = eiλt B̂(λ)y. 
Lemma 4.4. The operator B−D is densely defined and closable.
Proof. Since the domains of B and D contain all functions eiλtx, λ ∈ R, x ∈ E , it follows that
B − D is densely defined. Since the adjoint operator (B − D)∗ has a dense domain (consist-
ing of v(t) = ∑nk=1 eiλkt xk, λk ∈ R, xk ∈ F ), it follows that (B − D) is closable (see, e.g.,
[17, p. 385]). 
The following lemma is analogous to Lemma 4.3, with analogous proof.
Lemma 4.5. eiλt x ∈ D((B − D)∼) if and only if x ∈ D([B̂(λ) − iλ]). In this case
(B−D)∼(eiλt x) = eiλt [B̂(λ) − iλ]x.
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ϕ(z) = 〈(B−D)∼(eiλt x), eiλt z〉AP, z ∈F .
Since |ϕ(z)|  ‖(B −D)∼(eiλt x)‖AP‖eiλt z‖AP M‖z‖H for some constant M , it follows that
ϕ(z) is a continuous functional. By Lemma 4.2, for all z ∈ F we have eiλt z ∈ D(B∗) ∩ D(D∗),
hence eiλt z ∈ D((B−D)∗) and
ϕ(z) = 〈eiλtx, (B−D)∗(eiλt z)〉AP = 〈eiλtx, eiλt[B̂(λ)∗z − iλz]〉AP
= 〈x, [B̂(λ)∗ − iλ]z〉
H
= 〈x, [B̂(λ) − iλ]∗z〉
H
. (15)
Therefore, x ∈ D([B̂(λ) − iλ]∗∗) = D([B̂(λ) − iλ]).
Conversely, assume x ∈ D(B̂(λ) − iλ). Define
ϕ
(
n∑
k=1
eiμkt zk
)
:=
〈
eiλt
(
B̂(λ) − iλ)x, n∑
k=1
eiμkt zk
〉
AP
, zk ∈F , μk ∈ R. (16)
Then ϕ is a continuous functional and
ϕ
(
n∑
k=1
eiμkt zk
)
= 〈[B̂(λ) − iλ]x, zk0 〉H , (17)
where k0 is such that μk0 = λ (if such k0 does not exist, then ϕ(
∑n
k=1 eiμkt zk) = 0). From (16),
(17) we have
ϕ
(
n∑
k=1
eiμkt zk
)
= 〈x, [B̂(λ) − iλ]∗zk0 〉=
〈
eiλtx, (B−D)∗
(
n∑
k=1
eiμkt zk
)〉
AP
.
Therefore, eiλtx ∈ D((B−D)∗∗) = D((B−D)∼).
From (5), (6) and (15) we have〈
(B−D)∼(eiλtx), eiλt z〉AP = 〈eiλtx, (B−D)∗(eiλt z)〉AP = 〈eiλtx, eiλt[B̂(λ)∗ − iλ]z〉AP
= 〈x, [B̂(λ)∗ − iλ]z〉
H
= 〈[B̂(λ) − iλ]∼x, z〉
H
= 〈eiλt[B̂(λ) − iλ]x, eiλt z〉AP,
which implies (B−D)∼(eiλt x) = eiλt [B̂(λ) − iλ]x. 
Definition 4.6. A function u in AP(R,H) is called a mild solution of Eq. (9) if u ∈ D((B−D)∼)
and (B−D)∼u = −f .
Remark. One can define classical solution of Eq. (9) as a function u such that
u ∈ D(D0) ∩ D(B0)
and B0u − D0u = −f . Then u is a mild solution if and only if there are sequences un, fn
such that un are classical solutions of Eq. (9), with f replaced by fn, and ‖un − u‖AP → 0,
‖fn − f ‖AP → 0.
Proposition 4.7. A function u ∈ AP(R,H) is a mild solution of Eq. (9) if and only if for every
λ ∈ R, v(t) = a(λ,u)eiλt is a mild solution of v′(t) = (B0v)(t) + a(λ,f )eiλt .
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Let x ∈F . We have, by (5) and (6)〈−f, eiλtx〉AP = −〈a(λ,f ), x〉H = 〈(B−D)∼u, eiλtx〉AP = 〈u, (B−D)∗(eiλtx)〉AP
= 〈u, eiλt[B̂(λ)∗ − iλ]x〉AP = 〈a(λ,u), [B̂(λ)∗ − iλ]x〉H , for all x ∈F .
This implies that∣∣〈a(λ,u), [B̂(λ) − iλ]∗x〉
H
∣∣ ‖f ‖AP∥∥eiλtx∥∥AP = ‖f ‖AP‖x‖H , x ∈F ,
so that a(λ,u) ∈ D([B̂(λ) − iλ]∗∗) = D([B̂(λ) − iλ]) and [B̂(λ) − iλ]a(λ,u) = −a(λ,f ).
Hence, by Lemma 4.5, eiλta(λ,u) ∈ D((B−D)∼) and
(B−D)∼(eiλt a(λ,u))= eiλt[B̂(λ) − iλ]∼a(λ,u) = −eiλta(λ,f ),
i.e., v(t) := a(λ,u)eiλt is a mild solution of v′(t) = (B0v)(t) + a(λ,f )eiλt .
Conversely, assume that, for every λ ∈ R, v(t) = eiλta(λ,u) is a mild solution of v′(t) =
(B0v)(t)+ eiλta(λ,f ), i.e., (B−D)∼v = −a(λ,f )eiλt . By Lemma 4.5, a(λ,u) ∈ D(B̂(λ)) and
(B−D)∼(eiλt a(λ,u)) = eiλt [B̂(λ)− iλ]a(λ,u) for every λ ∈ R. Therefore, for arbitrary xk ∈F
and μk ∈ R, k = 1,2, . . . , n, we have, by (5) and (6)〈
u,
[
(B−D)∼]∗( n∑
k=1
eiμkt xk
)〉
AP
=
〈
u,
n∑
k=1
eiμkt
[
B̂(μk)
∗ + iμk
]
xk
〉
AP
=
n∑
k=1
〈
a(μk,u),
[
B̂(μk)
∗ + iμk
]
xk
〉
H
=
n∑
k=1
〈
(B−D)∼(eiμkt a(μk,u)), eiμkt xk 〉AP = n∑
k=1
〈[
B̂(μk) − iμ
]
a(μk,u), xk
〉
H
=
n∑
k=1
〈−a(μk,f ), xk 〉H , (18)
so that∣∣∣∣∣
〈
u,
[
(B−D)∼]∗( n∑
k=1
eiμkt xk
)〉
AP
∣∣∣∣∣
(
n∑
k=1
∥∥a(μk,f )∥∥2)1/2( n∑
k=1
‖xk‖2
)1/2
 ‖f ‖AP
∥∥∥∥∥
n∑
k=1
eiμkt xk
∥∥∥∥∥
AP
.
Hence, u ∈ D((B−D)∼) and (18) implies〈
(B−D)∼u,
n∑
k=1
eiμkt xk
〉
AP
= −
n∑
k=1
〈
a(μk,f ), xk
〉
H
= −
〈
n∑
k=1
eiμkt a(μk, f ),
n∑
k=1
eiμkt xk
〉
AP
=
〈
−f,
n∑
k=1
eiμkt xk
〉
AP
,
for all xk ∈ F and all μk ∈ R, which implies that (B−D)∼u = −f , i.e., u is a mild solution of
Eq. (9). 
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such σ(g) ⊂ Λ. It is easily seen that M(Λ) = P(Λ)[AP(R,H)]. Therefore, M(Λ) is closed and
invariant with respect toD, B, and σ(D|M(Λ)) = iΛ. In particular, if Λ is compact thenD|M(Λ)
is bounded.
The subspace M(Λ) is called regularly admissible if for every f ∈ M(Λ) there exists a unique
mild solution u ∈ M(Λ) of Eq. (9).
Lemma 4.8. If M(Λ) is regular admissible and Λ0 is a closed subset of Λ, then M(Λ0) also is
regularly admissible.
Proof. Let f ∈ M(Λ0). Since M(Λ) is regularly admissible, there exists a unique mild so-
lution u ∈ M(Λ) of Eq. (9). We show that u ∈ M(Λ0) or, equivalently, a(λ,u) = 0 for
λ /∈ Λ0. By Proposition 4.7, v(t) := eiλta(λ,u) is a mild solution of equation v′(t) = (Bv)(t) +
eiλta(λ,f ) = (Bv)(t). This implies v = 0, or a(λ,u) = 0, since the solution in M(Λ) is
unique. 
Lemma 4.9. M(Λ) is regularly admissible if and only if the operator (B −D)∼|M(Λ) is invert-
ible.
Proof. Assume that M(Λ) is regularly admissible. For each f ∈ M(Λ), let u be the unique mild
solution of Eq. (9) in M(Λ) and put u = Kf . Clearly, K is a linear operator on M(Λ). We show
that K is closed. Fix λ ∈ Λ, y ∈ H and let h(t) = eiλt y. By Lemma 4.8, M({λ}) is regularly
admissible, hence there exists a mild solution v(t) = eiλt x of equation v′(t) = (B0v)(t) + h(t),
i.e., (B−D)∼v = −h.
Define an operator K0(λ) :H → H by K0(λ)y = x. Clearly, K0(λ) is a linear operator on H .
We show that K0(λ) is closed. In fact, assume that yn → y and xn = K0(λ)yn → x. Since
v(t) := eiλtxn satisfies (B −D)∼v = −eiλtyn we have, by Lemma 4.5, [B̂(λ) − iλ]xn = −yn.
Hence x ∈ D([B̂(λ) − iλ]) and [B̂(λ) − iλ]x = −y. Applying Lemma 4.5 again, we see that
v(t) := eiλtx satisfies (B − D)∼v = −eiλty, so that K0(λ)y = −x. Thus, K0(λ) is a closed
operator on H . By the closed graph theorem, K0(λ) is bounded.
Now, assume that fn → f and un = Kfn → g. Since K(eiλtx) = eiλtK0(λ)x, Proposition 4.7
implies that a(λ,Kfn) = K0(λ)a(λ,fn). Therefore, a(λ,fn) → a(λ,f ), K0(λ)a(λ,fn) →
K0(λ)a(λ,f ) and a(λ,un) = K0(λ)a(λ,fn) → a(λ,g). Hence K0(λ)a(λ,f ) = a(λ,g). This
implies that Kf = g. Hence K is a closed operator on M(Λ). By the closed graph theorem, K is
bounded. It follows from the definition of K that [(B −D)∼|M(Λ)]Kf = −f , f ∈ M(Λ), and
also K[(B−D)∼|M(Λ)]g = −g, for g ∈ D((B−D)∼)|M(Λ), since (B−D)∼)|M(Λ) is injective.
Hence (B−D)∼|M(Λ) is invertible.
Conversely, assume that (B − D)∼|M(Λ) is invertible and let −K be its inverse. For every
f ∈ M(Λ), let u = Kf . Then [(B −D)∼|M(Λ)]u = −f , which means that u is a mild solution
in M(Λ) of Eq. (9). The uniqueness of such solution in M(Λ) follows immediately from the
invertibility of (B−D)∼|M(Λ). 
The operator K in Lemma 4.9 is called the solution operator.
Definition 4.10. The equation spectrum, Σ = Σ(B), of Eq. (9) is
Σ := {λ ∈ R: [iλ − B̂(λ)] is not invertible}.
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Λ ∩ Σ = ∅ and supλ∈Λ ‖[B(λ) − iλ)]−1‖ < ∞.
Proof. Let λ ∈ Λ. Since M({λ}) is regularly admissible, for every f ∈ M({λ}) there exists a
unique mild solution u ∈ M({λ}), i.e., (B − D)∼u = f . Therefore, for every y ∈ H there ex-
ists unique element x ∈ H such that (B − D)∼(eiλt x) = eiλty, which implies, by Lemma 4.5,
that x ∈ D(B̂(λ) − iλ) and [B(λ) − iλ]x = y, i.e., B(λ) − iλ is invertible. It is easily seen
that ‖[B̂(λ) − iλ]−1x‖ ‖K‖‖x‖ (where K be the solution operator in M(Λ)), which implies
supλ∈Λ ‖[B(λ) − iλ]−1‖ < ∞. 
Now we can formulate and prove our main result.
Theorem 4.12. Let Λ be a closed subset of R. Then the following are equivalent:
(i) M(Λ) is regularly admissible;
(ii) Λ ∩ Σ = ∅ and
sup
λ∈Λ
∥∥(B̂(λ) − iλ)−1∥∥< ∞. (19)
Proof. In view of Lemma 4.11, we may assume that Λ∩Σ = ∅, so that [iλ− B̂(λ)] is invertible
for each λ ∈ Λ.
Let xk ∈ H,λk ∈ Λ, 1 k  n, and g(t) =∑nk=1 eiλkt xk . Denote Λα = {λ1, λ2, . . . , λn}. By
Lemma 4.8, M(Λα) is regularly admissible. Let Kα :M(Λα) → M(Λα) be the corresponding
solution operator. Put
u(t) :=
n∑
k=1
eiλkt
[
iλk − B̂(λk)
]−1
xk. (20)
It follows from Lemma 4.5 that
(B−D)∼u = (B−D)
n∑
k=1
eiλkt
[
iλk − B̂(λk)
]−1
xk
=
n∑
k=1
(B−D)∼eiλkt[iλk − B̂(λk)]−1xk
=
n∑
k=1
eiλkt
[
B̂(λk) − iλk
][
iλk − B̂(λk)
]−1
xk =
n∑
k=1
eiλkt xk = g,
i.e., u is a mild solution in M(Λα) of equation u′(t) = (B0u)(t) + g(t). Thus, Kαg =∑n
k=1 eiλkt [iλk − B̂(λk)]−1xk . It is easy to see that the span of M(Λα) is a core of (B −D)∼.
Therefore, in light of Lemmas 3.2 and 4.9, M(Λ) is regularly admissible if and only if
supα ‖Kα‖ < ∞, that is, if and only if there exists L > 0 such that∥∥∥∥∥
n∑
k=1
eiλkt
[
iλk − B̂(λk)
]−1
xk
∥∥∥∥∥
AP(R,H)
L
∥∥∥∥∥
n∑
j=1
eiλj t xj
∥∥∥∥∥
AP(R,H)
(21)
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n∑
k=1
eiλkt
[
λk − B̂(λk)
]−1
xk
∥∥∥∥∥
2
AP(R,H)
=
n∑
k=1
∥∥[λk − B̂(λk)]−1xk∥∥2,
∥∥∥∥∥
n∑
j=1
eiλj t xj
∥∥∥∥∥
2
AP(R,H)
=
n∑
j=1
‖xj‖2.
Hence, (21) is equivalent to
n∑
k=1
∥∥[λk − B̂(λk)]−1xk∥∥2  L2 n∑
j=1
‖xj‖2, for all x1, x2, . . . , xn ∈ H, λ1, . . . , λn ∈ Λ.
(22)
Therefore, it remains to show that (19) and (22) are equivalent, which is obvious. 
5. Examples
In this section, we consider some examples of functional–differential equations to which our
results are applicable.
5.1. Differential equations
Consider the differential equation
u′(t) = Au(t) + f (t), (23)
where A is a closed densely defined operator on H . The operator A generates an operator A on
AP(R,H) in a natural manner. Namely, we define A on AP(R,H) by
D(A) :=
{
f ∈ AP(R,H): a(λ,f ) ∈ D(A) for all λ ∈ σ(f )
and
∑
λ∈σ(f )
∥∥Aa(λ,f )∥∥2
H
< ∞
}
,
and put
(Af ) ∼
∑
λ∈σ(f )
Aa(λ,f )eiλt , for f ∈ D(A),
and Eq. (23) is of form Eq. (9), where B =A. It is easy to see that in this case B̂(λ) = A, for all
λ ∈ R, and iΣ(B) = σ(A). Thus, Theorem 4.12 yields the following corollary.
Corollary 5.1. Let Λ be a closed subset of R. The following are equivalent:
(i) The subspace M(Λ) is regularly admissible for Eq. (23);
(ii) iΛ ∩ σ(A) = ∅ and supλ∈Λ ‖(iλ − A)−1‖ < ∞.
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identified with the space L2([0,1],H), consisting of functions f : [0,1] → H such that ‖f ‖ =
(
∫ 1
0 ‖f (t)‖2 dt)1/2 < ∞ (every functionf in L2([0,1],H) is considered as 1-periodic function
on R. According to Proposition 4.7, u is a mild solution of Eq. (23) if and only if the Fourier
coefficients uˆ(k) and fˆ (k) satisfy the condition uˆ(k) = (i2πk−A)−1fˆ (k). Therefore, we obtain
the following corollary (cf. [14]).
Corollary 5.2. The following are equivalent:
(i) For every 1-periodic function f ∈ L2([0,1],H), there exists a unique 1-periodic mild solu-
tion u ∈ L2([0,1],H) of Eq. (23);
(ii) i2πk ∈ ρ(A) for all k ∈ Z and supk∈Z ‖(i2πk − A)−1‖ < ∞.
Note that if A is the generator of a C0-semigroup T (t) on H , then one can show, using the
same argument as in [14], that the mild solution u in Corollary 5.2 is also mild solution in the
standard sense in the theory of C0-semigroups, i.e., u satisfies the following condition
u(t) = T (t − s)u(s) +
t∫
s
T (t − τ)f (τ) dτ, t  s.
5.2. Functional–differential equation
Consider the functional–differential equation
u′(t) = Au(t) + (C0u)(t) + f (t), (24)
where A is a closed operator on H , C0 is a closed operator on AP(R,H) and f ∈ AP(R,H). Let
A be defined as in (i). We assume that C0 commutes with translations S(t), t ∈ R, so that there
exists a family of closed linear operators Ĉ(λ) on H defined by (C)(eiλt x) = eiλt Ĉ(λ)x. We will
impose the following conditions on Ĉ(λ) and A:
The sets E =
(⋂
λ∈R
D
(
Ĉ(λ)
))∩ D(A) and
F =
(⋂
λ∈R
D
(
Ĉ(λ)∗
))∩ D(A∗) are dense in H. (25)
Let B = A + C. Condition (25) implies that A and C are densely defined closed, B
is densely defined and closable. This implies that A + Ĉ(λ) is closable and B̂(λ) = [A +
Ĉ(λ)]∼. In particular, eiλt y ∈ D((A + C)∼) if and only if y ∈ D((A + Ĉ(λ))∼). In this case
(A + C)∼(eiλty) = eiλt [A + Ĉ(λ)]∼y. Furthermore, A + C − D also is densely defined and
closable and eiλtx ∈ D((A + C − D)∼) if and only if x ∈ D([A + Ĉ(λ) − iλ]∼). In this case
(A+ C −D)∼(eiλt x) = eiλt [A + Ĉ(λ) − iλ]∼x. A function u is called a mild solution of (24)
if (A + C − D)∼u = −f or, equivalently, if (B − D)∼u = −f . u ∈ AP(R,H) is a mild so-
lution of Eq. (24) if and only if for every λ ∈ R, v(t) = a(λ,u)eiλt is a mild solution of
v′(t) = Av(t) + (Cv)(t) + a(λ,f )eiλt . Now we can state the main results on regular admis-
sibility of Eq. (24).
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ularly admissible for Eq. (24) if and only if [A + Ĉ(λ) − iλ] is invertible for every λ ∈ Λ and
supλ∈Λ ‖[A + Ĉ(λ) − iλ]−1‖ < ∞.
5.3. Volterra equations
Consider integral equation of the following form
u′(t) = Au(t) +
∞∫
0
dC(τ)u(t − τ) + f (t), (26)
where A is a closed densely defined operator on a Hilbert space H and C(t), t  0, is a function
of bounded variation with values in L(H). The operator function C(t) generates a family of
operators Ĉ(λ) by
Ĉ(λ) =
∞∫
0
dB(τ)e−iλτ .
Since Ĉ(λ) is in L(H), A + Ĉ(λ) is closed, for every λ. From Theorem 4.12 we obtain the
following result.
Theorem 5.4. Let Λ be a closed non-empty subset of R. Then M(Λ) is regularly admissible for
Eq. (26) if and only if (A + Ĉ(λ) − iλ) is invertible for all λ ∈ Λ and supλ∈Λ ‖(A + B̂(λ) −
iλ)−1‖ < ∞.
5.4. Equations with delay
Consider the simplest example of equation with delay
u′(t) = Au(t) + Cu(t − 1) + f (t), (27)
where A and C are closed operators on H such that D(A) ∩ D(C) and D(A∗) ∩ D(C∗) are
dense. In this case Ĉ(λ) = e−iλC for all λ ∈ R. From Theorem 4.12 we obtain the following
result.
Theorem 5.5. Let Λ be a closed non-empty subset of R. Then M(Λ) is regularly admissible for
Eq. (27) if and only if (A + e−iλC − iλ) is invertible for every λ ∈ Λ and
sup
λ∈Λ
∥∥(A + e−iλC − iλ)−1∥∥< ∞.
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