The Pierre Auger Observatory has recently reported the detection of a dipole anisotropy in the arrival directions of cosmic rays above 8 EeV with a post-trial significance of more than 5.2σ. This observation has profound consequences for the distribution and composition of candidate sources of cosmic rays above the ankle (3 − 5 EeV). In this paper we search for the presence of anisotropies on all angular scales in public Auger data. The analysis follows a likelihood-based reconstruction method, that automatically accounts for variations in the observatory's angular acceptance and background rate. Our best-fit dipole anisotropy in the equatorial plane has an amplitude of 5.3 ± 1.3 percent and right ascension angle of 103 ± 15 degrees, consistent with the results of the Pierre Auger Collaboration. We do not find evidence for the presence of medium-or small-scale anisotropies. The method outlined in this paper is well-suited for the future analyses of cosmic ray anisotropies below the ankle, where cosmic ray detection in surface arrays is not fully efficient and dominated by systematic uncertainties.
INTRODUCTION
Extragalactic cosmic rays are deflected by magnetic fields during the long time it takes to propagate from their sources to the observer (Beck 2001) . The spatial variation of these magnetic fields in terms of strength and orientation leads to a random walk of charged particles. This has important consequences for the study of cosmic ray sources: the arrival directions of cosmic rays are scrambled compared to those expected from rectilinear propagation and the peak arrival time is expected to be much delayed compared to the light travel time from the sources. These two effects limit the possibility to identify cosmic ray sources by cross-correlations with simultaneous emission in photons, neutrinos, or gravitational waves. In addition, the dispersion of cosmic ray arrival times can be expected to be much longer than the short emission period of transient candidate sources or the lifetime of cosmic ray observatories. These propagation effects together with a uniform distribution of candidate sources over large distances result in a continuous flux of cosmic rays and in arrival directions that follow a nearly isotropic distribution.
However, the non-uniform distribution of sources in the local Universe can be visible by weak anisotropies in the cosmic ray arrival direction (Giler et al. 1980; Harari et al. 2014) . The Pierre Auger Observatory (Aab et al. 2015) has recently analysed the arrival directions of ultra-high energy cosmic rays observed over a period of markus.ahlers@nbi.ku.dk twelve years (Aab et al. 2017) . The analysis focussed on data in two energy bins, 4-8 EeV and above 8 EeV, where cosmic ray detection with the Pierre Auger surface array becomes fully efficient (Aab et al. 2014) . Whereas no significant anisotropy could be identified in the first energy bin, the Pierre Auger Collaboration was able to detect a dipole anisotropy above 8 EeV with a post-trial significance of 5.2σ. The dipole vector has a best-fit amplitude of (6.5 +1.3 −0.9 )% and points towards right ascension angle 100 ± 10 degrees and declination angle −24 +12 −13 degrees. This observation is an important step towards the identification of ultra-high energy cosmic ray sources with implications for the strength of inter-galactic magnetic fields, the local source density, and the chemical composition of sources (Lemoine & Waxman 2009; Liu et al. 2013; Globus & Piran 2017; Wittkowski & Kampert 2018 ).
An important limitation of the analysis method used in Aab et al. (2017) is its reliance on an accurate modelling of the detector efficiency in time and arrival direction. The systematic uncertainty of the detector exposure has been analysed by the Pierre Auger Collaboration and is expected to be below the one-percent level above 4 EeV. This is sufficiently low compared to the observed size of the large-scale dipole anisotropy observed above 8 EeV. In this paper, we will apply an alternative anisotropy reconstruction method (Ahlers et al. 2016) , that is independent of an a priori detector modelling. The motivation is twofold. Firstly, the original dipole analysis by Aab et al. (2017) does not discuss the presence of medium-scale anisotropies in the cosmic ray arrival direction. Recent analyses of TeV-PeV cosmic ray data have shown that there are significant medium-and small-scale structure in the anisotropy maps (Ahlers & Mertsch 2017) . The analysis of these features after subtraction of the large-scale dipole anisotropy seems only feasible with reconstruction methods that are capable to simultaneously calibrate the detector exposure by data (Amenomori et al. 2005 (Amenomori et al. , 2010 (Amenomori et al. , 2012 Ahlers et al. 2016) . Secondly, the method discussed in this article is also well-suited for the analysis a large-scale anisotropies in Auger data below 4 EeV, where cosmic ray detection in the surface array is not fully efficient (Aab et al. 2014 ).
The outline of this paper is as follows. We start in section 2 with a brief discussion on cosmic ray propagation in magnetic fields and the expected level of anisotropy for extragalactic sources. In section 3 we discuss the observation of cosmic rays with groundbased observatories and introduce the conventions and coordinate systems used for the likelihood-based reconstruction methods described in section 4. We then apply this method to publicly available Auger data in section 5 to re-analyse the dipole anisotropy and discuss the presence of medium-and small-scale anisotropies in the residual data. Finally, we conclude in section 6.
Throughout the paper we use Heaviside-Lorentz units and make frequent use of the abbreviation A x = A/(10 x u), where u is the (canonical) unit of the quantity A.
COSMIC RAY PROPAGATION
A cosmic ray nucleus with charge Z and momentum p is deflected by magnetic fields as it propagates between the source and the observer. The maximal gyroradius of the trajectory can be expressed as r g R/B, where R ≡ pc/(Ze) is the cosmic ray rigidity and B the magnetic field strength. For cosmic rays in the ankle region (E CR 3 − 5 EeV) the maximal gyroradius can be estimated as r g 1.
where we use the abbreviation R 18 = R/(10 18 V) and B −6 = B/(10 −6 G). These reference values correspond to the inferred magnetic field strength in the Milky Way and assume light cosmic ray nuclei (Z 1) at the ankle.
In the presence of turbulent magnetic fields, lowrigidity cosmic ray nuclei from distant sources can be repeatedly deflected into random directions and their transport can be described as a diffusive process (Jokipii 1966; Kennel & Engelmann 1966; Hall & Sturrock 1967; Hasselmann & Wibberenz 1970) . The effect of random scattering in turbulent magnetic fields is encapsulated in the diffusion tensor K. Standard diffusion theory predicts that the arrival directions n of cosmic rays are nearly isotropic and only perturbed by a weak dipole anisotropy ∝ δ·n, that follows the gradient of the cosmic ray density, δ = (3/c)K·∇ ln n CR . The peak arrival time of cosmic rays from a source at location r emitting for a short period can be estimated as t peak r T K −1 r/6. The time dispersion of cosmic ray arrival is expected to be of the same order, σ t t peak . The diffusive regime is expected to hold for sources with a distance d that is larger than the effective diffusion distance, d λ diff = tr K/c. The diffusive time dispersion is therefore σ t d/c and we can expect large time dispersions in comparison to observational time scales. In summary, the diffusive cosmic ray regime is characterised by an isotropic distribution of cosmic ray arrival directions with a weak large-scale anisotropy and constant flux.
In the case of high-rigidity cosmic rays and close-by sources, the particle transport is not necessarily diffusive, d λ diff . If the gyroradius is large compared to the size of the outer scale of turbulence, λ r g , we can approximate the diffusion length as λ diff = r 2 g /λ. If also d λ, the random walk of extragalactic cosmic rays through the magnetic field with changing orientation over the length scale λ will result in an angular and time dispersion of the signal. For random field orientations the average angular deflection over the distance λ can be estimated as ∆ψ λ = √ 2/3λ/r l . After propaga-
Galactic magnetic fields that extend over the Galactic halo with a half-width H 1 kpc can be expected to be ordered over length scales λ 10 kpc (Beck 2001 ). The random walk of extragalactic cosmic rays after they entered the halo will result in an angular dispersion of the order of
where we again use the abbreviation λ 2 = λ/(10 2 pc), etc. An additional contribution to the angular dispersion is expected from random deflections in intergalactic magnetic fields (Beck 2001) . For typical benchmark values we can estimate an angular dispersion at the level of
where d is the distance to the source. The combined angular dispersion of cosmic ray events obscures the presence of close-by cosmic ray sources. Therefore, the cumulative distribution of cosmic ray arrival directions from all extragalactic sources can be expected to be nearly isotropic, but can allow for anisotropies on large and small angular scales.
The random walk through magnetic cells will also lead to a delayed cosmic ray arrival compared to the light travel time. This time delay can be estimated from the angular dispersion as ∆t (d/2c)(∆ψ) 2 (Waxman & Coppi 1996) . The time dispersion is expected to be of similar order, σ t ∆t. This dispersion can only become comparable to the experimental lifetime for rare cosmic ray events with very high rigidity.
COSMIC RAY OBSERVATION
For the analysis of cosmic ray anisotropies we assume that the flux of cosmic rays above the ankle can be treated as constant over the lifetime of the observatory. The angular distribution can be expressed as a function of celestial longitude α (right ascension) and latitude δ (declination),
where φ iso (units of cm −2 s −1 sr −1 ) corresponds to the isotropic flux level and I(α, δ) is the relative intensity of the flux as a function of position in the sky. The anisotropy is defined as the deviation δI = I − 1 1.
In the local coordinate system of the ground-based observatory the arrival direction of a cosmic ray is determined by its azimuth angle ϕ (from north increasing to the east), zenith angle θ, and local sidereal time t. The local sidereal time is the hour angle of the Zenith, i.e., the right ascension angle of the local Meridian at the time of observation. At any given time, the observatory covers an instantaneous field of view which is typically characterised by a maximal zenith angle, θ ≤ θ max . Over every sidereal day (which is about 4 minutes shorter than the average solar day) the observatory covers an integrated field of view. For a continuously operating ground detector located at geographic latitude Φ this integrated field of view is characterized by a declination band, δ min < δ < δ max , with δ min = max(−90
In the following, we will assume that the detector exposure E per solid angle and sidereal time t accumulated over many sidereal days can be expressed as a product of its angular-integrated exposure E per sidereal time (units of cm 2 sr) and relative acceptance A (units of sr −1 and normalised as dΩA(Ω) = 1):
This ansatz assumes that the relative acceptance of the detector does not strongly depend on sidereal time. This assumption is also implicit in cosmic ray background estimation by direct integration (Atkins et al. 2003) or time scrambling (Alexandreas et al. 1993) . Note, that this ansatz does not imply that the detector has a constant angular acceptance over the course of many sidereal days.
The observation in the local horizontal coordinate system is related to the cosmic ray flux in the celestial (or equatorial) coordinate system via a time-dependent transformation. We can define the unit vector n corresponding to the coordinates (α, δ) in the right-handed equatorial system as n = (cos α cos δ, sin α cos δ, sin δ) .
Similarly, the unit vector n corresponding to the coordinates (θ, ϕ) in the right-handed local system is n = (cos ϕ sin θ, − sin ϕ sin θ, cos θ) .
The two unit vectors are related via a time-dependent coordinate transformation n = R(t)n . For an experiment located at geographic latitude Φ and longitude Λ (measured east from Greenwich), the transformation is (8) where ω = ω solar + ω orbit with solar frequency ω sol = 2π/24h and Earth's orbital frequency ω orbit = 2π/1yr. The local sidereal time t is related to the sidereal time at Greenwich t by t = t + Λ/ω.
The expected number of cosmic rays at a sidereal time t from an azimuth angle ϕ and zenith angle θ can now be expressed as
where N (t) ≡ φ iso E(t) gives the expected rate of isotropic background events at sidereal time t. For a known local detector acceptance A(ϕ, θ) and background level N (t), the previous relation allows to reconstruct the relative cosmic ray intensity I and the cosmic ray anisotropy δI ≡ I − 1 via a statistical analysis. However, there is an important obstacle. In order to arrive at a sensitivity of cosmic ray anisotropy at the per-mille-level, the detector response has to be known at even better accuracy. This is difficult, if not impossible, to achieve via Monte-Carlo techniques.
Instead of assuming a local detector acceptance and exposure, we can attempt a model-independent reconstruction by a simultaneous fit of these quantities together with the cosmic ray relative intensity. This method will come at the price of a lower statistical sensitivity to the cosmic ray anisotropy, but it compensates for the systematic uncertainty of the detector data.
Unfortunately, there is an important limitation of this method. Note, that events recorded at a fixed position (ϕ, θ) in the local coordinate system can only probe the cosmic-ray flux along a constant declination δ(ϕ, θ), i.e., only variations of the flux with respect to right ascension α (t, ϕ, θ) as the sidereal time increases. Hence, the expectation values (9) are invariant under the simultaneous rescaling
where a(δ) is an arbitrary function of declination and the normalisation factors b and c are defined such that dΩA (Ω) = 1 and dΩδI (Ω) = 0 for the new values. In other words, the simultaneous reconstruction of the relative detector acceptance and isotropic background level does only allow to reconstruct the relative intensity up to an azimuthally symmetric scaling function.
A natural choice is that the anisotropy is normalised to dαδI(α, δ) = 0 for all declinations δ, consistent with the definition dΩδI(α, δ) = 0. This condition can also be formulated in terms of an expansion of the relative intensity into spherical harmonics, as pointed out by Iuppa & Di Sciascio (2013) . In general, the relative intensity can be decomposed as a sum over spherical harmonics Y m as
Our normalisation condition can then be expressed as the condition a 0 = 0 for all . This projection significantly reduces the reconstruction of the low-multipole components of the anisotropy.
Note that the true multipole moments a m are an (infinite) superposition of the pseudo multipole moments a m , which are defined as in Eq. (13), but for the product of the relative intensity with the window function w of the field of view. Provided that the window function is azimuthally symmetric, w(α, δ) w(δ), the true multipole moments a 0 are a linear superposition of pseudo multipole moments a 0 . In practice, we can hence use the normalisation condition a 0 = 0 for all to ensure a 0 = 0 for all . In terms of the binned relative intensity and window function this is equivalent to the condition dΩw(δ)Y 0 (π/2 − δ, α)δI(α, δ) = 0 for all .
MAXIMUM LIKELIHOOD METHOD
The number of cosmic rays expected from a solid angle ∆Ω i at the location (ϕ i , θ i ) and a sidereal time interval ∆t τ with central value t τ can be expressed as
Here, N τ ≡ ∆t τ N (t τ ) is the expected number of isotropic background events in sidereal time bin τ, A i ≡ ∆Ω i A(θ i , ϕ i ) the binned relative acceptance of the detector for angular element i, and I τi ≡ I(R(t τ )n (Ω i )) the relative intensity observed in the local horizontal system during time bin τ.
To simplify calculations in the following, we will assume that the solid angle bins in the local and celestial spheres are uniform, ∆Ω i = ∆Ω, and that the sidereal time intervals are of equal size, ∆t τ = ∆t. We follow the conventions of Ahlers et al. (2016) and use greek indices to indicate sidereal time bins, roman indices for bins in the local sky map, and fraktur indices for bins in the celestial sky map. Note that the relative intensity I a ≡ I(n(Ω a )) and the local acceptance A i ≡ ∆ΩA(n (Ω i )) are assumed to be constant in the celestial and local coordinate system, respectively, but can be transformed into another coordinate system by the time-dependent rotation (8). For instance, the quantity A τa ≡ ∆ΩA(R T (t τ )n(Ω a )) denotes the local detector acceptance for the solid angle Ω a on the celestial sphere for the sidereal time step τ.
Given the expectation values µ τi , the likelihood of observing a distribution of n τi cosmic ray events is given by the product of Poisson probabilities
This likelihood can be maximised to provide estimators of the relative acceptance function A i and the expected isotropic background count N τ . In the absence of anisotropy, I
(0) a = 1, the maximum of the likelihood (15) subject to the boundary condition ∑ i A i = 1 is given by
These estimators of the background rate and relative acceptance are analogous to the detector calibration methods used in time-scrambling (Alexandreas et al. 1993) or direct-integration (Atkins et al. 2003) . However, in the presence of anisotropies these first order estimators can receive sizeable corrections.
Allowing for the presence of anisotropy, we maximise the likelihood (15) simultaneously in I, N , and A. The maximum (I , N , A ) of the likelihood (15) must obey the implicit relations
together with the normalisation conditions ∑ a w a Y 0 a δI a = 0 and ∑ i A i = 1. Equations (18), (19), and (20) correspond to a nonlinear set of equations that cannot be solved in an explicit form. However, one can approach the best-fit solution iteratively by an algorithm introduced in Ahlers et al. (2016) and outlined in Appendix A.
In the case of limited statistics, which is typical for cosmic ray observations above the knee, the iterative method by Ahlers et al. (2016) needs to be adapted to increase the stability of the numerical reconstruction. The simplest way is by smoothing the event distribution n τi with a Gaussian beam with an appropriate angular size. This procedure will only affect the small-scale anisotropy that is present in the data, but undistinguishable from the noise introduced by Poisson fluctuations.
Instead of smoothing the original event map to account for the limited statistics in cosmic ray data above the ankle, it is also possible to adapt the maximumlikelihood method to account for a smoothing scale in the relative intensity. This can be done by an expansion of the anisotropy into spherical harmonics (13) that is truncated at a maximum moment max . We discuss the case of a general truncation scale max in Appendix B and concentrate hear on the dipole anisotropy, max = 1. In this case, it is convenient to work with the expansion
where x(α, δ) = cos α cos δ and y(α, δ) = sin α cos δ. These basis functions correspond to the projection of the unit vector n into the equatorial plane. The relation to spherical harmonics is x = √ 2π/3(Y 1−1 − Y 11 ) and 
Here, we again make use of the notation x τi ≡ x(R(t τ )n (Ω i )), etc. As before, the non-linear system of equations (19), (20), and (22) can only be solved via an iterative reconstruction method outlined in Appendix A.
Another advantage of the likelihood-based dipole reconstruction method is the simplicity of estimating the significance of the observation. The maximumlikelihood ratio between the best-fit dipole anisotropy and the null hypothesis, I = 1, defines the maximum-
According to Wilks (1938) , data following the null hypothesis has a distribution in λ that follows a twodimensional χ 2 -distribution. The p-value of the observed data, i.e., the probability of a false positive identification of the dipole anisotropy, is simply given by p = e −λ/2 . We can also use the maximum likelihood (15) to estimate the parameter uncertainties, σ x/y , of the dipole amplitudes d x/y . The derivation for the covariance matrix for general max is discussed in Appendix B. For the case of the dipole anisotropy it can be well approximated as
with an analogous equation for the uncertainty σ y of the second component d y . The first term of expression (24) is approximately N tot /2, where N tot is the total event number. This corresponds to the naive first order approximation √ 2/N tot of the uncertainty. However, the second term increases the error in the dipole reconstruction. It is accounting for the fact that the statistical power of the data is also used to separately determine the background rate. As we will see in the following, this will lead to a weaker significance of the Auger dipole reconstruction compared to the original analysis in Aab et al. (2017) .
ANALYSIS OF AUGER DATA
We will now apply the previously discussed methods to the Auger data at energies above 8 EeV. The Pierre Auger Observatory (Aab et al. 2015 Fig. 1 . The strong rise of the overall event rate during the first ∼ 1500 MJDs can be attributed to the growth of the detector while it was already taking data. This changing detector configuration can be compensated by the maximumlikelihood reconstruction as long as the relative acceptance (averaged over many sidereal days) remains independent of sidereal time. The data distribution over sidereal time is shown in the bottom panel of Fig. 1 .
The cosmic ray data covers a wide range of reconstructed zenith angles up to 80 • . The integrated field of view corresponds to a wide declination range of −90 • ≤ δ ≤ 44.8 • that provides excellent condition for the reconstruction of large-scale anisotropies. The Pierre Auger Collaboration uses two different reconstruction methods for data with zenith angles θ < 60 • and 60 • ≤ θ ≤ 80 • Aab et al. (2017) . After reconstruction of the zenith angles via Eq. (8) using the reported arrival time, right ascension angle α, and declination δ in the official data release, these two data sets are clearly visible in the local distribution of events. We also observe a small mutual tilt (∆θ 1 • ) of the corresponding event distributions. However, this has little effect on the following analysis due to the model-independent reconstruction of the detector response.
Large-Scale Anisotropy
We first apply the dipole reconstruction method discussed in Section 4. The iterative method (see Appendix A) converges after a few iterations and we terminate the reconstruction after ten steps. The two dipole orientations have the best-fit values d x = (−1.2 ± 1.3)% and d y = (5.0 ± 1.3)%, where the error indicate the 1σ statistical uncertainty. In terms of dipole amplitude in the equatorial plane we have A ⊥ = (5.3 ± 1.3)% and a right ascension angle of 103 • ± 15 • . The maximum likelihood value of the best-fit is λ 14.77 which translates into a p-value of 6.2 × 10 −4 or a significance of 3.4σ assuming the applicability of Wilks theorem Wilks (1938) . Assuming that the likelihood function in d x and d y follows a two-dimensional Gaussian distribution we arrive at a similar significance of 3.5σ.
In preparation of the small-scale anisotropy analysis in the following subsection, we also apply the full likelihood-based anisotropy reconstruction introduced by Ahlers et al. (2016) . To increase the stability of the iterative reconstruction we smooth the data with a Gaussian symmetric beam with full width half maximum of 4 • . Similar to the case of the dipole reconstruction, the iterative method converges after a few iteration and is terminated after ten steps. For comparison with the original result of Aab et al. (2017) we smooth the re-sulting anisotropy over a radius of 45 • . This is done by first rebinning expectation values and event numbers into sliding bins centred around a position Ω a in the equatorial coordinate system as,
. (27) where D a denotes the set of data bins within 45 • of the location Ω a . The isotropic background level is simply I bg = 1. With this definition we can define the smoothed anisotropy as
The top panel of Figure 2 shows the result of this smoothing procedure. The anisotropy is shown as a Mollweide projection in the equatorial coordinate system with excesses and deficits indicated by red and blue colours, respectively. The dashed line and star indicate the position of the Galactic plane and the centre. The anisotropy agrees qualitatively with the result of Aab et al. (2017) (their Fig. 2) . Note, however, that the likelihood-based reconstruction is not sensitive to the a 0 coefficients of the spherical harmonic expansion.
With the rebinned data and expectation values of Eqs. (25) we can also define a significance map as
This expression represents the statistical weight of the anisotropy I a − I bg a in each celestial (sliding) bin a. For sufficiently small smoothing scales, ( S a ) 2 can be interpreted as the bin-by-bin maximum-likelihood ratio of the hypothesis I a compared to the null hypothesis I bg a . Again, according to Wilks (1938) , the test statistic of data under the null hypothesis is following a onedimensional χ 2 -distribution and, in that case, S a corresponds to the significance in units of Gaussian σ. Note, however, that this is only the pre-trial significance that does accounts for trials factors. The post-trial p-value can be approximated as p post 1 − (1 − p pre ) N trial with effective number of trials N trial . We will approximate this trials factor in the following by the ratio
where ∆Ω FOV is the size of the observatory's timeintegrated field of view and ∆Ω bin the effective bin size according to the smoothing scale.
The lower panel of Figure 2 shows the smoothed pretrial significance for the 45 • smoothed anisotropy in the top panel. Here, we follow the convention to indicate the significance of deficits (blue regions in the top The grey-shaded band shows the median pseudo power spectrum and central 90% range of 1000 background simulations with no anisotropy, δI = 0. For the simulation of the background data we use the bestfit background rate N and relative detector acceptance A from the analysis of the actual data. The anisotropy of each background simulation is then reconstructed with the same iterative likelihood method. panel) by negative significance values. The black cross in both maps indicate the position with the highest statistical weight corresponding to a deficit with pre-trial significance of 4.86σ. We can estimate a trial factor of N trial 5.8 with corresponding post-trial significance of 4.5σ.
Small-Scale Anisotropy
We now turn to the question of the presence of smallscale anisotropy. Using the best-fit dipole anisotropy (21) from the previous section we can define a new background anisotropy as I bg = 1 + δI dipole and calculate the smoothed anisotropy and significance as in Eqs. (28) and (29). The smoothed residual anisotropy and corresponding significance maps are shown in Fig. 3 . We assume smaller smoothing scales of 15 • (left panels) and 30 • (right panels) compared to the large 45 • smoothing scale used in Fig. 2 . We can not find evidence for smallscale anisotropies in the residual anisotropy maps. The pre-trial significance shown in the lower panels stays below 3σ at any location in the equatorial coordinate system. The maximal pre-trial significance for the 15 • (30 • ) smoothing is 2.76σ (2.97σ) and corresponds to a local deficit indicated by a black cross. We can estimate a trial factor of N trial 50 (12.7) resulting in a post-trial significance of 1.1σ (2.1σ).
An alternative method to quantify the presence of small-scale anisotropies in the data is by the pseudo power spectrum defined as
where a m are the coefficients of the anisotropy expansion into spherical harmonics under the assumption of a full sky coverage. Note, that due to the reduced field of view (−90 • ≤ δ ≤ 44.8 • ) and the level of bin-bybin fluctuations the pseudo coefficients a m are different from the true coefficients a m . Nevertheless, we can use the pseudo power C as a test statistic to probe significant deviations from a background hypothesis. The pseudo power spectrum of the reconstructed anisotropy map for ≤ 10 (corresponding to angular scales larger than about 20 • ) is shown as the red data in Fig. 4 .
We can now compare the observed pseudo power spectrum to the distribution of power spectra generated by mock data following the null hypothesis, δI = 0. For a realistic detector description, we use the best-fit background rate N and relative detector acceptance A from the analysis of the actual data above 8 EeV, but generate the mock data following an isotropic distribution, I = 1. The resulting data is then analysed following the same iterative method (Appendix A) that we applied to the true data and the resulting best-fit anisotropy is analysed in terms of its pseudo power spectrum. The result of this background simulation is shown by the median power spectrum and central 90% range of 1000 mock data samples in Fig. 4 . As expected, the dipole anisotropy shows an excess with respect to the background level, but all other moments are consistent within background variations. In summary, there are no statistically significant small-scale anisotropies present in the cosmic ray data above 8 EeV.
CONCLUSION
We have analysed data from the Pierre Auger Observatory for the presence of anisotropies in the arrival directions of cosmic rays above 8 EeV. Our analysis is based on a maximum-likelihood method, that simultaneously fit the relative detector acceptance and cosmic ray background rate and that is therefore independent of a precise modelling of the detector. With our method we independently derive a cosmic ray dipole anisotropy in the equatorial plane with an amplitude A ⊥ = (5.3 ± 1.3)% and right ascension angle of 103 • ± 15 • , consistent with the official result of the Pierre Auger Collaboration.
The pre-trial significance of the dipole anisotropy is at the level of 3.4σ, which is much lower than the official result of 5.6σ (pre-trial). The reason for this difference is related to the fact that the analysis of the Pierre Auger Collaboration relies on a detector model with an estimated systematic uncertainty below the one-percent level. Our likelihood-based reconstruction is less sensitive, but not limited by detector systematics related to the relative detector acceptance and background rate.
Our reconstruction method also allows to study the presence of medium-and small-scale anisotropies in the data. We have analysed the residual relative intensity of cosmic ray arrival directions after subtraction of the best-fit dipole anisotropy. No statistically significant medium-scale anisotropies larger than a smoothing radius of 15 • or 30 • are visible in the data. We have also analysed the presence of medium-and small-scale anisotropies by comparing the pseudo power spectrum of the Auger anisotropy with simulated background maps. Also in this case we can not identify statistically significant anisotropies other than a dipole.
The analysis method discussed in this paper is wellsuited for the future study of cosmic ray anisotropies below the ankle, where surface detectors are not fully efficient. Previously, the Pierre Auger Collaboration has analysed the large-scale anisotropy in their lowenergy data with the "East-West method" (Bonino et al. 2011; Abreu et al. 2011 ). This method also allows to compensate for systematic uncertainties of the detector. However, this out-dated analysis technique projects the cosmic-ray anisotropy into right-ascension bins and is therefore not capable of a faithful twodimensional anisotropy reconstruction, as provided by the maximum-likelihood technique. (ii) Evaluate I (n+1) by inserting (I (n) , N (n) , A (n) ) into the right-hand side of Eq. (18).
(iii) Remove the m = 0 (pseudo) multipole moments of δI (n+1) , i.e., in the equatorial coordinate system
into the right-hand side of Eq. (19).
(v) Evaluate A (n+1) by inserting (I (n+1) , N (n+1) , A (n) ) into the right-hand side of Eq. (20).
(vii) Repeat from step (ii) until the solution has sufficient convergence, i.e., the ratio of consecutive likelihoods (15) has ∆χ 2 2 ln(L (n+1) /L (n) ) 1.
The local and celestial sky is binned following the HEALPix parametrisation of the unit sphere (Gorski et al. 2005) .
The stability of the iterative reconstruction method for limited data can be improved by smoothing the local event distribution in each sidereal time bin before the start of the reconstruction. In the case of the Auger analysis above 8 EeV we chose a Gaussian symmetric beam with full width half maximum of 4 • . Alternatively, one can reconstruct the anisotropy using the ansatz
where max corresponds to the truncation scale that can be adjusted to a suitable value. With this ansatz, step (iii) in the iterative method is automatically implied. Under the condition of small anisotropies, δI 1, we can solve the best-fit expansion coefficients a m with m = 0 in terms of N and A by the following matrix equation
Here, we again use the abbreviation Y m τi ≡ Y m (R(t τ )n (Ω i )) and ω a ≡ ∑ τ n τa /N tot . This expression (A2) determines the new anisotropy in step (ii) of the iterative methods.
Expression (A2) has a familiar form. The term in parentheses on the right-hand side of this equation is the anisotropy δI a (cf. Eq. (18)) in the limit δI 1. The right-hand side is then simply the pseudo-coefficient a m of the anisotropy in the equatorial coordinate system with a weight function ω a . The matrix in parentheses on the left-hand side of Eq. (A2) relates this pseudocoefficient a m to the true coefficients a m . In the analyses of the cosmic microwave background, this expression is known as the coupling matrix K m m for the weight function ω a (see, e.g., Efstathiou (2004) 
where we introduced the parameter vector 1 x = {a m , A i , N τ }. We will first concentrate on matrix elements involving a m . The diagonal elements are given by 
where we use the abbreviation I m τi ≡ a m Y m (R(t τ )n (Ω i )).
The off-diagonal elements are of the form
The a m -N τ element (B3) corresponds to an integral of the anisotropy I m observed at a local sidereal time step τ over the local field of view weighted by the detector acceptance A . Due to the partial sky coverage, this matrix element is expected to have a sizeable contribution. On the other hand, the a m -A i element (B4) corresponds to an integral of the anisotropy I m observed at a fixed local position i over local sidereal time and weighted by the background rate N . For m = 0 spherical harmonics and near-uniform background rates, this matrix element is not expected to have a large contribution. As a consequence, we will evaluate the covariance matrix for the reduced parameter set x = {a m , N τ }. The remaining matrix element is simply
After integration of the likelihood over the uncertainty of the background rate N τ we can write the marginalised covariance matrix V of the {a m } parameters as In the case of the dipole anisotropy reconstruction ( max = 1), this matrix is approximately diagonal and we can write the uncertainty of the dipole components d x/y as in Eq. (24).
In order to validate the dipole reconstruction method and corresponding parameter estimation we simulate 1000 mock data samples based on a pure dipole anisotropy with d true x = 0 and d true y = 5%. For each simulation we use the same best-fit background rate N and relative acceptance A from the full anisotropy construction of the Pierre Auger data. We then use the iterative method outlined in appendix A to reconstructed the dipole components d x and d y . Each simulation arrives at a statistical uncertainty of the components with σ x σ y 1.35%. Figure 5 shows the distribution of reconstructed dipole coefficients in comparison to Gaussian distributions centred on d true x/y with a width of 1.35%. The mock data follows the predicted distributions well.
