Scalability to large number of processes is one of the weaknesses of current MPI implementations. Standard implementations are able to scale to hundreds of nodes, but not beyond. The main problem in these implementations is that they assume some resources (for both data and control-data) will always be available to receive/process unexpected messages. As we will show, this is not always true, especially in short-memory machines like the BG/L that has 64K nodes but each node only has 512Mbytes of memory.
INTRODUCTION
The MPI (Message Passing Interface) [26] specification is a highly popular programming model for today's parallel machines ranging from commodity clusters to expensive supercomputers. MPI applications are divided into different tasks that communicate by sending and receiving messages among them.
Many implementations have been developed [16] [31] , but memory management has been designed for hundreds of processors, and assumptions about resource availability are made that are no longer true for thousands of nodes.
In MPI programing model, the receiver process explicitly demands to receive a message (posting i.e. a MPI Recv call). The point is that arriving messages need to match with posted receives. Therefore, when a new message arrives before the receive call has been posted (here and after unexpected message), some information needs to be stored somewhere to allow the matching (here and after control-data). Once the matching has been done, the space for control-data can be freed, but if a process receives lots of unexpected messages, even if only control-data is kept, the memory Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. needed increases with the number of messages, which at its turn increases with the number of nodes.
Most current MPI implementations, assume to have enough memory to allocate control-data dynamically. However current MPPs trend to have short memory per node and large number of nodes, which makes memory a limitation, and control-data a problem that most current MPI implementations do not face.
A different problem comes together with control-data problem: When a message is unexpected, the message itself, the user's data, may be stored somewhere. This messages may also flood receiver's memory.
User's data problem has been faced before, although not always has a scalable solution been provided.
Finally, to test a real system where MPI has the above-mentioned scalability problems, let us use BGL supercomputer [30] . It provides a simple, flat, fixed-size 512Mb address space, with no paging, which limits the memory resources. This limitation requires a better control of the memory management, not only for data but also for control-data.
Although our work has been focused on BGL machine, page fault management is very expensive in terms of performance and supercomputers tend to disable the virtual memory mechanism, [7] [25] [5] , therefore our solution may be applied to future designs. Moreover, some of our proposed solutions may be reused in designs sharing similar issues in other large scale MPPs or architectures based on embedded processors.
The goal of this paper is to describe the mechanism we have used to solve the above-mentioned problems and thus make MPI scalable to thousands of nodes, by providing MPI with a memory management protocol that will control both data and control-data memory management, without any overhead.
RELATED WORK
In MPI designs there is always a trade-off between performance and scalability, and memory management is a key issue because it affects both. This paper is focused on MPI memory management, dealing with memory shortage in two different scenarios: control-data and data.
For every message arrival, control-data needs to be saved in order to manage the message. When memory is short thousands of control-data messages can flood the receiver's memory. Another memory management issue to be aware of relies in the user's data: In most current implementations, preference is given to the performance and control messages are avoided, so a message may be sent without receiver's permission and it is not guaranteed that the receiver will have enough memory to keep this message. Next paragraphs analyze both aspects of some MPI implementations.
Some contributions have taken the approach of statically allocate memory space to guarantee message arrival, this is the case for AIX [9] , it allocates space for user's data but not for control-data. Also Fast messages in its credit-based control flow algorithm [29] preallocates space for both data and control-data for every other process in the system. PortalsMPI [28] pre-allocates space for control-data, while data is dropped if no memory is available. We should note though, that memory pre-allocation has the drawback that it does not scale well, just imagine if we decide to allocate 10Kb buffer per process in a 65536 node machine like BGL, each process would need to allocate 650Mb of memory, while BGL has 512Mb of available memory per node. If we reduce the memory allocated, and use it only for control-data, it is always a limitation that turns to be too restrictive in practice, especially as applications scale beyond a thousand processes.
The next logical step is to allocate the memory dynamically. Portals 3.1 softens the problem with control-data reception by allocating memory for control-data dynamically and the number of outstanding unexpected messages becomes dependent on memory space rather than count, not having enough memory to allocate control-data is not considered, (probably because to our knowledge it has scaled up to 1792 nodes), but memory is short in MPPs, and it turns to the problem we face on this paper for BG/L.
Regarding dynamic memory allocation for user's data three main directions have been taken. An on-demand credit management was explored for use in Fast Messages making the previous credit-based control flow mechanism more scalable [4] . The idea is distribute available credits on on-demand basis so it does not depend on the number of processors and each process receives credit according to its communication needs. Another direction uses prediction to achieve the same goal, buffers are dynamically allocated according to the predicted communication pattern of the application, and effort was put to analyze those communication patterns concluding MPI patterns being highly predictable [8] [11] [1] .
Finally, most MPI implementations running on supercomputers use a rendezvous-based protocol [10] [19] [20] [27] . In this mechanism, also called 3-handshake protocol, the sender asks permission to send the message and waits for confirmation, which guarantees data message arrival. Although all three directions are very interesting, they are only partially valid to our scenario since they all assume that control-data is able to be received at the other end, hence many changes would have to be done to cover control messages resulting in a completely new solution.
Facing both, control-data and data memory issues, we should mention the work from Myricom [31] in both MPICH-GM and MPICH-MX, and a contribution from Ohio State University [23] . MPICH-GM holds up to 256 eager messages, and both data and control-data messages are dropped afterward, to be resent after a timeout. Basically, the problem moves from a memory issue to network congestion. In MPICH-MX, if memory is short, sender is stalled, messages are copied in a buffer and a different thread will send them. Memory shortage has to be detected in advance to be able to apply this solution, so a threshold is defined. About the contribution from Ohio, a memory management protocol ("control flow") with dynamic pre-allocation of buffers is implemented. However, the solution has some weaknesses: it is not scalable because buffers are never freed and keep increasing resulting in a waste of memory (the authors are aware of it). Moreover, as far as we understand the paper explanations, it seems that the solution may have problems concerning the reception order of messages, it may violate MPI semantics (see section 4.3). And finally, all three approaches are adding overhead even when there are no memory problems.
To sum up, memory management for unexpected user's data has been updated to the current trend in some implementations running in supercomputers. However in all proposed solutions, rather some space is allocated a priori, which may waste critical memory resources or may be too restrictive, or memory is allocated on demand during program execution, which may scarify the robustness and reliability of the system. Only MPICH-MX solves both problems (data and control-data), the advantage of our solution is that while a threshold is defined in MPICH-MX, our threshold is dynamic and it depends on the available memory and the application needs.
FRAMEWORK
In order to clearly understand the proposed solutions, we must first see the complete framework where we work. First we will present an overview of the machine Blue Gene Light, that will show the most important characteristics for our proposal. Then a quick overview of the design of MPI over the BGL machine and finally some relevant comments related to scalability and memory management.
BGL
In November 2001 IBM announced a partnership with Lawrence Livermore National Laboratory to build the Blue Gene/L supercomputer [6] , a 65,536-node machine designed around embedded Power-PC processors. Through the use of system-on-a-chip integration coupled with a highly scalable cellular architecture, Blue Gene/L delivers 360 Tflops of peak computing power. Blue Gene/L represents a new level of scalability for parallel systems.
Hardware overview
The low power characteristics of BG/L permit a very dense packaging as shown in Figure 1 . Two chips share a compute card that also contains SDRAM-DDR memory. Each node carries 512 MBytes of DDR memory.
Sixteen compute cards can be plugged in a node board. A cabinet with two midplanes contains 32 node boards for a total of 2048 CPUs. The complete system has 64 cabinets and 16 TB of memory. In addition to the 64K compute nodes, BG/L contains a number of I/O nodes (1024 in the current design). Compute nodes and I/O nodes are physically identical. The compute nodes of BlueGene/L are organized into a partitionable 64 x 32 x 32 three-dimensional torus network. Each compute node contains six bi-directional torus links for direct connection with nearest neighbors. The network hardware guarantees reliable and deadlock-free, but unordered, delivery of variable length (up to 512 bytes) packets, using a minimal adaptive routing algorithm. The I/O nodes are not connected to the torus network.
System software overview
The system software for Blue Gene/L [12] is a combination of standard and custom solutions. The I/O nodes execute a version of the Linux kernel for embedded processors and are the primary offload engine for most system services. No user code directly executes on the I/O nodes. Compute nodes execute a single user, single process minimalist custom kernel, and are dedicated to efficiently run user applications.
The control software running on compute nodes, it is a minimalist POSIX compliant compute node kernel (CNK) which provides a simple, flat, fixed-size address space with no paging. The kernel and application program share the same address space, with the kernel residing in protected memory. The kernel protects itself from the application by appropriately programming the PowerPC MMU. 
MPI on BG/L
The Blue Gene/L communication software architecture [13] is divided into three layers. The torus/tree packet layer is a thin layer of software designed to abstract and simplify access to hardware by means of three main functions: initialization, packet send and packet receive.
The message layer is an active message system [33] , built on top of the packet layer, that allows the transmission of arbitrary buffers among compute nodes.
The third component of the MPI software stack is MPICH2, an interface of MPI developed at Argonne National Laboratory. A well known issue in the design of communication protocols is choosing at which level the different protocol functionalities are best implemented; in particular, the memory management mechanism has been the focus of considerable attention in previous projects ( AM [33] , U-Net [32] , xKernel [22] , [34] , FM [29] )
Because most of the needed information is in the abstract device implementation layer of the MPICH2 library (denoted bgltorus in Figure 2 ), the mechanism has been implemented in this layer, and only slight modifications have been done in the message layer. The design of the message layer was influenced by specific BlueGene/L hardware features, such as network reliability, packetization and alignment restrictions, out-of-order arrival of torus packets, and the existence of non-coherent processors in a chip. Together with these hardware features, there is the requirement for a low overhead scalable solution.
Memory management: preliminaries
Scaling issues and virtual connections: In MPICH2, point to point communication is executed over virtual connections between pairs of nodes. A factor limiting scalability is the amount of memory needed by an MPI process to maintain state for each virtual connection. The current design of the message layer uses only about 50 bytes of data for every virtual connection for the torus coordinates of the peer, pointer sets for the send and receive queues, and state information. Even so, 65,536 virtual connections add up to 3 MBytes of main memory per node, not more than 1% of the available total (512 MBytes), just to maintain the connection table.
Communication protocol in the message layer: The protocol design is crucial because it is influenced by virtually every aspect of the BlueGene/L system: the reliability and out of order nature of the network, scalability issues, and latency and bandwidth requirements.
For every message, the transmitted information consists of a message envelope, containing control-data, and the data. The envelope is relatively small, and is delivered to the destination immediately. The data may or may not be delivered at once. As you can see in figure 3 , BlueGene/L message layer offers three possibilities: eager, short or rendezvous protocols.
Because of the reliable nature of the network no acknowledgments are needed. A simple "fire and forget" eager protocol is a viable proposition. Any packet out the send FIFO can be considered safely received by the other end. A special case of the eager protocol is represented by single-packet messages, which should be handled with a minimum of overhead to achieve good latency.
The message protocol is also influenced by out-of-order arrival of packets. The first packet of any message contains information not repeated in other packets, such as the message length and MPI matching information. If this packet is delayed on the network, the receiver is unable to handle the subsequent packets, and has to allocate temporary buffers or discard the packets, with obvious undesirable consequences. This problem gets solved if the first packet is always acknowledged (i.e. in the rendezvous protocol) and next packets can be dynamically routed.
Memory usage issues:
In the BlueGene/L MPI library no preallocation of memory is done, so unexpected messages, have to be received into a temporary buffer (called the unexpected message buffer) created dynamically. This is true for both eager and rendezvous protocols. Simultaneous unexpected messages from thousands of nodes can flood the receiver memory.
Moreover, there is another problem: even if the size of theses messages is 0 bytes, or the body of the message is not sent, they would consume some memory space because control-data, which is delivered immediately into the message envelope, needs to be saved until it matches a posted receive.
The outstanding control-data messages we need to support at any time increases with the number of processors, regardless of the size of the message, as memory is short, the control-data alone can flood the receiver memory.
The problem of simultaneous unexpected data messages has been faced before [29] [4][24] [3] . We need to solve this problem as well, the more suitable approach was selected to be implemented as a base for our memory management protocol. A credit-based flow control scheme was considered [4] [24] . It would allow the receiver to control incoming traffic, overcoming eager protocol's main limitation and avoiding the 3-handshake protocol which usually increases latency. On the other side, an acknowledgment-based scheme of control flow [27] [10] is more simple to implement with dynamic routing of data packets since it does not have to deal with the outof-order arrival of packets. Therefore, an acknowledgment-based scheme of flow control was chosen for our memory management mechanism.
THE PROPOSED MEMORY MANAGE-MENT ALGORITHM
At this point we have shown that the performance and scalability of an MPI implementation may depend on the memory management techniques used by the library. Naive implementations of the MPI standard require more and more memory as the number of processors increases.
Our approach allows the MPI library to reside in a fixed amount of memory. We use a variant of the rendezvous protocol to implement memory control. The implementation must not degrade performance (e.g. by increasing latency) in the common case when memory is plentiful.
We start out with a short description of a simple rendezvous protocol that we used as the base case for our optimized implementation, this will solve the problem of user's data, and then modify it to control memory usage for control-data, which is the main contribution of our work.
High level overview of algorithm
The algorithm relies on an Request To Send, or RTS, packet to ask for permission to send a data message. Upon the arrival of an RTS packet the receiver is faced with one of multiple situations. A naive implementation of MPI reacts as follows:
• If a receive call matching control-data carried by the RTS already exists in the posted request queue, no extra memory is needed because the message will be received into the user buffer of the posted request. The receiver replies with a Clear To Send packet (CTS), permitting the sender to proceed with data packets.
• If the matching receive call has not been posted, but the receiver has plenty of memory, an MPI request and a message buffer are allocated in the unexpected request queue, to be matched against a future posting. A CTS packet is sent to the sender. Data is accumulated in the unexpected buffer.
• If the matching receive has not been posted and the receiver is short on memory, MPI aborts execution and prints a message about insufficient memory.
The matching algorithm described above is insufficient because (a) it uses heap memory for unexpected messages and (b) aborts as soon as it runs out of the heap.
Our optimized algorithm leaves the system's behavior unchanged in situations where memory is plentiful, but deals with low memory situations differently. Our aim is for MPI to make progress in these situations, avoiding deadlock or livelock while respecting MPI ordering semantics. We make use of the fact that MPI ordering semantics requires message matching to be in the order in which messages were sent but does not require message delivery to be in the same order.
Not enough memory: The first case we consider is when the matching receive has not been posted at the receiver and there is not enough memory to allocate an unexpected buffer, but there is enough memory to allocate an MPI request in the unexpected message queue. In other words, memory at the receiver is enough to perform the message matching but not enough to hold the actual message. The receiver does not allocate buffer memory and puts message delivery from the sender on hold.
The sender has to hold on to send data until a CTS packet arrives from the receiver. However, since message matching has been performed normally and in order, the sender is free to attempt to send subsequent messages to the receiver. Even though these later messages may actually complete sooner than the original refused message, this is not a violation of MPI semantics -after all message matching has been performed in order.
The message put on hold by the receiver will be delivered when the matching MPI receive is finally posted (which in a correct MPI program is bound to happen before the program ends).
Very little memory:
The second case is more complex. Here is the novelty of our work. It occurs when the incoming message finds no matching receive, and the receiver is so short on memory that it cannot post the MPI request in the unexpected queue.
In this situation the receiver cannot perform the matching. It sends a No Clear To Send Packet (NCTS) and drops the message. The sender saves the message order by holding the message in the pending send queue. The sender is now responsible for keeping the order of the messages it is trying to send, and to retry them in order when prompted by the receiver. In effect we are extending the receiver's unexpected queue to the senders.
Data structures
Before we proceed to describe the algorithm implementation we need to introduce the data structures in our algorithm. The well known MPI message matching algorithm provides two request queues, one for messages posted by the receiver that have not yet arrived, and another queue for messages that were unexpected at the receiver but have arrived anyway.
Our algorithm is designed to cope with low memory situations at the receiving end. The intuitive idea is to extend the posted and unexpected queues to the senders in order to relieve the receiver from the burden of maintaining them in a low memory situation.
Thus we introduce an ordered pending send queue at every sender. Any MPI messages intended to be sent is first inserted into the pending send queue and is only removed when accepted into the receiver's own posted or unexpected queue.
The failed match bit array is an O(n) array of bits (where n is the number of nodes in the MPI job). The bit corresponding to a process is set if message matching failed due to memory shortage at the destination.
The age array is another O(n) array that is used to count the number of pending send queue restarts that have happened so far to a particular process. Every time the receiver recovers from a very low memory situation, communication is restarted with a different age to disambiguate message ordering.
Emergency memory is used by the receiver to communicate to the senders of pending messages when memory is low O(1).
Detailed description
In this section we describe the algorithm in detail by following the path of a point-to-point message in our MPI protocol.
The message originates as an MPI request object at the sender, where it is enqueued into the pending send queue. Negotiation starts when an RTS (Request To Send) packet is sent from the sender to the receiver. The RTS packet carries control-data with the current age value of the sender. Upon arrival to the receiver a match against the posted queue is attempted. Multiple possibilities arise depending on the result of the match, available memory at the receiver and age discrepancy between sender and receiver.
Successful message match: Figures 4 and 5 describe the relatively simple case when the incoming message at the receiver is either matched in the posted queue or else there is enough memory to hold the incoming message until it is posted (in which case it gets inserted into the unexpected queue). The age value carried by the RTSpacket must match the receiver's current age. Both these situations cause the receiver to reply with a CTS (Clear To Send) packet carrying the address of the (found or allocated) message buffer.
At the sender's site the MPI Request object is removed from the top of the pending send queue. This marks the end of the negotiation phase for this message. The sender proceeds to send the message data to the receiver in the usual way.
Age mismatch: Age mismatch means that memory conditions have changed since the message was sent, and so the message may be received out of order because previous messages may have been rejected. The protocol deals with this situation as follows: if the age value carried by the RTS packet does not match (figure 6), the receiver replies with a NCTS (Not Clear To Send) packet. At the sender this will cause the send request to stay in the pending send queue.
However, even in case of an age mismatch the receiver still checks the RTS packet against the posted queue. If there is a match (Figure 7) , the receiver sends off a resendAll packet as well. The sender copies the age value from the packet and re-sends all the messages currently in the pending send queue, in the correct order, with the new age value.
Receiver low on memory: Figure 8 shows the situation where the age matches and the receiver has enough memory to create a matching record in the unexpected queue, but not enough memory to hold the incoming message buffer. This causes the receiver to create an entry in the unexpected queue, using some memory from the heap. A NCTSD (Not Clear To Send Data) reply packet is sent back to the sender.
Upon receipt of a NCTSD packet the sender is allowed to remove the send request from the pending send queue (reader should notice that it differs from NCTS on this point). The sender is not allowed to send the actual data because there is no assigned buffer for it at the other side. However, since a record of the attempted match now exists at the receiver the sender is free to send other MPI send requests to the receiver. Receiver very low on memory: Figure 9 displays the case where the receiver does not have enough memory to allocate a record of the missed match in the unexpected queue. The sender has queued the request into the pending queue before sending off the RTS. The receiver has to resort to emergency memory to send a NCTS reply. The receiver also sets the match failed bit for the sender.
The NCTS packet causes the sender to keep the current message in the pending send queue. This is a remedial action for making a record in the receiver's unexpected queue (the local pending send queue becomes an extension of the receiver's unexpected queue).
To allow the pending send queue to drain, one of two things has to happen at the receiver: either a new MPI request arrives into the posted queue or heap memory is freed through the free() library call (Figure 10 ). When either of these events happens, the senders have to be notified (by means of a resendAll packet) to re-try their message queues. The resendAll packet also carries a new age value to the senders. This ensures that stale data from the senders carrying the old age value will not be matched by the receiver, preserving MPI ordering semantics.
In order to ensure that the pending send queues are restarted when memory frees up in the receiver, our implementation intercepts calls to the standard free() library function, age is updated and resendAll message is sent.
Restarting the senders' pending send queues may require further use of the emergency memory by the receiver; in the situation where memory is very low but an MPI Recv request is posted at the receiver communication has to restart without any additional memory resources. In this situation the resendAll packet is sent Emergency memory is not needed when communication is restarted because memory has been freed. If not enough memory has been freed to allow the sending of a resendAll packet it is likely not worth restarting communication.
Reacting to a resendAll: The sender starts sending all messages in the pending send queue whenever a resendAll packet arrives. The sender has to stop sending RTS packets when it reaches a send request that has not received an answer from the receiver yet. Valid answers are CTS, NCTS and NCTSD. If CTS or NCTS is received the message is de-queued and thus it will not be resent. The sender is forbidden from sending an RTS packet for any message in the queue that has not been replied to yet, because that would potentially violate MPI ordering semantics.
Deadlock issues
In this section we discuss how our improved algorithm differs from naive MPI message matching in terms of hanging behavior and deadlocks. Progress in an MPI program stops when the sender attempts to send a message but the receiver ignores or drops the data. This can happen in a number of situations.
• On BlueGene/L, messages cannot be lost during network transport because the network is reliable and guarantees the arrival of each packet.
• A situation in which a node stops draining the network can occur if an incorrect MPI program stops calling MPI routines. A BlueGene node will never stop draining incoming • Incorrect MPI programs can cause communication to be stalled permanently by not posting a matching receive for each sent message. Our algorithm ensures that deadlock does not occur if the program we are executing is correct. Although communication can temporarily stall because of lack of resources, a matching receive for every send will eventually be posted, causing communication to be restarted and the pending send queues to be systematically emptied. Therefore, deadlock due to insufficient memory resources in an MPI process cannot occur in a correct program. As long as receives are posted sender/receive stalls will be dissolved and communication will get restarted.
We want to point that according to MPI specification [26] a correct MPI application should not rely in the underlaying implementation for its correctness, therefore using a acknowledgebased protocol for sending all messages does not change MPI semantics.
However, we have to note that while incorrect MPI programs would cause the regular MPI implementation to overflow at the receiver and to abort execution, the advanced message matching algorithm may cause MPI to hang. We believe that this slightly increased risk of deadlock is worth taking in order to further scalability.
• Livelock (i.e. churning without making progress) is impossible in our optimized algorithm for similar reasons. In a situation where message matching fails due to lack of memory, and the receiver subsequently posts a new Receive request, the algorithm ensures that the pending sends from each sender will attempt to match the just posted receive. This is enough to ensure progress, because in a correct program the matching receive request will be posted.
EVALUATION
The evaluation of the memory management protocol, will be done in two steps. First, we want to evaluate, how the mechanism works in an extreme situation, meaning an application that would not finish properly (crash, error) without the memory management mechanism. In order to do this testing we implement a microbenchmark. Afterwards the mechanism will be tested under normal conditions. The NAS benchmarks will be used on this step because they do not show memory problems and we could measure the overhead added in the situation where the memory management protocol is not needed.
The NAS benchmarks are not usable to test the extreme case, because they are well balanced, meaning that the communication pattern is symmetric, so if a process is not able to receive it will not be able to send neither.
The killer microbenchmark
We will use a microbenchmark that recreates memory shortage conditions to prove the reliability of our mechanism and its behavior under this conditions.
The application used, figure 11 , runs with n processors and all processors send a number of messages m, to the process number 0, this process is receiving the messages in the reverse order they have been sent. As a result, most of the messages either have to be received as unexpected messages or they have to wait for the matching MPI recv to be posted.
Memory shortage condition is recreated by reducing the memory available. Figure 12 , shows the overhead for different amounts of available memory (250Kb, which is the minimum amount of memory the application needs to run, 300Kb, 22Mb, 74Mb), the situation without memory problems, with all memory available, was taken as a baseline. The application execution time was measured for different message sizes (1024, 10240, 102400), different number of messages (3 and 5) and different number of processors (16, We obtained a mesh of points and we can see that different overheads are not really related to the amount of memory available. Actually, once the memory management algorithm gets activated, factors such as restarts per message, message size, unexpected messages, etc affect the performance significantly and even in cases with very little memory available, a wide range of different overhead values is observed.
Nevertheless, the main conclusion is that the overhead is never more than twice the execution time without memory problems, which is not a hight price to pay to make your application run without problems.
We would like to point out that our killer microbenchmark does not work neither in the standard MPI implementation running on BG/L nor in MPICH-MX. The implementation on BG/L and its problems have been deeply discused. About MPICH-MX, sender process is stoped when a memory problem occurs, hopping that receiver will free some memory but it may happen that, like in our benchmark, memory is not freed until it resolves the first receive and some memory needs to be allocated in the receiver process for that. A deadlock situation is reached, therefore the application hangs.
Moreover, this result is specially significant because the application is message bound and no computation is done. If it had more computation, the effect of the message overhead would be even smaller.
NAS benchmarks
In order to evaluate the overhead in applications without memory problems, the NAS-MPI benchmark suite was used. We use class B problem size of the NAS Bt, Cg, Ft, Ep, Mg, Lu, and Sp benchmarks [2] . Figure 13 shows the execution of each benchmark, with 16, 32, 64 and 128 processors. First column is the default MPICH solution, the messages are sent using different protocols (short, ea- ger or rendezvous) depending on the message size. The second column shows the execution of each benchmark sending all messages using the rendezvous protocol regardless of the message size. And the third execution is our memory management protocol, where all messages are also sent using the rendezvous protocol but with the memory management mechanism.
As it is shown in figure 13 , most of the times there is no overhead, this is the case for Bt, Ep and Sp benchmarks, where the proposed solution is as performant as the default solution, we also notice that for these benchmarks the execution sending all messages using the rendezvous protocol has good performance as well. Regarding the rest of the benchmarks, Cg, Ft, Lu and Mg, figure 13 , we notice an overhead of 1% in the worst case, we realize that most of the overhead is due to the use of the rendezvous protocol. And another good news is that this slight overhead is decreasing with the number of processes, we observe it in Ft, and Mg benchmarks.
CONCLUSIONS
We have shown the necessity of controlling the correct arrival of any message, containing either data or control-data, for current trend MPP machines like BG/L.
We have proposed a memory management protocol for BG/L overwhelming the limitation of short-memory MPPs in order to gain scalability. Our solution allows MPI to support as outstanding unexpected messages as memory is available not only in the receiver node but also in all senders. And we have shown that this mechanism works, without any overhead under normal conditions (no memory problems) and within less than twice the execution time, for an application that would crash without the proposed memory management protocol.
FUTURE WORK
In this paper we have focused, for the sake of clarity, on the problems that appear due to memory shortage and how to react when the system reaches a state were no memory is available. We have not tackled issues such as network saturation that could also produce problems in the advance of the application. Although they could be handled in a improved version of our algorithm, we preferred to leave it as separate work because it is not a problem of memory shortage. Network saturation can appear even when memory is available. Nevertheless, we plan to upgrade our algorithm to handle this situation in the future, although we have not detected the problem in any of our experiments.
