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Hopf Algebras and the Penrose Polynomial
IRASEMA SARMIENTO
Let λ be a positive integer and let G be a plane graph. Let P(G, λ) be the Penrose polynomial of
G. We will present an interpretation of P(G,−λ) in terms of colourings of G. In order to prove our
main theorem we construct a Hopf algebra A of graphs and a homomorphism of Hopf algebras 9
from A onto a Hopf algebra of polynomials in one indeterminate. If G is a plane graph, then 9(G)
coincides with the Penrose polynomial of G.
c© 2001 Academic Press
1. INTRODUCTION
The now called Penrose polynomial has its origins in the work of Penrose on graph colour-
ings [10]. It is strongly related to the Four-Colour Theorem (4-CT for short). The 4-CT states
that the regions of a plane graph can always be coloured with four colours such that adjacent
regions receive different colours ([3, 11]). It is well known that it is enough to verify the 4-CT
for 3-regular plane graphs, and that in this case the number of 3-edge colourings equals the
number of 4-region colourings with the outer region coloured 0 ([1]). In [10] Penrose proved
that for a 3-regular connected plane graph
number of 3-edge colourings =
{
P(G, 3)
(− 14 )
|V |
2 P(G,−2).
An interpretation of P(G, λ) for any positive integer λ is known (see e.g., [8]). We are
interested on finding an interpretation for the valuation of the Penrose polynomial on negative
values of its indeterminate. Hopf algebras provide a very useful machinery for the treatment
of this sort of problem. The antipode is particularly important. In the Hopf algebra C[x] of
polynomials in one indeterminate the antipode of a polynomial p(x) is equal to p(−x). A
homomorphism9 of Hopf algebras from a Hopf algebraA toC[x] satisfies that S◦9 = 9◦S.
Therefore, for every G in A, we have that 9(G,−x) = 9(S(G), x). We are interested in the
case whenA is a Hopf algebra of graphs and for every plane graph G the Penrose polynomial
of G is equal to 9(G).
A similar problem was treated by Stanley in [15]. Let χ(G, x) be the chromatic polynomial
of a plane graph G and let λ be any positive integer. Stanley obtained an interpretation of
χ(G,−λ) in terms of acyclic orientations of G. In particular he proved that, for a graph G
with |V (G)| vertices, the number of acyclic orientations of G is equal to (−1)|V (G)|χ(G,−1).
He defined a polynomial χ¯(G, x) and proved that χ(G,−x) = χ¯(G, x).
The idea of using Hopf algebras to treat combinatorial problems is due to Joni and Rota ([9]).
Some other authors have used Hopf algebraic machinery to solve problems in graph theory
([6, 12–14]).
In Section 3 we construct a Hopf algebra A of graphs. In Section 4 we define a map 9
from A to a Hopf algebra of polynomials in one indeterminate. In Theorem 4.3 we prove that
the above mentioned map is a homomorphism of Hopf algebras. The recursive definition of
the antipode in A is fundamental for the proof of Theorem 4.3. When G is a plane graph
9(G) coincides with the Penrose polynomial of G. Our main result is Theorem 5.2. It pro-
vides an interpretation of the valuation of the Penrose polynomial on negative values of its
indeterminate. Section 5 is devoted to the proof of Theorem 5.2.
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Black White Crossing
FIGURE 1. The transitions at a vertex of a 4-regular plane graph.
When it is necessary we use subindices to distinguish operations in distinct algebraic struc-
tures. To denote the set of edges of a graph G we use E(G) or simply E . The various defini-
tions of sign (Sections 3.2, 3.3 and 5) depend strongly on the set that is used as a reference.
When no such set is indicated the signs are considered with respect to E .
2. THE PENROSE POLYNOMIAL
There are three equivalent ways of defining the Penrose polynomial of a plane graph. For a
geometric or an algebraic definition see [7] and [2]. The Penrose polynomial of a plane graph
can also be defined through the transition polynomial of its medial graph. We will take the
latter approach. First we will need some definitions.
A graph is called Eulerian if all its vertices have even degree. A graph is Eulerian if and
only if its edge set can be partitioned into circuits. An Eulerian decomposition of a graph is
a partition of its edge set into disjoint circuits. Another important notion is that of half-edge.
We consider that each edge e of a graph is divided into two half-edges, one incident to each
end of e.
Let G1 be a plane graph. The vertices of its medial graph G correspond to the edges of G1.
The edges of G correspond to all pairs of neighbouring half-edges of G1. The medial graph of
a plane graph is always a 4-regular plane graph. The regions of a 4-regular plane graph can be
coloured black and white in such a way that no two regions with a common edge receive the
same colour (see [17]). By convention, the outer region is coloured white. The black regions
correspond to the vertices of G1. Two vertices of G1 are joined by an edge if and only if the
corresponding black regions of G share a vertex. There is a bijective correspondence between
4-regular plane graphs coloured as above and plane graphs.
Let G be a 4-regular plane graph with edge set E and vertex set V . Let v be a vertex of G.
Let {h1, h2, h3, h4} be the set consisting of the four half-edges incident to v. A transition
at v is a partition of {h1, h2, h3, h4} into pairs. There are exactly three distinct transitions
at v. A transition system of G is a family p = (p(v), v ∈ V ) where p(v) is a transition
at v. The two-colouring of the regions of G permits us to distinguish between the three types
of transition as in Figure 1. Every transition system determines an Eulerian decomposition
of G. If {{h1, h2}, {h3, h4}} is a transition at v, then the edges corresponding to h1 and h2
(respectively h3 and h4) are in the same circuit of the Eulerian decomposition of G. We
denoted by c(p) the number of circuits in the Eulerian decomposition associated with p.
Let W be a mapping which associates to every transition of G a weight chosen in some set of
variables or constants. Such a mapping is called a weight function. The weight of a transition
system p is defined to be the product W (p) = 5v∈V W (p(v)). The transition polynomial of
G with respect to W is
Q(G;W, λ) =
∑
p
W (p)λc(p),
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where the sum is over all transition systems of G. Our definition differs from the one given
in [8] by a factor of λ. This difference is not essential and allows us to do a better algebraic
manipulation of the Penrose polynomial. In [2] the author uses a definition of the Penrose
polynomial which is identical to ours (see two paragraphs below).
If we associate with each transition a weight equal to 1, then we obtain a translation of the
Martin polynomial. Precisely, Q(G;W, λ) = λm(G, λ+ 2) (see [8]).
Consider the weight function that assigns −1 to every crossing, 1 to every white transition
and 0 to all black transitions. The transition polynomial thus obtained is called the Penrose
polynomial of G.
Let G1 be a plane graph with vertex set V1 and set of regions R1. Let G be the medial graph
of G1. Let Wα,β be the weight function that assigns 0 to all crossings and, respectively, the
non-zero integers α, β to the black and white transitions. It was proved in [8] that
Q(G,Wα,β , λ) = α|R|−1β |V1|−1λT
(
G1; 1+ α
β
λ, 1+ β
α
λ
)
,
where T (G1; x, y) is the Tutte polynomial of G1. The Tutte polynomial has been proved to be
a very powerful tool with a wide range of applications in mathematics and physics ([5, 17]).
Let G be a 4-regular plane graph. Let v be a vertex of G and let t = {{h1, h2}, {h3, h4}} be
a transition at v. For i = 1, 2, 3, 4, let ei be the edge of G which contains hi as a half-edge.
Let us delete the vertex v from G and introduce two new vertices v1 and v2. Let G || t be the
graph with vertex set (V \ {v}) ∪ {v1, v2} and edge set (E \ {e1, e2, e3, e4}) ∪ {e′1, e′2, e′3, e′4},
where e′1, e′2 are incident to v1 and e′3, e′4 are incident to v2. We say that G || t is obtained
from G by the splitting of t . The graph G || t is no longer a 4-regular graph. However, it is
still an Eulerian graph, as all vertices of G || t have degree two or four. Let p be a transition
system of G. If we perform all the vertex splittings associated with the transitions of p, then
we obtain the Eulerian decomposition of G associated with p.
Eulerian graphs such that all their vertices have degree two or four (2–4-graphs for short) are
of crucial importance in this work. Let G be a 2–4-graph and let v be a vertex of degree four
of G. As in the case of plane graphs there are exactly three transitions at v. Let t be a transition
at v. We define the graph G || t as above and say that it is obtained from G by the splitting of
t . The graph G || t falls again in the class of 2–4-graphs. Let V4(G) be the set of vertices of
degree four of G. Consider the family p = (p(v), v ∈ V4(G)), where p(v) is a transition at v.
If we perform all the vertex splittings associated with the transitions of p, then we obtain an
Eulerian decomposition of G. In fact edge-labelled 2–4-graphs provide a more general setting
to work with than plane 4-regular graphs. In Section 3 we will construct a Hopf algebra A of
edge-labelled 2–4-graphs. In Section 4 we will define a Hopf algebra homomorphism from
A to a Hopf algebra of polynomials in one indeterminate. Such constructions will allow us to
prove our main result (Theorem 5.2).
3. A HOPF ALGEBRA OF 2–4-GRAPHS
In this section we will define a Hopf algebra A of 2–4-graphs. For a background on Hopf
algebras see, for example, [16]. For incidence Hopf algebras, to which A is very similar,
see [13]. A 3-multimatroid structure [4] can be recognized in our construction. However, we
choose not to use the language of multimatroids. We would like to be as consistent as possible
with the language and notation used to define Hopf algebras of graphs.
We will deal with edge-labelled graphs whose vertices have degree two or four (2–4-
graphs). We identify graphs with disjoint sets of labels but otherwise equal. We will consider
two graphs to be equivalent if they are equal up to the elimination of isolated vertices. The
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empty graph will be denoted by 1. The set of vertices of degree two and four of a graph G
will be denoted, respectively, by V2(G) and V4(G).
3.1. Definition of A. We will define a set C contained in V4(G) × {−1, 0, 1} × h(G) ×
h(G), where h(G) is the set of half-edges of G. If V4(G) = ∅, then C = ∅. Now assume
that G has at least one vertex of degree four and let v ∈ V4(G). Let h1, h2, h3, h4 be
the half-edges of G incident with v. The set Cv is defined to be the set of the six 4-tuples
(v, α, hi , h j ), (v, α, hs, ht ) such that α is assigned to the transition {hi , h j }/{hs, ht }. The set
C is defined by C = ∪v∈V4(G)Cv .
Let v be any vertex of G. Let α, β, γ be the integers assigned to the three transitions at v.
We will assume that α+ β + γ = 0 but that not all of α, β, γ are zero. Therefore {α, β, γ } =
{−1, 0, 1}.
Let A be the C-vector space with basis the set of ordered pairs (G, C). In Theorem 3.6 we
will prove that A, with the structure defined in Section 3.2, is a Hopf algebra.
3.2. A is a Hopf algebra. In this section our aim is to give to A a Hopf algebra structure.
Some familiarity with the essentials of Hopf algebras is helpful. These can be found, for ex-
ample, in [16]. We want to define five mappings ·, u,1,  and S. These maps will give to A
the desired Hopf algebra structure (Theorem 3.6). In particular we want the map · to be asso-
ciative and the map u to satisfy the unitary property. That is, we want the 3-tuple (A, ·, u) to
be an algebra. The associativity and the unitary properties are given by commutative diagrams
(see Section 1.0 in [16]). Reversing the arrows in those diagrams we get the coassociativity
and the counitary property. We want the map 1 to be coassociative and  to satisfy the couni-
tary property. That is we want the 3-tuple (A,1, ) to be a coalgebra. If in addition 1 and
 are algebra maps (see Section 1.3 in [16]), then the 5-tuple (A, ·, u,1, ) would be a bial-
gebra (Section 3.1 in [16]). A Hopf algebra is a bialgebra with an antipode. An antipode is a
convolution inverse of the identity (see Section 4.0 in [16]). GivingA a Hopf algebra structure
is crucial for the proof of our main result (Theorem 5.2). Equally important is to construct a
homomorphism 9 of Hopf algebras from A to the Hopf algebra C[x] of polynomials in one
indeterminate (see Section 4). In C[x] the antipode of a polynomial p(x) is equal to p(−x).
A homomorphism9 of Hopf algebras from a Hopf algebraA to C[x] satisfies S ◦9 = 9 ◦ S.
Therefore, for every G inA, we have 9(G,−x) = 9(S(G), x). We are interested in the case
when A is a Hopf algebra of graphs and for every plane graph G the Penrose polynomial of
G is equal to 9(G).
The multiplication · and the unity u are quite canonical (Definition 3.1). The same opera-
tions have been used to define other Hopf algebras of graphs (see, for example, [13]). How-
ever, this is not the case of the definition of the coproduct 1 (Definition 3.2). We will include
in it the notion of sign of a set of edges.
DEFINITION 3.1. Let · : A⊗A→ A be the linear function defined by
(G1, C1) · (G2, C2) = (G1∪˙G2, C1∪˙C2),
where ∪˙ denotes disjoint union.
Let u be the linear function from C to A defined by u(z) = z1.
Let A be a subset of the edges of G such that G | A has no vertices of odd degree. With the
graph G | A we associate the set CA = ∪v∈V4(G|A)Cv . In particular, if G | A does not have
vertices of degree four, then CA is empty.
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Let (G, C) be in A. Let A be a non-empty subset of the edges of G and v be a vertex of
G | A. We define the sign of v with respect to A and E by σE (A, v) = α if v ∈ V2(G | A)
∩ V4(G), (v, α, h1, h2) ∈ C and h1, h2 are the two half-edges of G | A incident with v. If
v ∈ V4(G | A) or v ∈ V2(G | A) ∩ V2(G), then σE (A, v) = 1. If v has degree one or three in
G | A, then σE (A, v) = 0. The sign of A with respect to E is defined by
σE (A) = 5v∈V (G|A)σE (A, v).
The sign of the empty set is equal to one.
DEFINITION 3.2. Let 1 be the linear function from A to A⊗A defined by
1(G, C) =
∑
A⊆E
σ(A)(G | A, CA)⊗ (G | Ac, CAc ),
if G is not the empty graph and 1(1) = 1 ⊗ 1. Let  be the linear function from A to C
defined by (G) = 0 if G 6= 1 and (1) = 1.
In Proposition 3.4 we affirm that the 5-tuple (A, ·, u,1, ) is a commutative C-bialgebra.
The proof of Proposition 3.4 is very similar to the proof of the analogous results in other Hopf
algebras of graphs. We only need to keep track of the signs. Lemma 3.3 allows us to do so.
We will present Proposition 3.4 without proof.
LEMMA 3.3. For all subsets A1, A2 of E such that A2 ⊆ A1, we have that
σE (A2)σAc2(A1 \ A2) = σE (A1)σA1(A2).
PROOF. Each of the signs σE (A2), σAc2(A1 \ A2), σE (A1), σA1(A2) is a product over a
suitable set of vertices of G. The desired result follows after reordering the vertices of G. 2
Henceforth, unless it is confusing, we will write G instead of (G, C).
PROPOSITION 3.4. The 4-tuple (A, ·, u,1, ) is a commutative C-bialgebra.
DEFINITION 3.5. Let S be the linear function fromA toA defined recursively by S(1) = 1
and
S(G) = −
∑
∅6=A⊆E
σ(A)(G | A) · S(G | Ac)
if G is not the empty graph.
The following theorem is straightforward from the definition of the antipode and
Proposition 3.4.
THEOREM 3.6. The bialgebra (A, ·, u,1, ) is a commutative Hopf C-algebra with an-
tipode S.
3.3. Interpretation of the antipode. In Proposition 3.9 we will give an expression of the
antipode of a graph G in A in terms of partitions of the set of edges of G. It is crucial for
the proof of Theorem 5.2. Lemma 3.7 allows us to define the sign of a partition of E . This
concept is used in Proposition 3.9.
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LEMMA 3.7. Let G be a non-empty graph inA. Let A1, . . . , Ak be a partition of the set of
edges of G such that, for each i = 1, . . . , k every G | Ai is a 2–4-graph. Then
σE (A1) · · · σ(A1∪···∪Ak−1)c (Ak) = σE (Aφ(1))σ(Aφ(1))c (Aφ(2)) · · · σ(Aφ(1)···Aφ(k−1))c (Aφ(k)),
for every permutation φ of the set {1, . . . , k}.
PROOF. It is enough to prove that, for each i = 1, . . . , k,
σ(A1∪···∪Ai−1)c (Ai )σ(A1∪···∪Ai )c (Ai+1) = σ(A1∪···∪Ai−1)c(Ai+1)σ(A1∪···∪Ai−1∪Ai+1)c (Ai ).
To prove the above result it is enough to reorder the vertices of G in a suitable way. 2
DEFINITION 3.8. Let G be a non-empty graph inA. Let pi = A1/ · · · /Ak be a partition of
the set of edges of G such that, for each i , G | Ai is a 2–4-graph. Such a partition is called an
Eulerian partition of E(G). We define the sign of an Eulerian partition pi by
σ(pi) = σE (A1) · · · σ(A1···Ak−1)c if k > 1,
and
σ(pi) = 1 if k = 1.
By Lemma 3.7 σ(pi) is well defined. That is, σ(pi) does not depend on the ordering of the
blocks of pi .
The following Proposition is very important for the proof of Theorem 5.2. The recursive
definition of the antipode is of crucial importance for the proof of Proposition 3.9.
PROPOSITION 3.9. Let G be a non-empty graph in A. Then
S(G) =
∑
pi
(−1)k(k!)σ (pi)(G | A1) · · · (G | Ak),
where the sum is over all Eulerian partitions of the edge set of G.
PROOF. The desired result follows from induction on the number of vertices of degree four
of G. One must observe that if pi ′ is any Eulerian partition of G | Ac1, where A1 ⊂ E , then
pi = A1/A2/ · · · /Ak is an Eulerian partition of G. Moreover all Eulerian partitions of G are
obtained in this way and σE (A1)σ (pi ′) = σ(pi). 2
4. A HOPF MAP RELATED TO THE PENROSE POLYNOMIAL
In this section we will construct a Hopf algebra homomorphism9 fromA to a Hopf algebra
of polynomials. When G is a plane graph the Penrose polynomial of G is equal to 9(G).
The polynomial Hopf algebra is the polynomial algebraC[x]with coalgebra structure given
by specifying x to be primitive so that
1C[x]xn =
n∑
j=0
(
n
j
)
x j ⊗ xn− j .
There is also an antipode given by SC[x](x) = −x . That is, SC[x](p(x)) = p(−x) for every
p(x) in C[x].
Theorem 4.3 states that 9 is a Hopf algebra homomorphism. In particular 9(G,−x) =
SC[x](9(G)) = 9(SA(G)). This result is crucial for the proof of Theorem 5.2.
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FIGURE 2. The graphs G,Gα,Gβ and Gγ .
FIGURE 3. How to calculate the Penrose polynomial using recursion.
4.1. Construction of the Penrose homomorphism. Let G ∈ A be a graph that has at least
one vertex of degree four. Let h1, h2, h3, h4 be the four half-edges incident with v. Let
α, β, γ be the integers assigned, respectively, to the transitions tα = {{h1, h2}, {h3, h4}},
tβ = {{h1, h3}, {h2, h4}} and tγ = {{h1, h4}, {h2, h3}}. Let Gα,Gβ and Gγ be, respectively,
the graphs obtained from G by the splitting of tα, tβ , tγ (see Figure 2). For i = 1, 2, 3 let ei
be the edge of G on which hi is incident. Let vi be the vertex of G such that ei = {v, vi }.
Let v′α, v′′α be, respectively, the vertices of Gα incident with the pairs of half-edges h1, h2 and
h3, h4. The vertices v′β , v′′β , v′γ , v′′γ are defined accordingly (see Figure 2).
DEFINITION 4.1. Let 9 be the linear map from A to C[x] defined by
9(G) = α9(Gα)+ β9(Gβ)+ γ9(Gγ ),
if G has at least one vertex of degree four, 9(G) = xm if G is the disjoint union of m circuits
and 9(1) = 1.
In Figure 3 we illustrate how to calculate 9 for a small plane graph. Let G be the plane
graph on the upper left corner of Figure 3. Applying twice Definition 4.1 we get four graphs
that are disjoint unions of circuits. Therefore 9(G) = x2 − x − x + x2 = 2(x2 − x).
PROPOSITION 4.2. Let G be a graph with at least one vertex v of degree four. Let Gα,Gβ
and Gγ be defined as above. Then
(9 ⊗9)(1(G)) = α(9 ⊗9)(1(Gα))+ β(9 ⊗9)(1(Gβ))+ γ (9 ⊗9)(1(Gγ )).
PROOF. By Definition 3.2,
(9 ⊗9)(1(G)) =
∑
σ(A)9(G | A)⊗9(G | Ac).
The above sum is over all subsets A of E such that σ(A) is non-zero. There are six cases for
the sign of A to be non-zero, according to which of the edges e1, e2, e3, e4 are in A. In all
such cases either two, all of none of the above mentioned edges are in A. If all of e1, e2, e3, e4
are in A, then we apply Definition 4.1 to G | A. If e1, e2 are in A and e3, e4 are not in A,
then we use that 9(G | A) = 9(Gα | Aα) for a suitable subset Aα of E(Gα) such that
σ(A) = α(σ(Aα)). All the other cases are analogous to one of the above. 2
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THEOREM 4.3. The map 9 is a homomorphism of Hopf algebras.
PROOF. Let G and H be any two graphs inA. In order to prove that9(G·H) = 9(G)9(H)
we apply induction on the number of vertices of degree four of G ·H . That (9⊗9)(1(G)) =
1C[x](9(G)) follows readily from Proposition 4.2 and by induction on the number of vertices
of degree four of G. The properties9 ◦u = idC and A = C[x] ◦9 can be obtained straight-
forwardly from Definition 4.1. That 9(SA(G)) = SC[x](9(G)) follows from induction on
the number of edges of G and the fact that A and C[x] are Hopf algebras. 2
5. NEGATIVE VALUES OF THE PENROSE POLYNOMIAL
The main result of this section is Theorem 5.2, an interpretation of the evaluation of the
Penrose polynomial on negative values of its indeterminate. This interpretation is given in
terms of pi-admissible λ-valuations of E(G) (to be defined below).
DEFINITION 5.1. Let G be a non-empty graph in A. Let f : E(G) → {1, . . . , λ} be an
edge λ-colouring of G. Let pi = A1/ · · · /Ak be an Eulerian partition of E(G). We say that f
is a pi -admissible λ-valuation of G if:
1. whenever degG|Ai (v) = 2 the two edges incident with v in Ai have the same colour;
2. whenever degG|Ai (v) = 4 we have
(a) two of the edges incident with v have colour λ1, and two colour λ2 (with λ1 6= λ2);
(b) if e1, e2 are two edges incident with v that have the same colour, then (v, δ, h1, h2)
∈ C(G) where δ 6= 0 and h1, h2 are half-edges incident with v and, respectively,
e1 and e2.
The colouring f is said to be an admissible λ-valuation of G if it is pi -admissible when pi
is the partition consisting of only one block. Our definition of admissible λ-valuation is new
to this paper. However, it is very similar to the one given in [2] and [8]. The only difference
between the two definitions is that we are considering graphs that might have vertices of
degree two and that an admissible λ-valuation must assign the same colour to the two edges
incident with such a vertex.
We state Theorem 5.2 without proof. The proof will be presented later in this section.
THEOREM 5.2. For every plane non-empty graph G inA, and for every positive integer λ,
P(G,−λ) =
∑
pi∈5
(−1)k(pi)(k(pi)!)Adm(G, pi, λ),
where 5 is the set of Eulerian partitions of the set of edges of G such that for every vertex
v of G with degG|Ai (v) = 2 for some i ∈ {1, . . . , k}, the integer σE (Ai , v) is not zero. The
integer k(pi) is the number of blocks of pi and Adm(G, pi, λ) is the number of pi -admissible
λ-valuations of G.
Two results are fundamental in the proof of Theorem 5.2. First that 9 is a homomorphism
of Hopf algebras (Theorem 4.3). It is particularly important that 9 is well behaved with re-
spect to the antipodes. Second an interpretation of the valuation P(G, λ) in positive integer
values of its indeterminate is very important. We give this interpretation in terms of admissible
λ-valuations (Theorem 5.7). This generalizes the known interpretation of the valuation of the
Penrose polynomial in positive values of its indeterminate (see e.g., [8]).
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DEFINITION 5.3. Let G be a graph in A and let f be an admissible λ-valuation of G.
The sign of f at a vertex v of degree four of G is defined by σ(G, v, f ) = α where
(v, α, h1, h2) ∈ Cv and the half-edges h1, h2 are incident with v and two edges with the same
colour. The sign of f at a vertex v of degree two is defined to be 1.
The sign of f is defined by
σ(G, f ) = 5v∈V (G)σ(G, v, f ).
We present the following Proposition without proof. The proof of Proposition 5.4 is very
similar to the analogous result for the Penrose polynomial of a plane graph (see, e.g., [8]).
PROPOSITION 5.4. Let G be a non-empty graph in A. Then
P(G, λ) =
∑
f
σ(G, f ),
where the sum is over all admissible λ-valuations of G.
LEMMA 5.5. If G is a plane connected graph in A, then
σ(G, f ) = 1
for every admissible λ-valuation of G.
PROOF. If G is a circuit, then, by Definition 5.3, σ(G, f ) = 1.
Assume that G is not a circuit. For every j ∈ {1, . . . , λ} the set C of edges coloured j is
a disjoint union of circuits. If two circuits C and C ′ do cross, then they are coloured with
different colours. Moreover σ(G, f ) = (−1)m where m is the total number of crossings. By
the Jordan curve theorem every pair of circuits crosses an even number of times. Therefore m
is even and σ(G, f ) = 1. 2
PROPOSITION 5.6. If G is a plane non-empty graph in A, then
σ(G, f ) = 1
for every admissible λ-valuation f of G.
PROOF. Let G1, . . . ,Gm be the connected components of G and let fi be the restriction
of f to E(Gi ). Thus σ(G, f ) = 5si=1σ(G, fi ). By Lemma 5.5, σ(G, fi ) = 1 for every
i ∈ {1, . . . ,m}. Therefore σ(G, f ) = 1. 2
The following theorem is straightforward from Propositions 5.4 and 5.6.
THEOREM 5.7. Let G be a plane non-empty graph in A and let λ be a positive integer.
Then P(G, λ) is equal to the number of admissible λ-valuations of G.
Now we will present the proof of Theorem 5.2.
PROOF. By Theorem 4.3 and Proposition 3.9,
P(G,−λ) =
∑
pi
(−1)k(pi)(k(pi)!)σ (pi)P(G | A1, λ) · · · P(G | Ak(pi), λ).
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By Theorem 5.7, P(G | Ai , λ) equals the number of admissible λ-valuations of G | Ai
for each i = 1, . . . , k. Now, a colouring f of G is pi -admissible if and only if for each
i = 1, . . . , k the restriction fi of f to Ai is an admissible valuation of G | Ai . On the
other hand, given f1, . . . , fk admissible valuations of G | A1, . . . ,G | Ak (respectively) the
colouring f given by f (e) = fi (e) if e ∈ Ai is a pi -admissible valuation of G. Finally, if pi
is an Eulerian partition as in the statement of the theorem, then, as in Lemma 5.5, one proves
that σ(pi) = 1.
In this way we obtain an interpretation of the valuation of the Penrose polynomial of a plane
graph on negative values of its indeterminate.
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