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DEFORMATION OF MILNOR ALGEBRAS
ZHENJIAN WANG
Abstract. We investigate deformations of Milnor algebras of smooth homoge-
neous polynomials, and prove in particular that any smooth degree d homoge-
neous polynomial in n + 1 variables that is not of Sebastiani-Thom type is de-
termined by the degree k homogeneous component of its Jacobian ideal for any
d − 1 ≤ k ≤ (n + 1)(d − 2). Our results generalize the previous result on the
reconstruction of a homogeneous polynomial from its Jacobian ideal and also give
a generalization of the generic Torelli theorem for hypersurfaces.
1. Introduction
The classical theory of variation of Hodge structures for smooth hypersurfaces gives
a variation of Milnor algebras of homogeneous polynomials. The celebrated generic
Torelli theorem for hypersurfaces is almost reduced to the study of injectivity of some
mappings concerning the deformation of Milnor algebras, see [15, Subsection 6.3.2,
p.179] and [4]. Nevertheless, the homogeneous components of the Milnor algebra
involved there are of specific degrees, namely degrees of the form pd − n − 1. In
this note, we will investigate homogeneous components of all degrees of the Milnor
algebra.
To fix notation, let S = C[x0, · · · , xn] be the homogeneous coordinate ring of the
complex projective space Pn,
S =
∞⊕
d=0
Sd,
where Sd is the vector space of homogeneous polynomials of degree d. Given a
homogeneous polynomial f ∈ Sd, denote
J(f) = (∂f/∂x0, ∂f/∂x1, · · · , ∂f/∂xn),
known as the Jacobian ideal of f . Set M(f) = S/J(f), known as the Milnor algebra
of f . The algebra M(f) has the natural grading
M(f) =
∞⊕
k=0
M(f)k,
where M(f)k = Sk/(J(f) ∩ Sk).
We say that f ∈ P(Sd) is a smooth polynomial if the hypersurface Vf : f = 0 in P
n
is a smooth hypersurface. The discriminant defines a divisor ∆ ⊂ P(Sd) such that
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the complement P(Sd)∆ parameterizes smooth homogeneous polynomials of degree
d.
We say that a polynomial f ∈ Sd is of Sabastiani-Thom type (ST type) or a direct
sum if f can be represented as
(1) f(x0, · · · , xn) = f1(x0, · · · , xℓ) + f2(xℓ+1, · · · , xn)
for a choice of homogeneous coordinates {xi}
n
i=0 of P
n and some 0 ≤ ℓ < n; see
[13, 14, 2]. For various characterizations of polynomials of ST type, we refer to [6].
Denote by U ⊂ P(Sd)∆ the set of all smooth homogeneous polynomials that are not
of ST type.
It is well-known that dimM(f)k does not depend on the concrete equation of f for
smooth f ’s (see for instance [3, Proposition 7.22, p.108]); we denote this dimension
by an,d(k). Let Grass(Sk, an,d(k)) be the Grassmannian parameterizing all an,d(k)
dimensional quotient subspaces of Sk, then we have the following map
(2) ϕk : P(Sd)∆ → Grass(Sk, an,d(k)),
defined by f 7→M(f)k.
More generally, for W ∈ Grass(n+ 1, Sd−1), that is, an (n+ 1)-dimensional linear
subspaceW of degree (d−1) homogeneous polynomials, we form the ideal IW := (W )
and the quotient algebra M(W ) = S/IW . The sequence g0, · · · , gn is a regular
sequence if and only if IW is a complete intersection ideal if and only if M(W ) is
a standard local Artinian Gorestein algebra of socle degree T := (n + 1)(d − 2) if
and only if the resultant of g0, · · · , gn is nonzero. Therefore, there exists a divisor
Res ⊂ Grass(n + 1, Sd−1) parameterizing all W such that IW is not a complete
intersection ideal. We denote by Grass(n+1, Sd−1)Res the affine complement of Res.
For W ∈ Grass(n + 1, Sd−1)Res, we have dimM(W )k = an,d(k) by [3, Proposition
7.22, p.108]. Hence the assignment W 7→M(W )k defines a map
(3) Φk : Grass(n+ 1, Sd−1)Res → Grass(Sk, an,d(k)).
Our first result is the following theorem.
Theorem 1.1. For any d − 1 ≤ k ≤ T = (n + 1)(d− 2), the map Φk is an immer-
sion, that is, it is injective and the differential dΦk is also injective at any point of
Grass(n + 1, Sd−1)Res.
Using our pervious result on determination of a polynomial by its Jacobian ideal
(see [14, Theorem 1.1] and [13, Lemma 3]), we further prove the following result.
Theorem 1.2. For d − 1 ≤ k ≤ T = (n + 1)(d − 2), the restriction of the map ϕk
(defined in (2)) to U ,
ϕk : U → Grass(Sk, an,d(k)),
is an immersion.
In particular, we have that a smooth homogeneous polynomial f ∈ U can be
reconstructed from the degree k homogeneous component of its Jacobian ideal J(f)
for any k satisfying d − 1 ≤ k ≤ T = (n + 1)(d − 2). This gives a generalization of
the previous results, in the case of smooth polynomials, in [14] or [13].
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As a generalization of the classical generic Torelli theorem for smooth hypersur-
faces, we prove a generic Torelli theorem for homogeneous polynomials in Section 4.
We will also investigate the map ϕk defined in (2) and discuss its fibers over ϕk(f)
for homogeneous polynomials f ’s that are of ST type, see Section 5.
Our results are related to the problem of characterizing the hypersurface singu-
larity V̂f = {x ∈ C
n+1 : f(x) = 0} at the origin 0 of Cn+1 using the Milnor algebra
M(f). In fact, the characterization problem of a singularity by its algebraic data can
be proposed and solved in a much more general setting, see [7] and the references
therein. As a general philosophy in singularity theory, the Milnor algebra M(f)
is closely connected to the topology and geometry of the hypersurface singularity
(V̂f , 0) ⊂ (C
n+1, 0). Instead of giving characterizations of a singularity by algebras
or modules derived from it, as in [7], here using Theorem 1.2, we can give a character-
ization of the isolated hypersurface singularity (V̂f , 0) just by a single homogeneous
component M(f)k of the Minor algebra M(f) for any d − 1 ≤ k ≤ (n + 1)(d − 2)
with d = deg f . This conclusion can obviously be extended to an isolated complete
intersection singularity by using Theorem 1.1.
Of course, our results concern only the case when the hypersurface (V̂f , 0) is an
isolated singularity. It is natural to extend these results to the case where the sin-
gularities of the hypersurface V̂f have positive dimension. However, the tools used
in this note cannot be directly applied in the extended case because they depend
heavily on the condition that M(f) is a local Artinian Gorestein algebra which holds
only when 0 is an isolated singularity of V̂f . In addition, heuristically, the results in
[7] also show that any possible extension must be more complicated and more tech-
nical than our results above; see also the results in [14] concerning the non-smooth
homogeneous polynomials.
We hope the results in this note can be applied to the study of Lefschetz properties
for Milnor algebras. In fact, this is an important impetus to our present work. As is
well-known, the strong Lefschetz property holds for M(f) for a generic f . Our na¨ıve
idea is to investigate the Lefschetz properties by deforming the Milnor algebras. For
an excellent exposition for the Lefschetz properties, we refer to [9, 12, 8]. In addi-
tion, the strong Lefschetz property for M(f) where f is of ST type can be reduced
to that where f is not of ST type (see [10, Theorem 3.10] and [8, Proposition 3.77,
p.137]), since M(f) is the tensor product of M(f1) and M(f2) when f is represented
in (1). This is an important reason why we specifically investigate the set U in this
paper; another reason is about the determination of a homogeneous polynomial by
its Jacobian ideal, see the proof of Corollary 3.2 below.
We would like to thank Professor Herwig Hauser for the reference [7]. We also
thank Yau Mathematical Sciences Center for financial support and stimulating work-
ing atmosphere.
4 ZHENJIAN WANG
2. Polar paring and Macaulay inverse systems
2.1. Polar pairing. Let S = C[x0, · · · , xn] andR = C[z0, · · · , zn] be two polynomial
rings. There is a natural action of S on R by the “polar paring”
S ×R→ R
defined by(
f(x0, · · · , xn), Q(z0, · · · , zn)
)
7→ f ·Q := f(∂/∂z0, · · · , zn)Q(z0, · · · , zn).
It induces perfect parings Sρ × Rρ → C for every ρ ∈ N. In particular, for f ∈ Sρ
written as
f(x1, · · · , xn) =
∑
|α|=ρ
aαx
α
and Q ∈ Rρ written as
Q(z0, · · · , zn) =
∑
|α|=ρ
bαz
α
we have
f ·Q =
∑
|α|=ρ
α!aαbα.
Define the polynomial q =
∑
|α|=ρ
bαx
α, or equivalently q(x0, · · · , xn) = Q(x0, · · · , xn),
and define the inner product of f and q by
(4) 〈f, q〉 =
∑
|α|=ρ
α!aαbα = f ·Q.
For any linear space E ⊂ Sρ, with respect to the above inner product 〈 , 〉, we
have its orthogonal complement, denoted by E⊥.
2.2. Macaulay inverse system. Let I ⊂ S be a Gorestein ideal and ν the socle
degree of the algebra A = S/I. Recall that a (homogeneous) Macaulay inverse
system of A is an element QA ∈ P(Rν) such that I is equal to the apolar ideal Q
⊥
A,
namely,
I = {f ∈ S : f ·QA = 0}
(see [11, Lemma 2.12] or [5, Exercise 2.17]).
LetW = span〈g0, · · · , gn〉 such thatW ∈ Grass(n+1, Sd−1)Res, the associated form
AW := A(g0, · · · , gn) ∈ P(RT ) (recall that T = (n + 1)(d − 2)) gives the Macaulay
inverse system for SW = S/IW ; see [1, Proposition 2.1]. We write
AW =
∑
|α|=T
cαz
α.
In this case, define BW ∈ P(ST ) by
BW =
∑
|α|=T
cαx
α.
The polynomial BW , by definition, determines and is determined by AW . Moreover,
by the definition of Macaulay inverse systems, we have that (IW )
⊥
T = CBW , namely,
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the line CBW is exactly the orthogonal complement of (IW )T with respect to the
inner product 〈 , 〉 on ST . Therefore, AW ∈ P(RT ) is uniquely determined by (IW )T .
Lemma 2.3. For two points U,W ∈ Grass(n+ 1, Sd−1)Res, the following statements
are equivalent:
(1) U = W ;
(2) IU = IW ;
(3) For any k satisfying d− 1 ≤ k ≤ T = (n+ 1)(d− 2), we have (IU)k = (IW )k;
(4) For some k satisfying d− 1 ≤ k ≤ T , we have (IU)k = (IW )k;
(5) (IU)T = (IW )T .
Proof. It is obvious that (1), (2), (3) are all equivalent and (3) implies (4).
(4)⇒(5): Since IU is generated by polynomials all of which have degree d− 1, we
have that (IU)T is the image of ST−k × (IU)k under the multiplication map ST−k ×
Sk → ST . Hence (IU)T = (IW )T whenever (IU)k = (IV )k for d− 1 ≤ k ≤ T .
(5)⇒(1): This is clear once we note that AU can be uniquely determined by (IU)T ,
and IU is the apolar ideal A
⊥
U . 
Now we are ready to prove Theorem 1.1, which is equivalent to the following.
Theorem 2.4. For any d − 1 ≤ k ≤ T , the assignment W 7→ (IW )k defines an
immersion
(5) Ψk : Grass(n+ 1, Sd−1)Res → Grass(bn,d(k), Sk),
that is Ψk is injective and the differential dΨk is also injective at any point of
Grass(n + 1, Sd−1)Res.
Here bn,d(k) = dimSk−an,d(k) and Grass(bn,d(k), Sk) is the Grassmannian param-
eterizing all bn,d(k) dimensional linear subspaces of Sk.
Proof. The injectivity of Ψk follows from the equivalence (1)⇔(4) in Lemma 2.3.
Given W ∈ Grass(n + 1, Sd−1)Res such that W = span〈g0, · · · , gn〉. For any h ∈
TW (Grass(n+1, Sd−1)Res) ≃ Hom(W,Sd−1/W ), choose hi ∈ Sd−1 such that h(gi) = hi
mod W for i = 0, · · · , n. Then if h ∈ Ker(dΨk)W , we have (dΨk)W (h) = 0 as an
element in Hom((IW )k, Sk/(IW )k). A direct computation gives that
(dΨk)W (h)((IW )k) = (IH)k mod (IW )k,
where H = span〈h0, · · · , hn〉. It follows from (dΨk)W (h) = 0 that (IH)k ⊂ (IW )k.
For t ∈ C∗ and |t| sufficiently small, we have thatWt := span〈g0+th0, · · · , gn+hn〉
satisfiesWt ∈ Grass(n+1, Sd−1)Res. It then follows from (IH)k ⊂ (IW )k that (IWt)k ⊂
(IW )k, hence (IWt)k = (IW )k because dim(IWt)k = bn,d(k) = dim(IW )k. Therefore
Wt = W by (4)⇒(1) in Lemma 2.3. It follows that hi ∈ W for i = 0, · · · , n and thus
h = 0 as an element of TW (Grass(n + 1, Sd−1)Res).
Since h can be arbitrarily chosen, (dΨk)W is injective. We are done. 
3. Variation of Milnor algebras
3.1. Polynomials not of ST type. Recall that U ⊂ P(Sd) denotes the space of
smooth homogeneous polynomials of degree d that are not of ST type, or equivalently,
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the space of smooth hypersurfaces whose defining equations are not of ST type. From
the proof of [14, Corollary 6.1], we have that U is a Zariski open subset of P(Sd)∆.
For f ∈ U , recall that J(f) denotes the Jacobian ideal of f and M(f) = S/J(f)
the Milnor algebra. For k ≥ d − 1, we denote by Ek(f) = J(f) ∩ Sk. Then
dimEk(f) = bn,d(k) = dimSk − an,d(k) is independent of f ∈ U . Moreover, since
∂f/∂x0, · · · , ∂f/∂xn form a regular sequence and J(f) = IEd−1(f), from Lemma 2.3,
we immediately get the following corollary.
Corollary 3.2. Given f, g ∈ P(Sd) and f ∈ U , the following conditions are equiva-
lent:
(1) Ed−1(f) = Ed−1(g);
(2) J(f) = J(g);
(3) For any k satisfying d− 1 ≤ k ≤ T = (n+ 1)(d− 2), we have Ek(f) = Ek(g);
(4) For some k satisfying d− 1 ≤ k ≤ T , we have Ek(f) = Ek(g);
(5) ET (f) = ET (g);
(6) f = g.
Proof. The equivalences among the first five statements follow from Lemma 2.3; we
here just note that any one of these conditions imply that ET+1(g) = ST+1, hence g
is also smooth and thus J(g) is a complete intersection ideal.
The equivalence (1)⇔(6) follows from [14, Theorem 1.1] or [13, Lemma 3]. 
Now we are ready to prove Theorem 1.2. It is sufficient to prove the following
theorem.
Theorem 3.3. For any d − 1 ≤ k ≤ T , the assignment f 7→ Ek(f) defines an
immersion
ψk : U → Grass(bn,d(k), Sk),
Namely, ψk is injective and its differential dψk is also injective at any point f ∈ U .
Proof. By the equivalence of (4) and (6) in Corollary 3.2, we have that ψk is injective.
The differential of ψk at f ∈ U is given by
(dψk)f : TfU ≃ P(Sd/Cf)→ Hom(Ek(f), Sk/Ek(f)).
Therefore, we have (dψk)f(h) = 0 as an element of Hom(Ek(f), Sk/Ek(f)) for any
h ∈ Ker(dψk)f . We represent h by an element in P(Sd), still denoted by h. A direct
computation gives that
(dψk)f(h)(Ek(f)) = Ek(h) mod Ek(f).
Hence it follows from (dψk)f (h) = 0 that Ek(h) ⊂ Ek(f).
From the semicontinuity of the dimension of Ek(f) with respect to f ∈ P(Sd), we
obtain that for a small positive number ǫ > 0 and for any t ∈ C such that |t| < ǫ,
the following hold:
(i) dimEk(f + th) = bn,d(k) = dimEk(f);
(ii) Ek(f + th) ⊂ Ek(f).
Hence Ek(f + th) = Ek(f) for any |t| < ǫ. In particular, choosing t0 6= 0 satisfying
|t0| < ǫ, we have Ek(f + t0h) = Ek(f). Using (4)⇔(6) in Corollary 3.2 again, we
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deduce that f + t0h = f in P(Sd), hence h = f in P(Sd) which equals zero in TfU .
Therefore (dψk)f is also injective. 
The above proof also gives the following corollary, which is interesting in its own
right; compare with Corollary 3.2.
Corollary 3.4. Given f ∈ U and h ∈ P(Sd). Suppose Ek(h) ⊂ Ek(f) for some
d− 1 ≤ k ≤ T , then h = f .
4. Generic Torelli Theorem
In the classical generic Torelli theorem for smooth hypersurfaces proved by R.
Donagi [4] (see also [15, Subsection 6.3.2, p.179]), two smooth polynomials are iden-
tified if one can be transformed to the other by a projective transformation, or in
other words, two projectively equivalent smooth hypersurfaces are identified. Such a
point of view is very geometric; nevertheless, its proof mainly deals with properties
of the Milnor algebra, which is thus purely algebraic. In this section, we only identify
a hypersurface with its defining equation and prove a generic Torelli theorem.
Recall that given a smooth f of degree d, the Hodge theory for primitive coho-
mology of the corresponding hypersurface Vf : f = 0 can be represented by the
Milnor algebra M(f). By the work of Ph. Griffiths (see the excellent exposition [15,
Corollary 6.12, p. 166]), we have a natural isomorphism
M(f)pd−n−1 ≃ H
n−p,p−1(Vf)0
where H•,•(Vf)0 denotes the primitive cohomology of Vf . Recall that U ⊂ P(Sd) is
the space of smooth polynomials that are not of ST type. With the help of Theorem
3.3, we can prove the following result.
Lemma 4.1. For any p such that
(6) d− 1 ≤ (n− p)d− n− 1 ≤ T = (n+ 1)(d− 2),
the assignment
f 7→ (F pHn−1(Vf )0, F
p+1Hn−1(Vf)0)
defines a morphism αp from U to some flag manifold. Moreover, αp is an immersion.
Proof. The morphism αp induces a morphism
f 7→ F pHn−1(Vf)0/F
p+1Hn−1(Vf )0 = H
p,n−1−p(Vf )0 ≃M(f)(n−p)d−n−1,
which is exactly the immersion ϕ(n−p)d−n−1 in Theorem 1.2. Since ϕ(n−p)d−n−1 is
equal to the composition βp ◦ αp, where
βp : (F
pHn−1(Vf)0, F
p+1Hn−1(Vf)0) 7→ F
pHn−1(Vf)0/F
p+1Hn−1(Vf)0 = H
p,n−1−p(Vf)0,
it follows that αp is also an immersion. 
Note that we have d ≥ 3 as it is required that U is nonempty. Moreover, the
condition (6) can be achieved by some 0 ≤ p ≤ n − 1 as long as n ≥ 2. Hence, we
obtain the following generic Torelli theorem.
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Theorem 4.2 (Generic Torelli Theorem). The assignment, the so-called “period
mapping”,
f 7→ (F pHn−1(Vf))p=0,··· ,n−1
gives an immersion from U to some flag manifold.
5. Polynomials of Sebastiani-Thom type
In this section, we give a brief discussion about the fibers of the map ϕk in (2)
over ϕk(f) for a polynomial f of ST type.
By [6, Proposition 4.8 or Corollary 3.15], a smooth homogeneous polynomial f ∈
Sd admits a unique maximally fine “direct sum decomposition”
(7) f(x0, · · · , xn) = f1(x0, · · · , xn1−1) + f2(xn1 , · · · , xn2) + · · ·+ fs(xns−1 , · · · , xn),
for a choice of linear coordinates {xi}
n
i=0, where 0 ≤ n1 ≤ n2 ≤ · · · ≤ ns−1 ≤ n and
none of the fj’s is of ST type. In addition, if g ∈ Sd satisfies Ed−1(g) ⊂ Ed−1(f),
then necessarily, g is of the following form
(8) g = λ1f1 + · · ·+ λsfs, λi ∈ C,
see [6, Corollary 3.12]. In particular, if g is also smooth, then all the λj ’s in (8) are
nonzero. With these results at hand, we prove the following theorem.
Theorem 5.1. For any d − 1 ≤ k ≤ T = (n + 1)(d − 1) and any f ∈ P(Sd)∆, the
fiber over ϕk(f) of ϕk defined in (2), namely,
ϕk : P(Sd)∆ → Grass(Sk, an,d(k)),
is
ϕ−1k (ϕk(f)) = { λ1f1 + · · ·+ λsfs | λi ∈ C
∗, i = 1, · · · , s }.
Proof. It is obvious that for λj ’s nonzero, the polynomial λ1f1+ · · ·+λsfs is smooth
and is mapped under ϕk to ϕk(f).
Conversely, if g ∈ P(Sd)∆ satisfies ϕk(g) = ϕk(f), then we have Ek(g) = Ek(f). It
follows by (4)⇒(1) in Lemma 2.3 that Ed−1(g) = Ed−1(f). Hence by [6, Corollary
3.12], we have that g is of the form λ1f1 + · · ·+ λsfs for nonzero λj’s. 
In conclusion, for the map ϕk, we can explicitly and completely determine all the
fibers.
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