Memories for spatial locations often show systematic errors toward the central value of the surrounding region. This bias has been explained using a Bayesian model in which fine-grained and categorical information are combined (Huttenlocher, Hedges, & Duncan, 1991) . However, experiments testing this model have largely used locations contained in simple geometric shapes. Use of this paradigm raises 2 issues. First, do results generalize to the complex natural world? Second, what types of information might be used to segment complex spaces into constituent categories? Experiment 1 addressed the 1st question by showing a bias toward prototypical values in memory for spatial locations in complex natural scenes. Experiment 2 addressed the 2nd question by manipulating the availability of basic visual cues (using color negatives) or of semantic information about the scene (using inverted images). Error patterns suggest that both perceptual and conceptual information are involved in segmentation. The possible neurological foundations of location memory of this kind are discussed.
The spatial structure of the world is hierarchically organized (Newcombe & Huttenlocher, 2000; Stevens & Coupe, 1978) . For example, cities are divided into districts, each of which consists of many buildings. In turn, these buildings are each made up of several distinct floors, which can be further split into individual offices. The offices themselves may even be subdivided in terms of areas defined by furnishings or functionality, and so on.
This hierarchical structure of space may affect representations of location and capacity to make spatial judgments. Stevens and Coupe (1978) , for example, demonstrated that most people erroneously believe that Reno, Nevada, is east of San Diego, California, because they know that much of Nevada is east of much of California. Similarly, Nelson and Chaiklin (1980) noted that participants produced a systematic pattern of error in recalling the location of a point placed on the midline within a circle. Some researchers have suggested that such errors simply show the schematized, distorted quality of spatial memory representations (e.g., Tversky, 1981) , whereas others have proposed that such cases of bias reflect the use of inferences based on information from different levels of a spatial hierarchy (e.g., Stevens & Coupe, 1978) . Building on the latter position is the idea that systematic errors reflect neither distorted representations nor erroneous inferences but rather are simply the result of an adaptive process of optimal combination across multiple sources of information-a process that minimizes overall error (e.g., Alais & Burr, 2004; Ernst & Banks, 2002) .
One class of such adaptive systems is Bayesian models. The general Bayesian framework involves the combination of multiple sources of information about a quantity (e.g., a spatial location) in an optimal fashion. A useful hypothetical example, outlined by Deneve and Pouget (2004) , is estimating the location of an object for which there is both visual and auditory information about its location. They ask the reader to imagine that the two sensory modalities offer slightly different estimates of the location and that the variance of the visual estimate is smaller than that of the auditory estimate. That is, the reliability-which is the inverse of variance-of the visual information is greater than that of the auditory information. The two estimates of location can then be imagined as two overlapping probability distributions-one wider and one thinner-each centered about its mean. Under a Bayesian framework, the cross-modal estimate of location is a linear combination of the two unimodal estimates, weighted by their respective reliabilities. Therefore, the final estimate of position will be closer to-but likely not equal to-the visual mean estimate (for a review of cross-modality Bayesian combination, see Deneve & Pouget, 2004) . Note that although the combination of the two unimodal estimates leads to bias away from the visual estimate, it also produces a combined distribution of estimates that is less variable than either of the two unimodal estimates, reducing the average error.
Similarly, Ernst and Banks (2002) have demonstrated this effect of optimal combination across sensory modalities by exploring the integration of visual and haptic information. They systematically varied the amount of visual noise, making this information less reliable. The results suggest that the human nervous system inte-grates haptic and visual information by weighting them according to the reciprocal of their variances; that is, visual information dominated haptic only for tasks in which the variance associated with visual estimation was lower than that associated with haptic estimation (Ernst & Banks, 2002) .
Optimal or Bayesian combination may also occur when the sources of information arise from the same continuous, hierarchically structured dimension, such as time or color (e.g., Huttenlocher, Hedges, & Duncan, 1991) . In such cases, fine-grained and coarser estimates are combined. For example, one could remember a color as being in the broader family of blues (represented by a prototypical value) but also remember it as being of a particular shade. Evidence for combination across such values has been found for estimates of the time at which an event occurred (Huttenlocher, Hedges, & Bradburn, 1990; Huttenlocher, Hedges, & Prohaska, 1988; Lee & Brown, 2003) , memory for the fatness of fish-like stimuli (Duffy, Huttenlocher, & Crawford, 2006; Huttenlocher, Hedges, & Vevea, 2000) , and shades of grey . It has even been found in social dimensions, such as judgments of gender and ethnicity for photomorphed faces (Corneille, Huart, Becquart, & Bredart, 2004; Huart, Corneille, & Becquart, 2005) .
This combination of hierarchically organized values is central to Huttenlocher et al.'s (1991) category adjustment (CA) model. In terms of spatial location, the CA model posits that individuals remembering a given location combine information from different levels of the hierarchical structure of space. The final estimate of location is hypothesized to be an optimal combination of a finegrained metric estimate and coarser categorical information, represented by a central or prototypical value. For example, if the task is to remember where one's keys are, one might combine the remembered value of approximately 4 in. from the edges of a table with the categorical estimate of somewhere on the top left quadrant of the surface. According to the CA model, this combination proceeds in a Bayesian manner, with each type of information weighted by its reliability. For example, the reliability of the 4-in. estimate might be higher immediately after dropping the keys than if they were dropped hours ago. Thus, in the latter case, the metric estimate would be relatively less strongly weighted than the central value of the quadrant. The combination across these two types of information introduces bias away from the metric estimate but improves accuracy across multiple instances by reducing the variability of the final estimates.
Empirical evidence for this model has been derived from experiments in which people are asked to recall locations presented within simple geometric spaces, such as a blank circle (e.g., Huttenlocher et al., 1991) . Participants used both fine-grained and categorical information (corresponding to the quadrants of the circle) in remembering the locations. Bias was seen toward the category prototype (center of mass) of the surrounding quadrant. Subsequent research has demonstrated similar biases in location memory using a number of different paradigms, including reproduction of the location (e.g., , pointing tasks (e.g., Schutte & Spencer, 2002; Spencer & Hund, 2002) , and verbal responses (e.g., Spencer, Simmering, & Schutte, 2006) . Furthermore, as predicted by the CA model, the degree of bias increases with greater uncertainty about fine-grained information (e.g., due to longer delays between studying and recalling a location; Hund & Plumert, 2002; Huttenlocher et al., 1991; Huttenlocher et al., 1994; Plumert & Hund, 2001; Recker, Plumert, Hund, & Reimer, 2007) . It is important, however, that in this model each type of informationmetric and categorical-is assumed to be unbiased; the resultant bias toward the category prototype does not occur from misrepresentations or distortions of stimuli but from the use of categorical information to adjust inexactly remembered metric values.
It is interesting to compare the CA model to Kosslyn's (1987) distinction between categorical and coordinate information. Kosslyn was not focused on how these types of information interact or can be combined but did propose neurological bases for the two kinds of information, which appear closely related and perhaps identical, to the kinds of information posited by the CA model.
Results of several studies demonstrate the role of the left frontal and parietal cortices in categorical spatial relations, whereas the corresponding regions of the right hemisphere are more involved in fine-grained metric relations (e.g., Kosslyn, Thompson, Gitelman, & Alpert, 1998; Slotnick & Moo, 2006) . Such lateralization effects have been demonstrated in the posterior parietal cortex (Laeng, 1994; Trojano, Conson, Maffei, & Grossi, 2006) , the angular gyri (Baciu et al., 1999) , and the prefrontal cortex (Slotnick & Moo, 2006) . Kosslyn et al. (1998) have also reported evidence of a specific role of the left frontal cortex in categorical processing, as well as roles for the right superior parietal lobe and right precuneus in metric spatial relations. Postma, Kessels, and van Asselen (2008) further suggested that the hippocampus may play a role in long-term retention or when a task demands viewpoint independence, whereas the parietal structures may play a larger role in shorter term tasks, like those in the traditional location memory experiments (e.g., Huttenlocher et al., 1991) .
However, at least two uncertainties about the CA model need exploration. First, it is unclear whether the location memory bias predicted by the CA model applies to memory for locations in natural spaces. The stimuli used in many studies of location memory have used highly simplified spaces, such as the interior of a single geometric shape. These spaces seem likely to invite the use of horizontal and vertical axes defined by gravitation or lateral symmetry of the human body to define the categorical frame of reference. It is unclear whether the CA model applies to memory for locations in natural spaces, which contain irregular categories, as it should if it is to provide an overarching framework for thinking about spatial memory.
Thus, it is of critical importance to address the question of whether the CA predictions hold for more complex, naturalistic environments. Some of the key issues that might differentiate the coding of spatial location in natural space from the simplified stimulus space of past studies were outlined by Newcombe and Huttenlocher (2000) . One issue is the possibility of segmentation into spatial categories by higher order processing, such as functional categorization (e.g., the picnic area of a park). Second, naturally occurring spatial categories are rarely regular geometric shapes, which may affect the use of Cartesian or polar coordinates in estimating fine-grained locations. Third, because real-world space is rarely uniform, the presence of landmarks or distinctive features within a region is highly probable and may change the location of the prototypical value away from the geometric mean of the area.
Given the adaptive value of a system that reduces the average error of estimates, it seems likely that the same basic principles of optimal combination across levels of information should apply to location memory in more complex spaces. However, we cannot assume that this is the case. This article, therefore, examines memory for locations in photographs of complex natural scenes. Specifically, in Experiment 1 we use complex scenes rather than simple geometric shapes in a location memory experiment. To preview, our results support the CA hypothesis for location memory in these scenes.
Complex natural images are imbued with semantic content as well as perceptual information. Spatial categories in complex images might be defined by either or both of these types of information. For example, a mountain may be perceptually distinct from the plateau beneath it and the sky above it, but mountain is also associated with specific semantic knowledge that may help to define the spatial category; for example, a mountain may be subdivided into the peak and base areas, even without strong local perceptual boundaries to distinguish these areas. It is possible that either or both of these types of information are used in forming spatial categories when individuals remember locations.
Dynamic field theory (DFT), as outlined by Spencer and colleagues, suggests that only perceptual information is used in segmenting space into categories (e.g., Johnson, Spencer, & Schöner, 2008; Spencer, Simmering, Schutte, & Schöner, 2007) . We argue that although the rigidity of categories defined purely on a perceptual basis may be appealinghigher precision of the boundaries would lead to fewer miscategorization errors-a more traditional Bayesian approach would treat the categories as Bayesian priors, learned or derived from experience; this suggests a potential role for conceptual knowledge in segmenting scenes into constituent spatial categories as well. Indeed, Plumert (2003, 2005) have shown some evidence that both knowledge about object identity and spatiotemporal experience can aid in forming spatial categories in relatively simple spaces. Furthermore, if we assume that the goal of combining categorical and metric information is to minimize errors, then having multiple categories from which to choose could furnish the individual with options that might further minimize errors (by reducing category size, for example). Through the use of our more complex scene stimuli, which include both perceptual and semantic information, we can, for the first time, address the question of whether perceptual and/or conceptual information is used in defining spatial categories that can be used to help recall locations in a scene. In Experiment 2, we manipulated the images to reduce the influence of conceptual structure. We then compared the patterns of errors between image types to investigate whether these manipulations had altered category formation.
Experiment 1
In Experiment 1, participants were asked to recall locations within color photographs depicting natural scenes. Specifically, we examined the distribution of errors about the correct value for bias toward a spatial category prototype (center of mass), as predicted by Huttenlocher et al.'s (1991) CA model. Such bias would be evidence in favor of the combinatory process suggested by the model. The spatial categories within the pictures were initially defined using a computer algorithm based on perceptual cues (see Analysis 1A). To ensure the validity of these categories, a separate group of participants was also asked to identify the categories containing tested locations (see Analysis 1B). In each case, the prototypical value of the category was defined as the center of mass of the two-dimensional region of the image occupied by the category. We predicted that the direction of errors would be biased toward the center of mass of the surrounding category. To preview, the results of the two analyses do not differ from each other, and both indicate that individuals' memory for spatial locations in natural scenes are biased toward central (prototypical) locations.
Method
Participants. The participants were 19 undergraduate students at Temple University who participated for course credit. Two additional students participated; however, these data were not included in the final analyses because the participants did not follow the instructions. Specifically, subjects were discarded if they (a) identified a location that was impossible (outside the image boundaries) on more than 10% of the trials, or (b) badly misremembered a location, erring by more than 25% of the image length (225 pixels, or 6.5 cm) on more than 15% of the trials.
Materials. The presentation of stimuli and collection of data were controlled by a program (PsyScope X B46; Cohen, MacWhinney, Flatt, & Provost, 1993 ) that ran on a Macintosh computer connected to a large (37 cm wide ϫ 28 cm tall) flatscreen CRT monitor set to a resolution of 1280 ϫ 960 pixels. The computer directly recorded responses with pixel precision, allowing even subtle response patterns to be detected.
Stimuli. The stimuli were free downloaded images of natural landscape vistas. Thirty-five such images were used, with four possible locations per image. Landscapes were evenly distributed between seven types: desert scenes (e.g., sand dunes), plains (e.g., grasslands), rolling hills, coastal scenes, rocky regions (e.g., hoodoos), lakeside scenes, or mountain scenes. For example, Figure 1 is considered a lakeside scene, whereas Figure 2 depicts a sand dune and is therefore considered a desert scene.
Locations in Experiment 1 were small yellow dots, which stood out against the natural background colors. The dots were made to be elliptical, corresponding to the slope that they appeared on, and were blurred slightly at the edges. They were designed to support the impression that the location depicted was a location within the scene, rather than a point on the photographic surface ( Figure 1A ). Locations themselves were chosen pseudorandomly, so that the relative direction and distance between the correct locations and category centers (as well as between correct locations and nearby category edges) varied across locations. The only constraints placed on potential locations were that they could not appear in the sky or within 2 cm of any border of the image. The latter constraint was meant to reduce use of the location's distance from a border, rather than scene content, to recall metric information.
All images were 900 pixels (26 cm) in length but varied in height. Study images (those that portrayed the dot) were cropped by removing 10% of the image from a nearby border, with the constraint that it could not eliminate any part of the surrounding category (see Figure 1 ). This cropping further prevented subjects from relying on cues such as distance to image edges and encouraged them to rely on the image content. For similar reasons, the study and test images were each randomly assigned to one of nine locations on the screen. Participants were informed of both of these operations beforehand and were given two sample trials to demonstrate them.
Procedure. The experiment consisted of four blocks, with each of the 35 landscape images appearing in a random order once per block. There were four possible dot locations per landscape, each randomly assigned to one of the four blocks for each subject.
On every trial of the experiment, two landscapes were presented serially, each containing one location. These were followed by the full-sized images of the landscapes in the same order, without locations. The participants' task was to indicate the location of the dots using the mouse. The primary advantage of this procedure is that it doubles the data collected over the course of the experiment compared with a procedure that employs a simple delay between study and test images, while still retaining the characteristic error patterns of bias toward category prototypes. That is, Huttenlocher et al. (1991) demonstrated that taxing spatial memory by including an interference task yielded similar and even increased biases in location memory estimates when compared with trials with a delay between study and test; using two landscapes per trial, then, taxes spatial memory and provides an interference task while increasing the amount of data collected per participant. As we shall see, analyses confirmed that no difference in error patterns was found for locations shown first or second in a trial.
Trials began with a 500-ms fixation cross in the center of the screen. The locations were then shown for 2,500 ms each, separated by a 750-ms blank screen. Following a 1,000-ms delay, the recall images were then presented. These remained on screen until subjects made a response. If participants were unsure of the location, they were encouraged to guess. Trials continued until all 140 image locations had been seen.
Analysis 1A
Category identification. As a preliminary method to identify a priori the spatial categories surrounding each location, the clus- The test image (a) was determined to contain seven color-based clusters (b). Categories for Analysis 1A were determined on the basis of these clusters and are outlined in (b). The locations to be remembered are shown as yellow dots, whereas the center (or prototype) values for each category are depicted by stars. The mean response vector is shown as a yellow arrow. The angle of difference between this arrow and the dotted line (connecting the correct location and the category center) was measured. tering plug-in of a widely available software package-ImageJwas used (Abramoff, Magelhaes, & Ram, 2004) . This plug-in employs a pixel-based k-means clustering method. That is, pixels in the image may be defined by their red, green, and blue (RGB) color values; to create clusters, the plug-in randomly chooses k such values, called cluster values, and calculates the difference between each pixel's RGB profile and these values. Each pixel within the image is assigned to the nearest cluster value. The cluster values are then iteratively adjusted, with each pixel again being assigned to the nearest cluster value, to minimize the average distance between them. The value of k for each image was determined by the number of distinct peaks present on the image's RGB profile histogram, determined by two independent observers.
The result of this plug-in is an image consisting of k color values, which was then despeckled to remove noise (see Figure 2) . The category was then identified by using the software's wand tool at the correct location; this tool creates a selection by seeking the nearest edge and following it until it loops back on itself. The center of mass of the two-dimensional shape surrounding each dot location served as the central or prototype value for our experiments. An example image with all four dot locations, spatial categories, prototypes, and average errors is shown in Figure 2B .
Scoring. Again, the participants' task was to indicate the location of the dots using the mouse. On some trials, however, participants did not make a true response; the button was accidentally pressed before the mouse had moved from the previous response location. Other large errors occurred because we had encouraged participants to guess if they were unsure of the location. To prevent such cases from affecting the mean error, we deleted those responses whose error was so great that it was likely that the participant had accidentally responded or momentarily failed to attend to the task. Specifically, those responses greater than 25% of the image length (225 pixels, or 6.5 cm) from the correct location were removed. These responses accounted for 3.8% of the total data. After this culling, the standard deviation of the distance of responses from the correct location was calculated for each location (Levine, 2004) ; responses greater than three standard deviations were deleted, eliminating an additional 0.17% of the data.
The remaining responses were converted to vectors, each originating at the associated correct location. These error vectors were then added and the length of the summed vector divided by the number of responses to obtain an average error for each location (e.g., see Figure 2B ). Note that averaging error vectors as described automatically weights the angle of an individual response by the magnitude of error. For each location, the weighted average error vector was then compared to the error direction predicted by the CA model (the angle between the correct location and the category prototype; e.g., Figure 2B ). Therefore, each location was associated with a specific difference angle representing the difference between the predicted and observed error. Note that this method differs from that of previous studies (e.g., Huttenlocher et al., 1991) . Rather than examining responses with respect to a fixed point across all locations-the circle center, in the past-we examined the direction and magnitude of error vectors from the correct location itself. The primary advantage of this approach over those used in previous studies (e.g., Huttenlocher et al., 1991) is that whereas previous studies used separate analyses for the direction and the distance of errors, this method directly assesses both types of information simultaneously. This has additional advantages in that it allows us to easily visualize errors with respect to the predicted value, even across irregularly shaped categories. It also allows for comparison of error distributions (e.g., we can compare the error distributions of images seen first or second in a trial pair).
Results. Response vectors for each location were used to plot bias (the mean direction of recall errors versus the predicted direction). That is, the average error vector was calculated for each location, as described above, and the direction of this vector was compared to the direction of error predicted by the CA model (e.g., Figure 2B ). Therefore, each location was associated with a specific difference angle representing the difference between the predicted and observed error. The resultant distribution of differences across all locations is shown in Figure 3A . Note that in this figure, an overall pattern of bias consistent with the CA model would lead to errors of approximately 0°. This figure implies that, for the majority of locations shown, participants appear to have erred in the direction of the category prototype.
However, it would be inappropriate to use these difference angles to determine the overall mean error or to perform statistical analyses (Zar, 1998) . One reason is simply that each participant contributed multiple data points, which we cannot treat as independent. Furthermore, using the difference angles would imply that each mean difference for a given location had an angular deviation of zero-that all participants erred in precisely the same direction. An example helps illustrate this latter point: Consider two locations, each remembered by two individuals. On the first location, both individuals err in precisely the direction of 90°by precisely 1 unit of length. The average vector is therefore directed toward 90°and is 1 unit long, implying zero angular variance. For the second location, both individuals make the same 1-unit error, but one errs in the direction of 1°, whereas the other misremembers the location in the direction of 179°. For this location, the angular variance of responses is much higher. Even though the average angle is still 90°, the length of the average vector is very small (approximately 0.02 units), implying that the errors are more or less randomly distributed. So, returning to our analysis, it would be inappropriate to use difference angles alone without taking into account the angular variance associated with each value.
The proper analysis should also take into consideration the magnitude of location memory errors. That is, it is likely that for some locations-those immediately adjacent to prominent textural elements, for example-errors would be small and randomly distributed about the correct location. In such cases, the only source of error might be motor response and not location memory per se. Therefore, cases in which the average error magnitude is small are less informative about location memory processes. Indeed, for a distribution in which errors are small and randomly distributed, shifting a single response by 1 or 2 mm could dramatically shift the direction of the average error vector for that location.
Therefore, to address these issues and to more directly assess the question of whether individuals tend to recall locations as being closer to the category prototype (center of mass) than they were, we performed Hotelling's one-sample second-order analysis (Zar, 1998) . Specifically, rather than calculating the difference angle between the average and predicted errors for each location, we calculated the difference between each individual response and the predicted error. The average of these difference angles across all 140 locations was then calculated for each participant. Thus, each participant is associated with one mean difference angle. Furthermore, because we calculated each subject's average error vector in the same manner as above (adding the vectors, then dividing the summed vector length by the number of responses), we automatically took into account the issue of error magnitude. The secondorder (also called the mean of means) test is appropriate, as each average error vector represents the mean difference angle for a single participant. Finally, Hotelling's analysis tests the distribution of these average error vectors, which include both direction and vector length (angular variance) information, against the null hypothesis that there is no mean direction of bias (i.e., random error).
The second-order distribution-the average error vectors for each participant-is shown in Figure 3B . With an alpha of .05, subjects erred in a significantly directed fashion, M ϭ 355.20°,
.68. We also tested whether individuals erred toward the centers of the quadrants of the image, treating it as a simple rectangular shape, and found no evidence of this, F(2, 17) ϭ 1.44, ns. Using Hotelling's second-order test for paired data, we found no difference in the errors made between images seen first or second within a trial, F(2, 17) Ͻ 1, ns. Thus, participants' memory for locations was largely biased toward the predicted category centers.
Analysis 1B
Category identification. To ensure the validity of the categories identified by the clustering algorithm, a separate group of participants was asked to identify the spatial categories. Participants were 35 undergraduate students at Temple University who participated for course credit. The difference between each response and the predicted direction of error is recorded, and a mean error vector (with respect to the predicted direction) is calculated. Each vector therefore represents a single subject's tendency to err in the predicted direction or not. Vector length varies inversely with angular dispersion (i.e., longer vectors represent more consistent errors in a given direction, such as toward the prototype). Note that the predicted direction of error in all figures is 0°.
The categories were identified by participants on physical copies of the images used in the location memory task. Physical versions were identical in size to those seen on the computer screen. The images were presented serially inside transparent plastic sheet protectors, upon which participants were asked to trace the "region[s] surrounding or enclosing the dot[s]" using felt markers. As with the location memory task, the tracing task consisted of four blocks, with each of the 35 landscape images appearing in a random order once per block. The four possible dot locations per landscape were again each randomly assigned to one of the four blocks for each subject. Participants were allowed to take as much time as needed to complete the task.
To combine the multiple drawn categories into composite ones for analysis, each outlined category was transformed into a digital copy. The categories for each dot location were then overlaid using photo editing software. Portions identified by only a single subject as belonging to the category were discarded. The remaining areas were used to calculate the category prototypes. As with Analysis 1A, the two-dimensional center of mass served as the category prototype; however, in this case the pixels were weighted by the degree to which they were agreed upon. Thus, regions that all subjects identified as part of a category were weighted twice as heavily as areas identified by only half of the subjects.
Scoring. Scoring was identical to that of Analysis 1A, except that the values of the category prototype were altered to reflect the results of the category identification task.
Results. As in Analysis 1A, the average error vector was calculated for each location and compared to the predicted error direction (the angle between the correct location and the category center, derived from the category identification task). The resultant distribution of differences between these angles is shown in Figure  3C . Again, note that an overall pattern of bias consistent with the CA model would lead to errors of approximately 0°. This figure implies that, for the majority of locations shown, participants appear to have erred in the direction of the category prototype.
However, as above, it would be inappropriate to use these difference angles to determine the overall mean error (Zar, 1998) . We therefore again performed Hotelling's one-sample secondorder analysis, using the category prototype (center of mass) values from the category identification task. The second-order distribution is shown in Figure 3D . With an alpha of .05, subjects erred in a significantly directed fashion, M ϭ 353.46°, 95% CI [343.82°, 3.23°], F(2, 17) ϭ 58.94, p Ͻ .01, d ϭ 3.72. Again, using Hotelling's second-order test for paired data, we found no difference in the errors made between images seen first or second within a trial, F(2, 17) Ͻ 1, ns. Therefore, as in Analysis 1A, participants' memory for locations was largely biased toward the predicted category centers.
Furthermore, to test the similarity between the categories identified by the clustering algorithm (Analysis 1A) and those identified by a separate group of participants (Analysis 1B), the secondorder error distributions from the two analyses ( Figures 3B and  3D ) were compared. Again we used Hotelling's second-order test for paired data. This analysis subtracts the paired vectors from each other and tests the distribution of differences against the null hypothesis of a random distribution. If the category centers used in the two analyses differed significantly from one another, then the distribution of error vectors with respect to these predicted values would also differ; that is, if the distributions differ significantly either in terms of variance or direction of average error, then we can say that the category centers differed between the two analyses. However, there was no significant difference, F(2, 17) ϭ 2.55, ns, implying that the categories identified by the clustering algorithm were similar to those identified by a separate group of participants.
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Discussion
This experiment supports the validity of the CA model in complex environments. The results clearly demonstrate that memory for locations within visually rich images is biased and that this bias tends to be in the direction of the category center, as predicted by the CA model. We take this as the first evidence of the combinatory process outlined by Huttenlocher et al. (1991) in visually complex, natural scenes. Furthermore, the categories used as a frame of reference for remembering locations were based on information captured by the image and were not related to the geometric information (e.g., boundaries or axes of symmetry) of the rectangular image space, because errors were not biased toward the quadrant prototypes.
However, these results leave open the question of the specific kind(s) of information used by participants to identify categories. That is, because images such as those of Experiment 1 are rich with semantic information as well as perceptual data, and because these two types of information are highly correlated in such images, the spatial categories in complex scenes might be defined by either (or both) of these types of information. In Experiment 2, we address this question.
Experiment 2
Experiment 1 showed that memory for locations within complex natural scenes was biased toward category prototypes. However, we do not know what sort of information is being used by participants to parse these scenes into their constituent categories. This information might include basic perceptual cues (the brownish region adjacent to blue), functionality (the sandy beach), or semantic knowledge (a river delta), among others. The software we used to define categories in Experiment 1 (Analysis 1A) used only perceptual information, so that may have been the dominant factor for humans as well. However, because the perceptual and conceptual information in these images are highly correlated, it is difficult to know whether one type of information or both were used. In Experiment 2, we therefore explore the role of conceptual information in segmenting scenes into spatial categories.
It seems likely that conceptual information plays a role in identifying spatial categories in everyday situations. The advantage of any Bayesian system lies in its ability to adapt estimates as 1 The difference in F values of the two sets of analyses (30.62 and 58.94, respectively) might seem to imply that a difference might be found, but visual inspection of Figures 3B and 3D suggests that the difference in F values is driven essentially by one or two subjects. That is, in Figure 3B , the overall variability of the distribution is increased by one data point biased toward 90°and one toward 310°, whereas the data points in Figure  3D are slightly more clustered. However, the difference in variance between the two distributions is still quite small, so no significant difference was found. more information becomes available. In terms of such input, a system in which categories are rigidly defined without regard to semantic information would be severely limited at best. Knowledge of the interactions of light and shadow, for example, would be critical to choosing optimal spatial categories to encode. Consider remembering the location of one's keys in a grassy park: recalling that they were within the dark shadow of a tree (a region defined by a change in luminance) may be optimal in a task of short-term recall but will not be of much use after a few hours, or past sunset. Even in the short term, conceptually defined categories may have the potential to reduce location memory errors to a greater degree than some perceptually defined categories. For example, in our task a novice may remember a location as being "on the rock face"; an expert geologist, however, may encode the location with respect to some conceptually identified structure, such as the "Mesozoic portion of rock." Although such categories do admittedly have perceptual correlates-different profiles due to erosion, for example-expertise effects as outlined above would still certainly demonstrate a role for top-down processing in category identification. Furthermore, as this example demonstrates, conceptually defined categories need not always incur the cost of having less precise boundaries than those of perceptually defined categories.
The purpose of Experiment 2, therefore, was to explore the nature of segmentation into spatial categories within complex scenes in a situation in which perceptual and conceptual influences could be distinguished. We again asked participants to recall locations within scenes, but we manipulated the images to reduce the influence of conceptual structure. Specifically, some images were presented upside down, whereas others were presented as color negatives of the original, canonical versions.
Inverted (upside down) versions of scenes retain the low-level visual cues (e.g., color, texture, luminance cues) that are available in the canonical images. Inversion, however, interferes with the extraction of meaning from scenes (Brockmole & Henderson, 2005; Shore & Klein, 2000; Velisavljevic & Elder, 2008) . For example, inverted depictions of scenes are more difficult to recognize (Rock, 1974) and produce less conceptual masking (Intraub, 1984) . Thus, if spatial categorization in Experiment 1 depended on conceptual structure, it might be impeded by using inverted images. This is not to say that conceptual information is completely inaccessible in these images but simply that it should be less readily available, thereby affecting the categories that individuals form. For example, the location depicted in Figure 1A is clearly located on the island. This much is obvious for both canonical and inverted orientations. However, the island itself may be subdivided into smaller categories, such as the left and right sides of the island, the peak and base areas, or the portions more thickly and more sparsely covered by trees. Because processing of semantic information of complex scenes becomes somewhat impaired with inversion, individuals may be less inclined or less able to refine categories into such subdivisions. Similarly, a location depicted on the tree in Figure 1A might be remembered as being located on the upper or lower portions of the tree or on a particular branch in an upright image, versus the tree as a whole for an inverted image. In any case, a difference in the error patterns between canonical and inverted images, because they contain the same low-level visual information, would suggest that inverting the images alters the manner in which individuals identify spatial categories.
Color negatives, on the other hand, do not retain all low-level visual information that is available in the corresponding canonical image. This manipulation may affect the use of cues such as surface texture or shading cues (Vuong, Peissig, Harrison, & Tarr, 2005) that may have been used in identifying spatial categories in Experiment 1. Photographic negation may or may not also affect identification of spatial categories on the basis of semantic information. For example, photographic negation has been shown to affect judgments of facial identity (e.g., White, 2001 ), but the impairment of item-level recognition does not necessarily impact identification of semantic categories (i.e., whether the object is a face or not). On the other hand, it has been suggested that the extraction of semantic information may also be disrupted when objects are colored in an unfamiliar way (Goffaux et al., 2005) . Nevertheless, it is certainly the case that low-level visual information is disrupted in color negatives.
The effects of the image manipulations are schematically shown in Figure 4 . Because the two manipulations alter different aspects of the images, pairwise differences that arise in the error patterns of our location memory task between image types may suggest the mechanism by which individuals perform this segmentation. Because color negatives may affect both semantic and visual processing, some findings might be considered ambiguous when taken alone (such as a difference between color negatives and canonical images). However, three patterns of pairwise differences would lead to unambiguous conclusions. First, a difference between the error patterns of the upside down and the upright images would suggest a role for conceptual information in the segmentation process, because basic visual cues are retained in this manipulation. Second, a difference in the error distributions of the color negative and canonical images (but no difference between inverted and canonical) would suggest that low-level visual cues are likely involved in determining categories; this conclusion would be bolstered if there were also a difference in errors between the color negative and inverted images, because the local low-level visual cues are identical for canonical and inverted images. Finally, finding significant pairwise differences between the errors of all three image types would imply that both conceptual and perceptual information were used to form spatial categories. It is possible that such a pattern would arise if the same process were disrupted by each manipulation but to different degrees. However, if the differences between color negatives and canonical images and between upside-down and canonical images are different in kind, then this would strongly suggest that different processes were disrupted by each manipulation.
Method
Participants. The participants were 25 undergraduate students at Temple University who participated for course credit. Three additional students participated in the location memory task, but these data were not included in the final analyses because these participants failed to attend to the task, using the criteria described in Experiment 1.
Materials. The materials for the location memory task were the same as in Experiment 1.
Stimuli. The stimuli were a subset of those used in Experiment 1. Twenty-five images with two locations per image were selected for use in Experiment 2. The locations that showed the greatest consistency in errors across all subjects were selected. These locations were evenly distributed in terms of their direction relative to the prototype. The images were then converted into photographic negatives, using a common photographic software package, or were rotated 180 degrees to create upside-down versions. Thus, there were three versions of each image location: canonical, color negative, and upside down. A sample image that has undergone these manipulations is shown in Figure 5 .
Locations were depicted in the same manner as in Experiment 1, except in the case of the color negative images. The color of the dots marking the to-be-recalled locations was not clearly visible in this condition, so the dots were recolored in these images to be a bright green. All other aspects of the dots (e.g., elliptical shape, fuzziness of boundaries) were kept identical.
Furthermore, the size of study and test images was the same as in Experiment 1. Also, the study and test images were again each randomly assigned to one of nine locations on the screen to prevent the use of cues such as distance to the edge of the computer screen. Again, participants were informed that there would be differences in cropping and position beforehand and were given two sample trials to demonstrate.
Procedure. The location memory experiment consisted of six blocks, with each of the 25 landscape images appearing in a random order once per block. There were two possible dot locations per landscape and three image types for each location. Each image type-dot location pair was randomly assigned to one of the six blocks for each subject. Trials were of the same format as in Experiment 1 and continued until all 150 image locations had been seen. If subjects were unsure of the location, they were instructed to press a key on the keyboard rather than make a response.
Scoring. As in Experiment 1, on some trials of the location memory task participants accidentally pressed before the mouse had moved from the previous response location. Again, to prevent such cases from affecting the mean error, we deleted responses whose error was so great that it seemed likely that the participant must have accidentally responded or momentarily failed to attend to the task. Specifically, responses more than 25% of the image length (225 . Sample images used in Experiment 2. The same locations were tested using (a) canonical, (b) color negative, and (c) inverted versions of the image. Inverting the images is assumed to reduce the influence of conceptual structure in forming spatial categories while retaining basic, low-level visual cues (e.g., color, luminance), whereas photographic negation affects perceptual cues (and potentially conceptual structure as well). pixels, or 6.5 cm) from the correct location were removed. These responses accounted for 4.06% of the total data. In addition, after this culling the standard deviation of the distance of responses from the correct location was calculated for each location (Levine, 2004) ; responses greater than three standard deviations were deleted, eliminating an additional 0.08% of the data. The remaining responses were converted to vectors, as in Experiment 1.
Results
The goal of Experiment 2 was to compare the responses for each location across the image types to determine if the image manipulations affected participants' segmentation of scenes. As in Experiment 1, error vectors for each location were used to plot bias and to determine the average vector for each location. To determine if there is a difference in the error distributions across the image types, a common reference point for the category center is required. The clustering algorithm of Experiment 1 was found to identify the same categories regardless of the image manipulations, because it works on the basis of minimizing the difference between RGB values of pixels and cluster values. Therefore, we used these categories as the reference for our analyses. Thus, the difference between the angle of the average vector for each location and the angle of the vector predicted by the CA model was then calculated across all image types. The resultant distributions of differences between these angles can be examined visually (Figure 6 , A-C). This figure implies that for the majority of locations shown and across the image types, participants appear to have erred in the direction of the category prototype. However, as in Experiment 1, it would be inappropriate to consider each of these angles, which represent a mean error for a given location, as a single value by which we can determine the overall mean error (Zar, 1998) .
Therefore, as in Experiment 1, we performed Hotelling's onesample second-order analysis for each image type (Zar, 1998) . Figure 6 (D-F) shows the resultant second-order distributions for each image type. We found that subjects did err in a significantly directed fashion for the canonical images, Of greatest interest, however, was whether there existed differences in the distributions of mean error vectors between the image conditions. If participants used different categories between the conditions, then the pattern of error vectors for one type of image (e.g., canonical) would significantly differ from that for another type of image (e.g., color negative). Hotelling's second-order test for paired data was used to examine this possibility. Again, this analysis subtracts paired vectors from each other and tests the resultant distribution of difference vectors against the null hypothesis of a random distribution. The angle of the mean of these difference vectors can also inform us whether the distributions differed in terms of overall direction, angular variance, or both; a difference in angular variance (i.e., the lengths of the vectors in the distributions) but not direction would result in a mean difference vector with an angle near 0°or 180°(depending on which vector set is subtracted from the other). Similarly, a mean difference vector with an angle of approximately 90°or 270°would indicate a difference in the overall direction of errors but no difference in variance. Finally, a mean angle between these values would suggest that both direction and variance differed.
Using Hotelling's second-order test for paired data, we found that a significant difference exists between the error distributions of the canonical images and the color negatives, M ϭ 182. The significant difference between the color negatives and the canonical images appears to be primarily due to a difference in the length of vectors (which is related to angular variance) in the two distributions, because the angle of the mean difference vector is near 180°. Recall from the results of Experiment 1 that a greater length of these second-order vectors does not imply that individuals made larger errors but rather that the errors were more consistently in a given direction-that of the predicted category prototypes, in this case. Therefore, there was greater withinsubjects angular variance in participants' recall in color negatives compared with canonical images. That is to say, for color negative images, subjects frequently erred in the direction of the category prototype but with less reliability than for canonical images; in some cases, errors were directed in another direction suggesting the use of alternate categories.
On the other hand, the difference between the canonical and upside-down images appears to be related to both the length as well as the direction of the vectors of the two distributions, because the angle of the mean difference vector is between 90°and 180°. This suggests that individuals again used different categories for canonical and inverted images. It is important to note that the difference in mean error direction is not due to a simple leftward or rightward response bias (associated with using a mouse to make responses, for example), which would be expected to flip with inverting the image (e.g., Wedell et al., 2007) , or to an artifact of the coding process, which makes certain assumptions about the category prototypes (i.e., that they are the center of mass of the region). As coded in our analyses, a positive mean error (e.g., 8.59°for inverted images) simply shows that errors were in a clockwise direction. Because the direction of correct locations to category prototypes was evenly distributed, this rules out a simple response bias, as a leftward bias would produce both clockwise and counterclockwise errors, depending on whether the correct location was above or below the category prototype, for example. Neither is the difference in mean error directions between conditions due to an artifact of defining the category prototype. For example, it has been pointed out that the center of mass of a triangle is below the midway point and that when this triangle is inverted, the center of mass is above the midway point; if individuals used the midpoint as the prototype (for both the upright and inverted versions), might this explain the difference in error patterns without assuming different category prototypes? Again, because our data are scored as clockwise and counterclockwise with respect to the predicted angle and because the inverted images are 180°rotations (not flipped versions) of the canonical images, such an explanation cannot account for our data; even if individuals used the midpoint in each case, the clockwise and counterclockwise errors would be scored as identical. After ruling out these alternative explanations, the significant difference in error patterns between canonical and inverted images suggests that individuals again used different categories across the two image types.
Finally, the significant difference in the distributions of errors between the color negative and inverted images also appears to be due to differences in both the length and the direction of the vectors of the two distributions, because the mean difference vector is between 180°and 270°. The previous paragraphs explain that the category prototypes used in inverted and in color negative images are different from those used in canonical images. The fact that the overall directions of the error distributions of the two altered image conditions differ is important because it implies that the category prototypes used in each of these conditions also differ; because the significant result is partially due to a difference in the overall directions of the distributions and not solely vector length (angular variance), this implies that the difference between manipulated images is not simply one of degree but also of kind. That is, the two image manipulations did not result in the use of the same category prototypes but in two different ones.
Discussion
The purpose of Experiment 2 was to explore the nature of segmentation into categories within complex scenes in a situation in which perceptual and conceptual influences could be distinguished. Subjects were asked to recall locations in canonical, inverted, and color negative images of landscapes. Previous work has suggested that inverting scenes interferes with the ability to extract meaning (e.g., Brockmole & Henderson, 2005; Intraub, 1984; Rock, 1974; Shore & Klein, 2000; Velisavljevic & Elder, 2008) , whereas alterations involving unfamiliar color schemes disrupt certain basic visual cues (Vuong et al., 2005) and may also affect the ability to extract semantic information (Goffaux et al., 2005) . Because the stimulus locations were identical across all versions of an image (canonical, inverted, or color negative), differences in location memory error patterns would indicate the information used in the process of category identification.
The results of Experiment 2 suggest that categorization uses both perceptual and conceptual information. Because inverted images alter the ease with which semantic or conceptual informa-tion is extracted, yet retain basic visual information, the finding that participants' errors significantly differed between the upright and inverted versions suggests that inversion disrupted some aspect of the process of category identification. In addition, the error patterns between color negative and canonical versions differed significantly; however, as alteration of familiar color schemes may affect the ability to extract semantic information in addition to altering perceptual features of the image, this finding taken alone is ambiguous. Nevertheless, because we also found a significant difference between the two altered image types-inverted and color negative-and because this difference was one of kind (direction of errors) not degree (variance), it seems that the two image types disrupt different aspects of the categorization process. For example, inversion may have led to categories that were more defined by perceptual boundaries that might not have been as rigidly used in the canonical images. On the other hand, color negation may have impaired the use of some of these perceptual cues, such as texture (Vuong et al., 2005) , causing the increased variability of location memory errors. Explanations for our findings are considered further in the general discussion.
Some may interpret these findings as suggesting that the two image manipulations simply interfered with the same aspect of category identification, but to different degrees. However, if the two image manipulations disrupted the same process to different degrees, one would expect that the errors of both image types would differ from canonical in the same manner and that the two altered image types would differ from each other in terms of degree. But our results show that the two error distributions differ from the canonical error distribution in dissimilar manners (i.e., the inverted image errors differ from canonical in terms of variance and of direction, whereas the color negative errors differ from canonical only in terms of variance), suggesting that different aspects of category identification are disrupted by each process. That the error distributions of the altered images differ from each other in terms of direction furthers this argument, because this is a difference of kind, not degree. This strongly suggests that the two image manipulations in Experiment 2 affected different aspects of category identification rather than one aspect to different degrees. Therefore, category identification in our tasks makes use of at least two types of information: conceptual information (disrupted in the inverted images and possibly in color negative images) and perceptual information (disrupted in color negative images).
General Discussion
Numerous experiments have provided support for the CA model, suggesting that it accurately characterizes recall of spatial location in simplified spaces and tasks. However, such stimuli do not approach the complexity of the environments that individuals find themselves in on a daily basis. Experiment 1 represents an important step for the CA model in showing its usefulness in much more complex situations. The results of Experiment 1 show that individuals carve up the world into its constituent components and remember a location using the broad category that surrounds it as a frame of reference, as predicted by the CA model. Experiment 2 provides further information about the nature of category identification in complex environments. Because the stimuli in Experiment 1 were imbued with both semantic and perceptual information that could define categories, it left unclear which type of information, or both, was important to segmenting the images into constituent categories. Therefore, in Experiment 2 we manipulated the images to reduce the influence of semantic information. Because upside-down images interfere with the extraction of semantic information while leaving basic visual cues (color, luminance, texture) intact, a difference in the error patterns between the upside-down and the canonical images suggested that semantic information is involved in the segmentation process for visually complex scenes. In addition, because the color negative manipulation affects basic visual cues and may also affect extraction of semantic information, and because upside-down images only affect the extraction of semantic information, a difference in the error patterns between the color negative and upside-down versions-given that both differed from the canonical imagessuggests that perceptual information is also involved in the segmentation process for visually complex scenes. Taken together, the results of Experiment 2 argue that perceptual and conceptual information are used in the segmentation of visually complex scenes into categories.
Alternatively, one might suggest that the effect of inversion on category formation may stem from a decrement in the ability to process spatial relations within the scenes. There is an extensive body of literature linking the inversion cost to face recognition performance with a disruption to the processing of the relations between features within a face (e.g., Leder & Bruce, 1998 Leder, Candrian, Huber, & Bruce, 2001; Murray, Yong, & Rhodes, 2000; Rhodes, Brake, & Atkinson, 1993; Searcy & Bartlett, 1996; Tanaka & Sengco, 1997; Thompson, 1980) . However, this classic effect (widely termed the "face inversion effect") is disproportionately larger for faces compared with other nonface objects and scenes (Diamond & Carey, 1986; Wright & Roberts, 1996; Yin, 1969) . Notably, face perception is distinct from scene perception with respect to the importance of subtle differences in the relations between features. Specifically, Diamond and Carey (1986) noted that because all faces share the same first-order relations between features (e.g., two eyes aligned horizontally over a centrally aligned nose, which is over a mouth), this information cannot support the recognition of individual faces. Instead, face perception is sensitive to subtle differences in the spatial relations between the features forming the shared first-order configuration. In contrast, scenes do not share a common first-order relation between features (e.g., a boulder can be to the left or to the right of a tree, and a creek could run between them or around them). Thus, Diamond and Carey (1986) argued that because of the relatively unconstrained nature of the first-order relations within scenes, this information is typically sufficient for the perception and recognition of such stimuli. Because inversion has been shown to specifically disrupt the processing of second-order rather than first-order relations, it seems unlikely that the effect of inversion in Experiment 2 arises through a disruption to the processing of spatial relations.
Although the inversion manipulation may not have disrupted the processing of basic spatial relations within the scenes, there is evidence that it likely changed the manner in which the scenes were processed. Specifically, a recent study found reduced activation for inverted, compared to upright, scenes in the classically scene-selective brain region, commonly referred to as the parahippocampal place area (PPA; Epstein & Kanwisher, 1998; Epstein, Higgins, Parker, Aguirre, & Cooperman, 2006) . Notably, this reduction in activation in the PPA with inversion was accompanied by a corresponding increase in activation in the lateral occipital complex, a region typically associated with more generic object processing mechanisms (Grill-Spector, Kourtzi, & Kanwisher, 2001; Malach et al., 1995) . Thus, inversion appears to induce a shift from the recruitment of specialized scene processing mechanisms to more generic object processing mechanisms.
As described earlier, behavioral evidence suggests that one consequence of this apparent shift in processing-from specialized mechanisms to more generic ones-is a loss in the ability to access semantic information embedded in scenes (e.g., Brockmole & Henderson, 2005; Intraub, 1984; Rock, 1974; Shore & Klein, 2000; Velisavljevic & Elder, 2008) . It is possible that the recruitment of generic perceptual processing mechanisms, rather than those specifically tailored for representing scenes, may weaken the representations of scenes such that it is more difficult to activate relevant stored semantic knowledge about scenes. This account is in accordance with distributed models of semantic memory that suggest that the same areas responsible for perceiving a stimulus, and thus active when the semantic information is acquired, are also involved in storing the semantic knowledge associated with that stimulus (Allport, 1985; Martin, 1998 Martin, , 2007 . Thus, because our semantic knowledge of scenes is likely accrued through our extensive everyday experience (with upright scenes), this information may be linked in brain networks to the specialized PPA-based representations of upright scenes. Thus, the somewhat unfamiliar generic representations of inverted scenes created by the lateral occipital complex may be less efficient at accessing semantic information, because they were unlikely involved to the same extent during the acquisition of this knowledge.
One could argue that it is not surprising and possibly even expected that our spatial memory system relies, at least in part, on semantic information and other information accrued through our experience with the world. The advantage of any Bayesian system lies in its ability to adapt estimates as more information becomes available. In terms of such input, a system in which categories are rigidly defined without regard to semantic information would be severely limited at best. However, DFT, as outlined by , does not explicitly account for such information. That is, Spencer et al. state that geometric category bias-involving the use of edges and symmetry axes to subdivide space into what Huttenlocher et al. (1991) call categories-are always tied to perceived reference frames. Because the upside-down images in Experiment 2 were visually identical to the canonical images, the fact that the error patterns differed between these two types of images is hard to account for with perceived reference frames alone. Rather, the results of Experiment 2 indicate that individuals remember locations by using an allocentric frame of reference grounded in both the perceptual cues and the semantic content of the task space. Thus, it seems that Spencer et al.'s DFT account of spatial memory biases needs to address the use of conceptual information. Further contrasts between the DFT and CA model will need further empirical work to adjudicate.
It is also worth noting that, as with the canonical images, these frames of reference-perceptually and conceptually definedfrequently converge on the same category boundaries. However, as outlined previously, there are instances in which they might disagree (e.g., the base of a mountain, or the difference between a crack in a rock and a fault). In these cases, segmenting the world into categorical frames of reference by using either perceptually or conceptually defined cues might lead to very different results. However, it is unclear as to how these different patterns would be used. One possibility is that individuals may effectively choose to use one or the other sets of categories; if we assume that the goal of combining categorical and metric information is to minimize errors, then having multiple potential categories from which to choose could furnish the individual with options that might further minimize errors (e.g., by reducing category size or by having more precise boundaries). In cases of disagreement, then, one might predict that the frame of reference that reduces error to the largest degree would be used to define the category. A second possibility is that the multiple segmentation patterns are combined so that the size of the frame of reference is minimized. This case, with categories akin to the overlapping region of a Venn diagram, would make use of all available information to minimize errors. In such instances, it might also be predicted that the relative weighting applied to each segmentation pattern would be proportional to the reliability of that pattern. Future work will begin to explore these and other issues by comparing the location memory errors of novice and expert geoscientists, who likely differ in their conceptual understanding of geological formations.
In summary, Experiment 1 addressed a significant gap in the literature by demonstrating a bias in location memory errors within visually complex scenes. This is the first evidence to date that the same combinatory process that leads to bias in location memory errors within blank geometric shapes is used in more visually complex scenes. Using this new paradigm, in Experiment 2 we demonstrate that the information that people use to segment images into categories includes both low-level visual cues and semantic information. That semantic information is used strongly suggests that the process of categorization depends, in part, on the conceptual information brought to bear on the task by the individual.
