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Introduction
L’e´tude des lois de comportement (en conduction ou en e´lasticite´) de mate´riaux com-
posites est rendue complexe du fait des fortes he´te´roge´ne´ite´s de ces mate´riaux a` une
e´chelle microscopique (avec plusieurs e´chelles) repre´sente´e par un petit parame`tre ε > 0.
L’homoge´ne´isation consiste a` obtenir une loi de comportement e´quivalente (on dit aussi
homoge´ne´ise´e ou effective) lorsque l’on gomme ces he´te´roge´ne´ite´s. Du point de vue ma-
the´matique l’homoge´ne´isation consiste a` faire tendre ε vers 0 dans les e´quations qui gou-
vernent le comportement des mate´riaux he´te´roge`nes. Dans le cas particulier d’un com-
posite pe´riodique, i.e. constitue´ de mate´riaux homoge`nes distribue´s pe´riodiquement, la
de´termination du proble`me homoge´ne´ise´ se traduit par un phe´nome`ne de moyennisation
au niveau des lois de comportement a` l’e´chelle microscopique. Sous certains hypothe`ses,
qui seront pre´cise´es ulte´rieurement, le proble`me homoge´ne´ise´ est de meˆme nature que le
proble`me initial pose´ dans la microstructure a` ε fixe´. Cependant, lorsque (par exemple) le
contraste entre les phases (suppose´es homoge`nes) du mate´riau composite devient tre`s
grand, des de´ge´ne´rescences (effets non locaux, couplages) qui modifient la nature du
proble`me peuvent apparaˆıtre dans le processus d’homoge´ne´isation, i.e. par le passage
a` la limite ε→ 0.
Dans ce me´moire, on s’inte´resse a` quelques proble`mes d’homoge´ne´isation en conduc-
tion et en e´lasticite´, bidimensionnelle ou tridimensionnelle, lorsque les caracte´ristiques
physiques des phases des mate´riaux composites sont faiblement contraste´es ou, au con-
traire, fortement contraste´es.
On se place ici dans le cadre de l’homoge´ne´isation de proble`mes elliptiques line´aires du
second ordre, de type conduction ou e´lasticite´, avec une condition au bord de Dirichlet. Par
exemple, dans le cas de la conduction, on conside`re un ouvert Ω de RN , avec N ∈ {2, 3},
et Aε, ou` ε > 0 est un petit parame`tre, une fonction matricielle de Ω dans R
N×N (Aε
est la conductivite´ du composite a` l’e´chelle microscopique ε). Pour un terme source f , on
e´tudie alors le comportement asymptotique de la solution (lorsque celle-ci existe) uε de{ −div(Aε∇uε) = f dans Ω,
uε = 0 sur ∂Ω.
(1ε)
Plus pre´cise´ment, on de´termine si la suite de solutions uε converge, dans un sens conve-
nable, lorsque ε tend vers 0 vers une fonction u∗ solution d’un proble`me (1∗) de type (1ε)
de´fini avec une fonction matricielle A∗ de Ω dans R
N×N .
La G-convergence de Spagnolo [83] a apporte´ les premiers re´sultats dans ce sens. Spa-
gnolo conside`re une suite de fonctions matricielles Aε syme´triques, borne´e supe´rieurement
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inde´pendamment de ε et e´qui-coercive, i.e. il existe une constante α > 0 telle que, pour
tout vecteur ξ ∈ RN , Aε(x)ξ · ξ ≥ α|ξ|2 p.p. (presque partout) au sens de la mesure
de Lebesgue (la simple bornitude de Aε combine´e avec une coercivite´ non uniforme,
i.e. α := αε, suffit a` assurer l’existence et l’unicite´ de la solution uε de (1ε) par le the´ore`me
de Lax-Milgram). Sous ces conditions, la suite Aε est compacte pour la topologie de la
G-convergence dans le sens ou` la suite de solutions uε de (1ε) admet une sous-suite fai-
blement convergente de limite u∗ solution d’un proble`me (1∗) de la meˆme forme que (1ε).
La G-convergence correspond a` la convergence des noyaux de Green des fonctionnelles
d’e´nergie associe´es aux proble`mes (1ε) et donc ne concerne que le cas de suites Aε(x) de
matrices syme´triques. Dans le cas de fonctionnelles d’e´nergie plus ge´ne´rales, De Giorgi a
introduit la notion de Γ-convergence [47] (voir aussi [17] et [46]) qui est e´quivalente a` celle
de la G-convergence lorsque l’on se restreint au cas pre´ce´dent. Inde´pendamment, Murat et
Tartar [75], [87] ont introduit la H-convergence comme ge´ne´ralisation de la G-convergence
au cas d’une suite e´qui-coercive et uniforme´ment borne´e de fonctions matricielles Aε
non ne´cessairement syme´triques (ce qui permet de conside´rer l’effet Hall) en utilisant la
me´thode des fonctions test [87] et le lemme div-rot [74]. Mais la fonction matricielle A∗
intervenant dans le proble`me homoge´ne´ise´ (1∗) n’est pas explicite en ge´ne´ral.
Ne´anmoins, il existe certains cas particuliers ou` A∗ peut eˆtre calcule´e explicitement.
Bensoussan, Lions et Papanicolaou [12] (voir aussi Sanchez-Palencia [81]) ont e´tudie´ de
nombreux proble`mes d’homoge´ne´isation de microstructures pe´riodiques. Dans le cadre
classique d’un proble`me de conduction de type (1ε) pour un composite de microstructure
Y -pe´riodique, ou` Y est un pave´ de RN (Y :=]0, 1]N pour fixer les ide´es), Aε est obte-
nue comme e´tant la fonction fortement oscillante associe´e a` une fonction Y -pe´riodique A
de´finie de RN dans RN×N , i.e. Aε(x) := A(
x
ε
). On obtient alors (voir par exemple [12], [58],
[81]) que A∗ est constante et s’e´crit en fonction de A et de la solution pe´riodique d’un
proble`me auxiliaire pose´ dans la cellule Y . En dimension deux, lorsque la microstructure
pe´riodique e´tudie´e est celle d’un e´chiquier isotrope, i.e. divise´e en quatre mate´riaux ho-
moge`nes isotropes de taille e´gale dans la cellule de pe´riodicite´, l’expression de A∗ peut
eˆtre simplifie´e et donne´e uniquement en fonction des conductivite´s des quatre mate´riaux
(conjecture de Mortola et Steffe´ [71], de´montre´e par Craster et Obnosov [44], ainsi que Mil-
ton [69]). D’autres formules pour la matrice (ou tenseur dans le cas de l’e´lasticite´ line´arise´e)
effective sont connues, ge´ne´ralement sous la forme d’un de´veloppement asymptotique.
C’est notamment le cas en homoge´ne´isation a` faible contraste (ou homoge´ne´isation en pe-
tites amplitudes) introduite par Tartar dans [90] en conduction et dans [89] en e´lasticite´
isotrope. Par exemple, en conduction, si l’on conside`re un composite a` deux phases ho-
moge`nes (me´lange de deux mate´riaux homoge`nes) de conductivite´s proches, la matrice de
comportement Aε peut eˆtre donne´e sous forme d’un de´veloppement en puissances de δ,
ou` δ repre´sente le faible contraste liant les conductivite´s des deux phases. Tartar [90] a
obtenu une formule ge´ne´rale donnant, dans le cadre de l’exemple, le de´veloppement de A∗
en fonction des deux conductivite´s et d’une famille de mesures ne de´pendant que de la
ge´ome´trie de la microstructure conside´re´e. En e´lasticite´ line´arise´e, Tartar [89] a obtenu une
formulation e´quivalente dans le cas de deux phases de lois de comportement isotropes (voir
aussi Allaire [4] pour le cas pe´riodique). Dans les exemples pre´ce´dents, les suites de fonc-
tions matricielles (ou tensorielles) de comportement des composites sont uniforme´ment
borne´es et e´qui-coercives. Ainsi le the´ore`me de compacite´ de la H-convergence entraˆıne
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l’existence d’un proble`me homoge´ne´ise´. Dans le cas de proble`mes de´ge´ne´re´s (suite de lois
de comportement non uniforme´ment borne´e ou bien non e´qui-coercive) le proble`me limite
peut eˆtre d’une autre nature.
En homoge´ne´isation a` fort contraste, on conside`re une suite de fonctions matricielles
(ou tensorielles) non uniforme´ment borne´e ou non e´qui-coercive, ce qui correspond au
cas d’une phase de forte ou faible conductivite´ (rigidite´ dans le cas de l’e´lasticite´). L’ho-
moge´ne´isation a` fort contraste a fait l’objet de nombreux travaux. En conduction, pour
une suite de conductivite´s non uniforme´ment borne´e, Fenchenko et Khruslov [51] ont
e´te´ les premiers a` e´tudier ce type de proble`mes dont la ge´ome´trie mode`le est un milieu
pe´riodique renforce´ par des fibres. Bellieud et Bouchitte´ ont e´tendu leur re´sultat aux cas
de proble`mes non line´aires [10] et au cas de l’e´lasticite´ [11]. Ces travaux ont montre´ que des
fibres fortement conductrices peuvent induire des effets non locaux dans le proble`me ho-
moge´ne´ise´. D’autres effets non locaux pour un milieu renforce´ par des fibres ont e´te´ obtenus
dans [34], [60], [61]. Dans le cas non e´qui-coercif, des effets non locaux apparaissent dans le
mode`le de double porosite´ (voir [3]). Le terme double porosite´ vient de l’homoge´ne´isation
de milieux poreux dans lesquels la solution uε de (1ε) est la pression et Aε = µεIN ou` la
perme´abilite´ µε vaut 1 dans les fractures et ε
2 dans les roches poreuses. On peut e´tendre
ce phe´nome`ne au cas de la conduction thermique et a` l’e´lasticite´ line´arise´e en conside´rant
un me´lange entre deux phases de caracte´ristiques d’ordre 1 et ε2. Par abus de langage on
parle encore de double porosite´ pour signifier le contraste entre les caracte´ristiques des
deux phases. Arbogast et al. [7] ont donne´ une premie`re approche mathe´matique rigou-
reuse de l’homoge´ne´isation du mode`le de double porosite´, en partie revue par Allaire [3]
par la me´thode de convergence a` deux e´chelles (voir aussi [16], [60], [93]).
Plus ge´ne´ralement, Mosco [72] a montre´ que les effets non locaux apparaissent naturel-
lement en conside´rant l’e´nergie associe´e au proble`me initial a` partir de la repre´sentation de
Beurling-Deny [14] des formes de Dirichlet. Camar-Eddine et Seppecher ont montre´ [37]
que toute forme de Dirichlet s’obtient comme Γ-limite d’une suite de fonctionnelles d’e´-
nergie de diffusion avec une conductivite´ a` fort contraste particulie`re. Dans le cas de
l’e´lasticite´, Camar-Eddine et Seppecher ont montre´ [38] que la fermeture par Γ-convergence
des fonctionnelles d’e´lasticite´ isotrope est l’ensemble de toutes les fonctionnelles quadra-
tiques s.c.i. (semi-continues infe´rieurement) nulles pour les de´placements rigides, donc
sans limitation contrairement au cas scalaire.
Dans cette the`se, on e´tudie quelques proble`mes d’homoge´ne´isation a` faible ou fort
contraste, en dimension 2 et 3.
Dans le cas de la conduction bidimensionnelle, on s’inte´resse tout d’abord a` l’ho-
moge´ne´isation de l’effet Hall qui est un proble`me de perturbation par un faible champ
magne´tique et donc peut eˆtre vu comme un proble`me a` faible contraste. On e´tend l’ap-
proche de Bergman [13] du cas pe´riodique au cadre ge´ne´ral non pe´riodique de la H-conver-
gence de Murat-Tartar. La formule obtenue (The´ore`me 2.1.8) pour le coefficient de Hall
effectif nous permet de de´duire une proprie´te´ de positivite´ (The´ore`me 2.2.6) ve´rifie´e par le
coefficient de Hall effectif. Plus pre´cise´ment, le signe du coefficient de Hall bidimensionnel
est conserve´ par homoge´ne´isation.
Toujours dans le cas bidimensionnel, on e´tudie dans un cadre ge´ne´ral l’homoge´ne´isation
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d’une suite de conductivite´s a` fort contraste. Partant des travaux re´cents de Briane [26] et
Casado-Dı`az [28], [29] en forte conduction, on obtient (The´ore`me 3.2.1) une ge´ne´ralisation
du the´ore`me de dualite´ de Keller-Dykhne [59], [49]. En particulier, on en de´duit un
the´ore`me de compacite´ (The´ore`me 3.2.4) pour le cas d’une suite de conductivite´s non
e´qui-coercive, i.e. un mate´riau comportant des re´gions de faible conductivite´. On e´tend
partiellement ce re´sultat au cas de l’e´lasticite´ (The´ore`me 3.3.1) dans lequel des difficulte´s
techniques supple´mentaires apparaissent.
Dans le cas de la dimension 3, on s’inte´resse plus particulie`rement a` deux micro-
structures fibre´es non pe´riodiques. Celles-ci ont e´te´ propose´es par Briane [19], [20] pour
mode´liser les fibres cardiaques et obtenir des mode`les plus re´alistes que le mode`le heu-
ristique connu en biome´canique (voir Peskin [79]). Briane a obtenu deux mode`les ho-
moge´ne´ise´s pour des suites de conductivite´s uniforme´ment borne´es et e´qui-coercives sans
hypothe`se supple´mentaire. Afin de simplifier ces mode`les, qui sont loin d’eˆtre explicites,
on introduit deux hypothe`ses. Dans un premier temps, on suppose les caracte´ristiques des
fibres et du milieu exte´rieur proches, i.e. on se place dans le cadre de l’homoge´ne´isation a`
faible contraste. En s’appuyant sur les travaux de Tartar [88], [89] sur l’homoge´ne´isation
en petites amplitudes on obtient deux mode`les homoge´ne´ise´s en conduction et en e´lasticite´
isotrope (The´ore`me 5.3.1, The´ore`me 5.3.4, The´ore`me 5.4.1 et The´ore`me 5.4.3), valables
au second ordre par rapport au contraste entre les caracte´ristiques des fibres et celles du
milieu exte´rieur. Ces mode`les permettent de valider, ou de re´futer, le mode`le heuristique
de biome´canique duˆ a` Peskin [79]. Dans le cadre de l’e´lasticite´, en e´tendant le re´sultat de
Tartar [88] au cas anisotrope (The´ore`me 5.2.1) on obtient (The´ore`me 5.4.5) un troisie`me
mode`le (valable au second ordre) simple qui co¨ıncide avec le mode`le de biome´canique.
Dans un deuxie`me temps, en se limitant au cas de la conduction, on suppose que les
conductivite´s des fibres et du milieu exte´rieur sont fortement contraste´es. On s’inte´resse
au proble`me de fibres de forte conductivite´ en se limitant au cas de la premie`re mi-
crostructure (le cas de la seconde microstructure fait l’objet de travaux en cours). On
obtient (The´ore`me 6.2.1) un proble`me couple´ ge´ne´ralisant celui obtenu par Bellieud et
Bouchitte´ [10] dans le cas d’un re´seau pe´riodique de fibres d’orientation constante.
Les diffe´rents proble`mes d’homoge´ne´isation e´tudie´s sont re´partis sur quatre chapitres
(2, 3, 5 et 6). Les chapitres 1 et 4 sont consacre´s a` des rappels sur la H-convergence et
sur les deux microstructures fibre´es. Les chapitres 2, 3 et 5 ont fait l’objet de publica-
tions soumises [31] ou a` paraˆıtre [32], [66]. Chacun des chapitres de 2 a` 6 comprend une
introduction propre plus de´taille´e que l’introduction ge´ne´rale pre´ce´dente.
Notations
On donne ci-dessous l’ensemble des diverses notations employe´es tout au long de ce
me´moire. Les notations les plus spe´cifiques sont rappele´es la` ou` elles apparaissent.
Ge´ne´rales
• N ∈ N ;
• Ω de´signe un ouvert borne´ de RN ;
• pour E un sous-ensemble de RN , |E| est la mesure de Lebesgue de E ;
• pour E un sous-ensemble fini de RN , ♯E ∈ N de´signe le cardinal de E ;
• | · | de´signe la norme euclidienne dans RN ;
• B := {e1, . . . , eN} est la base canonique de RN ;
• si x ∈ RN , on de´signe par xi ses coordonne´es : x =
∑N
i=1 xiei ;
• on munit RN du produit scalaire usuel · de´fini par
∀ x, y ∈ RN , x · y :=
N∑
i=1
xiyi;
• on de´signe par Bκ la boule ouverte de Rn, n ∈ N, de rayon κ > 0 et de centre
l’origine.
• c de´signe une constante pouvant varier d’une ligne a` une autre.
Matrices et tenseurs
• IN de´signe la matrice identite´ de RN×N
• pour N = 2, on note I := I2, et J ∈ R2×2 la matrice de rotation de 90◦, i.e.
J :=
(
0 −1
1 0
)
;
• pour chaque matrice A dans RN×N , AT de´signe la transpose´ de la matrice A et As
de´signe sa partie syme´trique. En particulier, pour N = 2, on a la de´composition
unique en partie syme´trique et antisyme´trique suivante :
A = As + α(A)J, ou` α(A) ∈ R;
• RN×Ns de´signe le sous-ensemble de RN×N forme´ des matrices syme´triques ;
12 Proble`mes d’homoge´ne´isation a` faible et fort contraste
• M+ est le sous-ensemble de RN×N forme´ des matrices positives, i.e.
M+ :=
{
A ∈ R2×2 | ∀ ξ ∈ R2\{0}, Aξ · ξ > 0} ,
et M s+ le sous-ensemble de M+ forme´ des matrices syme´triques ;
• | · | de´signe aussi bien la norme euclidienne dans RN et sa norme subordonne´e
dans RN×N , i.e.,
∀ A ∈ RN×N , |A| := sup {|Ax|, |x| = 1} ,
qui co¨ıncide avec le rayon spectral de A quand A est syme´trique ;
• on munit RN×N du produit scalaire : de´fini par
∀ A,B ∈ RN×N , A : B := tr(ATB);
• M4N de´signe l’ensemble des tenseurs d’ordre quatre syme´triques, i.e.
M4N := {A := (Aijkl)1≤i,j,k,l≤N | Aijkl = Aklij = Ajikl = Aijlk};
• | · | de´signe aussi la norme subordonne´e dans M4N , i.e.
∀ A ∈M4N , |A| := sup
{|Aξ|, ξ ∈ RN×Ns , |ξ| = 1} ;
• pour ξ, η ∈ RN×N , ξ ⊗ η de´signe le tenseur d’ordre quatre de coefficients
(ξ ⊗ η)ijkl = ξij ηkl.
Espaces fonctionnels
• pour Z un paralle´le´pipe`de de RN et pour V := Lp,W 1,p (1 ≤ p ≤ ∞), V#(Z) de´signe
l’ensemble des fonctions Y -pe´riodiques qui appartiennent a` Vloc(R
N) ;
• pour chaque sous-ensemble localement compact X de RN , M(X) de´signe l’espace
des mesures de Radon de´finies sur X ;
• Ckc (Ω) (k ∈ N∪{+∞}) de´signe l’espace des fonctions de classe Ck a` support compact
dans Ω ;
• D′(Ω) de´signe l’espace des distributions sur Ω ;
• S(RN) de´signe l’espace de Schwartz des fonctions a` de´croissance rapide ;
• pour E et F deux espaces vectoriels, L(E,F ) de´signe l’ensemble des applications
line´aires de E dans F ,
• pour tout ouvert Ω de RN on note Ω¯ la fermeture de Ω dans RN .
Fonctions
• On note lim
D′(Ω)
la limite au sens des distributions ;
• pour f ∈ H−1(Ω) et ϕ ∈ H10 (Ω), on de´signera le crochet de dualite´ usuel par 〈f, ϕ〉 ;
• pour u : RN → R, ∇u :=
(
∂u
∂xi
)
1≤i≤N
;
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• pour U : RN → RN , U = (u1, . . . , uN),
DU :=
(
∂uj
∂xi
)
1≤i,j≤N
et div(U) :=
N∑
i=1
∂ui
∂xi
;
• pour M : RN → RN×N ,
Div(M) :=
(
N∑
i=1
∂Mij
∂xi
)
1≤j≤N
et Rot(M) :=
(
∂Mij
∂xk
− ∂Mkj
∂xi
)
1≤i,j,k≤N
;
• pour U : RN → RN , U := (u1, . . . , uN), e(U) := 1
2
(
DU +DUT
)
;
• F de´signe la transforme´e de Fourier de´finie sur S(RN) par :
Fu(ξ) :=
∫
RN
u(x)e−2ipix·ξ dx.
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Premie`re partie
Homoge´ne´isation bidimensionnelle
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Chapitre 1
Rappels de H-convergence
1.1 Le cas de la conduction
On rappelle la de´finition et quelques proprie´te´s de la the´orie de la H-convergence pour
les e´quations elliptiques scalaire du second ordre introduite par Murat et Tartar [75] dans
le cas ge´ne´ral et par De Giorgi et Spagnolo [83] (sous le nom de G-convergence) dans le
cas syme´trique. De plus, on donne aussi la de´finition des correcteurs en homoge´ne´isation.
Notation 1.1.1. Soit Ω un ouvert de RN . Pour chaque α, β > 0, on de´finit l’espa-
ceM(α, β; Ω) comme e´tant l’ensemble des fonctions a` valeurs matriciellesA de Ω dans RN×N
telles que
∀ ξ ∈ RN , A(x)ξ · ξ ≥ α |ξ|2 et A−1(x)ξ · ξ ≥ β−1 |ξ|2, p.p. x ∈ Ω. (1.1.1)
De´finition 1.1.2. (Murat & Tartar [75]) Soient Ω un ouvert borne´ re´gulier de RN et
α, β > 0. Une suite Aε de M(α, β; Ω) est dite H-converger vers A∗ si A∗ ∈ M(α, β; Ω) et
pour toute f ∈ H−1(Ω), la solution uε de{ −div(Aε∇uε) = f dans Ω
uε = 0 sur ∂Ω,
ve´rifie les convergences faibles
{
uε −⇀ u dans H1(Ω) faible,
Aε∇uε −⇀ A∗∇u dans L2(Ω) faible,
ou` u est la solution de { −div(A∗∇u) = f dans Ω
u = 0 sur ∂Ω.
La H-convergence de Aε vers A∗ est note´e Aε
H−⇀ A∗.
Le re´sultat le plus important de la H-convergence est le “the´ore`me de compacite´”
suivant du a` Murat et Tartar :
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The´ore`me 1.1.3 (Murat & Tartar [75]). Si Aε est une suite de M(α, β; Ω) alors il
existe une sous-suite, encore note´e ε, et A∗ ∈M(α, β; Ω) tels que Aε
H−⇀ A∗.
Finalement, on rappelle la de´finition des correcteurs en homoge´ne´isation et un re´sultat
sur la convergence des correcteurs (voir [75]).
De´finition 1.1.4. Soit Aε une suite deM(α, β; Ω). Chaque fonction a` valeurs matricielles
Pε dans L
2(Ω)N×N ve´rifiant les proprie´te´s


Pε −⇀ IN L2(Ω)N×N faible,
Rot(Pε) est compact dans H
−1(Ω)N×N×N ,
Div(AεPε) est compacte dans H
−1(Ω)N ,
(1.1.2)
est appele´ un correcteur associe´ a` Aε.
Exemple 1.1.5. Soit Aε une suite de M(α, β; Ω) de H-limite A∗ et soit Uε ∈ H1(Ω)N la
solution de {
Div (AεDUε) = Div (A∗) dans Ω,
Uε = IN sur ∂Ω.
(1.1.3)
Alors la fonction a` valeurs matricielles de´finie par Pε := DUε est un correcteur associe´
a` Aε.
On a le re´sultat suivant qui est une conse´quence du Lemme div-rot de Murat-Tartar [74],[75].
Proposition 1.1.6.
i) Supposons que Aε
H−⇀ A∗. Alors, chaque correcteur Pε associe´ a` Aε ve´rifie les
convergences faibles
{
AεPε −⇀ A∗ L2(Ω)N×N faible,
(Pε)
tAεPε −⇀ A∗ D′(Ω)N×N faible. (1.1.4)
ii) Re´ciproquement, soit Aε ∈M(α, β; Ω) et soit Pε une suite telle que

Pε −⇀ IN L2(Ω)N×N faible,
AεPε −⇀ A∗ L2(Ω)N×N faible,
Div(AεPε) est compacte dans H
−1(Ω)N .
(1.1.5)
Alors Aε
H−⇀ A∗.
iii) Si Pε et Qε sont deux correcteurs associe´s a` Aε, alors Pε − Qε converge fortement
vers 0 dans L2loc(Ω)
N×N .
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1.2 Le cas de l’e´lasticite´
On rappelle la de´finition de la H-convergence en e´lasticite´ line´arise´e (voir par exemple
Allaire [4] et Francfort-Murat [53] pour une pre´sentation plus comple`te).
Notation 1.2.1. Soit Ω un ouvert de RN . Pour chaque α, β > 0, on de´finit l’espa-
ce M4(α, β; Ω) comme e´tant l’ensemble des fonctions tensorielles A de Ω dans M4N telles
que
∀ e ∈ RN×Ns , A(x)e : e ≥ α |e|2 et A−1(x)e : e ≥ β−1 |e|2, p.p. x ∈ Ω. (1.2.1)
De´finition 1.2.2. Soient Ω un ouvert borne´ re´gulier de RN et α, β > 0. Une suite Aε
de M4(α, β; Ω) est dite H-converger vers A∗ si A∗ ∈ M4(α, β; Ω) et si pour toute fonc-
tion f ∈ H−1(Ω)N , la solution uε de{ −div (Aε(x)e(uε)) = f dans Ω
uε = 0 sur ∂Ω,
ve´rifie les convergences faibles{
uε −⇀ u H10 (Ω)N faible,
Aεe(uε) −⇀ A∗e(u) L2(Ω)N faible,
ou` u est la solution de { −div (A∗(x)e(u)) = f dans Ω
u = 0 sur ∂Ω.
On note la H-convergence de Aε vers A∗ par Aε
H−⇀ A∗.
Remarque 1.2.3. Le “the´ore`me de compacite´” (The´ore`me 1.1.3) e´tablit pour la H-
convergence dans le cas de la conduction reste vrai pour le cas de l’e´lasticite´ line´arise´e.
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Chapitre 2
Homoge´ne´isation de l’effet Hall
bidimensionnel
Introduction
En e´lectrophysique (cf. [65]), des charges en mouvement dans un conducteur perpendi-
culaire a` un champ magne´tique h induisent une force e´quilibre´e par un champ e´lectrique
transverse : c’est l’effet Hall. En dimension deux, pour un conducteur de re´sistivite´ (in-
verse de la conductivite´ σ) syme´trique ρ := σ−1, l’effet Hall se traduit par une re´sistivite´
perturbe´e non syme´trique ρ(h) qui, pour un champ h faible, s’e´crit
ρ(h) = ρ+ rh J + o(h), (2.1)
ou` r est le coefficient de Hall et J est la matrice de rotation de 90◦. Conside´rons main-
tenant un mate´riau fortement he´te´roge`ne de re´sistivite´ ρε := (σε)−1, ou` ε est un petit
parame`tre repre´sentant l’e´chelle de la microstructure. D’apre`s le de´veloppement au pre-
mier ordre (2.1), un faible champ magne´tique h induit une re´sistivite´ perturbe´e ρε(h)
ve´rifiant
ρε(h) = ρε + rεh J + o(h), (2.2)
avec un coefficient de Hall he´te´roge`ne rε. Le proble`me consiste a` calculer le coefficient de
Hall effectif r∗ obtenu a` partir de rε par homoge´ne´isation de la microstructure lorsque ε
tend vers 0. Bergman [13] a obtenu pour un composite pe´riodique une formule du coeffi-
cient de Hall effectif comme e´tant une moyenne ne faisant intervenir que le coefficient de
Hall local et certains courants locaux obtenus en l’absence de champ magne´tique.
Dans ce chapitre, on e´tend l’approche de Bergman au cadre de la H-convergence de
Murat-Tartar [75] sans hypothe`se de pe´riodicite´. A` cette fin, on conside`re une suite de fonc-
tions matricielles Aε(h) (non ne´cessairement syme´triques) e´qui-coercive et uniforme´ment
borne´e dans un ouvert borne´ Ω de RN , N ≥ 1, et qui de´pend line´airement d’un vecteur
h ∈ Rn, n ≥ 1. Alors, la suite Aε(h) H-converge (voir De´finition 1.1.2 et le The´ore`me de
compacite´ 1.1.3) vers une fonction matricielle homoge´ne´ise´e (ou effective) A∗(h). De plus,
si Aε(h) admet un de´veloppement au premier ordre du type (2.2) alors il en est de meˆme
pour la matrice homoge´ne´ise´e A∗(h), d’ou` d’une certaine fac¸on
Aε(h) = Aε(0) + Aε1 · h+ o(h) =⇒
ε→0
A∗(h) = A∗(0) + A∗1 · h+ o(h). (2.3)
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On montre alors (voir The´ore`me 2.1.8) que le terme effectif du premier ordre A∗1 · h est
obtenu comme limite faible d’une suite ne faisant intervenir que le terme du premier
ordre Aε1 · h combine´ avec les correcteurs (voir De´finition 1.1.4) associe´s aux fonctions
matricielles non perturbe´es Aε(0) et Aε(0)T .
On applique ce proce´de´ d’homoge´ne´isation a` l’effet Hall bidimensionnel avec une
conductivite´ σε(h) telle que la re´sistivite´ ρε(h) := σε(h)−1 ve´rifie le de´veloppement au
premier ordre (2.2). Ainsi σε(h) ve´rifie un de´veloppement au premier ordre du meˆme
type :
σε(h) = σε + sεh J + o(h), (2.4)
ou` σε := σε(0). Soit rε le coefficient de Hall initial donne´ par (2.2). Alors, en notant σ
∗ la
H-limite de σε et P ε un correcteur associe´ a` σε, on montre que det(σεP ε) rε converge, au
sens des distributions, vers det(σ∗) r∗, ou` r∗ est le coefficient de Hall effectif donne´ par
ρ∗(h) := (σ∗(h))−1 = (σ∗(0))−1 + r∗hJ + o(h). (2.5)
Ce qui nous permet de de´montrer la proprie´te´ de positivite´ suivante (The´ore`me 2.2.6) :
si le coefficient de Hall initial rε est borne´ (par en dessous ou au dessus) par une fonction
continue inde´pendante de ε, il en est de meˆme pour le coefficient de Hall homoge´ne´ise´ r∗.
Briane et Milton [33] ont montre´ que ce re´sultat de positivite´ est faux en dimension trois.
Cette approche par homoge´ne´isation de l’effet Hall bidimensionnel est illustre´e sur
deux exemples. Le premier est fonde´ sur une formule explicite (voir The´ore`me 2.3.1) ob-
tenue par Milton [68] pour un mate´riau composite a` deux phases isotropes a` partir de la
me´thode de dualite´ de Keller [59] et Dykhne [49]. Celle-ci permet d’obtenir imme´diatement
le coefficient de Hall effectif et ve´rifie clairement la proprie´te´ de positivite´ e´nonce´e plus
haut. Le re´sultat du deuxie`me exemple semble original, bien que fonde´ lui aussi sur
les transformations de dualite´. Dans ce deuxie`me exemple, on conside`re un mate´riau
pe´riodique a` deux phases, celles-ci n’e´tant pas ne´cessairement isotropes mais interchan-
geables du point de vue de l’homoge´ne´isation, i.e. le mate´riau obtenu en e´changeant les
deux phases posse`de les meˆmes proprie´te´s effectives (meˆme matrice homoge´ne´ise´e) que le
mate´riau initial. Pour cette ge´ome´trie, on obtient une formule explicite du de´terminant
et de la partie antisyme´trique de la matrice homoge´ne´ise´e. A` partir de cette formule on
de´duit (voir Corollaire 2.3.9) une formule explicite du coefficient de Hall effectif quand les
phases interchangeables de la matrice de conductivite´ non perturbe´e σε(0) sont propor-
tionnelles. En particulier, ces formules nous permettent de de´duire (voir Corollaire 2.3.4
et Corollaire 2.3.9) la limite du de´terminant du correcteur P ε associe´ a` σε(0) dans chacune
des phases.
Le chapitre est organise´ comme suit. Dans la section 2.1, on rappelle la notion de
transformations de dualite´ et on e´tablit un re´sultat de H-convergence avec parame`tre
(The´ore`me 2.1.8). Dans la section 2.2, on obtient la formule du coefficient de Hall effectif
pour une microstructure ge´ne´rale en dimension deux, et la proprie´te´ de positivite´ ve´rifie´e
par le coefficient de Hall effectif. La section 2.3 est consacre´e aux formules explicites de
l’effet Hall homoge´ne´ise´ pour des composites a` deux phases particuliers.
2.1 Quelques re´sultats d’homoge´ne´isation 23
2.1 Quelques re´sultats d’homoge´ne´isation
2.1.1 Sur les transformations de dualite´
On rappelle quelques re´sultats sur les transformations de dualite´ en dimension deux dans
le cadre de la H-convergence (voir par exemple [70] Chapitres 3, 4 pour une pre´sentation
ge´ne´rale et des re´fe´rences comple`tes).
Notation 2.1.1. Dans tout le chapitre, les suites matricielles (Aε, σε par exemple) seront
de´signe´es avec le parame`tre ε en exposant et les suites re´elles (rε, sε par exemple) avec le
parame`tre ε en indice.
Dans la suite, on de´signe par M+ l’ensemble des matrices de R
2×2 de´finies positives,
i.e. M+ := {A ∈ R2×2 | ∀ ξ ∈ R2\{0}, Aξ · ξ > 0}, et on de´signe par M s+ l’ensemble des
matrices de M+ qui sont syme´triques.
De´finition 2.1.2. Pour tout a, b, c ∈ R avec a 6= 0 ou c 6= 0, on de´finit pour A ∈M+,
f(A) := (aA+ bJ)(−aI + cJA)−1. (2.1.1)
Pour a, b, c fixe´s, on appelle f la fonction de dualite´ associe´e a` (a, b, c).
Remarque 2.1.3. La condition a 6= 0 ou c 6= 0 permet de donner un sens a` l’expres-
sion (2.1.1).
En effet, pour A ∈M+, f(A) est bien de´finie si et seulement si −aI+cJA est inversible.
Or, en notant As la partie syme´trique de A, on a
−aI + cJA = J(aJ + cA) = J((a+ c α(A))J + cAs), ou` A = As + α(A)J,
et dont le de´terminant est (a+c α(A))2+c2 det(As). Comme As est de´finie positive, on en
de´duit det(−aI + cJA) 6= 0 si et seulement si a+ c α(A) 6= 0 ou c 6= 0. Dans le cas c = 0,
on a det(−aI + cJA) = a2 d’ou` det(−aI + cJA) 6= 0 si et seulement si a 6= 0 ou c 6= 0.
On rappelle le re´sultat suivant dont on donne la de´monstration pour le confort du
lecteur :
Lemme 2.1.4. Pour tout A ∈M+, f(A) ∈M+ si et seulement si bc > a2. De plus, f est
une involution sur M+ si bc > a
2.
De´monstration. Soit A ∈M+ et ξ ∈ R2, ξ 6= 0. Pour montrer l’e´quivalence du Lemme,
on pose µA := (−aI + cJA)−1ξ 6= 0. Alors, puisque Jµ · µ = 0 pour tout µ ∈ R2, on a
f(A)ξ · ξ = (aA+ bJ)µA · ξ = (aA+ bJ)µA · (−aI + cJA)µA
= −a2AµA · µA + ac AµA · JAµA − ab JµA · µA + bc JAµA · JµA
= (bc− a2)AµA · µA,
(2.1.2)
d’ou` l’e´quivalence du Lemme puisque A est de´finie positive. Pour montrer que f est une
involution sur M+, on pose B := f ◦ f(A). D’apre`s la de´finition (2.1.1), on a
B = (af(A) + bJ)(−aI + cJf(A))−1.
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En multipliant l’e´galite´ pre´ce´dente a` droite par (−aI + cJf(A)) on obtient par (2.1.1)
−aB + c BJ(aA+ bJ)(−aI + cJA)−1 = a(aA+ bJ)(−aI + cJA)−1 + bJ,
ce qui donne en multipliant a` droite par (−aI + cJA)
a2B − ac BJA+ ac BJA− bcB = a2A+ abJ − abJ − bcA,
d’ou`
(a2 − bc)B = (a2 − bc)A.
Puisque bc > a2, on en de´duit f ◦ f(A) = B = A. ¤
Le re´sultat suivant est duˆ a` Dykhne [49] et est une extension de re´sultats obtenus
par Keller [59] sur les transformations de dualite´. Ici, l’e´nonce´ est donne´ en termes de
H-convergence.
The´ore`me 2.1.5 (Dykhne [49]). Soient a, b, c ∈ R avec a 6= 0 ou c 6= 0 tels que bc > a2
et soit f la fonction de dualite´ associe´e a` (a, b, c) donne´e par (2.1.1). Si Aε ∈M(α, β; Ω)
(voir Notation 1.1.1) H-converge vers A∗, alors f(Aε) H-converge vers f(A∗).
Remarque 2.1.6. Le cas a = 0, b = c = 1 correspond a` la formule d’homoge´ne´isation
suivante due a` Mendelson [67] et Francfort-Murat [53] :
Aε
H−⇀ A∗ =⇒ (A
ε)T
det(Aε)
H−⇀ (A
∗)T
det(A∗)
. (2.1.3)
2.1.2 H-convergence avec un parame`tre
Dans la suite, on utilisera la notation suivante :
Notation 2.1.7. Soient n ∈ N, n ≥ 1 et (E, || · ||) un espace vectoriel norme´. Soient
f, f0 ∈ E et f1 : Rn → E. On pose
f = f0 + f1(h) + oE(h), (2.1.4)
de`s lors qu’il existe δ : [0,+∞[→ [0,+∞[ telle que, pour tout h ∈ Rn de norme suffisam-
ment petite, on a
||f(h)− f0 − f1(h)|| ≤ |h| δ(|h|) avec lim
t→0
δ(t) = 0. (2.1.5)
Si E := Rn on notera oE(h) = o(h). De plus, si f = f
ε, f0 = f
ε
0 , f1 = f
ε
1 de´pendent d’un
parame`tre ε supple´mentaire, le de´veloppement
f ε = f ε0 + f
ε
1 (h) + oE(h)
a le meˆme sens que (2.1.5), le reste oE(h) e´tant alors uniforme par rapport a` ε.
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The´ore`me 2.1.8. Soient n ∈ N, n ≥ 1 et Bκ la boule ouverte de Rn de rayon κ et soient
α, β > 0. Soit Aε(h), pour h ∈ Bκ, une suite de M(α, β; Ω) qui ve´rifie la condition de
Lipschitz uniforme
∃ C > 0, ∀ h, k ∈ Bκ, ||Aε(h)− Aε(k)||L∞(Ω)N×N ≤ C|h− k|, (2.1.6)
et le de´veloppement au premier ordre en h = 0
Aε(h) := Aε + Aε1 · h+ oL∞(Ω)N×N (h). (2.1.7)
ou` Aε := Aε(0) et Aε1 est une suite uniforme´ment borne´e dans L
∞(Ω)n×N×N line´aire en h.
i) Alors il existe une sous-suite de ε, encore note´e ε, telle que pour tout h ∈ Bκ, Aε(h)
H-converge vers A∗(h) ∈M(α, β; Ω) qui ve´rifie
A∗(h) = A∗ + A∗1 · h+ oL2(Ω)N×N (h), (2.1.8)
ou` A∗ := A∗(0) et A∗1 ∈ L2(Ω)n×N×N est line´aire en h.
ii) De plus, si P ε et Qε sont des correcteurs associe´s respectivement a` Aε et (Aε)T on
obtient, pour tout h ∈ Bκ,
(Qε)T (Aε1 · h)P ε −⇀ A∗1 · h dans D′(Ω)N×N . (2.1.9)
Remarque 2.1.9. Colombini et Spagnolo ont montre´ dans [43] que la matrice homoge´ne´-
ise´e A∗(h) est de classe Ck par rapport au parame`tre h quand toutes les de´rive´es DjhA
ε(h),
j := 0, . . . , k, ve´rifient la condition de Lipschitz uniforme en h. Dans le The´ore`me 2.1.8,
on montre que le controˆle Lipschitz (2.1.6) de Aε(h) en h nous permet d’obtenir la
de´rivabilite´ (2.1.8) de A∗(h) en ze´ro. En contre partie le reste est seulement controˆle´
dans L2(Ω)N×N et non dans L∞(Ω)N×N .
La de´monstration du The´ore`me 2.1.8, qui est base´e sur des arguments classiques de
H-convergence, est donne´e en fin de chapitre pour le confort du lecteur.
2.2 Homoge´ne´isation de l’effet Hall bidimensionnel
2.2.1 De´finition du coefficient de Hall
En dimension N ≥ 2, conside´rons un mate´riau conductif de conductivite´ σ. Sous l’effet
d’un faible champ magne´tique constant h applique´ perpendiculairement au mate´riau,
la conductivite´ re´sultante σ(h) de´pend de h et la re´sistivite´ perturbe´e correspondante
ρ(h) = σ(h)−1 admet le de´veloppement au premier ordre
ρ(h) = ρ+ ρ1 · h+ o(h),
ou` ρ := σ−1 et ρ1 est line´aire en h. De plus, des conside´rations physiques (voir par
exemple [65]) montrent que σ(h)T = σ(−h) ou, de fac¸on e´quivalente, ρ(h)T = ρ(−h).
Ainsi ρ est une fonction matricielle syme´trique et ρ1 · h une fonction matricielle anti-
syme´trique.
26 Chapitre 2 : Homoge´ne´isation de l’effet Hall bidimensionnel
En dimensionN = 2, le champ magne´tique h se re´duit a` un scalaire et le de´veloppement
au premier ordre de ρ(h) s’e´crit
ρ(h) = ρ+ rhJ + o(h), ou` J :=
(
0 −1
1 0
)
, (2.2.1)
avec ρ = ρ(0) syme´trique et r une fonction scalaire.
De´finition 2.2.1. La fonction r apparaissant dans le de´veloppement (2.2.1) est appele´e
coefficient de Hall en pre´sence du champ magne´tique h.
Conside´rons maintenant un mate´riau he´te´roge`ne de conductivite´ syme´trique σε. Sous
un faible champ magne´tique h ∈ (−κ, κ), κ > 0 assez petit, la conductivite´ re´sultante
σε(h) et la re´sistivite´ ρε(h) ve´rifient les de´veloppements au premier ordre{
σε(h) = σε + sεhJ + oL∞(Ω)2×2(h)
ρε(h) = ρε + rεhJ + oL∞(Ω)2×2(h)
ou` rε, sε ∈ L∞(Ω). (2.2.2)
On suppose de plus qu’il existe α, β > 0 telles que σε(h) ∈M(α, β; Ω) et que σε(h) ve´rifie
la condition de Lipschitz uniforme
∃ C > 0, ∀ h, k ∈ (−κ, κ), ||σε(h)− σε(k)||L∞(Ω)2×2 ≤ C|h− k|. (2.2.3)
Remarque 2.2.2. Notons que l’uniformite´ du reste oL∞(Ω)2×2(h) par rapport a` ε dans (2.2.2)
et l’estimation (2.2.3) impliquent que sε et rε sont borne´es dans L
∞(Ω).
Il y a un lien entre le coefficient de Hall rε et le coefficient sε pour la conductivite´
donne´ dans le re´sultat suivant :
Proposition 2.2.3. On a
sε ≡ −det(σε) rε. (2.2.4)
De´monstration. Comme ρε(h)σε(h) = I et ρεσε = I, on de´duit a` partir de (2.2.2)
sε (σ
ε)−1J + rεJσ
ε = 0.
Prenant en compte la syme´trie de σε, on obtient
sεI = −rεJσεJ−1σε = −rε det(σε)I.¤
2.2.2 Homoge´ne´isation de l’effet Hall
The´ore`me 2.2.4. Soit Ω un ouvert borne´ de R2. Soit σε(h), h ∈ (−κ, κ), une suite de
M(α, β; Ω) ve´rifiant (2.2.2) et (2.2.3) avec σε syme´trique et rε une suite de L
∞(Ω). Alors,
il existe une sous-suite de ε, encore note´e ε, et σ∗(h) ∈ M(α, β; Ω) telles que pour tout
h ∈ (−κ, κ), σε(h) H-converge vers σ∗(h) pour tout h ∈ (−κ, κ) et
ρ∗(h) := (σ∗(h))−1 = ρ∗ + r∗hJ + oL2(Ω)2×2(h). (2.2.5)
ou` ρ∗ = (σ∗)−1, σ∗ est la H-limite de σε, et r∗ ∈ L2(Ω) est donne´e par
rε det(σ
εP ε) −⇀ r∗ det(σ∗) dans D′(Ω), (2.2.6)
pour tout correcteur P ε associe´ a` la suite matricielle σε.
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De´finition 2.2.5. La fonction matricielle ρ∗(h) de´finie par (2.2.5) est appele´e re´sistivite´
effective du mate´riau en pre´sence du champ magne´tique h et la fonction r∗ donne´e
par (2.2.6) est le coefficient de Hall effectif du mate´riau.
De´monstration. D’apre`s le The´ore`me 2.1.8, il existe une sous-suite de ε, encore note´e ε,
et σ∗(h) ∈M(α, β; Ω) telles que, pour tout h ∈ (−κ, κ), σε(h) H-converge vers σ∗(h) et
σ∗(h) = σ∗ + h σ∗1 + oL2(Ω)2×2(h) ,
ou` σ∗1 = lim
D′(Ω)2×2
(
sε (P
ε)TJP ε
)
et σ∗1 ∈ L2(Ω)2×2,
(2.2.7)
avec σ∗ = σ∗(0) et P ε un correcteur associe´ a` la suite matricielle syme´trique σε. Comme
par hypothe`se σε(h)T = σε(−h) et, par une proprie´te´ classique de la H-convergence,
σε(h)T H-converge vers σ∗(h)T , on a σ∗(h)T = σ∗(−h), donc la fonction matricielle σ∗1
dans (2.2.7) est antisyme´trique. Alors, comme σ∗1 ∈ L2(Ω)2×2, il existe s∗ ∈ L2(Ω) telle
que σ∗1 = s∗ J . Ceci combine´ avec les e´galite´s (2.2.7) donne le de´veloppement au premier
ordre
σ∗(h) = σ∗ + s∗h J + oL2(Ω)2×2(h), (2.2.8)
ou` s∗ ∈ L2(Ω) est donne´e par
s∗ I = lim
D′(Ω)2×2
(
sε J
−1(P ε)TJP ε
)
= lim
D′(Ω)2×2
(
sε det(P
ε)
)
I. (2.2.9)
En fait, le The´ore`me 2.2.6 entraˆınent que s∗ ∈ L∞(Ω) puisque sε est borne´e dans L∞(Ω)
d’apre`s la Remarque 2.2.2. De plus, d’apre`s l’estimation L∞ de diffe´rences de H-limite
due a` Boccardo et Murat [15], la condition (2.2.3) entraˆıne
||σ∗(h)− σ∗||L∞(Ω)2×2 ≤ c |h|.
D’ou` (2.2.8) s’e´crit plus pre´cise´ment
|σ∗(h)− σ∗ − s∗h J | ≤ |h| δ(h), ou` |δ(h)| ≤ c et δ(h) −→
h→0
0 L2(Ω) fort. (2.2.10)
Il reste a` de´terminer le de´veloppement de σ∗(h)−1. Or, puisque σ∗ est syme´trique comme
H-limite d’une suite de fonctions syme´triques, un calcul rapide donne, compte tenu
de (2.2.8) et (2.2.10),
σ∗(h)−1 = (σ∗)−1 − s∗
det(σ∗)
hJ + oL∞(Ω)2×2(h),
d’ou` le de´veloppement (2.2.5) avec r∗ donne´e par
r∗ := − s∗
det(σ∗)
, (2.2.11)
ce qui, combine´ avec (2.2.9) et (2.2.4), entraˆıne (2.2.6). ¤
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2.2.3 Proprie´te´ de positivite´ de l’effet Hall
E´nonce´ des re´sultats
On a le re´sultat suivant :
The´ore`me 2.2.6. Sous les hypothe`ses du The´ore`me 2.2.4, soient r1, r2 deux fonctions
continues dans Ω. Si le coefficient de Hall rε ve´rifie les ine´galite´s r1 ≤ rε ≤ r2 p.p. dans Ω,
alors le coefficient de Hall effectif r∗ aussi.
De fac¸on similaire et inde´pendante, si le coefficient sε ve´rifie s1 ≤ sε ≤ s2 p.p. dans Ω,
avec s1, s2 deux fonctions continues dans Ω, alors le coefficient s∗ du de´veloppement (2.2.8)
aussi.
Remarque 2.2.7. Soit r une fonction continue dans Ω. Le cas particulier rε = r p.p.
dans Ω entraˆıne que le coefficient de Hall effectif ve´rifie aussi r∗ = r p.p. dans Ω.
En conside´rant le coefficient sε au lieu du coefficient de Hall, on a aussi la proprie´te´ de
positivite´ suivante moins restrictive sur la re´gularite´ des fonctions s1 et s2 encadrant sε :
Proposition 2.2.8. Sous les hypothe`ses du The´ore`me 2.2.4, soient s1, s2 ∈ L∞(Ω). On
suppose de plus que la H-limite σ∗ de σε est a` divergence nulle. Si le coefficient sε ve´rifie
les ine´galite´s s1 ≤ sε ≤ s2 p.p. dans Ω, alors s∗ aussi (au sens des distributions).
De´monstration des re´sultats
De´monstration du The´ore`me 2.2.6. La de´monstration est base´e sur un re´sultat
de Raitums [80] (obtenu aussi par Dal Maso et Kohn mais non publie´, voir aussi le
the´ore`me 1.3.23 de [4] page 60) affirmant que toute H-limite est la limite simple d’une
suite de matrices homoge´ne´ise´es pe´riodiques, combine´ avec le re´sultat de positivite´ du
de´terminant des correcteurs d’un mate´riau pe´riodique obtenu par Alessandrini et Nesi [2]
(voir aussi [9]).
Prenant en compte la continuite´ des fonctions r1, r2 et en employant un argument
de localite´ on peut supposer dans la suite que r1 et r2 sont deux constantes. Suivant
l’approche de [4], on conside`re pour ε, t, h > 0 fixe´s et x ∈ Ω, la matrice homoge´ne´ise´e
pe´riodique σ∗ε,t,x(h) de´finie par
σ∗ε,t,x(h) :=
∫
Y
σε(h)(x+ ty)DWε,t,x(h, y) dy, (2.2.12)
ou` Y := [0, 1[2, σε(h)(x + t ·) est e´tendue par Y -pe´riodicite´ dans R2, et Wε,t,x(h, ·) est
l’unique solution dans H1loc(R
2)2 du proble`me auxiliaire{
Div (σε(h)(x+ ty)DWε,t,x(h, y)) = 0 dans D
′(R2)
y 7−→ Wε,t,x(h, y)− y est Y -pe´riodique de moyenne nulle.
(2.2.13)
Pour ε, t, x fixe´s, σ∗ε,t,x(h) est la H-limite de la suite de fonctions oscillantes σ
ε(h)(x+ ty
δ
)
lorsque δ tend vers 0 (voir par exemple [12]).
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On conside`re, pour ε, t, x fixe´s, la suite de fonctions oscillantes σε(h)(x + ty
δ
) lorsque δ
tend vers 0. Pour cette conductivite´ le deuxie`me de´veloppement de (2.2.2) s’e´crit
ρε(h)(x+ t ·) = ρε(0)(x+ t ·) + rε(x+ t ·)hJ + oL∞(Ω)2×2(h), (2.2.14)
ou` ρε(h)(x + t ·) = (σε(h)(x + t ·))−1 et rε(x + t ·) est Y -pe´riodique. Alors, par (2.2.5) le
de´veloppement de la re´sistivite´ effective est donne´e par
ρ∗ε,t,x(h) = ρ
∗
ε,t,x(0) + r
∗
ε,t,xhJ + o(h), (2.2.15)
ou` ρ∗ε,t,x(h) = (σ
∗
ε,t,x(h))
−1 et σ∗ε,t,x(h) est donne´e par (2.2.12), avec o(h) inde´pendant
de ε, t, x. D’apre`s (2.2.13), DWε,t,x(0,
y
δ
) est un correcteur associe´ a` σ(0)(x + ty
δ
) au sens
de la De´finition 1.1.4. Ainsi la convergence (2.2.6), ou` l’e´chelle δ remplace ε, entraˆıne
que r∗ε,t,x det(σ
∗
ε,t,x(0)) est la limite au sens des distributions de la suite
rε(x+ ty
δ
) det
(
σε(0)(x+ ty
δ
)DWε,t,x(0,
y
δ
)
) −⇀ r∗ε,t,xdet(σ∗ε,t,x(0)) dans D′(Ω).
Alors, graˆce a` la pe´riodicite´, on a aussi
rε(x+ ty
δ
) det
(
σε(0)(x+ ty
δ
)DWε,t,x(0,
y
δ
)
)
−⇀
∫
Y
rε(x+ ty) det (σε(0)(x+ ty)DWε,t,x(0, y)) dy L
1
loc(R
2) faible.
d’ou`
r∗ε,t,x det(σ
∗
ε,t,x(0)) =
∫
Y
rε(x+ ty) det (σε(0)(x+ ty)DWε,t,x(0, y)) dy. (2.2.16)
D’un autre cote´, graˆce au re´sultat de positivite´ de [2], on a det (DWε,t,x(0, y)) > 0 p.p.
y ∈ Y et comme σε est de´finie positive, on obtient que r∗ε,t,x det(σ∗ε,t,x(0)) est encadre´e par
les fonctions
ri
∫
Y
det (σε(0)(x+ ty)DWε,t,x(0, y)) dy ou` i = 1, 2.
Puisque σε(0)(x + ty)DWε,t,x(0, y) est a` divergence nulle par (2.2.13) et que det est une
fonction quasi-affine, on a d’apre`s (2.2.12)∫
Y
det (σε(0)(x+ ty)DWε,t,x(0, y)) dy = det
(∫
Y
σε(0)(x+ ty)DWε,t,x(0, y) dy
)
= det(σ∗ε,t,x(0)).
(2.2.17)
Ainsi r∗ε,t,x det(σ
∗
ε,t,x(0)) est encadre´e par les nombres ri det(σ
∗
ε,t,x(0)) avec i = 1, 2, d’ou`
r1 ≤ r∗ε,t,x ≤ r2. Puisque r∗ε,t,· est borne´e dans L∞(Ω) inde´pendament de ε et t, il existe
deux sous-suites de ε et t, encore note´es ε et t, et r ∈ L∞(Ω) telles que r∗ε,t,· converge
L∞(Ω) faible ∗ vers r lorsque ε→ 0, t→ 0. Soit ϕ ∈ C∞c (Ω), d’apre`s (2.2.15), on a∫
Ω
ρ∗ε,t,x(h)ϕ(x) dx =
∫
Ω
ρ∗ε,t,x(0)ϕ(x) dx+
∫
Ω
r∗ε,t,x ϕ(x) dx hJ + o(h). (2.2.18)
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En utilisant par exemple le the´ore`me 1.3.23 de [4] il existe deux suites t, hn > 0 convergeant
vers ze´ro, telles que
lim
t→0
lim
ε→0
ρ∗ε,t,x(0) = σ
∗(x)−1 = ρ∗(x)
et lim
t→0
lim
ε→0
ρ∗ε,t,x(hn) = σ
∗(hn)
−1 = ρ∗(hn)(x),
(2.2.19)
pour tout n ∈ N et p.p. x ∈ Ω. Alors, en passant a` la limite quand ε → 0, t → 0 dans
l’e´galite´ (2.2.18) il s’ensuit
∫
Ω
ρ∗(hn)ϕ dx =
∫
Ω
ρ∗ϕ dx+
∫
Ω
rϕ dx hnJ + o(hn). (2.2.20)
pour tout n ∈ N et p.p. x ∈ Ω. Or, d’apre`s le The´ore`me 2.2.4, on a le de´veloppement
ρ∗(hn) = ρ
∗ + r∗hnJ + oL2(Ω)2×2(hn),
ou` r∗ est le coefficient de Hall effectif, d’ou`
hn
∫
Ω
(r − r∗)ϕ dxJ = o(hn),
dont on de´duit r = r∗ p.p. dans Ω. De plus, les ine´galite´s r1 ≤ r∗ε,t,x ≤ r2 et la conver-
gence L∞(Ω) faible ∗ de r∗ε,t,· vers r entraˆınent r1 ≤ r ≤ r2 p.p. dans Ω, ce qui donne les
ine´galite´s cherche´es.
La seconde partie du The´ore`me est une simple adaptation de la premie`re en remplac¸ant
le courant σε(0)(x+ t·)DWε,t,x(0, ·) par le champ e´lectrique DWε,t,x(0, ·). ¤
De´monstration de la Proposition 2.2.8. Soient ϕ ∈ C∞c (Ω), ϕ ≥ 0 et P ε un correcteur
associe´ a` σε. D’apre`s la Proposition 1.1.6 iii), on peut conside´rer le correcteur P ε de´fini
par l’Exemple 1.1.5. Alors par le The´ore`me 3.1 de [9], puisque σ∗ est a` divergence nulle,
on obtient
det(P ε) > 0 p.p. dans Ω. (2.2.21)
De plus, par le Corollaire 1.2 de [73] la positivite´ de det(P ε) entraˆıne que det(P ε) converge
faiblement vers 1 dans L1(K) pour tout compact K ⊂ Ω. On obtient alors, pour i = 1, 2,
∫
Ω
si det(P
ε) ϕ dx −→
∫
Ω
si ϕ dx. (2.2.22)
Les convergences (2.2.22) et (2.2.6) combine´es avec les ine´galite´s s1 ≤ sε ≤ s2 p.p. dans Ω
entraˆınent ∫
Ω
s1 ϕ dx ≤
∫
Ω
s∗ ϕ dx ≤
∫
Ω
s2 ϕ dx,
ce qui donne le re´sultat. ¤
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2.3 Calcul du coefficient de Hall effectif et applica-
tions
On conside`re le cas particulier de mate´riaux composites a` deux phases ou`, sous certaines
hypothe`ses, des formules explicites du coefficient de Hall effectif peuvent eˆtre obtenues
sans utiliser la formule (2.2.6). Ces re´sultats combine´s avec la formule (2.2.6) nous per-
mettent alors d’obtenir la limite faible dans chacune des deux phases du de´terminant du
correcteur associe´ a` la matrice de re´sistivite´.
En premier lieu, on rappelle la formule du coefficient de Hall effectif obtenue par
Milton [68] pour un mate´riau composite isotrope a` deux phases. On montre alors une
formule pour un composite a` deux phases interchangeables (par exemple un e´chiquier
pe´riodique a` deux phases) mais pouvant eˆtre anisotropes. Les deux re´sultats sont base´s
sur les transformations de dualite´ donne´es par la De´finition 2.1.2.
2.3.1 Cas d’un mate´riau a` deux phases isotropes
Soient ρ1, ρ2, r1, r2 quatre fonctions paires de´finies sur R, avec ρ1, ρ2 positives. On conside`re
un mate´riau a` deux phases dont la re´sistivite´ est donne´e par
ρε(h) := ρε(h)I + rε(h)h J ou`
{
ρε(h) := ρ1(h)χε + ρ2(h)(1− χε),
rε(h) := r1(h)χε + r2(h)(1− χε),
(2.3.1)
et χε est la fonction caracte´ristique d’un domaine de R
2.
On suppose que la partie syme´trique σε(h)s de la conductivite´ σε(h) := ρε(h)−1,H-converge
vers la matrice isotrope σ∗(h)I, ou` σ∗(h) est une fonction positive dans L
∞(Ω), qui est
continue et paire par rapport a` h. Alors, Milton a obtenu le re´sultat d’homoge´ne´isation
suivant :
The´ore`me 2.3.1 (Milton [68]). A` une sous-suite pre`s, σε(h) H-converge vers la matrice
σ∗(h) = ρ∗(h)−1, ou` la re´sistivite´ effective ve´rifie ρ∗(h) = ρ∗(h)I+r∗(h)hJ , et le coefficient
de Hall effectif r∗(h) est donne´ par
r2(h)− r∗(h)
r2(h)− r1(h) =
ρ2(h)
2 − ρ∗(h)2 + h2(r2(h)− r∗(h))2
ρ2(h)2 − ρ1(h)2 + h2(r2(h)− r1(h))2 . (2.3.2)
Dans le cas limite de champ faible h → 0, la formule (2.3.2) se re´duit a` la formule de
Shklovskii [82]
r2(0)− r∗(0)
r2(0)− r1(0) =
ρ2(0)
2 − ρ∗(0)2
ρ2(0)2 − ρ1(0)2 , (2.3.3)
et r∗ = r∗(0) dans le de´veloppement (2.2.5).
Remarque 2.3.2. Dans le cas isotrope du The´ore`me 2.3.1, la conductivite´ σε(h) H-con-
verge, a` une sous-suite pre`s, vers σ∗(h) avec σ∗(h)s = σ∗(h)I. Alors, par la transformation
de dualite´ (2.1.3) et l’isotropie des parties syme´triques σε(h)s, σ∗(h)s, on a
ρε(h) = σε(h)−1 =
σε(h)T
det(σε(h))
H−⇀ σ
∗(h)T
det(σ∗(h))
= σ∗(h)−1 = ρ∗(h). (2.3.4)
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Donc, la re´sistivite´ ρε(h) H-converge vers la re´sistivite´ effective ρ∗(h). De plus, on a une
formule similaire a` (2.3.2) pour la matrice de conductivite´ homoge´ne´ise´e σ∗(h).
Remarque 2.3.3. Dans la Section 4.3 de [70] page 65, Milton donne aussi une formule
explicite pour la partie antisyme´trique de la matrice effective pour des e´chiquiers (ou
composites a` deux phases isotropes interchangeables). Ce qui conduit facilement a` une
formule explicite du coefficient de Hall r∗(h). On e´tend dans la section 2.3.2 cette formule
au cas de composites a` deux phases anisotropes interchangeables.
Par les bornes classiques sur la matrice effective ρ∗(0)I on a
min(ρ1(0), ρ2(0)) ≤ ρ∗(0) ≤ max(ρ1(0), ρ2(0)) p.p. dans Ω,
ce qui entraˆıne que le membre de droite de (2.3.3) est positif, d’ou`
min(r1(0), r2(0)) ≤ r∗(0) ≤ max(r1(0), r2(0)) p.p. dans Ω.
Ces bornes sur le coefficient de Hall effectif illustrent la proprie´te´ de positivite´ du The´-
ore`me 2.2.6 puisque le coefficient de Hall rε(0) du mate´riau he´te´roge`ne ve´rifie lui aussi
clairement
min(r1(0), r2(0)) ≤ rε(0) ≤ max(r1(0), r2(0)) p.p. dans Ω.
Corollaire 2.3.4. Soient ρ1, ρ2 ∈ ]0,+∞[, avec ρ1 6= ρ2. Conside´rons le mate´riau a` deux
phases ayant une re´sistivite´ isotrope donne´e par
ρε :=
(
ρ1χε + ρ2(1− χε)
)
I.
On suppose que la conductivite´ σε := (ρε)−1 H-converge vers la matrice isotrope (ρ∗)
−1I.
Alors, chaque correcteur P ε associe´ a` σε ve´rifie la formule
χε det(P
ε) −⇀ ρ
−2
∗ − ρ−22
ρ−21 − ρ−22
dans D′(Ω).
De´monstration. On prend r1(0) := ρ
2
1 et r2(0) := 0 dans le The´ore`me 2.3.1. Alors,
puisque l’on a det(σε) = ρ−21 χε + ρ
−2
2 (1− χε), on obtient
rε(0) det(σ
εP ε) = ρ21 χε det(σ
εP ε) = χε det(P
ε).
La convergence (2.2.6) et l’e´galite´ pre´ce´dente entraˆınent
χε det(P
ε) −⇀ r∗(0) det(σ∗) = ρ−2∗ r∗(0) dans D′(Ω).
Alors, on de´duit le re´sultat par la formule (2.3.3). ¤
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2.3.2 Cas d’un mate´riau a` deux phases interchangeables
De´finition 2.3.5. Conside´rons un mate´riau a` deux phases A et B dont la matrice de
conductivite´ Aε est donne´e par
Aε := χεA+ (1− χε)B,
ou` χε est la fonction caracte´ristique d’un domaine de R
2. Conside´rons aussi le mate´riau a`
deux phases obtenu en e´changeant les phases A et B dont la matrice de conductivite´ Bε
est donc donne´e par
Bε := χεB + (1− χε)A.
Alors on dit que le mate´riau est interchangeable si les fonctions matricielles Bε et Aε ont
la meˆme H-limite.
Exemple 2.3.6.
1. Un e´chiquier est une microstructure pe´riodique dont la cellule de pe´riodicite´ est
un paralle´logramme divise´ en quatre paralle´logrammes 1/2-homothe´tiques (voir Fi-
gure 2.1). Conside´rons un e´chiquier de phases oppose´es A et B (A,B ∈M+). Alors
l’e´chiquier de phases B et A a la meˆme microstructure a` une translation preˆt et donc
a la meˆme matrice effective. Ainsi, l’e´chiquier pe´riodique a` deux phases repre´sente´
par la Figure 2.1 ci-dessous est un mate´riau pe´riodique a` phases interchangeables.
B
B
A
A
A
B
A
B ⇔
Fig. 2.1 – Deux pe´riodes d’un e´chiquier ge´ne´ral a` deux phases.
2. De la meˆme manie`re, le mate´riau pe´riodique repre´sente´ dans la Figure 2.2 ci-dessous
par deux de ses pe´riodes, est aussi un mate´riau a` deux phases interchangeables mais
n’est pas du type e´chiquier.
On a la re´sultat suivant :
The´ore`me 2.3.7. Conside´rons un mate´riau a` deux phases interchangeables ayant pour
phases A et λA+ µJ avec λ, µ ∈ R. Supposons λ > 0 et
λ det(A) +
µ(µ+ 2λα(A))
λ+ 1
>
[
µ+ 2λα(A)
λ+ 1
]2
, ou` A = As + α(A)J. (2.3.5)
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B A B
B
A
B
A
A
⇐⇒
Fig. 2.2 – Deux pe´riodes d’un mate´riau a` deux phases avec une structure en chevrons.
Alors la fonction matricielle Aε associe´e a` ce mate´riau H-converge vers une matrice
constante A∗ ve´rifiant
det(A∗) = λ det(A) +
µ(µ+ 2λ α(A))
λ+ 1
et α(A∗) =
µ+ 2λ α(A)
λ+ 1
. (2.3.6)
Remarque 2.3.8. Le de´terminant et la partie antisyme´trique α(A∗) de A∗ sont explicites
mais pas toute la matrice A∗ en ge´ne´ral.
En appliquant ce re´sultat a` la conductivite´ d’une microstructure a` deux phases inter-
changeables, syme´triques et proportionnelles et a` partir du The´ore`me 2.2.4, on obtient la
re´sultat suivant :
Corollaire 2.3.9. On conside`re un mate´riau a` deux phases interchangeables ayant pour
conductivite´
σε := χεσ + (1− χε)λσ, ou` σ ∈M s+ et λ > 0.
Soient σε(h) la conductivite´ donne´e sous un faible champ magne´tique h par
σε(h) := σε + sεhJ, avec sε := χεs1 + (1− χε)s2, (2.3.7)
ou` s1, s2 ∈ R. Alors, d’une part la re´sistivite´ ρε(h) ve´rifie le de´veloppement d’ordre 1
ρε(h) = ρε + rεhJ + oL∞(Ω)2×2(h) avec rε = χεr1 + (1− χε)r2, (2.3.8)
ou` r1 et r2 sont donne´s par
r1 = − s1
det(σ)
et r2 = − s2
λ2det(σ)
. (2.3.9)
D’autre part, le coefficient de Hall homoge´ne´ise´ r∗ dans le de´veloppement (2.2.5) et le
coefficient s∗ dans le de´veloppement (2.2.8) sont donne´s par
r∗ =
λr2 + r1
1 + λ
et s∗ =
s2 + λs1
1 + λ
. (2.3.10)
De plus, pour tout correcteur P ε associe´ a` σε, on a
χε det(P
ε) −⇀ λ
λ+ 1
dans D′(Ω). (2.3.11)
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Remarque 2.3.10. La formule (2.3.10) donnant r∗ illustre une nouvelle fois la proprie´te´
de positivite´ du The´ore`me 2.2.6 car
min(r1, r2) ≤ λr2 + r1
1 + λ
≤ max(r1, r2).
2.3.3 De´monstrations des re´sultats
De´monstration du The´ore`me 2.3.7. On utilise le re´sultat suivant dont la de´monstra-
tion est donne´e plus loin :
Lemme 2.3.11. Soit A ∈M+. Alors, l’e´quivalence suivante est vraie pour tout λ, µ ∈ R :
AJA = λA+ µJ ⇐⇒ λ = −2α(A) et µ = det(A). (2.3.12)
Soient a, b, c ∈ R avec c 6= 0 tels que f(A) = λA + µJ , ou` f est la transformation de
dualite´ associe´e a` (a, b, c) donne´e par (2.1.1). On a alors
aA+ bJ = (λA+ µJ)(−aI + cJA) = −aλ A− cµ A+ cλ AJA− aµ J,
ce qui entraˆıne
cλ AJA = (a+ aλ+ cµ)A+ (b+ aµ)J.
D’apre`s le Lemme 2.3.11, puisque cλ 6= 0, on en de´duit
a+ aλ+ cµ = −2 cλ α(A) et b+ aµ = cλ det(A),
ce qui entraˆıne
a
c
= −µ+ 2λ α(A)
1 + λ
et
b
c
= λ det(A) +
µ(µ+ 2λ α(A))
1 + λ
. (2.3.13)
Alors, la condition bc > a2 est e´quivalente a` la condition (2.3.5).
D’un autre cote´, on a Aε := χεA + (1 − χε)f(A). Posons Bε := χεf(A) + (1 − χε)A.
Comme les phases du mate´riau sont interchangeables, Bε H-converge vers A∗. De plus,
la condition bc > a2 e´tant ve´rifie´e, d’apre`s le Lemme 2.1.4 on a clairement f(Aε) = Bε,
d’ou` f(Aε) H-converge vers A∗. On en de´duit a` partir du The´ore`me 2.1.5 et par unicite´
de la H-limite que f(A∗) = A∗. Cette dernie`re e´galite´ se lit aussi :
aA∗ + bJ = −aA∗ + c A∗JA∗,
ou de fac¸on e´quivalente
c A∗JA∗ = 2aA∗ + bJ.
Donc, le Lemme 2.3.11 et les e´galite´s (2.3.13) entraˆınent
α(A∗) = −a
c
=
µ+ 2λ α(A)
1 + λ
et det(A∗) =
b
c
= λ det(A) +
µ(µ+ 2λ α(A))
1 + λ
.¤
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De´monstration du Lemme 2.3.11. D’une part, a` partir de A = As+α(A)J on de´duit
AJA = AsJAs − α(A)As − α(A)As − α(A)2J
= −2α(A)As + (det(As)− α(A)2)J,
car AsJAs = det(As) J . De plus, on a
det(A) = det
(
As + α(A)J
)
= det(As) + α(A)2,
d’ou`
AJA = −2α(A)As + (det(A)− 2α(A)2)J. (2.3.14)
D’un autre cote´, puisque A = As + α(A)J , on obtient
AJA = λA+ µJ = λAs + (λα(A) + µ)J. (2.3.15)
Comme AJA admet une de´composition unique en parties syme´trique et antisyme´trique
on de´duit des e´galite´s (2.3.14) et (2.3.15) l’e´quivalence (2.3.12) ¤.
De´monstration du Corollaire 2.3.9. On applique le The´ore`me 2.3.7 a` un mate´riau
a` deux phases interchangeables de conductivite´ σε(h). Dans ce cas, on a A = σ + s1hJ
et µ = (s2 − λs1)h. Alors, la condition (2.3.5) est vraie sans hypothe`se supple´mentaire
pour |h| assez petit. En effet, la condition (2.3.5) s’e´crit
λ
(
det(σ) + s21h
2
)
+
(s22 − λ2s21)h2
1 + λ
>
[s2 + λs1
1 + λ
]2
h2,
ce qui est e´quivalent a`
λ det(σ) > O(h2).
Ce qui est vrai de`s lors que |h| est suffisamment petit puisque λ > 0 et σ ∈ M+. Ainsi,
par le The´ore`me 2.3.7, on obtient
α(σ∗(h)) =
(s2 − λs1)h+ 2λα(σ + s1hJ)
1 + λ
=
λs1 + s2
1 + λ
h. (2.3.16)
Soit P ε un correcteur associe´ a` σε. Par le The´ore`me 2.2.4 et pour tout |h| suffisamment
petit, σε(h) H-converge vers σ∗(h) qui ve´rifie
σ∗(h) = σ∗ + s∗hJ + oL2(Ω)2×2(h) , avec s∗ = lim
D′(Ω)
sε det(P
ε),
ce qui entraˆıne que la partie antisyme´trique de σ∗(h) ve´rifie
α(σ∗(h)) = s∗h+ o(h) , avec s∗ = lim
D′(Ω)
sε det(P
ε). (2.3.17)
La premie`re e´galite´ de (2.3.17) combine´e avec l’e´galite´ (2.3.16) entraˆıne
s∗ =
λs1 + s2
1 + λ
.
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Par l’e´galite´ pre´ce´dente et (2.2.11), on obtient
det(σ∗) r∗ = −λs1 + s2
(1 + λ)
, (2.3.18)
D’apre`s la formule (2.2.4), on a (2.3.9) Or d’apre`s le The´ore`me 2.3.7, avec A = σ, µ = 0
et A∗ = σ∗, on a det(σ∗) = λ det(σ) donc de (2.3.18) et (2.3.9) on de´duit
r∗ =
r1 + λr2
1 + λ
.
De plus, dans le cas s1 = 1 et s2 = 0, l’e´galite´ (2.3.17) combine´e avec l’e´galite´ (2.3.16)
entraˆıne
χε det(P
ε) −⇀ λ
λ+ 1
dans D′(Ω).
la de´monstration du Corollaire 2.3.9 est faite. ¤
2.4 De´monstration du The´ore`me 2.1.8
2.4.1 De´monstration de la partie i)
On suit la construction de la H-limite de´veloppe´e par Murat-Tartar (voir [75]) qui de´pend
ici du parame`tre vectoriel h.
Soit Ω˜ un ouvert borne´ de RN tel que Ω ⊂ Ω˜. On e´tend Aε(h) a` Ω˜\Ω par αIN (de
sorte que Aε ∈M(α, β; Ω˜)) et on de´finit l’ope´rateur Aε(h) de H10 (Ω˜) dans H−1(Ω˜) par
∀ u ∈ H10 (Ω˜), Aε(h)u := −div (Aε(h)∇u) . (2.4.1)
On proce`de en deux e´tapes. Dans la premie`re e´tape, on montre l’existence d’un ope´rateur
homoge´ne´ise´ A∗(h) qui ve´rifie une condition Lipschitz uniforme. Dans la deuxie`me e´tape,
on montre d’abord qu’il existe A∗(h) ∈M(α, β; Ω) telle que A∗(h) est de la forme (2.4.1),
puis que A∗(h) ve´rifie le de´veloppement (2.1.8).
Premie`re e´tape. Soit h ∈ Bκ, pour ε > 0 fixe´ Aε(h) est borne´ par β et coercive
donc, d’apre`s le The´ore`me de Lax-Milgram, Aε(h) est inversible. Comme Aε(h) admet
un de´veloppement du premier ordre, alors Aε(h) et Bε(h) := Aε(h)−1 aussi. De plus,
puisque Aε(h) est α e´qui-coercive, Bε(h) est borne´ par α−1. Ainsi il existe une sous-
suite de ε, encore note´e ε, et un ope´rateur B∗(h) de H−1(Ω˜) dans H10 (Ω˜) tels que, pour
toute f ∈ H−1(Ω˜),
B
ε(h)f −⇀ B∗(h)f H10 (Ω˜) faible, (2.4.2)
pour tout sous-ensemble dense de h. La condition Lipschitz uniforme (2.1.6) ve´rifie´e
par Aε(h) entraˆıne que Aε(h) et Bε(h) ve´rifient la condition Lipschitz uniforme :
∃ C > 0, ∀ h, k ∈ Bκ, ||Bε(h)−Bε(k)||L(H−1(Ω˜);H10 (Ω˜)) ≤ C|h− k|. (2.4.3)
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On en de´duit qu’il existe une sous-suite de ε, encore note´e ε, telle que la convergence (2.4.2)
a lieu pour tout h ∈ Bκ. De plus, on obtient aussi qu’il existe un ope´rateur line´aire Bε1
de Rn dans L(H−1(Ω˜);H10 (Ω˜)) tel que
B
ε(h)f = Bε(0)f + (Bε1 · h)f + oH1
0
(Ω˜)(h). (2.4.4)
Comme
∀ f ∈ H−1(Ω˜), ||(Bε1 · h)f ||H−1(Ω˜) = ||Bε(h)f −Bε(0)f ||H1
0
(Ω˜) + o(h) = O(h),
il existe un ope´rateur B∗1 de R
n dans L(H−1(Ω˜);H10 (Ω˜)) tel que, pour tout h ∈ Rn et pour
toute f ∈ H−1(Ω˜), on a la convergence
(Bε1 · h)f −⇀ (B∗1 · h)f H10 (Ω˜) faible. (2.4.5)
Alors, en passant a` la limite H10 (Ω˜) faible dans l’e´galite´ (2.4.4) et en utilisant la semicon-
tinuite´ de la norme H10 (Ω˜), on obtient
∀ f ∈ H−1(Ω˜), B∗(h)f = B∗(0)f + (B∗1 · h)f + oH1
0
(Ω˜)(h).
D’apre`s la convergence (2.4.2), comme Bε(h) est β−1 e´qui-coercive alors B∗(h) l’est
aussi et B∗(h) est ainsi inversible, ce qui permet de de´finir l’ope´rateur A∗(h) de H10 (Ω˜)
dans H−1(Ω˜) par
A
∗(h) := B∗(h)−1.
Alors A∗(h) ve´rifie
∀ u ∈ H10 (Ω˜), A∗(h)u = A∗u+ (A∗1 · h)u+ oH−1(Ω˜)(h). (2.4.6)
De plus, par (2.4.3) on a
∃ C > 0, ∀ h, k ∈ Bκ, ||A∗(h)−A∗(k)||L(H10 (Ω˜);H−1(Ω˜)) ≤ C|h− k|. (2.4.7)
Deuxie`me e´tape. Pour de´terminer la H-limite de Aε(h) et obtenir son de´veloppement,
on construit un correcteur P ε(h) associe´ a` Aε(h). Soit θ ∈ C∞c (Ω˜) tel que θ ≡ 1 sur Ω et
soit λ ∈ RN . On note wλ(x) := (λ · x) θ(x) et on de´finit wλε (h) ∈ H10 (Ω˜) par
wλε (h) := B
ε(h) ◦A∗(h)wλ.
Alors, on pose
P ε(h)λ := ∇wλε (h) = ∇
[
B
ε(h) ◦A∗(h)wλ] . (2.4.8)
Les hypothe`ses (2.4.3), (2.4.7) ve´rifie´es par Bε et Aε et les de´veloppements du premier
ordre (2.4.4) et (2.4.6) ve´rifie´s par Bε(h) et A∗(h) entraˆınent que P ε ve´rifie
∃ C > 0, ∀ h, k ∈ Bκ, ||P ε(h)− P ε(k)||L2(Ω)N×N ≤ C|h− k|, (2.4.9)
et
P ε(h) = P ε(0) + P ε1 · h+ oL2(Ω˜)N×N (h), (2.4.10)
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avec ||P ε1 · h||L2(Ω˜)N×N = O(h).
Comme Aε ∈M(α, β; Ω˜) il existe une sous-suite de ε, encore note´e ε, et A∗ ∈M(α, β; Ω˜)
tels que Aε
H−⇀ A∗. A` partir de la de´finition (2.4.8) de P ε(h), il est clair que P ε := P ε(0)
est un correcteur associe´ a` Aε dans Ω. D’apre`s la Proposition 1.1.6, on en de´duit
AεP ε −⇀ A∗ L2(Ω)N×N faible.
Comme
wλε (h) −⇀ B∗ ◦A∗(h)wλ = wλ L2(Ω˜) faible,
on obtient, pour tout h ∈ Bκ,
P ε(h) −⇀ IN L2(Ω)N×N faible. (2.4.11)
De plus, par (2.1.6) et (2.4.9),Aε(h)P ε(h) ve´rifie la condition Lipschitz uniforme dans L2(Ω)N×N
pour h ∈ Bκ. Donc il existe une nouvelle sous-suite de ε, encore note´e ε, et A∗(h)
dans L2(Ω)N×N tels que
∀ h ∈ Bκ, Aε(h)P ε(h) −⇀ A∗(h) L2(Ω)N×N faible. (2.4.12)
D’apre`s la Proposition 1.1.6 ii), en vertu de la de´finition (2.4.8) de P ε et des conver-
gences (2.4.11) et (2.4.12) on obtient que, pour tout h ∈ Bκ, Aε(h) H-converge vers A∗(h).
Enfin, par les de´veloppements (2.1.6) et (2.4.10) on a
Aε(h)P ε(h) = AεP ε +Qε1 · h+ oL2(Ω˜)N×N (h),
avec ||Qε1 · h||L2(Ω˜)N×N = O(h). Donc, en passant a` la limite dans l’ine´galite´ pre´ce´dente,
on obtient
A∗(h) = A∗ + A∗1 · h+ oL2(Ω)N×N (h).
La de´monstration de la partie i) du The´ore`me 2.1.8 est faite.
Remarque 2.4.1. A` partir de (2.4.10) on de´duit que, si P ε(h) et Qε(h) sont des cor-
recteurs associe´s (respectivement) a` Aε(h) et Aε(h)T , alors P ε(h) et Qε(h) admettent les
de´veloppements au premier ordre
P ε(h) = P ε + P ε1 · h+ oL2(Ω)N×N (h) et Qε(h) = Qε +Qε1 · h+ oL2(Ω)N×N (h), (2.4.13)
ou` P ε et Qε sont des correcteurs associe´s (respectivement) a` Aε et (Aε)T . Comme P ε(h)
et P ε sont a` rotationnel nul, on obtient
||Rot(P ε1 · h)||H−1(Ω)N×N×N = o(h),
d’ou` P ε1 · h est aussi a` rotationnel nul pour tout h ∈ Bκ. De plus, comme P ε(h) et P ε
convergent faiblement vers IN dans L
2(Ω)N×N , pour toute sous-suite faiblement conver-
gente P ε
′
1 · h dans L2(Ω)N×N , la semicontinuite´ infe´rieure de la norme L2(Ω)N×N entraˆıne
|| lim
ε′→0
(
P ε
′
1 · h)||L2(Ω)N×N = o(h),
d’ou` pour P ε
′
1 · h et pour la suite entie`re on a
P ε1 · h −⇀ 0 L2(Ω)N×N faible, (2.4.14)
pour tout h ∈ Bκ.
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2.4.2 De´monstration de la partie ii)
De la partie i) on obtient que pour tout h ∈ Bκ, Aε(h) H-converge vers A∗(h) ou`
A∗(h) = A∗ + A∗1 · h+ oL2(Ω)N×N (h). (2.4.15)
Comme, pour tout λ, µ ∈ RN , on a Qε(h)TAε(h)P ε(h)λ · µ = Aε(h)P ε(h)λ · Qε(h)µ, on
obtient par la Proposition 1.1.6 i) et le Lemme div-rot
A∗(h) = lim
D′(Ω)N×N
(
Qε(h)TAε(h)P ε(h)
)
. (2.4.16)
D’un autre cote´, la de´finition (2.1.7) de Aε(h) et la Remarque 2.4.1 entraˆınent
Qε(h)TAε(h)P ε(h) = (Qε)TAεP ε + (Qε)T (Aε1 · h)P ε
+ (Qε)TAε(P ε1 · h) + (Qε1 · h)TAεP ε + oL1(Ω)N×N (h).
(2.4.17)
Soient λ, µ ∈ RN , on a
(Qε)TAε(P ε1 · h)λ · µ = (Aε)TQεµ · (P ε1 · h)λ
et (Qε1 · h)TAεP ελ · µ = AεP ελ · (Qε1 · h)µ.
(2.4.18)
Alors, par le Lemme div-rot et les convergences (1.1.2) et (2.4.14), on obtient
lim
D′(Ω)N×N
(Qε)TAε(P ε1 · h) = lim
D′(Ω)N×N
(Qε1 · h)TAεP ε = 0.
De plus, comme pour (2.4.16) on a
lim
D′(Ω)N×N
(Qε)TAεP ε = A∗.
Pour h ∈ Bκ, (Qε)T (Aε1·h)P ε est borne´e dans L1(Ω) inde´pendamment de h (par line´arite´)
donc il existe une sous-suite ε′ de ε, inde´pendante de h, telle que (Qε
′
)T (Aε
′
1 ·h)P ε′ converge
faible ∗ au sens des mesures de Radon. Alors d’apre`s (2.4.16) en passant a` la limite
dans (2.4.17) on obtient
A∗(h) = A∗ +
(
lim
M(Ω)N×N
(Qε
′
)T (Aε
′
1 · h)P ε
′
)
+ oM(Ω)N×N (h). (2.4.19)
Ainsi, compare´e avec (2.4.15) ceci entraˆıne l’e´galite´
A∗1 · h = lim
M(Ω)N×N
(Qε
′
)T (Aε
′
1 )P
ε′ . (2.4.20)
Comme la limite est inde´pendante de la sous-suite ε′, la suite entie`re (Qε)T (Aε1)P
ε converge
vers A∗1 · h dans D′(Ω)N×N . ¤
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Chapitre 3
Homoge´ne´isation bidimensionnelle a`
fort contraste
Introduction
Dans la the´orie de l’homoge´ne´isation des proble`mes de conduction avec des suites de
conductivite´s uniforme´ment borne´es (supe´rieurement et infe´rieurement), l’hypothe`se de
bornitude entraˆıne une certaine compacite´ qui pre´serve la nature du proble`me homoge´ne´ise´.
Ce n’est plus le cas pour des conductivite´s a` fort contraste. En effet, Khruslov fut un des
premiers a` obtenir des proble`mes homoge´ne´ise´s a` valeurs vectorielles dans le cas de faibles
conductivite´s [60], ainsi que des proble`mes homoge´ne´ise´s non locaux dans le cas de fortes
conductivite´s [51] (voir aussi [61] et [62] pour des proble`mes homoge´ne´ise´s de diffe´rents
types et des re´fe´rences comple`tes). Dans le cas de fortes conductivite´s, l’apparition d’effets
non locaux est fortement lie´e a` la dimension supe´rieure a` deux. Ainsi, l’exemple mode`le
d’homoge´ne´isation non locale [51] en conduction est obtenu a` partir d’un milieu tridimen-
sionnel homoge`ne renforce´ par des fibres minces fortement conductrices cre´ant un effet
capacitaire (voir aussi [10], [25] et [37] pour des extensions et des me´thodes alternatives).
Re´cemment, Briane [26] et Casado-Dı´az [28], [29], ont montre´ que la dimension deux,
contrairement a` la dimension trois ou supe´rieure, induit une compacite´ supple´mentaire
qui empeˆche l’apparition d’effets non locaux. En particulier, une extension de la notion
de G-convergence est obtenue dans [28] pour des suites de conductivite´s uniforme´ment
borne´es dans L1 mais non dans L∞. Dans le cas pe´riodique, un raffinement a e´te´ obtenu
dans [29] graˆce a` un re´sultat de convergence uniforme.
Ce chapitre est consacre´ a` des extensions des re´sultats de Briane et Casado-Dı´az au cas
de conductivite´s non syme´triques, a` l’e´lasticite´ line´arise´e et a` des relations de dualite´. Ces
relations furent tout d’abord montre´es par Keller [59] qui obtint une e´galite´ d’interchan-
geabilite´ reliant les proprie´te´s effectives d’un composite isotrope a` deux phases σ1, σ2 > 0
et celles du composite isotrope aux deux phases inverses σ−11 , σ
−1
2 . En 1970, Dykhne [49]
(voir The´ore`me 2.1.5 du chapitre 2, page 24)ge´ne´ralisa ces relations aux composites
pe´riodiques isotropes faits de plusieurs phases. Plus pre´cise´ment, pour toute fonction
pe´riodique A a` valeurs matricielles, coercive et borne´e, la matrice homoge´ne´ise´e associe´e
a` la conductivite´ duale AT/det(A) est e´gale a` AT∗ /det(A∗), ou` A∗ est la matrice ho-
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moge´ne´ise´e constante associe´e a` A. Mendelson [67] a obtenu une relation de dualite´ plus
ge´ne´rale (voir aussi l’approche par la me´thode des fonctions test de Tartar dans [53]). On
renvoie aux chapitres 3 et 4 de [70] pour une pre´sentation ge´ne´rale sur les transformations
de dualite´.
Dans ce chapitre, on donne une extension de la relation dualite´ de Dykhne aux conduc-
tivite´s bidimensionnelles a` fort contraste. Plus pre´cise´ment, on conside`re une suite e´qui-
coercive Aε de matrices de conductivite´ (non ne´cessairement syme´triques), qui ne soit
pas uniforme´ment borne´e contrairement au cas classique. En de´signant par Asε la partie
syme´trique de Aε, sous l’hypothe`se principale que
detAε
detAsε
|Asε| converge faiblement ∗ au sens des mesures de Radon vers a ∈ L∞, (3.1)
on montre (The´ore`me 3.1.2) que la suite Aε “H-converge” vers une fonction matri-
cielle A∗ et (The´ore`me 3.2.1) que la suite A
T
ε /det(Aε) “H-converge” vers A
T
∗ /det(A∗),
pour des de´finitions approprie´es de H-convergence (voir De´finition 3.1.1). En conse´quence
du re´sultat de dualite´ on obtient (Corollaire 3.2.4) un re´sultat de compacite´ pour le cas
dual d’une suite de matrices de conductivite´ uniforme´ment borne´e mais non e´qui-coercive.
Dans le cas pe´riodique, on obtient en premier lieu un raffinement (The´ore`me 3.1.7) du
the´ore`me de compacite´ pour les suites de matrices de conductivite´ e´qui-coercives mais non
uniforme´ment borne´es. En notant Aε(x) := A
♯
ε(
x
ε
) ou` A♯ε est Y -pe´riodique (avec Y :=]0, 1]
2
pour fixer les ide´es), on obtient la “H-convergence” de la suite Aε sous l’hypothe`se moins
restrictive que (3.1) :
ε2
∫
Y
det A♯ε
det(A♯ε)s
∣∣(A♯ε)s∣∣ dy −→
ε→0
0. (3.2)
En second lieu, on conside`re une suite matricielle non e´qui-coercive mais uniforme´ment
borne´e Bε(x) := B
♯
ε(
x
ε
) ou` B♯ε est YN -pe´riodique (avec YN :=]0, 1]
N , N ≥ 2 quelconque)
et ε > 0 tend vers 0. On obtient alors (voir The´ore`me 3.2.6) une extension au cas non
syme´trique du the´ore`me de compacite´ de [23] sous l’hypothe`se principale que B♯ε ve´rifie
l’ine´galite´ de type Poincare´-Wirtinger
∀ V ∈ H1#(YN),
∫
YN
∣∣∣∣V −−
∫
YN
V
∣∣∣∣
2
dy ≤ Cε
(∫
YN
B♯ε∇V · ∇V dy
)
, (3.3)
avec Cε qui ve´rifie
ε2Cε −→
ε→0
0. (3.4)
En dimension 2, on en de´duit (Corollaire 3.2.8) un raffinement de la relation de dualite´ a`
fort contraste sous l’hypothe`se (3.2).
Enfin, on conclut ce chapitre par le cas de l’e´lasticite´. Dans [27], Briane et Camar-
Eddine ont obtenu une extension a` l’e´lasticite´ du re´sultat de compacite´ de [28] dans
le cas e´qui-coercif pour la conduction. Ici, nous de´montrons une extension a` l’e´lasticite´
(The´ore`me 3.3.1) d’un lemme de compacite´ L2 de [28] (voir Lemme 3.2.11 page 63) en
conduction, pour une suite de tenseurs non e´qui-coercive. Cependant, nous n’avons pas
pu obtenir dans ce cas une extension du the´ore`me de dualite´ 3.2.1. En effet, meˆme dans le
cas classique d’une suite de tenseurs e´qui-coercive et uniforme´ment borne´e, il n’y a pas de
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the´ore`me de dualite´ ge´ne´ral analogue a` celui de Dykhne [49]. Il existe certains re´sultats
particuliers. Notamment, dans le cas incompressible (voir [54]) ou lorsque le tenseur de
compliance (inverse de la loi de comportement) est de´ge´ne´re´ [70]. Cette approche par
dualite´ devrait faire l’objet d’un travail ulte´rieur.
Le chapitre est organise´ comme suit. Dans la section 3.1.1, on de´finit quelques notions
approprie´es de H-convergence et on e´tablit les re´sultats de compacite´ pour le cas non
uniforme´ment borne´. La section 3.1.2 est consacre´e a` la de´monstration de ces re´sultats.
Dans la section 3.2.1, on e´tablit tout d’abord le re´sultat de dualite´ pour le cas non uni-
forme´ment borne´ et on en de´duit le re´sultat de compacite´ pour le cas non e´qui-coercif
dans le cadre non pe´riodique. Dans le cadre pe´riodique, on donne un re´sultat de compa-
cite´ pour le cas non e´qui-coercif et on en de´duit le re´sultat de dualite´ pour le cas non
uniforme´ment borne´. La section 3.2.2 contient la de´monstration de ces re´sultats. Enfin,
dans la section 3.3 on obtient un re´sultat de compacite´ L2 dans le cadre de l’e´lasticite´.
3.1 Homoge´ne´isation de conductivite´s non uniforme´-
ment borne´es
3.1.1 E´nonce´ des re´sultats
Cas ge´ne´ral
Pour pouvoir prendre en compte les cas de suites non e´qui-coercives ou non uniforme´ment
borne´es on e´tendra la de´finition de la H-convergence classique (voir [75]) de la fac¸on
suivante :
De´finition 3.1.1. Soit Ω un ouvert borne´ re´gulier de R2. Soient αε et βε, ε > 0, deux
suites de re´els strictement positifs telles que αε ≤ βε, et soit Aε une suite de fonctions
matricielles de M(αε, βε; Ω) (voir Notation 1.1.1).
i) On dit que la suite Aε H(M(Ω)
2)-converge vers la fonction matricielle A∗ ∈M(α, β; Ω),
avec 0 < α ≤ β, si pour toute distribution f dans H−1(Ω), la solution uε du proble`me{ − div (Aε∇uε) = f dans Ω
uε = 0 sur ∂Ω,
(3.1.1)
ve´rifie les convergences
uε −⇀ u H10 (Ω) faible et Aε∇uε −⇀ A∗∇u M(Ω)2 faible ∗, (3.1.2)
ou` u est la solution du proble`me{ − div (A∗∇u) = f dans Ω,
u = 0 sur ∂Ω.
(3.1.3)
On de´signera cette convergence par Aε
H(M(Ω)2)−⇀ A∗.
ii) On dit que la suite Aε H(L
2(Ω)2)-converge vers la fonction matricielle A∗ ∈M(α, β; Ω),
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avec 0 < α ≤ β, si pour toute fonction f dans L2(Ω), la solution uε de (3.1.1) ve´rifie les
convergences
uε −→ u L2(Ω) fort et Aε∇uε −⇀ A∗∇u L2(Ω)2 faible, (3.1.4)
ou` u est la solution de (3.1.3). On de´signera cette convergence par Aε
H(L2(Ω)2)−⇀ A∗.
The´ore`me 3.1.2. Soit Ω ⊂ R2 un ouvert borne´ tel que |∂Ω| = 0. Soient α > 0, βε, ε > 0,
une suite de re´els telle que βε ≥ α et Aε une suite de M(α, βε; Ω). Supposons qu’il existe
une fonction a ∈ L∞(Ω) telle que
detAε
detAsε
|Asε| −⇀ a M(Ω) faible ∗ . (3.1.5)
Alors
i) il existe une sous-suite de ε, encore note´e ε, et A∗ ∈M(α, β; Ω) avec β := 2||a||L∞(Ω)
tels que
Aε
H(M(Ω)2)−⇀ A∗, (3.1.6)
ii) la transpose´e ATε de Aε ve´rifie
ATε
H(M(Ω)2)−⇀ AT∗ . (3.1.7)
Remarque 3.1.3. Le The´ore`me 3.1.2 est une extension bidimensionnelle du the´ore`me de
compacite´ de la H-convergence (The´ore`me 1.1.3) pour des suites de fonctions matricielles
non uniforme´ment borne´es et e´qui-coercives . Ce re´sultat a d’abord e´te´ montre´ dans [28]
(The´ore`me 2.14) sous l’hypothe`se suivante : il existe une constante γ > 0 et a ∈ L∞(Ω)
tels que Aε = A
s
ε + aεJ ve´rifie
|aε|I ≤ γ Asε et |Asε| −⇀ a M(Ω¯) faible ∗ . (3.1.8)
L’hypothe`se (3.1.8) est plus restrictive que (3.1.5) puisque
detAε
detAsε
|Asε| =
(
1 +
a2ε
detAsε
)
|Asε| ≤ (1 + γ2) |Asε|
qui converge vers une fonction borne´e au sens faible ∗ des mesures sur Ω¯, ce qui entraˆıne
donc la convergence (3.1.5).
Cas pe´riodique
Dans cette partie on conside`re le cas de suites de matrices de conductivite´ fortement
oscillantes. Soit Ω un ouvert borne´ de R2 et Y :=]0, 1]2 le carre´ unite´ de R2. Soit A♯ε une
suite de fonctions matricielles Y -pe´riodiques de L∞# (R
2)2×2, et ε une suite de re´els tendant
vers 0. On de´finit la suite fortement oscillante associe´e a` A♯ε et ε par
Aε(x) := A
♯
ε
(x
ε
)
p.p. x ∈ Ω. (3.1.9)
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Pour ε > 0 fixe´, soit A∗ε la matrice constante de´finie par
∀ λ ∈ R2, A∗ελ :=
∫
Y
A♯ε∇W λε dy, (3.1.10)
ou` W λε := λ · y −Xλε , avec Xλε ∈ H1♯ (Y ) la solution du proble`me auxiliaire∫
Y
Xλε dy = 0 et div
(
A♯ε∇Xλε
)
= div
(
A♯ελ
)
dans D′(R2). (3.1.11)
Remarque 3.1.4. A∗ε est la H-limite de la suite oscillante A
#
ε (
x
δ
) lorsque δ tend vers 0
(voir par exemple l’homoge´ne´isation pe´riodique dans [12]).
Sous l’hypothe`se de pe´riodicite´ (3.1.9) on peut montrer le The´ore`me 3.1.2 sous des
conditions moins restrictives. A` cette fin, on a besoin d’une de´finition plus ge´ne´rale de
la H-convergence que celle de la De´finition 3.1.1 :
De´finition 3.1.5. Soient αε et βε, ε > 0, deux suites de re´els positifs telles que αε ≤ βε,
et soit Aε une suite de fonctions de M(αε, βε; Ω).
i) On dit que la suite Aε Hs-converge vers la fonction matricielle A∗ ∈ M(α, β; Ω), avec
0 < α ≤ β, si pour chaque fonction f dans L2(Ω), la solution uε du proble`me (3.1.1)
converge dans L2(Ω) fort vers la solution u du proble`me (3.1.3).
On de´signera cette convergence par Aε
Hs−⇀ A∗.
ii) On dit que la suite Aε Hw-converge vers la fonction matricielle A∗ ∈ M(α, β; Ω),
avec 0 < α ≤ β, si pour chaque fonction f dans L2(Ω), la solution uε du proble`me (3.1.1)
converge dans L2(Ω) faible vers la solution u du proble`me (3.1.3) et le flux Aε∇uε converge
vers A∗∇u dans L2(Ω)2 faible.
On de´signera cette convergence par Aε
Hw−⇀ A∗.
Remarque 3.1.6. Dans la partie i) de la De´finition 3.1.5 on a la convergence forte du
potentiel mais pas la convergence du flux. Cela correspond au cas d’une suite de matrices
de conductivite´s e´qui-coercive sans controˆle de la borne supe´rieure. Dans la partie ii) on
a la convergence faible du potentiel et du flux. Cela correspond au cas d’une suite de
matrices de conductivite´s uniforme´ment borne´e sans controˆle de la borne infe´rieure.
On a le re´sultat d’homoge´ne´isation pe´riodique suivant :
The´ore`me 3.1.7. Soient α > 0 et βε, ε > 0, une suite de re´els telle que βε ≥ α. Soient A♯ε
une suite de fonctions Y -pe´riodiques de M(α, βε;R
2), et Aε la suite fortement oscillante
associe´e a` A♯ε par (3.1.9). Supposons que la suite A
∗
ε de´finie par (3.1.10) converge vers A∗
dans R2×2, et que la limite suivante a lieu
ε2
∫
Y
detA♯ε
det(A♯ε)s
∣∣(A♯ε)s∣∣ dy −→
ε→0
0. (3.1.12)
Alors, on a
Aε
Hs−⇀ A∗. (3.1.13)
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Remarque 3.1.8.
1. Dans le The´ore`me 3.1.2, en prenant en compte la de´finition (3.1.9), la conver-
gence (3.1.5) est e´quivalente a`∫
Y
detA♯ε
det(A♯ε)s
∣∣(A♯ε)s∣∣ dy ≤ c, (3.1.14)
qui est clairement plus restrictive que la condition (3.1.12). En contrepartie la
suite Aε∇uε n’est plus ne´cessairement borne´e dans L1(Ω)2.
2. Ce re´sultat a d’abord e´te´ montre´ dans [26] dans le cas syme´trique sous l’hypothe`se (3.1.14)
qui dans ce cas entraˆıne de plus la convergence de A∗ε. Une ge´ne´ralisation de ce der-
nier re´sultat a e´te´ obtenue dans [29] (The´ore`me 4.1) dans le cas syme´trique sans
restriction sur A#ε .
3.1.2 De´monstration des re´sultats
De´monstration du The´ore`me 3.1.2
De´monstration de la partie i). La de´monstration est analogue a` celle du The´ore`me 2.14
de [28] qui suit celle de Murat-Tartar [75] pour la H-convergence classique. La de´mons-
tration est divise´e en quatre e´tapes. Dans la premie`re e´tape, on montre la convergence de
la suite d’ope´rateurs −div(Aε∇·). Dans la deuxie`me e´tape, on construit la fonction ma-
tricielle A∗. Dans la troisie`me e´tape on montre que l’ope´rateur limite s’e´crit −div(A∗∇·).
Enfin, dans la dernie`re e´tape on montre que A∗ ∈M(α, β; Ω).
Premie`re e´tape : Convergence de −div(Aε∇·).
Soit Aε l’ope´rateur de H
1
0 (Ω) dans H
−1(Ω) de´fini par Aε := −div(Aε∇·). Comme pour
tout ε > 0, Aε est coercive alors, par le The´ore`me de Lax-Milgram, Aε est inversible.
Soit Bε := A
−1
ε son inverse. L’e´qui-coercivite´ de Aε et la se´parabilite´ de l’espace H
1(Ω)
entraˆınent (voir Proposition 3 de [75]) qu’il existe une sous-suite de ε, encore note´e ε, et
un ope´rateur B de H−1(Ω) dans H10 (Ω) tels que
∀ f ∈ H−1(Ω), Bεf −⇀ Bf H10 (Ω) faible. (3.1.15)
Soient vε ∈ H1(Ω) et Φ ∈ C∞c (Ω)2, on a en notant Aε = Asε + aεJ∣∣∣∣
∫
Ω
Aε∇vε · Φ dx
∣∣∣∣ ≤
∣∣∣∣
∫
Ω
Asε∇vε · Φ dx
∣∣∣∣+
∣∣∣∣
∫
Ω
aεJ∇vε · Φ dx
∣∣∣∣ . (3.1.16)
De plus, par l’ine´galite´ de Cauchy-Schwarz on obtient∣∣∣∣
∫
Ω
Asε∇vε · Φ dx
∣∣∣∣ =
∣∣∣∣
∫
Ω
(Asε)
1/2∇vε · (Asε)1/2Φ dx
∣∣∣∣
≤
(∫
Ω
|Asε||Φ|2 dx
)1/2(∫
Ω
Asε∇vε · ∇vε dx
)1/2
,
(3.1.17)
3.1 Homoge´ne´isation de conductivite´s non uniforme´ment borne´es 47
et ∣∣∣∣
∫
Ω
aεJ∇vε · Φ dx
∣∣∣∣ =
∣∣∣∣
∫
Ω
aε(A
s
ε)
−1/2JΦ · (Asε)1/2∇vε dx
∣∣∣∣
≤
(∫
Ω
∣∣aε(Asε)−1/2J∣∣2 |Φ|2 dx
)1/2(∫
Ω
Asε∇vε · ∇vε dx
)1/2
≤
(∫
Ω
a2ε
∣∣(Asε)−1∣∣ |Φ|2 dx
)1/2(∫
Ω
Asε∇vε · ∇vε dx
)1/2
,
car J est orthogonale. Or (Asε)
−1 =
1
det Asε
JAsεJ
−1 d’ou` |(Asε)−1| =
1
det Asε
|Asε| ce qui
donne∣∣∣∣
∫
Ω
aεJ∇vε · Φ dx
∣∣∣∣ ≤
(∫
Ω
a2ε
det Asε
|Asε| |Φ|2 dx
)1/2(∫
Ω
Asε∇vε · ∇vε dx
)1/2
. (3.1.18)
En combinant (3.1.17) et (3.1.18), on obtient a` partir de (3.1.16)∣∣∣∣
∫
Ω
Aε∇vε · Φ dx
∣∣∣∣
≤
[(∫
Ω
a2ε
det Asε
|Asε| |Φ|2 dx
)1/2
+
(∫
Ω
|Asε||Φ|2 dx
)1/2](∫
Ω
Asε∇vε · ∇vε dx
)1/2
≤
√
2
(∫
Ω
detAε
detAsε
|Asε||Φ|2 dx
)1/2(∫
Ω
Asε∇vε · ∇vε dx
)1/2
.
par l’ine´galite´ de Cauchy-Schwarz et l’e´galite´ det(Aε) = det(A
s
ε) + a
2
ε. En passant a` la
limite supe´rieure, on en de´duit, d’apre`s la convergence (3.1.5) et la condition a ∈ L∞(Ω),
lim sup
ε→0
∣∣∣∣
∫
Ω
Aε∇vε · Φ dx
∣∣∣∣ ≤ √2
(∫
Ω
a |Φ|2 dx
)1/2
lim sup
ε→0
(∫
Ω
Asε∇vε · ∇vε dx
)1/2
≤
√
β ||Φ||L2(Ω)2 lim sup
ε→0
(∫
Ω
Asε∇vε · ∇vε dx
)1/2
,
ou` β := 2||a||L∞(Ω).
(3.1.19)
Soit f ∈ H−1(Ω). On pose vε := Bεf et Φ := ∇ϕ ou` ϕ ∈ C∞c (Ω), alors on a Aεvε = f
et donc
∫
Ω
Aε∇vε · ∇ϕ dx = 〈f, ϕ〉, ou` 〈·, ·〉 de´signe le crochet de dualite´ de H−1(Ω). A`
partir de (3.1.19) on de´duit de l’ine´galite´ de Poincare´ et de (3.1.15)
|〈f, ϕ〉| ≤
√
β ||∇ϕ||L2(Ω)2 lim sup
ε→0
(
〈f,Bεf〉
)1/2
≤
√
β ||ϕ||H1
0
(Ω) 〈f,Bf〉1/2 ,
d’ou`
〈f,Bf〉 ≥ β−1||f ||2H−1(Ω).
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Ainsi B est β−1-coercif et donc inversible. Soit A∗ := B
−1 son inverse, alors on a ||A∗|| ≤ β
d’apre`s l’ine´galite´ pre´ce´dente.
Deuxie`me e´tape : Construction de la matrice homoge´ne´ise´e.
Soit Ω˜ un domaine borne´ de R2 tel que Ω ⋐ Ω˜, on pose
A˜ε :=
{
Aε dans Ω
αI dans Ω˜\Ω, (3.1.20)
de sorte que A˜ε ∈ M(α, βε; Ω˜). Soient A˜ε := −div(A˜Tε∇·) et B˜ε := A˜−1ε . D’apre`s la
convergence (3.1.5), detAε
detAsε
Asε est borne´e dans L
1(Ω)2 et donc, d’apre`s la de´finition (3.1.20),
detA˜ε
detA˜sε
A˜ε est borne´e dans L
1(Ω˜)2×2. Soit ϕ ∈ Cc(Ω˜). Puisque |Ω¯\Ω| = 0, on a par (3.1.20)
∫
Ω˜
det A˜ε
det A˜sε
|A˜sε| ϕ dx =
∫
Ω
detAε
detAsε
|Asε| ϕ dx+ α
∫
Ω˜\Ω
ϕ dx. (3.1.21)
d’ou`, par passage a` la limite, d’apre`s la convergence (3.1.5) au sens des mesures sur Ω¯
lim
ε→0
∫
Ω˜
det A˜ε
det A˜sε
|A˜sε| ϕ dx =
∫
Ω¯
a ϕ dx+ α
∫
Ω˜\Ω
ϕ dx
=
∫
Ω
a ϕ dx+ α
∫
Ω˜\Ω
ϕ dx,
d’ou`
det A˜ε
det A˜sε
|A˜ε| −⇀ a˜ M(Ω˜) faible ∗ . (3.1.22)
avec a˜ = a χΩ + α χΩ˜\Ω ∈ L1(Ω) p.p. dans Ω.
La convergence (3.1.22) permet d’appliquer le raisonnement de la premie`re e´tape avec A˜Tε .
Ainsi B˜ε est borne´ par α
−1 et ve´rifie la convergence (3.1.15) avec B˜ inversible tel que
||B˜|| ≤ α−1. Soit A˜ := B˜−1 son inverse, alors puisque B˜ est β˜−1-coercif, ou` β˜ := 2||a˜||L∞(Ω),
on a ||A˜|| ≤ β car ||a||L∞(Ω) ≥ α et donc β˜ = 2||a˜||L∞(Ω) = 2||a||L∞(Ω) = β.
Soit θ ∈ C∞c (Ω˜) telle que θ ≡ 1 sur Ω et soient w˜i, w˜iε ∈ H10 (Ω˜) de´finies par
w˜i(x) := θ(x)(x · ei) et w˜iε := B˜ε ◦ A˜(w˜i), (3.1.23)
alors
− div(A˜Tε∇w˜iε) = A˜(w˜i) dans D′(Ω˜). (3.1.24)
D’apre`s la convergence (3.1.15) ve´rifie´e par B˜ε, on a

∫
Ω˜
A˜Tε∇w˜iε · ∇w˜iε dx ≤ ||A˜(w˜i)||H−1(Ω˜)||w˜iε||H1
0
(Ω˜) ≤ c,
w˜iε −⇀ w˜i H10 (Ω˜) faible.
(3.1.25)
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De plus, pour toute Φ ∈ C∞c (Ω)2, on obtient d’apre`s (3.1.19)
lim sup
ε→0
∣∣∣∣
∫
Ω˜
A˜Tε∇w˜iε · Φ dx
∣∣∣∣ ≤√β ||Φ||L2(Ω)2 lim sup
ε→0
(∫
Ω˜
A˜Tε∇w˜iε · ∇w˜iε dx
)1/2
≤ c
√
β ||Φ||L2(Ω)2 .
Ainsi
A˜Tε∇w˜iε −⇀ ξ˜i M(Ω)2 faible ∗,
avec ξ˜i ∈ L2(Ω)2 car
∀ Φ ∈ C∞c (Ω)2,
∣∣∣∣
∫
Ω˜
ξ˜i · Φ dx
∣∣∣∣ ≤ c √β ||Φ||L2(Ω)2 .
On de´finit alors A∗ ∈ L2(Ω)2×2 par AT∗ ei := ξ˜i.
Troisie`me e´tape : De´termination de A∗.
Soit f ∈ H−1(Ω) et uε := Bεf alors en raisonnant comme dans la deuxie`me e´tape on
obtient
uε −⇀ u H10 (Ω) faible et Aε∇uε −⇀ ξ M(Ω)2 faible ∗, (3.1.26)
ou` ξ ∈ L2(Ω)2. Pour montrer que ξ = A∗∇u on va utiliser le The´ore`me 2.1 de [28] qui est
une ge´ne´ralisation du lemme div-rot de Murat [74] et que l’on rappelle ci-dessous pour la
commodite´ du lecteur.
The´ore`me 3.1.9. (Briane & Casado-Dı´az [28]) Soit Ω un ouvert borne´ de R2. Soit Sε
une suite de fonctions matricielles syme´triques de L∞(Ω)2×2 telle qu’il existe α > 0
et a ∈ L∞(Ω) ve´rifiant
Sε ≥ αI et |Sε| −⇀ a M(Ω) faible ∗ . (3.1.27)
Soient ξε une suite de L
2(Ω)2 et wε une suite de H
1(Ω) ve´rifiant les hypothe`ses suivantes :
i) ξε et wε ve´rifient l’estimation∫
Ω
S−1ε ξε · ξε dx+ ||wε||H1(Ω) ≤ c, (3.1.28)
ii) div(ξε) est compacte dans H
−1(Ω).
Alors il existe ξ ∈ L2(Ω)2 et w ∈ H1(Ω) telles que les convergences suivantes aient lieu a`
une sous-suite pre`s
ξε −⇀ ξ M(Ω)2 faible ∗ et ∇wε −⇀ ∇w L2(Ω)2 faible. (3.1.29)
De plus, on a la convergence du produit
ξε · ∇wε −⇀ ξ · ∇w dans D′(Ω). (3.1.30)
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On applique le The´ore`me 3.1.9 a` deux reprises avec la matrice syme´trique
Sε :=
detAε
detAsε
Asε. (3.1.31)
D’une part, si l’on prend ξε := Aε∇uε et wε := w˜iε, on a
S−1ε ξε · ξε =
det Asε
det Aε
(Asε)
−1Aε∇uε · Aε∇uε dx
=
det Asε
det Aε
(Asε)
−1(Asε + aεJ)∇uε · Aε∇uε
=
det Asε
det Aε
Aε∇uε · ∇uε + 1
det Aε
JAsεJ
−1aεJ∇uε · Asε∇uε.
+
1
det Aε
JAsεJ
−1aεJ∇uε · aεJ∇uε.
Or
JAsεJ
−1aεJ∇uε · Asε∇uε = aε JAsε∇uε · Asε∇uε = 0,
et donc, comme det(Aε) = det(A
s
ε) + a
2
ε, on a∫
Ω
S−1ε ξε · ξε dx =
∫
Ω
det Asε
det Aε
Aε∇uε · ∇uε dx
+
∫
Ω
a2ε
det Aε
JAsε∇uε · J∇uε dx
=
∫
Ω
Aε∇uε · ∇uε dx =
∫
Ω
fuε dx ≤ c.
(3.1.32)
De plus, div(ξε) est compacte dans H
−1(Ω) par de´finition de uε et donc, en vertu de la
convergence (3.1.25), le The´ore`me 3.1.9 s’applique. On obtient alors
Aε∇uε · ∇w˜iε −⇀ ξ · ∇w˜i = ξ · ei dans D′(Ω),
d’apre`s la de´finition (3.1.23) de w˜i.
D’autre part, si l’on prend ξε := A
T
ε∇w˜iε et wε := uε, on a de meˆme en remplac¸ant Aε
par ATε (ce qui ne change pas Sε)∫
Ω
S−1ε ξε · ξε dx =
∫
Ω
ATε∇w˜iε · ∇w˜iε dx ≤ c. (3.1.33)
De plus, div(ξε) est compacte dansH
−1(Ω) d’apre`s (3.1.24) et donc, en vertu de la premie`re
convergence de (3.1.26), le The´ore`me 3.1.9 s’applique. On obtient alors
ATε∇w˜iε · ∇uε −⇀ AT∗ ei · ∇u dans D′(Ω)
On en de´duit, par unicite´ de la limite, ξ = A∗∇u. Donc
Aε∇uε −⇀ A∗∇u M(Ω)2 faible ∗ .
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Alors, si ϕ ∈ C∞c (Ω), on a∫
Ω
fϕ dx =
∫
Ω
Aε∇uε · ∇ϕ dx −→
ε→0
∫
Ω
A∗∇u · ∇ϕ dx,
d’ou` f = −div(A∗∇u). Or u = Bf d’apre`s les convergences (3.1.15) et (3.1.26) puis-
que uε = Bεf . Donc Au = f = −div(A∗∇u), ce qui donne A = −div(A∗∇·).
Quatrie`me e´tape : Montrons que A∗ ∈M(α, β; Ω).
Soit u ∈ C∞c (Ω) et uε := Bε ◦ A∗(u). Alors uε converge vers u dans H10 (Ω) faible. On a
de plus
α||∇uε||2L2(Ω) ≤
∫
Ω
Aε∇uε · ∇uε dx =
∫
Ω
A∗∇u · ∇uε dx,
d’ou` ∫
Ω
A∗∇u · ∇u dx = lim
ε→0
∫
Ω
A∗∇u · ∇uε dx ≥ lim
ε→0
α||∇uε||2L2(Ω) = α||∇u||2L2(Ω)
En prenant (comme dans la de´monstration du Lemme 22.5 p. 234 de [46]) pour fonctions
test u(x) := ϕ(x) cos(tλ · x) puis u(x) := ϕ(x) sin(tλ · x) ou` ϕ ∈ C∞c (Ω), λ ∈ R2 et t > 0
dans l’ine´galite´ pre´ce´dente, on obtient A∗λ · λ ≥ α|λ|2 p.p. dans Ω.
D’un autre cote´, par l’estimation (3.1.19) combine´e avec la convergence (3.1.26) deAε∇uε,
on de´duit, pour toute Φ ∈ C∞c (Ω)2,∣∣∣∣
∫
Ω
A∗∇u · Φ dx
∣∣∣∣ ≤√β ||Φ||L2(Ω)2
(∫
Ω
A∗∇u · ∇u dx
) 1
2
.
Par la densite´ de C∞c (Ω)
2 dans L2(Ω)2, cette dernie`re e´galite´ est encore vraie pour toute Φ
dans L2(Ω)2. Alors en posant Φ := A∗∇u dans l’ine´galite´ pre´ce´dente on obtient∫
Ω
|A∗∇u|2 dx ≤ β
∫
Ω
A∗∇u · ∇u dx, ∀ u ∈ C∞c (Ω),
ce qui entraˆıne (en raisonnant comme pre´ce´demment) pour tout λ ∈ R2,
|A∗λ|2 ≤ β A∗λ · λ p.p. dans Ω.
Soit µ ∈ R2. En prenant λ := A−1∗ µ, on en de´duit A∗µ · µ ≥ β−1|µ|2 p.p. dans Ω.
Donc A∗ ∈M(α, β; Ω). ¤
De´monstration de la partie ii). On a clairement que ATε est une suite deM(α, βε; Ω) et
ve´rifie la convergence (3.1.5) alors, d’apre`s i), il existe une sous-suite de ε, encore note´e ε,
et B∗ ∈M(α, β; Ω) telles que
ATε
H(M(Ω)2)−⇀ B∗.
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Montrons que B∗ = A
T
∗ . Soient u, v ∈ H10 (Ω) et uε, vε les solutions de{
div(ATε∇uε) = div(B∗∇u) dans Ω
uε = 0 sur ∂Ω,
et
{
div(Aε∇vε) = div(A∗∇v) dans Ω
vε = 0 sur ∂Ω.
(3.1.34)
On obtient alors les convergences
{
uε −⇀ u H10 (Ω) faible
ATε∇uε −⇀ B∗∇u M(Ω)2 faible ∗,
et
{
vε −⇀ v H10 (Ω) faible
Aε∇vε −⇀ A∗∇u M(Ω)2 faible ∗ .
Par de´finition de la transpose´e, on a
ATε∇uε · ∇vε = Aε∇vε · ∇uε. (3.1.35)
On va appliquer le The´ore`me 3.1.9 avec Sε de´finie par (3.1.31) sur les deux membres de
l’e´galite´ pre´ce´dente. En premier lieu, si l’on prend ξε := Aε∇vε et wε := uε alors, comme
dans (3.1.32), Sε, ξε et wε ve´rifient encore la condition (3.1.28). D’ou`
Aε∇vε · ∇uε −→
ε→0
A∗∇v · ∇u dans D′(Ω). (3.1.36)
Maintenant si l’on prend ξε := A
T
ε∇uε et wε := vε, alors Sε, ξε et wε ve´rifient bien la
condition (3.1.28) d’apre`s (3.1.33). D’ou`
ATε∇uε · ∇vε −→
ε→0
B∗∇u · ∇v dans D′(Ω). (3.1.37)
Alors, en passant a` la limite dans (3.1.35), on obtient, d’apre`s (3.1.36) et (3.1.37), par
unicite´ de la limite
B∗∇u · ∇v = A∗∇v · ∇u p.p. dans Ω.
Soient λ, µ ∈ R2 et θ ∈ C∞c (Ω) telle que θ ≡ 1 sur ω ⋐ Ω. En prenant u(x) := θ(x)(λ · x)
et v(x) := θ(x)(µ · x) on obtient
B∗λ · µ = AT∗ λ · µ p.p. dans ω.
Comme λ, µ et ω sont arbitraires, on obtient le re´sultat cherche´. ¤
De´monstration du The´ore`me 3.1.7
La de´monstration est similaire a` celle du re´sultat de compacite´ de [23]. Mais il y a quelques
difficulte´s supple´mentaires dues au fait que les matrices de conductivite´ ne sont pas
syme´triques et que les flux ne sont pas ne´cessairement borne´s dans L1(Ω), contrairement
au The´ore`me 3.1.2.
Soit uε la solution de (3.1.1), ou` Aε est la suite fortement oscillante donne´e par (3.1.9).
Soient λ ∈ R2 et V λε := λ · y − Y λε , ou` Y λε est l’unique solution de (3.1.11) avec la
transpose´e (A♯ε)
T . Dans la suite on utilisera a` plusieurs reprises le re´sultat classique suivant
(voir par exemple [12]) :
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Lemme 3.1.10. On dispose des formules suivantes :
(A∗ε)
Tλ =
∫
Y
(A♯ε)
T∇V λε dy∫
Y
(A♯ε)
T∇V λε · ∇V λε dy =
∫
Y
A♯ε∇W λε · ∇W λε dy = A∗ελ · λ,
(3.1.38)
ou` W λε − λ · x est la solution de (3.1.11).
L’e´qui-coercivite´ de Aε entraˆıne que uε est borne´e dans H
1
0 (Ω) et donc il existe une
sous-suite de ε, encore note´e ε, telle que uε converge dans H
1
0 (Ω) faible vers u. Alors, pour
montrer la Hs-convergence (3.1.13), il suffit de montrer que
Aε∇uε −⇀ A∗∇u dans D′(Ω), (3.1.39)
ou` A∗ est la limite de A
∗
ε dans R
2×2. En effet, en prenant ϕ ∈ C∞c (Ω) pour fonction test
dans (3.1.1) on a ∫
Ω
Aε∇uε · ∇ϕ dx =
∫
Ω
fϕ dx,
alors si la convergence (3.1.39) a lieu on obtient par passage a` la limite∫
Ω
A∗∇u · ∇ϕ dx =
∫
Ω
fϕ dx,
et donc u est bien solution de (3.1.3) avec A∗ pour conductivite´.
Posons vλε (x) := εV
λ
ε (
x
ε
). Pour montrer (3.1.39), on proce`de en deux e´tapes. Dans la
premie`re e´tape, on montre la convergence
Aε∇uε · ∇vλε − Aε∇uε · λ −⇀ 0 dans D′(Ω), (3.1.40)
et dans la seconde, la convergence
Aε∇uε · ∇vλε − A∗∇u · λ −⇀ 0 dans D′(Ω). (3.1.41)
Premie`re e´tape : De´monstration de (3.1.40).
Soit ω un ouvert simplement connexe re´gulier de Ω a` frontie`re Lipschitzienne. Soit v ∈ H10 (Ω)
la solution de −∆v = f . Alors, il existe une unique fonction courant u˜ε ∈ H1(ω) (voir par
exemple [56]) de´finie par∫
ω
u˜ε dx = 0 et Aε∇uε −∇v = J∇u˜ε p.p. dans ω. (3.1.42)
Posons A˜ε := J
−1 (A−1ε )
s
J et A˜♯ε := J
−1
[
(A♯ε)
−1
]s
J . Comme
(A♯ε)
−1 =
1
det A♯ε
J(A♯ε)
TJ−1 =
1
det A♯ε
(
J(A♯ε)
sJ−1 − a♯εJ
)
,
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on a A˜♯ε := (det A
♯
ε)
−1(A♯ε)
s et donc
∣∣(A˜♯ε)−1∣∣ = ∣∣∣det A♯ε [(A♯ε)s]−1∣∣∣ = detA♯ε
det(A♯ε)s
∣∣(A♯ε)s∣∣. (3.1.43)
Comme u˜ε est a` moyenne nulle sur ω, en utilisant successivement l’ine´galite´ de Poincare´-
Wirtinger dans ω et l’ine´galite´ de Cauchy-Schwarz, on obtient par syme´trie et pe´riodicite´
de A˜ε ∫
ω
|u˜ε| dx ≤ c
∫
ω
|∇u˜ε| dx = c
∫
ω
∣∣∣A˜−1/2ε A˜1/2ε ∇u˜ε∣∣∣ dx
≤ c
(∫
ω
∣∣A˜−1ε ∣∣ dx
) 1
2
(∫
ω
A˜ε∇u˜ε · ∇u˜ε dx
) 1
2
≤ c
(∫
Y
∣∣(A˜♯ε)−1∣∣ dy
) 1
2
(∫
ω
A˜ε∇u˜ε · ∇u˜ε dx
) 1
2
.
(3.1.44)
Alors les e´galite´s (3.1.42), (3.1.43) et |A−1ε | ≤ α−1 (conse´quence de Asε ≥ αI) entraˆınent∫
ω
|u˜ε| dx ≤ c
(∫
Y
detA♯ε
det(A♯ε)s
∣∣(A♯ε)s∣∣ dy
) 1
2
(∫
ω
Aε∇uε · ∇uε + A−1ε ∇v · ∇v dx
) 1
2
≤ c
(∫
Y
detA♯ε
det(A♯ε)s
∣∣(A♯ε)s∣∣ dy
) 1
2
(∫
Ω
fuε dx+ α
−1
∫
ω
|∇v|2 dx
) 1
2
≤ c
(∫
Y
detA♯ε
det(A♯ε)s
∣∣(A♯ε)s∣∣ dy
) 1
2
,
(3.1.45)
car uε est borne´e dans L
2(Ω). Finalement, on en de´duit par la convergence (3.1.12)∫
ω
|u˜ε| dx = o
(
ε−1
)
. (3.1.46)
Soit ϕ ∈ C∞c (Ω). En inte´grant par parties, on de´duit de (3.1.42) l’e´galite´∫
ω
Aε∇uε · ∇vλε ϕ dx =
∫
ω
∇v · ∇vλε ϕ dx+
∫
ω
J∇u˜ε · ∇vλε ϕ dx
=
∫
ω
∇v · ∇vλε ϕ dx−
∫
ω
∇u˜ε · J∇vλε ϕ dx
=
∫
ω
∇v · ∇vλε ϕ dx+
∫
ω
u˜ε div(J∇vλε ϕ) dx.
Or, on a
div(J∇vλεϕ) = div(J∇vλε )ϕ+ J∇vλε · ∇ϕ = rot(∇vλε ) + J∇vλε · ∇ϕ = J∇vλε · ∇ϕ,
et donc ∫
ω
Aε∇uε · ∇vλε ϕ dx =
∫
ω
∇v · ∇vλε ϕ dx+
∫
ω
u˜ε J∇vλε · ∇ϕ dx. (3.1.47)
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Suivant le proce´de´ employe´ dans [26], on va introduire une fonction constante par mor-
ceaux approchant u˜ε pour pouvoir passer a` la limite dans le deuxie`me terme du membre
de droite de (3.1.47) mais ici le de´coupage va se faire sur des carre´s de cote´ ε. Soit Qε ⊂ ω
un recouvrement de supp(ϕ) par les carre´s ε(k + Y ) et Kε = {k ∈ Z2 | ε(Y + k) ⊂ Qε}.
Soit u¯ε la fonction constante par morceaux de´finie par
u¯ε :=
∑
k∈Kε
u¯kε χε(k+Y ) ou` u¯
k
ε := −
∫
ε(k+Y )
u˜ε(y) dy. (3.1.48)
On montre tout d’abord que u¯ε− u˜ε converge fortement vers 0 sur supp ϕ. Par l’injection
de Sobolev de W 1,1 dans L2 dans chaque carre´ ε(k + Y ), pour k ∈ Kε, (remarquons
que la constante de l’injection est inde´pendante du carre´ car l’exposant 2 est critique)
combine´e avec l’ine´galite´ de Poincare´-Wirtinger on a, comme u¯ε est la moyenne de u˜ε
dans chaque ε(k + Y ),
∫
ε(k+Y )
|u˜ε − u¯ε|2 dx ≤ c
(∫
ε(k+Y )
|∇u˜ε| dx
)2
.
Alors, en raisonnant comme pour (3.1.44) puisque A˜ε est syme´trique, on en de´duit par
l’ine´galite´ de Cauchy-Schwarz et par le changement de variable y := x/ε− k,∫
ε(k+Y )
|u˜ε − u¯ε|2 dx ≤ c
∫
ε(k+Y )
∣∣A˜−1ε ∣∣ dx
∫
ε(k+Y )
A˜ε∇u˜ε · ∇u˜ε dx
≤ c ε2
∫
Y
detA♯ε
det(A♯ε)s
∣∣(A♯ε)s∣∣ dy
∫
ε(k+Y )
A˜ε∇u˜ε · ∇u˜ε dx,
(3.1.49)
d’apre`s l’e´galite´ (3.1.43). De plus, par la de´finition de A˜ε et (3.1.42), on a
∑
k∈Kε
∫
ε(k+Y )
A˜ε∇u˜ε·∇u˜ε dx ≤
∫
ω
A˜ε∇u˜ε·∇u˜ε dx =
∫
ω
A−1ε (Aε∇uε−∇v)·(Aε∇uε−∇v) dx.
Or, pour toute matrice B ∈ R2×2 de´finie positive et pour tous vecteurs x, y ∈ R2, on a
d’apre`s l’identite´ du paralle´logramme
B(x− y) · (x− y) =
∣∣∣(Bs)1/2(x− y)∣∣∣2
≤
∣∣∣(Bs)1/2x− (Bs)1/2y∣∣∣2 + ∣∣∣(Bs)1/2x+ (Bs)1/2y∣∣∣2
= 2
(∣∣(Bs)1/2x∣∣2 + ∣∣(Bs)1/2y∣∣2) = 2 (Bx · x+By · y).
(3.1.50)
On obtient donc
∑
k∈Kε
∫
ε(k+Y )
A˜ε∇u˜ε · ∇u˜ε dx ≤ 2
(∫
ω
Aε∇uε · ∇uε dx+
∫
ω
A−1ε ∇v · ∇v dx
)
.
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Alors, en sommant sur les k ∈ Kε dans l’estimation (3.1.49), on obtient par la conver-
gence (3.1.12)
∫
Qε
|u¯ε − u˜ε|2 dx ≤ c ε2
∫
Y
detA♯ε
det(A♯ε)s
∣∣(A♯ε)s∣∣ dy
∫
ω
(
Aε∇uε · ∇uε + A−1ε ∇v · ∇v
)
dx
−→
ε→0
0.
(3.1.51)
Suivant la me´thode de [26], on conside`re l’approximation de ∇ϕ par une fonction Φ¯ε
constante dans chaque carre´ ε(k + Y ) et telle que |∇ϕ − Φ¯ε| ≤ c ε. D’apre`s (3.1.38),
puisque A∗ε est borne´e dans R
2×2 et que (A#ε )
T est e´qui-coercive, on obtient que ∇V λε et
donc ∇Y λε sont borne´es dans L2(Y )2. On a alors par l’ine´galite´ de Poincare´-Wirtinger
||vλε − λ · x||L2(Ω) = ε||Y λε ||L2(Y ) ≤ c ε||∇Y λε ||L2(Y )2 −→
ε→0
0.
De plus, comme ||∇vλε ||L2(Ω)2 ≤ c ||∇V λε ||L2(Y )2 et ∇V λε est borne´e dans L2(Y )2 on obtient
que ∇vλε converge, a` une sous-suite pre`s, dans L2(Ω)2 faible. De la convergence pre´ce´dente
on de´duit
∇vλε −⇀ λ L2(Ω)2 faible. (3.1.52)
Alors les convergences (3.1.51) et (3.1.52) entraˆınent que le dernier terme de (3.1.47)
s’e´crit
∫
ω
u˜ε J∇vλε · ∇ϕ dx =
∫
ω
u¯ε J∇vλε · ∇ϕ dx+
∫
ω
(u˜ε − u¯ε) J∇vλε · ∇ϕ dx
=
∫
ω
u¯ε J∇vλε · ∇ϕ dx+ o(1)
=
∫
ω
u¯ε J∇vλε · Φ¯ε dx+
∫
ω
u¯ε J∇vλε · (Φ¯ε −∇ϕ) dx+ o(1).
On note Φ¯kε la valeur de Φ¯ε sur ε(Y + k). Par de´finition de v
λ
ε , on a
∫
ε(k+Y )
u¯ε J∇vλε · Φ¯ε dx = u¯kε J
(∫
ε(k+Y )
λ−∇Y λε
(
x
ε
)
dx
)
· Φ¯kε
=
∫
ε(k+Y )
u¯kε Jλ · Φ¯kε dx− u¯kε J
(∫
ε(k+Y )
∇Y λε
(
x
ε
)
dx
)
· Φ¯kε
=
∫
ε(k+Y )
u¯kε Jλ · Φ¯kε dx = ε2 u¯kε Jλ · Φ¯kε .
De plus, d’apre`s la de´finition (3.1.48) de u¯ε et en sommant l’e´galite´ pre´ce´dente sur
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les k ∈ Kε, on obtient∫
Qε
u¯ε J∇vλε · Φ¯ε dx =
∑
k∈Kε
ε2
(
−
∫
ε(k+Y )
u˜ε
)
Jλ · Φ¯kε
=
∑
k∈Kε
∫
ε(k+Y )
u˜ε Jλ · Φ¯ε dx
=
∫
Qε
u˜ε Jλ · ∇ϕ dx+
∫
Qε
u˜ε Jλ · (Φ¯ε −∇ϕ) dx
=
∫
Qε
u˜ε Jλ · ∇ϕ dx+ o(1),
par l’estimation (3.1.46) combine´e avec |Φ¯ε −∇ϕ| ≤ c ε. Donc l’e´galite´ (3.1.47) s’e´crit∫
ω
u˜ε J∇vλε · ∇ϕ dx =
∫
ω
u˜ε Jλ · ∇ϕ dx+
∫
ω
u¯ε J∇vλε · (Φ¯ε −∇ϕ) dx+ o(1).
Il reste a` estimer le deuxie`me membre de droite de cette dernie`re e´galite´. Pour cela,
puisque Qε est un recouvrement de supp(ϕ), on a d’une part∣∣∣∣
∫
ω
u¯ε J∇vλε · (Φ¯ε −∇ϕ) dx
∣∣∣∣ ≤ c ε
∫
Qε
|u¯ε| |∇vλε | dx,
et d’autre part, d’apre`s la de´finition (3.1.48) de u¯ε,∫
Qε
|u¯ε| |∇vλε | dx =
∑
k∈Kε
∫
ε(Y+k)
|u¯kε | |∇vλε | dx
=
∑
k∈Kε
ε2 |u¯kε |
∫
Y
|∇V λε | dy
≤
∑
k∈Kε
(∫
ε(k+Y )
|u˜ε| dx
)∫
Y
|∇V λε | dy
=
∫
Y
|∇V λε | dy
∫
Qε
|u˜ε| dx.
Alors, comme ∇V λε est borne´e dans L2(Y )2 et donc dans L1(Y )2, on de´duit de l’e´galite´
pre´ce´dente et de l’estimation (3.1.46),∣∣∣∣
∫
ω
u¯ε J∇vλε · (Φ¯ε −∇ϕ) dx
∣∣∣∣ ≤ c ε
∫
Y
|∇V λε | dy
∫
ω
|u˜ε| dx
≤ c ε
∫
ω
|u˜ε| dx = o(1).
Finalement, on obtient∫
ω
u˜ε J∇vλε · ∇ϕ dx =
∫
ω
u˜ε Jλ · ∇ϕ dx+ o(1).
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Alors en inte´grant par parties et en utilisant les e´galite´s (3.1.42) et (3.1.47) on a∫
ω
Aε∇uε · ∇vλε ϕ dx =
∫
ω
∇v · ∇vλε ϕ dx+
∫
ω
u˜ε Jλ · ∇ϕ dx+ o(1)
=
∫
ω
∇v · ∇vλε ϕ dx−
∫
ω
div(u˜ε Jλ) ϕ dx+ o(1)
=
∫
ω
∇v · ∇vλε ϕ dx+
∫
ω
J∇u˜ε · λ ϕ dx+ o(1)
=
∫
ω
∇v · (∇vλε − λ) ϕ dx+
∫
ω
Aε∇uε · λ ϕ dx+ o(1)
=
∫
ω
Aε∇uε · λ ϕ dx+ o(1),
d’apre`s (3.1.52), ce qui conclut la premie`re e´tape.
Deuxie`me e´tape : De´monstration de (3.1.41).
E´tant donne´ que (A♯ε)
T∇V λε est une fonction pe´riodique a` divergence nulle, on peut de´finir
la fonction courant pe´riodique V˜ λε ∈ H1#(Y ) par∫
Y
V˜ λε dy = 0 et (A
♯
ε)
T∇V λε =
∫
Y
A♯ε∇V λε dy + J∇V˜ λε = (A∗ε)Tλ+ J∇V˜ λε , (3.1.53)
ou` la seconde e´galite´ est une conse´quence de (3.1.38). En proce´dant comme pour (3.1.49)
et (3.1.51), on a par l’e´galite´ A˜♯ε = J
−1
[
(A♯ε)
−1
]s
J et l’estimation (3.1.12)
∫
Y
(V˜ λε )
2 dy ≤
∫
Y
detA♯ε
det(A♯ε)s
∣∣(A♯ε)s∣∣ dy
∫
Y
[
(A♯ε)
T∇V λε · ∇V λε + (A♯ε)−1(A∗ε)Tλ · (A∗ε)Tλ
]
dy
= o
(
ε−2
)
.
Ainsi la suite v˜λε (x) := εV˜
λ
ε (
x
ε
) converge fortement vers 0 dans L2(Ω). Soit ϕ ∈ C∞c (Ω).
Alors, en utilisant la seconde e´galite´, apre`s mise a` l’e´chelle, de (3.1.53) et en inte´grant par
parties on obtient puisque div(J∇uε) = 0∫
Ω
Aε∇uε · ∇vλε ϕ dx =
∫
Ω
∇uε · ATε∇vλε ϕ dx
=
∫
Ω
∇uε · (A∗ε)Tλ ϕ dx+
∫
Ω
∇uε · J∇v˜λε ϕ dx
=
∫
Ω
A∗ε∇uε · λ ϕ dx+
∫
Ω
v˜λε div(J∇uε ϕ) dx
=
∫
Ω
A∗ε∇uε · λ ϕ dx+
∫
Ω
v˜λε J∇uε · ∇ϕ dx
=
∫
Ω
A∗ε∇uε · λ ϕ dx+ o(1).
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Comme A∗ε est constante et converge dans R
2×2 vers A∗ et que ∇uε converge vers ∇u dans
L2(Ω)2 faible, A∗ε∇uε converge vers A∗∇u dans L2(Ω)2 faible. Ainsi l’e´galite´ pre´ce´dente
entraˆıne ∫
Ω
Aε∇uε · ∇vλε ϕ dx =
∫
Ω
A∗∇u · λ ϕ dx+ o(1),
ce qui conduit a` (3.1.41). ¤
3.2 Dualite´ et homoge´ne´isation de conductivite´s non
e´qui-coercives
3.2.1 E´nonce´ des re´sultats
Cas ge´ne´ral
Afin de pouvoir diffe´rencier clairement les cas on notera Aε les conductivite´s e´qui-coercives
mais non uniforme´ment borne´es, et Bε les conductivite´s non e´qui-coercives mais uni-
forme´ment borne´es.
On a tout d’abord le re´sultat de dualite´ suivant pour des conductivite´s e´qui-coercives
mais non uniforme´ment borne´es :
The´ore`me 3.2.1. Soit Ω un ouvert borne´ de R2 tel que |∂Ω| = 0. Soient α > 0, βε, ε > 0,
une suite de re´els telle que βε ≥ α, et Aε une suite de fonctions matricielles deM(α, βε; Ω).
Supposons qu’il existe une fonction a ∈ L∞(Ω) telle que la convergence (3.1.5) a lieu et
qu’il existe une constante C0 > 0 telle que
detAε
detAsε
Asε ≤ C0 AεATε p.p. dans Ω. (3.2.1)
Alors, il existe une sous-suite de ε, encore note´e ε, telle que
ATε
detAε
H(L2(Ω)2)−⇀ A
T
∗
detA∗
ou` Aε
H(M(Ω)2)−⇀ A∗, (3.2.2)
avec A∗ ∈M(α, β; Ω) ou` β := 2‖a‖L∞(Ω)
Remarque 3.2.2. Le The´ore`me 3.2.1 e´tend le re´sultat de dualite´ obtenu par Dykhne [49]
(voir aussi le The´ore`me 2.1.5 du chapitre 2 page 24) pour des conductivite´s pe´riodiques
et uniforme´ment borne´es a` celles non pe´riodiques et non uniforme´ment borne´es.
Remarque 3.2.3. La condition (3.2.1) est une hypothe`se technique dont on a besoin pour
le cas non syme´trique. En effet, (3.2.1) a clairement lieu, avec C0 = α
−1, si Aε(≥ αI) est
syme´trique. La condition (3.2.1) est aussi satisfaite si Aε = αεI+aεJ (i.e. A
s
ε est isotrope)
avec αε ≥ α, puisque
detAε
detAsε
Asε =
(
α2ε + a
2
ε
αε
)
I ≤
(
α2ε + a
2
ε
α
)
I = α−1 AεA
T
ε .
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En particulier, le The´ore`me 3.2.1 entraˆıne par dualite´ le re´sultat de compacite´ suivant
pour des conductivite´s uniforme´ment borne´es mais non e´qui-coercives :
Corollaire 3.2.4. Soit Ω un ouvert borne´ de R2 tel que |∂Ω| = 0. Soient β > 0 et αε,
ε > 0, une suite de re´els telle que 0 < αε ≤ β. Soit Bε une suite de fonctions matricielles
de M(αε, β; Ω). Supposons qu’il existe une fonction a ∈ L∞(Ω) telle que
∣∣(Bsε)−1∣∣ −⇀ a M(Ω¯) faible ∗, (3.2.3)
et une constante C0 > 0 telle que, pour chaque ε > 0,
BTε Bε ≤ C0 Bsε p.p. sur Ω. (3.2.4)
Alors, il existe une sous-suite de ε, encore note´e ε, et une fonction matricielle B∗ deM(α, β; Ω),
avec α :=
(
2‖a‖L∞(Ω)
)−1
, telles que
Bε
H(L2(Ω)2)−⇀ B∗ et B
T
ε
det Bε
H(M(Ω)2)−⇀ B
T
∗
det B∗
. (3.2.5)
De´monstration. La suite Aε de´finie par
Aε :=
BTε
detBε
= J−1B−1ε J,
ve´rifie l’ine´galite´ Aε ≥ β−1I. On a l’ine´galite´ (3.2.1) comme conse´quence de (3.2.4) puisque
Bε = J
−1A−1ε J et
AεA
T
ε = J
−1(BTε Bε)
−1J ≥ C−10 J−1(Bsε)−1J = C−10
Bsε
detBsε
= C−10
detAε
detAsε
Asε. (3.2.6)
De plus, la convergence (3.2.3) entraˆıne la convergence (3.1.5) pour la suite Aε car
∣∣(Bsε)−1∣∣ = ∣∣J−1(Bsε)−1J∣∣ =
∣∣∣∣ BsεdetBsε
∣∣∣∣ = detAεdetAsε |Asε|. (3.2.7)
Alors, d’apre`s le The´ore`me 3.1.2, la suite Aε (a` une sous-suite pre`s) H(M(Ω)
2)-converge
vers A∗, ou` A∗ ∈M
(
β−1, 2‖a‖L∞(Ω); Ω
)
. Donc, par le The´ore`me 3.2.1, Bε H(L
2(Ω)2)-con-
verge vers la fonction matricielle
B∗ :=
AT∗
detA∗
= J−1A−1∗ J.
La fonction matricielle B∗ appartient clairement a` M(α, β; Ω), avec α :=
(
2‖a‖L∞(Ω)
)−1
,
ce qui conclut la de´monstration. ¤
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Cas pe´riodique
Soient N ≥ 1, Ω un ouvert borne´ de RN et Y un pave´ de RN . On conside`re une sui-
teB♯ε, ε > 0, de fonctions matricielles mesurables, Y -pe´riodiques telle queB
♯
ε ∈M(αε, β;RN)
ou` 0 < αε ≤ β. Briane [26] a montre´ que si les B♯ε sont syme´triques alors on a compacite´
pour les proble`mes (3.1.1) sous l’hypothe`se principale que B♯ε ve´rifie l’ine´galite´ de type
Poincare´-Wirtinger
∀ V ∈ H1#(Y ),
∫
Y
∣∣V − V¯ ∣∣2 dy ≤ Cε
(∫
Y
B♯ε∇V · ∇V dy
)
, ou` V¯ := −
∫
Y
V, (3.2.8)
avec
ε2Cε −→
ε→0
0. (3.2.9)
Dans cette section, on obtient un re´sultat analogue pour le cas non syme´trique.
Remarque 3.2.5. Dans le cas N := 2, l’ine´galite´ (3.2.8) avec la condition (3.2.9) est
ve´rifie´e de`s lors que B♯ε ve´rifie la convergence suivante :
ε2
∫
Y
∣∣∣[(B♯ε)s]−1∣∣∣ dy −→
ε→0
0. (3.2.10)
En effet, en utilisant successivement l’injection de Sobolev de W 1,1# (Y ) dans L
2
#(Y ),
l’ine´galite´ de Poincare´-Wirtinger et l’ine´galite´ de Cauchy-Schwarz on obtient pour toute V
dans H1#(Y ),∫
Y
|V − V¯ |2 dy ≤ c ||∇V ||2L1(Y )
= c
(∫
Y
∣∣∣[(B♯ε)s]−1/2[(B♯ε)s]1/2∇V ∣∣∣ dy
)2
≤ c
(∫
Y
∣∣∣[(B♯ε)s]−1∣∣∣ dy
)(∫
Y
(B♯ε)
s∇V · ∇V dy
)
.
Pour le cas non syme´trique, on a le re´sultat suivant valable en dimension N ≥ 2 :
The´ore`me 3.2.6. Soient β > 0 et αε, ε > 0, une suite de re´els telle que 0 < αε ≤ β.
Soit B♯ε une suite de fonctions Y -pe´riodiques de M(αε, β;R
2) et soit Bε la suite forte-
ment oscillante associe´e a` B♯ε par (3.1.9). Supposons que B
♯
ε ve´rifie (3.2.8) avec Cε qui
ve´rifie (3.2.9) et que B♯ε et (B
♯
ε)
T ve´rifient (3.2.4). Alors, si la suite B∗ε de´finie par (3.1.10)
avec B♯ε, converge vers B∗ dans R
N×N , et si, pour toute f ∈ L2(Ω), la solution uε de (3.1.1)
avec Bε pour conductivite´ est borne´e dans L
2(Ω), on a
Bε
Hw−⇀ B∗. (3.2.11)
Remarque 3.2.7. Comme la condition (3.2.1) dans le The´ore`me 3.2.1, la condition (3.2.4)
est une hypothe`se technique dont on a besoin pour le cas non syme´trique.
En dimension deux, on en de´duit le re´sultat suivant pour la dualite´ en fort contraste :
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Corollaire 3.2.8. Soient α > 0 et βε, ε > 0, une suite de re´els telle que βε ≥ α.
Soit A♯ε une suite de fonctions Y -pe´riodiques de M(α, βε;R
2), et soit Aε la suite forte-
ment oscillante associe´e a` A♯ε par (3.1.9). Supposons que la suite A
∗
ε de´finie par (3.1.10)
converge vers A∗ dans R
2×2, et que la limite (3.1.12) a lieu. On suppose de plus que Aε
et ATε ve´rifient l’ine´galite´ (3.2.1) et que la solution uε de (3.1.1) avec pour conductivite´
ATε /det(Aε) est borne´e dans L
2(Ω) pour chaque membre de droite f ∈ L2(Ω). Alors, on a
ATε
detAε
Hw−⇀ A
T
∗
detA∗
. (3.2.12)
De´monstration. Posons Bε := A
T
ε /det(Aε) = J
−1A−1ε J et B
♯
ε := J
−1(A♯ε)
−1J , alors B♯ε
est dans M(β−1ε , α
−1;R2). Soit B∗ε la matrice constante de´finie par la formule (3.1.9) avec
la fonction matricielle B♯ε. La matrice A
∗
ε est une H-limite d’apre`s la Remarque 3.1.4 donc
par la formule de dualite´ classique de Dykhne on a B∗ε = J
−1(A∗ε)
−1J . Alors, la suite B∗ε
converge vers B∗ := J
−1(A∗)
−1J , ou` A∗ est la limite de A
∗
ε.
De plus, par l’e´galite´ (3.1.43) et la convergence (3.1.12), on a
ε2
∫
Y
∣∣∣[(B♯ε)s]−1∣∣∣ dy = ε2
∫
Y
detA♯ε
det(A♯ε)s
∣∣(A♯ε)s∣∣ dy −→
ε→0
0.
Donc, d’apre`s la Remarque 3.2.5., Bε ve´rifie l’ine´galite´ (3.2.8) avec la condition (3.2.9).
Comme Aε, A
T
ε ve´rifient (3.2.1) on obtient que Bε, B
T
ε ve´rifient (3.2.4) et donc, d’apre`s
le The´ore`me 3.2.6, on a Bε
Hw−⇀ B∗. ¤
Remarque 3.2.9. Dans le The´ore`me 3.2.6 et le Corollaire 3.2.8 on doit supposer que
toute solution de (3.1.1) (avec pour conductivite´ Bε := A
T
ε /det(Aε) dans le cas du Corol-
laire 3.2.8) est borne´e dans L2(Ω) car la condition (3.2.8) ne l’implique pas. A` cette fin,
il suffit de supposer l’existence d’une constante C > 0 telle que, pour chaque ε > 0,
∀ u ∈ H10 (Ω),
∫
Ω
u2 dx ≤ C
∫
Ω
Bε∇u · ∇u dx. (3.2.13)
Le re´sultat ge´ne´ral suivant, qui est base´ sur le the´ore`me d’extension de [1], donne
un exemple (en dimension quelconque) ou` l’estimation (3.2.13) est ve´rifie´e (voir par
exemple [5] pour l’obtention d’une estimation similaire) :
Proposition 3.2.10. Soient N ≥ 1 et Ω un domaine re´gulier de RN . Soit E un ouvert
connexe YN -pe´riodique a` bord Lipschitz tel que |YN∩E| > 0. Soit A♯ε une suite de fonctions
YN -pe´riodiques de L
∞
# (R
N)N×N telle que
A♯ε ≥ IN p.p. dans E et A♯ε ≥ ε2I p.p. dans RN \ E. (3.2.14)
Soit Aε la suite fortement oscillante associe´e a` A
♯
ε par (3.1.9). Alors, il existe une constante
C > 0 telle que, pour tout ε > 0,
∀u ∈ H10 (Ω),
∫
Ω
u2 dx ≤ C
∫
Ω
Aε∇u · ∇u dx . (3.2.15)
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3.2.2 De´monstration des re´sultats
De´monstration du The´ore`me 3.2.1
Conside´rons une suite Aε de M(α, βε; Ω) qui ve´rifie la convergence (3.1.5). Alors d’apre`s
le The´ore`me 3.1.2, il existe une sous-suite de ε, encore note´e ε, et A∗ ∈ M(α, β; Ω)
avec β := 2||a||L∞(Ω) telles que Aε H(M(Ω)2)-converge vers A∗. Posons Bε := J−1A−1ε J .
Soient f ∈ L2(Ω) et vε la solution du proble`me de conduction (3.1.1) avec la matrice de
conductivite´ Bε. La de´monstration de laH(L
2(Ω)2)-convergence (3.2.2) est divise´e en deux
e´tapes. Dans la premie`re e´tape, on montre que la suite vε converge fortement dans L
2
loc(Ω)
vers v ∈ H10 (Ω), et que le flux Bε∇vε converge faiblement vers ξ dans L2(Ω)2. La seconde
e´tape est consacre´e a` la de´termination de la limite ξ afin d’e´tablir la convergence (3.2.2).
Premie`re e´tape : Convergences des suites vε et Bε∇vε.
En prenant la fonction vε ∈ H10 (Ω) comme fonction test dans (3.1.1) avec la matrice de
conductivite´ Bε, on obtient par l’injection de Sobolev de W
1,1(Ω) dans L2(Ω)∫
Ω
Bε∇vε · ∇vε dx =
∫
Ω
f vε dx ≤ ‖f‖L2(Ω) ‖vε‖L2(Ω) ≤ c ||vε||W 1,1(Ω). (3.2.16)
Alors, comme vε ∈ H10 (Ω), l’ine´galite´ de Poincare´ entraˆıne∫
Ω
Bε∇vε · ∇vε dx ≤ c
∫
Ω
|∇vε| dx. (3.2.17)
De plus, comme pour (3.1.44), on a
∫
Ω
|∇vε| dx ≤
(∫
Ω
Bε∇vε · ∇vε dx
) 1
2
(3.2.18)
Donc par les ine´galite´s (3.2.17) et (3.2.18), les suites |∇vε| et Bε∇vε · ∇vε sont borne´es
dans L1(Ω), d’ou` vε est borne´e dans L
2(Ω) par (3.2.16) combine´e avec l’ine´galite´ de
Poincare´. D’autre part de la meˆme fac¸on que (3.2.6) l’ine´galite´ (3.2.1) entraˆıne que Bε
ve´rifie (3.2.4) et donc
|Bε∇vε|2 = (BTε Bε)∇vε · ∇vε ≤ C0 Bsε∇vε · ∇vε = C0 Bε∇vε · ∇vε, (3.2.19)
d’ou` la suite Bε∇vε est borne´e dans L2(Ω)2. Donc, a` une sous-suite pre`s, vε converge
faiblement vers v dans L2(Ω) et Bε∇vε converge faiblement vers ξ dans L2(Ω)2.
La convergence forte de vε dans L
2(Ω) est une conse´quence du re´sultat de compa-
cite´ suivant qui est de´montre´ dans [28] (voir les e´tapes 3, 4 de la de´monstration du
The´ore`me 2.1) et dont on donne un sche´ma de preuve a` la fin de cette section :
Lemme 3.2.11. (Briane & Casado-Dı`az [28]) Soit Q un ouvert de R2. Soit Sε une
suite de fonctions matricielles syme´triques dans L∞(Q)2×2 telle qu’il existe α > 0 et une
fonction a ∈ L∞(Q) ve´rifiant
Sn ≥ αI et |Sε| −⇀ a M(Q) faible ∗ . (3.2.20)
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Soit vε une suite dans H
1(Q) ve´rifiant
vε −⇀ v L2(Q) faible et
∫
Q
S−1ε ∇vε · ∇vε dx ≤ c. (3.2.21)
Alors, la suite vε converge fortement vers v dans L
2
loc(Q).
SoitQ un ouvert de R2 tel que Ω ⋐ Q. On de´finit la fonction matricielle Sε par Sε := (B
s
ε)
−1
dans Ω, et Sε := αI dans Q\Ω. Comme Aε ≥ αI, on a |Bsε | ≤ |Bε| = |A−1ε | ≤ α−1,
d’ou` Bsε ≤ α−1I, et Sε ≥ αI dans Q. D’apre`s (3.1.5) et (3.2.7), en raisonnant comme dans
la deuxie`me e´tape de la de´monstration du The´ore`me 3.1.2 page 48, on obtient que Sε
ve´rifie la convergence faible (3.2.20) vers une fonction de L∞(Ω) valant α dans Q\Ω. De
plus, en e´tendant vε et v par 0 dans Q\Ω, par (3.2.18), vε ve´rifie (3.2.21). Le Lemme 3.2.11
entraˆıne alors que vε converge fortement vers v dans L
2
loc(Q) et donc fortement dans L
2(Ω).
Il reste a` montrer que v appartient a` H10 (Ω). Soit Φ ∈ C1(Ω¯)2. Comme Bε∇vε · ∇vε
est borne´e dans L1(Ω) on a par l’ine´galite´ de Cauchy-Schwarz∣∣∣∣
∫
Ω
vε div Φ dx
∣∣∣∣ =
∣∣∣∣
∫
Ω
Φ · ∇vε dx
∣∣∣∣ =
∣∣∣∣
∫
Ω
(Bsε)
− 1
2Φ · (Bsε)
1
2∇vε dx
∣∣∣∣
≤
(∫
Ω
∣∣(Bsε)−1∣∣ |Φ|2 dx
) 1
2
(∫
Ω
Bε∇vε · ∇vε dx
) 1
2
≤ c
(∫
Ω
∣∣(Bsε)−1∣∣ |Φ|2 dx
) 1
2
= c
(∫
Ω
detAε
detAsε
|Asε| |Φ|2 dx
) 1
2
,
d’apre`s (3.1.43). Donc, en passant a` la limite dans l’ine´galite´ pre´ce´dente graˆce a` la conver-
gence faible de vε et la convergence (3.1.5) on obtient∣∣∣∣
∫
Ω
v div Φ dx
∣∣∣∣ ≤ c ‖a‖ 12L∞(Ω) ‖Φ‖L2(Ω)2 , ∀ Φ ∈ C1(Ω¯)2,
ce qui entraˆıne v appartient a` H10 (Ω).
Seconde e´tape : De´termination de la limite ξ de Bε∇vε.
Soient λ ∈ R2, θ ∈ C1c (Ω) et wλ(x) := θ(x)(λ · x). Soit wλε la solution du proble`me{
div
(
ATε∇wλε
)
= div
(
AT∗∇wλ
)
dans Ω,
wλε = 0 sur ∂Ω.
(3.2.22)
D’apre`s le The´ore`me 3.1.2 ii), ATε H(M(Ω)
2)-converge vers AT∗ . Donc, en vertu de la
De´finition 3.1.1, on obtient les convergences
wλε −⇀ wλ H10 (Ω) faible et ATε∇wλε −⇀ AT∗∇wλ M(Ω)2 faible ∗ . (3.2.23)
Maintenant, on va passer a` la limite dans le produit Bε∇vε · JATε∇wλε de deux manie`res
diffe´rentes, ce qui donnera la limite ξ de´sire´e.
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D’une part, comme Bε = J
−1A−1ε J et J
2 = −I, on a
Bε∇vε · JATε∇wλε = −A−1ε J∇vε · ATε∇wλε = −J∇vε · ∇wλε = ∇vε · J∇wλε .
De plus, comme J∇wλε est a` divergence nulle, on a ∇vε · J∇wλε = div
(
vε J∇wλε
)
. Alors,
puisque vε converge fortement vers v dans L
2
loc(Ω) et ∇wλε converge faiblement vers ∇wλ
dans L2(Ω)2 par (3.2.23), la suite vε J∇wλε converge vers v J∇wλ dans L1loc(Ω)2 fort.
Donc, on obtient la premie`re convergence
Bε∇vε · JATε∇wλε −⇀ div
(
v J∇wλ) = ∇v · J∇wλ dans D′(Ω). (3.2.24)
D’autre part, conside´rons un ouvert re´gulier simplement connexe ω de Ω. Comme, par
d’apre`s (3.2.22), ATε∇wλε − AT∗∇wλ est une fonction a` divergence nulle dans L2(ω)2, il
existe une fonction courant w˜λε dans H
1(ω) uniquement de´finie par∫
ω
w˜λε dx = 0 et A
T
ε∇wλε − AT∗∇wλ = J∇w˜λε . (3.2.25)
Puisque w˜λε est a une moyenne nulle sur ω, l’injection de Sobolev de W
1,1(ω) dans L2(ω)
combine´e avec l’ine´galite´ de Poincare´-Wirtinger dans ω et la de´finition (3.2.25) entraˆıne
||wλε ||L2(ω) ≤ c ||∇w˜λε ||L1(ω)2 = c ||J∇w˜λε ||L1(ω)2
≤ c ||ATε∇wλε ||L1(ω)2 + c ||AT∗∇wλ||L1(ω)2
≤ c.
Donc w˜λε converge, a` une sous-suite pre`s, vers une fonction w˜
λ dans L2(ω) faible. De plus,
par l’ine´galite´ de Cauchy-Schwarz et l’ine´galite´ (3.1.50) on a, avec Bε = J
−1A−1ε J ,∫
Ω
Bsε∇w˜λε · ∇w˜λε dx =
∫
Ω
Bε∇w˜λε · ∇w˜λε dx
=
∫
Ω
A−1ε J∇w˜λε · J∇w˜λε dx
=
∫
Ω
A−1ε
(
ATε∇wλε − AT∗∇wλ
) · (ATε∇wλε − AT∗∇wλ) dx
≤ 2
∫
Ω
A−1ε A
T
ε∇wλε · ATε∇wλε + A−1ε AT∗∇wλ · AT∗∇wλ dx
= 2
∫
Ω
ATε∇wλε · ∇wλε + A−1ε AT∗∇wλ · AT∗∇wλ dx
= 2
∫
Ω
AT∗∇wλ · ∇wλε + A−1ε AT∗∇wλ · AT∗∇wλ dx.
Le membre de droite est borne´ d’apre`s la premie`re convergence de (3.2.23) et par l’ine´galite´
|A−1ε | ≤ α−1. Donc, la suite w˜λε ve´rifie les hypothe`ses (3.2.20) et (3.2.21) du Lemme 3.2.11
dans ω avec Sε := (B
s
ε)
−1, d’ou` w˜λε converge fortement vers w˜
λ dans L2loc(ω). De plus,
la deuxie`me convergence de (3.2.23) et la de´finition (3.2.25) entraˆınent que w˜λ a une
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moyenne nulle sur ω et ∇w˜λ = 0 dans D′(ω), d’ou` w˜λ = 0 par la connexite´ de ω. Donc,
par unicite´ de la limite, on obtient pour toute la suite
w˜λε −→ 0 L2loc(ω) fort. (3.2.26)
Par (3.2.25) on a
Bε∇vε · JATε∇wλε = Bε∇vε · JAT∗∇wλ −Bε∇vε · ∇w˜λε .
Clairement, la suite Bε∇vε · JAT∗∇wλ converge faiblement vers ξ · JAT∗∇wλ dans D′(ω).
De plus, on a
div
(
w˜λε Bε∇vε
)
= Bε∇vε · ∇w˜λε + w˜λε div (Bε∇vε) = Bε∇vε · ∇w˜λε − w˜λε f.
Alors la convergence forte (3.2.26) et la convergence faible de Bε∇vε entraˆınent
Bε∇vε · ∇w˜λε = div
(
w˜λε Bε∇vε
)
+ w˜λε f −⇀ 0 dans D′(ω).
Donc, on obtient
Bε∇vε · JATε∇wλε −⇀ ξ · JAT∗∇wλ dans D′(ω).
Ceci combine´ avec (3.2.24) conduit a`
∇v · J∇wλ = ξ · JAT∗∇wλ p.p. dans ω.
Maintenant, en choisissant θ ∈ C1c (Ω) telle que θ ≡ 1 dans ω, on obtient∇v ·Jλ = ξ ·JAT∗ λ
p.p. dans ω. E´tant donne´ que λ et ω sont arbitraires, on en de´duit l’e´galite´ J∇v = A∗Jξ
p.p. dans Ω. D’ou` ξ = J−1A−1∗ J∇v = B∗∇v p.p. dans Ω, ce qui conclut la de´monstration.¤
Sche´ma de preuve du Lemme 3.2.11. Le sche´ma de preuve correspond aux e´tapes 3
et 4 de la de´monstration du The´ore`me 2.1 de [28]. Soit Q˜ ⋐ Q et, pour h > 0 fixe´,
(Qhk)1≤k≤Nh une partition de Q˜ en carre´s de cote´ h. On conside`re l’approximation de vε
par une fonction constante par morceaux v˜hε donne´e par
v˜hε :=
Nh∑
k=1
(
−
∫
Qh
k
vε
)
χQh
k
.
Alors la convergence (3.2.21) de vε entraˆıne, pour h > 0 fixe´, la convergence forte dans
L∞(Q) de la suite v˜hε vers la fonction constante par morceaux donne´e par
v˜h :=
Nh∑
k=1
(
−
∫
Qh
k
v
)
χQh
k
.
Alors l’ine´galite´ de Poincare´-Wirtinger dans chaque carre´ Qhk combine´e avec l’injection de
Sobolev de W 1,1(Qhk) dans L
2(Qhk) implique∫
Q˜
(vε − v˜hε )2 dx ≤ c
Nh∑
k=1
(∫
Qh
k
|∇vε| dx
)2
. (3.2.27)
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Alors, par l’ine´galite´ de Cauchy-Schwarz, on obtient
∫
Q˜
(vε − v˜hε )2 dx ≤ c
(
sup
1≤k≤Nh
∫
Qh
k
|Sε| dx
)∫
Q˜
S−1ε ∇vε · ∇vε dx. (3.2.28)
La convergence (3.2.20) et l’estimation de (3.2.21) entraˆınent alors
lim sup
ε→0
∫
Q˜
(vε − v˜hε )2 dx ≤ c sup
1≤k≤Nh
∫
Qh
k
a dx = O(h2),
car a ∈ L∞(Q). Partant de l’e´galite´ vε − v = vε − v˜hε + v˜hε − v˜h + v˜h − v, on en de´duit
l’estimation
lim sup
ε→0
||vε − v||L2(Q˜) ≤ O(h) + ||v˜h − v||L2(Q˜).
Il reste a` montrer la convergence forte dans L2(Q˜) de v˜h vers v lorsque h→ 0. Pour cela,
on conside`re une approximation dans L2(Q) fort de v par une fonction ψ ∈ C(Q¯). Alors, a`
partir de l’e´galite´ v˜h−v = v˜h− ψ˜h+ ψ˜h−ψ+ψ−v, on obtient la convergence cherche´e.¤
De´monstration du The´ore`me 3.2.6
La de´monstration suit celle du The´ore`me 2.2. de [25] en l’adaptant au cas non syme´trique.
Celle-ci est base´e sur le re´sultat suivant (qui n’utilise pas l’hypothe`se (3.2.4)), de´montre´ a`
la fin de cette section, qui est une extension au cas non syme´trique du Lemme 2.3 de [25] :
Lemme 3.2.12. Soient β > 0 et αε, ε > 0, une suite de re´els telle que 0 < αε ≤ β.
Soit B♯ε une suite de fonctions YN -pe´riodiques de M(α, βε;R
N) et soit Bε la suite forte-
ment oscillante associe´e a` B♯ε par (3.1.9). On suppose que B
♯
ε ve´rifie (3.2.8) avec Cε qui
ve´rifie (3.2.9). Soit vε une suite de H
1(Ω) telle que
vε −⇀ v0 L2(Ω) faible et
∫
Ω
Bε∇vε · ∇vε dx ≤ c. (3.2.29)
Soit Wε ∈ L2#(YN) telle que sa moyenne W ε converge vers W 0 et posons wε(x) := Wε(xε ).
Alors, a` une sous-suite pre`s, on a la convergence
vε wε −⇀ v0 W 0 dans D′(Ω). (3.2.30)
Soient λ ∈ RN et V λε (y) := λ · y−Y λε (y), ou` Y λε ∈ H1#(YN) est la solution du proble`me
auxiliaire∫
YN
Y λε dy = 0 et div
(
(B♯ε)
T∇Y λε
)
= div
(
(B♯ε)
Tλ
)
dans D′(RN). (3.2.31)
On pose vλε (x) := εV
λ
ε (
x
ε
). Alors d’apre`s (3.2.31) on a par mise a` l’e´chelle
div(BTε ∇vλε ) = 0. (3.2.32)
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Soient f ∈ L2(Ω) et uε la solution de (3.1.1) avec pour conductivite´ Bε. Soit ϕ ∈ C∞c (Ω).
En prenant ϕvλε comme fonction test dans (3.1.1) et ϕuε comme fonction test dans (3.2.32),
on obtient ∫
Ω
Bε∇uε · ∇ϕ vλε dx+
∫
Ω
Bε∇uε · ∇vλε ϕ dx =
∫
Ω
fϕ vλε dx
et ∫
Ω
BTε ∇vλε · ∇uε ϕ dx = −
∫
Ω
BTε ∇vλε · ∇ϕ uε dx.
En combinant les deux e´galite´s pre´ce´dentes, on aboutit a`∫
Ω
Bε∇uε · ∇ϕ vλε dx−
∫
Ω
BTε ∇vλε · ∇ϕ uε dx =
∫
Ω
fϕ vλε dx. (3.2.33)
Pour montrer la Hw-convergence (3.2.11) de Bε on montre tout d’abord que Bε∇uε est
borne´e dans L2(Ω)N puis on de´termine sa limite faible dans L2(Ω)N en passant a` la limite
dans (3.2.33).
En prenant uε comme fonction test dans (3.1.1), on a par l’ine´galite´ de Cauchy-Schwarz∫
Ω
Bε∇uε · ∇uε dx =
∫
Ω
fuε dx ≤ c ||uε||L2(Ω) ≤ c,
car uε est suppose´e borne´e dans L
2(Ω). De plus, par l’hypothe`se (3.2.4) et l’ine´galite´ (3.2.19),
Bε∇uε est borne´e dans L2(Ω)N . Alors il existe ξ ∈ L2(Ω)N telle que, a` une sous-suite pre`s,
on a
Bε∇uε −⇀ ξ L2(Ω)N faible. (3.2.34)
Comme B∗ε converge vers B∗ dans R
N×N , B∗ε est borne´e et donc, d’apre`s (3.1.38) (qui
n’utilise pas la dimension 2), on a∣∣∣∣
∫
YN
(B♯ε)
T∇V λε · ∇V λε dy
∣∣∣∣ ≤ c |λ|2.
D’ou` d’apre`s l’ine´galite´ (3.1.50)∣∣∣∣
∫
YN
(B♯ε)
T∇Y λε · ∇Y λε dy
∣∣∣∣ =
∣∣∣∣
∫
YN
(B♯ε)
T (λ−∇V λε ) · (λ−∇V λε ) dy
∣∣∣∣
≤ 2
∣∣∣∣
∫
YN
(B♯ε)
Tλ · λ dy
∣∣∣∣+ 2
∣∣∣∣
∫
YN
(B♯ε)
T∇V λε · ∇V λε dy
∣∣∣∣
≤ c |λ|2,
(3.2.35)
car |B♯ε| ≤ β puisque B♯ε ∈ M(αε, β; Ω). De (3.2.8) et (3.2.35) on de´duit, comme Y λε est
de moyenne nulle,
||Y λε ||2L2(YN ) ≤ Cε, ou` Cε ve´rifie (3.2.9).
D’ou` εY λε converge vers 0 dans L
2(YN) fort et donc v
λ
ε converge, apre`s mise a` l’e´chelle,
vers λ · x dans L2(Ω) fort. De plus, par le raisonnement utilise´ pour Bε∇uε, on de´duit
de l’ine´galite´ (3.2.4) ve´rifie´e par (B♯ε)
T que (B♯ε)
T∇V λε est borne´e dans L2(YN)N . Par le
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Lemme 3.2.12 applique´ aux suites vε := uε et Wε := ((B
♯
ε)
T∇V λε )i, i = 1, . . . , N , on a
e´galement
uε B
T
ε ∇vλε −⇀ u BT∗ λ dans D′(Ω)N , (3.2.36)
ou` u est la limite dans L2(Ω) faible de uε. En utilisant les convergences L
2(Ω) faible de uε
vers u, et L2(Ω) fort de vλε vers λ · x, ainsi que (3.2.34) et (3.2.36), on obtient en passant
a` la limite dans (3.2.33) :∫
Ω
ξ · ∇ϕ (λ · x) dx−
∫
Ω
BT∗ λ · ∇ϕ u dx =
∫
Ω
fϕ (λ · x) dx. (3.2.37)
En prenant (λ · x)ϕ comme fonction test dans (3.1.1) on a∫
Ω
Bε∇uε · ∇ϕ (λ · x) dx+
∫
Ω
Bε∇uε · λ ϕ dx =
∫
Ω
fϕ (λ · x) dx,
ce qui donne en passant a` la limite en vertu de (3.2.34)∫
Ω
ξ · ∇ϕ (λ · x) dx+
∫
Ω
ξ · λ ϕ dx =
∫
Ω
fϕ (λ · x) dx.
Alors l’e´galite´ (3.2.37) devient∫
Ω
ξ · λ ϕ dx+
∫
Ω
B∗∇ϕ · λ u dx = 0.
En remarquant que l’on a∫
Ω
B∗∇u · λ ϕ dx =
∫
Ω
B∗∇(ϕu) · λ dx−
∫
Ω
B∗∇ϕ · λ u dx
= B∗
(∫
Ω
∇(ϕu) dx
)
· λ−
∫
Ω
B∗∇ϕ · λ u dx
= −
∫
Ω
B∗∇ϕ · λ u dx,
on en de´duit finalement ∫
Ω
ξ · λ ϕ dx =
∫
Ω
B∗∇u · λ ϕ dx.
Donc ξ = B∗∇u. ¤
De´monstration du Lemme 3.2.12. Soit Xε ∈ H1#(YN) la solution de∫
YN
Xε dy = 0 et − 1
ε2
div
(
(B♯ε)
s∇Xε
)
= Wε −W ε dans YN . (3.2.38)
Alors, en prenantXε pour fonction test dans (3.2.38) et par l’ine´galite´ de Cauchy-Schwarz,
on a
1
ε2
∫
YN
(B♯ε)
s∇Xε · ∇Xε dy =
∫
YN
(Wε −W ε)Xε dy
≤ c ||Wε −W ε||L2(YN )||Xε||L2(YN )
≤ c
√
ε2Cε
(
1
ε2
∫
YN
(B♯ε)
s∇Xε · ∇Xε dy
)1/2
,
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d’apre`s (3.2.8) et car Wε et W ε sont borne´es dans L
2(YN). D’ou`
1
ε2
∫
YN
(B♯ε)
s∇Xε · ∇Xε dy −→
ε→0
0. (3.2.39)
Soient χε(x) := Xε(
x
ε
) et ϕ ∈ C∞c (Ω). D’apre`s (3.2.38), on a par mise a` l’e´chelle
−div(Bsε∇χε) = wε −W ε dans D′(Ω),
donc ∫
Ω
Bsε∇χε · ∇(ϕvε) dx =
∫
Ω
wε ϕvε dx−
∫
Ω
W ε ϕvε dx. (3.2.40)
Par mise a` l’e´chelle de (3.2.39) on obtient aussi∫
Ω
Bsε∇χε · ∇χε dx −→
ε→0
0. (3.2.41)
Comme |Bsε | ≤ 12(|Bε|+ |BTε |) = |Bε| ≤ β et donc Bsε ≤ βIN p.p. dans Ω, on a∫
Ω
|Bsε∇χε|2 dx =
∫
Ω
Bsε (B
s
ε)
1/2∇χε · (Bsε)1/2∇χε dx
≤ β
∫
Ω
Bsε∇χε · ∇χε dx.
D’ou`, d’apre`s (3.2.41), Bsε∇χε converge vers 0 dans L2(Ω)N fort. On a alors par la conver-
gence (3.2.29) ∫
Ω
Bsε∇χε · ∇ϕ vε dx −→
ε→0
0. (3.2.42)
De plus, par l’ine´galite´ de Cauchy-Schwarz et l’estimation de (3.2.29), on a∫
Ω
Bsε∇χε · ∇vε ϕ dx =
∫
Ω
(Bsε)
1/2∇χε · (Bsε)1/2∇vε ϕ dx
≤ c
(∫
Ω
Bsε∇χε · ∇χε dx
)1/2(∫
Ω
Bsε∇vε · ∇vε ϕ2 dx
)1/2
≤ c
(∫
Ω
Bsε∇χε · ∇χε dx
)1/2
.
Cette estimation combine´e avec (3.2.41) et (3.2.42) entraˆıne∫
Ω
Bsε∇χε · ∇(ϕvε) dx = o(1).
Donc (3.2.40) devient ∫
Ω
wε ϕvε dx =
∫
Ω
W ε ϕvε dx+ o(1),
ce qui donne le re´sultat. ¤
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De´monstration de la Proposition 3.2.10
On a besoin du re´sultat suivant de´montre´ a` la fin de cette section :
Lemme 3.2.13. Il existe C > 0 telle que
∀ U ∈ H1(YN), ||U ||2L2(YN ) ≤ C
(
||∇U ||2L2(YN ) + ||U ||2L2(YN∩E)
)
. (3.2.43)
On pose, pour tout k ∈ N,
Y kε := εk + εYN et E
k
ε := εk + ε(YN ∩ E),
et on de´finit
Eε :=
⋃
k∈N
Ekε et E
c
ε := R
N\Eε.
Alors d’apre`s (3.2.14) et la de´finition (3.1.9) de Aε on a, pour tout ε > 0,
Aε ≥ IN p.p. dans Eε et Aε ≥ ε2IN p.p. dans Ecε. (3.2.44)
Soit u ∈ H10 (Ω), on de´finit u˜ ∈ H1(RN) (l’ouvert Ω e´tant suppose´ suffisamment re´gulier)
par
u˜ :=
{
u dans Ω,
0 dans RN\Ω. (3.2.45)
On conside`re, pour tout k ∈ ZN , la fonction Uk associe´e a` u˜ par
∀ y ∈ YN , Uk(y) := u˜(εy + εk).
Par changement de variable y := x/ε− k, on a∫
Y kε
|u˜(x)|2 dx =
∫
Y kε
∣∣Uk(xε − k)∣∣2 dx
= εN
∫
YN
|Uk(y)|2 dy.
Pour tout k ∈ ZN , Uk ∈ H1(YN). Alors, en appliquant l’ine´galite´ (3.2.43) pour chaque Uk
puis en faisant le changement de variable x := εy + εk, on obtient∫
Y kε
|u˜(x)|2 dx ≤ εNc
(∫
YN
|∇Uk(y)|2 dy +
∫
YN∩E
|Uk(y)|2 dy
)
≤ εNc
(∫
YN
|ε∇u˜ (εy + εk)|2 dy +
∫
YN∩E
|u˜(x)|2 dx
)
≤ εNc
(
1
εN
∫
Y kε
|ε∇u˜ (x)|2 dy + 1
εN
∫
Y kε ∩E
k
ε
|u˜(x)|2 dx
)
≤ c
(
ε2
∫
Y kε
|∇u˜(x)|2 dx+
∫
Y kε ∩E
k
ε
|u˜(x)|2 dx
)
.
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En sommant les ine´galite´s pre´ce´dentes sur les k ∈ ZN , on a∫
RN
|u˜|2 dx ≤ C
(
ε2
∫
RN
|∇u˜|2 dx+
∫
Eε
|u˜|2 dx
)
,
ou de manie`re e´quivalente
||u||2L2(Ω) ≤ c
(
ε2
∫
Ω
|∇u|2 dx+
∫
Ω∩Eε
|u|2 dx
)
. (3.2.46)
Soit Ω˜ un ouvert borne´ re´gulier de RN tel que Ω ⋐ Ω˜. D’apre`s le The´ore`me 2.1 de [1], il
existe un ope´rateur de prolongement Pε : H
1(Ω˜ ∩ Eε)→ H1loc(Ω˜) et une constante κ > 0,
inde´pendante de ε et Ω˜, tels que pour toute v ∈ H1(Ω˜ ∩ Eε), Pεv = v p.p. dans Ω˜ ∩ Eε,
||Pεv||L2(Ω˜ε) ≤ κ ||v||L2(Ω˜∩Eε) et ||∇(Pεv)||L2(Ω˜ε) ≤ κ ||∇v||L2(Ω˜∩Eε) (3.2.47)
ou` Ω˜ε := {x ∈ Ω˜ : dist(x, ∂Ω˜) > κ ε}.
Par construction de l’ope´rateur Pε et pour ε assez petit, Pεu˜ε est nulle au voisinage de ∂Ω˜,
car u˜ est nulle en dehors de Ω ⋐ Ω˜. Alors on a par l’ine´galite´ de Poincare´ dans Ω˜ et la
seconde ine´galite´ de (3.2.47)
||u||L2(Ω∩Eε) = ||u˜||L2(Ω˜∩Eε) ≤ ||Pεu˜||L2(Ω˜)
≤ c ||∇(Pεu˜)||L2(Ω˜)
≤ c κ ||∇u˜||L2(Ω˜∩Eε)
= c κ ||∇u||L2(Ω∩Eε).
Cette estimation combine´e avec (3.2.46) donne en vertu de (3.2.44)
||u||2L2(Ω) ≤ c
(
ε2
∫
Ω
|∇u|2 dx+
∫
Ω∩Eε
|∇u|2 dx
)
≤ c
∫
Ω
Aε∇uε · ∇uε dx,
ce qui conclut la de´monstration. ¤
De´monstration du Lemme 3.2.13. On raisonne par l’absurde. Supposons qu’il existe
une suite uε de H
1(YN) telle que
∀ ε > 0, ||uε||2L2(YN ) >
1
ε
(
||∇uε||2L2(YN ) + ||uε||2L2(YN∩E)
)
.
En posant vε := uε/||uε||L2(YN ), on obtient
||vε||L2(YN ) = 1 et ||∇vε||2L2(YN ) + ||vε||2L2(YN∩E) < ε. (3.2.48)
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Alors vε est borne´e dans H
1(YN) et ∇vε converge vers 0 dans L2(YN)2 fort. Donc, a` une
sous-suite pre`s, vε converge vers une constante C dans H
1(YN) fort. D’apre`s (3.2.48), on
a alors
|C| = ||C||L2(YN ) = limε→0 ||vε||L2(YN ) = 1. (3.2.49)
Comme vε converge vers C dans L
2(YN) fort, elle converge en particulier vers C dans
L2(YN ∩ E) fort, d’ou`
|C|
√
|YN ∩ E| = ||C||L2(YN∩E) = limε→0 ||vε||L2(YN∩E).
Alors, d’apre`s l’ine´galite´ de (3.2.48), on a |C|√|YN ∩ E| = 0. Or, |YN ∩ E| > 0 et
donc C = 0, ce qui contredit (3.2.49). ¤
3.3 Cas de l’e´lasticite´ bidimensionnelle
Dans le cas de l’e´lasticite´, une extension du The´ore`me 3.1.2 et du The´ore`me 3.1.7 a e´te´
donne´e dans [27]. Mais il n’y a pas, en e´lasticite´, de the´ore`me de dualite´ ge´ne´ral analogue a`
celui de Dykhne dans le cadre de la H-convergence classique. Dans cette dernie`re section,
on donne une extension a` l’e´lasticite´ du Lemme 3.2.11 qui pourrait eˆtre une premie`re
e´tape afin d’obtenir des relations de dualite´ en homoge´ne´isation a` fort contraste.
3.3.1 E´nonce´ du re´sultat
On a le re´sultat suivant qui est une extension du Lemme 3.2.11 au cas de l’e´lasticite´ :
The´ore`me 3.3.1. Soit Ω un ouvert borne´ re´gulier de R2. Soient αε, βε, ε > 0, deux suites
de re´els telles que 0 < αε ≤ βε et Sε une suite de fonctions tensorielles de M4(αε, βε; Ω)
telle qu’il existe une fonction a de L∞(Ω) ve´rifiant
|Sε| −⇀ a M(Ω) faible ∗ . (3.3.1)
Soit vε une suite dans H
1(Ω)2 ve´rifiant
vε −⇀ v L2(Ω)2 faible, avec v ∈ H1(Ω)2 et
∫
Ω
S−1ε e(vε) : e(vε) dx ≤ c. (3.3.2)
Alors, la suite vε converge fortement vers v dans L
2
loc(Ω)
2.
3.3.2 De´monstration du The´ore`me 3.3.1
Pre´liminaires. Afin de de´montrer le The´ore`me 3.3.1, on introduit l’espace LD(Ω) et la
notion de mouvement rigide. On e´tablit alors une ine´galite´ de type Poincare´-Wirtinger,
ainsi qu’une ine´galite´ de type Poincare´ qui ne sera pas employe´e ici mais dont la de´mons-
tration est analogue.
On de´finit l’espace LD(Ω) par (voir [92])
LD(Ω) :=
{
u ∈ L1(Ω)2 | e(u) ∈ L1(Ω)2×2} , (3.3.3)
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muni de la norme || · ||LD(Ω) donne´e par
||u||LD(Ω) = ||u||L1(Ω)2 + ||e(u)||L1(Ω)2×2 . (3.3.4)
L’espace W 1,1(Ω)2 est strictement contenu dans LD(Ω) car l’ine´galite´ de Korn est fausse
dans L1(Ω)2 (voir [78] ou [45]). Ne´anmoins, on a le re´sultat de continuite´ et de compacite´
suivant (voir les the´ore`mes 1.2 et 1.4 chapitre II de [92], voir aussi [63, 64] et [85]) :
The´ore`me 3.3.2 (Strauss [85]). L’espace LD(Ω) est inclus, avec injection continue,
dans L2(Ω)2 et, avec injection compacte dans Lp(Ω)2 pour 1 ≤ p < 2.
Dans la suite, on suppose que Ω est connexe et re´gulier (de frontie`re Lipschitz).
De´finition 3.3.3. On dit que v ∈ H1(Ω)2 est un de´placement rigide si e(v) = 0.
Tout de´placement rigide u s’e´crit sous la forme suivante (voir [76] et [40])
u(x) = a+ bJx p.p. x ∈ Ω ou` a ∈ R2, b ∈ R sont des constantes. (3.3.5)
On a alors les ine´galite´s de type Poincare´ et Poincare´-Wirtinger suivantes :
Proposition 3.3.4.
i) Il existe une constante c > 0 telle que
∀ v ∈ H10 (Ω)2, ||v||L2(Ω)2 ≤ c ||e(v)||L1(Ω)2×2 . (3.3.6)
ii) Il existe une constante c > 0 telle que pour tout carre´ ouvert Q on ait
∀ v ∈ H1(Q)2, ||v − rQ(v)||L2(Q)2 ≤ c ||e(v)||L1(Q)2×2 , (3.3.7)
ou`, pour tout ouvert ω de R2, rω est l’application line´aire sur LD(ω) donne´e par
∀ v ∈ LD(ω), rω(v) :=
−
∫
ω
v · J(x− xω) dx
−
∫
ω
|x− xω|2 dx
J(x−xω)+−
∫
ω
v dx et xω := −
∫
ω
x dx.
(3.3.8)
Remarque 3.3.5.
1. En dimension N > 2 quelconque, on obtient une extension de ii) (voir [92] p.120).
Soit Ω un ouvert de RN connexe, a` bord Lipschitz alors il existe une constante
c(Ω) > 0 telle que pour toute v ∈ LD(Ω), il existe r = r(v) telle que
||v − r(v)||LN∗ (Ω)N ≤ c(Ω) ||e(v)||L1(Ω)N×N , avec N∗ :=
N
N − 1 . (3.3.9)
De plus, on peut construire r(v) de sorte que l’application r ainsi de´finie soit une
application line´aire sur l’ensemble des mouvements rigides
R := {u ∈ D′(Ω)N | e(u) = 0}.
Dans l’ine´galite´ (3.3.7), le point essentiel est que la constante c ne de´pend pas du
carre´ Q conside´re´. Ceci est duˆ a` la forme particulie`re de l’application line´aire rω
construite explicitement en conside´rant la base {e1, e2, x 7→ J(x− xω)} de R.
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2. Si v est un mouvement rigide dans l’ouvert connexe ω de R2 alors v = rω(v) par
de´finition de rω.
De´monstration. i) On raisonne par l’absurde. On suppose qu’il existe une suite un
de H10 (Ω)
2 telle que
∀ n ∈ N, ||un||L2(Ω)2 > n ||e(un)||L1(Ω)2×2 .
En conside´rant un/||un||L2(Ω)2 , on peut supposer
∀ n ∈ N, ||e(un)||L1(Ω)2×2 < 1
n
et ||un||L2(Ω)2 = 1. (3.3.10)
Alors, il existe u ∈ L2(Ω)2 et une sous-suite de n, encore note´e n, telles que
un −⇀ u L2(Ω)2 faible et e(un) −→ 0 L1(Ω)2×2 fort. (3.3.11)
On a u ∈ L2(Ω)2 et e(u) = 0 ∈ L2(Ω)2×2 d’ou`, d’apre`s le lemme de Lions (The´ore`me 3.2
de [48]), u ∈ H1(Ω)2. De plus, pour toute Φ ∈ C1(Ω¯)2×2 syme´trique, par inte´gration par
parties on a, puisque un ∈ H10 (Ω)2,∫
Ω
e(un) : Φ dx = −
∫
Ω
un ·Div Φ dx, (3.3.12)
et comme u ∈ H1(Ω)2∫
Ω
e(u) : Φ dx = −
∫
Ω
u ·Div Φ dx+
∫
∂Ω
Φ : u¯ ~ν dσ, (3.3.13)
ou` ~ν est la normale exte´rieure a` ∂Ω et u¯ ~ν := 1
2
(~ν ⊗ u+ u⊗ ~ν). En passant a` la limite
dans l’e´galite´ (3.3.12) on de´duit de l’e´galite´ (3.3.13)∫
∂Ω
Φ : u¯ ~ν dσ = 0,
d’ou` u¯ ~ν = 0 p.p. sur ∂Ω, autrement dit on a
∀ i, j ∈ {1, 2}, ui~νj + ~νiuj = 0 p.p. sur ∂Ω.
Soient E := {x ∈ ∂Ω | ui~νj + ~νiuj 6= 0} et x ∈ E. Alors il existe i = i(x) ∈ {1, 2} tel
que ~νi(x) 6= 0 et donc en prenant j = i dans l’e´galite´ pre´ce´dente on obtient ui(x) = 0 d’ou`,
pour tout j ∈ {1, 2}, uj(x)~νi(x) = 0 ce qui entraˆıne u1(x) = u2(x) = 0 pour tout x ∈ E.
Comme |E| = 0 on obtient u1 = u2 = 0 p.p. sur ∂Ω. Finalement, on en de´duit u ∈ H10 (Ω)2.
Or, puisque e(u) = 0, u est un mouvement rigide et donc u est de la forme (3.3.5) ce qui,
combine´ avec u ∈ H10 (Ω), entraˆıne u = 0.
D’apre`s le The´ore`me 3.3.2, il existe une constante c > 0 telle que
∀ n ∈ N, ||un||L2(Ω)2 ≤ c
(||un||L1(Ω)2 + ||e(un)||L1(Ω)2×2) ,
d’ou` lim inf ||un||L1(Ω)2 ≥ 1/c. Or un est borne´e dans LD(Ω) et l’injection de LD(Ω)
dans L1(Ω)2 est compacte, d’ou`, a` une sous-suite pre`s encore note´e n, un converge vers u = 0
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dans L1(Ω)2 fort. Ce qui contredit l’ine´galite´ pre´ce´dente et montre l’ine´galite´ (3.3.6).
ii) On montre tout d’abord l’ine´galite´ (3.3.7) dans le cas ou` Q = Y :=]0, 1]2. On raisonne
par l’absurde comme dans i). On suppose qu’il existe une suite vn de H
1(Y )2 telle que
||e(vn)||L1(Y )2×2 < 1
n
||vn − rY (vn)||L2(Y )2 .
On pose wn :=
vn − rY (vn)
||vn − rY (vn)||L2(Y )2 alors on a
rY (wn) = 0, ||wn||L2(Y )2 = 1 et e(wn) −→ 0 L1(Y )2×2 fort. (3.3.14)
En particulier, wn est borne´e dans LD(Y ). L’injection de LD(Y ) dans L
1(Y )2 e´tant
compacte, il existe une sous-suite de n, encore note´e n, telle que wn converge vers w
dans L1(Y )2 fort. Puisque rY est continue dans L
1(Y )2 par construction, on obtient alors
rY (w) = limn rY (wn) = 0. Or la convergence de (3.3.14) entraˆıne e(w) = 0 et donc
w = rY (w) = 0. D’autre part, d’apre`s le The´ore`me 3.3.2, l’injection de LD(Y ) dans L
2(Y )2
est continue donc
||wn||L2(Y )2 ≤ c
(||wn||L1(Y )2 + ||e(wn)||L1(Y )2×2) .
Ce qui contredit w = 0 puisque en passant a` la limite quand n tend vers l’infini, on en
de´duit, d’apre`s (3.3.14), ||w||L1(Y )2 ≥ 1. Donc l’ine´galite´ (3.3.7) est ve´rifie´e pour Q = Y .
Maintenant conside´rons un carre´ Q quelconque, alors Q = xQ+hY , ou` h est le cote´ de Q.
Soient u ∈ H1(Q)2 et, pour tout y ∈ Y , U(y) := u(x) avec x := xQ+hy. Alors, en faisant
le changement de variable x := xQ + hy on obtient
rQ(u)(x) =
−
∫
Q
u · J(x− xω) dx
−
∫
Q
|x− xQ|2 dx
J(x− xω) +−
∫
Q
u dx
=
h−2 −
∫
Y
u(hy + xQ) · J(hy) h2 dy
h−2 −
∫
Y
|hy|2 h2 dy
J(hy) + h−2 −
∫
Y
u(hy + xQ) h
2 dy
=
−
∫
Y
U · Jy dy
−
∫
Y
|y|2 dy
Jy +−
∫
Y
U dy = rY (U)(y).
(3.3.15)
Comme e(U)(y) = h e(u)(x), on a alors
||u− rQ(u)||L2(Q)2 = h ||U − rY (U)||L2(Y )2 ≤ c h||e(U)||L1(Y )2×2 = c ||e(u)||L1(Q)2×2 . ¤
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De´monstration du The´ore`me 3.3.1. Soit ω ⋐ Ω et, pour h > 0 fixe´, (Qhk)1≤k≤Nh un
recouvrement de ω par des carre´s de cote´ h (Qhk := hQ+hk). On conside`re l’approximation
de vε par la fonction affine par morceaux v˜
h
ε donne´e par
v˜hε :=
Nh∑
k=1
rQh
k
(vε)χQh
k
.
Alors, en vertu de la de´finition (3.3.8) de rQh
k
, la convergence faible de vε dans L
2(Ω)2
entraˆıne, pour h > 0 fixe´, la convergence forte dans L∞(Ω)2 de la suite v˜hε vers la fonction
affine par morceaux donne´e par
v˜h :=
Nh∑
k=1
rQh
k
(v)χQh
k
.
En sommant sur k ∈ {1, . . . , Nh} les ine´galite´s (3.3.7) obtenues pour Qhk, on obtient qu’il
existe une constante c > 0 inde´pendante de ε, h, k telle que
∫
ω
(vε − v˜hε )2 dx ≤ c
Nh∑
k=1
(∫
Qh
k
|e(vε)| dx
)2
. (3.3.16)
Or, en vertu de l’ine´galite´ de Cauchy-Schwarz applique´e a` la forme quadratique posi-
tive ξ ∈ R2×2s 7→ Sεξ : ξ, e(vε) ve´rifie
|e(vε)| = |Sε(S−1ε e(vε))| = sup
|η|=1
∣∣Sε(S−1ε e(vε)) : η∣∣
≤ sup
|η|=1
√
Sεη : η
√
Sε(S−1ε e(vε)) : (S
−1
ε e(vε))
≤
√
|Sε|
√
S−1ε e(vε) : e(vε),
(3.3.17)
d’ou`, par l’ine´galite´ de Cauchy-Schwarz, on obtient
∫
ω
(vε − v˜hε )2 dx ≤ c
Nh∑
k=1
(∫
Qh
k
|Sε| dx
)(∫
Qh
k
S−1ε e(vε) : e(vε) dx
)
≤ c
(
sup
1≤k≤Nh
∫
Qh
k
|Sε| dx
)∫
Ω
S−1ε e(vε) : e(vε) dx.
(3.3.18)
La convergence (3.3.1) et l’estimation de (3.3.2) entraˆınent alors
lim sup
ε→0
∫
ω
(vε − v˜hε )2 dx ≤ c sup
1≤k≤Nh
∫
Qh
k
a dx = O(h2),
car a ∈ L∞(Ω). Partant de l’e´galite´ vε − v = vε − v˜hε + v˜hε − v˜h + v˜h − v, on en de´duit
l’estimation
lim sup
ε→0
||vε − v||L2(ω)2 ≤ O(h) + ||v˜h − v||L2(ω)2 . (3.3.19)
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Il reste a` montrer la convergence forte dans L2(ω)2 de v˜h vers v lorsque h→ 0. L’ine´galite´ (3.3.7)
combine´e avec l’ine´galite´ de Cauchy-Schwarz entraˆıne, puisque v ∈ H1(Ω)2,
∫
Qh
k
|v − rQh
k
(v)|2 dx ≤ c
(∫
Qh
k
|e(v)| dx
)2
≤ c h2
∫
Qk
h
|e(v)|2 dx,
d’ou`, en sommant sur les k ∈ {1, . . . , Nh},
||v˜h − v||L2(ω)2 ≤ c h ||e(v)||L2(Ω)2×2 .
Donc ||v˜h−v||L2(ω)2 = O(h) et de (3.3.19) on de´duit la convergence de vε vers v dans L2(ω)2 fort.¤
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Deuxie`me partie
Homoge´ne´isation de mate´riaux fibre´s
non pe´riodiques
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Chapitre 4
Rappels sur les microstructures
fibre´es non pe´riodiques
Introduction
Le ventricule gauche du coeur est forme´ de fibres oriente´es. Des e´tudes anatomiques ont
montre´ que les fibres cardiaques ont une orientation qui varie continuˆment d’un angle γ0 a`
l’endocardium a` −γ0 a` l’epicardium. Plusieurs mode`les biome´caniques heuristiques ont e´te´
obtenus (voir par exemple Arts [8], Chadwick [39], Feit [50], Peskin [79] et Streeter [86])
en conside´rant les fibres comme un mate´riau e´lastique oriente´ baignant dans un milieu
homoge`ne. En particulier, Peskin [79] a de´duit cette architecture fibre´e du cœur a` partir
de l’hypothe`se initiale que le tenseur des contraintes s’e´crit
σ := σm + σf avec σf := T (ef )(τ ⊗ τ), (4.1)
ou` σm est le tenseur isotrope des contraintes du milieu, σf est le tenseur des contraintes
dans la direction des fibres, τ est la direction des fibres, T (ef ) la tension des fibres et ef
la de´formation dans la direction des fibres. En e´lasticite´ line´arise´e ce mode`le ge´ne´ral de
biome´canique nous donne ainsi un tenseur des contraintes du type
σ := λ tr(e)I3 + 2µe+ T (ef )(τ ⊗ τ), (4.2)
ou` λ et µ sont les coefficients de Lame´ du milieu dans lequel baignent les fibres et e
est le tenseur des de´formations. En conduction, le tenseur des de´formations e de (4.2)
est remplace´ par le champ e´lectrique ∇u et le tenseur des contraintes σ par le courant
e´lectrique A∇u, ou` A est la matrice de conductivite´ du mate´riau. Ainsi, le tenseur isotrope
des contraintes σm du milieu correspond a` un courant α∇u en conduction, avec α > 0, et
le tenseur des contraintes oriente´ T (ef )(τ ⊗ τ) a` un champ β(τ ⊗ τ)∇u. Cette analogie
conduit a` la matrice de conductivite´
A := αI3 + β(τ ⊗ τ) . (4.3)
Ce mode`le est base´ sur les deux hypothe`ses restrictives suivantes : l’interaction entre les
fibres et le milieu est ne´gligeable et les fibres sont des fils sans dimension.
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Pour pallier ces de´fauts, Briane [19, 20] a propose´ deux mode`les rigoureusement de´duits
de l’homoge´ne´isation de microstructures fibre´es non pe´riodiques. Pour les deux mode`les,
les fibres sont des cylindres de petit rayon distribue´s pe´riodiquement dans des couches
avec une orientation des fibres constante dans chaque couche ou range´e. Dans le mode`le I
(Figure 4.1), les couches sont de faible largeur mais tre`s grande devant le rayon des fibres.
Dans le mode`le II (Figure 4.2), les couches sont remplace´es par des range´es dont la largeur
est du meˆme ordre que le rayon des fibres. Ainsi, dans ce deuxie`me mode`le, l’orientation
des fibres varie de fac¸on plus re´aliste. Dans chaque cas, la formule d’homoge´ne´isation
obtenue, de´duite de l’homoge´ne´isation pe´riodique, est peu explicite puisque celle-ci fait
intervenir la solution d’un proble`me auxiliaire parame´tre´ en chaque point du domaine
(voir section 4.3). Il semble de`s lors difficile de pouvoir comparer directement ces mode`les
entre eux ainsi qu’avec celui de biome´canique sans hypothe`ses supple´mentaires. Une autre
approche par homoge´ne´isation de la mode´lisation du myocarde a e´te´ faite par Caillerie,
Mourad et Raoult dans [35] et [36]. Leur approche diffe`re de celle de Briane puisqu’ils
conside`rent le cadre des grandes de´formations et utilisent un proce´de´ d’homoge´ne´isation
discre`te.
Le chapitre est organise´ comme suit. Dans la section 4.1, on de´crit brie`vement les
ge´ome´tries des deux microstructures fibreuses conside´re´es dans [19, 20]. Dans la sec-
tion 4.2, on donne la construction rigoureuse des deux microstructures. Enfin dans la
section 4.3, on rappelle les re´sultats d’homoge´ne´isation de Briane.
4.1 Description des deux mode`les
Soit γ ∈ C2(R) avec |γ| < pi
2
et posons
τ(x1) := cos γ(x1)e2 + sin γ(x1)e3. (4.1.1)
Mode`le I
On conside`re des couches Ωnε orthogonales a` l’axe des x1 de largeur ε
α ou` 0 < α < 1 afin
d’obtenir des couches de petites largeurs mais plus grandes que le rayon des fibres εr, r > 0
(voir Figure 4.1). Chaque couche contient un re´seau pe´riodique de fibres d’orientation
constante qui ne de´pend que de la couche. Les fibres font un angle γ(xn1 ) avec l’axe des x2
dans la couche Ωnε ou` x
n est un point quelconque de Ωnε .
On de´signe par χIε la fonction caracte´ristique du re´seau de fibres.
Mode`le II
Dans la premie`re microstructure, les fibres ont une orientation localement constante. Afin
de supprimer cette hypothe`se, la deuxie`me ge´ome´trie est faite de range´es orthogonales a`
l’axe des x1 de largeur ε (voir Figure 4.2). Dans chaque range´e, on a un re´seau de fibres
pe´riodiques de rayon εr, r > 0 avec une orientation constante qui ne de´pend que de la
range´e. Chaque fibre fait un angle γ(x1) avec l’axe des x2 ou` x est un point quelconque
de la fibre.
On de´signe par χIIε la fonction caracte´ristique de ce re´seau de fibres.
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Ωx3
ε
x1
Ωnε
εα
x3
ε
2εr
γ(xn1)
τ (xn1)
x2
Fig. 4.1 – Re´seau de fibres d’orientation constante par couches.
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ε
x2
2εr
x3
x1
Fig. 4.2 – Re´seau de fibres d’orientation constante par range´e.
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La diffe´rence entre les deux microstructures est que dans la premie`re on conside`re des
couches et dans la seconde, les couches sont remplace´es par des range´es. Ainsi, dans la
seconde microstructure, l’orientation des fibres varie de fac¸on plus re´aliste.
4.2 Construction explicite
Dans toute la suite on conside`re, pour simplifier, que Ω est un pave´ de R3 donne´ par
Ω := (0, a1)× (0, a2)× (0, a3). (4.2.1)
Soit Π la projection de R3 sur l’axe des x1 de´finie par
∀ x := (x1, x2, x3) ∈ R3, Π(x) := x1,
et soit (Inε )
n(ε)
n=1 une partition de Π(Ω) en intervalles de longueur α(ε) > 0 ou` α(ε) ve´rifie
α(ε) = c εα avec 0 < α ≤ 1 et α(ε) = k1(ε)ε avec k1(ε) ∈ N. (4.2.2)
On de´finit la partition (Ωnε )
n(ε)
n=1 de Ω par Ω
n
ε := Ω ∩ Π−1(Inε ). Soit znε ∈ Ωnε fixe´, on pose
σnε := R(z
n
ε ) ou` R(x) :=

 1 0 00 cos γ(x1) sin γ(x1)
0 − sin γ(x1) cos γ(x1)

 . (4.2.3)
Soient r > 0 etD le disque centre´ en (1
2
, 1
2
) de rayon r. Pour k ∈ Z2, on noteDkε := εD+εk.
Soit k3(ε) ∈ N de´finit par
k3(ε) := max {k ∈ N | (0, εk) ⊂ (0, a3)} . (4.2.4)
On note C le cylindre de base D, d’axe d’orientation l’axe des x2 et de longueur a2, i.e.
C :=
{
x ∈ R3 | (x1, x3) ∈ D, 0 ≤ x2 ≤ a2
}
. (4.2.5)
Soit C#ε le pe´riodise´ de εC inclus dans Ω, i.e.
C#ε :=
{
x ∈ Ω | (x1, x3) ∈ Dkε , k := (k1, k3) avec 1 ≤ ki ≤ ki(ε) pour i = 1, 3
}
. (4.2.6)
On conside`re alors le re´seau de fibres (ωnε )
n(ε)
n=1 donne´ par
∀ n ∈ {1, . . . , n(ε)}, ωnε :=
{
x ∈ Ωnε | σnε x ∈ C#ε
}
et ωε :=
n(ε)⋃
n=1
ωnε . (4.2.7)
Avec ces notations, les fonctions caracte´ristiques des deux mode`les ve´rifient :
i) Pour α(ε) = c εα avec 0 < α < 1,
χIε(x) =
n(ε)∑
n=1
χωnε (x) =
n(ε)∑
n=1
χC
(
σnε x
ε
)
χΩnε . (4.2.8)
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ii) Pour α(ε) = ε,
χIIε (x) =
n(ε)∑
n=1
χωnε (x) =
n(ε)∑
n=1
χC
(
σnε x
ε
)
χΩnε . (4.2.9)
On termine cette section avec un re´sultat de convergence pour des suites de fonc-
tions fortement oscillantes associe´es aux re´seaux non pe´riodiques pre´sente´s ci-dessus. Ce
re´sultat a e´te´ obtenu dans [19] (Lemme 2.6) pour le cas α(ε) = c εα avec 0 < α < 1. La
de´monstration du cas α(ε) = ε est analogue au cas pe´riodique classique et est donne´e ici
pour le confort du lecteur.
Lemme 4.2.1. (Briane [19]) Soient f ∈ L2#(Y2) et f˜ l’extension de f a` R3 de´finie
par f˜(x) := f(x1, x3) ou` x := (x1, x2, x3). On pose
fε(x) :=
n(ε)∑
n=1
f˜
(
σnε x
ε
)
χΩnε (x) p.p. x ∈ Ω,
Alors on a la convergence suivante
fε −⇀ f¯ := −
∫
Y2
f dy L2(Ω) faible.
De´monstration. On conside`re uniquement le cas α(ε) = ε. Soit Q un cube inclus dans Ω.
On de´coupe Q en petits cubes Qkε := σ
k1
ε
(
εY3 + εk) ou` k ∈ Z3, et on pose
Iε := {k ∈ Z3 | Qkε ⊂ Q} et Jε := {k ∈ Z3 | Qkε ∩ ∂Q 6= ∅},
alors on a ∫
Q
fε dx =
∑
k∈Iε
∫
Qkε
fε dx+ rε ,
ou` rε ve´rifie
rε ≤
∑
k∈Jε
∫
Qkε
fε dx.
Or on a
#Iε ∼
ε→0
|Q|
ε3
et #Jε ∼
ε→0
|∂Q|
ε2
,
d’ou`, par changement de variable y := σ
k1
ε x
ε
, on obtient, puisque det
(
σk1ε
)
= 1,
rε ≤
∑
k∈Jε
ε3
∫
Y3
f˜ = #Jε ε
3f¯ ≤ c ε,
et ∑
k∈Iε
∫
Qkε
fε dx =
∑
k∈Iε
ε3
∫
Y3
f˜ dx = #Iε ε
3f¯ = |Q| f¯ .
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Alors on a ∫
Q
fε dx = |Q| f¯ + o(ε),
d’ou` ∫
Ω
fεχQ dx −→
ε→0
∫
Ω
f¯χQ dx.
Donc, pour toute fonction e´tage´e g, i.e.
g :=
∑
i∈I
αiχQi ,
ou` les Qi sont des paralle´le´pipe`des et I est un ensemble fini, on a∫
Ω
fεg dx −→
ε→0
∫
Ω
f¯g dx.
L’ensemble des fonctions e´tage´es e´tant dense dans L1(Ω) on en de´duit le re´sultat re-
cherche´. ¤
4.3 Re´sultats de H-convergence pour les microstruc-
tures fibre´es
Soit χ#C la fonction Y3-pe´riodique de´finie sur Y3 comme la fonction caracte´ristique du
cylindre
C ′ :=
{
x ∈ Y3 | x21 + x23 ≤ r2
}
. (4.3.1)
Soient a, b ∈ ]0,+∞[ et posons
Bε(x) := B
(x
ε
)
, ou` B :=
(
a(1− χ#C ) + bχ#C
)
I3.
Soit B∗ la H-limite constante de Bε qui est donne´e, pour toute ξ ∈ R3, par la formule
classique (voir par exemple [12]) :
B∗ξ · ξ = min
{
−
∫
Y3
B(y)(ξ +∇ϕ(y)) · (ξ +∇ϕ(y)) dy
∣∣∣ ϕ ∈ H1#(Y3)
}
. (4.3.2)
On de´finit AIε par
AIε :=
(
a(1− χIε) + bχIε
)
I3. (4.3.3)
Alors, on a le re´sultat d’homoge´ne´isation suivant :
The´ore`me 4.3.1 (Briane [19, 20]). La suite AIε H-converge vers A
I
∗ qui ve´rifie
AI∗(x) = R(x1)
TB∗R(x1), (4.3.4)
ou` B∗ est donne´e par (4.3.2) et R(x1) est la matrice orthogonale de´finie par (4.2.3).
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Remarque 4.3.2. Dans [19, 20], la formule (4.3.4) a e´te´ obtenue en utilisant un proce´de´
d’homoge´ne´isation localement pe´riodique. Ceci est duˆ au fait que, dans cette microstruc-
ture, le nombre de range´es de fibres dans chaque couche est tre`s grand.
On fixe z ∈ R3 et soit χz la fonction caracte´ristique pe´riodique de l’ensemble compose´
des cylindres de rayon r paralle`les a l’axe des x2, dont la pe´riode est{
Y (z) := {t1e1 + t2e2 + (t3 + t1d(z))e3 | 0 ≤ ti ≤ 1, 1 ≤ i ≤ 3}
ou` d(z) := γ′(z1)(cos γ(z1)z2 + sin γ(z1)z3),
(4.3.5)
repre´sente´e dans la Figure 4.3.
2r
d(z)
x1
x3
Fig. 4.3 – Section de Y (z) dans le plan x1Ox3.
On pose
Bzε (x) := B
z
(x
ε
)
, ou` Bz :=
(
a(1− χz) + bχz)I3.
Soit Bz∗ la H-limite constante de B
z
ε qui est donne´e, pour toute ξ ∈ R3, par
Bz∗ξ · ξ = min
{
−
∫
Y (z)
Bz(y)(ξ +∇ϕ(y)) · (ξ +∇ϕ(y)) dy
∣∣∣ ϕ ∈ H1#(Y (z))
}
. (4.3.6)
On de´finit AIIε par
AIIε :=
(
a(1− χIIε ) + bχIIε
)
I3. (4.3.7)
Alors, a le re´sultat d’homoge´ne´isation suivant :
The´ore`me 4.3.3 (Briane [19, 20, 21]). La suite AIIε H-converge vers la fonction a`
valeurs matricielles AII∗ ou`, pour tout x fixe´, A
II
∗ (x) est donne´e par
AII∗ (x) = R(x1)
TBx∗R(x1). (4.3.8)
avec Bx∗ donne´e par (4.3.6) et R(x1) la matrice orthogonale de´finie par (4.2.3).
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Remarque 4.3.4. Contrairement a` la premie`re, la seconde microstructure n’est plus
localement pe´riodique. Le The´ore`me 4.3.3 a e´te´ obtenu par une approximation en chaque
point z de la microstructure par un mate´riel localement pe´riodique parame´tre´ par z. Le
re´seau de fibres qui approche celui de la Figure 4.2 est pe´riodique a` une e´chelle εs avec
0 < s < 1. Il peut eˆtre vu comme un re´seau tangent a` la microstructure originale. Cette
construction est alors line´aire et base´e sur un de´veloppement de Taylor au premier ordre
de l’angle γ, il s’ensuit l’apparition de la de´rive´e de γ dans la cellule de pe´riodicite´ Y (z).
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Chapitre 5
Homoge´ne´isation a` faible contraste
Introduction
Dans ce chapitre, notre but est d’obtenir des mode`les homoge´ne´ise´s simplifie´s en
conside´rant une hypothe`se de faible contraste entre les caracte´ristiques physiques du mi-
lieu exte´rieur et des fibres. L’homoge´ne´isation a` faible contraste (ou petites amplitudes)
a e´te´ de´veloppe´e par Tartar [89, 90] et applique´e, notamment, par Allaire [4] et Allaire-
Gutie´rrez [6] dans le contexte de l’optimisation des formes. En premier lieu, on montre une
nouvelle formule asymptotique (The´ore`me 5.2.1) qui e´tend au cas de l’e´lasticite´ anisotrope
la formule d’homoge´ne´isation a` faible contraste obtenue par Tartar [88] dans le cas iso-
trope. On propose alors deux mode`les (I et II) en conduction, qui se distinguent par leurs
ge´ome´tries, et trois en e´lasticite´ (I, II et III) qui simplifient les mode`les homoge´ne´ise´s
de [19, 20] en prenant en compte l’hypothe`se de faible contraste. Notre approche permet de
valider ou re´futer, suivant les cas, le mode`le heuristique de biome´canique donne´ par (4.2)
et son e´quivalent (4.3) en conduction. De plus, dans certains cas particuliers (mode`le I en
conduction et mode`le III en e´lasticite´) on obtient des mode`les homoge´ne´ise´s simples de
renforcement d’un mate´riau par des fibres d’orientation variable. On ne conside`re que le
cas line´aire, en conduction et en e´lasticite´, meˆme si le cas non line´aire semble plus appro-
prie´ pour des applications. En effet, le comportement biome´canique du cœur requiert une
approche par grandes de´formations, mais ceci sort du cadre de l’e´tude pre´sente´e ici (voir
le troisie`me point de la Remarque 5.4.2). On se restreint au cadre line´aire afin de se fo-
caliser sur l’homoge´ne´isation non pe´riodique combine´e avec l’hypothe`se de faible contraste.
On de´crit ci-dessous les mode`les simplifie´s obtenus en conduction et en e´lasticite´, ou`
le parame`tre δ > 0 repre´sente le faible contraste entre les caracte´ristiques des fibres et
celles du milieu exte´rieur :
• En conduction isotrope, pour le mode`le I a` faible contraste on obtient (The´or-
e`me 5.3.1) la conductivite´ effective suivante :
AI∗ = αI3 + β(τ ⊗ τ) + o(δ2), (5.1)
ou` τ est la direction des fibres et α, β sont des constantes de´pendant de δ. Ainsi,
le mode`le (4.3) co¨ıncide avec le mode`le I sous l’hypothe`se de faible contraste (en
ne´gligeant les termes d’ordre plus grand que 2).
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Pour le mode`le II dans les meˆmes conditions, on obtient (The´ore`me 5.3.4) une
conductivite´ homoge`ne diffe´rente :
AII∗ = A
I
∗ ⊕D∗ + o(δ2), (5.2)
ou` la matrice supple´mentaire D∗ est nulle quand les fibres sont d’orientation locale-
ment constante. En particulier, la conductivite´ effective du mode`le I est e´gale a` la
projection orthogonale de celle du mode`le II dans l’espace matriciel engendre´ par I3
et (τ ⊗ τ).
• En e´lasticite´ isotrope, pour le mode`le I a` faible contraste on obtient (The´ore`me 5.4.1)
la matrice des contraintes suivante :
σI∗ = A
1e+ c1(A
2e−A1e)
+
[
A3e+ c2tr(e)(τ ⊗ τ) + c3(eτ · τ)I3 + c4
(
e(τ ⊗ τ) + τ ⊗ eτ
)]
+ δ2NI(x)e+ o(δ2),
(5.3)
ou`A1,A2 sont, respectivement, les lois de Hooke du milieu exte´rieur et des fibres,A3
est un tenseur isotrope d’ordre 4, les ci sont des constantes et N
I est un tenseur
d’ordre 4. De plus (voir The´ore`me 5.4.3), les mode`les I et II co¨ıncident lorsque
l’orientation des fibres est localement constante. Ainsi, le mode`le de biome´cani-
que (4.1) ne correspond pas aux mode`les homoge´ne´ise´s en e´lasticite´ meˆme sous
l’hypothe`se de faible contraste.
• E´tant donne´ la complexite´ des mode`les I et II obtenus en e´lasticite´ line´arise en
de´pit de l’hypothe`se de faible contraste, on conside`re le mode`le III dans lequel le
tenseur A2 des fibres est de´duit du tenseur isotrope A1 du milieu exte´rieur par une
faible perturbation anisotrope dans la direction des fibres, c’est-a`-dire :
A2e := A1e+ δ(eτ · τ)(τ ⊗ τ) et A1e := λ1tr(e) + 2µ1e .
Graˆce a` la formule a` faible contraste anisotrope obtenue dans la section 5.2 on
obtient (The´ore`me 5.4.5) le de´veloppement suivant a` l’ordre 2 en δ :
σIII∗ = A
1e+ c (A2e−A1e)− δ2 µ1 + λ1
µ1(2µ1 + λ1)
κ(τ, ν) (eτ · τ)(τ ⊗ τ), (5.4)
ou` c est une constante. Ainsi, ce mode`le valide rigoureusement celui de biome´canique
au second ordre et permet de plus d’obtenir un tenseur effectif simple.
Le chapitre est organise´ comme suit. Dans la section 5.1, on rappelle la notion deH-me-
sure et la formule d’homoge´ne´isation a` faible contraste de Tartar. Dans la section 5.2, on
e´tablit une nouvelle formule d’homoge´ne´isation a` faible contraste pour l’e´lasticite´ aniso-
trope (The´ore`me 5.2.1). Dans la section 5.3, on obtient les mode`les simplifie´s en conduc-
tion sous l’hypothe`se de faible contraste. Puis, dans la section 5.4, on obtient les mode`les
simplifie´s en e´lasticite´.
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5.1 Rappels sur les H-mesures et l’homoge´ne´isation
a` faible contraste en conduction
La notion de H-mesure a e´te´ de´veloppe´e inde´pendamment par Ge´rard [55] et Tartar [90].
Ici, on conside`re son application pour des formules explicites en homoge´ne´isation a` faible
contraste introduite par Tartar. On rappelle la de´finition des H-mesures, l’expression de
la H-mesure d’une fonction pe´riodique et la formule d’homoge´ne´isation a` faible contraste
en conduction. On renvoie a` [90] pour les de´monstrations de ces re´sultats.
Pour tout ensemble Ω de RN , on de´signe par C(Ω) l’espace des fonctions continues
a` valeurs re´elles sur Ω et Cc(Ω) le sous espace de C(Ω) forme´ des fonctions a` support
compact. De plus, on de´signe par C0(R
N) l’espace des fonctions continues a` valeurs com-
plexes nulles a` l’infinie. On de´finit la transforme´e de Fourier F sur l’espace de Schwartz
des fonctions a` de´croissance rapide S(RN) par :
∀ u ∈ S(RN), Fu(ξ) :=
∫
RN
u(x)e−2ipix·ξ dx.
The´ore`me 5.1.1 (Tartar [90]). (Existence des H-mesures). Soit U ε une suite convergeant
faiblement vers 0 dans L2(RN)p. Alors, a` une sous-suite pre`s, il existe une famille µi,j,
i, j ∈ {1, . . . , p}, de mesures de Radon complexes sur RN × SN−1 telles que pour chaque
φ1, φ2 ∈ C0(RN) et pour toute ψ ∈ C(SN−1), on a
< µi,j, φ1φ2 ⊗ ψ >= lim
ε→0
∫
RN
[F(φ1U
ε
i )(ξ)][F(φ2U
ε
j )(ξ)]ψ
(
ξ
|ξ|
)
dξ. (5.1.1)
La mesure a` valeurs matricielles µ de coefficients µi,j donne´s par (5.1.1) est appele´e la
H-mesure associe´e a` la sous-suite extraite de U ε.
Remarque 5.1.2.
1. LaH-mesure permet de quantifier, en prenant en compte la direction des oscillations,
le manque de compacite´ d’une suite faiblement convergente. Ceci est du au fait
qu’en prenant ψ ≡ 1, on a (voir Corollaire 1.4 de [89]) que la suite U εi U εj converge
faiblement au sens des distribution vers la mesure ν donne´e par
∀ φ ∈ C0(RN), < ν, φ >:=< µi,j, φ⊗ 1 > .
2. Dans l’e´galite´ (5.1.1), le membre de droite ne de´pend que du produit φ1φ2 et non
du couple (φ1, φ2) (voir [89]).
3. Les H-mesures sont hermitiennes, i.e. µi,j = µj,i ∀ i, j ∈ {1, . . . , p}.
Soit u ∈ L2#(YN). On pose :
uε(x) := u
(x
ε
)
et u˜ε := uε −−
∫
YN
u p.p. x ∈ RN . (5.1.2)
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Alors la suite u˜ε converge vers ze´ro dans L
2(RN) faible. Une formule pour la H-mesu-
re associe´e a` la suite u˜ε a e´te´ obtenue dans [89] (Exemple 2.1). Ci-dessous on donne la
H-mesure d’une fonction pe´riodique de pe´riode quelconque.
Soit Yf le paralle´le´pipe`de de R
N donne´ par
Yf :=
{
N∑
i=1
λifi
∣∣∣ 0 ≤ λi ≤ 1, ∀ i = 1, . . . , N
}
,
ou` B′ := {f1, . . . , fN} est une base de RN . Soit P la matrice de changement de base de
la base canonique B de RN vers la base B′. Alors la formule pour la H-mesure d’une
fonction pe´riodique de pe´riode Yf est donne´e par le re´sultat suivant :
Proposition 5.1.3. Soit Ω un ouvert borne´ re´gulier (a` bord Lipschitz) de RN . Soit u
dans L2#(Yf ) et uε la fonction fortement oscillante associe´e a` u de´finie par (5.1.2). On
de´signe par µ la H-mesure associe´e a` la suite uε −−
∫
Yf
u. Alors, µ est donne´e par
µ =
∑
ω∈Z3
f
\{0}
|uˆω|2 ⊗ δ ω
|ω|
dans Ω× SN−1, (5.1.3)
ou`
uˆω = −
∫
Yf
u(y)e−2ipiω·y dy et Z3f :=
{
(P−1)Tk | k ∈ ZN} . (5.1.4)
La de´monstration de ce re´sultat est donne´e dans la section 5.1.2.
5.1.1 Formule d’homoge´ne´isation a` faible contraste
Soient Ω un ouvert de RN et A0, Bε, Cε ∈ L∞(Ω)N×N . On suppose :
1) A0 continue et e´qui-coercive,
i.e. ∃ α > 0, ∀ ξ ∈ RN , A0(x)ξ · ξ ≥ α|ξ|2 p.p. x ∈ Ω,
2) Bε −⇀ B0 L∞(Ω)N×N faible ∗,
3) Cε −⇀ C0 L∞(Ω)N×N faible ∗.
Soit µ la H-mesure associe´e a` la suite (Bε−B0) de coefficients µij,kl, i, j, k, l ∈ {1, . . . , N}.
On pose
Aε(x; δ) := A0(x) + δBε(x) + δ
2Cε(x).
The´ore`me 5.1.4 (Tartar [90]). Il existe une sous-suite de ε, encore note´e ε, telle que
pour tout δ > 0 petit, Aε(·; δ) H-converge vers A∗(·; δ) qui ve´rifie
A∗(x; δ) = A0(x) + δB0(x) + δ
2(C0(x)−M(x)) + o(δ2) p.p. x ∈ Ω, (5.1.5)
ou` la mesure a` valeurs matricielles M , appele´e H-correction, associe´e au de´veloppement
de la matrice effective a ses coefficients donne´s, pour tout i, j ∈ {1, . . . , N}, par
∀ φ ∈ Cc(Ω),
∫
Ω
Mij(x)φ(x) dx =
N∑
k,l=1
< µik,lj,
φ(x)ξkξl
A0(x)ξ · ξ > . (5.1.6)
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Notation 5.1.5. Soient µ une H-mesure, ψ ∈ C(SN−1) et ϕ ∈ C(Ω). On de´signe par
ψ(ξ)ϕ(x)µ la mesure de´finie sur Ω par :
∀ φ ∈ Cc(Ω), < ψ(ξ)ϕ(x)µ, φ >:=< µ, φϕ⊗ ψ > .
Si la mesure ψ(ξ)ϕ(x)µ admet une densite´ par rapport a` la mesure de Lebesgue, elle sera
aussi note´e ψ(ξ)ϕ(x)µ.
Exemple 5.1.6. Avec la notation pre´ce´dente, la H-correction M donne´e par (5.1.6)
s’e´crit pour tout i, j ∈ {1, . . . , N}
Mij(x) =
N∑
k,l=1
ξkξl
A0(x)ξ · ξ µik,lj.
De plus, dans le cas isotropeA0 := aIN , lesH-mesures ayant leur support inclus dans R
N × SN−1
on obtient pour tout i, j ∈ {1, . . . , N}
Mij(x) =
N∑
k,l=1
ξkξl
a(x)|ξ|2 µik,lj =
N∑
k,l=1
ξkξl
a(x)
µik,lj.
5.1.2 De´monstration de la Proposition 5.1.3
La de´monstration qui suit est l’adaptation dans la cadre d’une pe´riode quelconque de
la de´monstration de Tartar pour la H-mesure d’une suite de fonctions pe´riodiques avec
certains passages davantage de´taille´s.
Soit v de´finie par v(x) := u(Px) p.p. x ∈ RN , ou` P est la matrice de changement de base
de la base canonique B de RN vers la base B′. Alors v ∈ L2#(YN) et on a
v(x) =
∑
k∈ZN
vˆke
2ipix·k ou` vˆk :=
∫
YN
v(x)e−2ipix·k dx.
Par le changement de variable y := Px, on obtient
vˆk := −
∫
Yf
u(y)e−2ipi(P
−1)T k·y dy et u(x) =
∑
k∈Z
vˆke
2ipi(P−1)T k·x,
ce qui entraˆıne
u(x) =
∑
ω∈Zf
uˆωe
2ipiω·x, (5.1.7)
ou` uˆω et Zf sont donne´s par (5.1.4). Soit φ ∈ S(RN) telle que Fφ est a` support compact.
Puisque u¯ := −
∫
Yf
u dy = uˆ0, on a pour tout ξ ∈ RN
F
(
(uε − u¯)φ
)
(ξ) =
∫
RN
(
u(x
ε
)− u¯)φ(x)e−2ipix·ξ dx
=
∑
ω∈Zf\{0}
uˆω
∫
RN
φ(x)e−2ipix·(ξ−
ω
ε
) dx
F((uε − u¯)φ)(ξ) =
∑
ω∈Zf\{0}
uˆω Fφ(ξ − ωε ).
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Comme Fφ est a` support compact, pour ε > 0 suffisamment petit on obtient∣∣F ((uε − u¯)φ) (ξ)∣∣2 = ∑
ω∈Zf\{0}
|uˆω|2
∣∣Fφ(ξ − ω
ε
)
∣∣2 . (5.1.8)
De plus, pour ψ ∈ C(SN−1), on a par changement de variable ξ′ := ξ − ω
ε∫
RN
∣∣F(ξ − ω
ε
)
∣∣2ψ( ξ
|ξ|
)
dξ =
∫
RN
|Fφ(ξ′)|2ψ( εξ′+ω
|εξ′+ω|
)
dξ′. (5.1.9)
Or on a l’ine´galite´
|uˆω|2
∣∣Fφ(ξ − ω
ε
)
∣∣2 ≤ c |uˆω|2,
et le terme de droite est le terme ge´ne´ral d’une se´rie convergente. Donc, par le the´ore`me
de convergence domine´e de Lebesgue, on obtient d’apre`s (5.1.8) et (5.1.9)
lim
ε→0
∫
RN
∣∣F((uε − u¯)φ)(ξ)∣∣2ψ( ξ|ξ|) dξ = limε→0
∑
ω∈Zf\{0}
|uˆω|2
∫
RN
∣∣Fφ(ξ − ω
ε
)∣∣2ψ( ξ
|ξ|
)
dξ
=
∑
ω∈Zf\{0}
|uˆω|2 lim
ε→0
∫
RN
∣∣Fφ(ξ − ω
ε
)
∣∣2ψ( ξ
|ξ|
)
dξ
=
∑
ω∈Zf\{0}
|uˆω|2 lim
ε→0
∫
RN
|Fφ(ξ)|2ψ( εξ+ω
|εξ+ω|
)
dξ.
(5.1.10)
De plus, par continuite´ de ψ, on a
|Fφ(ξ)|2
∣∣∣ψ( εξ+ω|εξ+ω|)∣∣∣ ≤ c|Fφ(ξ)|2 et limε→0ψ( εξ+ω|εξ+ω|) = ψ( ω|ω|).
Alors en appliquant de nouveau le the´ore`me de convergence domine´e de Lebesgue on
de´duit de (5.1.10)
lim
ε→0
∫
RN
∣∣F((uε − u¯)φ)(ξ)∣∣2ψ( ξ|ξ|) dξ = ∑
ω∈Zf\{0}
|uˆω|2
∫
RN
lim
ε→0
|Fφ(ξ)|2ψ( εξ+ω
|εξ+ω|
)
dξ
=
∑
ω∈Zf\{0}
|uˆω|2
∫
RN
|Fφ(ξ)|2ψ( ω
|ω|
)
dξ,
d’ou`, par la de´finition (5.1.1) de µ,
< µ, |φ|2 ⊗ ψ > =
∑
ω∈Zf\{0}
|uˆω|2ψ
(
ω
|ω|
) ∫
RN
|F(φ)(ξ)|2 dξ,
pour toutes ψ ∈ C(SN−1) et φ ∈ S(RN) telle que Fφ est a` support compact. Par densite´,
on obtient pour toutes φ ∈ C0(RN) et ψ ∈ C(SN−1),
< µ, |φ|2 ⊗ ψ > =
∑
ω∈Zf\{0}
|uˆω|2ψ
(
ω
|ω|
) ∫
RN
|F(φ)(ξ)|2 dξ
=
∑
ω∈Zf\{0}
|uˆω|2ψ
(
ω
|ω|
) ∫
RN
|φ|2 dx,
ce qui entraˆıne (5.1.3). ¤
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5.2 Homoge´ne´isation a` faible contraste en e´lasticite´
On donne une nouvelle formule d’homoge´ne´isation a` faible contraste plus ge´ne´rale que
celle de [89] mais obtenue par la meˆme me´thode. Ici on suppose seulement l’isotropie du
terme d’ordre ze´ro dans le de´veloppement de Aε.
5.2.1 Cas anisotrope
Soient Ω un ouvert de RN et A0, Bε, Cε ∈ L∞ (Ω;M4N). On suppose :
1) A0 continue et e´qui-coercive
i.e. ∃ α > 0, ∀ e ∈ RN×Ns , A0(x)e : e ≥ α|e|2 p.p. x ∈ Ω,
2) Bε −⇀ B0 L∞ (Ω;M4N) faible ∗,
3) Cε −⇀ C0 L∞ (Ω;M4N) faible ∗.
Soit µ la H-mesure associe´e a` la suite (Bε − B0) de coefficients µijkl,mnpq ou` les in-
dices i, j, k, l,m, n, p, q appartiennent a` l’ensemble {1, . . . , N}. On pose
Aε(x; δ) := A0(x) + δBε(x) + δ
2Cε(x) p.p. x ∈ Ω. (5.2.1)
La nouvelle formule a` faible contraste est donne´e par le re´sultat suivant :
The´ore`me 5.2.1. On suppose que A0 est isotrope et on de´signe par λ0 et µ0 les coeffi-
cients de Lame´ de A0 (qui sont des fonctions continues sur Ω).Alors, il existe une sous-
suite de ε, encore note´e ε, telle que pour tout δ > 0 petit, Aε(·, δ) H-converge vers A∗(·, δ)
qui ve´rifie
A∗(x; δ) = A0(x) + δB0(x) + δ
2(C0(x)−M(x)) + o(δ2) p.p. x ∈ Ω, (5.2.2)
ou` la mesure M a` valeurs tensorielles, appele´e H-correction, associe´e au de´veloppement
du tenseur effectif a ses coefficients donne´s, pour toute φ ∈ Cc(Ω), par
∫
Ω
Mijkl(x)φ(x) dx =
N∑
m,p,q=1
〈
µijpq,qmkl,
ξmξpφ
µ0
〉
−
N∑
m,n,p,q=1
〈
µijpq,mnkl,
µ0 + λ0
µ0(2µ0 + λ0)
ξmξnξpξqφ
〉
,
(5.2.3)
pour tout i, j, k, l ∈ {1, . . . , N}.
Remarque 5.2.2. Dans le cas d’une loi de Hooke Aε isotrope ayant un de´veloppement
du type (5.2.1), les coefficients de Lame´ µε et λε de Aε s’e´crivent
µε = µ0 + µ
ε
1δ + µ
ε
2δ
2 et λε = λ0 + λ
ε
1δ + λ
ε
2δ
2,
ou`, pour i = 1, 2,
µεi −⇀ µi L∞(Ω) faible ∗ et λεi −⇀ λi L∞(Ω) faible ∗.
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Soit ν la H-mesure associe´e a` la suite (µε1 − µ1, λε1 − λ1). On pose pour tout i, j, k, l
dans {1, . . . , N} (avec la Notation 5.1.5) :
aij := ξiξjν11 , bij := ξiξjRe(ν12) et aijkl := ξiξjξkξlν11.
On note aussi tr(ν22) la mesure de´finie sur Ω par :
∀ φ ∈ C∞c (Ω), 〈tr(ν22), φ〉 := 〈ν22, φ⊗ 1〉 .
Alors la formule (5.2.3) s’e´crit, pour tout i, j, k, l ∈ {1, . . . , N},
Mijkl =
1
µ0
(δjkail + δikajl + δjlaik + δilajk)− 4(µ0 + λ0)
µ0(2µ0 + λ0)
aijkl
+
2
2µ0 + λ0
(δklbij + δijbkl) +
1
2µ0 + λ0
δijδkl tr(ν22),
(5.2.4)
ce qui est la formule e´tablie dans [89] et dans [4] pour le cas pe´riodique. La de´monstration
de (5.2.4) est donne´e dans la section 5.2.3.
5.2.2 De´monstration du The´ore`me 5.2.1
On suit le meˆme proce´de´ que Tartar [90]. La difficulte´ vient de calculs alge´briques dus a`
l’anisotropie de Aε.
On note Aε(δ) := Aε(δ, ·). D’apre`s la Proposition 17 de [90] (voir aussi [43]), il existe une
sous-suite de ε, encore note´e ε, telle que, pour tout δ petit, Aε(δ) H-converge vers A∗(δ),
ou` A∗(δ) est analytique en δ.
Remarque 5.2.3. Pour u ∈ H1(Ω)N , on de´signe par Du la matrice dont les coefficients
sont donne´s par
∀ i, j ∈ {1, . . . , N}, (Du)ij = ∂iuj, ou` ∂iuj := ∂uj
∂xi
.
Alors, pour toute u ∈ H1(Ω)N , on a
Aεe(u) = AεDu,
car Aε est syme´trique. Ainsi, dans la De´finition 1.2.2 on peut remplacer e(uε) par Duε.
Soit u ∈ H10 (Ω)N , ω ⋐ Ω et uδε la solution de{ −div(Aε(δ)Duδε) = −div(A∗(δ)Du) dans ω ,
uδε ∈ H10 (ω)N .
Comme usuellement dans la the´orie de la H-convergence, il suffit de calculer A∗(δ)Du
dans ω pour obtenir A∗(δ) sur Ω. De plus, par de´finition de la H-convergence, A∗(δ)Du
est obtenue comme la limite L2(ω) faible de Aε(δ)Du
δ
ε.
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Pre´liminaires. D’apre`s De´finition 1.1.2 de la H-convergence, on a les convergences{
uδε −⇀ u H10 (ω)N faible,
Aε(δ)Du
δ
ε −⇀ A∗(δ)Du L2(ω;RN×Ns ) faible.
(5.2.5)
Soit ϕ ∈ C∞c (Ω) telle que ϕ ≡ 1 sur ω. On de´finit
Eε(δ) := D(ϕu
δ
ε) et Dε(δ) := Aε(δ)Eε(δ). (5.2.6)
On a {
∂k(Eε)i,j = ∂i(Eε)k,j dans H
−1(RN),
Eε −⇀ Du L2(ω)N×N faible, (5.2.7)
pour tout 1 ≤ i, j, k ≤ N . De plus{
Div (Dε(δ)) = Div (A∗(δ)Du) dans ω ,
Dε −⇀ A∗(δ)Du L2(ω;RN×N) faible. (5.2.8)
Les fonctions Eε et Dε sont analytique en δ. A` partir de (5.2.1) et (5.2.6), et en conside´rant
le cas δ = 0, on obtient le de´veloppement asymptotique suivant
Eε(δ) = Du+ δE
1
ε + δ
2E2ε + o(δ
2), (5.2.9)
ou` E1ε , E
2
ε −⇀ 0 L2(Ω)N×N faible, et
Dε(δ) = A0Du+ δ
(
A0E
1
ε +BεDu
)
+ δ2
(
A0E
2
ε +BεE
1
ε +CεDu
)
+ o(δ2) .
(5.2.10)
Puisque A∗ est analytique en δ on a un de´veloppement du type
A∗(δ) = A0(x) +B∗δ +C∗δ
2 + o(δ2) . (5.2.11)
On de´signe par lim
L2−w
la limite faible dans L2(ω;RN×Ns ). Alors, par (5.2.8) et (5.2.10), on
obtient
B∗Du = lim
L2−w
(
A0E
1
ε +BεDu
)
= B0Du ,
C∗Du = lim
L2−w
(
A0E
2
ε +BεE
1
ε +CεDu
)
= lim
L2−w
(Bε −B0)E1ε +C0Du , (5.2.12)
car lim
L2−w
B0E
1
ε = lim
L2−w
A0E
2
ε = 0.
Il reste a` calculer la limite faible de (Bε−B0)Eε,1. Afin de calculer cette limite, on proce`de
en trois e´tapes.
1. Dans la premie`re e´tape, on calcule la limite L2(ω;RN×Ns ) faible de (Bε − B0)Eε,1
en fonction de la H-mesure µ1 associe´e au couple Kε := (Bε −B0, Eε) (Kε a pour
coefficients (Kε)ijkl ou` 1 ≤ i, j ≤ N et 1 ≤ k, l ≤ N + 1, voir (5.2.14)).
2. Dans la seconde e´tape, a` partir du The´ore`me 1.6 de [90] on exprime la somme∑
p,q
µ′ijpq,pq(N+1)(N+1) pour m,n, p, q ∈ {1, . . . , N} en fonction de la H-mesure µ
associe´e a` (Bε −B0) en utilisant trois calculs alge´briques.
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3. En combinant les re´sultats des e´tapes 1 et 2 on de´termine la limite L2(ω;RN×Ns )
faible de (Bε −B0)Eε,1 et la formule (5.2.2) donnant A∗.
Premie`re e´tape. A` partir de (5.2.8), (5.2.10) et (5.2.12), on a
Div
(
A0E
1
ε + (Bε −B0)Du
)
= 0 dans H−1(ω)N . (5.2.13)
Dans la suite, on prendra u telle que Du est continue. On de´signe par Kε := (Bε−B0, E1ε )
la fonction a` valeurs tensorielles de´finie sur ω par
(Kε)ijkl :=
{
(Bε −B0)ijkl si 1 ≤ i, j, k, l ≤ N ,
(E1ε )ij si k = l = N + 1.
(5.2.14)
Alors (
(Bε −B0)E1ε
)
ij
=
N∑
k,l=1
(Kε)ijkl(Kε)kl(N+1)(N+1) . (5.2.15)
On note µ′ la H-mesure associe´e avec Kε (les coefficients de µ
′ sont les µ′ijkl,mnpq ou`
1 ≤ i, j,m, n ≤ N et 1 ≤ k, l, p, q ≤ N +1). On a d’apre`s (5.2.15), graˆce au Corollaire 1.4
de [90], pour toute φ ∈ Cc(ω),∫
RN
(
(Bε −B0) (x)E1ε (x)
)
ij
φ(x)dx −→
ε→0
N∑
k,l=1
< µ′ijkl,kl(N+1)(N+1), φ⊗ 1 > . (5.2.16)
On remarque que
µ′ijkl,mnpq = µijkl,mnpq, ∀ i, j, k, l,m, n, p, q ∈ {1, . . . , N}. (5.2.17)
Ainsi, pour obtenir la limite L2(ω;RN×Ns ) faible de (Bε −B0)E1ε en termes de laH-mesure µ,
il suffit d’exprimer le terme de droite de (5.2.16) en termes de µ′ijkl,mnpq, ou` les in-
dices i, j, k, l,m, n, p, q appartiennent a` l’ensemble {1, . . . , N}.
Seconde e´tape. On exprime le terme de droite de (5.2.16) en fonction de la H-mesure µ
en utilisant le The´ore`me 1.6 (principe de localisation) de [90] et des calculs alge´briques.
Comme les coefficients (A0)ijkl et ∂kul sont continus sur Ω, on a d’apre`s (5.2.13) par le
principe de localisation
N∑
j,k,l=1
ξj
(
(A0)ijkl(x)µ
′
kl(N+1)(N+1),mnpq + ∂kul(x)µ
′
ijkl,mnpq
)
= 0 dans ω × SN−1,
pour tout p, q ∈ {1, . . . , N + 1} et i,m, n ∈ {1, . . . , N}. L’isotropie de A0 donne
(A0)ijkl = λ0 δijδkl + µ0 (δikδjl + δilδjk),
ce qui entraˆıne
µ0(x)
(
N∑
j=1
ξjµ
′
ij(N+1)(N+1),mnpq +
N∑
j=1
ξjµ
′
ji(N+1)(N+1),mnpq
)
+λ0(x)
N∑
k=1
ξiµ
′
kk(N+1)(N+1),mnpq
= −
N∑
j,k,l=1
ξj∂kul(x)µ
′
ijkl,mnpq ,
(5.2.18)
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pour tout p, q ∈ {1, . . . , N + 1} et i,m, n ∈ {1, . . . , N}. De meˆme, a` partir de (5.2.7), on
obtient
ξkµ
′
ij(N+1)(N+1),mnpq = ξiµ
′
kj(N+1)(N+1),mnpq sur ω × SN−1 , (5.2.19)
pour tout 1 ≤ i, j, k,m, n ≤ N et 1 ≤ p, q ≤ N + 1. Afin d’obtenir
N∑
p,q=1
µ′ijpq,pq(N+1)(N+1)
en termes de la H-mesure µ, on transforme l’e´galite´ (5.2.18) deux fois en utilisant (5.2.19).
Ces calculs sont base´s sur le fait que lesH-mesures ont leur support inclus dans RN×SN−1,
et que l’e´galite´ (5.2.18) est ve´rifie´e pour tout p, q ∈ {1, . . . , N +1} et i,m, n ∈ {1, . . . , N}.
Premier calcul. Par (5.2.19) et comme la H-mesure a son support inclus dans RN ×SN−1,
on a

N∑
j,p=1
ξjξpµ
′
ji(N+1)(N+1),mnpq =
N∑
j,p=1
ξ2jµ
′
pi(N+1)(N+1),mnpq =
N∑
p=1
µ′pi(N+1)(N+1),mnpq
N∑
j,p=1
ξpξjµ
′
ij(N+1)(N+1),mnpq =
N∑
j,p=1
ξpξiµ
′
jj(N+1)(N+1),mnpq,
pour tout q ∈ {1, . . . , N + 1} et i,m, n ∈ {1, . . . , N}. On multiplie l’e´galite´ (5.2.18)
par ξp puis on somme sur l’ensemble des p de 1 a` N , alors les deux e´galite´s pre´ce´dentes
conduisent a`
µ0
(
N∑
j,p=1
ξpξiµ
′
jj(N+1)(N+1),mnpq +
N∑
p=1
µ′pi(N+1)(N+1),mnpq
)
+λ0
N∑
k,p=1
ξiξpµ
′
kk(N+1)(N+1),mnpq
= −
N∑
j,k,l,p=1
ξjξp∂kul(x)µ
′
ijkl,mnpq ,
pour tout q ∈ {1, . . . , N + 1} et i,m, n ∈ {1, . . . , N}. En choisissant i = q et en sommant
sur q, l’e´galite´ pre´ce´dente donne
µ0
(
N∑
j,p,q=1
ξpξqµ
′
jj(N+1)(N+1),mnpq +
N∑
p,q=1
µ′pq(N+1)(N+1),mnpq
)
+λ0
N∑
k,p,q=1
ξqξpµ
′
kk(N+1)(N+1),mnpq
= −
N∑
j,k,l,p,q=1
ξjξp∂kul(x)µ
′
qjkl,mnpq ,
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pour tout m,n ∈ {1, . . . , N}. D’apre`s (5.2.17), on a
N∑
p,q=1
µ′pq(N+1)(N+1),mnpq = −
λ0 + µ0
µ0
N∑
j,p,q=1
ξpξqµ
′
jj(N+1)(N+1),mnpq
− 1
µ0
N∑
j,k,l,p,q=1
ξjξp∂kul(x)µ
′
qjkl,mnpq,
(5.2.20)
pour tout m,n ∈ {1, . . . , N}. Maintenant, dans l’e´galite´ pre´ce´dente, il reste a` de´terminer
le premier terme du membre de droite en fonction de la H-mesure µ.
Deuxie`me calcul. Comme dans le calcul pre´ce´dent, on a

N∑
i,j=1
ξjξiµ
′
ji(N+1)(N+1),mnpq =
N∑
i=1
µ′ii(N+1)(N+1),mnpq
N∑
i,j=1
ξjξiµ
′
ij(N+1)(N+1),mnpq =
N∑
j=1
µ′jj(N+1)(N+1),mnpq,
pour tout m,n ∈ {1, . . . , N} et p, q ∈ {1, . . . , N + 1}. En multipliant l’e´galite´ (5.2.18)
par ξi et en sommant sur i, on obtient
µ0
(
N∑
j=1
µ′jj(N+1)(N+1),mnpq +
N∑
i=1
µ′ii(N+1)(N+1),mnpq
)
+ λ0
N∑
i,k=1
ξ2i µ
′
kk(N+1)(N+1),mnpq
= −
N∑
i,j,k,l=1
ξiξj∂kul(x)µ
′
ijkl,mnpq ,
pour tout m,n ∈ {1, . . . , N} et p, q ∈ {1, . . . , N + 1}. Donc
(2µ0 + λ0)
N∑
k=1
µ′kk(N+1)(N+1),mnpq = −
N∑
i,j,k,l=1
ξiξj∂kul(x)µ
′
ijkl,mnpq , (5.2.21)
pour toutm,n ∈ {1, . . . , N} et p, q ∈ {1, . . . , N+1}. Alors, en multipliant (5.2.21) par ξpξq
et en sommant sur p et q, on obtient
(2µ0 + λ0)
N∑
k,p,q=1
ξpξqµ
′
kk(N+1)(N+1),mnpq = −
N∑
i,j,k,l,p,q=1
ξiξjξpξq∂kul(x)µ
′
ijkl,mnpq , (5.2.22)
pour tout m,n ∈ {1, . . . , N}.
Dernier calcul. A` partir des e´galite´s (5.2.20) et (5.2.22), on de´duit
N∑
p,q=1
µ′pq(N+1)(N+1),mnpq =
µ0 + λ0
µ0(2µ0 + λ0)
N∑
i,j,k,l,p,q=1
ξiξjξpξq∂kul(x)µijkl,mnpq
− 1
µ0
N∑
j,k,l,p,q=1
ξjξp∂kul(x)µqjkl,mnpq ,
(5.2.23)
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pour tout m,n ∈ {1, . . . , N}. Comme les H-mesures sont hermitiennes, l’e´galite´ (5.2.23)
s’e´crit encore
N∑
p,q=1
µ′mnpq,pq(N+1)(N+1) =
µ0 + λ0
µ0(2µ0 + λ0)
N∑
i,j,k,l,p,q=1
ξiξjξpξq∂kul(x)µmnpq,ijkl
− 1
µ0
N∑
j,k,l,p,q=1
ξjξp∂kul(x)µmnpq,qjkl ,
pour tout m,n ∈ {1, . . . , N}. En permutant les indices m et i, ainsi que les indices n et j,
on obtient
N∑
p,q=1
µ′ijpq,pq(N+1)(N+1) =
µ0 + λ0
µ0(2µ0 + λ0)
N∑
k,l,m,n,p,q=1
ξmξnξpξq∂kul(x)µijpq,mnkl
− 1
µ0
N∑
k,l,m,p,q=1
ξmξp∂kul(x)µijpq,qmkl ,
(5.2.24)
pour tout i, j ∈ {1, . . . , N}.
Troisie`me e´tape. A` partir de (5.2.16) et (5.2.24) on de´duit
∫
RN
(
(Bε −B0) (x)E1ε (x)
)
ij
φ(x)dx −→
ε→0
N∑
k,l,m,n,p,q=1
〈
µijpq,mnkl,
µ0 + λ0
µ0(2µ0 + λ0)
ξmξnξpξq∂kulφ
〉
−
N∑
k,l,m,p,q=1
〈
µijpq,qmkl, ξmξp
∂kulφ
µ0
〉
.
De plus, par (5.2.12) on a pour toute φ ∈ Cc(ω),
〈
((C0 −C∗)Du)ij , φ
〉
=
N∑
k,l,m,n,p,q=1
〈
µijpq,mnkl,
µ0 + λ0
µ0(2µ0 + λ0)
ξmξnξpξq∂kulφ
〉
−
N∑
k,l,m,p,q=1
〈
µijpq,qmkl, ξmξp
∂kulφ
µ0
〉
.
(5.2.25)
On choisit u telle que Du = λ sur supp(φ). On fixe k, l ∈ {1, . . . , N}. Soit λ la matrice
dont les coefficients sont de´finis par λij = 0 si i 6= k ou j 6= l, et λk,l = 1. Alors, (5.2.25)
s’e´crit
〈
(C∗ − C0)ijkl , φ
〉
= −
N∑
m,n,p,q=1
〈
µijpq,mnkl,
µ0 + λ0
µ0(2µ0 + λ0)
φ ξmξnξpξq
〉
+
N∑
m,p,q=1
〈
µijpq,qmkl,
φ
µ0
ξmξp
〉
.
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Donc C∗ = C0 −M, ou` les coefficients de M sont donne´s par
< Mijkl, φ >= −
N∑
m,n,p,q=1
〈
µijpq,mnkl,
µ0 + λ0
µ0(2µ0 + λ0)
φ ξmξnξpξq
〉
+
N∑
m,p,q=1
〈
µijpq,qmkl,
φ
µ0
ξmξp
〉
,
(5.2.26)
pour tout i, j, k, l ∈ {1, . . . , N} et toute φ ∈ Cc(Ω). ¤
5.2.3 De´monstration de la formule (5.2.4)
Pour montrer la formule (5.2.4), on remarque tout d’abord que les coefficients de Bε−B0
sont donne´s par
(Bε −B0)ijpq = (µε1 − µ1)(δipδjq + δiqδjp) + (λε1 − λ1)δijδpq , (5.2.27)
pour tout i, j, p, q ∈ {1, . . . , N}. Alors si µ de´signe laH-mesure associe´e a` la suite (Bε−B0)
et ν la H-mesure associe´e e` la suite (µε1 − µ1, λε1 − λ1), on a
µijpq,mnkl = (δipδjqδmkδnl + δiqδjpδmkδnl + δipδjqδmlδnk + δiqδjpδmlδnk)ν11
+ (δijδpqδmnδkl)ν22 + (δipδjqδmnδkl + δiqδjpδmnδkl)ν12
+ (δmkδnlδijδpq + δmlδnkδijδpq)ν21,
(5.2.28)
pour tout i, j, k, l,m, n, p, q ∈ {1, . . . , N}. En effet, d’apre`s (5.1.1) on a pour chaque φ1,
φ2 ∈ C∞c (Ω), ψ ∈ C(SN−1)
〈
µijpq,mnkl, φ1φ2 ⊗ ψ
〉
= lim
ε→0
∫
RN
F ((Bε −B0)ijpqφ1)F ((Bε −B0)mnklφ2)ψ
(
ξ
|ξ|
)
dξ,
pour tout i, j, k, l,m, n, p, q ∈ {1, . . . , N}, ce qui donne par (5.2.27), par exemple, pour le
dernier terme
lim
ε→0
∫
RN
F ((λε1 − λ1)δijδpqφ1)F ((λε1 − λ1)δmnδklφ2)ψ
(
ξ
|ξ|
)
dξ
= δijδpqδmnδkl lim
ε→0
∫
RN
F ((λε1 − λ1)φ1)F ((λε1 − λ1)φ2)ψ
(
ξ
|ξ|
)
dξ
= δijδpqδmnδkl
〈
ν22, φ1φ2 ⊗ ψ
〉
.
De plus, en utilisant le changement de variable ξ′ = −ξ, on a aussi
〈
ξiξjν12, φ1φ2
〉
= lim
ε→0
∫
RN
F ((µε1 − µ1)φ1)F ((λε1 − λ1)φ2)
ξiξj
|ξ|2 dξ
= lim
ε→0
∫
RN
F ((µε1 − µ1)φ1)F ((λε1 − λ1)φ2)
ξiξj
|ξ|2 dξ
′
=
〈
ξiξjν12, φ1φ2
〉
,
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pour tout i, j ∈ {1, . . . , N}. Comme les H-mesures sont hermitiennes, on en de´duit, pour
tout i, j ∈ {1, . . . , N},
ξiξjν12 = ξiξjRe(ν12) = ξiξjν21.
Maintenant de (5.2.28) on obtient, pour tout i, j, k, l ∈ {1, . . . , N},
N∑
m,p,q=1
ξmξpµijpq,qmkl
=
N∑
m,p,q=1
(δipδjqδqkδml + δiqδjpδqkδml + δipδjqδqlδmk + δiqδjpδqlδmk)ξmξpν11
+
N∑
m,p,q=1
(δipδjqδqmδkl + δiqδjpδqmδkl + δqkδmlδijδpq + δqlδmkδijδpq)ξmξpRe(ν12)
+
N∑
m,p,q=1
(δijδpqδqmδkl)ξmξpν22
= (ξiξlδjk + ξjξlδik + ξiξkδjl + ξjξkδil)ν11 + δijδkl|ξ|2ν22
+ 2 (δklξiξj + δijξkξl)Re(ν12),
(5.2.29)
et de fac¸on similaire
N∑
m,n,p,q=1
ξmξnξpξqµijpq,mnkl = 4 ξiξjξkξlν11 + δijδkl|ξ|4ν22
+ 2 (δkl|ξ|2ξiξj + δij|ξ|2ξkξl)Re(ν12).
(5.2.30)
Comme les H-mesures ont leur support inclus dans RN × SN−1, on obtient pour toute
fonction φ ∈ C∞c (Ω)
|ξ|2ξiξjRe(ν12) = ξiξjRe(ν12) et
〈|ξ|2ν22, φ〉 = 〈|ξ|4ν22, φ〉 = 〈ν22, φ⊗ 1〉 .
Alors, la formule (5.2.3) combine´e avec (5.2.29) et (5.2.30) entraˆıne (5.2.4). ¤
5.3 Mode`les simplifie´s en conduction
5.3.1 E´nonce´ des re´sultats
Dans la suite, θ := 2pir2.
Soit χIε la fonction caracte´ristique de la microstructure du mode`le I (de´finie dans la
section 4.1). Pour le mode`le I, on obtient le re´sultat suivant :
The´ore`me 5.3.1. On pose
AIε :=
(
a(1− χIε) + bχIε
)
I3 , (5.3.1)
ou` b := a+ cδ avec δ > 0 petit, a > 0 et c ∈ R. Alors AIε H-converge vers AI∗ qui ve´rifie
AI∗ =
(
a(1− θ) + bθ − (b− a)
2
2a
θ(1− θ)
)
I3 +
(b− a)2
2a
θ(1− θ)(τ ⊗ τ) + o(δ2), (5.3.2)
ou` τ est donne´e par (4.1.1).
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Remarque 5.3.2. La formule (5.3.2) montre la validite´ du mode`le AI∗ = αI3+β(τ⊗τ) (au
deuxie`me ordre) sous l’hypothe`se de faible contraste. Ainsi ce mode`le permet de justifier
rigoureusement celui de biome´canique dans le cas de la conduction.
Dans le cas du mode`le II, les calculs ne peuvent pas eˆtre simplifie´s de la meˆme manie`re.
Ainsi, afin de comparer celui-ci avec le mode`le de biome´canique, on s’inte´resse a` la pro-
jection orthogonale de la matrice effective sur l’espace des matrices de la forme (4.3), i.e.
l’espace {αI3 + β(τ ⊗ τ) | α, β ∈ R}.
Notation 5.3.3. Soient N ∈ N et E un sous-espace vectoriel de RN×N , on de´signe par
E⊥ le sous-espace orthogonal de E, i.e.
E⊥ :=
{
A ∈ RN×N | A : B = 0, ∀ B ∈ E} .
Pour chaque matrice A ∈ RN×N il existe une unique de´composition orthogonale qui s’e´crit
A = A1 ⊕ A2, avec A1 ∈ E et A2 ∈ E⊥.
Soit χIIε la fonction caracte´ristique de la microstructure du mode`le II (de´finie dans la
section 4.1). Pour le mode`le II on a le re´sultat suivant :
The´ore`me 5.3.4. On pose
AIIε :=
(
a(1− χIIε ) + bχIIε
)
I3 , (5.3.3)
ou` b := a+ cδ avec δ > 0 petit, a > 0 et c ∈ R. Alors AIIε H-converge vers AII∗ qui admet
la de´composition orthogonale
AII∗ = A
I
∗ ⊕
(b− a)2
a
D∗ + o(δ
2), (5.3.4)
ou` AI∗ est donne´e par (5.3.2) et D∗ est une fonction a` valeurs matricielles qui ve´rifie
d(x) = 0⇒ D∗(x) = 0, (5.3.5)
avec d(x) de´fini par (4.3.5).
Remarque 5.3.5.
1. Les coefficients de la fonction a` valeurs matricielles D∗ sont connus (voir (5.3.22)
et (5.3.23)) mais ne sont pas comple`tement explicites.
2. Si γ′(x1) = 0 alors d(x) = 0. Dans un certain sens, le premier mode`le correspond au
second quand l’orientation des fibres est localement constante.
3. A` cause du terme supple´mentaire D∗(x), le deuxie`me mode`le ne valide pas celui de
biome´canique si d(x) 6= 0.
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5.3.2 De´monstrations des The´ore`mes 5.3.1 et 5.3.4
Les de´monstrations des the´ore`mes 5.3.1 et 5.3.4 sont base´es sur les formules (4.3.4)
et (4.3.8). Dans la suite, on utilise les notations de la section 4.3.
De´monstration du The´ore`me 5.3.1. On a
Bε(x) =
(
a+ c χε(x)δ
)
I3, avec χε(x) := χ
#
C
(x
ε
)
p.p. x ∈ R3. (5.3.6)
puisque χε converge vers θ faiblement ∗ dans L∞(Ω), d’apre`s le The´ore`me 5.1.4, on de´duit
B∗ =
(
a+ (b− a)θ
)
I3 − (b− a)
2
a
M I + o(δ2),
ou`, avec la Notation 5.1.5, les coefficients de M sont donne´s par
∀ i, j ∈ {1, 2, 3}, M Iij =
3∑
k,l=1
ξkξlµik,lj,
et µ est la H-mesure associe´e a` la suite (θ−χε)I3. Si on de´signe par ν la H-mesure associe´e
a` la suite (θ − χε), on obtient par (5.1.1), pour toutes φ1, φ2 ∈ C∞c (Ω) et ψ ∈ C(SN−1)〈
µik,lj, φ1φ2 ⊗ ψ
〉
= lim
ε→0
∫
R3
F ((θ − χε)δikφ1)F ((θ − χε)δljφ2)ψ
(
ξ
|ξ|
)
dξ
= δikδlj lim
ε→0
∫
R3
F ((θ − χε)φ1)F ((θ − χε)φ2)ψ
(
ξ
|ξ|
)
dξ
=
〈
δikδljν, φ1φ2 ⊗ ψ
〉
,
pour tout i, j, k, l = 1, 2, 3. Alors, pour tout i, j, k, l = 1, 2, 3, on a
µik,lj = δikδljν ,
ce qui entraˆıne
M Iij = ξiξjν. (5.3.7)
Enfin, en utilisant la pe´riodicite´ de χ#C , on de´duit, d’apre`s la Proposition 5.1.3, pour
tout i, j ∈ {1, 2, 3},
M Iij =
∑
k∈Z3\{0}
|χˆ(k)|2kikj|k|2 , avec χˆ(k) :=
∫
Y3
χ#C (x)e
−2ipix·k dx, ∀ k ∈ Z3. (5.3.8)
Soit D le disque de centre (1
2
, 1
2
) et de rayon r alors, pour tout k := (k1, k2, k3) ∈ Z3\{0},
on a
χˆ(k) =
∫
D
e−2ipi(x1k1+x3k3) dx1dx3
∫ 1
0
e−2ipix2k2 dx2
=


0 si k2 6= 0,∫
D
e−2ipi(x1k1+x3k3) dx1dx3 si k2 = 0.
(5.3.9)
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L’e´galite´ (5.3.8) combine´e avec (5.3.9) entraˆıne
M I22 =M
I
12 =M
I
21 =M
I
32 =M
I
23 = 0. (5.3.10)
De plus, a` partir de (5.3.9), on obtient
χˆ(k1, 0, k3) = χˆ(k3, 0, k1) = χˆ(−k1, 0, k3),
ce qui donne, d’apre`s (5.3.8), M I13 =M
I
31 = 0 et
M I11 =
∑
k∈Z3\{0}
|χˆ(k1, 0, k3)|2 k
2
1
|k|2 =
∑
k∈Z3\{0}
|χˆ(k3, 0, k1)|2 k
2
1
|k|2
=
∑
k∈Z3\{0}
|χˆ(k1, 0, k3)|2 k
2
3
|k|2
=M I33.
Alors, on obtient, puisque les H-mesures ont leur support inclus dans R3 × S2,
< M I11, |φ|2 > =<
1
2
(M I11 +M
I
22 +M
I
33), |φ|2 >
=<
1
2
(ξ21 + ξ
2
2 + ξ
2
3)ν, |φ|2 >=
1
2
< ν, |φ|2 ⊗ 1 > .
Or, d’apre`s la formule de Plancherel, on a∫
R3
F
(
(θ − χε)φ
)
F
(
(θ − χε)φ
)
dξ =
∫
R3
(θ − χε)2|φ|2 dx
=
∫
R3
(θ2 − 2θχε + χε)|φ|2 dx,
d’ou`, par la de´finition (5.1.1) et la convergence de χε vers θ dans L
∞(Ω) faible ∗,
< ν, |φ|2 ⊗ 1 >= lim
ε→0
∫
R3
(θ2 − 2θχε + χε)|φ|2 dx = θ(1− θ)
∫
R3
|φ|2 dx.
Ainsi, M I11 =M
I
33 =
θ(1− θ)
2
et on a
B∗ =
(
(1− θ)a+ θb)I3 − (b− a)2
2a
θ(1− θ)(I3 − e2 ⊗ e2) + o(δ2). (5.3.11)
Alors (4.3.4) combine´e avec (5.3.11) entraˆıne
AI∗(x) =
(
(1− θ)a+ θb)I3 − (b− a)2
2a
θ(1− θ)
(
I3 −R(x1)T (e2 ⊗ e2)R(x1)
)
+ o(δ2).
De plus, d’apre`s les de´finition (4.1.1) de τ et (4.2.3) de R, on a
R(x1)
T (e2 ⊗ e2)R(x1) = R(x1)T e2 ⊗R(x1)T e2 = τ(x1)⊗ τ(x1),
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ce qui donne le re´sultat. ¤
De´monstration du The´ore`me 5.3.4. On a
Bzε (x) =
(
aI3 + c χ
z
ε δ
)
I3 ou` χ
z
ε(x) := χ
z
(x
ε
)
p.p. x ∈ R3. (5.3.12)
Comme χz est Y (z)-pe´riodique on obtient que χzε converge vers sa moyenne θ faiblement ∗
dans L∞(Ω). Alors, a` partir du The´ore`me 5.1.4, de la Proposition 5.1.3 et de (5.3.12), on
de´duit
Bz∗ =
(
a(1− θ) + bθ
)
I3 − (b− a)
2
a
M II(z) + o(δ2), (5.3.13)
ou` pour tout i, j ∈ {1, 2, 3}
M II(z)ij =
∑
ω∈Z3z\{0}
|χˆz(ω)|2ωiωj|ω|2 , (5.3.14)
avec
Z
3
z :=
{
(P−1z )
Tk | k ∈ Z3} , χˆz(ω) := −∫
Y (z)
χz(y)e−2ipiy·ω dy,
et Pz :=

 1 0 00 1 0
d(z) 0 1

 .
En particulier, d’apre`s les de´finitions de Z3z et Pz, si ω := (ω1, ω2, ω3) ∈ Z3z alors il
existe k := (k1, k2, k3) ∈ Z3 tel que
ω1 = k1 − d(z)k3, ω2 = k2 et ω3 = k3. (5.3.15)
Puisque la fonction caracte´ristique χz est inde´pendante de la variable x2, on obtient
comme dans la de´monstration du The´ore`me 5.3.1
χˆz(ω1, ω2, ω3) = 0 si ω2 6= 0 ,
d’ou`
(M II)22 = (M
II)12 = (M
II)21 = (M
II)32 = (M
II)23 = 0 . (5.3.16)
De plus, en de´signant ω le vecteur de coefficients ωi de´finis par (5.3.15), on a
M II11 (z) =
∑
k1,k3∈Z
|ω|6=0
|χˆz(ω)|2 (k1 − d(z)k3)
2
|ω|2 ,
M II13 (z) =
∑
k1,k2∈Z
|ω|6=0
|χˆz(ω)|2k3(k1 − d(z)k3)|ω|2 ,
M II33 (z) =
∑
k1,k2∈Z
|ω|6=0
|χˆz(ω)|2 k
2
3
|ω|2 .
(5.3.17)
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Les formules (4.3.8) et (5.3.13) entraˆınent
AII∗ (x) =
(
a(1− θ) + bθ)I3 − (b− a)2
a
R(x1)
TM II(x)R(x1) + o(δ
2). (5.3.18)
Comme les formules (5.3.17) ne peuvent eˆtre facilement simplifie´es, on regarde la projec-
tion orthogonale de R(x1)
TM II(x)R(x1) sur l’espace vectoriel engendre´ par les matrices I3
et τ(x1)⊗ τ(x1). Dans ce but, on calcule la projection orthogonale de M II(z) sur
E := {αI3 + β(e2 ⊗ e2) | α, β ∈ R} .
Avec la Notation 5.3.3, M II(z) admet une unique de´composition orthogonale qui s’e´crit
M II(z) =
(
α0(z)I3 + β0(z)(e2 ⊗ e2)
)⊕M ′(z), (5.3.19)
ou` M ′(z) ∈ E⊥. Alors, pour tout α, β ∈ R,
M II(z) :
(
αI3 + β(e2 ⊗ e2)
)
= α(3α0(z) + β0(z)) + β(α0(z) + β0(z)) .
De plus, d’apre`s (5.3.16) on a
M II(z) :
(
αI3 + β(e2 ⊗ e2)
)
= α tr(M II(z)),
ce qui donne
β0(z) = −α0(z) et α0(z) = 1
2
tr(M II(z)) . (5.3.20)
Si on de´signe par νz la H-mesure associe´e a` la suite (θ − χzε), alors on a
< tr(M II(z)), |φ|2 > = < νz, |φ|2 ⊗ 1 >
= lim
ε→0
∫
R3
∣∣∣F(φ(θ − χzε))(ξ)∣∣∣2 dξ
= lim
ε→0
∫
R3
|φ(x)(θ − χzε(x))|2 dx
< tr(M II(z)), |φ|2 > =
∫
R3
θ(1− θ)|φ(x)|2 dx .
Donc tr(M II(z)) = θ(1− θ) et ainsi d’apre`s (5.3.19) et (5.3.20) on en de´duit
M II(z) =
θ(1− θ)
2
(
I3 − e2 ⊗ e2
)
+M ′(z) . (5.3.21)
Enfin, d’apre`s (5.3.18) et (5.3.21), on obtient (avec τ = τ(x1))
AII∗ (x) =
(
a(1− θ) + bθ − (b− a)
2
2a
θ(1− θ)
)
I3 +
(b− a)2
2a
θ(1− θ)(τ ⊗ τ)
+
(b− a)2
a
D∗(x) + o(δ
2),
ou`
D∗(x) := −R(x1)TM ′(x)R(x1). (5.3.22)
ce qui entraˆıne (5.3.4) d’apre`s (5.3.2). ¤
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Remarque 5.3.6. M ′(z) est donne´e par

M ′(z)22 =M
′(z)12 =M
′(z)21 =M
′(z)32 =M
′(z)23 = 0,
M ′(z)11 = −M ′(z)33 = 1
2
∑
ω∈Z3z\{0}
|χˆz(ω)|2 ω
2
1 − ω23
|ω|2 ,
M ′(z)13 =
∑
ω∈Z3z\{0}
|χˆz(ω)|2 ω1ω3|ω|2 .
(5.3.23)
En effet, comme
tr(M II(z)) = θ(1− θ) =
∑
ω∈Z3z\{0}
|χˆz(ω)|2 ,
on obtient par (5.3.21)
M ′(z) =M II(z)− 1
2
∑
ω∈Z3z\{0}
|χˆz(ω)|2 (I3 − e2 ⊗ e2),
alors les formules (5.3.14) et (5.3.16) entraˆınent (5.3.23).
5.4 Mode`les simplifie´s en e´lasticite´
5.4.1 Mode`les I et II
Pour le premier mode`le a` faible contraste on a le re´sultat suivant :
The´ore`me 5.4.1. On pose
AIε := (1− χIε)A1 + χIεA2 , (5.4.1)
ou` A1, A2 sont deux tenseurs d’ordre quatre homoge`nes (i.e. constants)et isotropes.
Soient νx la H-mesure associe´e a`
(
θ − χIε
)
et λ1, µ1 les coefficients de Lame´ de A
1.
On suppose que les coefficients de Lame´ µ2 et λ2 de A
2 s’e´crivent
µ2 := µ1 + δµ et λ2 := λ1 + δλ , (5.4.2)
ou` δ > 0 est petit et µ, λ ∈ R. Alors AIε H-converge vers AI∗ donne´e, pour tout e ∈ R3×3s ,
par
AI∗(x)e = A
1e+ θ(A2e−A1e)− δ2θ(1− θ)
[
2µ2
µ1
e+
2µλ+ λ2
2µ1 + λ1
tr(e)I3
− λµ
2µ1 + λ1
(
tr(e)(τ ⊗ τ) + (eτ · τ)I3
)
− µ
2
µ1
(
e(τ ⊗ τ) + τ ⊗ eτ
)]
+ δ2NI(x)e+ o(δ2),
(5.4.3)
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ou` τ = τ(x1) est donne´ par (4.1.1) et N
I(x) est le tenseur d’ordre quatre dont les coeffi-
cients sont donne´s par
(N I(x))ijkl :=
4(µ1 + λ1)
2µ1 + λ1
µ2
µ1
ξiξjξkξlνx (5.4.4)
pour tout i, j, k, l = 1, 2, 3 (voir Notation 5.1.5 pour la signification de ce dernier terme).
Remarque 5.4.2.
1. La H-mesure νx est parame´tre´e par x car ici il n’y a pas d’hypothe`se de pe´riodicite´.
2. Afin de comparer l’expression de AI∗ avec (4.2), on peut supposer de plus que µ
est petit. Cette hypothe`se nous permet d’e´liminer le terme NI(x) qui de´pend de la
H-mesure νx. Alors, le terme du deuxie`me ordre du de´veloppement (5.4.3) s’e´crit,
pour tout µ petit,
− θ(1− θ) 2µλ+ λ
2
2µ1 + λ1
tr(e)I3+ θ(1− θ) λµ
2µ1 + λ1
[
tr(e)(τ ⊗ τ) + (eτ · τ)I3
]
+ o(µ2) .
Par conse´quent, a` cause du terme supple´mentaire (eτ · τ)I3, la formule (5.4.3) ne
co¨ıncide pas (sous l’hypothe`se de faible contraste) avec le mode`le de biome´canique,
contrairement au cas de la conduction.
3. En fait, on peut seulement conclure que le cadre de l’e´lasticite´ line´arise´e combine´
avec l’hypothe`se de faible contraste ne valide pas le mode`le empirique. Une approche
alternative serait de commencer a` partir des lois de comportement non line´aires
(hypere´lasticite´) (voir Holzapfel [57], Ogden [77], Spencer [84]) et alors de line´ariser
autour de l’identite´. Cela pourrait permettre de conserver les termes anisotropes
supple´mentaires comme (eτ · τ)I3 et e(τ ⊗ τ) + τ ⊗ eτ , qui sont rejete´s dans notre
analyse. Cependant, cette approche plus complexe combinant hypere´lasticite´ et ho-
moge´ne´isation non pe´riodique de´passe le cadre de la pre´sente e´tude.
Pour le deuxie`me mode`le a` faible contraste on a le re´sultat suivant :
The´ore`me 5.4.3. on pose
AIIε := (1− χIIε )A1 + χIIε A2 , (5.4.5)
ou` A1, A2 sont deux tenseurs d’ordre quatre homoge`nes et isotropes. Soient ν ′x la H-me-
sure associe´e a` la suite (θ−χIIε ) et λ1, µ1 les coefficients de Lame´ de A1. On suppose que
les coefficients de Lame´ µ2 et λ2 de A
2 s’e´crivent
µ2 := µ1 + δµ et λ2 := λ1 + δλ , (5.4.6)
ou` δ > 0 est petit et µ, λ ∈ R. Alors AIIε H-converge vers AII∗ donne´e, pour tout e ∈ R3×3s ,
par
AII∗ (x)e = A
I
∗(x)e+ δ
2
(
NII(x)e−NI(x)e+P(x)e)+ o(δ2), (5.4.7)
ou` NI(x) est donne´ par (5.4.4) et NII(x), P(x) sont les tenseurs d’ordre quatre dont les
coefficients sont donne´s par
(N II(x))ijkl :=
4(µ1 + λ1)
2µ1 + λ1
µ2
µ1
ξiξjξkξlν
′
x , (5.4.8)
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et
P (x)ijkl =
µ2
µ1
(
δik(D∗(x))jl + δil(D∗(x))jk + δjk(D∗(x))il + δjl(D∗(x))ik
)
+
2λµ
2µ1 + λ1
(
δkl(D∗(x))ij + δij(D∗(x))kl
)
,
(5.4.9)
pour tout i, j, k, l = 1, 2, 3, avec D∗(x) la fonction a` valeurs matricielles donne´e par (5.3.5).
Remarque 5.4.4. Le terme du deuxie`me ordre du de´veloppement (5.4.3) s’e´crit, pour
tout µ petit,
− θ(1− θ) 2µλ+ λ
2
2µ1 + λ1
tr(e) I3 + θ(1− θ) λµ
2µ1 + λ1
(
tr(e)(τ ⊗ τ) + (eτ · τ)I3
)
+
2λµ
2µ1 + λ1
(
tr(e)D∗(x) + (D∗(x) : e)I3
)
+ o(µ2) .
Ainsi, d’apre`s la Remarque 5.4.2, au deuxie`me ordre la diffe´rence entre les deux mode`les
est donne´e pour tout µ petit par
2λµ
2µ1 + λ1
(
tr(e)D∗(x) + (D∗(x) : e)I3
)
+ o(µ2).
En particulier, les deux mode`les co¨ıncident quand l’orientation des fibres est localement
constante.
5.4.2 Mode`le III
Les mode`les I et II ne permettant pas de valider celui de biome´canique en e´lasticite´ malgre´
l’hypothe`se de faible contraste, on introduit un nouveau mode`le. D’apre`s [19, 20], on sait
que le premier mode`le en conduction correspond localement a` la distribution pe´riodique de
fibres d’orientation constante. Ceci peut eˆtre facilement e´tendu au cas de l’e´lasticite´. On
est alors ramene´ a` une microstructure pe´riodique avec des fibres d’orientation constante
τ . Comme dans les mode`les pre´ce´dent τ de´pend de z1 mais l’on omet cette de´pendance.
Alors sur ce troisie`me mode`le on se focalise sur l’anisotropie davantage que sur la non
pe´riodicite´.
On fixe z ∈ R3. Posons τ := τ(z1) et R := R(z1) de´fini par (4.2.3). Soit χ#C la fonction
Y3-pe´riodique de´finie dans Y3 comme e´tant la fonction caracte´ristique du cylindre C
′ donne´
par (4.3.1). On a le re´sultat suivant :
The´ore`me 5.4.5. On pose
AIIIε := (1− χτε)A1 + χτεA2 avec χτε(x) := χ#C
(
Rx
ε
)
, (5.4.10)
ou`A1,A2 ∈M4(α, β; Ω). On supposeA1 homoge`ne et isotrope de coefficients de Lame´ µ1, λ1
et A2 donne´, pour tout e ∈ R3×3s , par
A2e = A1e+ δ (eτ · τ)(τ ⊗ τ), (5.4.11)
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ou` δ > 0 est petit. Alors, pour tout δ > 0 petit, AIIIε H-converge vers A
III
∗ donne´e, pour
tout e ∈ R3×3s , par
AIII∗ e = A
1e+ θ(A2e−A1e)− κ(ν, τ)δ2 µ1 + λ1
µ1(2µ1 + λ1)
(eτ · τ)(τ ⊗ τ) + o(δ2), (5.4.12)
avec κ(ν, τ) donne´e par (voir Notation 5.1.5)
κ(ν, τ) =
3∑
m,n,p,q=1
τmτnτpτqξmξnξpξqν
τ , (5.4.13)
ou` ντ est la H-mesure associe´e a` la suite (θ − χτε).
Remarque 5.4.6.
1. La formule (5.4.12) montre la validite´ du mode`le λtr(e)+ 2µe+α(eτ · τ)(τ ⊗ τ) (au
deuxie`me ordre) sous l’hypothe`se de faible contraste.
2. D’apre`s la Proposition 5.1.3 et (5.4.13) on a que κ(ν, τ) est constante. De plus, par
la Notation 5.1.5 l’e´galite´ (5.4.13) se lit : pour toute φ ∈ C∞c (Ω) telle que
∫
Ω
φ = 1,
κ(ν, τ) =
3∑
m,n,p,q=1
(τmτnτpτq) < ν
τ , φ⊗ ξmξnξpξq > .
En appliquant la Proposition 5.1.3 la constante κ(ν, τ) peut eˆtre e´crite comme une
se´rie. Par exemple, dans le cas τ = e2, un calcul simple conduit a`
κ(ν, e2) =
∑
k∈Z3\{0}
|χˆk|2 k
4
2
|k|4 avec χˆk = −
∫
Y3
(θ − χe2ε )(y)e−2ipik·y dy,
qui ne peut eˆtre facilement simplifie´.
De la meˆme manie`re, on peut obtenir une matrice effective avec une H-correction
nulle.
Proposition 5.4.7. Conside´rons AIIIε de´finie par (5.4.10) avec A
1 isotrope et A2 donne´e,
pour tout e ∈ R3×3s , par
A2e = A1e+ δ tr(e)(τ ⊗ τ), (5.4.14)
ou` δ > 0 est petit. Alors, pour tout δ > 0 petit, AIIIε H-converge vers A
III
∗ donne´e pour
tout e ∈ R3×3s par :
AIII∗ e = A
1e+ θ(A2e−A1e) + o(δ2), (5.4.15)
5.4.3 De´monstrations des The´ore`mes 5.4.1, 5.4.3 et 5.4.5
De´monstration du The´ore`me 5.4.1. Une premie`re approche consisterait a` obtenir
un re´sultat d’homoge´ne´isation non pe´riodique en e´lasticite´ qui e´tend le The´ore`me 4.3.1
de la conduction. Cependant, en e´lasticite´, l’isotropie ne permet pas, par changement
de variable, d’obtenir une formule aussi simple que la formule homoge´ne´ise´e (4.3.4) de
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la conduction. Afin d’e´viter ces difficulte´s, on adopte une autre strate´gie en utilisant la
formule (5.3.2) de la conduction et le The´ore`me 5.2.1.
Dans le cas de la conduction, AIε est donne´e par
AIε = aI3 + cδχ
I
εI3.
De la de´finition de χIε et par application du Lemme 2.6 de [19] (voir aussi le Lemme 4.2.1,
chapitre 4, page 86) on obtient que χIε converge faiblement ∗ dans L∞(Ω) vers θ := pir2.
Ainsi la suite (θ − χIε) de´finit une H-mesure νx. Alors, a` partir du The´ore`me 5.1.4, on
de´duit
AI∗(x) = aI3 + c δθI3 −M I(x)δ2 + o(δ2),
ou` ,pour tout i, j = 1, 2, 3,
(M I)ij(x) :=
c2
a
ξiξjνx.
D’un autre cote´, par le The´ore`me 5.3.1 on a
AI∗ = aI3 + c δθI3 −
(b− a)2
a
θ(1− θ)
2
(
I3 − τ ⊗ τ
)
+ o(δ2).
Donc, pour tout i, j = 1, 2, 3,
ξiξjνx =
θ(1− θ)
2
(
δij − τi(x)τj(x)
)
. (5.4.16)
Rappelons que par la Notation 5.1.5, la formule (5.4.16) se lit, pour tout i, j = 1, 2, 3,
∀ φ ∈ C∞c (Ω), < νx, φ⊗ ξiξj >=
θ(1− θ)
2
∫
Ω
(
δij − τi(x)τj(x)
)
φ(x) dx.
En e´lasticite´ line´arise´e, on a par (5.4.1) et (5.4.2)
AIε(x) = λ1(I3 ⊗ I3) + 2µ1I+ δ χIε(x)
(
λ(I3 ⊗ I3) + 2µI
)
.
Alors, par le The´ore`me 5.2.1 le tenseur effectif s’e´crit
AI∗(x) = λ1(I3 ⊗ I3) + 2µ1I+ δ θ
(
λ(I3 ⊗ I3) + 2µI
)
− δ2MI(x) + o(δ2), (5.4.17)
ou` par (5.2.4) les coefficients de MI(x) sont donne´s par
(M I(x))ijkl =
µ2
µ1
(δikξjξlνx + δilξjξkνx + δjkξiξlνx + δjlξiξkνx)
+
2λµ
2µ1 + λ1
(δklξiξjνx + δklξkξlνx) + θ(1− θ) λ
2
2µ1 + λ1
δijδkl
− 4(µ1 + λ1)
2µ1 + λ1
µ2
µ1
ξiξjξkξlνx.
(5.4.18)
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On utilise (5.4.16) pour de´terminer explicitement les premiers termes de MI(x). A` partir
de (5.4.16) et (5.4.18) on de´duit, pour tout i, j = 1, 2, 3,
(MI(x)e)ij = θ(1− θ) 2µ
2
µ1
eij + θ(1− θ) 2µλ+ λ
2
2µ1 + λ1
tr(e)δij
− θ(1− θ)
2
µ2
µ1
(
2(eτ)iτj + 2(eτ)jτi
)
− θ(1− θ) λµ
2µ1 + λ1
(
tr(e)τiτj + (eτ · τ)δij
)
− (NI(x)e)ij,
ou` NI(x) est donne´ par (5.4.4). Ce qui entraˆıne
MI(x)e = θ(1− θ) 2µ
2
µ1
e+ θ(1− θ) 2µλ+ λ
2
2µ1 + λ1
tr(e)I3
− θ(1− θ) µ
2
µ1
(
e(τ ⊗ τ) + τ ⊗ eτ
)
− θ(1− θ) λµ
2µ1 + λ1
(
tr(e)(τ ⊗ τ) + (eτ · τ)I3
)
−NI(x)e.
(5.4.19)
Alors a` partir de (5.4.17) et (5.4.19) on obtient (5.4.3). ¤
Remarque 5.4.8. Le dernier terme est plus complique´. Par exemple, conside´rons le cas
plus simple d’une microstructure pe´riodique. Soit χ#C la fonction Y3-pe´riodique de´finie
sur Y3 comme e´tant la fonction caracte´ristique du cylindre C
′ de´fini par (4.3.1) et po-
sons χε(x) := χ
#
C
(
x
ε
)
. Soit ν la H-mesure associe´ a` (θ − χε), alors on obtient par la
Proposition 5.1.3, pour tout i, j, k, l = 1, 2, 3,
ξiξjξkξlν =
∑
n∈Z3\{0}
|χˆ(n)|2 ninjnknl|n|4 , ou` χˆ(n) :=
∫
Y3
χ#C (x)e
−2ipix·n dx.
Ainsi les simplifications faites dans le cas de la conduction sur les termes ξiξjν ne sont
plus possibles.
De´monstration du The´ore`me 5.4.3. On adopte la meˆme strate´gie que dans la de´-
monstration du The´ore`me 5.4.1 afin d’e´viter d’utiliser un the´ore`me d’homoge´ne´isation
non pe´riodique (analogue au The´ore`me 4.3.1).
Soit D le disque de centre (1
2
, 1
2
) et de rayon r. On conside`re σnε donne´e par (4.2.3).
D’apre`s (4.2.9), χIIε s’e´crit
χIIε (x) =
n(ε)∑
n=1
χC
(
σnε x
ε
)
χΩnε ,
ou` χC est la fonction caracte´ristique du disque C donne´ par (4.2.5). Donc, d’apre`s le
Lemme 4.2.1, χIIε converge faiblement ∗ dans L∞(Ω) vers |D| = θ.
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Dans le cas de la conduction, AIIε s’e´crit
AIIε = aI3 + c δ1− χIIε I3.
Alors, par le The´ore`me 5.1.4, on a
AII∗ (x) = aI3 + c δθI3 − δ2M II(x) + o(δ2),
ou`, pour tout i, j = 1, 2, 3,
(M II(x))ij :=
c2
a
ξiξjν
′
x.
D’autre part, d’apre`s le The´ore`me 5.3.4, on a
AII∗ (x) = aI3 + c δθI3 −
(b− a)2
a
θ(1− θ)
2
(
I3 − τ(x1)⊗ τ(x1)
)
+
(b− a)2
a
D∗(x) + o(δ
2).
On en de´duit, pour tout i, j = 1, 2, 3,
ξiξjν
′
x =
θ(1− θ)
2
(
δij − τi(x)τj(x)
)
− (D∗(x))ij. (5.4.20)
En e´lasticite´ line´arise´e, par (5.4.5) et (5.4.6), on a
AIIε (x) = λ1(I3 ⊗ I3) + 2µ1I+ δ χIIε (x)
(
λ(I3 ⊗ I3) + 2µI
)
,
D’apre`s le The´ore`me 5.2.1, on obtient
AII∗ (x) = λ1(I3 ⊗ I3) + 2µ1I+ δ θ
(
λ(I3 ⊗ I3) + 2µI
)
− δ2MII(x) + o(δ2),
ou`, d’apre`s (5.2.4), les coefficients de MII(x) sont donne´s par
(M II(x))ijkl :=
µ2
µ1
(δikξjξlν
′
x + δilξjξkν
′
x + δjkξiξlν
′
x + δjlξiξkν
′
x)
+
2λµ
2µ1 + λ1
(δklξiξjν
′
x + δijξkξlν
′
x) + θ(1− θ)
λ2
2µ1 + λ1
δijδkl
− 4(µ1 + λ1)
2µ1 + λ1
µ2
µ1
ξiξjξkξlν
′
x,
(5.4.21)
pour tout 1 ≤ i, j, k, l ≤ 3. A` partir de (5.4.20) on en de´duit, pour tout 1 ≤ i, j, k, l ≤ 3,
M IIijkl(x) = θ(1− θ)
µ2
µ1
(δikδjl + δilδjk) + θ(1− θ) 2µλ+ λ
2
2µ1 + λ1
δijδkl
− θ(1− θ) µ
2
2µ1
(δikτjτl + δilτjτk + δjkτiτl + δjlτiτk)
− θ(1− θ) λµ
2µ1 + λ1
(δklτiτj + δijτkτl)− (NII(x))ijkl −P(x)ijkl,
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ou` NII et P sont donne´s par (5.4.8) et (5.4.9). Finalement, on obtient pour tout e ∈ R3×3s
MII(x)e = θ(1− θ) 2µ
2
µ1
e+ θ(1− θ) 2µλ+ λ
2
2µ1 + λ1
tr(e) I3
− θ(1− θ) µ
2
µ1
(
e(τ ⊗ τ) + τ ⊗ eτ
)
− θ(1− θ) λµ
2µ1 + λ1
(
tr(e)(τ ⊗ τ) + (eτ · τ)I3
)
−NII(x)e−P(x)e,
ce qui entraˆıne (5.4.7). ¤
De´monstration du The´ore`me 5.4.5. Tout d’abord remarquons que
3∑
k,l=1
τkτlξkξlν
τ = 0, (5.4.22)
qui est une conse´quence imme´diate de (5.4.16). De (5.4.11) on de´duit, pour tout i, j, k, l
dans {1, 2, 3},
(A2 − A1)ijkl = δ τiτjτkτl note´ A2 −A1 = δ τ ⊗ τ ⊗ τ ⊗ τ, (5.4.23)
ainsi d’apre`s (5.4.10) on a
AIIIε (x) = A
1 + δ χτε(x) τ ⊗ τ ⊗ τ ⊗ τ.
Alors, par le The´ore`me 5.2.1, on obtient que AIIIε H-converge vers le tenseur A
III
∗ qui
ve´rifie
AIII∗ = A
1 + θ (A2 −A1)− δ2MIII + o(δ2),
ou` par (5.2.3) les coefficients de MIII sont donne´s par
M IIIijkl =
1
µ1
3∑
m,p,q=1
ξmξpµ
τ
ijpq,qmkl
+
µ1 + λ1
µ1(2µ1 + λ1)
3∑
m,n,p,q=1
ξmξnξpξqµ
τ
ijpq,mnkl,
pour tout i, j, k, l = 1, 2, 3, avec µτ la H-mesure associe´e a` la suite (θ−χτε)(τ ⊗ τ ⊗ τ ⊗ τ).
A` partir de (5.4.23) et (5.1.1) on obtient pour chaque φ1, φ2 ∈ C∞c (Ω), ψ ∈ C(S2)
〈
µτijpq,mnkl, φ1φ2 ⊗ ψ
〉
= lim
ε→0
∫
R3
F ((θ − χτε)τiτjτpτqφ1)F ((θ − χτε)τmτnτkτlφ2)ψ
(
ξ
|ξ|
)
dξ
= τiτjτpτq τmτnτkτl lim
ε→0
∫
R3
F ((θ − χτε)φ1)F ((θ − χτε)φ2)ψ
(
ξ
|ξ|
)
dξ,
pour tout i, j, k, l,m, n, p, q = 1, 2, 3. Alors, pour tout i, j, k, l,m, n, p, q = 1, 2, 3, on a
µτijpq,mnkl = τiτjτpτq τmτnτkτl ν
τ , (5.4.24)
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ce qui entraˆıne
M IIIijkl =
τiτjτkτl
µ1
3∑
m,p,q=1
τ 2q τpτmξmξpν
τ
+
(µ1 + λ1) τiτjτkτl
µ1(2µ1 + λ1)
3∑
m,n,p,q=1
τmτnτpτqξmξnξpξqν
τ .
A` partir de (5.4.22) et |τ | = 1, on de´duit
3∑
m,p,q=1
τ 2q τpτmξmξpν
τ =
3∑
m,p=1
τpτmξmξpν
τ = 0,
d’ou`
M IIIijkl = τiτjτkτl
(µ1 + λ1)
µ1(2µ1 + λ1)
κ(ν, τ),
pour tout i, j, k, l = 1, 2, 3, ou` κ(ν, τ) est donne´e par (5.4.13). ¤
De´monstration de la Proposition 5.4.7. On proce`de comme dans la de´monstration
du The´ore`me 5.4.5. A` partir de (5.4.14) on de´duit, pour tout i, j, k, l = 1, 2, 3,
(A2 − A1)ijkl = δ τiτjδkl.
Alors on a de fac¸on similaire a` (5.4.24)
µτijpq,mnkl = τiτjδpq τmτnδkl ν
τ ,
pour tout i, j, k, l,m, n, p, q = 1, 2, 3 et donc
AIII∗ = A
1 + θ (A2 −A1)− δ2MIII + o(δ2),
ou`
M IIIijkl :=
τiτjδkl
µ1
3∑
m,p,q=1
δpqτqτmξmξpν
τ
+
µ1 + λ1
µ1(2µ1 + λ1)
τiτjδkl
3∑
m,n,p,q=1
δpqτmτnξmξnξpξqν
τ .
D’apre`s (5.4.22), on a
3∑
m,p,q=1
δpqτqτmξmξpν
τ =
3∑
m,p=1
τpτmξmξpν
τ = 0,
et comme la H-mesure ντ a son support inclus dans Ω× S2 on a aussi
3∑
m,n,p,q=1
δpqτmτnξmξnξpξqν
τ =
3∑
m,n,p=1
τmτnξmξnξ
2
pν
τ
=
3∑
m,n=1
τmτnξmξn|ξ|2ντ =
3∑
m,n=1
τmτnξmξnν
τ
= 0,
ce qui conduit au re´sultat cherche´. ¤
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Chapitre 6
Homoge´ne´isation a` fort contraste
Introduction
En homoge´ne´isation a` fort contraste, le proble`me d’un milieu renforce´ par des fibres
tient une place importante. Fenchenko et Khruslov [51] ont e´te´ les premiers a` obtenir des
effets non locaux en conside´rant ce type de proble`mes ou` les fibres sont suppose´es de forte
conductivite´ baignant dans un milieu de faible conductivite´. Ces re´sultats ont e´te´s e´tendus
dans divers cas (voir [10], [11], [24], [34]). Plus particulie`rement, dans [10] et [11], Bellieud
et Bouchitte´ conside`rent des re´seaux pe´riodiques de fibres de faible et forte conductivite´
pour lesquels le proble`me homoge´ne´ise´ est non local. Dans le cas de faible conductivite´
on conside`re le mode`le de double porosite´ pour lequel des effets non locaux apparaissent
dans le proble`me homoge´ne´ise´ (voir [3] et [93]). Ces diffe´rents re´sultats ont e´te´s obtenus
par la me´thode de convergence a` deux e´chelles et donc sont fortement lie´s a` la pe´riodicite´
des microstructures conside´re´es.
Dans ce chapitre, on obtient la formulation en homoge´ne´isation a` fort contraste du
mode`le I de fibres non pe´riodiques pre´sente´ dans le chapitre 4. Dans [3], Allaire a obtenu
le proble`me homoge´ne´ise´ correspondant au cas d’inclusions pe´riodiques de conductivite´
ε2 dans un milieu connexe et re´gulier de conductivite´ 1. La me´thode employe´e e´tant celle
de la convergence a` deux e´chelles, celle-ci ne peut eˆtre adapte´e simplement au cas des
mode`les de fibres non pe´riodiques. Dans un premier temps, on donne (The´ore`me 6.1.1)
une autre approche du cas pe´riodique en dimension deux par la me´thode des fonctions
test de Tartar. Ensuite, on e´tudie le cas de fibres de conductivite´ 1 baignant dans un
milieu de faible conductivite´ d’ordre ε2, pour le mode`le I. La me´thode employe´e est
base´e sur celle du cas pe´riodique en construisant des fonctions test par recollement des
fonctions test correspondant a` chaque couche. Mais, les fonctions test conside´re´es dans
le cas pe´riodique n’e´tant plus ne´cessairement nulles en dehors des fibres, il est ne´cessaire
d’introduire des fonctions cut-off au niveau de chaque couche pour assurer la continuite´ a`
l’interface entre deux couches. On obtient alors (The´ore`me 6.2.1) que, pour la solution uε
de (1ε), le couple
(
(1− χωε)uε, χωεuε
)
converge L2(Ω)2 faible vers
(
(1− θ)u, θv) ou` (u, v)
122 Homoge´ne´isation a` fort contraste de microstructures non pe´riodiques
est la solution du proble`me homoge´ne´ise´

−div((τ ⊗ τ)∇v)+ γ2(v − u) = 0 dans Ω
θ(u− v) = γ−12 f dans Ω
v(τ · ~ν) = 0 sur ∂Ω,
(4.2)
ou` τ est la direction des fibres, ~ν la normale exte´rieure a` ∂Ω et γ2 une constante ne
de´pendant que des fibres d’orientation l’axe des x2.
Dans le cas du mode`le II, il n’est pas possible de construire une suite de fonctions
re´gularisantes approchant les fonctions caracte´ristiques des couches et telles que leurs
gradients ve´rifient les bonnes estimations car la largeur des range´es de fibres est du meˆme
ordre que le rayon des fibres. Ce proble`me reste actuellement un travail en cours. Dans ce
cas l’effet de double porosite´ devrait de´pendre de la variation de l’angle des fibres.
Le chapitre est organise´ comme suit. Dans le section 6.1, on conside`re, via une ap-
proche par fonctions test, le cas pe´riodique bidimensionnel d’un mate´riau de faible conduc-
tivite´ injecte´ dans un mate´riau de forte conductivite´. Dans la section 6.2, on conside`re le
proble`me de renforcement par des fibres pour le mode`le I.
6.1 Cas pe´riodique d’inclusions de faible conducti-
vite´ : une autre approche
Dans cette section, on conside`re, en dimension 2, une distribution pe´riodique d’inclusions
de faible conductivite´ baignant dans un milieu de forte conductivite´. Le re´sultat obtenu
a de´ja` e´te´ e´tabli dans [3] par la me´thode de convergence a` deux e´chelles. Ici on propose
une autre approche par la me´thode des fonctions test de Tartar.
6.1.1 Mode`le de double porosite´ bidimensionnel pe´riodique
Soient Ω un ouvert borne´ de R2 a` bord re´gulier et Q un ouvert de Y2 :=]0, 1]
2. On pose :
Aε(x) := A
#
ε
(x
ε
)
ou` A#ε (x) :=
{
ε2I2 si x ∈ Q,
I2 si x ∈ Y2\Q. (6.1.1)
Soit f ∈ H−1(Ω) et uε la solution de{ −div(Aε∇uε) = f dans Ω,
uε = 0 sur ∂Ω.
(6.1.2)
On de´finit A0 par
∀ λ ∈ R2, A0λ =
∫
Y2\Q
∇V λ dy, (6.1.3)
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ou` V λ est la solution de{
∆V λ = 0 dans Y2\Q,
V λ − λ · y est Y2-pe´riodique de moyenne nulle.
(6.1.4)
D’apre`s [42], A0 est la matrice homoge´ne´ise´e associe´e au milieu pe´riodique perfore´ par
Q, i.e. A0 est la matrice homoge´ne´ise´e du mate´riau pe´riodique de conductivite´ isotrope
valant 0 dans Q et 1 dans le milieu exte´rieur. On pose{
ωε := Ω ∩Q#ε
Ωε := Ω\ωε,
avec Q#ε :=
⋃
k∈Z2
(εQ+ εk). (6.1.5)
On a alors le re´sultat suivant :
The´ore`me 6.1.1. On suppose que Q est un ouvert borne´ de Y2 tel que Y2\Q soit a` bord
Lipschitz, R2\Q#ε soit un ouvert connexe de R2, θ := |Q| > 0 et 1 − θ > 0. Alors la
solution uε de (6.1.2) ve´rifie les convergences{
χΩε uε −⇀ (1− θ)u L2(Ω) faible
χωε uε −⇀ θv L2(Ω) faible,
(6.1.6)
ou` (u, v) est la solution du proble`me couple´


−div(A0∇u) + 1〈W 〉Q
(u− v) = 0 dans Ω
v − u = 〈W 〉Q f dans Ω
u = 0 sur ∂Ω,
(6.1.7)
avec A0 donne´e par (6.1.3) et 〈W 〉Q la moyenne sur Q de la solution W ∈ H1#(Y2) du
proble`me auxiliaire { −∆W = 1 dans Q,
W = 0 dans Y2\Q. (6.1.8)
6.1.2 De´monstration du The´ore`me 6.1.1
D’apre`s le The´ore`me 3.2.10, il existe C > 0 telle que
||uε||2L2(Ω) ≤ C
∫
Ω
Aε∇uε · ∇uε dx = C
∫
Ω
fuε dx ≤ c ||uε||L2(Ω), (6.1.9)
d’ou` uε est borne´e dans L
2(Ω). De plus, χΩε et χωε sont borne´es dans L
∞(Ω), ce qui
entraˆıne les convergences (6.1.6). Pour montrer que (u, v) est solution du proble`me (6.1.7)
on proce`de en deux e´tapes. Dans la premie`re e´tape on montre que (u, v) ve´rifie
v − u = 〈W 〉Q f p.p. dans Ω, (6.1.10)
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et dans la deuxie`me e´tape on montre que u est solution de{ −div(A0∇u) = f dans Ω
u = 0 sur ∂Ω.
(6.1.11)
Premie`re e´tape : De´monstration de (6.1.10).
On pose wε(x) := W (
x
ε
) p.p. x ∈ Ω. Soit ϕ ∈ C∞c (Ω), alors ϕwε ∈ H10 (Ω). En pre-
nant (ϕwε) comme fonction test dans (6.1.2) on obtient∫
Ω
Aε∇uε · ∇(ϕwε) dx =
∫
Ω
fϕwε dx −→
ε→0
∫
Ω
fϕ 〈W 〉Y2 dx. (6.1.12)
Par mise a` l’e´chelle de la deuxie`me e´galite´ de (6.1.8) on a wε = 0 dans Ωε, d’ou`∫
Ω
Aε∇uε · ∇(ϕwε) dx−
∫
Ω
Aε∇wε · ∇(ϕuε) dx
= ε2
(∫
ωε
∇uε · ∇ϕ wε dx+
∫
ωε
∇uε · ∇wε ϕ dx
−
∫
ωε
∇wε · ∇ϕ uε dx−
∫
ωε
∇wε · ∇uε ϕ dx
)
= ε
(∫
ωε
ε∇uε · ∇ϕ wε dx−
∫
ωε
ε∇wε · ∇ϕ uε dx
)
.
(6.1.13)
Or, on a d’apre`s (6.1.9)
||wε||L2(Ω) ≤ c ||W ||L2(Q) et ||ε∇uεχωε||L2(Ω) ≤
∫
Ω
Aε∇uε · ∇uε dx ≤ c ||uε||L2(Ω) ≤ c,
et, par mise a` l’e´chelle, ||ε∇wε||L2(Ω) ≤ c ||∇W ||L2(Q), ce qui combine´ avec l’e´galite´ (6.1.13)
entraˆıne ∣∣∣∣
∫
Ω
Aε∇uε · ∇(ϕwε) dx−
∫
Ω
Aε∇wε · ∇(ϕuε) dx
∣∣∣∣ −→ε→0 0. (6.1.14)
Il reste alors a` de´terminer la limite, lorsque ε tend vers 0, de
∫
Ω
Aε∇wε · ∇(ϕuε) dx.
D’apre`s (6.1.8), on a∫
Q
∇W · ∇1 dy =
∫
Q
1 dy +
∫
∂Q
∂W
∂~ν
dσ, ou`
∂W
∂~ν
:= ∇W · ~ν,
avec ~ν la normale exte´rieure a` Q, donc∫
∂Q
∂W
∂~ν
dσ = −θ.
Alors, pour toute V ∈ H1(Y2), on obtient∫
Q
∇V · ∇W dy =
∫
Q
V dy +
∫
∂Q
∂W
∂~ν
V dσ
=
∫
Q
V dy − θ 〈V 〉Y2\Q +
∫
∂Q
∂W
∂~ν
(
V − 〈V 〉Y2\Q
)
dσ,
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d’ou`, puisque Y2\Q est a` bord Lipschitz, par l’ine´galite´ de Poincare´-Wirtinger, on a
∣∣∣∣
∫
Q
∇V · ∇W dy −
∫
Q
V dy +
θ
1− θ
∫
Y2\Q
V dy
∣∣∣∣ ≤ ∣∣∣∣∣∣∂W∂~ν
∣∣∣∣∣∣
H−
1
2 (∂Q)
∣∣∣∣∣∣V − 〈V 〉Y2\Q
∣∣∣∣∣∣
H
1
2 (∂Q)
≤ c
∣∣∣∣∣∣V − 〈V 〉Y2\Q
∣∣∣∣∣∣
H1(Y2\Q)
≤ c ||∇V ||L2(Y2\Q).
(6.1.15)
On e´tend uε par 0 en dehors de Ω et on pose, pour tout k ∈ Z2, V kε (y) := (ϕuε)(εy+ εk),
Y kε := εY2+εk et Q
k
ε := εQ+εk. Alors V
k
ε ∈ H1(Y2) et en prenant V = V kε dans l’ine´galite´
pre´ce´dente, on obtient par changement de variable x := εy + εk,
∫
Q
∇V kε · ∇W dy −
∫
Q
V kε dy +
θ
1− θ
∫
Y2\Q
V kε dy
= ε2
∫
Qkε
∇(ϕuε) · ∇wε dx
ε2
−
∫
Qkε
ϕuε
dx
ε2
+
θ
1− θ
∫
Y kε \Q
k
ε
ϕuε
dx
ε2
=
1
ε2
(
ε2
∫
Qkε
∇(ϕuε) · ∇wε dx−
∫
Qkε
ϕuε dx+
θ
1− θ
∫
Y kε \Q
k
ε
ϕuε dx
)
(6.1.16)
et
||∇V kε ||2L2(Y2\Q) =
∫
Y kε \Q
k
ε
∣∣∇V kε (x−kε )∣∣2 dxε2 =
∫
Y kε \Q
k
ε
|ε∇(ϕuε)|2 dx
ε2
=
∫
Y kε \Q
k
ε
|∇(ϕuε)|2 dx.
(6.1.17)
On de´duit de (6.1.15), (6.1.16) et (6.1.17)
∣∣∣∣ε2
∫
Qkε
∇(ϕuε) · ∇wε dx−
∫
Qkε
ϕuε dx+
θ
1− θ
∫
Y kε \Q
k
ε
ϕuε dx
∣∣∣∣ ≤ c ε2||∇(ϕuε)||L2(Y kε \Qkε ).
Soit K(ε) := {k ∈ Z2 | Qkε ∩ Ω 6= ∅} alors #K(ε) ≤ c ε−2. En sommant l’ine´galite´
pre´ce´dente sur les k ∈ K(ε), on obtient d’apre`s l’ine´galite´ de Cauchy-Schwarz
∣∣∣∣
∫
ωε
ε2∇(ϕuε) · ∇wε dx−
∫
ωε
ϕuε dx+
θ
1− θ
∫
Ωε
ϕuε dx
∣∣∣∣
≤ c ε2
∑
k∈K(ε)
(∫
Y kε \Q
k
ε
|∇(ϕuε)|2 dx
) 1
2
≤ c ε2(#K(ε)) 12 ||∇(ϕuε)||L2(Ωε)
≤ c ε||∇(ϕuε)||L2(Ωε) −→
ε→0
0,
(6.1.18)
car ||∇uεχΩε||L2(Ω) ≤
∫
Ω
Aε∇uε · ∇uε dx ≤ c. Puisque wε = 0 sur Ωε, la conver-
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gence (6.1.18) et les convergences (6.1.6) entraˆınent∫
Ω
Aε∇wε · ∇(ϕuε) dx =
∫
ωε
ε2∇(ϕuε) · ∇wε dx
=
∫
ωε
ϕuε dx− θ
1− θ
∫
Ωε
ϕuε dx+ o(ε)
−→
ε→0
θ
∫
Ω
ϕ(v − u) dx.
Alors d’apre`s (6.1.12) et (6.1.14), on obtient par unicite´ de la limite
θ
∫
Ω
ϕ(v − u) dx =
∫
Ω
fϕ 〈W 〉Y2 dx,
et donc, puisque W = 0 dans Y2\Q et θ = |Q|,
v − u = f 〈W 〉Q p.p. dans Ω.
Deuxie`me e´tape : De´monstration de (6.1.11).
Soient ξ la limite L2(Ω)2 faible, a` une sous-suite pre`s, de Aε∇uε. Alors pour mon-
trer (6.1.11), il suffit de montrer que u ∈ H10 (Ω) et que ξ = A0∇u. Pour cela on utilise
la me´thode des fonctions test de Tartar adapte´e au cas d’un milieu perfore´. L’approche
employe´e e´tant classique (voir [42]), on ne donne ci-dessous que les principales e´tapes.
Soient λ ∈ R2 fixe´, V λ la solution de (6.1.4) et V˜ λ l’extension de V λ a` R2 qui ve´-
rifie V˜ λ ∈ H1loc(R2) (une telle extension est possible car Q est re´gulier). On de´finit vλε
par vλε (x) := εV˜
λ
(
x
ε
)
p.p. x ∈ R2. Soit ϕ ∈ C∞c (Ω). En prenant (ϕvλε ) comme fonction
test dans (6.1.2) puis dans (6.1.4) (apre`s changement d’e´chelle), on obtient par passage a`
la limite
lim
ε→0
∫
Ωε
∇vλε · ∇ϕ uε dx =
∫
Ω
ξ · ∇ϕ (λ · x) dx−
∫
Ω
fϕ (λ · x) dx. (6.1.19)
Pour de´terminer la limite dans le membre de gauche de la pre´ce´dente e´galite´ on utilise un
ope´rateur de prolongement comme dans la de´monstration de la Proposition 3.2.10, page 62.
Soit Ω˜ un ouvert borne´ de R2 tel que Ω ⋐ Ω˜. On note Eε := R
2\Q#ε , ou` Q#ε est donne´
par (6.1.5), alors Eε est connexe. D’apre`s le The´ore`me 2.1 de [1], il existe un ope´rateur
de prolongement Pε : H
1(Ω˜ ∩ Eε)→ H1loc(Ω˜) et une constante κ > 0, inde´pendante de ε
et Ω˜, tels que
||∇(Pεuε)||L2(Ω)2 ≤ κ ||∇uε||L2(Ωε)2 ≤ c,
d’ou` Pεuε borne´e dans H
1
0 (Ω). Donc il existe u˜ ∈ H10 (Ω) telle que, a` une sous-suite
pre`s, Pεuε converge H
1
0 (Ω) faible vers u˜. Soit u donne´e par (6.1.6) et ψ ∈ C∞c (Ω) alors on
a la convergence∫
Ωε
(Pεuε − u)ψ dx =
∫
Ω
χΩε (Pεuε − u)ψ dx −→
ε→0
∫
Ω
(1− θ)(u˜− u)ψ dx. (6.1.20)
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Or, puisque Pεuε = uε sur Ωε, on a d’apre`s la premie`re convergence de (6.1.6)∫
Ωε
(Pεuε − u)ψ dx =
∫
Ω
(χΩεuε − χΩεu)ψ dx −→
ε→0
0. (6.1.21)
Alors les convergences (6.1.20) et (6.1.21) entraˆınent par unicite´ de la limite
(1− θ)(u˜− u) = 0 p.p. dans Ω.
Comme 1− θ > 0, on obtient u˜ = u p.p. dans Ω donc u ∈ H10 (Ω) et on a
Pεuε −→
ε→0
u L2(Ω) fort.
On en de´duit, puisque χΩε∇vλε converge L2(Ω)2 faible vers A0λ,∫
Ωε
∇vλε · ∇ϕ uε dx =
∫
Ω
χΩε∇vλε · ∇ϕ Pεuε dx −→
ε→0
∫
Ω
A0λ · ∇ϕ u dx,
ce qui donne d’apre`s l’e´galite´ (6.1.19)∫
Ω
A0λ · ∇ϕ u dx =
∫
Ω
ξ · ∇ϕ (λ · x) dx−
∫
Ω
fϕ (λ · x) dx. (6.1.22)
De plus, en prenant ϕ(λ · x) comme fonction test dans (6.1.2), on obtient, puisque A0 est
syme´trique, A0∇u = ξ p.p. dans Ω. Ce qui termine la de´monstration. ¤
6.2 Cas du milieu de faible conductivite´
Dans cette dernie`re section, on conside`re le cas du mode`le I avec des fibres de conductivite´
d’ordre 1 dans un milieu de faible conductivite´ d’ordre ε2. Ce proble`me est en quelque
sorte le “ne´gatif” du proble`me de double porosite´ car on a e´change´ les conductivite´s des
fibres et du milieu dans lequel elles baignent. On peut voir ce cas comme un mode`le de
renforcement d’un milieu par des fibres.
6.2.1 Renforcement par des fibres pour le mode`le I
Pour le mode`le de double porosite´, on a donne´ une approche particulie`re du cas
pe´riodique 2d base´e sur l’utilisation d’une fonction test pour obtenir la deuxie`me e´quation
de couplage. L’inte´reˆt de cette me´thode est qu’elle s’adapte aise´ment aux cas des mode`les
non pe´riodiques de fibres. Pour le cas du ne´gatif du mode`le de double porosite´, on em-
ploie la meˆme technique. Ne´anmoins, la premie`re e´quation de couplage e´tant explicite,
et ce duˆ a` la microstructure particulie`re e´tudie´e, on ne donne pas de re´sultat ge´ne´ral
du cas pe´riodique 2d contrairement a` la section 6.1. Dans le cas de fibres pe´riodiques
d’orientation constante (i.e. cas τ constant), le re´sultat a de´ja` e´te´ obtenu par Bellieud et
Bouchitte´ [10].
Dans la suite, Ω := (0, a1)×(0, a2)×(0, a3). On de´signe par r un re´el tel que 0 < r < 12
(rayon des fibres pour ε = 1), D le disque de R2 de centre (1
2
, 1
2
) et de rayon r et on
pose θ := |D| = 2pir2.
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Suivant l’approche employe´e dans la section 6.1, on conside`re la solution W ∈ H1#(Y2)
du proble`me auxiliaire { −∆W = 1 dans D′(R2\D#)
W = 0 dans D,
(6.2.1)
ou` D# ⊂ R2 est l’ensemble Y2-pe´riodique tel que D# ∩ Y2 = D. On a le re´sultat suivant :
The´ore`me 6.2.1. On pose
AIε :=
(
χIε + ε
2(1− χIε)
)
I3, (6.2.2)
ou` χIε de´signe la fonction caracte´ristique du mode`le I (voir ge´ome´trie des mode`les, cha-
pitre 4). Soient f ∈ L2(Ω) et uε la solution de (6.1.2) avec pour conductivite´ AIε. Alors uε
ve´rifie les convergences{
(1− χIε) uε −⇀ (1− θ)u L2(Ω) faible
χIε uε −⇀ θv L2(Ω) faible,
(6.2.3)
ou` (u, v) est la solution du proble`me couple´

−div((τ ⊗ τ)∇v)+ α(v − u) = 0 dans Ω
u− v = 〈W 〉Y2\D f dans Ω
v(τ · ~ν) = 0 sur ∂Ω,
(6.2.4)
avec ~ν la normale exte´rieure a` ∂Ω, τ la direction des fibres donne´e par (4.1.1),W ∈ H1#(Y2)
la solution de (6.2.1) et α :=
(
θ 〈W 〉Y2\D
)−1
.
Remarque 6.2.2. L’existence et l’unicite´ d’une solution de (6.2.4) s’obtient par le The´ore`me
de Lax-Milgram.
En effet, on de´finit l’espace V (Ω) par :
V (Ω) :=
{
v ∈ L2(Ω) | τ · ∇v ∈ L2(Ω)} , (6.2.5)
muni de la norme || · ||V (Ω) de´finie par
∀ v ∈ V (Ω), ||v||V (Ω) := ||v||L2(Ω) + ||τ · ∇v||L2(Ω). (6.2.6)
Alors V (Ω) est un espace de Hilbert. Soit V0(Ω) la fermeture de C
1
c (Ω) dans V (Ω). La
formulation variationnelle de V0(Ω) est alors donne´e par : v ∈ V0(Ω) si et seulement si
∃ C > 0, ∀ ϕ ∈ C1c (Ω),
∣∣∣∣
∫
Ω
v (τ · ∇ϕ) dx
∣∣∣∣ ≤ C ||ϕ||L2(Ω). (6.2.7)
Par la the´orie des traces (voir [18]), l’ouvert Ω e´tant suppose´ re´gulier, en inte´grant par
parties l’inte´grale de (6.2.7), on obtient
V0(Ω) = {v ∈ V (Ω) | v (τ · ~ν) = 0 sur ∂Ω} , (6.2.8)
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ou` ~ν est la normale exte´rieure a` ∂Ω. De plus, on a l’ine´galite´ de Poincare´
∃ C > 0, ∀ v ∈ V0(Ω), ||v||L2(Ω) ≤ C ||τ · ∇v||L2(Ω), (6.2.9)
qui est clairement satisfaite par les fonctions de C1c (Ω) et donc, par densite´, par les fonc-
tions de V0(Ω). On conside`re alors la forme biline´aire A de´finie sur V0(Ω)× V0(Ω) par
∀ v, w ∈ V0(Ω), A(v, w) :=
∫
Ω
(τ ⊗ τ)∇v · ∇w dx =
∫
Ω
(τ · ∇v)(τ · ∇w) dx.
On a, pour toute v ∈ V0(Ω),
A(v, v) =
∫
Ω
|τ · ∇v|2 dx = ||τ · ∇v||2L2(Ω).
Donc, d’apre`s la de´finition (6.2.6) et l’ine´galite´ (6.2.9), A est biline´aire continue et coercive
sur V0(Ω). Alors par le The´ore`me de Lax-Milgram, on obtient l’existence et l’unicite´ d’une
solution au proble`me (6.2.4).
Exemple 6.2.3. Dans le cas d’un cylindre Ω := ω × (0, h) de base ω et de hauteur h,
pour τ = e3, l’espace V0(Ω) est donne´ par
V0(Ω) =
{
v ∈ L2(Ω)
∣∣∣ ∂v
∂x3
∈ L2(Ω) et v(x′, 0) = v(x′, h) p.p. x′ ∈ ω
}
Remarque 6.2.4. En conside´rant le point de vue de l’e´nergie on retrouve le re´sultat
de [10] dans la cas de fibres d’orientation constante τ = e2.
En effet, soient uε la solution de (6.1.2) avec pour conductivite´ A
I
ε et vε donne´e par
vε :=
|Ω|
|εD| uεχ
I
ε.
Soit Fε la fonctionnelle d’e´nergie associe´e au proble`me (6.1.2) avec pour conductivite´A
I
ε, i.e.
pour toute u ∈ H10 (Ω),
Fε(u) :=
∫
Ω
AIε∇u · ∇u dx.
Alors (uε, vε) converge dans L
2(Ω)2 faible vers (u˜, v˜) donne´ par u˜ = (1− θ)u+ θv et v˜ = v
ou` (u, v) est la solution de (6.2.4) et on a (voir de´monstration plus bas) la convergence
des e´nergies
Fε(uε) −→
ε→0
Φ(u˜, v˜), (6.2.10)
ou` Φ est donne´e, pour toutes u, v ∈ L2(Ω), par
Φ(u, v) =


θ
∫
Ω
∣∣∣∣ ∂v∂x2
∣∣∣∣
2
dx+ θ(1− θ)−1α
∫
Ω
(u− v)2 dx si v ∈ H1(Ω)
et v(e2 · ~ν) = 0 sur ∂Ω,
+∞ sinon.
(6.2.11)
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De plus, soit h la fonction de´finie sur R par
h(t) := inf
{∫
Y2
|∇V |2 dy
∣∣∣ V ∈ H1#(Y2),
∫
Y2
V dy = t, V = 0 dans D
}
. (6.2.12)
La solutionW de (6.2.1) est solution de l’e´quation d’Euler associe´e a` la minimisation (6.2.12).
Alors, puisque
∫
Y2
|∇W |2 dy = 〈W 〉Y2 , on a h(t) =
∫
Y2
|∇V |2 dy avec V = tW/ 〈W 〉Y2 , d’ou`
h(t) = t2 〈W 〉−2Y2
∫
Y2
|∇W |2 dy = 〈W 〉−1Y2 t2,
ce qui entraˆıne, comme W = 0 dans D,
h ◦ (u˜− v˜) = (1− θ)−1 〈W 〉−1Y2\D (u˜− v˜)2 = θ(1− θ)−1α(u˜− v˜)2,
car α =
(
θ 〈W 〉Y2\D
)−1
. On obtient donc
Φ(u˜, v˜) = θ
∫
Ω
∣∣∣∣ ∂v∂x2
∣∣∣∣
2
dx+
∫
Ω
h ◦ (u˜− v˜) dx,
ou` h est de´finie par (6.2.12), ce qui est le re´sultat obtenu dans [10].
De´monstration de (6.2.10). On a
Fε(uε) =
∫
Ω
fuε dx −→
ε→0
∫
Ω
fu˜ dx = θ
∫
Ω
fv dx+ (1− θ)
∫
Ω
fu dx.
Or d’apre`s la deuxie`me e´quation de (6.2.4) on a f = θα(u− v) d’ou`
∫
Ω
fu dx = θ
∫
Ω
α(u− v)2 dx+ θ
∫
Ω
α(u− v)v dx
= θ
∫
Ω
α(u− v)2 dx+
∫
Ω
fv dx.
En remarquant que u˜− v˜ = (1− θ)(u− v), on obtient
Fε(uε) −→
ε→0
∫
Ω
fv dx+ θ(1− θ)−1
∫
Ω
α(u˜− v˜)2 dx
= θ
∫
Ω
∣∣∣∣ ∂v˜∂x2
∣∣∣∣
2
dx+ θ(1− θ)−1
∫
Ω
α(u˜− v˜)2 dx,
puisque −div((e2 ⊗ e2)∇v)) = θ−1f dans Ω. ¤
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6.2.2 De´monstration du The´ore`me 6.2.1
On proce`de en trois e´tapes. Dans la premie`re e´tape, on montre que la solution uε de (6.1.2)
avec pour conductivite´AIε est borne´e dans L
2(Ω). A` cette fin, comme dans le cas pe´riodique,
on montre qu’il existe une constante c > 0 telle que l’on a l’ine´galite´
∀ u ∈ H10 (Ω),
∫
Ω
|u|2 dx ≤ c
∫
Ω
AIε∇u · ∇u dx. (6.2.13)
Dans la deuxie`me e´tape, on montre que v est la solution de{ −div((τ ⊗ τ)∇v) = θ−1f dans Ω,
v(τ · ~ν) = 0 sur ∂Ω. (6.2.14)
Dans la troisie`me e´tape, on montre que u ve´rifie
u− v = 〈W 〉Y2\D f p.p. dans Ω. (6.2.15)
Premie`re e´tape : De´monstration de (6.2.13).
On montre que l’ine´galite´ est ve´rifie´e dans chaque couche Ωnε avec une constante c inde´-
pendante de la couche Ωnε conside´re´e.
Comme dans le Lemme 3.2.13, il existe une constante c > 0 telle que
∀ U ∈ H1(Y2), ||U ||2L2(Y2) ≤ c
(||∇U ||2L2(Y2) + ||U ||2L2(D)). (6.2.16)
On pose, pour k ∈ Z2, Y kε := εY2 + εk, Dkε := εD + εk et{
Zkε :=
{
(x1, x2, x3) ∈ R3 | (x1, x3) ∈ Y kε et 0 ≤ x2 ≤ a2
}
Ckε :=
{
(x1, x2, x3) ∈ R3 | (x1, x3) ∈ Dkε et 0 ≤ x2 ≤ a2
}
.
(6.2.17)
Alors, par mise a` l’e´chelle de (6.2.16) puis en inte´grant par rapport a` la variable x2
sur (0, a2), on obtient
∀ U ∈ H1(Zkε ), ||U ||2L2(Zkε ) ≤ c
(
ε2 ||∇U ||2L2(Zkε ) + ||U ||2L2(Ckε )
)
.
Soit u ∈ H10 (Ω). On pose, pour y ∈ R3, U(y) := u((σnε )Ty) ou` σnε est la matrice de rotation
donne´e par (4.2.3). Alors, par changement de variable x := (σnε )
Ty, on a
||u||2L2((σnε )TZkε ) ≤ c
(
ε2 ||∇u||2L2((σnε )TZkε ) + ||u||2L2((σnε )TCkε )
)
. (6.2.18)
Soit k1(ε) ∈ N donne´ par (4.2.2) ou` 0 < α(ε) ≤ 1. Puisque u = 0 sur ∂Ω, on a u(·, x2, ·) ≡ 0
si x2 ≥ a2, d’ou` ∫
Ωn
|u|2 dx =
k1(ε)∑
k1=1
∑
k2∈N
∫
(σnε )
TZkε
|u|2 dx.
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De plus, on a
k1(ε)∑
k1=1
∑
k2∈N
∫
(σnε )
TCkε
|u|2 dx ≤
∫
ωnε
|u|2 dx,
ou` ωnε est donne´ par (4.2.7). On en de´duit en sommant l’ine´galite´ (6.2.18) sur les k
dans {(k1, k2) ∈ N2 | 0 ≤ k1 ≤ k1(ε)}
||u||2L2(Ωnε ) ≤ c
(
ε2 ||∇u||2L2(Ωnε ) + ||u||2L2(ωnε )
)
. (6.2.19)
Il reste a` montrer l’ine´galite´ de type Poincare´ suivante :
||u||2L2(ωnε ) ≤ c ||∇u||2L2(ωnε ) (6.2.20)
Pour cela on se place dans la direction des fibres. Pour x := (x1, x2, x3) ∈ Ωnε , on conside`re
le changement de variable x′ := σnε x. Alors le repe`re (x
′
1, x
′
2, x
′
3) obtenu est oriente´ dans
la direction des fibres. On note, pour tout x ∈ Ωnε ,
u′(x′) = u(x), (Ωnε )
′ := σnεΩ
n
ε et (ω
n
ε )
′ := σnεω
n
ε .
On a u′(·, a′2, ·) = u(·, a2, ·) = 0, ou` a′2 := cos γ(znε )a2, ce qui entraˆıne
u′(x′) = 0 +
∫ x′
2
a′
2
∂u′
∂x′2
(x′1, t, x
′
3) dt.
Par l’ine´galite´ de Cauchy-Schwarz, on en de´duit∫
ωnε
|u|2 dx =
∫
(ωnε )
′
|u′|2 dx′
≤
∫
(ωnε )
′
(∫ x′
2
a′
2
∣∣∣∣ ∂u′∂x′2 (x′1, t, x′3)
∣∣∣∣ dt
)2
dx′
≤ 2(a′2)2
∫
(ωnε )
′
|∇u′|2 dx′ ≤ 2(a2)2
∫
ωnε
|∇u|2 dx,
(6.2.21)
ce qui donne (6.2.20). Donc, d’apre`s (6.2.19), on a
||u||2L2(Ωnε ) ≤ c
(
ε2 ||∇u||2L2(Ωnε ) + ||∇u||2L2(ωnε )
)
,
ou` la constante c est inde´pendante de ε et de la couche Ωnε conside´re´e. En sommant sur
les n ∈ {1, . . . , n(ε)}, on en de´duit l’ine´galite´ (6.2.13).
Deuxie`me e´tape : De´monstration de (6.2.14).
On construit une fonction test par recollement des fonctions tests de chaque couche. Dans
le cas pe´riodique la fonction test conside´re´e est une fonction dont le gradient s’annule
dans les fibres.
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Soient λ ∈ R3 tel que λ · e2 = 0 et ψ ∈ C1#(Y2) telle que ψ ≡ 1 dans D et ψ ≡ 0 au
voisinage de ∂Y2. Soit X ∈ C1#(Y2) de´finie par
∀ y := (y1, y2, y3) ∈ Y3, Xλ(y) := −ψ(y′)(λ · y) avec y′ := (y1, y3).
Alors Xλ(y) ne de´pend que de y′ et on a
∇Xλ(y) = −λ p.p. dans D. (6.2.22)
Pour de´finir la fonction test associe´e au mode`le I on construit des fonctions test pour
chaque couche Ωnε que l’on recolle. Afin d’obtenir par recollement une fonction re´gulie`re, on
a besoin d’une suite de fonctions re´gularisantes approchant les fonctions caracte´ristiques
de chaque couche Ωnε .
Soit β > 0 tel que α < β < 1. D’apre`s [19] (page 61), on a le re´sultat suivant
Lemme 6.2.5. Il existe une suite de fonctions ϕnε de C
1([0, a1]) telle que :
i) ϕnε ≡ 0 sur Ω\Ωnε ,
ii)
n(ε)∑
n=1
|χΩnε − ϕnε | −→ε→0 0 L
2(Ω) fort,
iii) ||∇ϕnε ||L∞(R3) ≤ c ε−β ∀ n = 1, . . . , n(ε).
On de´finit la fonction test vλε sur Ω par
vλε (x) := λ ·R(x1)x+
n(ε)∑
n=1
ε Xλ
(
σnε x
ε
)
ϕnε p.p. x ∈ Ω, (6.2.23)
ou` R et σnε sont donne´es par (4.2.3). Par construction, v
λ
ε ∈ H1(Ω), et un calcul simple
donne
∇vλε = R(x1)Tλ+ λ3µ(x)e1 +
n(ε)∑
n=1
(
σnε
)T∇Xλ(σnε x
ε
)
ϕnε + ε
n(ε)∑
n=1
Xλ
(
σnε x
ε
)
∇ϕnε ,
ou` µ(x) := −γ′(x1) (cos γ(x1)x2 + sin γ(x1)x3) .
(6.2.24)
Alors ∇vλε est borne´e dans L2(Ω)3 puisque les ε∇ϕnε sont borne´es dans L∞(Ω)3. Donc il
existe une sous-suite de ε, encore note´e ε, et vλ ∈ H1(Ω) tels que vλε converge H1(Ω) faible
vers vλ De plus, d’apre`s le ii) du Lemme 6.2.5 et le Lemme 4.2.1 on a
n(ε)∑
n=1
(
σnε
)T∇Xλ(σnε x
ε
)
ϕnε −⇀ 0 L2(Ω)3 faible,
enfin, d’apre`s le iii) du Lemme 6.2.5, on a aussi
ε
n(ε)∑
n=1
Xλ
(
σnε x
ε
)
∇ϕnε −→
ε→0
0 L2(Ω)3 fort, (6.2.25)
134 Homoge´ne´isation a` fort contraste de microstructures non pe´riodiques
d’ou`
∇vλ(x) = R(x1)Tλ+ λ3µ(x) e1. (6.2.26)
De plus, d’apre`s (6.2.22) et (6.2.24), on a
χIε∇vλε = χIεR(x1)Tλ+ χIελ3µ(x) e1 − χIε
n(ε)∑
n=1
(σnε )
Tλϕnε + εχ
I
ε
n(ε)∑
n=1
Xλ
(
σnε x
ε
)
∇ϕnε ,
alors la convergence
n(ε)∑
n=1
(σnε )
Tλϕnε −→
ε→0
R(x1)
Tλ L2(Ω)3 fort
combine´e avec (6.2.25) entraˆıne
χIε∇vλε − χIελ3µ(x) e1 −→
ε→0
0 L2(Ω)3 fort. (6.2.27)
Soit ξ la limite dans L2(Ω)3 faible de AIε∇uε. On va de´terminer la limite dans D′(Ω)
de AIε∇uε · ∇vλε de deux manie`res diffe´rentes. D’apre`s le lemme div-rot et la conver-
gence H1(Ω) faible de vλε vers v
λ, on a d’une part
AIε∇uε · ∇vλε −⇀ ξ · ∇vλ dans D′(Ω). (6.2.28)
D’autre part, d’apre`s la de´finition (6.2.2), on a avec (6.2.27)
AIε∇uε · ∇vλε = χIε∇uε · ∇vλε + ε2(1− χIε)∇uε · ∇vλε
= χIε∇uε · e1λ3 µ(x) + ε2(1− χIε)∇uε · ∇vλε + o(1)
= χIε∇uε · e1λ3 µ(x) + o(1),
car ε(1− χIε)∇uε et vλε sont borne´es dans L2(Ω)3. Or on a
||AIε∇uε −∇uεχIε||L2(Ω) = ε ||ε∇uε||L2(Ω\ωIε ) = O(ε),
d’ou` ∇uεχIε converge dans L2(Ω)3 faible vers ξ. Donc on obtient avec l’e´galite´ pre´ce´dente
AIε∇uε · ∇vλε −⇀ ξ · e1λ3 µ(x) dans D′(Ω). (6.2.29)
Alors, par unicite´ de la limite et puisque λ est arbitraire, les convergences (6.2.28) et (6.2.29)
combine´es avec (6.2.26) entraˆınent
∀ λ := λ1e1 + λ3e3 ∈ R3, ξ ·R(x1)Tλ = 0 p.p. x ∈ Ω,
d’ou`, puisque τ := R(x1)
T e2 et |τ | = 1,
ξ = (ξ · τ) τ p.p. dans Ω. (6.2.30)
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Il reste a` de´terminer ξ · τ pour en de´duire ξ. Soit ψ ∈ C∞c (Ω). Comme τ(znε ) · ~νnε = 0
sur ∂ωnε , ou` ~ν
n
ε est la normale exte´rieure a` ∂ω
n
ε , on a par inte´gration par parties∫
Ω
χIε∇uε ·

n(ε)∑
n=1
τ(znε )χΩnε

 ψ dx = n(ε)∑
n=1
∫
ωnε
∇uε · τ(znε ) ψ dx
= −
n(ε)∑
n=1
∫
ωnε
τ(znε ) · ∇ψ uε dx
= −
∫
Ω

n(ε)∑
n=1
τ(znε )χΩnε

 · ∇ψ χIεuε dx.
Or, puisque τ est continue, on a
n(ε)∑
n=1
τ(znε )χΩnε −→ε→0 τ(x1) L
2(Ω) fort.
Alors la deuxie`me convergence de (6.2.3) et la convergence de χIε∇uε vers ξ dans L2(Ω)3
faible entraˆınent par passage a` la limite∫
Ω
ξ · τ(x1) ψdx = −
∫
Ω
τ(x1) · ∇ψ θv dx = −
∫
Ω
θv div
(
τ(x1)ψ
)
dx
= −
∫
Ω
θ∇v · τ(x1) ψ dx,
car div(τ) = 0. Finalement a` partir de (6.2.30) on a ξ = θ
(∇v · τ(x1))τ p.p. dans Ω et
donc ξ = θ
(
τ ⊗ τ)∇v p.p. dans Ω.
Pour ve´rifier la condition au bord, on conside`re ϕ ∈ C1(Ω¯). Comme pre´ce´demment,
par inte´gration par parties et puisque τ(znε ) · ~νnε = 0 sur ∂ωnε , on a par l’ine´galite´ de
Cauchy-Schwarz∣∣∣∣∣∣
∫
Ω
χIεuε

n(ε)∑
n=1
τ(znε )χΩnε

 · ∇ϕ dx
∣∣∣∣∣∣ =
∣∣∣∣∣∣−
n(ε)∑
n=1
∫
ωnε
∇uε · τ(znε ) ϕ dx
∣∣∣∣∣∣
=
∣∣∣∣∣∣−
∫
Ω
χIε∇uε ·

n(ε)∑
n=1
τ(znε )χΩnε

 ϕ dx
∣∣∣∣∣∣
≤ c ||χIε∇uε||L2(Ω) ||ϕ||L2(Ω) ≤ c ||ϕ||L2(Ω).
En passant a` la limite dans l’ine´galite´ pre´ce´dente, on obtient∣∣∣∣
∫
Ω
θv τ(x1) · ∇ϕ dx
∣∣∣∣ =
∣∣∣∣
∫
Ω
θv div
(
ϕτ(x1)
)
dx
∣∣∣∣ ≤ c ||ϕ||L2(Ω,
pour toute ϕ ∈ C1(Ω¯). D’apre`s la formulation (6.2.8) de V0(Ω), ceci entraˆıne que l’on
a v(τ(x1) · ~ν) = 0 sur ∂Ω.
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Troisie`me e´tape : De´monstration de (6.2.15).
Comme dans le cas pe´riodique on construit une fonction test adapte´e a` partir de la
solution W de (6.2.1). On pose
∀ x := (x1, x2, x3) ∈ R3, W˜ (x) := W (x′), ou` x′ := (x1, x3). (6.2.31)
Soit ϕnε la suite de fonctions re´gularisantes donne´e par le Lemme 6.2.5. On de´finit la
fonction test wε sur Ω par
wε(x) :=
n(ε)∑
n=1
W˜
(
σnε x
ε
)
ϕnε (x) p.p. x ∈ Ω, (6.2.32)
alors wε ∈ H1(Ω). D’apre`s le Lemme 4.2.1, on a
n(ε)∑
n=1
W˜
(
σnε x
ε
)
χΩnε −⇀ 〈W 〉Y2 L2(Ω) faible.
Puisque W est borne´e dans R2, on a d’apre`s le Lemme 6.2.5 ii)
∫
Ω
∣∣∣∣∣∣
n(ε)∑
n=1
W˜
(
σnε x
ε
)(
ϕnε − χΩnε
)∣∣∣∣∣∣
2
dx ≤ c
∫
Ω

n(ε)∑
n=1
∣∣ϕnε − χΩnε ∣∣


2
dx −→
ε→0
0.
d’ou`
wε −⇀ 〈W 〉Y2 L2(Ω) faible. (6.2.33)
Soit ψ ∈ C∞c (Ω). En prenant ψwε comme fonction test dans (6.1.2), on obtient d’apre`s la
convergence (6.2.33)∫
Ω
AIε∇uε · ∇(ψwε) dx =
∫
Ω
fwεψ dx −→
ε→0
∫
Ω
f 〈W 〉Y2 ψ dx. (6.2.34)
Soit ξ la limite dans L2(Ω)3 faible de AIε∇uε. Puisque W = 0 dans D, on a∫
Ω
AIε∇uε · ∇(ψwε) dx−
∫
Ω
AIε∇wε · ∇(ψuε) dx
= ε
(∫
Ω\ωIε
ε∇uε · ∇ϕ wε dx−
∫
Ω\ωIε
ε∇wε · ∇ϕ uε dx
)
.
(6.2.35)
Il est clair que ε∇wε est borne´e dans L∞(Ω)3 car les |ε∇ϕnε | le sont a` supports dis-
joints et W˜ ∈ C∞# (R3) (re´gularite´ des solutions de (6.2.1) car le bord de D est C∞).
De plus ε∇uεχΩ\ωIε est borne´e dans L2(Ω)3 et uε, wε sont borne´es dans L2(Ω). Alors
d’apre`s (6.2.35),on a∫
Ω
AIε∇uε · ∇(ψwε) dx−
∫
Ω
AIε∇wε · ∇(ψuε) dx −→
ε→0
0. (6.2.36)
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Il reste a` de´terminer la limite de
∫
Ω
AIε∇wε · ∇(ψuε) dx. Comme wε = 0 sur ωIε , on a
∫
Ω
AIε∇wε · ∇(ψuε) dx = ε2
∫
Ω\ωIε
∇wε · ∇(ψuε) dx. (6.2.37)
En raisonnant comme dans la premie`re e´tape de la de´monstration du The´ore`me 6.1.1 on
obtient, de la meˆme manie`re que l’ine´galite´ (6.1.15), pour toute V ∈ L2(Y2)∣∣∣∣
∫
Y2\D
∇V · ∇W dy −
∫
Y2\D
V dy + θ−1(1− θ)
∫
D
V dy
∣∣∣∣ ≤ c ||∇V ||L2(D).
Soient Zkε et C
k
ε donne´s par (6.2.17). En inte´grant par rapport a` la variable x2 sur (0, a2)
on obtient par mise a` l’e´chelle, pour toute fonction v ∈ H1(Zkε )∣∣∣∣ε2
∫
Zkε \C
k
ε
∇v · ∇w˜ε dz −
∫
Zkε \C
k
ε
v dz + θ−1(1− θ)
∫
Ckε
v dz
∣∣∣∣ ≤ c ε2 ||∇v||L2(Ckε ),
ou` w˜ε est donne´e par
w˜ε(z) := W˜
(z
ε
)
p.p. z ∈ R3. (6.2.38)
On prend v(x) := (ψuε)
(
(σnε )
T z
)
dans l’ine´galite´ pre´ce´dente puis on fait le changement
de variable x := (σnε )
T z. En sommant sur les k := (k1, k3) ∈ N2 tels que 1 ≤ k1 ≤ k1(ε)
et 1 ≤ k3 ≤ k3(ε) + 1, ou` k1(ε) et k3(ε) sont donne´s par (4.2.2) et (4.2.4), on obtient par
l’ine´galite´ de Cauchy-Schwarz∣∣∣∣ε2
∫
Ω\ωnε
σnε∇(ψuε) · ∇w˜ε(σnε x) dx−
∫
Ω\ωnε
ψuε dx+ θ
−1(1− θ)
∫
ωnε
ψuε dx
∣∣∣∣
≤ c ε
√
α(ε) ||∇(ψuε)||L2(ωnε ).
Alors en sommant sur les n ∈ {1, . . . , n(ε)} et en utilisant a` nouveau l’ine´galite´ de Cauchy-
Schwarz, on en de´duit∣∣∣∣∣∣ε2
n(ε)∑
n=1
∫
Ωnε \ω
n
ε
σnε∇(ψuε) · ∇w˜ε(σnε x) dx−
∫
Ω\ωIε
ψuε dx+ θ
−1(1− θ)
∫
ωIε
ψuε dx
∣∣∣∣∣∣
≤ c ε ||∇(ψuε)||L2(ωIε ),
d’ou` par les convergences (6.2.3)
ε2
n(ε)∑
n=1
∫
Ωnε \ω
n
ε
σnε∇(ψuε) · ∇w˜ε(σnε x) dx −→
ε→0
(1− θ)
∫
Ω
(u− v)ψ dx (6.2.39)
De plus, on a
∇wε(x) = 1
ε
n(ε)∑
n=1
(σnε )
T∇W
(
σnε x
ε
)
+
n(ε)∑
n=1
W
(
σnε x
ε
)
∇ϕnε (x) p.p. x ∈ Ω,
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donc on obtient d’apre`s la de´finition (6.2.38)
ε2
∫
Ω\ωε
∇(ψuε) · ∇wε dx
= ε2
n(ε)∑
n=1
∫
Ωnε \ω
n
ε
σnε∇(ψuε) · ∇w˜ε(σnε x) dx
+ ε2
n(ε)∑
n=1
∫
Ωnε \ω
n
ε
σnε∇(ψuε) · ∇w˜ε(σnε x)
(
ϕnε − χΩnε
)
dx
+ ε2
n(ε)∑
n=1
∫
Ωnε \ω
n
ε
∇(ψuε) · ∇ϕnε W˜
(
σnε x
ε
)
dx.
(6.2.40)
D’une part, puisque ε∇uεχΩ\ωIε est borne´e dans L2(Ω)3 et W˜ ∈ C∞(R3), le deuxie`me
membre de droite de l’e´galite´ (6.2.40) ve´rifie d’apre`s le ii) du Lemme 6.2.5∣∣∣∣∣∣ε2
n(ε)∑
n=1
∫
Ωnε \ω
n
ε
σnε∇(ψuε) · ∇w˜ε(σnε x)
(
ϕnε − χΩnε
)
dx
∣∣∣∣∣∣
≤ ε
∫
Ω\ωIε
n(ε)∑
n=1
∣∣ε∇(ψuε) · (σnε )T∇w˜ε(σnε x)(ϕnε − χΩnε )∣∣ dx
≤ c ε

∫
Ω\ωIε
∣∣∣ n(ε)∑
n=1
(σnε )
T∇w˜ε(σnε x)
(
ϕnε − χΩnε
)∣∣∣2 dx


1/2
= c

∫
Ω\ωIε
∣∣∣ n(ε)∑
n=1
∇W˜
(
σnε x
ε
)(
ϕnε − χΩnε
)∣∣∣2 dx


1/2
≤ c
∣∣∣∣∣∣ n(ε)∑
n=1
(
ϕnε − χΩnε
)∣∣∣∣∣∣
L2(Ω)
−→
ε→0
0.
D’autre part, d’apre`s le ii) du Lemme 6.2.5, le dernier membre de droite de l’ine´galite´ (6.2.40)
ve´rifie par l’ine´galite´ de Cauchy-Schwarz et par pe´riodicite´ de W∣∣∣∣∣∣ε2
n(ε)∑
n=1
∫
Ωnε \ω
n
ε
∇(ψuε) · ∇ϕnε W˜
(
σnε x
ε
)
dx
∣∣∣∣∣∣
≤ c ε1−β||ε∇(ψuε)||L2(Ω\ωε)
∣∣∣∣∣∣ n(ε)∑
n=1
χΩnε \ωnε
∣∣W˜ (σεnx
ε
)
∣∣∣∣∣∣∣∣
L2(Ω)
≤ c ε1−β||W ||L2(Y2\D) = O(ε1−β)
Donc, d’apre`s (6.2.39) et (6.2.40), puisque β < 1, on a
ε2
∫
Ω\ωIε
∇(ψuε) · ∇wε dx −→
ε→0
(1− θ)
∫
Ω
(u− v)ψ dx, (6.2.41)
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ce qui combine´ avec (6.2.36) et (6.2.37) entraˆıne∫
Ω
AIε∇uε · ∇(ψwε) dx −→
ε→0
(1− θ)
∫
Ω
(u− v)ψ dx.
Alors d’apre`s (6.2.34), on en de´duit par unicite´ de la limite
u− v = f 〈W 〉Y2\D p.p. dans Ω.
ce qui montre (6.2.15). ¤
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