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Nacre	  is	  a	  biogenic	  composite	  material.	  It	  is	  characterised	  by	  a	  distinct	  architecture	  on	  
the	  micro-­‐	  and	  nanometre	  scale.	  Polygonal	  aragonite	  platelets	  with	  a	  diameter	   in	   the	  
micrometre	  range	  and	  a	  height	  of	  about	  half	  a	  micron	  form	  the	  mineral	  phase	  of	  nacre.	  
The	  polygonal	  platelets	  are	  embedded	  between	  organic	  layers	  containing	  proteins	  and	  
polysaccharides.	  Although	  the	  mineral	  fraction	  of	  nacre	  is	   in	  the	  order	  of	  98	  wt%	  the	  
composite	  material	  does	  not	  exhibit	  the	  low	  fracture	  toughness	  of	  minerals.	  
One	   protein	   from	   the	   organic	   fraction	   of	   the	   nacreous	   layers	   of	  Haliotis	   laevigata	   is	  
perlucin.	   This	   macromolecule	   is	   supposed	   to	   be	   involved	   in	   nacre	   formation.	   This	  
thesis	  presents	  a	  molecular	  model	  of	  the	  C-­‐type	  lectin-­‐like	  domain	  (CTLD)	  of	  perlucin.	  
The	   model	   was	   calculated	   by	   means	   of	   comparative	   modelling	   and	   tested	   with	  
molecular	  dynamic	  simulations.	  The	  availability	  of	  a	  reasonable	  model	  of	  the	  CTLD	  will	  
aid	  in	  the	  determination	  of	  the	  function	  of	  perlucin	  in	  future	  studies.	  
One	  computational	  study	  with	  the	  newly	  available	  perlucin	  structures	  is	  presented	  in	  
this	  thesis.	  A	  rigid	  docking	  analysis	  of	  several	  structures	  of	  the	  CTLD	  of	  perlucin	  led	  to	  
the	  proposal	  of	  several	  residues	  that	  could	  be	  involved	  in	  homodimer	  formation.	  
The	  experimental	  part	  of	   this	   thesis	   consists	  of	   size-­‐exclusion	  chromatography	  (SEC)	  
experiments	  performed	  with	  nacre	  proteins.	  A	  suitable	  buffer	  solution	  composition	  –	  
near	  neutral	  pH	  value	  of	  7.3	  and	  1  𝑀𝑀	  NaCl	  –	  is	  given	  that	  can	  serve	  as	  a	  basis	  for	  future	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1. Scope	  and	  structure	  of	  the	  thesis	  
This	  thesis	  starts	  with	  a	  brief	  introduction	  into	  the	  field	  of	  nacre	  biomineralisation	  and	  
the	  potential	   importance	  of	  proteins	   in	   this	  process.	  One	  protein	   that	  can	  be	   isolated	  
from	  the	  shell	  of	  the	  marine	  gastropod	  Haliotis	  laevigata	  is	  perlucin.	  This	  nacre	  protein	  
perlucin	   is	  supposed	   to	  play	  a	  role	   in	  shell	   formation	  as	   it	  will	  be	  presented	   in	  more	  
detail.	  Currently	  no	  experimental	  determined	  structure	  of	  perlucin	  is	  available.	  Having	  
a	   reliable	   model	   of	   the	   perlucin	   structure	   at	   hand	   would	   however	   facilitate	   the	  
determination	  of	  the	  perlucin	  function.	  	  
The	  biomineralisation	  background	  is	  followed	  directly	  by	  the	  results	  obtained	  from	  the	  
research	   during	   this	   project	   and	   their	   discussion.	   In	   total	   four	   topics	   are	   addressed:	  
three	  computational	  and	  one	  experimental.	  The	  computational	  results	  comprise:	  i)	  the	  
calculation	   of	   a	   model	   of	   the	   C-­‐type	   lectin-­‐like	   domain	   of	   perlucin	   by	   means	   of	  
comparative	  modelling,	   ii)	   the	   test	  of	   its	   stability	  by	  molecular	  dynamics	   simulations	  
and	  iii)	  a	  rigid	  docking	  study	  of	  perlucin	  monomers.	  This	  is	  followed	  by	  the	  results	  of	  
size-­‐exclusion	   chromatography	   performed	   with	   possible	   perlucin	   variants.	   The	  
computational	   docking	   studies	   using	   the	   C-­‐type	   lectin-­‐like	   domain	   of	   perlucin	  
exemplify	  how	  a	  model	   structure	  can	  be	  used	   to	  obtain	   further	  characteristics	  of	   the	  
protein.	   In	   this	   particular	   case	   size-­‐exclusion	   chromatography	   experiments	   provide	  
hints	  of	  a	  possible	  perlucin	  dimerization	  that	  justify	  the	  use	  of	  computational	  docking	  
procedures.	   Investigations	   of	   the	   aggregation	   behaviour	   of	   perlucin	   in	   solution	   can	  
provide	  important	  contributions	  to	  the	  understanding	  of	  its	  function.	  
Each	   of	   the	   aforementioned	   sections	   starts	   with	   an	   introduction	   to	   the	   applied	  
methods.	  The	  results	  and	  discussion	  section	  provides	  the	  necessary	  –	  at	  least	  from	  the	  
author’s	   point	   of	   view	   –	   computational/experimental	   details	   to	   follow	   the	   presented	  
results.	   The	   full	   experimental	   details	   are	   given	   afterwards	   in	   the	   separate	  Materials	  
and	  Methods	   section	   following	   the	   Results	   and	  Discussion	   section.	   This	  might	   be	   an	  
unusual	  order	  of	  the	  sections	  but	  it	  is	  intended	  to	  facilitate	  reading.	  The	  Materials	  and	  
Methods	   section	   contains	   some	   technical	   comments	   that	   are	   necessary	   when	   one	  
wants	   to	   repeat	   the	  experiments	  but	  at	   the	   same	   time	  do	  not	   contribute	   to	  a	  deeper	  
understanding	  of	  the	  results.	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The	  thesis	  concludes	  with	  a	  summary	  of	  the	  results	  and	  an	  outlook	  of	  future	  research	  
directions	  possible	  with	  or	  indicated	  by	  the	  results	  presented	  here.	  Additionally	  some	  
preliminary	  experimental	  results	  are	  shown.	  
An	   appendix	   provides	   the	   used	   abbreviations,	   symbols	   and	   constants,	   details	   of	   the	  
used	  equipment	  as	  well	  as	  supporting	  information.	  The	  latter	  includes	  amongst	  others	  
software	  scripts	  and	  figures	  not	  shown	  in	  the	  main	  sections.	  
Note	  that	  in	  the	  text	  the	  three	  letter	  code	  and	  the	  single	  letter	  code	  for	  amino	  acids	  are	  
used	  interchangeably.	  The	  three	  letter	  code	  is	  used	  to	  refer	  to	  single	  amino	  acids	  in	  the	  
continuous	  text.	  If	  particular	  amino	  acids	  from	  a	  sequence	  are	  discussed	  the	  sequence	  
number	  is	  attached	  as	  superscript	  (e.g.	  Asn84	  denotes	  asparagine	  at	  position	  84).	  
The	   reader	   will	   occasionally	   encounter	   quotes	   that	   include	   square	   brackets	   as	   for	  
example	   “[f]urther	   …”.	   This	   exemplifies	   that	   a	   capital	   letter	   was	   replaced	   by	   a	  
lowercase	   to	   fit	   in	   the	   sentence.	   In	   general	   square	   brackets	   in	   a	   quote	   shall	   indicate	  
that	  the	  quote	  was	  modified	  to	  fit	  in	  the	  sentence.	  The	  statement	  of	  the	  quote	  was	  not	  
changed.	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2. Introduction	  
This	  section	  starts	  with	  a	  brief	  introduction	  to	  the	  vast	  topic	  of	  biomineralisation	  and	  
in	  particular	  to	  marine	  gastropod	  nacre.	  Highlighting	  structural	   features	  of	  nacre	  and	  
mentioning	   briefly	   its	   mechanical	   implications	   it	   will	   become	   evident	   why	   it	   is	   a	  
promising	  material	  for	  biologically	  inspired	  design	  of	  new	  materials.	  
Apart	   from	   the	   sole	   desire	   to	   understand	   how	   nature	   can	   create	   astonishing	  
biomaterials,	   mimicry	   of	   a	   biological	   material	   like	   nacre	   for	   technical	   applications	  
requires	  an	  understanding	  of	  the	  formation	  process	  of	  nacre	  by	  the	  living	  organism.	  
Since	   it	   is	   likely	   that	   proteins	   –	   as	   a	   part	   of	   the	   regulatory	   machinery	   in	   living	  
organisms	   –	   might	   be	   involved	   in	   nacre	   formation	   a	   few	   remarks	   are	   made	   on	   the	  
characteristics	  of	  nacre	  proteins	  and	  ideas	  how	  proteins	  are	  supposed	  to	  influence	  the	  
mineralisation	  process.	  Afterwards	  the	  nacre	  protein	  perlucin	  and	  the	  protein	  class	  it	  
belongs	  to	  are	  introduced	  in	  more	  detail.	  
While	  writing	  the	  introduction	  section	  of	  this	  thesis	  the	  author	  –	  as	  a	  physicist	  –	  found	  
the	   World	   Register	   of	   Marine	   Species	   (WoRMS	   Editorial	   Board	   [2014],	  
www.marinespecies.org)	  helpful	  in	  terms	  of	  the	  taxonomy	  of	  molluscs.	  
2.1.	   Biomineralisation	  and	  nacre	  structure	  
Surveyed	   for	   example	   by	   Lowenstam	   (Lowenstam	   [1981])	   many	   organisms	   from	  
different	   kingdoms	   are	   able	   to	   form	   minerals.	   The	   constituents	   of	   those	   biogenic	  
minerals	  can	  be	  different	  as	  well	  as	   their	  purpose.	  Some	  examples	  are	  magnetic	   iron	  
oxide	   or	   iron	   sulphur	   minerals	   in	   magnetotactic	   bacteria	   (see	   e.g.	   Faivre	   &	   Schüler	  
[2008]	  for	  a	  review	  on	  magnetotactic	  bacteria	  and	  magnetosomes),	  hydroxyapatite	  in	  
bone	  and	   teeth	   (see	  e.g.	  Palmer	  et	  al.	   [2008]	  where	   some	  basics	  of	  bone	  and	  enamel	  
mineralisation	   are	   summarised)	   as	   well	   as	   calcium	   carbonate	   minerals	   in	   the	  
protective	  shells	  of	  marine	  gastropods	  (see	  e.g.	  Heinemann	  et	  al.	  [2011]	  for	  a	  review	  on	  
gastropod	  nacre).	  
Lowenstam	   distinguishes	   between	   “organic	   matrix-­‐mediated	   mineralization”	   (or	  
“genetic	   control”)	   and	   “biologically	   induced	   mineralization”.	   The	   latter	   type	   is	  
supposed	   to	   lead	   to	   “minerals	   having	   crystal	   habits	   similar	   to	   those	   produced	   by	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precipitation	   from	   inorganic	   solutions”	   (Lowenstam	   [1981],	   p.	   1126).	   In	   this	   sense	  
layers	   of	   bacteria,	   cyanobacteria	   and	   algae	   on	   substrates	   in	   natural	  waters	   can	   trap	  
sediments	   and	   induce	   precipitation,	   which	   can	   result	   in	   (characteristic)	   rock	  
formations	  (see	  e.g.	  Riding	  [2000],	  Grotzinger	  &	  Knoll	  [1999]).	  
	  
Fig.	  2.1.1.	  Simplified	  schemata	  of	  structures	  encountered	  in	  the	  shell	  of	  gastropods	  (inspired	  by	  
Fig.	  1	  in	  Zaremba	  et	  al.	  [1996];	  Fig.	  3D,	  12,	  20	  in	  Heinemann	  et	  al.	  [2011];	  Fig.	  6	  in	  Launspach	  et	  
al.	   [2012]).	   A)	   shows	   a	   photograph	   of	   the	   innner	   nacreous	   surface	   of	   a	   shell	   of	   Haliotis	  
laevigata.	  Note	  the	  dull	  section	  at	  the	  shell	  rim	  (black	  arrow),	  which	  is	  the	  shell	  growth	  front.	  
B)	  depicts	  a	  very	  simple	  cross-­‐section	  (thought	  to	  be	  cut	  along	  the	  dashed	   line	   in	  A)	  through	  
the	  shell	  (see	  also	  Fig.	  1	  in	  Zaremba	  et	  al.	  [1996]).	  The	  outer	  shell	  surface	  (grey	  shaded	  area)	  
may	  have	  a	  species	  dependent	  composition	  (Dauphin	  et	  al.	   [1989]).	  On	  the	  right	  hand	  side	  of	  
B)	   one	   can	   see	   mature	   nacre	   with	   its	   characteristic	   columnar	   structure	   (see	   e.g.	   Fig.	   1	   in	  
Heinemann	  et	  al.	  [2011]	  and	  Fig.	  3	  in	  Hedegaard	  &	  Wenk	  [1998]).	  It	  is	  composed	  of	  polygonal	  
aragonite	  tablets	  (see	  drawing	  C).	  These	  tablets	  have	  a	  lateral	  (xy-­‐plane)	  dimension	  of	  several	  
𝜇𝜇𝜇𝜇	  and	  a	  height	  (z-­‐direction)	  of	  approximately	  0.5  𝜇𝜇𝜇𝜇	  (see	  e.g.	  Figs.	  2	  and	  3	  in	  Heinemann	  et	  
al.	  [2011]).	  On	  the	  left	  hand	  side	  of	  B)	  –	  close	  to	  the	  shell	  rim	  –	  the	  so-­‐called	  “stacks	  of	  coins”	  
are	   drawn.	   Stacks	   of	   coins	   are	   prominent	   at	   the	   nacre	   growth	   front	  where	   the	   shell	   growth	  
takes	  place	  (see	  e.g.	  Fig.	  19	  in	  Heinemann	  et	  al.	  [2011]).	  The	  extrapallial	  space	  –	  containing	  the	  
extrapallial	   fluid	   (EPF)	  –	   is	  drawn	   in	   light	  blue.	  The	   ionic	   composition	  of	   the	  EPF	   is	   given	   in	  
section	   2.2.	   At	   least	   the	   organic	   molecules	   found	   in	   nacre,	   are	   probably	   secreted	   by	   the	  
epithelial	  cells	  (light	  orange).	  The	  presence	  of	  stacks	  of	  coins	  explains	  the	  dull	  appearance	  of	  
the	  growth	  front.	  While	  mature	  nacre	  appears	  iridescent	  through	  multilayer	  interference,	  this	  
phenomenon	  is	  not	  yet	  visible	  at	  the	  growth	  front.	  A	  more	  detailed	  sketch	  of	  a	  single	  stack	  of	  
coins	  is	  presented	  in	  D).	  Aragonite	  platelets	  (grey)	  grow	  between	  the	  preformed	  interlamellar	  
matrix	  (green).	  Those	  organic	  layers	  are	  approximately	  40  𝑛𝑛𝑛𝑛	  (see	  for	  example	  Nakahara	  et	  al.	  
[1982])	   thick.	   Note	   that	   between	   adjacent	   tablets	   a	   different	   organic	   layer	   –	   the	   so-­‐called	  
intertabular	  matrix	  (orange)	  –	  might	  be	  present	  (see	  e.g.	  Fig.	  3C	  in	  Launspach	  et	  al.	  [2012]	  and	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Bezares	  et	  al.	  [2008]).	  Between	  stacked	  mineral	  platelets	  mineral	  bridges	  are	  visible.	  These	  are	  
single	   crystalline	   structures	   that	   might	   mediate	   the	   crystallographic	   orientation	   to	   the	   next	  
stacked	  aragonite	  platelet	  (Gries	  et	  al.	  [2009b]).	  Although	  only	  one	  bridge	  in	  this	  schematic	  is	  
drawn	   the	   actual	  number	  of	   single	   crystalline	  bridges	   seems	   to	  be	  not	   known.	  Note	   that	   the	  
surface	  of	  the	  mineral	  platelets	  is	  not	  flat	  on	  an	  atomic	  level	  but	  exhibits	  a	  certain	  roughness.	  
One	  hypothesis	  of	  the	  structure	  of	  the	  interlamellar	  matrix	  is	  schematically	  visualized	  in	  E).	  In	  
this	   hypothesis	   chitin	   filaments	   (green)	   are	   thought	   to	   form	   a	   network.	   Proteins	   (coloured	  
ellipses)	  are	  thought	  be	  attached	  to	  them.	  This	  network	  is	  porous	  and	  therefore	  gives	  space	  for	  
completely	   or	   partially	   protruding	   crystalline	   structures	   from	   the	   platelets.	   See	   text	   for	   full	  
details	   and	   references.	   Note	   that	   in	   drawing	   B)	   the	   mantle	   with	   the	   epithelial	   cells	   is	   very	  
simplified	   –	   especially	   at	   the	   shell	   edge.	   This	   drawing	   was	   prepared	   with	   Inkscape	  
(http://inkscape.org).	  
	  
The	  structure	  of	  gastropod	  nacre	  
	  
The	  “organic	  matrix-­‐mediated	  mineralization”	  (Lowenstam	  [1981])	  will	  be	  exemplified	  
with	  gastropod	  nacre.	  As	  far	  as	  it	  is	  possible	  the	  following	  descriptions	  will	  refer	  to	  the	  
marine	  gastropod	  genus	  Haliotis.	  However	  this	  might	  not	  always	  feasible	  since	  nacre-­‐
building	  organisms	  of	   the	  class	  of	  bivalves	  are	  subject	  of	  many	  studies.	  Note	   that	   the	  
author	  of	   this	   thesis	  assumes	   that	  results	   from	  studies	  with	  different	  Haliotis	   species	  
hold	  in	  general	  for	  all	  Haliotis	  species.	  
Fig.	  2.1.1.	  highlights	  with	  simplified	  schemata	  some	  important	  features	  of	  the	  shell	  and	  
nacre	  structure.	  In	  Fig.	  2.1.1.A	  a	  photograph	  of	  the	  inside	  of	  a	  shell	  of	  Haliotis	  laevigata	  
is	   shown.	   The	   iridescent	   nacre	   layer	   is	   clearly	   visible.	   The	   black	   arrow	   points	   to	   a	  
region	  at	  the	  shell	  rim.	  This	  particular	  region	  is	  the	  nacre	  growth	  front.	  It	  appears	  dull	  
due	  to	  the	  microstructure,	  which	  is	  also	  exemplified	  in	  Fig.	  2.1.1.	  While	  mature	  nacre	  
appears	  iridescent	  through	  multilayer	  interference,	  this	  phenomenon	  is	  not	  yet	  visible	  
at	  the	  growth	  front.	  
Part	  B)	  depicts	  a	  very	  simple	  cross-­‐section	  (thought	  to	  be	  cut	  along	  the	  dashed	  line	  in	  
A)	   through	   the	   shell	   (see	   also	   Fig.	   1	   in	   Zaremba	   et	   al.	   [1996]	   for	   more	   details	  
considering	   the	   shell	   structure	   of	   Haliotis	   rufescens).	   The	   outer	   shell	   surface	   (grey	  
shaded	  area	  in	  the	  figure	  above)	  might	  have	  a	  different	  composition	  depending	  on	  the	  
gastropod	   species.	   Dauphin	   et	   al.	   (Dauphin	   et	   al.	   [1989])	   claimed	   from	   scanning	  
electron	   microscopy	   (SEM)	   images	   of	   stained	   cross-­‐sections	   of	   shells	   of	   different	  
Haliotis	  species	  that	  the	  outer	  shell	  layer	  can	  be	  entirely	  calcitic,	  entirely	  aragonitic	  or	  a	  
mixture	  of	  calcite	  and	  aragonite	  constituents.	  However	  the	  outer	  shell	  surface	  clearly	  
lacks	   the	   distinct	   nacre	   structure.	   Since	   the	   non-­‐nacreous	   shell	   layers	   are	   not	   of	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interest	   in	   the	  scope	  of	   this	   thesis	   their	   composition	  and	  structure	  are	  not	  discussed	  
further.	  
On	  the	  right	  hand	  side	  of	  B)	  one	  can	  see	  mature	  nacre	  with	  its	  characteristic	  structure	  
(an	   exemplary	   SEM	   image	   is	   given	   in	   Fig.	   1B	   in	   Heinemann	   et	   al.	   [2011]).	   It	   is	  
composed	   of	   polygonal	   aragonite	   tablets	   (see	   drawing	   C	   and	   for	   an	   exemplary	   SEM	  
image	   Fig.	   1C	   and	   2A	   in	   Heinemann	   et	   al.	   [2011]).	   These	   tablets	   have	   a	   lateral	   (xy-­‐
plane)	   dimension	   of	   several	  𝜇𝜇𝜇𝜇	  and	   a	   height	   (z-­‐direction)	   of	   approximately	  0.5  𝜇𝜇𝜇𝜇	  
(see	  e.g.	  Figs.	  3	  and	  6	  in	  Gries	  et	  al.	  [2009b]).	  At	  least	  two	  different	  stacking	  orders	  of	  
the	  aragonite	  platelets	  can	  be	  observed	  in	  nacre.	  In	  the	  so-­‐called	  “columnar	  nacre”	  (as	  
shown	  in	  Fig.	  2.1.1.C)	  the	  centres	  of	  the	  stacked	  aragonite	  platelets	  have	  only	  a	  small	  
lateral	  (in	  the	  xy-­‐plane)	  offset	  and	  therefore	  forming	  columns.	  In	  contrast	  in	  so-­‐called	  
“sheet	  nacre”	  the	  mineral	  platelets	  form	  a	  wall-­‐like	  structure	  with	  larger	  lateral	  offsets	  
(exemplary	  SEM	  images	  can	  be	  found	  in	  Hedegaard	  &	  Wenk	  [1998]).	  It	  turns	  out	  that	  
the	  crystallographic	  c-­‐axis	  of	   the	  aragonite	   (orthorhombic	  crystal	   system;	  𝑎𝑎 = 4.95  Å,	  
𝑏𝑏 = 7.96  Å,	  𝑐𝑐 = 5.73  Å;	   Klein	   &	   Hurlbut	   Jr.	   [1985])	   platelets	   in	   columnar	   gastropod	  
nacre	  shows	  only	  moderate	  deviations	  from	  the	  normal	  (z-­‐direction	  in	  Fig.	  2.1.1.C)	  to	  
the	   nacreous	   shell	   layer	  whereas	   the	  a-­‐	   and	  b-­‐axis	   show	   less	   preferred	   orientations	  
(e.g.	  Hedegaard	  &	  Wenk	  [1998],	  Chateigner	  et	  al.	  [2000]).	  Note	  that	  the	  last	  statement	  
refers	  not	  to	  individual	  nacre	  columns.	  Gilbert	  et	  al.	  found	  that	  within	  columnar	  nacre	  
of	   Haliotis	   rufescens	   “stacks	   of	   co-­‐oriented	   tablets”	   (oriented	   with	   respect	   to	   the	  
aragonite	   crystallographic	   c-­‐axis)	   exist	   (Gilbert	   et	   al.	   [2008],	   p.	   17521).	   The	   authors	  
describe	  that	  several	  stacked	  platelets	  within	  a	  column	  of	  limited	  height	  have	  a	  similar	  
c-­‐axis	  orientation.	  They	  point	  out	  that	  adjacent	  columns	  of	  stacked	  platelets	  can	  have	  a	  
different	  orientation.	  These	  observations	  have	  implications	  for	  the	  growth	  model	  of	  the	  
so-­‐called	  “stacks	  of	  coins”	  as	  described	  in	  the	  following.	  	  
On	   the	   left	  hand	  side	  of	  Fig.	  2.2.1.B	  –	   close	   to	   the	   shell	   rim	  –	   the	   so-­‐called	   “stacks	  of	  
coins”	  are	  drawn.	  Stacks	  of	  coins	  are	  prominent	  at	   the	  nacre	  growth	   front	  where	   the	  
actual	  shell	  growth	  takes	  place	  (see	  e.g.	  Fig.	  19	   in	  Heinemann	  et	  al.	   [2011]	   for	  a	  SEM	  
image	  of	  the	  growth	  front	  of	  Haliotis	  laevigata	  or	  Figs.	  8	  and	  9	  in	  Nakahara	  et	  al.	  [1982]	  
for	   images	  of	  Haliotis	  rufescens	  nacre).	  Fig.	  2.2.1.D	  exemplifies	  more	  details	  of	   such	  a	  
stack	   of	   coins.	   Nakahara	   et	   al.	   observed	   that	   the	   aragonite	   platelets	   (grey	   areas	   in	  
Fig.	  2.1.1.D)	  grow	  between	  preformed	  organic	  sheets	  (green	  areas	  in	  Fig.	  2.1.1.D).	  
It	   is	   suggested,	   for	   example	   by	   Schäffer	   et	   al.	   (Schäffer	   et	   al.	   [1997]),	   that	   the	  
crystallographic	   similarity	   of	   stacked	   platelets	   is	   a	   result	   of	   mineral	   bridges	   that	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protrude	   the	   organic	   layers.	   As	   indicated	   in	   Fig.	   2.1.1.D	   the	   surface	   of	   the	   aragonite	  
platelets	   is	  not	   flat	  but	  covered	  with	  “nanoscale	  asperities”	   (Barthelat	  et	  al.	   [2006]	  p.	  
1979)	  of	  varying	  size,	  shape	  and	  density	  on	  the	  platelet	  (see	  for	  example	  Barthelat	  et	  
al.	   [2006]	   and	   references	   given	   therein).	   Checa	   et	   al.	   (Checa	   et	   al.	   [2011])	   note	   that	  
asperities	   of	   platelets	   lying	   upon	   another	   can	   contact	   each	   other	   (not	   shown	   in	  
Fig.	  2.1.1.D).	   Gries	   et	   al.	   demonstrate	   that	   “the	   crystallographic	   orientation	   does	   not	  
change	  significantly	  within	  the	  bridge.”	  (Gries	  et	  al.	  [2009b],	  p.	  235).	  The	  latter	  authors	  
note	  also	  that	  not	  all	  asperities	  are	  in	  contact.	  Checa	  et	  al.	  acknowledge	  that	  “the	  crystal	  
lattice	  of	  tablets	  is	  frequently	  continuous	  across	  such	  nanocolumns”	  (p.	  333).	  However	  
in	   their	   opinion	   there	   is	   an	   interface	   between	   contacting	   asperities	   and	   they	   –	   the	  
contacting	  nano-­‐asperities	  –	  are	  not	  those	  mineral	  bridges	  that	  are	  responsible	  for	  the	  
propagation	   of	   any	   crystallographic	   orientation.	   Checa	   et	   al.	   propose	   one	   “major	  
connection”	  (p.	  336)	  central	  in	  the	  growing	  nacre	  columns.	  To	  give	  just	  one	  exemplary	  
value	   for	   the	   asperity	   density:	   Song	   et	   al.	   (Song	   et	  al.	   [2003])	   determined	   a	   value	   of	  
105± 15  𝜇𝜇𝑚𝑚!! 	  for	   the	   mineral	   bridge	   density.	   The	   authors	   of	   the	   latter	   study	  
determined	  this	  value	  for	  the	  mineral	  bridge	  density	  from	  SEM	  and	  TEM	  images	  of	  the	  
surface	  of	  aragonite	  platelets	  covered	  with	  the	  interlamellar	  matrix.	  It	  is	  the	  opinion	  of	  
the	   author	   of	   this	   thesis	   that	   this	   approach	   results	   in	   the	   number	   of	   pores	   in	   the	  
interlamellar	   matrix	   and	   of	   visible	   mineral	   protrusions	   and	   not	   necessarily	   in	   the	  
actual	  number	  of	  mineral	   bridges.	   Strictly	   a	  determination	  of	   the	  number	  of	  mineral	  
bridges	  –	  if	  understood	  as	  a	  continuous	  crystal	  connection	  between	  stacked	  platelets	  –	  
would	  require	  an	  investigation	  of	  each	  nano-­‐asperity	  in	  the	  organic	  layer	  between	  two	  
platelets.	   It	  seems	  not	   to	  be	  known	  how	  many	  “true”	  bridges	  exist	  between	  platelets.	  
Therefore	  the	  depiction	  of	  one	  connection	  in	  Fig.	  2.1.1.D	  is	  arbitrarily.	  
Zhang	  and	  Xu	  (Zhang	  &	  Xu	  [2013])	  found	  that	  the	  “mature	  tablet[s]”	  (p.	  39)	  from	  the	  
growth	  front	  nacre	  of	  the	  Asian	  green	  mussel	  Perna	  viridis	  are	  single	  crystals.	  Mukai	  et	  
al.	  (Mukai	  et	  al.	  [2010])	  investigated	  mineral	  tablets	  from	  stacks	  of	  coins	  from	  growth	  
front	   nacre	   of	   Haliotis	   discus	   hannai	   and	   Omphalius	   rusticus.	   They	   report	   that	   the	  
platelets	   at	   the	   nacre	   growth	   front	   are	   very	   frequently	   single	   crystals.	   Occasionally	  
twinning	   (see	   for	   example	   Klein	   &	   Hurlbut	   Jr.	   [1985]	   for	   twinning	   of	   geological	  
aragonite)	  on	  {1	  1	  0}	  facets	  occur	  in	  those	  tablets	  according	  to	  the	  authors.	  Following	  
the	   information	   given	   in	   (Zhang	   &	   Xu	   [2013]	   and	   references	   therein)	   it	   shall	   be	  
mentioned	  that	  there	  exist	  at	  least	  two	  further	  ideas	  of	  the	  platelet	  structure.	  The	  one	  
suggests	   that	   the	  platelets	  are	  built	  of	   smaller	   “co-­‐oriented	  nanocrystals”	   (p.	  37)	  and	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the	   other	   that	   the	   crystal	   tablets	   are	   surrounded	   by	   amorphous	   calcium	   carbonate	  
(ACC;	   Nebel	   et	   al.	   Nebel	   et	   al.	   [2008]	   prepared	   in	   vitro	   additive-­‐free	   ACC.	   They	  
determined	  the	  chemical	  formula	  Ca CO! !.!!" ⋅ 0.473  H!O	  and	  found	  small	  amounts	  of	  
hydroxide	   but	   no	   hydrogencarbonate.	   However	   it	   seems	   to	   the	   author	   of	   this	   thesis	  
that	  there	  exists	  currently	  no	  general	  agreement	  on	  the	  composition	  of	  ACC).	  Gries	  et	  
al.	   (Gries	   et	   al.	   [2009a])	   could	   show	   that	   the	   mineral	   platelets	   in	  Haliotis	   laevigata	  
contain	   small	   voids	   with	   an	   increased	   carbon	   content	   compared	   to	   the	   crystalline	  
material.	  Those	  voids	  are	  not	  explicitly	  depicted	  in	  Fig.	  2.2.1.D.	  
From	   an	   experimental	   point	   of	   view	   the	   structure	   of	   the	   organic	   matrix	   (drawn	   in	  
green	   in	   Fig.	   2.2.1.D)	   between	   the	   aragonite	   platelets	   can	   be	   assessed	   if	   the	  mineral	  
platelets	  are	  dissolved	  either	  by	  acids	   (the	  Fritz	  group	  usually	  uses	  6-­‐10	  vol%	  acetic	  
acid)	   or	   a	   calcium	   chelating	   substance	   (the	   Fritz	   group	   usually	   uses	  
ethylenediaminetetraacetic	   acid	   [EDTA]	   in	   different	   concentrations).	   During	   such	   a	  
demineralisation	  procedure	   the	  organic	  matrix	   from	  nacre	   separates	   into	  a	   soluble	  –	  
soluble	  with	  respect	  to	  the	  demineralisation	  solution	  –	  and	  an	  insoluble	  organic	  matrix.	  
Note	  that	  the	  actual	  composition	  of	  both	  matrices	  might	  vary	  with	  the	  demineralisation	  
conditions	   and	   the	   nacre	   forming	   organism.	   As	   it	   is	   described	   for	   example	   in	   the	  
experimental	  sections	  of	   this	   thesis	   the	  acetic	  acid	  soluble	  organic	  matrix	  contains	  at	  
least	  several	  proteins	  (see	  section	  4.4.2.	  for	  the	  protein	  preparation	  procedure	  and	  Fig	  
3.4.4.	   for	   purified	   nacre	   proteins	   from	  Haliotis	   laevigata).	   The	  weight	   fraction	   of	   the	  
insoluble	  organic	  matrix	  is	  in	  the	  order	  of	  2-­‐4%	  and	  that	  of	  the	  soluble	  organic	  matrix	  
in	  the	  order	  of	  0.022%	  (Heinemann	  [2008],	  p.	  98).	  
If	  –	  as	  proposed	  for	  example	  by	  Schäffer	  et	  al.	  (Schäffer	  et	  al.	  [1997])	  –	  mineral	  bridges	  
can	   protrude	   the	   organic	   layers	   (drawn	   in	   green	   in	   Fig.	   2.2.1.D)	   between	   stacked	  
platelets,	   then	  these	   layers	  should	  have	  some	  kind	  of	  pores.	  Atomic	  force	  microscopy	  
(AFM)	   images	  of	   the	  demineralised	   insoluble	  organic	   layers	  show	  a	  porous	  structure	  
(see	  for	  example	  Fig.	  10	  in	  Meyers	  et	  al.	  [2009]	  for	  an	  AFM	  image	  of	  the	  demineralised	  
insoluble	  organic	  matrix	  of	  Haliotis	  fulgens	  or	  Haliotis	  rufescens,	  Fig.	  3	  in	  Launspach	  et	  
al.	   [2012]	  for	  an	  AFM	  image	  of	  the	  demineralised	  insoluble	  organic	  matrix	  of	  Haliotis	  
laevigata	   as	   well	   as	   Figs.	   7	   to	   9	   in	   Bezares	   et	   al.	   [2008]	   for	   AFM	   images	   of	   the	  
demineralised	   insoluble	   organic	   matrix	   of	  Haliotis	   rufescens).	   The	   pores	   that	   can	   be	  
imaged	  within	   the	  demineralised	   insoluble	  organic	  matrix	  are	   formed	  between	  some	  
kind	  of	  filaments	  (shown	  in	  green	  in	  Fig.	  2.1.1.E).	  
	   	   9	  
It	   is	   suggested	   that	   those	   filaments	   are	   composed	   of	   chitin	   and	   proteins	   (the	   latter	  
represented	   schematically	   by	   coloured	   ellipsoids	   in	  Fig.	   2.1.1.E)	  where	   the	   latter	   are	  
associated	   to	   those	   filaments	   (see	   e.g.	   Bezares	   et	   al.	   [2008],	   Meyers	   et	   al.	   [2009],	  
Launspach	  et	  al.	  [2012]).	  This	  model	  is	  additionally	  supported	  by	  the	  following	  studies.	  
Furuhashi	   et	   al.	   (Furuhashi	   et	   al.	   [2009a])	   could	   detect	   characteristic	   chitin	  
decomposition	   fragments	   in	   pyrolysis	   gas	   chromatography/mass	   spectrometry	  
experiments	   of	   insoluble	   organic	   matrices	   from	   shells	   of	   different	   mollusc	   species	  
including	   Haliotis	   gigantea.	   Note	   however	   that	   the	   authors	   of	   the	   latter	   study	  
demineralised	   complete	   shells	   –	   not	   only	   nacreous	   layers	   –	   for	   preparation	   of	   the	  
organic	   matrices	   first	   and	   then	   removed	   proteins	   at	   least	   partially	   by	   protease	  
treatment.	  Weiss	  et	  al.	  (Weiss	  et	  al.	  [2002])	  demineralised	  nacre	  from	  Haliotis	  rufescens	  
and	  treated	  the	  insoluble	  organic	  matrix	  with	  a	  protease.	  The	  resulting	  organic	  matter	  
was	  deacetylated	  and	  after	  this	  procedure	  several	  chemical	  tests	  and	  NMR	  experiments	  
gave	   positive	   results	   for	   chitosan	   (chitin	   is	   the	   acetylated	   form	   of	   chitosan).	   In	  
conjunction	  with	  the	  poor	  solubility	  of	   the	  organic	  matrix	  –	  before	  deacetylation	  –	   in	  
different	   solutions	   the	   authors	   of	   the	   latter	   study	   conclude	   that	   the	   native	   organic	  
matrix	  contains	  chitin.	  
The	  protein	   fraction	  cannot	  be	  completely	  removed	  by	  demineralisation	  with	  acid	  or	  
chelating	   chemicals.	   A	   harsh	   chemical	   treatment	   (for	   example	   boiling	   in	   protein	  
denaturing	   solutions)	   of	   the	   demineralised	   organic	  matrix	   can	   still	   remove	   a	   certain	  
amount	   of	   proteins	   (see	   e.g.	   Launspach	   et	   al.	   [2012]).	   Additionally	   the	   surface	  
appearance	  of	  demineralised	  organic	  matrix	  changes	  during/after	  protease	  treatment	  
as	  monitored/imaged	  by	  AFM	  (see	  e.g.	  Launspach	  et	  al.	  [2012],	  Schäffer	  et	  al.	  [1997]).	  
The	   insoluble	   organic	   matrix	   can	   be	   prepared	   conveniently	   for	   surface	   imaging	  
techniques	   by	   demineralisation.	   Since	   demineralisation	   always	   results	   in	   the	  
detachment	  of	  the	  soluble	  protein	  fraction	  –	  in	  case	  of	  Haliotis	  laevigata	  the	  weight	  of	  
this	  fraction	  was	  estimated	  to	  be	  around	  0.022%	  of	  the	  weight	  of	  demineralised	  nacre	  
(Heinemann	   [2008])	   –	   from	   the	   insoluble	  matrix	   the	   surface	   structure	   of	   the	   native	  
organic	  matrix	   as	   present	   during	   nacre	   formation	   seems	   to	   be	   difficult	   to	   assess.	   In	  
case	  of	  the	  demineralised	  and	  protease	  treated	  insoluble	  organic	  matrix,	  pores	  with	  a	  
diameter	  in	  the	  order	  of	  several	  ten	  nanometres	  (40-­‐80  𝑛𝑛𝑛𝑛	  according	  to	  Bezares	  et	  al.	  
[2008],	  5-­‐50  𝑛𝑛𝑛𝑛	  according	  to	  Schäffer	  et	  al.	   [1997])	  appear	  between	  filaments	  whose	  
core	   is	   supposed	   to	   consist	   of	   chitin.	   These	   filaments	   seem	   to	   have	   no	   preferred	  
orientation	   (Meyers	   et	   al.	   [2009])	   and	   they	   themselves	  might	   consist	   of	   a	   bundle	   of	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fibres	  with	  diameters	  in	  the	  range	  5-­‐10  𝑛𝑛𝑛𝑛	  (Bezares	  et	  al.	  [2008]).	  In	  cross-­‐sections	  of	  
stacks	  of	  coins	  the	  organic	  layer	  between	  mineral	  platelets	  has	  a	  height	  in	  the	  order	  of	  
40  𝑛𝑛𝑛𝑛	  (see	  for	  example	  Nakahara	  et	  al.	  [1982]).	  
Some	  proteins	  and/or	  characteristics	  of	  proteins	  of	  the	  organic	  matrix	  of	  nacre	  will	  be	  
introduced	  in	  the	  next	  section	  in	  conjunction	  with	  some	  nacre	  formation	  models.	  This	  
section	  concludes	  with	  some	  brief	  remarks	  on	  the	  mechanical	  properties	  arising	  from	  
the	   distinct	   nacre	   structure.	   Since	   the	  mechanical	   properties	   of	   nacre	   are	   not	   in	   the	  
focus	  of	  this	  thesis	  only	  some	  arbitrary	  contributions	  are	  given.	  
Barthelat	   and	   Espinosa	   (Barthelat	   &	   Espinosa	   [2007])	   determined	   the	   maximal	  
toughness	   of	   nacre	   to	   be	  1.5  𝑘𝑘𝑘𝑘/𝑚𝑚! 	  (single	   edge	   notch	   three	   point	   bending	   test;	  
referring	   to	   Fig.	   2.1.1.C	   the	   crack	   travels	   in	   z-­‐direction).	   The	   authors	   state	   that	   the	  
toughness	   of	   pure	   aragonite	   is	   in	   the	   order	   of	  0.01  𝑘𝑘𝑘𝑘/𝑚𝑚! .	   This	   is	   a	   remarkable	  
toughness	   increase	   recalling	   that	   the	  mineral	   fraction	   in	  nacre	   is	   around	  95	   to	  98%.	  
The	  distinct	  architecture	  of	  nacre	  leads	  to	  features	  like	  progressive	  tablet	  interlocking	  
mechanisms	   and	   energy	   dissipation	   by	   inelastic	   deformations,	  which	  make	   nacre	   an	  
attractive	  material	   for	   biomimetic	   approaches	   (see	   e.g.	   Barthelat	  &	   Espinosa	   [2007],	  
Barthelat	  [2010]).	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2.2.	   Nacre	  formation	  concepts	  and	  some	  characteristics	  of	  the	  
organic	  matrix	  
As	   it	   is	   already	  mentioned	   in	   the	   preceding	   section	   an	   organic	  matrix	   can	   be	   found	  
between	   the	   mineral	   parts	   of	   nacre.	   This	   organic	   matrix	   is	   assumed	   to	   consist	   of	   a	  
chitin	   core	   and	   attached	   proteins	   as	   described	   in	   the	   last	   section.	   If	   the	   whole	  
mineralisation	   process	   is	   controlled	   via	   proteins	   then	   those	   proteins	   must	   be	  
synthesised	  and	  transported	  to	  their	  functional	  site	  by	  the	  shell-­‐building	  organism.	  
The	  so-­‐called	  mantle	  (or	  pallium)	   in	  Haliotis	  sp.	   is	  a	   tissue	  that	  covers	  the	  foot	  of	   the	  
animal	   as	  well	   as	   the	   inner	   shell	   surface	   (see	   for	   example	   Sud	   et	  al.	   [2002],	   and	   for	  
general	   structural	   information	   on	   molluscs	   Morton	   &	   Yonge	   [1964]).	   The	   mantle	   is	  
schematically	   indicated	   in	  Fig.	   2.2.1.B.	  Note	   that	   this	   schematic	   is	   oversimplified	   and	  
does	   not	   reflect	   the	   observed	   true	  morphologies	   of	   the	  mantle	   especially	   on	   the	   left	  
hand	  side	  at/near	  the	  shell	  edge	  (see	  Sud	  et	  al.	  [2002]	  for	  a	  study	  of	  the	  mantle	  edge	  of	  
Haliotis	   tuberculata	   and	  McDougall	  et	  al.	   [2011]	   for	   a	   study	   of	   the	  mantle	   of	  Haliotis	  
asinina).	   Results	   obtained	   by	   Hirata	   (Hirata	   [1953])	   suggest	   that	   the	   –	  more	   or	   less	  
isolated	   –	  mantle	   of	   the	   bivalve	   Crassostrea	   virginica	   is	   able	   to	   synthesize	   the	   shell.	  
Note	   that	   in	   the	   aforementioned	   study	   the	   valves	  were	   opened	   and	   the	   animal	   was	  
dissected	  from	  the	  mantle	  so	  that	  finally	  only	  two	  shell	  valves	  with	  the	  attached	  mantle	  
tissue	   were	   left.	   Although	   removal	   of	   a	   considerable	   part	   of	   the	   animal	   the	   mantle	  
tissue	  was	   still	   able	   to	   produce	   shell-­‐similar	   structures	   on	   a	   glass	   coverslip	   inserted	  
between	  shell	  and	  mantle.	  
This	   would	   imply	   that	   the	   mantle	   must	   be	   capable	   of	   secreting	   all	   the	   necessary	  
organic	   components	   for	   shell	   formation	   as	   well	   as	   at	   least	   be	   permeable	   for	   the	  
required	  ions.	  There	  seems	  to	  be	  agreement	  that	  particular	  parts	  of	  the	  mantle	  are	  at	  
least	  responsible	  for	  the	  synthesis	  of	  the	  periostracum	  (see	  for	  example	  section	  2.3.2.	  
in	  de	  Paula	  &	  Silveira	  [2009]).	   In	  a	  fold	  of	  the	  mantle	  at	  the	  shell	  edge	  (this	  so-­‐called	  
“periostracal	  groove”	  is	  not	  shown	  in	  Fig.	  2.1.1.)	  this	  outermost	  layer	  is	  synthesised.	  On	  
or	  in	  this	  layer	  the	  shell	  formation	  is	  started.	  The	  cells	  of	  the	  mantle	  surface	  at	  the	  shell	  
edge	   were	   imaged	   by	   Sud	   et	   al.	   (Sud	   et	   al.	   [2002])	   as	   well	   as	   McDougall	   et	   al.	  
(McDougall	   et	   al.	   [2011]).	   Considering	   the	   epithelial	   cells	   that	   face	   the	   inner	   shell	  
layers	  both	  groups	  agree	  among	  other	  things	  at	  least	  upon	  following	  observations.	  The	  
cells	  are	  of	  an	  elongated	  and	  columnar	  appearance,	  the	  shell	  facing	  side	  has	  microvilli,	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numerous	  mitochondria	   and	   inclusions/vacuoles	   can	   be	   observed	   in	   some	   cells	   and	  
occasionally	   unknown	  material	   detaches	   from	   the	   cell	   surface	   pointing	   towards	   the	  
shell.	  
Regarding	  in	  particular	  ions	  Jodrey	  (Jodrey	  [1953])	  obtained	  hints	  –	  using	  the	  mantle-­‐
shell	  preparation	  of	  Hirata	  as	  outlined	  above	  and	  a	  radioactive	  calcium	  isotope	  –	  that	  
the	  mantle	  tissue	  can	  deposit	  calcium	  from	  the	  surrounding	  sea	  water	  in	  the	  shell.	  Note	  
that	  this	  experimental	  approach	  does	  not	  explicitly	  exclude	  food	  as	  a	  possible	  calcium	  
source.	  Concerning	  carbonate	  (CO!
!!)	  as	  the	  remaining	  constituent	  of	  the	  nacre	  mineral	  
phase	   at	   least	   the	   following	   sources	   are	   possible	   (see	   e.g.	   McConnaughey	   &	   Gillikin	  
[2008],	   Wilbur	   [1964]).	   Carbonate	   species	   (including	   solvated	   carbon	   dioxide	  CO!
∗ ,	  
hydrogencarbonate	  HCO!
! 	  and/or	   carbonate	  CO!
!!)	   from	   seawater	   might	   reach	   the	  
mineralisation	   site	   through	   the	   mantle	   or	   carbon	   dioxide	   obtained	   during	   cell	  
respiration	  could	  be	  used	  for	  shell	  mineralisation.	  But	  it	  seems	  –	  as	  stated	  in	  a	  recent	  
review	  on	  shell	   formation	   from	  Suzuki	  and	  Nagasawa	  (Suzuki	  &	  Nagasawa	  [2013])	  –	  
that	  “[f]urther	  work	  will	  be	  needed	  to	  clarify	   the	  process	  of	   transport	  of	  calcium	  and	  
carbonate	  ions	  from	  the	  mantle	  to	  the	  shell”	  (p.	  350).	  
Wilbur	   stated	   in	   general	   (Wilbur	   [1964])	   that	   the	  mineralization	   occurs	   outside	   the	  
pallium	  in	  the	  so-­‐called	  extrapallial	  space	  that	  contains	  the	  extrapallial	  fluid	  (EPF)	  with	  
all	  necessary	  components	  for	  shell	  formation.	  The	  EPF	  is	  depicted	  in	  blue	  in	  Fig.	  2.1.1.B	  
and	  D.	  Wada	  and	  Fujinuki	   (Wada	  &	  Fujinuki	   [1976])	  as	  well	  as	  Crenshaw	  (Crenshaw	  
[1972])	  shed	  light	  on	  the	  inorganic	  ion	  composition	  of	  the	  EPF	  of	  bivalves.	  Table	  2.2.1.	  
summarizes	   ion	   concentrations	   in	   the	   EPF	   and	   blood	   of	   gastropods	   as	   well	   as	   in	  
seawater.	   The	   species	   presented	   in	   Table	   2.2.1.	   are	   chosen	   arbitrarily	   from	   the	  














	   	   	   growth	   rest	   	   	  
	   [𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚/𝑘𝑘𝑘𝑘]	   [𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚/𝑘𝑘𝑘𝑘]	   [𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚/𝑘𝑘𝑘𝑘]	   [𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚/𝐿𝐿]	   [𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚/𝐿𝐿]	  
Na!	   485.3	   452.8	   431.5	   456.7	   475.4	   495.9	  
K!	   10.6	   9.0	   12.7	   11.5	   10.1	   10.9	  
Li!	   	   0.022	   0.029	   0.050	   	   	  
Ca!!	   10.7	   10.2	   9.7	   11.0	   10.3	   10.8	  
Mg!!	   55.2	   51.2	   50.7	   50.1	   54.2	   58.3	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Sr!!	   0.095	   0.084	   0.089	   0.075	   	   	  
Cu	   	   0.0003	   0.0030	   0.0042	   	   	  
Zn	   	   0.0013	   0.1758	   0.3822	   	   	  
Fe	   	   0.0002	   0.0224	   0.0226	   	   	  
Mn	   	   0.0003	   0.0044	   0.0042	   	   	  
HCO!
!	   2	  (calc.)	   2.2	   3.7	   5.0	   2.4	   10.2	  
CO!
!!	   0.21	  (calc.)	   	   2.2  to  7.9 ⋅ 10!!𝑚𝑚𝑚𝑚	   	   	  
Cl!	   565.8	   533.1	   524.1	   549.5	   554.4	   557.8	  
SO!
!!	   29.27	   27.4	   27.9	   33.3	   28.6	   20.5	  




8.2	   7.40	   7.54	   	   	  
Table	   2.2.1.	   Ionic	   composition	   of	   seawater,	   extrapallial	   fluid	   (EPF)	   and	   blood	   of	   arbitrarily	  
selected	  mollusc	  species.	  The	  average	  seawater	  composition	  [1]	  is	  taken	  from	  Millero	  (Table	  1	  
last	  column	  in	  Millero	  [1974]).	  The	  carbonate	  species	  concentrations	  were	  calculated	  with	  the	  
given	  average	  pH	  value.	  Compositions	  –	  environmental	  water	  and	  EPF	  –	  labelled	  [2]	  are	  taken	  
from	  Wada	  and	  Fujinuki	  (Table	  6	  in	  Wada	  &	  Fujinuki	  [1976]).	  The	  bivalve	  Pinctada	  fucata	  was	  
chosen	  arbitrarily.	  The	  authors	  analysed	  the	  EPF	  composition	  during	  growth	  and	  rest	  phases	  
of	  the	  animal.	  The	  carbonate	  concentration	  of	  the	  EPF	  of	  Pinctada	  fucata	  was	  calculated	  from	  
the	  hydrogencarbonate	  concentration	  and	  the	  pH	  values	  by	  the	  authors.	  The	  given	  carbonate	  
concentration	  range	  comprises	  all	  marine	  species	  investigated	  by	  Wada	  and	  Fujinuki.	  Note	  that	  
Wada	   and	   Fujinuki	   state	   the	   chemical	   compositions	   of	   the	   EPF	   in	  𝑝𝑝𝑝𝑝𝑝𝑝.	   To	   present	   the	   data	  
here	   in	  more	  convenient	  concentration	  units	   it	  was	  assumed	  that	   the	   latter	  authors	  reported	  
the	  values	  in	  total	   ion	  weight	  per	  total	   liquid	  weight.	  The	  columns	  labelled	  [3]	   include	  values	  
taken	   from	  Little	   (Table	   2	   in	   Little	   [1981]).	   The	   values	   for	   the	   organism	  Strombus	  gigas	   are	  
given	  since	  the	  data	  set	  comprised	  the	  most	  ionic	  species.	  
 
The	  data	  presented	  in	  Table	  2.2.1.	  suggest	  that	  the	  ionic	  compositions	  of	  the	  molluscan	  
EPF,	   of	   molluscan	   blood	   and	   of	   seawater	   has	   some	   kind	   of	   similarity.	   Wada	   and	  
Fujinuki	  state	  that	  the	  ionic	  strength	  of	  the	  EPF	  (𝐼𝐼 = 0.65  to  0.69  𝑚𝑚𝑚𝑚𝑚𝑚/𝑘𝑘𝑘𝑘;	  note	  that	  the	  
authors	  give	  no	  units	  in	  their	  publication	  but	  𝑚𝑚𝑚𝑚𝑚𝑚/𝑘𝑘𝑘𝑘	  or	  𝑚𝑚𝑚𝑚𝑚𝑚/𝑙𝑙	  seems	  to	  be	  reasonable)	  
is	  similar	  to	  that	  of	  seawater	  (𝐼𝐼 = 0.68  𝑚𝑚𝑚𝑚𝑚𝑚/𝑘𝑘𝑘𝑘).	  The	  pH	  value	  seems	  to	  be	  lower	  in	  the	  
EPF	  compared	  to	  seawater.	  The	  pH	  range	  for	  all	  studied	  species	  by	  Wada	  and	  Fujinuki	  
is	  7.3	  to	  7.8.	  Also	  in	  the	  blood	  of	  Strombus	  gigas	  relatively	  high	  ion	  concentrations	  seem	  
to	  be	  present.	  
A	  detailed	  discussion	  of	   the	  physiology	  and	   ionic	   regulation	  mechanisms	  of	  molluscs	  
and	   in	   particular	   gastropods	   is	   beyond	   the	   scope	   of	   the	   introduction	   of	   this	   thesis.	  
Considering	   this	   vast	   topic	   only	   the	   vague	   statement	   that	   “[m]arine	  molluscs	   are	   in	  
osmotic	   equilibrium	   (or	   steady	   state)	   with	   sea	   water,	   and	   those	   which	   have	   been	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studied	   show	   ionic	   regulation	   to	   various	   degrees,	   despite	   permeability	   to	  water	   and	  
salts.”	  (Robertson	  [1964],	  p.	  307)	  is	  given.	  
Unfortunately	  the	  author	  of	  this	  thesis	  is	  currently	  not	  aware	  of	  studies	  of	  the	  EPF	  of	  
marine	  gastropods	  and	  in	  particular	  of	  Haliotis	  sp.	   In	  the	  following	  it	   is	  assumed	  that	  
the	  composition	  is	  similar.	  Knowledge	  of	  the	  ionic	  EPF	  composition	  is	  important	  since	  
the	  EPF	  constitutes	  the	  natural	  environment	  for	  proteins	  involved	  in	  nacre	  formation.	  
Considering	  proteins	  supposed	  to	  be	  involved	  in	  biomineralisation	  of	  nacre	  one	  would	  
expect	   molecules	   involved	   in	   the	   formation	   of	   the	   chitin	   framework	   of	   the	   organic	  
matrix.	  Weiss	  et	  al.	  (Weiss	  et	  al.	   [2006])	  as	  well	  as	  Suzuki	  et	  al.	  (Suzuki	  et	  al.	   [2007])	  
found	  cDNA	  (complementary	  deoxyribonucleic	  acid)	  sequences	  of	  chitin	  synthases	   in	  
the	  mantle	  tissue	  of	  marine	  bivalves	  that	  seem	  to	  be	  also	  expressed	  in	  tissues	  close	  to	  
the	  shell.	  
There	  are	  speculations	  that	  the	  enzyme	  carbonic	  anhydrase	  –	  an	  enzyme	  that	  catalyses	  
the	   reaction	  CO! + H!O ⇌ HCO!
! + H! 	  (Tripp	   et	   al.	   [2001])	   –	   participates	   in	   shell	  
formation	   in	  some	  species	   (see	   for	  example	  Wilbur	  &	   Jodrey	   [1955]).	  The	  authors	  of	  
the	  last	  mentioned	  study	  fed	  oysters	  with	  carbonic	  anhydrase	  inhibitors	  and	  observed	  
a	  reduced	  shell	  formation	  rate.	  In	  conjunction	  with	  further	  experiments	  they	  suggested	  
that	  carbonic	  anhydrases	  might	  be	  relevant	  for	  shell	  formation	  when	  the	  non-­‐catalysed	  
production	  of	  carbonate	  from	  hydrated	  carbon	  dioxide	  would	  otherwise	  be	  to	  slow.	  
At	  this	  point	  it	  is	  useful	  to	  state	  the	  speciation	  of	  carbon	  dioxide	  in	  aqueous	  solutions	  
(e.g.	  Plummer	  &	  Busenberg	  [1982])	  
	  
CO! g 	   ⇌	   CO!
∗ 	   log!" 𝐾𝐾! = −1.47	   (2.2.1a.)	  
CO!
∗ + H!O	   ⇌	   H! + HCO!
!	   log!" 𝐾𝐾! = −6.35	   (2.2.1b.)	  
HCO!
!	   ⇌	   H! + CO!
!!	   log!" 𝐾𝐾! = −10.33	   (2.2.1c.)	  
net  reaction:  CO! g + H!O ⇌ 2H! + CO!
!!	   	   (2.2.1d.)	  
	  
where	  CO!
∗ 	  denotes	   the	   sum	  of	   hydrated	   carbon	  dioxide	   (CO! aq )	   and	   carbonic	   acid	  
(H!CO!).	  The	  amount	  of	  carbon	  dioxide	  solvated	  in	  liquid	  water	  depends	  on	  the	  partial	  
pressure	  of	  carbon	  dioxide	  in	  the	  gas	  phase,	  which	  is	  in	  contact	  with	  the	  liquid	  phase	  
according	   to	  Henry´s	   law.	   Additionally	   the	   equilibrium	   constants	  𝐾𝐾	  at	  25°𝐶𝐶	  are	   given	  
for	  completeness	  (Plummer	  &	  Busenberg	  [1982]).	  
If	   the	   ion	   activity	   product	   of	   calcium	  and	   carbonate	   in	   solution	   exceed	   the	   solubility	  
product	  of	  a	  calcium	  carbonate	  the	  corresponding	  crystal	  polymorph	  can	  form	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Ca!! + CO!
!!	   ⇌	   CaCO!(s)	   log!" 𝐾𝐾! = −8.50	   (2.2.2.)	  
	   	   	   log!" 𝐾𝐾! = −8.34	   	  
	   	   	   log!" 𝐾𝐾! = −7.91	   	  
	  
where	   the	   equilibrium	   constants	   represent	   the	   different	   calcium	   carbonate	  
polymorphs	   calcite	   (𝐾𝐾!),	   aragonite	   (𝐾𝐾!)	   and	   vaterite	   (𝐾𝐾!)	   respectively	   (calculated	   at	  
25°𝐶𝐶	  from	  Plummer	  &	  Busenberg	  [1982]	  in	  non-­‐seawater	  solutions).	  
It	  is	  tempting	  to	  assume	  from	  the	  simple	  equations	  2.2.1.	  and	  2.2.2.	  that	  a	  mere	  control	  
of	  the	  calcium	  and	  carbonate	  concentrations	  –	  the	   latter	  one	  via	  the	  pH	  value	  and/or	  
carbonic	  anhydrase	  activity	  –	  is	  sufficient	  for	  nacre	  formation.	  But	  as	  summarised	  for	  
example	   by	   Heinemann	   et	   al.	   (see	   section	   4.5.	   in	   Heinemann	   et	   al.	   [2011])	   the	  
shell/nacre	   forming	   organism	  must	   be	   capable	   of	   controlling	   the	   calcium	   carbonate	  
polymorph,	  its	  crystallographic	  orientation	  as	  well	  as	  its	  morphology.	  
Concerning	  the	  selection	  of	  the	  calcium	  carbonate	  polymorph	  it	  is	  interesting	  to	  notice	  
that	  present	  day	  seawater	  is	  supersaturated	  with	  respect	  to	  calcite	  and	  aragonite	  (e.g.	  
Morse	   et	   al.	   [1997],	   Burton	   &	   Walter	   [1987]).	   The	   authors	   of	   the	   aforementioned	  
studies	   highlighted	   that	   the	   precipitated	   calcium	   carbonate	   polymorph	   depends	   on	  
temperature	  and	  the	  magnesium	  to	  calcium	  ratio	  in	  seawater.	  At	  current	  magnesium	  to	  
calcium	  ratios	  of	  approximately	  5	   (see	  also	  Table	  2.2.1.)	   and	  above	  a	   temperature	  of	  
approximately	  5°𝐶𝐶	  aragonite	  has	  a	  higher	  precipitation	  rate	  than	  calcite.	  However	  the	  
morphology	  of	  the	  precipitated	  aragonite	  resembles	  that	  of	  needles	  or	  “broccoli”	  (see	  
Fig.	   2	   in	  Morse	   et	   al.	   [1997]).	   It	   is	   only	  mentioned	   in	   passing	   by	   that	   the	   “seawater	  
chemistry	  may	  have	   dictated	   the	   choice	   of	   skeletal	  mineralogy	   at	   the	   time	   skeletons	  
first	  evolved	  in	  a	  clade	  […]”	  (Porter	  [2007]).	  
The	  nacre	  formation	  is	  unlikely	  to	  be	  a	  simple	  precipitation	  from	  solution	  since	  nacre	  
consists	   of	   oriented	   aragonite	   platelets.	   Additionally	   the	   biological	   control	   of	   the	  
mineralisation	  process	  is	  even	  more	  prominent	  in	  some	  shell	  forming	  organisms	  since	  
they	   can	   switch	   between	   different	   calcium	   carbonate	   polymorphs	   and	   their	  
morphology	  during	  deposition	  (see	  e.g.	  Zaremba	  et	  al.	   [1996]	  and	  Su	  et	  al.	   [2002]	   for	  
studies	  on	  Haliotis	  rufescens).	  
Belcher	  et	  al.	   (Belcher	  et	  al.	   [1996])	  as	  well	  as	  Falini	  et	  al.	   (Falini	  et	  al.	   [1996])	  could	  
show	  that	  macromolecules	  extracted	  either	  from	  calcitic	  or	  aragonitic	  parts	  of	  the	  shell	  
(Belcher	  et	  al.	   investigated	  Haliotis	  rufescens	  and	  Falini	  et	  al.	  different	  organisms)	  can	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induce	  the	   in	  vitro	  growth	  of	  those	  calcium	  carbonate	  polymorphs	  (in	  an	  appropriate	  
solution)	   of	  which	   they	  were	   extracted	   from.	   A	   fundamental	   difference	   between	   the	  
findings	   of	   both	   teams	   is	   that	   Belcher	   et	   al.	   suggested	   that	   only	   the	   soluble	   protein	  
fraction	   is	  responsible	   for	   the	  polymorph	  control	  whereas	  Falini	  et	  al.	  suggested	  that	  
the	   soluble	  macromolecules	   should	   be	   adsorbed	   on	   a	   chitin-­‐silk	   fibroin	   assembly	   so	  
that	   the	  original	   –	  original	  means	  where	   the	   soluble	  macromolecules	  were	  extracted	  
from	  –	  polymorph	  grows.	  
At	   least	   the	   images	   of	   stacks	   of	   coins	   of	   the	   growth	   front	   of	  Haliotis	   rufescens	   nacre	  
taken	  by	  Nakahara	  et	  al.	  (Nakahara	  et	  al.	  [1982])	  suggests	  that	  the	  aragonite	  minerals	  
grow	   inside	   preformed	   organic	   sheets.	   Weiner	   et	   al.	   (Weiner	   et	   al.	   [1984])	  
hypothesized	  an	  epitactical	  or	   template	   function	  of	   the	  organic	  matrix.	  Especially	   for	  
the	  gastropod	  Tectus	  dentatus	  the	  authors	  postulated	  that	  under	  each	  mineral	  tablet	  a	  
“localized	   nucleation	   site”	   exists	   that	   is	   characterised	   by	   oriented	   aspartic	   acid	   rich	  
proteins	  in	  β-­‐sheet	  conformation.	  The	  negatively	  charged	  Asp	  residues	  are	  supposed	  to	  
provide	   calcium	   binding	   sites	   on	   the	   organic	   matrix	   in	   a	   spatial	   arrangement	   that	  
reflect	   their	   position	   in	   the	   corresponding	   crystal	   polymorph.	   Their	   model	   of	   the	  
organic	  matrix	   consists	   of	   a	   chitin	   core	   that	   is	   sandwiched	   between	   silk-­‐fibroin-­‐like	  
proteins	  and	  acidic	  macromolecules.	  
Bezares	   et	   al.	   (Bezares	  et	  al.	   [2008])	   investigated	   the	   interlamellar	  matrix	  of	  Haliotis	  
rufescens	  with	  different	  labelling	  techniques.	  On	  the	  matrix	  they	  could	  identify	  a	  certain	  
spatial	  arrangement	  of	  different	  compounds.	  In	  the	  regions	  that	  are	  located	  under	  each	  
aragonite	   platelet	   centre	   they	   detected	   carboxylate	   groups	   (RCOO!,	   R	   is	   an	   organic	  
group)	   and	   aragonite	   nucleating	   proteins.	   This	   central	   spot	   is	   surrounded	   by	  
compounds	   containing	   sulphate	   groups.	   When	   the	   surface	   of	   the	   organic	   matrix	   is	  
imaged	   after	   demineralisation	   organic	  material	   is	   visible	   at	   the	   former	   contact	   faces	  
between	  adjacent	  mineral	  platelets	  (coloured	  in	  orange	  in	  Fig.	  2.1.1.D).	  This	  material	  is	  
denoted	   as	   intertabular	  matrix.	   Bezares	   et	   al.	   obtained	   positive	   results	  when	   testing	  
the	   intertabular	  matrix	   for	  carboxylates,	  sulphates,	  aragonite	  nucleating	  proteins	  and	  
chitin.	  
These	  results	  are	  not	  contradictory	   to	  a	  crystal	  growth	  model	   that	  proposes	   that	   the	  
organic	  matrix	  initially	  attracts	  calcium	  ions	  at	  a	  localized	  spots	  and	  then	  these	  positive	  
charge	  spheres	  attract	  the	  negative	  carbonate	  ions	  as	  counter	  ions.	  This	  leads	  to	  a	  local	  
supersaturation	  with	  respect	  to	  calcium	  carbonate	  and	  crystallization	  is	  initiated	  (see	  
e.g.	   Greenfield	   et	   al.	   [1984]	   and/or	   a	   more	   detailed	   discussion	   in	   section	   4.5	   of	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Heinemann	  et	  al.	  [2011]).	  In	  such	  a	  model	  the	  actual	  calcium	  carbonate	  polymorph	  and	  
its	  morphology	  must	  be	  controlled	  by	  other	  mechanisms	  than	  epitaxy.	  
Recently	  Furuhashi	  et	  al.	  (Furuhashi	  et	  al.	  [2009b])	  published	  some	  critical	  remarks	  on	  
the	   current	   state	   of	   the	   shell	   calcification	   hypotheses.	   Regarding	   the	   silk-­‐fibroin-­‐like	  
proteins	   they	   state	   that	   “[i]t	   is	   necessary	   to	   reconsider	   the	   comparison	   between	  
mollusc	   shell	   insoluble	  proteins	   and	   silk	   fibroin	  proteins,	   and	   the	  naming	  of	  mollusc	  
shell	   protein	   as	   silk	   fibroin	   proteins	   or	   nacre	   silk”	   (p.	   356).	   They	   questioned	   if	  
molluscan	   insoluble	   Gly	   and	   Ala	   rich	   proteins	   that	   contain	   one	   or	   more	   β-­‐sheet	  
domains	  are	  actual	  similar	  to	  silk	  proteins.	  
Generally	   in	   the	  biomineralization	   field	   the	   importance	  of	   acidic	  macromolecules	   for	  
crystal	   growth	   is	   emphasized.	   This	   seems	   to	   be	   based	   mainly	   on	   amino	   acid	  
composition	  studies	  of	  the	  soluble	  organic	  matrix	  (see	  e.g.	  Weiner	  &	  Hood	  [1975]	  for	  
analysis	  of	  the	  soluble	  organic	  matrix	  of	  some	  bivalves	  and	  a	  cephalopod).	  Furuhashi	  et	  
al.	   (Furuhashi	   et	   al.	   [2009b])	   cautioned	   that	   the	   protein	   composition	   of	   the	   organic	  
matrix	   might	   vary	   with	   species	   as	   well	   as	   localization	   in	   the	   shell.	   In	   this	   context	  
Heinemann	  (Heinemann	  et	  al.	  [2011],	  Heinemann	  [2008])	  could	  demonstrate	  that	  the	  
amino	  acid	  composition	  of	  the	  soluble	  organic	  matrix	  of	  Haliotis	  laevigata	  varies	  with	  
the	  chosen	  purification	  method.	  Furuhashi	  et	  al.	  additionally	  stress	  the	  importance	  of	  
protein	   phosphorylation	   and	   glycosylation	   on	   the	   protein	   acidity.	   Also	   the	   authors	  
point	  out	   that	   the	  role	  of	   sulphated	  polysaccharides	   in	  biomineralization	   is	   currently	  
not	  clear.	  
The	  mechanism	  of	  nacre	  formation	  seems	  to	  be	  far	  from	  being	  understood	  as	  it	  can	  be	  
clearly	  seen	  regarding	  the	  distribution	  of	  nucleation	  sites	  –	  either	  with	  templating	  or	  
crystallisation	   properties.	   The	   observed	   stack	   of	   coins	   at	   the	   nacre	   growth	   front	  
suggest	  that	  the	  crystal	  growth	  is	  initiated	  in	  organic	  matrix	  layers	  on	  the	  far	  side	  with	  
respect	  to	  the	  epithelium	  cells.	  This	  implies	  that	  the	  nucleation	  sites	  are	  not	  localized	  
on	  every	  organic	  matrix	  layer	  and/or	  there	  is	  further	  regulation	  of	  the	  crystallisation.	  
Possibly	  the	  proteomic	  analysis	  of	  shell	  and/or	  shell	  layers	  (see	  for	  example	  analysis	  of	  
the	   complete	   shell	   of	   Lottia	   gigantea	   Mann	   et	   al.	   [2012])	   of	   many	   shell	   forming	  
organisms	  will	   shed	  new	   light	  on	  common	  characteristics	  of	  proteins	   found	   in	  shells.	  
But	  one	  has	  to	  acknowledge	  that	  posttranslational	  modifications	  may	  be	  important	  for	  
the	  shell	  mineralization.	  
In	   the	   meantime	   the	   focus	   of	   many	   studies	   lies	   on	   single	   proteins	   extracted	   from	  
different	   shell	   layers	   (for	   a	   recent	   review	   of	   known	   shell	   proteins	   see	   Suzuki	   &	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Nagasawa	   [2013])	   as	   it	   is	   the	   case	   in	   this	   thesis.	   In	   the	   following	   section	   the	   nacre	  
protein	  perlucin	  form	  Haliotis	  laevigata	  is	  introduced	  in	  more	  detail.	  
	  
2.3.	   The	  nacre	  protein	  perlucin	  and	  C-­‐type	  lectin-­‐like	  domains	  
Weiss	  et	  al.	  (Weiss	  et	  al.	  [2000])	  were	  able	  as	  one	  of	  the	  first	  groups	  to	  purify	  proteins	  
from	   the	   nacre	   layer	   of	  Haliotis	   laevigata.	   One	   of	   them	   was	   named	   perlucin.	   When	  
crushed	  nacre	  pieces	  were	  dialysed	  in	  10%	  acetic	  acid,	  foam	  was	  produced	  due	  to	  CO!	  
formation.	   In	   this	   foam	  proteins	  were	   detected	   that	   could	   be	   further	   purified	   by	   ion	  
exchange	   chromatography	   (cation	   exchange	   with	   a	   pH	   5	   buffer	   solution)	   and	   high	  
pressure	   liquid	   chromatography	   (HPLC).	   A	   protein	   with	   a	   molecular	   weight	   slightly	  
below	  21.5  𝑘𝑘𝑘𝑘𝑘𝑘	  (apparent	   weight	   from	   sodium	   dodecylsulphate	   polyacrylamide	   gel	  
electrophoresis	  [SDS-­‐PAGE])	  was	  detected.	  The	  first	  32	  N-­‐terminal	  amino	  acids	  of	  this	  
protein	  revealed	  a	  hitherto	  unknown	  protein.	  Initial	  in	  vitro	  precipitation	  experiments	  
demonstrated	  that	  perlucin	  can	  accelerate	  calcium	  carbonate	  formation	  in	  solution.	  
	  
Fig.	  2.3.1.	  The	  perlucin	  sequence	  (UniProt	  accession	  number	  P82596,	  Mann	  et	  al.	  [2000])	  with	  
some	  annotations.	  The	  rows	  labelled	  “variations”	  indicate	  the	  variations	  that	  can	  occur	  at	  the	  
corresponding	  amino	  acid	  position	  (as	  given	  in	  the	  UniProt	  database).	  The	  perlucin	  sequence	  is	  
repeated	   once	   for	   better	   readability.	   The	   row	   “CTLD	   pattern”	   indicates	   where	   the	   perlucin	  
sequence	   matches	   the	   PROSITE	   (Sigrist	   et	   al.	   [2002],	   Sigrist	   et	   al.	   [2013],	  
number       |       1       10        20        30        40        50        60
PERLUCIN     |       GCPLGFHQNRRSCYWFSTIKSSFAEAAGYCRYLESHLAIISNKDEDSFIRGYATRLGEAF
variations   |          I    H G        R                        D              V
variations   |          P
PERLUCIN     |       GCPLGFHQNRRSCYWFSTIKSSFAEAAGYCRYLESHLAIISNKDEDSFIRGYATRLGEAF
CTLD pattern |
CTLD charac. |        ^          ^                ^
number       |       62      70        80        90       100       110       120
PERLUCIN     |       NYWLGASDLNIEGRWLWEGQRRMNYTNWSPGQPDNAGGIEHCLELRRDLGNYLWNDYQCQ
variations   |       K                  E   !    
PERLUCIN     |       NYWLGASDLNIEGRWLWEGQRRMNYTNWSPGQPDNAGGIEHCLELRRDLGNYLWNDYQCQ
CTLD pattern |                                                **xxxxxxxxxx******x
CTLD charac. |         ^^^^                         ^^^       ^           ^^^  ^
number       |       123    130       140       150  155
PERLUCIN     |       KPSHFICEKERIPYTNSLHANLQQRDSLHANLQQR
variations   |                 H S           M         K
repeat       |                      |---------|---------
PERLUCIN     |       KPSHFICEKERIPYTNSLHANLQQRDSLHANLQQR
CTLD pattern |       xxxx***
CTLD charac. |             ^ 
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http://prosite.expasy.org)	   characteristic	   C-­‐type	   lectin	   domain	   pattern	   (entry	   PS00615).	  
Briefly,	   a	   PROSITE	   pattern	   is	   a	   short	   sequence	   motif	   characteristic	   for	   a	   protein	   family	   or	  
significant	  sequence	  segment.	  “*”	  indicates	  that	  the	  marked	  residue	  corresponds	  to	  the	  allowed	  
amino	  acid	  in	  the	  PROSITE	  pattern.	  “x”	  indicates	  that	  any	  amino	  acid	  is	  allowed	  at	  this	  position	  
according	   to	   the	   PROSITE	   pattern.	   The	   regular	   expression	   of	   the	   PROSITE	   CTLD	   pattern	  
(PS00615)	   can	   be	   found	   in	   the	  Appendix	   III.B.	   Obvious	   characteristic	   CTLD	   sequence	  motifs	  
(Zelensky	   &	   Gready	   [2005])	   are	   highlighted	   by	   “^”	   in	   the	   last	   row	   “CTLD	   charac.”.	   The	  
exclamation	  mark	  indicates	  the	  amino	  acid	  at	  position	  84	  that	  was	  not	  detected	  by	  Mann	  et	  al.	  
(Mann	  et	  al.	  [2000])	  but	  assumed	  to	  be	  Asn	  (see	  text	  for	  full	  details).	  
	  
In	   the	   same	   year	  Mann	   et	   al.	   (Mann	   et	   al.	   [2000])	   published	   a	   155	   amino	   acid	   long	  
sequence	   (see	   Fig.	   2.3.1.)	   of	   perlucin	   (UniProt	   accession	   number	   P82596).	   It	   is	  
important	  to	  notice	  that	  the	  amino	  acid	  at	  position	  84	  could	  not	  be	  detected	  by	  Edman	  
degradation.	   In	  conjunction	  with	  a	  Thr	  residue	  at	  position	  86	   it	   is	  concluded	  that	  the	  
residue	   at	   position	   84	   is	   a	   glycosylated	   Asn	   residue.	   The	   Asn	   residue	   in	   an	   Asn-­‐X-­‐
Thr/Ser	  motif	   (where	  X	   is	  not	  Pro)	   is	  a	  known	  glycosylation	  site	   (see	  e.g.	  Kelleher	  &	  
Gilmore	   [2006],	   Bause	   [1983]).	   Additionally	   in	   this	   context	   it	   could	   be	   shown	   that	  
carbohydrate	   binding	   proteins	   bind	   to	   perlucin.	   The	   amino	   acid	   variations	   found	   by	  
Mann	   et	   al.	   are	   given	   in	   Fig.	   2.3.1.	   During	   the	   sequence	   analysis	   the	   authors	  
encountered	  C-­‐terminal	  peptides	  shorter	  than	  those	  depicted	  in	  Fig.	  2.3.1.	  Their	  mass	  
spectrometry	   investigations	   give	   a	   hint	   of	   several	   perlucin	   species	   with	   a	   different	  
number	  of	  C-­‐terminal	  repeats.	  This	  point	  is	  further	  discussed	  below.	  
The	  sequence	  annotation	  in	  the	  UniProt	  database	  (The	  UniProt	  Consortium	  [2012])	  for	  
the	   perlucin	   entry	   P82596	   states	   that	   perlucin	   contains	   a	   C-­‐type	   lectin-­‐like	   domain	  
(CTLD).	  This	   is	   corroborated	  by	   the	  observation	   that	   the	  perlucin	   sequence	   contains	  
the	   PROSITE	   (Sigrist	   et	   al.	   [2002],	   Sigrist	   et	   al.	   [2013],	   http://prosite.expasy.org)	  
characteristic	   C-­‐type	   lectin	   domain	   pattern	   (entry	   PS00615).	   Briefly,	   a	   PROSITE	  
pattern	   is	   a	   short	   sequence	   motif	   characteristic	   for	   a	   protein	   family	   or	   significant	  
sequence	  segment.	  In	  Fig.	  2.3.1.	  the	  row	  labelled	  as	  “CTLD	  pattern”	  the	  symbols	  “*”	  and	  
“x”	   can	   be	   found.	   The	   first	   symbol	   indicates	   that	   the	   marked	   perlucin	   residue	  
corresponds	   to	   the	   allowed	   amino	   acid	   in	   the	   PROSITE	   pattern.	   The	   latter	   symbol	  
indicates	   that	   any	   amino	   acid	   is	   allowed	   at	   this	   position	   according	   to	   the	   PROSITE	  
pattern.	  The	  regular	  expression	  of	  the	  PROSITE	  CTLD	  pattern	  (PS00615)	  can	  be	  found	  
in	  the	  Appendix	  III.B.	  
One	  characteristic	  of	  CTLDs	  is	  a	  calcium	  dependent	  carbohydrate	  binding	  activity	  (see	  
e.g.	  Zelensky	  &	  Gready	  [2005]).	  More	  details	  of	  the	  CTLD	  protein	  family	  are	  introduced	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after	   the	   summary	   of	   experimentally	   determined	   perlucin	   properties.	   Mann	   et	   al.	  
(Mann	   et	   al.	   [2000])	   conducted	   binding	   assays	   between	   perlucin	   and	   glycoproteins.	  
Amongst	  others	  the	  authors	  determined	  that	  perlucin	  binds	  lactosylated	  bovine	  serum	  
albumin	   in	  presence	  of	   calcium	   ions.	   If	   a	   calcium	  chelating	   chemical	   or	   lactose	   as	   an	  
inhibitor	   is	  present	   then	   the	  binding	   is	   reduced.	  Finally	   they	  concluded	   that	  perlucin	  
has	  a	  functional	  lectin	  domain.	  	  
Three	  years	  later	  Blank	  et	  al.	  (Blank	  et	  al.	  [2003])	  used	  AFM	  imaging	  of	  a	  calcite	  surface	  
in	   presence	   of	   a	   supersaturated	   calcium	   carbonate	   solution	   to	   show	   that	   perlucin	  




The	  results	  from	  several	  perlucin	  studies	  (Blank	  et	  al.	  [2003],	  Mann	  et	  al.	  [2000],	  Weiss	  
et	   al.	   [2000])	   contain	   some	   hints	   that	   perlucin	   variants	   with	   different	   molecular	  
weights	   exist.	   Possible	   reasons	   could	   be	   a	   varying	   glycosylation	   or	   amino	   acid	  
sequence	  length.	  It	  is	  speculated	  that	  the	  variations	  in	  the	  amino	  acid	  sequence	  are	  due	  
to	  different	  number	  of	  C-­‐terminal	  repeats	  (see	  Fig.	  2.3.1.).	  This	  is	  supported	  by	  recent	  
findings	   of	   Dodenhof	   et	   al.	   (Dodenhof	   et	   al.	   [2014])	   who	   detected	   several	   splice	  
variants	  of	  perlucin	  that	  have	  different	  numbers	  of	  C-­‐terminal	  repeats.	  The	  alignment	  
of	   the	   translated	   sequences	   of	   the	   splice	   variants	  with	  perlucin	   is	   given	   in	  Appendix	  
III.C.	   It	   can	  be	   inferred	   that	   the	  variants	  differ	  mainly	  due	   to	  different	  numbers	  of	  C-­‐
terminal	  repeats	  (up	  to	  eight).	  
The	  current	  purification	  protocol	  of	  the	  Fritz	  group	  for	  perlucin	  (see	  section	  4.4.2.	  for	  
full	   experimental	   details)	   often	   results	   in	   two	   major	   bands	   on	   SDS-­‐PAGE	   gels	   (see	  
Fig.	  3.4.4.).	  One	  of	   these	  bands	   is	   slightly	  below	   the	  21.5  𝑘𝑘𝑘𝑘𝑘𝑘	  SDS-­‐PAGE	  marker	  band	  
and	   the	   other	   between	   the	  21.5  𝑘𝑘𝑘𝑘𝑘𝑘	  and	  31  𝑘𝑘𝑘𝑘𝑘𝑘	  SDS-­‐PAGE	   marker	   band.	   The	   band	  
slightly	   below	   the	   21.5  𝑘𝑘𝑘𝑘𝑘𝑘 	  SDS-­‐PAGE	   marker	   band	   corresponds	   apparently	   to	  
perlucin	  as	  purified	  by	  Weiss	  et	  al.	  (see	  Fig.	  2	  in	  Weiss	  et	  al.	  [2000]).	  It	  is	  assumed	  that	  
this	  is	  the	  light	  perlucin	  variant	  that	  corresponds	  to	  the	  perlucin	  sequenced	  by	  Mann	  et	  
al.	  (Mann	  et	  al.	  [2000])	  with	  a	  calculated	  mass	  of	  18.2  𝑘𝑘𝑘𝑘𝑘𝑘.	  	  
The	  band	  between	  the	  21.5  𝑘𝑘𝑘𝑘𝑘𝑘	  and	  31  𝑘𝑘𝑘𝑘𝑘𝑘	  SDS-­‐PAGE	  marker	  band	  is	  hypothesised	  to	  
be	  a	  heavier	  perlucin	  variant.	  One	  hint	  is	  that	  the	  perlucin	  C	  variant	  (UniProt	  accession	  
number	  F8J3D2)	  observed	  by	  Dodenhof	  et	   al.	   has	  a	   calculated	  mass	  –	  without	   signal	  
peptide	   –	   of	   25.9  𝑘𝑘𝑘𝑘𝑘𝑘 .	   Furthermore	   there	   are	   the	   following	   preliminary	   and	  
	   	   21	  
unpublished	   results	   from	   other	   members	   of	   the	   Fritz	   group	   (communicated	   by	   Dr.	  
Gummich).	  
In	  one	  experiment	  the	  content	  of	  protein	  mixture	  of	  the	  protein	  between	  the	  21.5  𝑘𝑘𝑘𝑘𝑘𝑘	  
and	  31  𝑘𝑘𝑘𝑘𝑘𝑘	  SDS-­‐PAGE	   marker	   band	   and	   a	   protein	   close	   to	   the	  6  𝑘𝑘𝑘𝑘𝑘𝑘	  marker	   (see	  
Fig.	  4.15	   in	   Gummich	   [2012])	  was	  N-­‐terminal	   sequenced	   (ten	   amino	   acids)	   revealed	  
that	  the	  mixture	  contained	  perlucin.	  Note	  however	  that	  the	  band	  of	  the	  heavier	  protein	  
was	   quite	   faint	   compared	   to	   the	   lighter	   one.	   In	   another	   experiment	   the	   content	   of	  
protein	  mixture	  that	  contained	  a	  protein	  between	  the	  21.5  𝑘𝑘𝑘𝑘𝑘𝑘	  and	  31  𝑘𝑘𝑘𝑘𝑘𝑘	  SDS-­‐PAGE	  
marker	  band,	   perlucin	   slightly	  below	   the	  21.5  𝑘𝑘𝑘𝑘𝑘𝑘	  marker	   and	  a	  protein	   close	   to	   the	  
6  𝑘𝑘𝑘𝑘𝑘𝑘 	  marker	   was	   investigated.	   Following	   treatments	   were	   performed	   with	   this	  
sample	  (pers.	  comm.	  Dr.	  Gummich,	  Fritz	  group).	  First	  the	  solvent	  of	  the	  protein	  mixture	  
was	  evaporated	  in	  a	  vacuum	  centrifuge.	  Then	  the	  solid	  was	  washed	  in	  deionized	  water	  
and	  afterwards	  a	  pellet	  was	  obtained	  again	  by	  centrifuging	  the	  sample.	  This	  pellet	  was	  
solvated	  in	  6%	  acetic	  acid	  and	  the	  content	  N-­‐terminal	  sequenced	  (ten	  amino	  acids).	  In	  
this	  mixture	  perlucin	  was	  abundant.	  Unfortunately	  no	  SDS-­‐PAGE	  was	  performed	  after	  
acetic	  acid	  solvation	  so	   it	   is	  actually	  not	  known	   if	   the	  washing	  resulted	   in	   the	   loss	  of	  
(particular)	  protein(s).	  The	  above	  mentioned	  sequencing	  was	  organized	  by	  Dr.	  K.	  Mann	  
(Max	  Planck-­‐Institut	  für	  Biochemie,	  Martinsried).	  
It	  must	   be	   pointed	   out	   that	   the	   protein	   between	   the	  21.5  𝑘𝑘𝑘𝑘𝑘𝑘	  and	  31  𝑘𝑘𝑘𝑘𝑘𝑘	  SDS-­‐PAGE	  
marker	   band	   is	   not	   fully	   sequenced.	   It	   is	   currently	   a	   hypothesis	   that	   in	   the	   current	  
protein	   purification	   protocol	   the	   extracted	   perlucin	   is	   present	   as	   a	   light	   variant	  
(slightly	  below	  21.5  𝑘𝑘𝑘𝑘𝑘𝑘	  on	  SDS-­‐PAGE)	  and	  as	  a	  heavy	  variant	  (between	  21.5  𝑘𝑘𝑘𝑘𝑘𝑘	  and	  
31  𝑘𝑘𝑘𝑘𝑘𝑘 	  on	   SDS-­‐PAGE).	   Furthermore	   –	   as	   compiled	   by	   Rehm	   (Rehm	   [2006])	   –	  
glycosylation,	   calcium	   binding	   and	   phosphorylation	   of	   proteins	   can	   influence	   the	  
appearance	  and	  positions	  of	  protein	  bands	  on	  SDS-­‐PAGE	  gels.	  
	  
C-­‐type	  lectin-­‐like	  domains	  (CTLD)	  
	  
As	  it	  is	  stated	  above	  perlucin	  contains	  a	  CTLD	  and	  therefore	  a	  few	  general	  remarks	  are	  
made	   on	   this	   domain.	   In	   passing	   by	   it	   is	   mentioned	   that	   the	   experienced	   lectin	  
researcher	   Kurt	   Drickamer	   maintains	   an	   animal	   lectin	   online	   resource	   (A	   genomics	  
resource	   for	   animal	   lectins,	   http://www.imperial.ac.uk/research/	  
animallectins/default.html,	  last	  visit	  19/01/14).	  The	  following	  paragraphs	  summarise	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information	  given	  by	  Zelensky	  and	  Gready	  in	  their	  helpful	  review	  on	  the	  C-­‐type	  lectin-­‐
like	  domain	  superfamily	  (Zelensky	  &	  Gready	  [2005]).	  
The	  classification	  “C-­‐type	   lectin”	  referred	  originally	   to	  proteins	  that	  exhibit	  a	  calcium	  
ion	   dependent	   carbohydrate	   binding.	   Following	   Zelensky	   and	   Gready	   the	   structural	  
domain	  of	  C-­‐type	  lectins	  where	  the	  carbohydrate	  binding	  takes	  places	  is	  often	  denoted	  
as	   carbohydrate	   recognition	   domain	   (CRD).	   Although	   the	   CRDs	   of	   different	   C-­‐type	  
lectins	  share	  a	  similar	  overall	  fold	  not	  all	  of	  them	  actually	  bind	  carbohydrates	  and/or	  
calcium	  ions.	  As	  proposed	  by	  Zelensky	  and	  Gready	  the	  term	  “C-­‐type	  lectin-­‐like	  domain”	  
(CTLD)	   is	   used	   in	   this	   thesis	   to	   refer	   to	   proteins	   with	   a	   structure	   and/or	   sequence	  
motifs	  similar	  to	  a	  typical	  CRD	  of	  a	  C-­‐type	  lectin.	  
The	  authors	  describe	  the	  CTLD	  as	  a	  useful	  structural	  template	  that	  is	  adapted	  to	  new	  
functions	   during	   evolution	   and	  mainly	   found	   in	  multicellular	   organisms.	   Concerning	  
proteins	  with	  a	  CTLD	  in	  vertebrates	  Gready	  and	  Zelensky	  report	  17	  different	  groups.	  
Since	  one	  central	  role	  of	  CTLDs	  is	  often	  carbohydrate	  binding	  the	  functions	  of	  proteins	  
containing	  CTLDs	  in	  vertebrates	  comprises	  for	  example	  cell	  adhesion	  and	  recognition	  
of	  pathogen	  carbohydrates	  and/or	  bacteria.	  
In	  Fig.	  2.3.2.	  the	  canonical	  CTLD	  fold	  is	  exemplified.	  Fig.	  2.3.2.A	  visualizes	  the	  CTLD	  of	  
the	  asialoglycoprotein	  receptor	  1	  (ASGR,	  PDB	  accession	  code	  1DV8,	  UniProt	  accession	  
number	   P07306,	   Meier	   et	   al.	   [2000])	   in	   two	   different	   orientations.	   The	   secondary	  
structure	   elements	   are	   labelled	   as	   described	   by	   Zelensky	   and	   Gready	   (Zelensky	   &	  
Gready	  [2005],	  Zelensky	  &	  Gready	  [2003]).	  Note	  that	  in	  all	  depicted	  protein	  structures	  
β-­‐strands	  are	  denoted	  “b”	  and	  α-­‐helices	  as	  “a”.	  ASGR	  adopts	  a	  long	  canonical	  fold.	  The	  
latter	  authors	   identify	  a	   “canonical	   fold”	  when	  a	   long	   loop	   is	  present	   in	   the	   fold.	  The	  
long	   loop	   region	   (LLR)	   extends	  between	  β2	   and	  β3.	  Two	  disulphide	  bridges	   (orange	  
coloured	  in	  Fig.	  2.3.2.)	  are	  present	   in	  the	  canonical	   fold.	  One	  connects	  the	  α1	  helix	  to	  
the	   terminal	  β5	   strand,	  which	  means	   it	   connects	   the	   terminal	   ends	  of	   the	  CTLD.	  The	  
second	  bridge	  links	  β3	  and	  the	  segment	  between	  β4	  and	  β5.	  A	  CTLD	  fold	  is	  of	  the	  “long	  
form”	  if	  a	  N-­‐terminal	  β-­‐hairpin	  (involving	  the	  β0	  and	  β1	  strand)	  structure	  –	  stabilized	  
by	  a	   third	  disulphide	  bridge	  –	   is	  present.	  As	   it	   can	  be	   seen	   in	   the	   right	  hand	  view	  of	  
ASGR	  in	  Fig.	  2.3.2.,	  a	  β-­‐hairpin	  is	  formed	  by	  β2’’	  and	  the	  C-­‐terminal	  part	  of	  β2.	  Zelensky	  
and	  Gready	  therefore	  label	  the	  latter	  part	  as	  β2’.	  The	  distinction	  between	  β2	  and	  β2’	  is	  
not	  made	  throughout	  this	  thesis	  for	  simplicity.	  
A	  characteristic	  sequence	  motif	  a	  CTLD	  is	  the	  so-­‐called	  “WIGL”	  motif,	  which	  is	  usually	  
part	   of	   β2.	   In	   Fig.	   2.3.2.	   the	   residues	   corresponding	   to	   the	  WIGL	  motif	   are	   shown	   in	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blue.	   In	   the	   case	   of	   ASGR	   this	   is	  WMGL210-­‐213.	   Fig.	   2.3.2.B	   visualizes	   the	   CTLD	   of	   the	  
mannose	   binding	   protein	   A	   (MBP-­‐A,	   PDB	   accession	   code	   2MSB,	   UniProt	   accession	  
number	  P19999,	  Weis et	  al. [1992]).	  In	  this	  case	  the	  WIGL	  analogy	  is	  FLGI156-­‐159.
Fig.	  2.3.2.	  Protein	  structures	  exemplifying	  the	  canonical	  CTLD	  fold.	  Part	  A)	  visualizes	  the	  CTLD	  
of	   the	   asialoglycoprotein	   receptor	   1	   (ASGR,	   PDB	   accession	   code	   1DV8,	   UniProt	   accession	  
number	  P07306,	  Meier	  et	  al.	  [2000])	  in	  two	  different	  orientations.	  Part	  B)	  highlights	  the	  CTLD	  
fold	  of	   the	  mannose	  binding	  protein	  A	  (MBP-­‐A,	  PDB	  accession	  code	  2MSB,	  UniProt	  accession	  
number	  P19999,	  Weis	  et	  al.	   [1992])	  and	  a	  close-­‐up	  view	  of	   the	  Ca-­‐2	  binding	  site	  on	  the	  right	  
hand	  side.	  The	  secondary	  structure	  elements	  are	  labelled	  as	  described	  by	  Zelensky	  and	  Gready	  
(Zelensky	   &	   Gready	   [2005],	   Zelensky	   &	   Gready	   [2003]).	   Disulphide	   bridges	   are	   drawn	   in	  
orange	  and	  calcium	  ions	  as	  red	  spheres	  (Ca-­‐1	  to	  Ca-­‐4).	  The	  structure`s	  ends	  are	  denoted	  with	  
“N”	  and	  “C”	  for	  the	  N-­‐	  and	  C-­‐terminal	  end	  respectively.	  The	  WIGL	  motif	  analogies	  are	  WMGL210-­‐
213	  in	  ASGR	  as	  well	  as	  FLGI156-­‐159	  in	  MBP-­‐A.	  Those	  residues	  are	  located	  on	  β2	  and	  shown	  in	  blue.	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The	  EPN	  (MBP-­‐A:	  EPN185-­‐187)	  or	  QPD	  (ASGR:	  QPD239-­‐241)	  motifs	  are	  drawn	  in	  blue-­‐violet.	  These	  
amino	   acids	   are	   located	   in	   the	   LLR.	   The	   conserved	   WND	   motif	   (ASGR:	   WND263-­‐265,	   MBP-­‐A:	  
WND204-­‐206)	  is	  located	  on	  β4	  and	  coloured	  in	  light	  green.	  The	  close-­‐up	  view	  of	  the	  Ca-­‐2	  binding	  
site	  of	  the	  MBP-­‐A	  structure	  (PDB	  code	  2MSB)	  with	  the	  terminal	  mannose	  of	  an	  oligosaccharide	  
ligand	   is	   shown	  on	   the	  right	  hand	  side	  of	  B).	  The	  oxygen	  atoms	  within	  3.5  Å	  distance	  of	  Ca-­‐2	  
are	   indicated	  by	  a	  small	   red	  sphere.	  The	  molecules	  are	  rendered	  with	  VMD	  (Humphrey	  et	  al.	  
[1996]	   version	   1.9.1)	   and	   labels	   are	   added	   with	   Inkscape	   (http://inkscape.org).	   The	   “New	  
Cartoon”	   representation	   of	   the	   protein	   involves	   the	   STRIDE	   algorithm	   (Frishman	   &	   Argos	  
[1995]).	  
	  
Crystal	  structures	  of	  CTLDs	  can	  contain	  up	  to	  four	  calcium	  ions	  at	  characteristic	  sites	  
(red	  spheres	  in	  Fig.	  2.3.2.).	  These	  are	  denoted	  Ca-­‐1,	  Ca-­‐2	  and	  so	  forth.	  The	  calcium	  ions	  
at	  positions	  1,	  2	  and	  4	  can	  contribute	  to	  the	  stability	  of	  the	  CTLD.	  An	  occupation	  of	  the	  
Ca-­‐3	  site	  might	  be	  a	  crystallisation/crystallographic	  artefact.	  
The	  Ca-­‐2	  site	  is	  of	  particular	  interest	  due	  to	  its	  possible	  involvement	  in	  carbohydrate	  
binding.	   The	   contributing	   amino	   acids	   form	   two	   characteristic	   sequence	  motifs.	   The	  
one	  is	  formed	  by	  EPN	  or	  QPD	  and	  the	  other	  by	  WND.	  The	  EPN	  (MBP-­‐A:	  EPN185-­‐187)	  or	  
QPD	  (ASGR:	  QPD239-­‐241)	  motifs	  are	  drawn	  in	  blue-­‐violet	  in	  Fig.	  2.3.2.	  These	  amino	  acids	  
are	  located	  in	  the	  LLR.	  The	  conserved	  WND	  motif	  (ASGR:	  WND263-­‐265,	  MBP-­‐A:	  WND204-­‐
206)	  is	  located	  on	  β4	  and	  coloured	  in	  light	  green.	  Note	  the	  presence	  of	  the	  QPD92-­‐94	  and	  
WND114-­‐116	   motif	   in	   the	   perlucin	   sequence	   in	   Fig.	   2.3.1.	   The	   right	   hand	   side	   of	  
Fig.	  2.3.2.B	  highlights	  the	  spatial	  arrangements	  of	  residues	  around	  Ca-­‐2	  and	  a	  mannose	  
unit	   (terminal	   mannose	   of	   Man6GlcNAc2Asn	   oligosaccharide	   used	   as	   ligand	   during	  
crystallisation,	  see	  Weis	  et	  al.	  [1992]).	  Note	  Pro186	  in	  a	  characteristic	  cis	  conformation.	  
Oxygen	  atoms	  within	  a	  3.5  Å	  distance	  to	  Ca-­‐2	  are	  indicated	  by	  a	  small	  red	  sphere.	  The	  
positively	  charged	  Ca2+	  ion	  interacts	  with	  the	  negatively	  charged	  or	  polar	  groups	  of	  the	  
corresponding	  amino	  acids.	  It	  is	  supposed	  that	  this	  interaction	  provides	  the	  necessary	  
structural	   prerequisites	   for	   a	   stabilization	   of	   the	   protein-­‐carbohydrate	   complex	   by	  
hydrogen	   and	   coordination	   bonds.	   Note	   that	   hydrogen	   atoms	   are	   not	   drawn	   in	  
Fig.	  2.3.2.	  but	  are	  present	  in	  the	  hydroxyl	  groups	  of	  the	  mannose	  unit	  and	  polar	  amino	  
acids.	  
As	  summarized	  by	  Zelensky	  and	  Gready,	  CTLDs	  with	  an	  EPN	  motif	  preferentially	  bind	  
mannose	  monomers	  whereas	   those	  domains	  with	  a	  QPD	  motif	   instead	  of	  EPN	  favour	  
galactose	  monomers.	  The	  authors	  point	  out	  that	  although	  carbohydrates	  are	  the	  typical	  
ligands	  for	  CTLDs,	  lipids	  and	  proteins	  can	  occur	  as	  ligand	  as	  well.	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CTLDs	  and	  inorganic	  solids	  
	  
Given	   the	   possible	   involvement	   of	   perlucin	   in	   calcium	   carbonate	   formation	   it	   is	  
interesting	   to	   note	   that	   there	   exist	   some	   proteins	  with	   CTLDs	   that	   are	   suggested	   to	  
bind	   inorganic	   solids.	   These	   are	   for	   example	   the	   antifreeze	   proteins	   (AFP),	   eggshell	  
proteins	  and	  lithostathine	  (see	  Fig.	  2.3.3.).	  
	  
Fig.	  2.3.3.	  CTLD	  containing	  proteins	  that	  are	  suggested	  to	  bind	  to	  solids.	  Disulphide	  bridges	  are	  
shown	   in	   orange.	   On	   the	   left	   hand	   side	   a	   herring	   type	   II	   AFP	   (UniProt	   accession	   number	  
Q91992,	  PDB	  accession	  code	  2PY2,	  Liu	  et	  al.	   [2007])	  structure	   is	  shown.	  The	  arrows	  point	  to	  
the	   additional	   disulphide	   bridges.	   In	   the	   middle	   the	   structure	   of	   lithostathine	   is	   shown	  
(UniProt	  accession	  number	  P05451,	  PDB	  accession	  codes	  1QDD,	  Gerbaud	  et	  al.	  [2000]).	  The	  N-­‐
terminal	  peptide	  suggested	  to	  be	  involved	  in	  calcite	  binding	  is	  highlighted	  by	  the	  arrow.	  On	  the	  
right	   hand	   side	   the	   structure	   of	   ovocleidin-­‐17	   (UniProt	   accession	   number	   Q9PRS8,	   PDB	  
accession	  code	  1GZ2,	  Reyes-­‐Grajeda	  et	  al.	  [2004])	  is	  depicted.	  The	  molecules	  are	  rendered	  with	  
VMD	   (Humphrey	   et	   al.	   [1996]	   version	   1.9.1)	   and	   labels	   are	   added	   with	   Inkscape	  
(http://inkscape.org).	   The	   “New	  Cartoon”	   representation	   of	   the	  protein	   involves	   the	   STRIDE	  
algorithm	  (Frishman	  &	  Argos	  [1995]).	  
	  
In	   general	   antifreeze	   proteins	   allow	   organisms	   to	   resist	   environmental	   sub-­‐zero	  
temperatures.	  This	  is	  accomplished	  by	  ice	  crystal	  growth	  control	  through	  AFPs	  in	  the	  
organism.	  AFPs	  are	  responsible	  for	  a	  freezing	  point	  depression	  in	  the	  organism	  while	  
the	  melting	  temperature	  of	  ice	  is	  nearly	  unaffected	  (for	  reviews	  see	  for	  example	  Nada	  
&	  Furukawa	  [2012],	  Jia	  &	  Davies	  [2002],	  Yeh	  &	  Feeney	  [1996]).	  Fish	  AFPs	  are	  grouped	  
into	   several	   types.	  The	   characteristic	   of	   type	   II	  AFPs	   is	   the	  C-­‐type	   lectin	   like	  domain	  
(see	  Jia	  &	  Davies	  [2002]).	  Examples	   include	  sea	  raven	  type	  II	  AFP	  (UniProt	  accession	  
number	  P05140,	  PDB	  accession	  code	  2AFP,	  Gronwald	  et	  al.	  [1998])	  and	  herring	  type	  II	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AFP	  (UniProt	  accession	  number	  Q91992,	  PDB	  accession	  code	  2PY2,	  Liu	  et	  al.	  [2007]).	  It	  
is	  interesting	  to	  note	  that	  the	  above	  examples	  of	  AFPs	  have	  two	  additional	  disulphide	  
bridges	  compared	  to	  the	  long	  canonical	  CTLD	  fold.	  It	  is	  suggested	  that	  in	  case	  of	  the	  sea	  
raven	   AFP	   the	   ice	   binding	   site	   is	   not	   located	   close	   to	   the	   carbohydrate	   binding	   site	  
(Loewen	  et	  al.	  [1998])	  whereas	  it	  is	  in	  the	  case	  of	  herring	  AFP	  (Liu	  et	  al.	  [2007],	  Ewart	  
et	  al.	  [1998]).	  
The	   crystal	   structure	   of	   human	   lithostathine	   reveals	   that	   it	   has	   a	   CTLD	   (UniProt	  
accession	  number	  P05451,	  PDB	  accession	  codes	  1LIT	  and	  1QDD,	  Bertrand	  et	  al.	  [1996]	  
and	   Gerbaud	   et	   al.	   [2000]).	   Geider	   et	   al.	   (Geider	   et	   al.	   [1996])	   speculate	   that	  
lithostathine	   regulates	   calcite	   crystallisation	   in	   the	   human	   pancreatic	   juice.	   The	  
authors	  of	  the	  latter	  study	  conclude	  from	  their	  in	  vitro	  crystallisation	  experiments	  that	  
lithostathine	   acts	   in	   a	   first	   step	   as	   nucleation	   substrate	   and	   in	   a	   second	   step	   slows	  
down	  crystal	  growth	  by	  adsorption	  on	  crystal	  faces.	  Furthermore	  they	  observed	  that	  a	  
peptide	   consisting	   of	   the	   first	   eleven	   residues	   of	   the	   N-­‐terminus	   of	   lithostathine	  
influenced	  the	  calcite	  growth	  as	  well	  but	  higher	  concentrations	  compared	  to	  those	  of	  
lithostathine	  were	  necessary.	  Gerbaud	  et	  al.	  (Gerbaud	  et	  al.	  [2000])	  conducted	  in	  silico	  
docking	   studies	   of	   the	   lithostathine	   N-­‐terminal	   peptide	   and	   CaCO3	   surfaces.	   The	  
authors	   speculate	   that	   this	   peptide	   is	   responsible	   for	   the	   attachment	   of	   the	   whole	  
protein	   to	   the	   crystal	   surfaces.	   Note	   however	   that	   it	   is	   questioned	   whether	  
lithostathine	   is	   involved	   in	   crystallization	   control	   in	   vivo	   (De	   Reggi	   et	   al.	   [1998],	  
Bimmler	  et	  al.	  [1997]).	  
Another	  protein	  containing	  a	  CTLD	  is	  ovocleidin-­‐17	  (OC-­‐17,	  UniProt	  accession	  number	  
Q9PRS8,	  PDB	  accession	  code	  1GZ2,	  Reyes-­‐Grajeda	  et	  al.	  [2004]).	  OC-­‐17	  can	  be	  obtained	  
from	  the	  acetic	  acid	  soluble	  fraction	  of	  the	  calcified	  layer	  of	  chicken	  eggshells	  (see	  for	  
example	  Mann	  &	  Siedler	  [1999]).	  In	  vitro	  crystallisation	  assays	  performed	  by	  different	  
groups	  seem	  to	  be	  not	  conclusive	  yet	  to	  judge	  the	  role	  of	  OC-­‐17	  in	  eggshell	  formation	  
(Lakshminarayanan	  et	  al.	  [2005],	  Reyes-­‐Grajeda	  et	  al.	  [2004]).	  Recently	  in	  silico	  studies	  
of	   the	   interaction	   between	   OC-­‐17	   and	   calcium	   carbonate	   –	   in	   amorphous	   and	  
crystalline	  state	  –	  were	  performed	  by	  Freeman	  et	  al.	  (Freeman	  et	  al.	  [2010],	  Freeman	  
et	   al.	   [2011]).	   The	   authors	   suggest	   that	   “this	   protein	   may	   operate	   as	   a	   catalyst,	  
sequentially	  encouraging	  crystallization	  in	  ACC	  nanoparticles”	  (Freeman	  et	  al.	   [2011],	  
p.	  8176).	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3.	   Results	  and	  Discussion	  
The	  next	  sections	  present	  the	  results	  of	  the	  computational	  (sections	  3.1.,	  3.2.	  and	  3.3.)	  
and	   experimental	   studies	   (section	   3.4.)	   conducted	   during	   this	   project.	   Each	   of	   these	  
sections	  starts	  with	  an	   introduction	  to	  the	  basic	  principles	  of	   the	  employed	  methods.	  
The	  first	  section	  describes	  the	  development	  of	  a	  model	  of	  the	  C-­‐type	  lectin-­‐like	  domain	  
(CTLD)	  of	  the	  nacre	  protein	  perlucin.	  The	  second	  section	  discusses	  the	  behaviour	  of	  the	  
calculated	  model	  in	  molecular	  dynamics	  (MD)	  simulations	  in	  explicit	  water.	  In	  the	  third	  
section	  a	  computational	  docking	  study	  is	  presented	  that	  proposes	  residues	  that	  might	  
be	   involved	   in	   a	   dimerisation	   of	   the	   CTLD	   of	   perlucin.	   The	   last	   section	   presents	  
experimental	   hints	   that	   perlucin	  might	   form	  dimers	   as	   determined	  by	   size-­‐exclusion	  
chromatography	  (SEC).	  
In	  the	  sections	  dealing	  with	  computational	  procedures	  individual	  atoms	  of	  amino	  acids	  
are	  named	  according	  to	  the	  IUPAC	  recommendations	  (Fig.	  1	  in	  Markley	  et	  al.	  [1998]).	  
This	   figure	   is	   reproduced	   with	   kind	   permission	   from	   IUPAC	   in	   the	   Appendix	   III.A.	  
Furthermore	   it	   is	   tried	   to	   stick	   as	   close	   as	   possible	   to	   the	   notation	   and	   terminology	  
describing	  the	  structural	  features	  of	  CTLDs	  as	  described	  e.g.	  by	  Weis	  et	  al.	  (Weis	  et	  al.	  
[1991b])	   and	   Drickamer	   (Drickamer	   [1993])	   and	   extended	   by	   Zelensky	   and	   Gready	  
(Zelensky	  &	  Gready	  [2003]).	  
3.1.	   Modelling	  of	  the	  CTLD	  of	  perlucin	  
Baker	   and	   Šali	   (Baker	   &	   Šali	   [2001])	   as	   well	   as	   Zhang	   (Zhang	   [2008])	   divide	   the	  
modelling	  of	  unknown	  protein	  structures	  roughly	  into	  two	  approaches.	  One	  possibility	  
is	  the	  so-­‐called	  “de	  novo	  modeling”	  (or	  ”ab	  initio	  modeling”,	  or	  “free	  modeling”)	  (Zhang	  
[2008],	   p.	   345).	   This	   describes	   the	   modelling	   of	   a	   protein	   structure	   without	   using	  
(explicit)	   structural	   information	   from	   selected	   templates	   for	   the	   protein	   sequence	  
under	  consideration.	  This	  method	  assumes	   that	   the	   free	  energy	  of	   the	  native	  protein	  
fold	   is	   significantly	   lower	   than	   any	   non-­‐folded	   state	   and	   requires	   a	   reliable	   energy	  
function	   characterising	   the	   protein’s	   conformation	   (see	   e.g.	   Bradley	   et	   al.	   [2005]).	   A	  
second	   prerequisite	   is	   an	   efficient	   algorithm	   sampling	   the	   possible	   conformational	  
states	   (see	   e.g.	   the	   review	   on	   the	   ROSETTA	  modelling	  methodology	   by	  Das	  &	   Baker	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[2008]).	  A	  drawback	  seems	  to	  be	  the	  computational	  demands	  for	  even	  moderate	  sized	  
proteins	  (see	  e.g.	  Zhang	  [2008],	  Bradley	  et	  al.	  [2005]).	  
The	   second	   general	   approach	   in	   protein	   modelling	   uses	   explicitly	   information	   from	  
appropriate	   template	   structures	   during	   the	   modelling	   process.	   This	   approach	   is	  
referred	   to	   as	   “comparative	   modelling”	   (Baker	   &	   Šali	   [2001])	   or	   “template-­‐based	  
modelling”	   (Zhang	   [2008]).	   The	   principal	   steps	   are	   the	   identification	   of	   suitable	  
structural	  templates,	  the	  alignment	  of	  the	  template	  sequences	  with	  that	  of	  the	  protein	  
to	  be	  modelled	  (the	  so-­‐called	  “target”),	   the	  actual	  model	  building	  and	  the	  final	  model	  
assessment	   and	   refinement.	   Following	   Baker	   and	   Šali	   (Baker	   &	   Šali	   [2001])	   the	  
accuracy	   of	   the	   computed	   models	   depends	   on	   the	   sequence	   identity	   between	   the	  
template	   and	   the	   target	   sequences.	   Reasonable	   models	   can	   be	   obtained	   from	  
comparative	  modelling	  down	  to	  30%	  sequence	  identity	  between	  target	  and	  template.	  
Those	   “[m]edium-­‐accuracy”	   (Baker	   &	   Šali	   [2001],	   p.	   93)	   models	   (sequence	   identity	  
between	  30%	  and	  50%)	  can	  be	  helpful	  e.g.	  for	  experimental	  mutagenesis	  studies.	  
In	   the	  PhD	  project	  described	  here	   the	  modelling	  of	  perlucin	  was	  performed	  with	   the	  
comparative	   modelling	   approach	   implemented	   in	   the	   program	   MODELLER	   (Šali	   &	  
Blundell	  [1993]).	  
3.1.1.	  Principles	  of	  comparative	  protein	  modelling	  using	  MODELLER	  
Based	  on	  the	  information	  provided	  by	  the	  review	  on	  comparative	  modelling	  by	  Martí-­‐
Renom	   et	   al.	   (Martí-­‐Renom	   et	   al.	   [2000])	   the	   process	   of	   comparative	   modelling	  
comprises	  amongst	  others	  the	  following	  steps	  (see	  Fig.	  1	  in	  Martí-­‐Renom	  et	  al.).	  
	  
Template	  identification	  by	  amino	  acid	  sequence	  comparisons	  
	  
The	  first	  step	  of	  the	  modelling	  process	  is	  the	  identification	  of	  known	  protein	  structures	  
that	  can	  be	  used	  as	  suitable	  structure	  templates.	  The	  basic	  idea	  of	  the	  determination	  of	  
the	  suitability	  of	  a	  template	  structure	  is	  the	  similarity/identity	  between	  the	  sequences	  
of	  the	  target	  and	  template	  since	  it	  is	  expected	  that	  similar	  amino	  acid	  sequences	  adopt	  
similar	  protein	  structures	  (see	  e.g.	  Chothia	  &	  Lesk	  [1986]).	  
Therefore	  the	  first	  task	  is	  the	  determination	  of	  protein	  structures	  with	  a	  similar	  amino	  
acid	  sequence	  to	  that	  of	  perlucin.	  The	  next	  introductory	  remarks	  are	  based	  on	  the	  book	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“Biological	  sequence	  analysis”	  (esp.	  chapters	  1	  and	  2	  therein)	  by	  Durbin	  et	  al.	  (Durbin	  
et	  al.	  [2007])	  if	  not	  stated	  otherwise.	  
	  
Fig.	  3.1.1.	  Fragment	  of	  an	  exemplary	  (pairwise)	  alignment	  between	  the	  sequences	  of	  perlucin	  
and	   the	   asialoglycoprotein	   receptor	   (ASGR,	   PDB	   accession	   code	   1DV8).	   The	   complete	  
alignment	  was	  obtained	  with	   the	  Smith-­‐Waterman	  algorithm	  (Smith	  &	  Waterman	   [1981])	  as	  
implemented	   in	   the	   FASTA	   program	   package	   (Pearson	   [1991])	   and	   in	   conjunction	   with	   the	  
BLOSUM50	  substitution	  matrix	  (Henikoff	  &	  Henikoff	  [1992]).	  A	  “:”	  indicates	  identical	  residues	  
and	  “.”	  similar	  residues	  in	  the	  given	  alignment.	  A	  “-­‐“	  is	  a	  gap	  introduced	  during	  the	  alignment.	  
	  
Fig.	   3.1.1.	   shows	  a	   fragment	  of	   an	  exemplary	  pairwise	   alignment	  between	   the	  amino	  
acid	  sequences	  of	  perlucin	  and	  the	  asialoglycoprotein	  receptor	  (ASGR,	  PDB	  accession	  
code	   1DV8).	   A	   pairwise	   alignment	   of	   residues	   is	   the	   best	   juxtaposition	   of	   residues	  
under	  a	  given	  scoring	  scheme.	  Since	   it	   is	   the	  aim	  to	  obtain	  a	  statement	   if	   the	  aligned	  
sequences	   are	   similar	   or	   evolutionary	   related	   the	   scoring	   model	   has	   to	   take	   into	  
account	   the	   probability	   that	   certain	   residues	   are	   mutated,	   deleted	   or	   new	   ones	   are	  
inserted	  into	  the	  sequence.	  As	  mentioned	  by	  Jacob	  (Jacob	  [1977])	  during	  evolution	  the	  
genetic	   information	  of	  organisms	  changes	  gradually	   resulting	   in	   the	  observation	   that	  
“…	  proteins	   fulfilling	   similar	   functions	   in	  different	  organisms	  have	   frequently	   similar	  
sequences	  …”	  (Jacob	  [1977],	  p.	  1164).	  	  
For	   example	  Henikoff	   and	  Henikoff	   (Henikoff	  &	  Henikoff	   [1991])	   constructed	   sets	   of	  
“blocks”	  –	  defined	  as	   “ungapped	  region	  of	  aligned	  amino	  acids”	   (Henikoff	  &	  Henikoff	  
[1991],	  p.	  6566)	  –	  for	  a	  particular	  protein	  family.	  These	  “blocks”	  which	  can	  be	  thought	  
of	  as	  representing	  “conserved	  region[s]	  of	  [a]	  protein	  famil[ies]”	  (Henikoff	  &	  Henikoff	  
[1992],	   p.	   10915)	   were	   analysed	   with	   respect	   to	   the	   frequencies	   of	   occurrence	   of	  
aligned	   amino	   acid	   pairs.	   This	   enabled	   Henikoff	   and	   Henikoff	   (Henikoff	   &	   Henikoff	  
[1992])	   to	   deduce	   the	   observed	   probability	  𝑞𝑞!" 	  for	   each	   amino	   acid	   pair	  (𝑖𝑖, 𝑗𝑗)	  in	   the	  
blocks	  and	  the	  expected	  probability	  𝑝𝑝!" 	  of	  each	  amino	  acid	  pair	  (𝑖𝑖, 𝑗𝑗)	  to	  occur	  by	  chance	  
in	  the	  blocks.	  
Those	  probabilities	  allow	  derivation	  of	  the	  quantity	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𝑠𝑠!" = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 ⋅ log
𝑞𝑞!"
𝑝𝑝!"
	   (3.1.1.)	  
	  
for	   each	   amino	   acid	   pair	  (𝑖𝑖, 𝑗𝑗).	   The	   quantity	  𝑠𝑠!! 	  can	   serve	   as	   a	   similarity	  measure	   (or	  
score)	   in	   protein	   sequence	   alignments.	   A	   positive	   value	   of	  𝑠𝑠!" 	  for	   a	   residue	   pair	  (𝑖𝑖, 𝑗𝑗)	  




Fig.	  3.1.2.	  The	  BLOSUM50	  substitution	  matrix	  (Henikoff	  &	  Henikoff	  [1992])	  of	  the	  20	  standard	  
amino	  acids	  as	  extracted	  from	  the	  FASTA	  program	  package	  (Pearson	  [1991]).	  
	  
Consider	  for	  example	  those	  aligned	  residues	  in	  Fig.	  3.1.1.	  marked	  with	  a	  “.”.	  They	  have	  
a	  positive	  score	  in	  the	  scoring	  scheme	  (see	  Fig.	  3.1.2.	  depicting	  the	  BLOSUM50	  matrix)	  
used	  for	  the	  shown	  alignment.	  For	  example	  the	  pairs	  (perlucin-­‐ASGR)	  Leu4-­‐Val3,	  Phe23-­‐
Trp22	  and	  Glu34-­‐Asp33	  have	  a	  positive	  score	  and	  from	  a	  physico-­‐chemical	  point	  of	  view	  
this	  is	  reasonable.	  In	  the	  first	  case	  both	  residues	  belong	  to	  the	  non-­‐polar	  group,	  in	  the	  
second	  case	  both	  residues	  have	  an	  aromatic	  group	  and	  in	  the	  last	  case	  the	  sidechains	  
are	  acidic.	  It	  can	  be	  assumed	  that	  the	  substitution	  of	  residues	  with	  similar	  properties	  is	  
more	   favourable	  since	  the	  effects	  on	  the	  protein	  structure	  can	  be	  expected	  to	  be	   less	  
drastic	  than	  for	  example	  substituting	  a	  hydrophobic	  aromatic	  residue	  in	  the	  core	  of	  a	  
   A  R  N  D  C  Q  E  G  H  I  L  K  M  F  P  S  T  W  Y  V      
A  5 -2 -1 -2 -1 -1 -1  0 -2 -1 -2 -1 -1 -3 -1  1  0 -3 -2  0   
R -2  7 -1 -2 -4  1  0 -3  0 -4 -3  3 -2 -3 -3 -1 -1 -3 -1 -3    
N -1 -1  7  2 -2  0  0  0  1 -3 -4  0 -2 -4 -2  1  0 -4 -2 -3     
D -2 -2  2  8 -4  0  2 -1 -1 -4 -4 -1 -4 -5 -1  0 -1 -5 -3 -4     
C -1 -4 -2 -4 13 -3 -3 -3 -3 -2 -2 -3 -2 -2 -4 -1 -1 -5 -3 -1   
Q -1  1  0  0 -3  7  2 -2  1 -3 -2  2  0 -4 -1  0 -1 -1 -1 -3     
E -1  0  0  2 -3  2  6 -3  0 -4 -3  1 -2 -3 -1 -1 -1 -3 -2 -3     
G  0 -3  0 -1 -3 -2 -3  8 -2 -4 -4 -2 -3 -4 -2  0 -2 -3 -3 -4   
H -2  0  1 -1 -3  1  0 -2 10 -4 -3  0 -1 -1 -2 -1 -2 -3  2 -4     
I -1 -4 -3 -4 -2 -3 -4 -4 -4  5  2 -3  2  0 -3 -3 -1 -3 -1  4   
L -2 -3 -4 -4 -2 -2 -3 -4 -3  2  5 -3  3  1 -4 -3 -1 -2 -1  1   
K -1  3  0 -1 -3  2  1 -2  0 -3 -3  6 -2 -4 -1  0 -1 -3 -2 -3     
M -1 -2 -2 -4 -2  0 -2 -3 -1  2  3 -2  7  0 -3 -2 -1 -1  0  1   
F -3 -3 -4 -5 -2 -4 -3 -4 -1  0  1 -4  0  8 -4 -3 -2  1  4 -1   
P -1 -3 -2 -1 -4 -1 -1 -2 -2 -3 -4 -1 -3 -4 10 -1 -1 -4 -3 -3   
S  1 -1  1  0 -1  0 -1  0 -1 -3 -3  0 -2 -3 -1  5  2 -4 -2 -2     
T  0 -1  0 -1 -1 -1 -1 -2 -2 -1 -1 -1 -1 -2 -1  2  5 -3 -2  0     
W -3 -3 -4 -5 -5 -1 -3 -3 -3 -3 -2 -3 -1  1 -4 -4 -3 15  2 -3   
Y -2 -1 -2 -3 -3 -1 -2 -3  2 -1 -1 -2  0  4 -3 -2 -2  2  8 -1   
V  0 -3 -3 -4 -1 -3 -3 -4 -4  4  1 -3  1 -1 -3 -2  0 -3 -1  5   
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protein	   with	   a	   charged	   one	   (consequently	   the	   Lys43-­‐Trp42	   pair	   in	   Fig.	   3.1.1.	   has	   a	  
negative	  score).	  The	   logarithm	  in	  equation	  3.1.1.	  ensures	   that	   the	  scores	  are	  additive	  
for	  an	  alignment	  of	  two	  sequences.	  To	  achieve	  this	  property	  the	  base	  of	  the	  logarithm	  
is	  not	  important	  and	  therefore	  omitted	  in	  3.1.1.	  and	  a	  constant	  factor	  is	  added.	  
An	  additional	  feature	  of	  the	  scoring	  scheme	  derived	  by	  Henikoff	  and	  Henikoff	  (Henikoff	  
&	   Henikoff	   [1992])	   was	   a	   clustering	   step	   before	   calculation	   of	   the	   probabilities	  
described	  above.	  This	  means	  that	  in	  each	  block	  of	  aligned	  sequences	  those	  sequences	  
were	   treated	   as	   a	   single	   sequence	   when	   they	   had	   at	   least	   a	   certain	   percentage	   of	  
identical	   residues	   in	   the	   aligned	   segments.	   These	   procedures	   resulted	   in	   the	  widely	  
used	  “blocks	  substitution	  matrices”	  (BLOSUM).	  The	  alignment	  in	  Fig.	  3.1.1.	  was	  derived	  
with	   the	   BLOSUM50	   where	   “50”	   indicates	   a	   50%	   identity	   level	   during	   the	  
aforementioned	   clustering.	   The	   BLOSUM	   are	   used	   here	   as	   one	   illustrative	   example	  
(other	   approaches	   exist	   to	   derive	   substitution	  matrices,	   see	   e.g.	   Durbin	   et	  al.	   [2007]	  
and	   references	   given	   therein)	   for	   a	   scoring	   scheme/substitution	   matrices	   since	   the	  
BLOSUM50	  is	  used	  during	  the	  template	  search	  for	  perlucin.	  
Having	  chosen	  a	  scoring	  scheme	  for	  sequence	  alignments	  an	  algorithm	  is	  necessary	  to	  
construct	   the	   best	   possible	   alignment	   between	   the	   sequences	   with	   the	   given	  
substitution	   matrix.	   The	   “best”	   alignment	   is	   the	   one	   with	   the	   highest	   (or	   lowest	  
depending	   on	   the	   substation	   matrix)	   score.	   The	   score	   of	   an	   alignment	   is	   increased	  
either	   by	   aligning	   identical	   or	   similar	   residues.	   The	   score	   is	   reduced	   if	   residues	   are	  
aligned	   that	  are	  unlikely	   to	  be	  substituted	  during	  evolution	  or	   if	  gaps	  are	   introduced	  
(usually	  there	   is	  a	   larger	  penalty	   for	   introducing	  a	  gap	  than	  for	  extending	  an	  existing	  
one).	   One	   widely	   used	   alignment	   algorithm	   is	   the	   Smith-­‐Waterman	   (Smith	   &	  
Waterman	  [1981])	  algorithm	  (also	  introduced	  in	  Durbin	  et	  al.	  [2007])	  finding	  the	  best	  
local	  alignment	  between	  two	  sequences.	  “Local”	  in	  this	  case	  means	  that	  the	  algorithm	  
finds	  the	  best	  alignment	  between	  segments	  of	  both	  sequences	  and	  the	  alignment	  is	  not	  
forced	   over	   the	  whole	   sequence	   lengths.	   This	   is	   advantageous	   if	   the	   sequences	   that	  
have	  to	  be	  aligned	  consist	  of	  one	  (or	  more)	  domain(s)	  as	  it	  is	  the	  case	  for	  the	  CTLDs.	  	  
Considering	   the	   alignments	   of	   perlucin	   with	   possible	   templates	   a	   local	   alignment	  
algorithm	  would	  be	  more	  likely	  to	  align	  the	  CTLDs	  of	  the	  sequences	  and	  not	  terminal	  
sequence	   segments	   (e.g.	   the	   two	   repeats	   of	   the	   perlucin	   C-­‐terminus).	   Therefore	   a	  
“local”	  aligning	  algorithm	  is	  used	  here	  for	  the	  template	  search	  in	  contrast	  to	  a	  “global”	  
aligning	   algorithm	   like	   the	   Needleman-­‐Wunsch	   algorithm	   (Needleman	   &	   Wunsch	  
40	  
[1970])	   that	   tries	   to	   extend	   the	   alignment	   over	   the	   complete	   sequences	   (see	   also	  
Durbin	  et	  al.	  [2007]).	  
It	   shall	   be	   mentioned	   that	   the	   database	   of	   the	   sequences	   of	   proteins	   with	   known	  
structures	  that	  was	  scanned	  for	  possible	  templates	  for	  perlucin	  was	  quite	  small	  (46690	  
sequences	  in	  the	  PDB	  in	  May	  2010).	  Therefore	  the	  scan	  time	  with	  the	  Smith-­‐Waterman	  
algorithm	  implementation	  was	  below	  one	  second.	  Fast	  heuristic	  approaches	  as	  FASTA	  
or	   BLAST	   (see	   e.g.	   Durbin	   et	   al.	   [2007]	   and	   references	   therein)	   for	   sequence	  
comparisons	   were	   also	   tested	   but	   their	   results	   were	   not	   evaluated	   and	   considered	  
further.	  
Having	  obtained	  alignments	  with	  an	  algorithm	  and	  a	  scoring	  model	   the	   last	  question	  
concerns	   the	   statistical	   significance	   of	   the	   scores	   of	   the	   computed	   alignments.	   The	  
statistical	  assessment	  of	   the	  scores	   is	   important	   to	  decide	   if	   the	  calculated	  alignment	  
between	  two	  protein	  sequences	  reflects	  evolutionary	  ancestry	  or	  is	   likely	  to	  occur	  by	  
chance.	  Pearson	  and	  Wood	  give	  a	  summary	  on	  the	  statistical	  assessment	  of	  sequence	  
comparisons	   in	   (Pearson	   &	   Wood	   [2000],	   manuscript	   from	   author	   website).	   The	  
following	  introductory	  remarks	  are	  based	  on	  this	  publication.	  It	  can	  be	  shown	  that	  the	  
probability	  𝑝𝑝	  of	  obtaining	  a	  score	  𝑠𝑠	  greater	  than	  𝑥𝑥	  in	  a	   local	  alignment	  without	  gaps	  is	  
given	  by	  
	  
𝑝𝑝 𝑠𝑠 ≥ 𝑥𝑥 =   1− exp −𝐸𝐸′ 𝑠𝑠 ≥ 𝑥𝑥 = 1− exp(−𝐾𝐾  𝑚𝑚  𝑛𝑛  𝑒𝑒!!  !)	   (3.1.2.)	  
	  
where	  𝑚𝑚	  and	  𝑛𝑛	  are	   the	   sequence	   lengths.	  𝐾𝐾	  and	  𝜆𝜆	  are	   constants	   that	   can	   be	   analytical	  
determined.	  Pearson	  illustrates	  equation	  3.1.2.	  by	  identifying	  
	  
𝐸𝐸′ 𝑠𝑠 ≥ 𝑥𝑥 = 𝐾𝐾  𝑚𝑚  𝑛𝑛 exp −𝜆𝜆  𝑥𝑥 	   (3.1.3.)	  
	  
as	  the	  number	  of	  alignments	  with	  a	  score	  𝑠𝑠	  greater	  or	  equal	  to	  𝑥𝑥	  that	  are	  expected	  by	  
chance	   when	   two	   random	   sequences	   of	   length	  𝑚𝑚	  and	  𝑛𝑛	  are	   compared.	   The	   expected	  
number	   of	   scores	   greater	   than	   some	   value	   is	   proportional	   to	   the	   product	   of	   the	  
sequence	  lengths	  since	  the	  longer	  the	  sequences	  the	  more	  possibilities	  exist	  to	  start	  a	  
local	  alignment.	  To	  account	  for	  constraints	  on	  the	  actual	  number	  of	  starting	  positions	  
of	   local	   alignments	   a	   factor	  𝐾𝐾 < 1	  is	   needed.	   The	   factor	  exp −𝜆𝜆  𝑥𝑥 	  in	   equation	   3.1.3.	  
can	   be	   understood	   as	   probability	   that	   the	   alignment	   scores	  with	  𝑥𝑥.	   In	   this	   sense	  𝜆𝜆	  is	  
regarded	  as	  scale	  factor	  that	  converts	  between	  the	  scores	  in	  a	  substitution	  matrix	  and	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probabilities.	   To	   calculate	   the	   probability	   that	   a	   score	  𝑠𝑠 ≥ 𝑥𝑥	  can	   be	   obtained	   at	   least	  
once	  in	  a	  pairwise	  sequence	  comparison	  the	  Poisson	  probability	  distribution	  is	  used.	  In	  
general	   the	   probability	   that	   an	   event	   occurs	   at	   least	   once	   can	   be	   expressed	   by	  
subtracting	  the	  probability	  that	  the	  event	  does	  not	  occur	  from	  one	  (𝑝𝑝!!! = 1− 𝑝𝑝!!!).	  
Using	  then	  equation	  3.1.3.	  as	   the	  characteristic	  parameter	  of	   the	  Poisson	  distribution	  
results	  in	  equation	  3.1.2.	  
It	  is	  generally	  assumed	  that	  3.1.2.	  is	  also	  applicable	  to	  the	  case	  of	  local	  alignments	  with	  
gaps.	   In	   this	   case	   the	   necessary	   parameters	  must	   be	   estimated.	   The	   FASTA	  program	  
package	   estimates	   these	   parameters	   directly	   from	   the	   scores	   obtained	   during	   the	  
comparison	  of	  a	  sequence	  against	  a	  database	  (see	  Pearson	  [1998]).	  
A	   comparison	   of	   a	   single	   sequence	   (here:	   the	   perlucin	   sequence)	   against	   a	   larger	  
database	   (here:	   the	   sequences	   of	   the	   proteins	   with	   known	   structures)	   produces	   a	  
number	  of	   alignments	  –	  each	  with	  a	   score	  –	  equal	   to	   the	  database	   size.	  To	   judge	   the	  
significance	  of	  the	  results	  the	  probabilities	  obtained	  from	  equation	  3.1.2.	  are	  multiplied	  
with	   the	   number	   of	   sequences	   in	   the	   database.	   The	   resulting	   expectation	   value	  𝐸𝐸	  
describes	   how	   often	   a	   score	  would	   be	   expected	   to	   occur	   by	   chance	   in	   the	   database	  
search.	  This	  expectation	  value	  can	  be	  used	  to	   judge	  if	  an	  alignment	  is	   likely	  to	  reflect	  
ancestry.	  
	  
Identifying	  structurally	  equivalent	  residues	  from	  multiple	  templates	  via	  alignment	  
	  
After	   having	   identified	   one	   or	   more	   suitable	   structural	   templates	   for	   the	   perlucin	  
modelling	   process	   based	   on	   sequence	   similarity	   or/and	   further	   biochemical	  
information	   (e.g.	   protein	   family,	   protein	   function	   etc.)	   the	   second	   step	   in	   the	  
comparative	  modelling	  process	  is	  the	  alignment	  of	  the	  target	  sequence	  (here	  perlucin)	  
with	  all	  sequences	  of	  the	  templates.	  These	  multiple	  sequence	  alignments	  (MSA)	  can	  be	  
constructed	  with	  different	  programs.	   In	   this	   thesis	  MSAs	  are	   constructed	  with	   aid	  of	  
Clustal	  X	  (Larkin	  et	  al.	  [2007])	  and	  manually	  adjusted.	  The	  latter	  statement	  means	  that	  
varying	  gap	  penalties	  as	  well	  as	  the	  refinement	  regions	  could	  have	  been	  used	  and	  only	  
the	  final	  result	  was	  documented	  afterwards.	  Additionally	  in	  this	  thesis	  the	  perlucin	  and	  
template	  sequences	  were	  divided	  into	  three	  parts,	  which	  were	  more	  or	  less	  considered	  
separately	  during	   the	  alignment	   as	   it	  will	   be	   explained	   in	   section	  3.1.2.	   Furthermore	  
only	   two	   template	   sequences	   were	   used	   per	   segment.	   Due	   to	   this	   approach	   in	   this	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thesis	   the	   MSA	   methodology	   as	   implemented	   in	   Clustal	   is	   only	   briefly	   outlined	  
according	  to	  Thompson	  et	  al.	  (Thompson	  et	  al.	  [1994]).	  
In	  a	  first	  step	  all	  sequences	  that	  have	  to	  be	  included	  in	  the	  MSA	  are	  pairwise	  aligned	  to	  
determine	   their	   pairwise	   similarity	   (or	   alternatively	   their	   pairwise	   distance)	   of	   the	  
sequences.	  This	  results	   in	  a	  similarity	  or	  distance	  matrix	  of	   the	  protein	  sequences.	   In	  
the	  next	  step	  a	  so-­‐called	  “guiding	  tree”	  is	  constructed	  –	  one	  can	  imagine	  this	  tree	  as	  a	  
(rooted)	   phylogenetic	   tree	   supposed	   to	   reflect	   ancestry	   of	   the	   involved	   proteins	   –	  
whose	  branch	  lengths	  give	  a	  weight	  to	  sequences.	  Using	  these	  weights	  and	  the	  rooted	  
guiding	   tree	   a	   successive	   alignment	   is	   built.	   Starting	   at	   the	   end	   of	   the	   branches	   a	  
sequence-­‐to-­‐sequence,	  sequence-­‐to-­‐alignment	  or	  alignment-­‐to-­‐alignment	  alignment	  is	  
performed.	  The	   scores	   are	   calculated	   as	   average	  weighted	  pairwise	   scores.	   It	   is	   only	  
mentioned	  that	  during	  this	  last	  step	  Clustal	  includes	  additional	  features.	  These	  features	  
are	   not	   discussed	   further	   since	   sophisticated	   constructions	   of	  MSAs	  were	   not	   in	   the	  
scope	  of	  this	  thesis.	  
	  
Model	  building	  and	  assessment	  with	  MODELLER	  
	  
The	  third	  step	  in	  comparative	  modelling	   is	  the	  actual	  model	  building.	   In	  this	  step	  the	  
structural	   information	   from	   the	   templates	   is	   used	   in	   conjunction	   with	   a	   (multiple)	  
sequence	   alignment	   for	   the	   modelling.	   In	   the	   following	   the	   basic	   principles	   of	  
MODELLER	   are	   explained	   based	   on	   Šali	   and	   Blundell	   (Šali	   &	   Blundell	   [1993]).	   The	  
authors	  developed	  the	  “modelling	  by	  satisfaction	  of	  spatial	  restraints”	  approach,	  which	  
tries	  to	  find	  the	  “the	  most	  probable	  structure	  for	  a	  sequence	  given	  its	  alignment	  with	  
related	  structures”	  (p.	  779).	  
The	   spatial	   restraints	   acting	   on	   constituents	   of	   the	   target	   model	   are	   written	   as	  
conditional	   probability	   density	   functions	   (PDF).	   These	   functions	   express	   the	  
dependency	   of	   a	   certain	   spatial	   restraint	   𝑥𝑥 	  on	   several	   protein	   features	  
𝑎𝑎, 𝑏𝑏, 𝑐𝑐,…  (denoted	   as	  𝑝𝑝(𝑥𝑥|𝑎𝑎, 𝑏𝑏, 𝑐𝑐,… )).	  A	   feature	   in	   the	  MODELLER	   terminology	   is	   “any	  
quantity	  associated	  with	  a	  particular	  set	  of	  atoms”	  (p.	  799).	  
For	  example	  –	  as	  described	  by	  Šali	  and	  Blundell	  –	  in	  this	  sense	  the	  PDF	  for	  restraints	  on	  
the	   Cα-­‐Cα-­‐distance	   of	   the	   target	   can	   depend	   on:	   the	   Cα-­‐Cα-­‐distance	   in	   the	   template	  
structure,	   the	   fractional	   sequence	   identity	   of	   the	   aligned	   template	   and	   target	  
sequences,	   relative	   solvent	   accessibilities	   of	   the	   involved	   residues	   and	   the	   average	  
distance	  of	  the	  involved	  residues	  from	  a	  gap	  in	  the	  alignment.	  An	  analytical	  expression	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of	  the	  PDF	  for	  the	  Cα-­‐Cα-­‐distance	  is	  derived	  with	  a	  help	  of	  a	  database	  containing	  several	  
protein	  families	  represented	  by	  several	  related	  proteins.	  
In	   this	   fashion	  conditional	  PDFs	  are	   constructed	   for	   restraints	  on	   the	  mainchain	  N-­‐O	  
distances,	   mainchain	   and	   sidechain	   conformations.	   Stereochemical	   restraints	   (like	  
bond	  lengths,	  bond	  angles	  etc.)	  and	  their	  functional	  representation	  are	  obtained	  from	  a	  
force	  field.	  PDFs	  are	  determined	  also	  for	  these	  restraints.	  Additionally	  in	  the	  version	  of	  
MODELLER	  used	  in	  this	  thesis	  at	  least	  distance	  restraints	  between	  the	  sidechains	  and	  
mainchain	  as	  well	  as	  the	  sidechains	  of	  different	  residues	  are	  included	  by	  default.	  
The	   contribution	   of	   each	   template	   structure	   to	   the	   restraints	   on	   the	   target	  model	   is	  
weighted	   taking	   into	   account	   the	   “residue	   neighbourhood	   difference”	   (p.	   786-­‐787,	  
800).	  These	  weights	  are	  more	  sophisticated	  than	  taking	  simply	  the	  sequence	  similarity	  
from	  an	  alignment	  next	   to	   the	  equivalent	   residues	   (“equivalent”	   residues	  are	  aligned	  
residues	  in	  the	  target	  and	  template	  sequence	  alignment).	  They	  also	  take	  into	  account	  
the	  structural	  neighbours	  in	  spatial	  proximity	  to	  the	  equivalent	  residues.	  
The	   conditional	   PDFs	   of	   each	   the	   basic	   characteristics	   as	   described	   above	   (Cα-­‐Cα-­‐
distances	   etc.)	   of	   each	   template	   structure	   are	   weighted	   and	   assembled.	   Finally	   this	  
results	   in	   a	   “molecular	  PDF”	   (p.	   801)	   that	   describes	   the	  most	   probable	  model	   of	   the	  
target	  sequence	  given	  the	  template	  structures	  and	  their	  alignments.	  
The	   negative	   natural	   logarithm	   of	   this	   molecular	   PDF	   is	   the	   objective	   function	  
depending	   on	   the	   targets	   Cartesian	   coordinates.	   During	   the	   optimization	   stage	   the	  
objective	   function	   (molecular	   PDF)	   is	   minimized	   (maximized).	   This	   optimization	   is	  
performed	   in	   several	   steps.	   Successively	   restraints	   are	   added	   starting	   with	   “local	  
restraints”	   (for	   example	   bond	   lengths)	   that	   span	   only	   one	   residue	   or	   two	   adjacent	  
residues	  and	  incorporating	  more	  and	  more	  “long-­‐range	  restraints”	  (p.	  802)	  that	  span	  
over	   larger	   residue	   distances	   (e.g.	   sidechain-­‐sidechain	   distances).	   At	   every	   stage	   a	  
conjugate	   gradients	   optimization	   (see	   e.g.	   Press	   et	   al.	   [1988])	   is	   performed	   on	   the	  
target’s	  coordinates.	  
Lennard-­‐Jones	   (LJ)	   and	   Coulomb	   interactions	   (or	   alternatively	   other	   restraints	   that	  
avoid	   sterical	   overlap	   –	   for	   example	   “soft	   sphere”	   overlap	   restraints)	   lead	   to	   spatial	  
restraints	  that	  are	  considered	  as	  well.	  During	  the	  optimization	  these	  restraints	  act	  as	  
“dynamic	   restraints”	   (see	   MODELLER	   manual	   available	   on	  
http://salilab.org/modeller/manual/,	   last	   visit	   09/02/14,	   note	   that	   the	   web	   site	  
describes	  a	  newer	  version	  of	  MODELLER).	  In	  particular	  this	  implies	  that	  the	  restraints	  
are	  applied	  to	  a	  varying	  number	  of	  atoms	  as	  well	  as	  their	  contribution	  to	  the	  objective	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function	  changes.	  The	  atoms	  restrained	  by	  these	  dynamic	  restraints	  are	  obtained	  from	  
a	   list	   of	   atoms	   closer	   than	   a	   given	   threshold.	   Beyond	   this	   threshold	   the	   dynamic	  
restraints	   are	   zero.	   Since	   the	   optimizer	   changes	   the	   positions	   of	   atoms	   the	  
aforementioned	   list	   of	   non-­‐bonded	   interacting	   atoms	   needs	   to	   be	   updated	   regularly	  
during	  the	  optimization	  process.	  Additionally	  simulated	  annealing	  via	  short	  molecular	  
dynamics	  simulations	  can	  be	  included	  in	  the	  modelling	  process.	  
The	  last	  step	  of	  the	  comparative	  modelling	  approach	  deals	  with	  the	  assessment	  of	  the	  
quality	   of	   the	   obtained	   models.	   In	   this	   thesis	   mainly	   three	   methods	   are	   used.	   The	  
secondary	   structure	   of	   some	   calculated	   models	   is	   compared	   with	   those	   of	   the	  
templates	   as	  well	   as	   the	   so-­‐called	   “heavy	   relative	   violations	   profiles”.	   Those	   profiles	  
indicate	  on	  a	  per	  residue	  basis	  the	  deviations	  of	  the	  optimum	  of	  the	  applied	  restraints.	  
Spatial	  restraints	  obtained	  from	  MODELLER	  libraries	  are	  applied	  to	  particular	  perlucin	  
models	   as	  well	   as	   template	   structures.	  Deviations	  between	   the	   target	  model	   and	   the	  
templates	   indicate	   possible	   inaccuracies	   of	   the	   model.	   Finally	   a	   few	   models	   are	  
assessed	  with	  nanosecond	  MD	  simulations	  in	  explicit	  water	  (see	  section	  3.2).	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3.1.2.	  Structural	  templates	  for	  the	  modelling	  process	  of	  perlucin	  
The	   comparative	   modelling	   approach	   requires	   a	   multiple	   alignment	   between	  
sequences	  of	  appropriate	  template	  structures	  and	  the	  target	  sequence	  (here:	  perlucin).	  
The	   alignment	   between	   template	   and	   target	   sequence	   determines	   the	   structural	  
information	   from	   the	   templates	   to	   be	   used	   for	   the	   aligned	   residues	   of	   the	   target	  
sequence	   during	   the	  modelling	   process.	   The	   aligned	   residues	   between	   the	   template	  
and	  target	  sequences	  are	  considered	  to	  be	  structurally	  “equivalent”.	  	  
Fig.	  3.1.3.	  CTLDs	  of	  the	  asialoglycoprotein	  receptor	  (ASGR;	  PDB	  accession	  code	  1DV8;	  residues	  
153	  to	  280)	  and	  the	  mannose-­‐binding	  protein	  A	  (MBP-­‐A;	  PDB	  accession	  code	  1KWT;	  residues	  
104	  to	  221;	  chain	  A).	  The	  characteristic	  secondary	  structure	  elements	  (“a”	  and	  “b”	  denote	  an	  α-­‐
helix	   and	   β-­‐strand	   respectively)	   of	   CTLDS	   are	   labelled	   according	   to	   (Zelensky	   &	   Gready	  
[2003]).	  The	  strand	  β2’’	   is	  not	  visible	  in	  both	  structures.	  The	  CTLD	  of	  the	  ASGR	  is	  of	  the	  long	  
form	  meaning	  that	  it	  has	  a	  β-­‐hairpin	  (β0-­‐β1)	  stabilized	  by	  a	  cysteine	  bridge	  (light	  green)	  at	  the	  
N-­‐terminus	  (see	  e.g.	  Zelensky	  &	  Gready	  [2005]	  or	  section	  2.3.).	   In	  contrast	   the	  N-­‐terminus	  of	  
the	  CTLD	  of	  MBP-­‐A	   follows	  an	  α-­‐helical	   “stalk”	   and	   lacks	  an	  additional	  β0-­‐sheet	   as	  well	   as	   a	  
disulphide	   bridge.	   In	   the	   case	   of	   ASGR	   (MBP-­‐A)	   the	   residue	   range	   Cys153	   to	   Thr209	   (Gly104	   to	  
Ala155)	   is	  shown	   in	  orange,	   the	  residue	  range	  His214	   to	  Arg262	   (Asp161	   to	  Leu203)	   in	   light	  violet	  
and	  the	  residue	  range	  Asp266	  to	  Leu280	  (Ile207	  to	  Ala221)	  in	  cyan.	  In	  the	  ASGR	  (MBP-­‐A)	  structure	  
the	  segments	  Trp210	  to	  His214	  (Phe156	  to	  Asp161)	  and	  Trp263	  to	  Asp266	  (Trp204	  to	  Ile207)	  are	  shown	  
in	  red.	  The	  short	  residue	  range	  overlap	  is	  only	  necessary	  for	  the	  graphical	  representation.	  The	  
molecules	  are	  rendered	  with	  VMD	  (Humphrey	  et	  al.	  [1996]	  version	  1.9.1)	  and	  labels	  are	  added	  
with	  Inkscape	  (http://inkscape.org).	  The	  “New	  Cartoon”	  representation	  of	  the	  protein	  involves	  
the	  STRIDE	  algorithm	  (Frishman	  &	  Argos	  [1995]).	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Multiple	   sequence	  alignments	  were	  built	  with	  aid	  of	   the	  Clustal	  X	   software.	  Amongst	  
others	  the	  Smith-­‐Waterman	  algorithm	  as	  implemented	  in	  the	  FASTA	  program	  package	  
was	   used	   to	   compare	   the	   perlucin	   sequence	   against	   the	   database	   of	   sequences	   of	  
available	   protein	   structures	   (see	   Appendix	   III.D.	   for	   results	   summary).	   Basically	  
template	  structures	  were	  selected	  according	  to	  a	  high	  number	  of	  identical	  residues	  and	  
positively	   scoring	   substitutions	   as	   well	   as	   a	   low	   number	   of	   gaps	   in	   the	   alignment	  
between	  their	  sequences	  and	  the	  perlucin	  sequence	  (see	  also	  Appendix	  III.E.).	  After/in	  
several	  trials	  of	  multiple	  sequence	  alignments	  of	  several	  different	  template	  sequences	  
one	   promising	   MSA	   could	   be	   obtained.	   Concerning	   this	   final	   multiple	   alignment	  
varying	  gap	  penalties	  as	  well	  as	  the	  refinement	  regions	  could	  have	  been	  used	  and	  only	  
the	  final	  result	  was	  documented	  afterwards.	  
	  
The	  template	  structures	  for	  the	  perlucin	  model	  
	  
In	   this	   thesis	   different	   structure	   segments	   were	   used	   as	   templates	   for	   the	  
corresponding	   segments	   of	   the	   perlucin	   sequence.	   Fig.	   3.1.3.	   depicts	   these	   three	  
different	  segments	  in	  exemplary	  CTLD	  structures	  in	  orange,	  light	  violet	  and	  cyan.	  The	  
overlapping	  regions	  between	  the	  subsequent	  segments	  are	  shown	  in	  red.	  With	  respect	  
to	   the	  perlucin	   sequence	   these	   three	   regions	   can	  be	   inferred	   from	  Fig.	  3.1.4.	   and	  are	  
described	   in	   the	   following.	   Fig.	   3.1.4.	   summarises	   the	   alignment	   of	   the	   perlucin	  
sequence	  segments	  with	  the	  different	  segments	  of	  template	  structures.	  
	  
Based	   on	   the	   perlucin	   sequence	   it	   is	   very	   likely	   that	   the	   six	   cysteine	   residues	   of	   the	  
perlucin	  sequence	  form	  three	  disulphide	  bridges.	  In	  the	  general	  CTLD	  fold	  two	  cysteine	  
pairs	  are	  highly	  conserved.	  They	  are	  joining	  α1	  and	  β5	  of	  the	  protein	  structure	  as	  well	  
as	  the	  β3	  and	  β4	  strands	  (Zelensky	  &	  Gready	  [2003])	  (see	  also	  Fig.	  3.1.3.).	  The	  first	  two	  
cysteine	   residues	   of	   perlucin	   are	   supposed	   to	   form	   a	   disulphide	   bridge	   in	   the	   N-­‐



























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Fig.	  3.1.4.	  (continued)	  The	  line	  labelled	  “ClustalX”	  contains	  information	  on	  the	  similarity	  of	  the	  
aligned	  residues.	  The	  alignment	  was	  constructed	  with	  aid	  of	  Clustal	  X	  and	  manually	  adjusted	  
especially	   in	   the	   gap	   regions.	   A	   “*”	   indicates	   an	   identical	   residue	   in	   the	   alignment,	   a	   “:”	   a	  
conserved	   “strong”	  group	  and	  a	   “.”	  a	   conserved	   “weak”	  group	  as	  defined	   in	  Clustal	  X	  manual	  
(see	  online	  manual	  www.clustal.org/download/clustalx_help.html,	  last	  access	  22/09/2013).	  
The	  next	  line	  “DSSP”	  informs	  on	  the	  secondary	  structure	  of	  the	  templates.	  Following	  structural	  
elements	   are	   included:	   α-­‐helices	   (H,h),	   3/10-­‐helices	   (g),	   β-­‐strands	   (E,e)	   and	   β-­‐bridges	   (B,b).	  
The	   secondary	   structure	   assignments	   were	   extracted	   from	   the	   PDB	   website	  
(http://www.rcsb.org/pdb/)	   for	   the	   corresponding	   structures.	   The	   secondary	   structure	  was	  
assigned	  by	  DSSP	  (Kabsch	  &	  Sander	  [1983])	  on	  the	  PDB	  website	  for	  the	  corresponding	  protein	  
crystal	  structures.	  A	  capital	  letter	  indicates	  that	  both	  residues	  of	  the	  template	  structures	  have	  
the	   indicated	   secondary	   structure	  whereas	   a	   lower	   case	   indicates	   that	   a	   residue	  of	   only	   one	  
structure	  is	  in	  the	  corresponding	  conformation.	  The	  exceptional	  character	  “‡”	  signals	  that	  one	  
template	  residue	  is	  in	  a	  β-­‐strand	  and	  the	  other	  in	  a	  β-­‐bridge	  conformation.	  
The	  following	  two	  lines	  “SSE-­‐Id”	  and	  “CTLD	  residues”	  provide	  information	  on	  characteristics	  of	  
CTLDs	   and	   were	   taken	   from	   Zelensky	   and	   Gready	   (Zelensky	   &	   Gready	   [2003],	   esp.	   Fig.	   2	  
therein).	  “SSE-­‐Id”	  shows	  the	  terminology	  of	  the	  characteristic	  secondary	  structure	  elements	  of	  
CTLDs	   (“b”	   represents	   a	   β-­‐strand	   and	   “a”	   an	   α-­‐helix).	   Characteristic	   residues	   and/or	  
characteristic	   residue	   properties	   in	   the	   CTLD	   fold	   are	   labelled	   as	   follows.	   A	   capital	   letter	  
indicates	  a	  conserved	  residue.	  “f”	  denotes	  an	  aliphatic	  residue,	  “m”	  an	  aromatic	  residue,	  “o”	  an	  
aromatic	   or	   aliphatic	   residue	   and	   “r”	   a	   charged	   residue.	   Zelensky	   et	   al.	   used	   Greek	   letters	  
instead	  of	  Latin	  letters:	  “Θ”	  for	  “f”,	  “Φ”	  for	  “m”,	  “Ω”	  for	  “o”	  and	  “Ψ”	  for	  “r”.	  The	  assignments	  of	  
these	   characteristic	   residues/properties	   were	   done	   manually	   (during	   preparation	   of	   this	  
thesis)	   as	   far	   as	   the	   information	   could	   be	   extracted	   from	   Zelensky	   et	   al.	   They	   were	   based	  
mainly	  on	   the	  sequences	  and	  structures	  of	   the	  ASGR	  (PDB	  accession	  code	  1DV8)	  and	  MBP-­‐A	  
(PDB	  accession	  code	  1RTM),	  which	  were	  evaluated	  explicitly	  by	  Zelensky	  and	  Gready.	  The	  last	  
line	   “S-­‐S	   expectd.”	   highlights	   the	   expected	   disulphide	   bridges	   of	   perlucin	   in	   the	   long	   form	  
CTLD.	  
	  
The	  first	  region	  of	  the	  perlucin	  sequence	  starts	  at	  the	  N-­‐terminal	  Gly1	  and	  extends	  to	  
and	  includes	  the	  WLGA63-­‐66	  motif.	  The	  WLGA63-­‐66	  motif	  of	  perlucin	  is	  comparable	  to	  the	  
characteristic	   “WIGL	   motif”	   of	   canonical	   C-­‐type	   lectins	   (see	   section	   2.3.	   for	   an	  
introduction	  to	  CTLDs).	  It	  is	  expected	  to	  be	  part	  of	  the	  strand	  β2	  (see	  Fig.	  3.1.4.	  line	  7	  
“SSE-­‐Id”).	   This	   CTLD	  motif	   has	   a	   characteristic	   residue	   composition:	   β2W,	   β2Θ,	   β2G,	  
β2L	  (Zelensky	  &	  Gready	  [2003],	  see	  also	  Appendix	  I.A.	  and/or	  caption	  of	  Fig.	  3.1.4.	  for	  
meaning	  of	  the	  symbols).	  As	  described	  by	  Zelensky	  et	  al.	  (Zelensky	  &	  Gready	  [2003])	  
“the	  β2	  strand	  divides	  the	  structure	  into	  two	  lobes,	  the	  upper	  and	  lower”	  (p.	  466)	  (see	  
also	   Fig.	   3.1.3.).	   The	   first	   segment	   of	   the	   perlucin	   sequence	   comprises	   most	   of	   the	  
characteristic	  motifs	  or	   residues	  expected	   to	   form	  structural	  elements	  present	   in	   the	  
“lower	  lobe”	  of	  CTLDs	  except	  for	  the	  β5	  strand.	  For	  the	  first	  perlucin	  sequence	  segment	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the	  corresponding	  sequence	  segments	  of	  two	  protein	  structures	  that	  were	  chosen	  have	  
the	   highest	   scoring	   results	   of	   the	   Smith-­‐Waterman	   comparison	   of	   the	   perlucin	  
sequence	   against	   the	   database	   of	   sequences	   of	   available	   protein	   structures	   were	  
chosen	  as	  templates	  (see	  also	  Appendix	  III.D.	  and	  III.E.).	  
The	   CTLD	   of	   the	   asialoglycoprotein	   receptor	   1	   (ASGR,	   PDB	   accession	   code	   1DV8,	  
UniProt	   accession	   number	   P07306,	   Meier	   et	   al.	   [2000])	   and	   of	   collectin-­‐12	   (CL-­‐P1,	  
scavenger	   receptor	   with	   C-­‐type	   lectin,	   PDB	   accession	   code	   2OX9,	   UniProt	   accession	  
number	  Q8K4Q8,	  Feinberg	  et	  al.	  [2007])	  have	  a	  high	  number	  of	  identical	  residues	  and	  
positive	   scoring	   substitutions	   and	   a	   low	   number	   of	   gaps	   with	   respect	   to	   the	   first	  
segment	   of	   the	   perlucin	   sequence.	   Both	   structures	   (1DV8	   and	   2OX9)	   of	   the	   CTLD	   of	  
ASGR	   and	   CL-­‐P1	   are	   long	   form	   CTLDs	   meaning	   that	   they	   have	   a	   β-­‐hairpin	   and	   a	  
cysteine	  bridge	  at	  the	  N-­‐terminus	  of	  the	  CTLD	  fold	  (see	  section	  2.3.).	  
According	   to	   the	   information	   provided	   by	   the	   UniProt	   resource	   (The	   UniProt	  
Consortium	  [2012],	  www.uniprot.org)	  on	  ASGR	  and	  collectin-­‐12	  they	  are	  supposed	  to	  
have	  the	  following	  basic	  biological	  roles.	  ASGR	  from	  Homo	  sapiens	  is	  a	  transmembrane	  
receptor	   that	   recognises	   certain	   glycoproteins	   and	   mediates	   endocytosis	   of	   them.	  
Collectin-­‐12	   from	   Mus	   musculus	   is	   a	   transmembrane	   protein	   involved	   in	   immune	  
response	   and	   phagocytosis.	   It	   is	   expressed	   in	   a	   variety	   of	   tissue	   can	   promote	  
phagocytosis	  of	  certain	  bacteria.	  
	  
The	   second	   sequence	   segment	   of	   perlucin	   extends	   from	   the	  WLGA63-­‐66	   motif	   to	   the	  
WND114-­‐116	   motif,	   including	   both	   motifs.	   In	   the	   canonical	   CTLD	   fold	   the	   segment	  
between	  the	  WIGL	  motif	  –	  or	  β2	  strand	  –	  and	  the	  β4	  strand	  with	  the	  characteristic	  β4W	  
residue	  forms	  the	  “upper	  lobe”	  of	  the	  structure	  and	  contains	  the	  long	  loop	  region	  (LLR)	  
and	   the	   strands	   β2,	   β3	   and	   β4	   (Zelensky	   &	   Gready	   [2003]).	   For	   this	   segment	   the	  
corresponding	   sequence	   parts	   from	   the	   mannose-­‐binding	   protein	   A	   (MBP-­‐A,	   PDB	  
accession	  codes	  1KWT	  and	  1KWV,	  UniProt	  accession	  number	  P19999,	  Ng	  et	  al.	  [2002])	  
and	   of	   CEL-­‐I	   (C-­‐type	   lectin	   from	   Cucumaria	   echinata,	   PDB	   accession	   code	   1WMZ,	  
UniProt	  accession	  number	  Q7M462,	  Sugawara	  et	  al.	  [2004])	  were	  chosen	  as	  templates.	  
According	  to	  the	  UniProt	  entries	  of	  the	  corresponding	  proteins	  MBP-­‐A	  is	  supposed	  to	  
be	  part	  of	  the	  immune	  defence	  system	  by	  binding	  to	  sugar	  components	  on	  the	  surface	  
of	  pathogens.	  The	  UniProt	  entry	  of	  CEL-­‐I	  is	  not	  reviewed	  yet	  (23.09.2013).	  Sugawara	  et	  
al.	  (Sugawara	  et	  al.	  [2004])	  suggest	  that	  CEL-­‐I	  is	  a	  “defense	  toxin	  against	  predators”	  (p.	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45223).	  Interestingly	  it	   lacks	  the	  disulphide	  bridge	  close	  to	  the	  β3	  and	  β4	  strand	  and	  
forms	  homodimers	  via	  a	  disulphide	  bridge,	  which	  involves	  the	  Cys36	  residues.	  
Both	  proteins	  show	  in	  the	  Smith-­‐Waterman	  alignments	  of	  the	  database	  search	  a	  high	  
number	   of	   identities	   and	   positive	   scoring	   substitutions	   and	   a	   small	   number	   of	   gaps	  
with	   respect	   to	   the	   considered	   perlucin	   sequence	   segment	   (see	   Appendix	   III.D.	   and	  
III.E.	  for	  more	  details).	  However	  it	  has	  to	  be	  pointed	  out	  that	  the	  selection	  of	  these	  two	  
templates	  cannot	  be	  justified	  solely	  by	  their	  rank	  in	  the	  results	  of	  the	  database	  search.	  
Consequently	  there	  might	  be	  other	  appropriate	  template	  structures.	  
In	   particular	   CEL-­‐I	   has	   the	   residues	   RHT115-­‐117,	   which	  were	   supposed	   to	   be	   a	   useful	  
template	   for	   the	   residues	   RRD106-­‐108	   of	   perlucin	   since	   MBP-­‐A	   does	   not	   contribute	  
charged	  or	  polar	  residues	  in	  this	  region	  between	  β3	  and	  β4	  (see	  Fig.	  3.1.4.).	  
At	  the	  latest	  during	  writing	  of	  this	  thesis	  it	  was	  realised	  that	  according	  to	  Sugawara	  et	  
al.	   Arg115	   of	   CEL-­‐I	   is	   supposed	   to	   be	   involved	   in	   the	   binding	   of	   N-­‐acetyl-­‐D-­‐
galactosamine	   (NGA).	   This	   might	   be	   of	   importance	   for	   a	   possible	   carbohydrate-­‐
perlucin	   –	   especially	   chitin-­‐perlucin	   –	   interaction	   that	   could	   be	   investigated	   in	   the	  
future.	  
The	  structure	  1KWV	  for	  MBP-­‐A	  allows	  the	  extraction	  of	  the	  positions	  of	  three	  calcium	  
ions	  and	  of	  a	  N-­‐acetyl-­‐D-­‐glucosamine	  (NAG	  or	  GlcNAc)	  monomer	  for	  the	  model	  of	  the	  
CTLD	  of	  perlucin.	  In	  this	  structure	  the	  calcium	  ions	  occupy	  the	  positions	  denoted	  as	  Ca-­‐
1,	  Ca-­‐2	  and	  Ca-­‐3	  in	  CTLDs	  (see	  e.g.	  Zelensky	  &	  Gready	  [2005]	  or	  section	  2.3.).	  	  
	  
In	   a	   similar	   manner	   templates	   were	   chosen	   for	   the	   third	   and	   last	   segment	   of	   the	  
perlucin	  sequence.	  The	  last	  segment	  of	  the	  perlucin	  sequence	  starts	  at	  –	  and	  includes	  –	  
the	  WND114-­‐116	  motif	  up	  to	  the	  last	  residue	  Arg155.	  Only	  for	  the	  residue	  range	  Trp114	  to	  
Ile132	   appropriate	   template	   segments	   seemed	   to	   be	   available.	   In	   the	   results	   of	   the	  
aforementioned	  database	  search	  no	  CTLD	  template	  structure	  with	  a	  similar	  C-­‐terminal	  
region	   could	   be	   found	   in	   the	   output	   alignments.	   Finally	   another	   part	   of	   the	  
aforementioned	   CL-­‐P1	   and	   a	   part	   of	   codakine	   (PDB	   accession	   code	   2VUV,	   UniProt	  
accession	  number	  Q3KVL7,	  Gourdine	  et	  al.	  [2008])	  were	  used	  as	  templates.	  
Note	   that	   codakine	   is	   the	   only	   protein	   from	   the	   phylum	   mollusca	   (bivalve)	   in	   the	  
template	  selection.	  According	  to	  Gourdine	  et	  al.	  codakine	  is	  extracted	  from	  the	  gills	  and	  
can	   bind	   saccharides.	   At	   the	   time	   of	   publication	   of	   the	   aforementioned	   work	   the	  
function	   of	   codakine	   was	   unknown	   and	   there	   is	   currently	   (23/09/2013)	   no	  
information	   available	   in	   the	   UniProt	   resource	   about	   the	   suggested	   function.	   The	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authors	  speculated	  about	  an	  involvement	  in	  innate	  immune	  defence	  or	  “recognition	  of	  
symbiotic	  sulphur-­‐oxidizing	  bacteria”	  (p.	  30119).	  
	  
Assessment	  of	  the	  MSA	  of	  perlucin	  and	  the	  template	  sequences	  
	  
The	   quality	   of	   the	   alignment	   can	   be	   judged	   by	   several	   means.	   In	   Fig.	   3.1.4.	   the	   line	  
labelled	   as	   “ClustalX”	   contains	   different	   markers.	   “*”	   obviously	   denotes	   identical	  
aligned	   residues.	   According	   to	   the	   Clustal	   X	   documentation	  
(www.clustal.org/download/clustalx_help.html,	   last	   access	   22/09/2013)	   the	  
identifiers	   “:”	   and	   “.”	   refer	   to	   “strong”	  and	   “weak”	  aligned	   residue	  groups.	  The	   terms	  
“strong”	  and	  “weak”	  refer	  to	  the	  magnitude	  of	  the	  score	  of	  the	  aligned	  residue	  groups	  
obtained	  with	  a	  particular	  substitution	  matrix.	  Strong	  groups	  score	  higher	  than	  weak	  
groups.	  A	  quick	  attempt	  by	  the	  author	  of	  this	  thesis	  to	  get	  a	  detailed	  understanding	  of	  
the	   assignment	   of	   “strong”	   and	   “weak”	   residue	   groups	   according	   to	   the	   Clustal	   X	  
documentation	  however	  failed.	  
Nonetheless	  in	  each	  perlucin	  segment	  at	  least	  50%	  (last	  segment	  counted	  from	  residue	  
114	  to	  132	  only)	  of	  the	  residues	  are	  at	   least	  “weakly”,	  “strong”	  or	  fully	  conserved	  (in	  
the	  sense	  of	  the	  Clustal	  X	  notation)	  in	  the	  alignment	  (see	  Fig.	  3.1.4.,	  line	  5	  “ClustalX”).	  
Furthermore	   nearly	   all	   template	   residues	   in	   α-­‐helical	   or	   β-­‐strand	   conformation	   are	  
aligned	  (see.	  Fig.	  3.1.4.,	  line	  6	  “DSSP”).	  Exceptions	  are	  the	  C-­‐terminal	  end	  of	  α2	  and	  the	  
3/10	   helices	   of	   CEL-­‐I	   (WNN105-­‐107;	   PDB	   numbering)	   and	   MBP-­‐A	   (DNG200-­‐202;	   PDB	  
numbering).	   In	   the	  perlucin	   region	  between	   the	  expected	  α2	  helix	  and	   the	  β2	  strand	  
are	   gaps	   in	   the	   alignment	   and	   the	   α2	   helix	   has	   different	   lengths	   in	   both	   templates.	  
Additionally	   the	   ASGR	   residue	   Ile204	   (aligned	   to	   perlucin	   residue	   Gly57)	   might	   be	  
misaligned.	  Consequently	  an	  estimation	  of	  the	  length	  of	  this	  helix	  in	  perlucin	  from	  the	  
alignment	  is	  not	  reliable.	  Issues	  like	  stability	  and	  length	  of	  the	  α2	  helix	  in	  the	  perlucin	  
model	  structure	  are	  addressed	  in	  the	  following	  paragraphs	  and	  sections	  (especially	  the	  
next	  section	  3.1.3.	  and	  the	  section	  3.2.2.).	  
Zelensky	  and	  Gready	  (Zelensky	  &	  Gready	  [2003])	  obtained	  from	  multiple	  alignments	  of	  
CTLD	   sequences	   and	   analysis	   of	   their	   structures	   characteristic	   features	   of	   this	  
distinctive	   protein	   fold.	   The	   authors	   identify	   well	   conserved	   residues	   and	   residue	  
properties.	   The	   alignment	   shown	   in	   Fig.	   3.1.4.	   was	   checked	   for	   those	   characteristic	  
residues	  during	  writing	  of	  this	  thesis.	  In	  Fig.	  3.1.4.	  in	  the	  line	  labelled	  “CTLD	  residues”	  
the	  distinctive	  CTLD	  residues	  are	  highlighted.	  This	  assignment	  in	  the	  first	  and	  second	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perlucin	   sequence	   segment	   relies	   on	   the	   sequences	   of	   the	   structures	   of	   ASGR	   (PDB	  
code	  1DV8)	  and	  MBP-­‐A	  (PDB	  code	  1RTM;	   the	  sequence	  of	   the	  structure	  1RTM	  is	   the	  
same	   as	   the	   sequence	   of	   the	   structures	   1KWT	   and	   1KWV),	   which	   are	   mentioned	  
explicitly	  by	  Zelensky	  et	  al.	  The	  identification	  of	  characteristic	  template	  residues	  in	  the	  
third	  perlucin	   sequence	   segment	   relies	  on	   the	   conserved	  Cys	   residues.	  The	   letters	   in	  
Fig.	  3.1.4.	  (line	  8	  “CTLD	  residues”)	  have	  the	  following	  meaning.	  A	  capital	  letter	  denotes	  
a	   conserved	   residue.	   “f”	   (Θ)	   represents	   an	   aliphatic	   residue,	   “m”	   (Φ)	   an	   aromatic	  
residue,	   “o”	   (Ω)	   an	   aromatic	   or	   aliphatic	   residue	   and	   “r”	   (Ψ)	   a	   charged	   residue	   (in	  
brackets	   Greek	   symbols	   used	   by	   Zelensky	   et	   al.	   are	   given).	   It	   can	   be	   seen	   that	  
characteristic	   residues	  and	   residue	   classes	  of	  CTLDs	  are	   reasonably	  aligned	  between	  
the	  perlucin	  sequence	  and	  the	  template	  sequences.	  Notable	  exceptions	  might	  be	  Phe23,	  
Ala38	  and	  Ala66.	  But	  in	  these	  cases	  where	  a	  particular	  residue	  is	  expected,	  the	  perlucin	  
residues	   found	   at	   the	   corresponding	   positions	   are	   of	   the	   same	   class	   –	   aromatic	   and	  
aliphatic	  respectively	  –	  as	  the	  expected	  residue.	  
The	  author	  acknowledges	  that	  there	  are	  more	  rigorous	  and	  objective	  methods	  to	  select	  
templates	   for	   the	   modelling	   process.	   Nonetheless	   as	   described	   in	   the	   preceding	  
paragraphs	  the	  alignment	  shown	  in	  Fig.	  3.1.4.	  is	  supposed	  to	  be	  one	  possible	  and	  useful	  
alignment	  for	  the	  modelling	  process.	  	  
	  
A	   final	   remark	   has	   to	   be	  made	   on	   C-­‐type	   lectins	   supposed	   to	   interact	   with	   calcium	  
carbonate	   (CaCO3)	   namely	   lithostathine	   (LIT;	   PDB	   accession	   codes	   1LIT,	   1QDD;	  
UniProt	  accession	  number	  P05451;	  Bertrand	  et	  al.	   [1996],	  Gerbaud	  et	  al.	   [2000])	  and	  
ovocleidin-­‐17	   (OC-­‐17;	  PDB	  accession	  code	  1GZ2;	  UniProt	  accession	  number	  Q9PRS8;	  
Reyes-­‐Grajeda	  et	  al.	  [2004]).	  In	  Appendix	  III.E.	  some	  results	  of	  the	  perlucin-­‐OC-­‐17/LIT	  
alignments	  during	  the	  database	  search	  are	  shown.	  With	  respect	  to	  OC-­‐17	  it	  can	  be	  said	  
that	   the	   overall	   quality	   of	   the	   alignment	   –	   in	   terms	   of	   identity,	   similarity	   and	  
expectation	  value	  (rank	  96,	  𝐸𝐸 46690 =   0.0052)	  –	  does	  not	  suggest	  the	  use	  of	  the	  OC-­‐
17	   structure	   as	   template	   for	   perlucin.	   For	   example	   that	   the	   characteristic	   WND	  
(WND114-­‐116	  in	  perlucin)	  and	  EPN/QPD	  (QPD92-­‐94	  in	  perlucin)	  motifs	  are	  not	  conserved	  
in	   the	   OC17	   sequence.	   The	   alignment	   between	   lithostathine	   and	   perlucin	   scores	  
significantly	  better	  (rank	  9,	  𝐸𝐸 46690 =   4.4 ⋅ 10!!").	  However	  as	  it	  can	  be	  seen	  in	  the	  
table	  given	  in	  Appendix	  III.E.	  the	  LIT-­‐perlucin	  alignment	  does	  not	  perform	  better	  than	  
the	  sequences	  of	  the	  chosen	  templates.	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3.1.3.	  Modelling	  of	  the	  CTLD	  of	  perlucin	  
Fig.	  3.1.5.	  Illustration	  of	  the	  superposed	  template	  structures	  used	  for	  the	  modelling	  of	  the	  CTLD	  
of	   perlucin.	   The	   left	   hand	   side	   A)	   shows	   the	   residue	   segments	   (see	   Fig.	   3.1.4.)	   of	   the	  
superposed	  structures	  of	  ASGR	  (orange,	  PDB	  code	  1DV8),	  CL-­‐P1	  (red	  and	  light	  green,	  PDB	  code	  
2OX9),	   MBP-­‐A	   (cyan,	   PDB	   code	   1KWT),	   CEL-­‐I	   (blue-­‐violet,	   PDB	   code	   1WMZ)	   and	   codakine	  
(green,	  PDB	  code	  2VUV)	  that	  were	  used	  for	  the	  modelling	  process	  of	  perlucin	  without	  ligands	  
like	  for	  example	  calcium	  ions	  and	  carbohydrate	  monomers.	  The	  right	  hand	  side	  B)	  depicts	  the	  
same	  residue	  segments	  of	  the	  same	  proteins	  except	  that	  MBP-­‐A	  is	  represented	  by	  the	  structure	  
1KWV.	  From	  this	  protein	  structure	  file	  the	  positions	  of	  the	  calcium	  ions	  Ca-­‐1,	  Ca-­‐2	  and	  Ca-­‐3	  as	  
well	   as	   that	   of	   a	   N-­‐acetylglucosamine	   (NAG)	   monomer	   can	   be	   extracted.	   Note	   that	   the	  
hydrogen	   atoms	   of	   the	  NAG	  monomer	  were	   added	  with	   a	   separate	   program	   as	   described	   in	  
section	  4.1.	  Labels	  of	  the	  characteristic	  secondary	  structure	  elements	  (“a”	  and	  “b”	  correspond	  
to	  α-­‐helices	  and	  β-­‐strands	  respectively)	  are	  assigned	  according	  to	  Zelensky	  et	  al.	  (Zelensky	  &	  
Gready	  [2003]).	  The	  molecules	  are	  rendered	  with	  VMD	  (Humphrey	  et	  al.	  [1996]	  version	  1.9.1)	  
and	   labels	  are	  added	  with	   Inkscape	  (http://inkscape.org).	  The	  “New	  Cartoon”	  representation	  
of	  the	  protein	  involves	  the	  STRIDE	  algorithm	  (Frishman	  &	  Argos	  [1995]).	  
	  
The	   chosen	   template	   structures	   have	   to	   be	   superposed	   to	   provide	   appropriate	  
structural	  information	  during	  the	  perlucin	  modelling	  process.	  The	  superposition	  of	  the	  
five	   template	   structures	   requires	   an	   alignment	   of	   the	   sequences	   of	   the	   proteins	   to	  
identify	   the	   equivalent	   residues	   between	   the	   different	   structures.	   For	   the	  
superposition	   the	   full	   sequences	   of	   the	   CTLD	   structures	   were	   aligned	   (alignment	  
shown	   in	   Appendix	   III.F.1.,	   note	   that	   in	   case	   of	   the	  MBP-­‐A	   sequence	   the	   N-­‐terminal	  
helical	   “stalk”	   was	   omitted)	   in	   contrast	   to	   the	   sequence	   segments	   in	   the	   perlucin-­‐
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template	  alignment	  shown	  in	  Fig.	  3.1.4.	  Of	  course	  the	  template	  alignment	  shown	  in	  Fig.	  
3.1.4.	  could	  be	  used	  as	  well	  –	  without	  perlucin	  –	  to	  superpose	  the	  template	  structures.	  
However	  it	  might	  be	  possible	  that	  the	  short	  overlaps	  at	  the	  WIGL	  and	  WND	  motifs	  lead	  
to	   an	   inappropriate	   superposition	   at	   these	   short	   stretches	   but	   this	   was	   not	   further	  
investigated	   here.	   The	   employed	   MODELLER	   function	   performs	   an	   “iterative	   least-­‐
squares	   superposition”	   (MODELLER	   manual	   entry	   for	   alignment.malign3d)	   of	  
selected	   atoms	   of	   the	   equivalent	   residues.	   More	   precisely	   this	   means	   here	   that	   all	  
template	  structures	  were	  superposed	  on	  the	  first	  structure	  in	  the	  input	  alignment	  (see	  
Appendix	   III.F.1.).	   The	   superposition	   of	   the	   equivalent	   Cα	   atoms	   of	   the	   templates	  
results	   in	   the	   structures	   shown	   in	   Fig.	   3.1.5.	   In	   the	   left	   image	   A)	   the	   superposed	  
structures	   are	   shown	   with	   coloured	   segments	   according	   to	   the	   perlucin-­‐template	  
alignment	  in	  Fig.	  3.1.4.	  As	  it	  can	  be	  seen	  the	  characteristic	  SSEs	  of	  the	  CTLD	  structures	  
fit	   well.	   Larger	   deviations	   are	   visible	   in	   the	   loop	   regions.	   In	   Fig.	   3.1.4.B	   the	   MBP-­‐A	  
template	  structure	  1KWT	  is	  replaced	  by	  1KWV	  and	  the	  positions	  of	  three	  calcium	  ions	  
and	  a	  NAG	  monomer	  could	  be	  extracted.	  
	  


















-­‐	   1.4	   -­‐	   -­‐	   -­‐	   -­‐	   -­‐	  
2OX9	  
(CL-­‐P1)	  
2.2	   -­‐	   -­‐	   -­‐	   -­‐	   -­‐	   -­‐	  
1KWT	  
(MBP-­‐A)	  
2.0	   1.4	   -­‐	   -­‐	   1.9	   -­‐	   -­‐	  
1KWV	  
(MBP-­‐A)	  
2.0	   1.4	   -­‐	   -­‐	   2.0	   -­‐	   -­‐	  
1WMZ	  
(CEL-­‐I)	  
2.7	   2.6	   2.3	   2.3	   -­‐	   -­‐	   -­‐	  
2VUV	  
(codakine)	  
2.3	   2.0	   2.0	   2.0	   2.2	   -­‐	   0.7	  
	  
Table	  3.1.1.	   Summary	  of	   the	  RMSd	  values	   (in	   [Å])	  of	   the	  equivalent	  Cα	  atoms	  of	   the	   template	  
structures.	  In	  the	  column	  and	  row	  labels,	  the	  PDB	  code	  of	  the	  corresponding	  protein	  structure	  
is	   stated	   and	   the	   introduced	   abbreviation	   of	   the	   protein	   name	   is	   given	   in	   brackets.	   In	   every	  
case	   the	  RMSd	  value	   refers	   to	   “chain	  A”	   in	   the	   given	   structures.	   The	  RMSd	  values	  under	   the	  
diagonal	  (which	  means	  without	  an	  underscore)	  refer	  to	  the	  best	  superposition	  of	  the	  Cα	  atoms	  
given	  the	  full	  length	  sequences	  and	  the	  alignment	  in	  Appendix	  III.F.1.	  The	  RMSd	  values	  with	  an	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underscore	  were	  calculated	  in	  the	  following	  manner.	  The	  superposed	  template	  structures	  are	  
used	   as	   input	   as	  well	   as	   the	   template	   sequence	   alignment	   from	  Fig.	   3.1.4.	   Then	   the	  RMSd	   is	  
calculated	   (without	   an	   additional	   superposition)	   between	   the	   template	   pairs	   in	   each	   of	   the	  
three	   segments.	   During	   the	  modelling	   process	   the	   structures	   1KWT	   and	   1KWV	   are	   used	   as	  
representatives	  for	  MBP-­‐A.	  Therefore	  the	  RMSd	  values	  for	  both	  structures	  are	  given.	  
	  
Table	  3.1.1.	  summarises	   the	  root-­‐mean-­‐square	  deviation	  (RMSd)	  of	   the	  equivalent	  Cα	  
atoms	   of	   the	   superposed	   CTLDs	   of	   the	   template	   structures	   (without	   underscore).	  
Additionally	   the	   RMSd	   of	   the	   equivalent	   Cα	   atoms	   of	   the	   structures	   in	   the	   template	  
segment	   pairs	   used	   for	   modelling	   of	   the	   perlucin	   structure	   are	   given	   (with	  
underscore).	  The	  RMSd	  of	  the	  equivalent	  Cα	  atoms	  of	  the	  superposed	  protein	  template	  
structures	   ranges	   from	   1.4	   to	   2.7	   Å.	   If	   the	   superposed	   template	   structures	   are	  
compared	  in	  the	  three	  different	  segments	  (see	  Fig.	  3.1.4.)	  then	  the	  range	  of	  the	  RMSd	  
values	  is	  0.7	  to	  2.0	  Å.	  Those	  values	  were	  calculated	  during	  writing	  this	  thesis.	  Note	  that	  
a	  definition	  of	  the	  RMSd	  could	  not	  be	  retrieved	  from	  the	  MODELLER	  manual	  (entry	  for	  










	   (3.1.4.)	  
	  
where	   the	   squared	   distance	  𝑑𝑑!(C!
!,!,C!
!,!)	  between	   the	   equivalent	   Cα	   atoms	   of	   two	  
aligned	  protein	  sequences	  (here:	  1	  and	  2)	  is	  summed	  over	  all	  equivalent	  residue	  pairs.	  
Afterwards	  the	  average	  is	  calculated	  and	  the	  root	  is	  extracted.	  
	  
First	  modelling	  round:	  “Knots”	  in	  the	  models	  and	  construction	  of	  a	  “guiding	  template”	  
	  
In	  the	  next	  paragraphs	  the	  modelling	  process	  of	  perlucin	  with	  MODELLER	  is	  described.	  
Only	   those	   five	  modelling	   runs	   are	   described	   in	   detail	   that	   led	   to	   the	   final	   perlucin	  
model	   that	  was	   tested	  with	  molecular	   dynamics	   (MD)	   simulations	   (see	   section	   3.2.).	  
The	   different	   parameters	   used	   in	   these	   five	   runs	   were	   the	   outcome	   of	   several	  
modelling	   trials.	   In	   particular	   one	   issue	   frequently	   occurred.	   Often	   models	   were	  
obtained	  where	  the	  C-­‐terminal	  end	  ran	  through	  the	  hole	  formed	  by	  the	  β-­‐hairpin	  and	  
the	  disulphide	  bridge	  at	  the	  N-­‐terminal	  end	  (see	  Fig.	   III.R.1.A	  in	  the	  appendix).	  While	  
writing	  this	  thesis	  one	  possible	  cause	  was	  found.	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The	   automodel	   class	   of	   MODELLER	   –	   that	   is	   adapted	   for	   the	   modelling	   process	   of	  
perlucin	  in	  this	  thesis	  –	  is	  intended	  to	  provide	  an	  easy-­‐to-­‐use	  interface	  for	  the	  new	  user	  
since	   it	   contains	   all	   necessary	   functions	   required	   for	   the	   modelling	   process.	   It	   also	  
contains	   the	   aln.check	   function	   that	   checks	   the	   sanity	   of	   the	   input	   alignment.	   This	  
check	  includes	  a	  superposition	  of	  the	  template	  structures	  based	  on	  the	  input	  alignment	  
–	  in	  this	  case	  that	  one	  shown	  in	  Fig.	  3.1.4.	  This	  new	  superposition	  leads	  probably	  to	  a	  
distorted	   initial	   structure	   beginning	   approximately	   at	   β5.	   In	   a	   quick	   test	  where	   this	  
function	  was	  disabled	  no	  knots	  occurred	  (see	  Fig.	  III.R.1.B	  in	  the	  appendix).	  Most	  of	  the	  
modifications	  of	  the	  automodel	  class	  as	  described	  in	  the	  following	  were	  introduced	  in	  
an	  attempt	  to	  obtain	  some	  models	  without	  these	  “knots”.	  
	  
With	  the	  alignment	  shown	  in	  Fig.	  3.1.4.	  and	  the	  superposed	  template	  structures	  some	  
initial	  perlucin	  models	  were	  calculated.	  At	  this	  initial	  stage	  the	  Lennard-­‐Jones	  (LJ)	  and	  
Coulomb	   interactions	   were	   not	   considered.	   Steric	   overlap	   between	   atoms	   was	  
counteracted	  by	  a	  simple	  PDF	  that	  was	  included	  in	  the	  molecular	  objective	  function	  to	  
be	  optimized.	  This	  particular	  PDF	  between	  two	  atoms	  has	  the	  form	  of	  a	  “half	  Gaussian”	  
function	   being	   zero	   for	   distances	   smaller	   than	   the	   sum	   of	   the	   van	   der	   Waals-­‐radii	  
(vdW-­‐radii)	  of	   the	  atoms.	  Although	  these	  non-­‐bonded	  restraints	  –	  called	  “soft-­‐sphere	  
overlap	  restraints”	   in	  the	  MODELLER	  terminology	  –	  were	  increased	  carefully	  and	  the	  
perlucin	   residues	   from	  Gln120	   to	   Glu130	  were	   not	   included	   in	   the	   optimization,	   knots	  
occurred.	  From	  ten	  generated	  models	  half	  of	  them	  had	  a	  “knot”	  in	  their	  structure:	  the	  
segment	   starting	   approximately	   from	   residue	   Cys127	   and	   extending	   roughly	   to	   Ile132	  
runs	   through	   the	   (expected)	   N-­‐terminal	   β-­‐hairpin	   and	   is	   “caged”	   there	   by	   the	   first	  
disulphide	   bridge.	   However	   the	   five	   remaining	   models	   did	   not	   show	   this	   knot.	   The	  
model	  with	  the	  lowest	  value	  of	  the	  MODELLER	  objective	  function	  –	  as	  an	  indicator	  of	  
the	  least	  restraint	  violations	  –	  was	  selected	  as	  a	  “guiding	  template”	  for	  a	  next	  modelling	  
round	  (only	  the	  CTLD	  up	  to	  residue	  130).	  This	  perlucin	  template	  for	  the	  next	  modelling	  
round	   was	   not	   explicitly	   superposed	   with	   the	   other	   templates	   again	   although	   this	  
could	   have	   been	   useful.	   Actually	   the	   perlucin	   template	  might	   have	   been	   superposed	  
with	   the	  other	   templates	  by	   the	  aforementioned	  aln.check	   function.	  However	   in	   the	  
light	   of	   the	   discussion	   of	   the	   knots	   in	   the	   preceding	   paragraph	   the	   missing	   explicit	  
superposition	  seems	  to	  be	  of	  minor	  importance.	  Furthermore	  it	  has	  to	  be	  pointed	  out	  
that	   the	   sequence	   of	   this	   guiding	   template	   was	   appended	   after	   the	   other	   template	  
structure	   sequences	   in	   the	   input	   alignment	   file	   (similar	   to	   the	   “PERL99_run34”	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structure	  in	  the	  alignment	  shown	  in	  III.F.7.).	  It	  is	  possible	  that	  the	  order	  of	  appearance	  
of	  the	  sequences	  in	  the	  input	  alignment	  file	  (or	  the	  order	  the	  templates	  are	  called	  in	  the	  
main	  modelling	   script)	   can	  have	  an	   influence	  on	   the	   results	   (see	  MODELLER	  manual	  
entry	  for	  function	  alignment.check_structure_structure).	  
	  
Second	  modelling	  round:	  Including	  Lennard-­‐Jones	  and	  Coulomb	  dynamic	  restraints	  
	  
In	   the	   next	   step	   two	   major	   changes	   were	   made	   compared	   to	   the	   modelling	   step	  
described	  in	  the	  last	  paragraph.	  First	  of	  all	  it	  is	  desirable	  to	  include	  the	  more	  realistic	  LJ	  
and	   Coulomb	   interactions	   instead	   of	   the	   simple	   lower	   bound	   restraints	   described	  
above	   that	   avoid	   an	   overlap	   of	   the	   van	   der	   Waals-­‐spheres	   surrounding	   the	   atoms.	  
Secondly	  during	  one	  short	  1.2  𝑛𝑛𝑛𝑛	  MD	  simulation	  (parameters	  similar	  to	  that	  described	  
in	   section	   4.2.)	   of	   a	   perlucin	   model	   obtained	   from	   different	   modelling	   runs	   (not	  
discussed	  in	  this	  thesis)	  it	  turned	  out	  that	  the	  α2	  helix	  of	  this	  particular	  perlucin	  model	  
was	   not	   as	   stable	   as	   desired	   during	   the	   simulation	   (stable	   helical	   conformation	  
observed	   from	   Lys43	   to	   Ser47	  only).	   In	   Figure	   3.1.6.	   (A	   and	   B)	   one	   possible	   cause	   is	  
depicted.	   A	   comparison	   of	   the	   residues	   at	   the	   C-­‐terminal	   end	   of	   the	   α2	   helix	   of	   the	  
perlucin	  model	  and	  of	  the	  template	  structures	  revealed	  that	  the	  distances	  between	  the	  
residues	  Tyr52	  and	  Phe16	  (in	  terms	  of	  the	  atoms	  Cγ	  and	  Cζ)	  is	  greater	  than	  10	  Å	  (see	  Fig.	  
3.1.6.B).	   This	   is	   in	   contrast	   to	   the	   template	   structures	   ASGR	   and	   CL-­‐P1	   where	   the	  
corresponding	  distances	  are	  in	  the	  order	  of	  5	  Å	  (see	  Fig.	  3.1.6.A).	  
Therefore	  in	  this	  modelling	  step	  additional	  distance	  restraints	  were	  applied	  to	  ensure	  
that	  Tyr52	  and	  Phe16	  as	  well	  as	  Glu45	  and	  Glu128	  have	  a	  distance	  similar	  to	  the	  distance	  
of	   the	   corresponding	   residues	   in	   the	   template	   structures.	   Fig.	   3.1.6.C	   shows	   the	  
residues	  Glu196	  and	  Glu277	  in	  the	  structure	  of	  ASGR.	  These	  residues	  were	  considered	  to	  
be	  equivalent	   (see	  Fig.	  3.1.4.)	   to	   the	  perlucin	  residues	  Glu45	  and	  Glu128.	  They	  connect	  
the	  secondary	  structure	  elements	  α2	  and	  β5.	  The	  connection	  between	   the	  negatively	  
charged	   residues	   can	   be	   mediated	   by	   cations	   (see	   for	   example	   the	   calcium	   ion	   at	  




Fig.	   3.1.6.	   The	   left-­‐hand	   image	   A)	   shows	   the	   superposed	   template	   structures	   of	   ASGR	   (PDB	  
code	  1DV8)	  and	  CL-­‐P1	  (PDB	  code	  2OX9).	  The	  orange	  residues	  are	  His203	  and	  Phe167	  from	  ASGR	  
and	   the	   green	   ones	   are	   His657	   and	   Phe621	   from	   CL-­‐P1	   (residue	   numbering	   from	   the	   PDB	  
structure	   file).	   The	   distance	   between	   the	   Cγ	   atoms	   (small	   pink	   spheres)	   of	   the	   highlighted	  
residues	  are	  4.9	  Å	  (ASGR)	  and	  4.8	  Å	  (CL-­‐P1)	  respectively.	  The	   image	   in	   the	  middle	  B)	  shows	  
one	  perlucin	  model	  that	  was	  probed	  with	  one	  short	  MD	  simulation.	  During	  the	  MD	  simulation	  
the	  α2	  helix	  was	  instable.	  One	  obvious	  difference	  between	  the	  probed	  model	  and	  the	  template	  
structures	  is	  the	  large	  distance	  between	  the	  residues	  Tyr52	  and	  Phe16,	  which	  were	  expected	  to	  
be	   equivalent	   (see	   Fig.	   3.1.4.)	   to	   the	   highlighted	   Phe	   and	   His	   residues	   (shown	   in	   A)	   of	   the	  
template	  structures	  of	  ASGR	  and	  CL-­‐P1.	  The	  right-­‐hand	  image	  C)	  shows	  the	  residues	  Glu196	  and	  
Glu277	  as	  well	   as	   the	  calcium	   ion	   (red	  sphere)	  at	  position	  Ca-­‐4	   that	   “connects”	   the	  negatively	  
charged	   residues.	   Labels	   of	   the	   characteristic	   secondary	   structure	   elements	   (“a”	   and	   “b”	  
correspond	   to	  α-­‐helices	  and	  β-­‐strands	  respectively)	  are	  assigned	  according	   to	  Zelensky	  et	  al.	  
(Zelensky	  &	  Gready	   [2003]).	  The	  molecules	  are	  rendered	  with	  VMD	  (Humphrey	  et	  al.	   [1996]	  
version	   1.9.1)	   and	   labels	   are	   added	  with	   Inkscape	   (http://inkscape.org).	   The	   “New	  Cartoon”	  
representation	  of	  the	  protein	  involves	  the	  STRIDE	  algorithm	  (Frishman	  &	  Argos	  [1995]).	  
	  
From	  the	  structures	  of	  ASGR	  and	  CL-­‐P1	  following	  distances	  between	  particular	  atoms	  
of	   the	   residues discussed	   above	   can	   be	   extracted.	   The	   notation	   is	  𝑑𝑑(𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 1−
𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎  2, 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟  1− 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟  2) 	  and	   describes	   the	   distance	   between	   atom	   1	   from	  
residue	  1	  and	  atom	  2	  from	  residue	  2.	  If	  atom	  1	  and	  atom	  2	  refer	  to	  the	  same	  atom	  in	  
both	  residues	  then	  only	  one	  atom	  identifier	  is	  given.	  
The	   distances	   are:	   ASGR:	   𝑑𝑑 C!, Glu!"# − Glu!"" = 4.76  Å ,	   𝑑𝑑 C!,Phe!"# − His!"# =
4.85  Å 	  and	   𝑑𝑑 C! − C!",Phe!"# − His!"# = 6.52  Å .	   CL-­‐P1:	   𝑑𝑑 C!, Glu!"# − Glu!"# =
4.88  Å,	  𝑑𝑑 C!,Phe!"# − His!"# = 4.83  Å	  and	  𝑑𝑑 C! − C!",Phe!"# − His!"# = 5.07  Å.	  
The	  average	  values	  for	  the	  Cδ	  and	  Cγ	  distances	  (4.82	  Å	  and	  4.84	  Å	  respectively)	  were	  
used	   in	   distance	   restraints	   for	   the	   corresponding	   atoms	   in	   the	   residue	   pairs	   Glu45-­‐
59	  
Glu128	  and	  Tyr52-­‐Phe16	  in	  perlucin.	  For	  the	  Cζ	  atoms	  of	  the	  latter	  mentioned	  residue	  pair	  
a	   distance	   restraint	   of	   5	   Å	  was	   used	   as	   an	   estimate.	   These	   distance	   restraints	  were	  
applied	   to	   ensure	   that	   the	   perlucin	   residues	   Phe16,	   Glu45,	   Tyr52	   and	   Glu128	   were	  
orientated	  similar	  to	  the	  corresponding	  ones	  in	  the	  template	  structures.	  
Furthermore	   restraints	  were	  applied	   to	   force	   the	   corresponding	  perlucin	   residues	   in	  
the	  expected	  –	  according	   to	   the	  alignment	   shown	   in	  Fig.	  3.1.4.	   –	   secondary	  structure	  
conformations	   α1,	   α2	   and	   β2.	   In	   both	   cases	   additional	   restraints	   on	   the	   backbone	  
dihedral	  angles	  were	  applied	   to	   the	  selected	  residues.	  The	  helical	   restraints	   included	  
additional	  distance	  restraints	  on	  the	  backbone	  atoms.	  
From	   the	   produced	  models	   of	   this	  modelling	   run	   one	  model	  was	   chosen	   for	   further	  
refinement.	   In	   this	  model	   is	  Tyr52	  in	  α-­‐helical	   conformation.	  While	  writing	   this	   thesis	  
the	  secondary	  structure	  content	  of	  the	  models	  with	  Tyr52	  in	  α-­‐helical	  conformation	  was	  
assessed.	  It	  turned	  out	  that	  the	  chosen	  model	  had	  the	  best	  agreement	  with	  respect	  to	  
the	   expected	   β-­‐strand	   and	   α-­‐helical	   conformation	   (see	   Appendix	   Fig.	   III.R.2.	   for	   the	  
secondary	   structure	   elements	   of	   this	   model)	   according	   to	   the	   alignment	   with	   the	  
template	  sequence	  segments	  (see	  Fig.	  3.1.4.).	  
	  
To	  obtain	  a	  first	  impression	  of	  the	  model	  quality	  and	  to	  chose	  residues	  for	  a	  refinement	  
“normalised	  relative	  heavy	  restraint	  violations	  profiles”	  (see	  MODELLER	  manual	  entry	  
on	   spatial	   restraints/restraint	   violations)	   were	   used.	   A	   “relative	   heavy	   restraint	  
violation”	   –	   in	   the	   terminology	  of	  MODELLER	  –	   indicates	   the	  difference	  between	   the	  
value	   of	   a	   given	   restraint	   feature	   and	   its	   optimum	   value	   (for	   example	   the	   optimal	  
distance	   of	   Cα	   atoms).	   This	   difference	   is	   normalised	   “by	   dividing	   by	   the	   standard	  
deviation	  of	  the	  global	  minimum”	  of	  the	  function	  that	  represents	  that	   feature.	  During	  
the	  modelling	  process	  the	  software	  tries	  to	  minimize	  the	  deviations	  from	  the	  optimal	  
values	  of	  each	  of	  the	  applied	  spatial	  restraints.	  To	  allow	  a	  comparison	  of	  the	  restraint	  
violations	  between	  the	  model	  and	  the	  templates	  on	  a	  per	  residue	  basis,	  the	  sum	  of	  all	  
relative	  violations	  divided	  by	  the	  number	  of	  all	  restraints	  acting	  on	  a	  particular	  residue	  
was	  considered.	  
While	  writing	  this	  thesis	  the	  author	  noted	  some	  possible	  inconsistencies	  and	  possible	  
errors	   (not	   discussed	   further	   here)	   in	   the	   calculation	   of	   the	   violation	   profiles.	  
Therefore	   the	   profiles	   shown	   here	   were	   calculated	   again.	   The	   following	   discussions	  
refer	  to	  the	  recalculated	  profiles.	  These	  profiles	  might	  be	  influenced	  by	  the	  positions	  of	  
the	  hydrogen	  atoms.	  Note	   that	   the	  crystal	   structures	  of	   the	   templates	   (as	  well	  as	   the	  
60	  
perlucin	  models	  from	  loop	  refinement)	  do	  not	  include	  hydrogen	  atoms.	  Therefore	  the	  
hydrogen	   atoms	   were	   added	   during	   the	   profile	   calculation	   but	   without	   additional	  
optimization.	   In	   contrast	   during	   the	  model	   building	   of	   perlucin	   the	   hydrogen	   atoms	  
were	   included	   throughout	   the	   optimization	   process.	   No	   attempt	   was	   made	   to	  
investigate	  this	  issue	  further.	  
The	  profiles	  were	  calculated	  separately	  for	  selected	  perlucin	  models	  and	  the	  template	  
structures.	  Since	  in	  these	  cases	  no	  restraints	  could	  be	  derived	  from	  an	  alignment	  with	  
template	   structures	   the	   restraints	   relied	   on	   MODELLER’s	   internal	   libraries.	   They	  
included	   the	  stereochemical	   (bond	   length,	  angle	  etc.),	  non-­‐bonded	  (LJ	  and	  Coulomb),	  
backbone	   dihedral	   angle,	   sidechain	   dihedral	   angle	   and	   some	   distance	   (Cα-­‐Cα,	   N-­‐O,	  
sidechain-­‐sidechain	  and	  mainchain-­‐sidechain)	  restraints.	  However	  note	  that	  although	  
distance	   restraints	   for	   the	   backbone	   Cα-­‐Cα,	   N-­‐O,	   sidechain-­‐sidechain	   and	  mainchain-­‐
sidechain	  distance	  as	  well	  as	  the	  LJ	  and	  Coulomb	  restraints	  were	  explicitly	  called	  in	  the	  
script	   (see	   e.g.	   Appendix	   III.F.5.)	   they	   did	   not	   seem	   to	   have	   any	   influence	   on	   the	  
violations	   profile.	   Either	   these	   restraint	   types	   might	   work	   only	   in	   conjunction	   with	  
template	  structures	  or	  the	  commands	  were	  not	  applied	  properly	  by	  the	  author	  of	  this	  
thesis.	   According	   to	   the	   MODELLER	   manual	   non-­‐bonded	   LJ	   and	   Coulomb	   restraint	  
violations	  are	  zero	  in	  general	  (see	  manual	  entry	  on	  restraints	  and	  their	  derivatives).	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Fig.	  3.1.7.	  Normalised	  relative	  heavy	  violations	  profiles	  of	  the	  template	  structures	  used	  in	  the	  
perlucin	  modelling	  process	  as	  well	  as	  of	   two	  perlucin	  models.	  The	  normalised	  heavy	  relative	  
violation	  of	   the	   template	  residues	   is	  plotted	  against	   the	  perlucin	  residue	  number	  (only	  up	   to	  
the	   perlucin	   residue	   131)	   and	   therefore	   takes	   into	   account	   the	   perlucin-­‐template	   alignment	  
shown	   in	  Fig.	  3.1.4.	  The	  violation	  values	  of	   the	   template	   structures	  of	  ASGR	   (red)	  and	  CL-­‐P1	  
(yellow)	   are	   shown	   in	   the	   first	   perlucin	   sequence	   segment.	   In	   the	   second	  perlucin	   sequence	  
segment	  the	  violations	  of	  MBP-­‐A	  (blue-­‐violet)	  and	  CEL-­‐I	  (cyan)	  are	  shown.	  In	  the	  last	  segment	  
again	  the	  profile	  of	  CL-­‐P1	  (yellow)	  is	  depicted	  as	  well	  as	  codakine	  (grey).	  As	  black	  crosses	  the	  
normalised	   relative	   heavy	   violation	   values	   of	   a	   selected	   perlucin	   model	   are	   shown	   before	  
refinement.	  The	  residues	  chosen	   for	   further	  refinement	  are	  marked	  with	  a	  black	  circle.	  After	  
refinement	  of	  those	  selected	  residues	  the	  perlucin	  model’s	  normalised	  relative	  heavy	  violation	  
profile	  is	  shown	  as	  green	  triangles.	  
	  
Fig.	   3.1.7.	   shows	   the	   normalised	   relative	   heavy	   violations	   profiles	   of	   the	   template	  
structures	  used	   in	   the	  perlucin	  modelling	  process	  as	  well	   as	  of	   two	  perlucin	  models.	  
The	  normalised	  heavy	  relative	  violation	  of	  the	  template	  residues	  is	  plotted	  against	  the	  
perlucin	   residue	   number	   (only	   up	   to	   the	   perlucin	   residue	   131)	   and	   therefore	   takes	  
account	   of	   the	   perlucin-­‐template	   alignment	   shown	   in	   Fig.	   3.1.4.	   This	   alignment	   that	  
was	   used	   in	   the	   modelling	   process	   of	   perlucin	   indicates	   the	   equivalent	   residues	  
between	  model	   and	   templates	  whose	   relative	   violations	   can	  be	   compared.	  Given	   the	  
template	   structures	   it	   was	   expected	   that	   the	   resulting	   perlucin	  model	   based	   on	   the	  
template´s	  structural	  information	  should	  have	  relative	  violation	  values	  similar	  to	  those	  
of	  the	  templates.	  The	  relative	  violation	  profile	  of	  the	  perlucin	  model	  that	  was	  selected	  
from	  the	  modelling	  run	  that	   included	  the	  LJ	  and	  Coulomb	  interactions	   is	  represented	  
by	  black	  crosses	   in	  Fig.	  3.1.7.	  Obviously	  some	  residues	  have	   larger	  relative	  violations	  
than	   their	   equivalent	   residues	   in	   the	   template	   structures.	  Therefore	   some	  residues	  –	  
marked	  with	  a	  black	  circle	  (in	  total	  25	  residues)	  in	  Fig.	  3.1.7.	  –	  were	  chosen	  for	  further	  
refinement.	  
In	   general	   the	   residues	   from	   position	   130	   up	   to	   the	   C-­‐terminal	   end	   were	   not	  
considered	  for	  any	  refinement.	  In	  the	  molecular	  dynamic	  simulations	  that	  were	  used	  to	  
test	  the	  stability	  of	  the	  CTLD	  of	  perlucin	  the	  C-­‐terminal	  tail	  was	  not	  included	  anyway	  
(see	  sections	  3.2.	  and	  4.2.).	  
	  
Refinement	  of	  a	  model	  from	  the	  second	  modelling	  round	  
	  
For	  the	  refinement	  of	  the	  model	  the	  “loopmodel”	  method/approach	  (Fiser	  et	  al.	  [2000]	  
and	   MODELLER	   manual)	   of	   MODELLER	   was	   used	   in	   conjunction	   with	   the	   “discrete	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optimized	  protein	  energy”	  (DOPE)	  statistical	  potential	  (Shen	  &	  Šali	  [2006])	  and	  under	  
consideration	  of	  the	  interactions	  of	  the	  solute	  with	  an	  implicit	  solvent	  (the	  MODELLER	  
manual	  refers	   to	  Gallicchio	  and	  Levy	  Gallicchio	  &	  Levy	  [2004]).	  The	  main	  differences	  
between	  the	  modelling	  of	  a	  protein	  structure	  using	  templates	  and	  the	  loop	  refinement	  
method	  as	  implemented	  by	  MODELLER	  is	  the	  use	  of	  a	  statistical	  potential	  to	  determine	  
the	  most	  probable	  atom	  positions	  instead	  of	  template-­‐derived	  information.	  Briefly,	  the	  
construction	   of	   the	   DOPE	   potential	   involved	   the	   statistical	   analysis	   of	   the	   distances	  
between	  various	  atom	  types	  in	  native	  protein	  structures.	  Finally	  this	  allows	  calculating	  
the	  PDFs	  for	  distances	  between	  atoms	  of	  particular	  types.	  Initially	  the	  atoms	  selected	  
for	   a	   “loopmodel”	   refinement	   are	   placed	   on	   a	   straight	   line	   between	   those	   backbone	  
oxygen	   and	   nitrogen	   atoms	   that	   precede	   and	   succeed	   the	   selected	   atoms.	   Then	   the	  
positions	  of	  the	  selected	  atoms	  are	  randomised.	  Beside	  the	  statistical	  potential	  and	  the	  
implicit	  solvent	  the	  loopmodel	  method	  uses	  stereochemical	  restraints,	  LJ	  restraints	  as	  
well	  as	  restraints	  on	  the	  sidechain	  dihedral	  and	  mainchain	  ω	  angles.	  The	  adjustment	  of	  
the	   atomic	   positions	   with	   respect	   to	   the	   applied	   restraints	   involves	   a	   sequence	   of	  
optimizations	   (conjugate	   gradients	   method,	   see	   e.g.	   Press	   et	   al.	   [1988]),	   simulated	  
annealing	  with	  MD	  simulation	  and	  optimization	  again.	  This	  sequence	  is	  executed	  twice.	  
In	   the	   first	   instance	   only	   non-­‐bonded	   interactions	   between	   for	   refinement	   selected	  
atoms	  are	  considered.	  In	  the	  second	  cycle	  non-­‐bonded	  interactions	  are	  considered	  that	  
include	  up	  to	  one	  atom	  previously	  not	  selected	  for	  refinement	  (see	  Fiser	  et	  al.	  [2000]).	  
This	   approach	   might	   also	   be	   useful	   when	   trying	   to	   determine	   the	   conformation	   of	  
regions	   where	   no	   template	   or	   only	   information	   from	   one	   template	   is	   available	   (for	  
example	  the	  expected	  loop	  region	  between	  α2	  and	  β2	  in	  Fig.	  3.1.4.).	  
After	  the	  calculation	  of	  several	  new	  models,	  where	  the	  positions	  of	  some	  atoms	  with	  a	  
previously	   high	   relative	   heavy	   violation	  were	   refined	  with	   the	   “loopmodel”	  method,	  
one	   of	   them	  was	   chosen	   for	   further	   testing	   with	   ns-­‐long	   MD	   simulations	   to	   test	   its	  
stability.	   In	  Fig.	  3.1.7.	   the	  profiles	  between	  the	  perlucin	  model	  before	  (black	  crosses)	  
and	   after	   refinement	   (green	   solid	   triangles)	   can	   be	   easily	   compared.	   The	   selected	  
residues	  have	  smaller	  restraint	  violations	  after	  refinement.	  The	  reasons	  for	  the	  choice	  
of	  this	  particular	  perlucin	  model	  could	  not	  retrieved	  unambiguously	  from	  the	  lab	  notes	  
of	  the	  author	  of	  this	  thesis	  anymore.	  Therefore	  following	  re-­‐assessment	  was	  performed	  
while	  writing	  this	  thesis.	  The	  calculated	  models	  were	  ranked	  according	  to	  the	  values	  of	  
the	  MODELLER	  objective	   function.	  For	  some	  models	  with	   low	  values	  of	   the	  objective	  
function	  it	  was	  checked	  whether	  they	  have	  the	  same	  residues	  in	  α-­‐helical	  and	  β-­‐strand	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conformation	   as	   the	   perlucin	  model	   before	   refinement.	   The	   chosen	  model	   has	   a	   low	  
value	  of	  the	  objective	  function	  (rank	  8	  of	  51)	  and	  the	  secondary	  structure	  elements	  are	  
conserved	  with	  respect	  to	  the	  input	  model (see	  also	  Appendix	  Fig.	  III.R.3.).
Fig.	   3.1.8.	   shows	   the	   different	   conformations	   (two	   different	   views	   on	   the	   same	  
structures	   are	   shown	   on	   the	   left	   and	   right	   hand	   side	   of	   the	   figure)	   of	   the	   perlucin	  
residues	   selected	   for	   refinement.	   In	   orange	   the	   residue	   conformations	   before	   and	   in	  
green	  the	  residue	  conformations	  after	  the	  refinement	  are	  shown.	  
	  
Fig.	   3.1.8.	   Different	   conformations	   of	   selected	   perlucin	   residues	   before	   (orange)	   and	   after	  
(green)	   refinement	   of	   those	   residues.	   Two	   different	   views	   of	   the	   perlucin	   CTLD	  models	   are	  
shown	   on	   the	   left	   and	   right	   hand	   side	   of	   the	   figure.	   The	  molecules	   are	   rendered	  with	   VMD	  
(Humphrey	   et	   al.	   [1996]	   version	   1.9.1)	   and	   labels	   are	   added	   with	   Inkscape	  
(http://inkscape.org).	   The	   “New	  Cartoon”	   representation	  of	   the	  protein	   involves	   the	   STRIDE	  
algorithm	  (Frishman	  &	  Argos	  [1995]).	  
	  
Fourth	  modelling	  round:	  Including	  calcium	  ions	  and	  a	  carbohydrate	  monomer	  
	  
The	   results	   of	   initial	  MD	   simulations	   (data	   not	   shown)	   –	  with	   similar	   parameters	   as	  
described	   in	  section	  4.2.	  –	  of	   the	  perlucin	  model	  chosen	   from	  the	   last	  modelling	  step	  
seemed	  to	  be	  promising	  in	  terms	  of	  the	  overall	  CTLD	  stability.	  Therefore	  a	  subsequent	  
modelling	   round	   was	   performed	   –	   with	   the	   initially	   tested	   model	   as	   a	   new	   guiding	  
template	  –	  to	  include	  Ca2+	  ions	  and	  a	  N-­‐actyl-­‐D-­‐glucosamine	  monomer	  from	  the	  MPB-­‐A	  
template	  (PDB	  accession	  code	  1KWV	  instead	  of	  1KWT).	  The	  perlucin	  template	  for	  the	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next	  modelling	  round	  was	  not	  superposed	  with	  the	  other	  templates	  again	  although	  this	  
could	  have	  been	  useful.	  The	  sequence	  of	  this	  guiding	  template	  was	  appended	  after	  the	  
other	   template	   structure	   sequences	   (the	   input	   alignment	   is	   shown	   in	   III.F.7.).	   It	   is	  
possible	  that	  the	  order	  of	  appearance	  of	  the	  sequences	  in	  the	  input	  alignment	  file	  can	  
have	  an	  influence	  on	  the	  results	  (see	  preceding	  remarks	  the	  possible	  influence	  on	  the	  
sequence	  order	  in	  the	  input	  alignment).	  
This	   new	  modelling	   round	   used	   information	   of	   available	   protein	   structures	   and	   the	  
alignment	  of	  their	  sequences	  with	  that	  of	  perlucin	  as	  shown	  in	  Fig.	  3.1.4.	  Compared	  to	  
the	  last	  modelling	  round	  that	  involved	  template	  structures	  following	  adjustments	  were	  
made.	   The	   complete	   –	   residues	   1	   to	   155	   –	   perlucin	   model	   was	   used	   as	   a	   guiding	  
template	   and	  as	  described	  above	   three	  Ca2+	   ions	   and	  a	   carbohydrate	  monomer	   from	  
the	   structure	   1KWV	   were	   considered	   during	   the	   modelling	   process.	   The	   list	   of	  
additional	  distance	  and	  secondary	  structure	  restraints	  described	  above	  was	  extended	  
by	  a	  Gaussian	  shaped	  distance	  restraint	  between	  the	  atoms	  Nε2	  of	  His7	  and	  Oη	  of	  Tyr52	  
as	  well	  as	  Nδ1	  and	  Oη	  of	   the	  same	  residues.	  The	  mean	  was	  set	  to	  5	  Å	  with	  a	  standard	  
deviation	  of	  2	  Å.	  The	  corresponding	  distances	  –	  as	  calculated	  during	  preparation	  of	  this	  
thesis	  –	  of	  the	  perlucin	  template	  structure	  are	  7.3	  Å	  and	  6.3	  Å	  respectively.	  In	  the	  final	  
model	  chosen	  from	  this	  modelling	  step	  the	  distances	  are	  6.9	  Å	  and	  5.7	  Å	  respectively.	  
Since	  ASGR	  as	  well	  as	  CL-­‐P1	  do	  not	  have	  a	  His	  residue	  at	  that	  position	  (see	  alignment	  in	  
Fig.	  3.1.4.	  and	  residues	  shown	  in	  Fig.	  3.1.9.)	  the	  following	  atom	  distances	  are	  given	  for	  
orientation	   purpose	   only.	   ASGR:	   𝑑𝑑 C!",! − N!", Val!"# − His!"# ≈ 4.3  Å 	  and	   CL-­‐P1	  
𝑑𝑑 C!,! − N!", Lys!"# − His!"# ≈ 4.1  Å .	   The	   idea	   behind	   these	   additional	   distance	  
restraints	   was	   the	   same	   as	   described	   above:	   to	   ensure	   that	   the	   perlucin	   residue	  
orientations	  were	  similar	  to	  the	  corresponding	  ones	  of	  the	  templates.	  
However	  as	  it	  can	  be	  seen	  in	  Fig.	  3.1.9.B	  the	  effect	  of	  the	  additional	  distance	  restraints	  
on	  the	  residues	  His7	  and	  Tyr52	  is	  only	  marginal.	  The	  residues	  highlighted	  in	  orange	  are	  
those	  of	   the	  perlucin	  “guiding	  template”	  and	  the	  green	  ones	  are	  the	  same	  residues	  of	  
the	   final	   model	   chosen	   from	   this	   modelling	   run.	   However	   the	   inclusion	   of	   the	  
carbohydrate	  monomer	  and	  the	  calcium	  ions	  in	  the	  new	  perlucin	  model	  was	  successful	  





Fig.	  3.1.9.	  Residues	  containing	  atoms	  with	  restrained	  positions	  during	   the	  modelling	  process.	  
In	  image	  A)	  on	  the	  left	  hand	  side	  the	  superposed	  CTLD	  template	  structures	  of	  ASGR	  (PDB	  code	  
1DV8)	  and	  CL-­‐P1	  (PDB	  code	  2OX9)	  are	  shown.	  In	  orange	  the	  ASGR	  residues	  Val158,	  Phe167	  and	  
His203	  as	  well	  as	  in	  green	  the	  CL-­‐P1	  residues	  Lys612,	  Phe621	  and	  His657	  residues	  are	  highlighted.	  
On	  the	  right	  hand	  side	  B)	  two	  superposed	  perlucin	  models	  are	  shown	  up	  to	  residue	  131.	  Three	  
residues	  (His7,	  Phe16	  and	  Tyr52)	  with	  restrained	  atom	  positions	  during	  the	  modelling	  process	  
are	  highlighted.	  The	  residues	  in	  orange	  are	  those	  of	  the	  “guiding	  template”	  incorporated	  during	  
the	  modelling	  process.	  The	  green	  residues	  are	   those	  of	   the	  perlucin	  model	   selected	   from	  the	  
modelling	  run	  discussed	  in	  the	  text.	  Additionally	  the	  N-­‐acetylglucosamine	  (GlcNAc)	  monomer	  
and	   three	   calcium	   ions	   considered	   in	   the	  modelling	   run	  of	  perlucin	  are	   shown.	  Labels	  of	   the	  
characteristic	  secondary	  structure	  elements	  (“a”	  and	  “b”	  correspond	  to	  α-­‐helices	  and	  β-­‐strands	  
respectively)	   are	   assigned	   according	   to	   Zelensky	   et	   al.	   (Zelensky	   &	   Gready	   [2003]).	   The	  
molecules	  are	  rendered	  with	  VMD	  (Humphrey	  et	  al.	  [1996]	  version	  1.9.1)	  and	  labels	  are	  added	  
with	  Inkscape	  (http://inkscape.org).	  The	  “New	  Cartoon”	  representation	  of	  the	  protein	  involves	  
the	  STRIDE	  algorithm	  (Frishman	  &	  Argos	  [1995]).	  
	  
A	  re-­‐assessment	  of	  some	  perlucin	  models	  was	  performed	  while	  writing	  this	  thesis.	  The	  
perlucin	  model	  chosen	  from	  this	  modelling	  run	  seemed	  to	  be	  a	  reasonable	  one	  in	  terms	  
of	  a	   low	  value	  of	   the	  MODELLER	  objective	   function	  (rank	  2	   from	  24),	   the	  normalised	  
relative	   heavy	   violations	   profile	   (see	   Fig.	   3.1.10.	   black	   crosses)	   and	   the	   secondary	  




Fig.	  3.1.10.	  Normalised	  relative	  heavy	  violations	  profiles	  of	  the	  template	  structures	  used	  in	  the	  
perlucin	  modelling	  process	  as	  well	  as	  of	   two	  perlucin	  models.	  The	  normalised	  heavy	  relative	  
violation	  of	   the	   template	  residues	   is	  plotted	  against	   the	  perlucin	  residue	  number	  (only	  up	   to	  
the	   perlucin	   residue	   131)	   and	   therefore	   takes	   account	   of	   the	   perlucin-­‐template	   alignment	  
shown	   in	  Fig.	  3.1.4.	  The	  violation	  values	  of	   the	   template	   structures	  of	  ASGR	   (red)	  and	  CL-­‐P1	  
(yellow)	   are	   shown	   in	   the	   first	   perlucin	   sequence	   segment.	   In	   the	   second	  perlucin	   sequence	  
segment	  the	  violations	  of	  MBP-­‐A	  (blue-­‐violet)	  and	  CEL-­‐I	  (cyan)	  are	  shown.	  In	  the	  last	  segment	  
again	  the	  profile	  of	  CL-­‐P1	  (yellow)	  is	  depicted	  as	  well	  as	  codakine	  (grey).	  As	  black	  crosses	  the	  
normalised	  relative	  heavy	  violation	  values	  of	  a	  selected	  perlucin	  model	  –	   from	  the	  modelling	  
run	  including	  calcium	  ions	  and	  a	  carbohydrate	  monomer	  –	  are	  shown	  before	  refinement.	  The	  
residues	   chosen	   for	   further	   refinement	   are	   marked	   with	   a	   black	   circle.	   After	   refinement	   of	  
those	   selected	   residues	   the	   perlucin	   model’s	   normalised	   relative	   heavy	   violation	   profile	   is	  
shown	  as	  green	  triangles.	  This	  last	  profile	  (green	  triangles)	  is	  that	  of	  the	  final	  perlucin	  model	  
that	  was	  tested	  with	  several	  MD	  simulations	  as	  described	  in	  the	  next	  section.	  
	  
Refinement	  of	  a	  model	  from	  the	  fourth	  modelling	  round	  
	  
From	  the	  perlucin	  model	  ten	  residues	  were	  finally	  refined	  (marked	  with	  a	  black	  circle	  
in	  Fig.	  3.1.10.)	  with	  the	  loopmodel	  approach.	  While	  writing	  this	  thesis	  it	  turned	  out	  that	  
the	   model	   with	   the	   lowest	   MODELLER	   objective	   function	   has	   the	   same	   number	   of	  
residues	  not	  in	  the	  expected	  secondary	  structure	  conformation	  (α-­‐helix	  and	  β-­‐strand)	  
as	   the	   input	  model	  (see	  Appendix	  Fig.	  III.R.5.).	  As	   it	  can	  be	  seen	   in	  Fig.	  3.1.10.	   (green	  
triangles)	   its	   violations	  profile	   is	   only	   slightly	   improved.	   In	   some	   cases	   (for	   example	  
residue	   Pro90)	   the	   relative	   heavy	   violation	   is	   even	   larger	   after	   “refinement”	   than	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before.	  Fig.	  3.1.11.A	  shows	  the	  different	  conformations	  of	  the	  residues	  before	  (orange)	  
and	  after	  (green)	  the	  refinement.	  This	  model	  is	  taken	  as	  the	  final	  perlucin	  model	  of	  the	  
MODELLER	  runs	  and	  tested	  with	  MD	  simulations	  as	  described	  in	  the	  next	  section.
	  
Fig.	   3.1.11.	   The	   left-­‐hand	   image	   A)	   shows	   the	   conformation	   of	   perlucin	   residues	   before	  
(orange)	  and	  after	  (green)	  refinement	  of	   the	  selected	  residues.	  On	  the	  right-­‐hand	  side	  B)	   the	  
final	  perlucin	  model	  with	  three	  calcium	  ions	  at	  the	  CTLD	  characteristic	  positions	  Ca-­‐1	  to	  Ca-­‐3	  
as	  well	  as	  the	  N-­‐acetylglucosamine	  (GlcNAc)	  monomer	  is	  shown.	  Additionally	  Cys	  involved	  in	  
disulphide	  bridges	  are	  highlighted. Only	  the	  CTLD	  of	  perlucin	  is	  shown	  (up	  to	  residue	  131)	  in	  
the	  images	  A)	  and	  B).	  The	  molecules	  are	  rendered	  with	  VMD	  (Humphrey	  et	  al.	  [1996]	  version	  
1.9.1)	   and	   labels	   are	   added	   with	   Inkscape	   (http://inkscape.org).	   The	   “New	   Cartoon”	  
representation	  of	  the	  protein	  involves	  the	  STRIDE	  algorithm	  (Frishman	  &	  Argos	  [1995]).
	  
The	  atom	  distances	  of	  the	  residues	  Tyr52,	  Phe16	  and	  His7	  that	  were	  restrained	  amongst	  
others	  in	  the	  fourth	  modelling	  round	  led	  to	  the	  following	  distances	  in	  the	  final	  perlucin	  
model	   (calculated	   during	   preparation	   of	   this	   thesis):	  𝑑𝑑 C!,Tyr!" − Phe!" = 5,674  Å,	  
𝑑𝑑 C!,Tyr!" − Phe!" = 6,552  Å ,	   𝑑𝑑 O! − N!",Tyr!" − His! = 5,737  Å 	  and	   𝑑𝑑 O! −
N!!,Tyr!" −   His! = 6,910  Å.	  
Some	  modifications	  of	   the	  model	  as	  obtained	   from	  the	   loopmodel	  method	  of	   the	   last	  
paragraph	   were	   necessary.	   First	   of	   all	   the	   three	   calcium	   ions	   and	   the	   carbohydrate	  
monomer	  were	   not	  written	   out	   in	   the	   final	  model	   of	   the	   loopmodel	  method	   so	   they	  
were	  copied	  into	  the	  final	  model	  directly	  from	  the	  loopmodel	  input	  model.	  The	  result	  is	  
shown	  in	  Fig.	  3.1.11.B	  where	  the	  final	  perlucin	  model	  (up	  to	  residue	  131)	  is	  depicted	  
with	  the	  three	  calcium	  ions	  and	  the	  carbohydrate	  monomer.	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The	   template	  structure	  1KWV	  of	  MBP-­‐A	  does	  not	  have	  a	  calcium	   ion	  at	  position	  4	   in	  
contrast	   to	   the	   template	   structures	   of	  ASGR	   and	  CL-­‐P1	   (see	   Fig.	   3.1.5.B	   and	  3.1.6.C).	  
Since	   it	  was desirable to	   obtain	   a	   perlucin	  model	  with	   calcium	   ions	   at	   four	   possible	  
sites	  the	  ion	  at	  the	  Ca-­‐4	  position	  was	  included	  manually.	  The	  Ca-­‐4	  position,	  which	  was	  
expected	  to	  be	  located	  between	  the	  Glu45	  and	  Glu128	  residues	  of	  perlucin,	  was	  estimated	  
as	   the	   halfway	   position	   between	   the	   Cδ	   atoms	   of	   Glu45	   and	   Glu128.	   	   The	   following	  
calculations	   were	   performed	   during	   preparation	   of	   this	   thesis.	   A	   comparison	   of	   the	  
aforementioned	   “halfway”	   position	   and	   the	   actual	   ion	   position	   in	   the	   corresponding	  
template	   structures	   (ASGR:	   Glu196	   and	   Glu277,	   CL-­‐P1:	   Glu650	   and	   Glu731)	   shows	   a	  
difference	  of	  maximal	  1.8	  Å.	  
	  
Fig.	   3.1.12.	   The	   final	   perlucin	  model.	   In	   A)	   the	  model	   in	   its	   full	   length	   up	   to	   residue	   155	   is	  
shown.	  Note	  that	  according	  to	  the	  alignment	  given	  in	  Fig.	  3.1.4.	  template	  structural	  information	  
for	   the	   modelling	   process	   was	   only	   used	   up	   to	   the	   end	   of	   the	   β5	   strand.	   The	   C-­‐terminal	  
segment	  without	  structure	  template	  is	  shown	  in	  orange.	  In	  B)	  the	  CTLD	  of	  the	  perlucin	  model	  
is	  shown	  with	  calcium	  ions	  (large	  red	  spheres)	  at	   four	  sites.	  Oxygen	  atoms	  of	  residues	  which	  
are	  within	  a	  3	  Å	  distance	  of	  calcium	  ions	  are	  shown	  as	  small	  red	  spheres	  on	  the	  corresponding	  
residues.	  Oxygen	  atoms	  of	  residues	  which	  have	  a	  distance	  between	  3	  and	  4	  Å	  to	  calcium	  ions	  
are	   shown	   as	   small	   orange	   spheres	   on	   the	   corresponding	   residues.	   See	   Appendix	   III.G.	   for	  
CTLD	   model	   coordinates.	   The	   molecules	   are	   rendered	   with	   VMD	   (Humphrey	   et	   al.	   [1996]	  
version	   1.9.1)	   and	   labels	   are	   added	  with	   Inkscape	   (http://inkscape.org).	   The	   “New	  Cartoon”	  
representation	  of	  the	  protein	  involves	  the	  STRIDE	  algorithm	  (Frishman	  &	  Argos	  [1995]).	  
	  
Based	  on	  the	  equivalent	  Cα	  atoms	  –	  as	  defined	  in	  the	  perlucin-­‐template	  alignment	  (Fig.	  
3.1.4.)	  –	  the	  final	  perlucin	  model	  and	  the	  template	  structures	  have	  the	  following	  RMSd	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values	   (after	   superposition	   of	   the	   equivalent	   Cα	   atoms).	   Perlucin-­‐ASGR:	   1.13	   Å,	  
perlucin-­‐CL-­‐P1:	   0.99	   Å,	   perlucin-­‐MBP-­‐A:	   1.61	   Å,	   perlucin-­‐CEL-­‐I:	   1.33	   Å,	   perlucin-­‐
codakine:	  0.58	  Å	  and	  perlucin-­‐CL-­‐P1	  (C-­‐terminus):	  0.53	  Å. Note	  that	  these	  RMSd	  values	  
consider	   solely	   the	   superposed	   sequence	   segments	   (see	   Fig.	   3.1.4.)	   and	   not	   the	   full	  
CTLDs	  of	  the	  proteins.	  In	  Fig.	  3.1.13.A	  the	  superposed	  proteins	  are	  shown.	  
	  
	  
Fig.	   3.1.13.	   The	   final	  model	   of	   the	   CTLD	   of	   perlucin	   as	   obtained	   from	  MODELLER.	   In	   A)	   the	  
CTLD	  of	  perlucin	  (up	  to	  residue	  131)	  is	  superposed	  with	  the	  template	  structure	  segments	  (as	  
defined	  in	  Fig.	  3.1.4.	  and	  already	  visualised	  in	  Fig.	  3.1.5.)	  shown	  as	  shade	  of	  grey.	  Note	  that	  the	  
RMSd	   fit	   that	   leads	   to	   the	   superposition	   shown	   in	   A)	   involved	   only	   the	   template	   structure	  
segments	  and	  not	  the	  full	  CTLD	  structure.	  In	  B)	  two	  superposed	  perlucin	  models	  obtained	  from	  
different	  modelling	  runs	  are	  shown.	  The	  model	  shown	  in	  orange	  is	  based	  on	  a	  modelling	  run	  
based	  on	  the	  CTLD	  of	  lithostathine	  (data	  not	  shown	  and	  discussed	  in	  this	  thesis)	  and	  the	  other	  
is	  the	  same	  perlucin	  model	  shown	  in	  A).	  The	  arrows	  point	  to	  exemplary	  and	  obvious	  structural	  
differences.	   The	   black	   solid	   arrow	   points	   to	   the	   end	   of	   the	   α2	   helix.	   In	   the	   orange	  model	   it	  
extends	  from	  Lys43	  to	  Leu56.	  In	  the	  final	  perlucin	  model	  chosen	  for	  MD	  simulation	  assessment	  
this	  helix	  extends	  only	  to	  Tyr52.	  The	  broken	  black	  arrow	  points	  to	  an	  obvious	  conformational	  
difference	  in	  the	  LLR	  of	  both	  models.	  The	  molecules	  are	  rendered	  with	  VMD	  (Humphrey	  et	  al.	  
[1996]	   version	   1.9.1)	   and	   labels	   are	   added	   with	   Inkscape	   (http://inkscape.org).	   The	   “New	  
Cartoon”	   representation	   of	   the	   protein	   involves	   the	   STRIDE	   algorithm	   (Frishman	   &	   Argos	  
[1995]).	  
	  
In	  the	  next	  section	  3.2.	  the	  results	  of	  the	  MD	  simulations	  of	  the	  CTLD	  of	  the	  calculated	  
final	  perlucin	  model	  are	  discussed	  (see	  Appendix	  III.G.	  for	  CTLD	  model	  coordinates).	  	  
Finally	   it	   is	   only	  mentioned	   that	   in	   some	  of	   several	  modelling	   trials	   perlucin	  models	  
were	  constructed	  based	  on	  the	  CTLD	  of	   lithostathine.	  One	  perlucin	  model	  –	  based	  on	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the	  lithostathine	  template	  –	  is	  shown	  in	  Fig.	  3.1.13.B	  (orange).	  It	  is	  interesting	  that	  the	  
α2	  helix	  in	  the	  orange	  model	  extends	  from	  Lys43	  to	  Leu56	  whereas	  in	  the	  final	  perlucin	  
model	  chosen	  for	  MD	  simulation	  assessment	  this	  helix	  extends	  only	  to	  Tyr52.	  In	  a	  single	  
2  𝑛𝑛𝑛𝑛	  MD	  simulation	  of	  the	  CTLD	  of	  the	  perlucin	  model	  shown	  in	  orange	  in	  Fig.	  3.1.13.	  it	  
turned	  out	  that	  the	  α2	  helix	  remained	  extended	  up	  to	  Thr54.	  As	  it	  will	  be	  shown	  in	  the	  
next	   section	   the	   extension	   of	   the	   α2	   helix	   is	   an	   issue	   that	   requires	   further	  
investigations	  in	  future	  studies.	  
	  
3.2. Molecular	  dynamic	  simulations	  of	  the	  CTLD	  of	  perlucin	  and	  
MBP-­‐A	  
The	  model	  of	   the	  CTLD	  of	  perlucin	  and	  modified	   structures	  of	  MBP-­‐A	  were	  assessed	  
with	  molecular	  dynamic	  simulations.	  Concerning	  the	  CTLD	  of	  perlucin	  it	  was	  the	  aim	  of	  
the	  simulations	  to	  relax	  the	  model	  and	  to	  test	  its	  stability.	  Characteristic	  features	  and	  
quantities	  that	  describe	  the	  state	  and	  evolution	  of	  a	  protein	  structure	  were	  extracted	  
from	   the	   simulations.	  These	   included	   the	   secondary	   structure,	   the	  Φ	  and	  Ψ	  dihedral	  
angles	  of	  the	  protein	  backbone,	  the	  relative	  solvent	  accessible	  surface	  area	  (rSASA)	  of	  
the	  individual	  residues	  of	  the	  structure,	  atomic	  positional	  fluctuations	  per	  residue	  and	  
the	  RMSd	  evolution	  compared	   to	   the	   initial	  model.	  There	  are	   four	   typical	  sites	   in	   the	  
CTLD	   where	   a	   calcium	   ion	   can	   be	   found	   (see	   section	   2.3.).	   The	   influence	   of	   Ca2+	   at	  
different	  positions	  on	  the	  structure	  was	  checked	  as	  well.	  For	  comparison	  of	  the	  results	  
of	   the	   perlucin	   simulations	   the	   CTLD	   of	  MBP-­‐A	  was	   probed	  with	  MD	   simulations	   as	  
well.	  This	  section	  starts	  with	  a	  short	  summary	  of	  the	  principles	  of	  molecular	  dynamic	  
simulations	  and	  comments	  on	  important	  parameters	  and	  methods	  (full	  details	  can	  be	  
found	   in	   the	   Materials	   and	   Methods	   section	   and	   the	   appendix).	   Afterwards	   a	   new	  
section	   is	  dedicated	   to	  every	  evaluation	  method	  applied	   to	   the	  MD	  trajectories.	  They	  
comprise	  a	  short	  introduction	  to	  the	  method,	  the	  results	  and	  their	  discussion.	  
3.2.1.	  Principles	  of	  molecular	  dynamic	  simulations	  
The	   very	   basic	   principle	   (apart	   from	   sophisticated/efficient	   implementations	   of	   the	  
algorithms)	  of	  a	  molecular	  dynamic	  simulation	  is	  to	  evaluate	  the	  force	  acting	  on	  each	  
particle	  of	  the	  simulation	  from	  a	  given	  potential	  at	  a	  given	  time	  and	  calculate	  from	  this	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forces	   new	   positions	   of	   all	   particles.	   The	   force	   acting	   on	   a	   single	   particle	  𝑝𝑝	  can	   be	  
calculated	  from	  
	  
𝐹𝐹!(𝑟𝑟! 𝑡𝑡 ) = 𝑚𝑚! ⋅
𝑑𝑑!𝑟𝑟! 𝑡𝑡 )
𝑑𝑑𝑡𝑡!
= −∇  𝑉𝑉(𝑟𝑟! 𝑡𝑡 )	   (3.2.1.)	  
	  
where	  ∇  𝑉𝑉(𝑟𝑟! 𝑡𝑡 )	  denotes	   the	   gradient	   of	   the	   potential	   energy	   at	   the	   location	  𝑟𝑟!(𝑡𝑡)	  of	  
the	  particle	  𝑝𝑝.	  
During	   a	   MD	   simulation	   the	   positions	   and	   velocities	   of	   an	   evolving	   system	   under	   a	  
given	  potential	   function	  are	   calculated	  at	   small	   successive	   time	   intervals	  𝛥𝛥𝑡𝑡.	   Cuendet	  
and	  van	  Gunsteren	  (Cuendet	  &	  van	  Gunsteren	  [2007])	  give	  some	  introductory	  remarks	  
about	   two	   common	   integration	   algorithms	   (see	   also	   Allen   &   Tildesley   [1987]):	   the	  
Verlet	   (see	   also	   Verlet	   [1967])	   and	   leapfrog	   algorithm.	   To	   give	   an	   idea	   how	   the	  
calculation	  of	  positions	  and	  velocities	  during	  an	  MD	  simulation	  can	  be	  performed	  in	  the	  
following	  the	  first-­‐order	  leapfrog	  algorithm	  is	  stated.	  Let	  𝛥𝛥𝛥𝛥	  be	  the	  time	  step	  employed	  
during	   the	  simulation	  and	  set	  𝑡𝑡! = 𝑛𝑛 ⋅ 𝛥𝛥𝛥𝛥	  the	   time	  after	  𝑛𝑛	  time	  steps.	  The	  acceleration	  
𝑎𝑎! 𝑡𝑡! 	  of	   a	   particle	   p	  at	   position	    𝑟𝑟! 𝑡𝑡! 	  and	   the	   force	   –	   resulting	   from	   the	   potential	  








∇  𝑉𝑉(𝑡𝑡!)	   (3.2.2.)	  
	  
The	  first	  order	  (with	  respect	  to	  the	  time	  step)	  leapfrog	  algorithm	  can	  then	  be	  stated	  as	  
	  
𝑟𝑟! 𝑡𝑡!!! =   𝑟𝑟! 𝑡𝑡! +   𝑣𝑣! 𝑡𝑡!!!/! ⋅ 𝛥𝛥𝛥𝛥	   (3.2.3.)	  
	  
𝑣𝑣! 𝑡𝑡!!!/! =   𝑣𝑣! 𝑡𝑡!!!/! −
∇  𝑉𝑉 𝑡𝑡!
𝑚𝑚!
⋅ 𝛥𝛥𝛥𝛥	   (3.2.4.)	  
	  
These	  two	  equations	  allow	  the	  calculation	  of	  the	  position	  and	  velocity	  of	  particles	  in	  a	  
MD	  simulation.	  Note	   the	  characteristic	  shift	  of	  𝛥𝛥𝛥𝛥 2	  between	   the	  calculated	  velocities	  
and	  positions.	  Examples	  of	  higher	  order	  approximations	  can	  be	  found	  in	  Cuendet	  et	  al.	  
(Cuendet	  &	  van	  Gunsteren	  [2007]).	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The	  potential	  energy	  used	  during	  the	  simulations	  with	  the	  “sander”	  software	  module	  of	  
AMBER	  can	  be	  described	  as	  (e.g.	  Ponder	  &	  Case	  [2003],	  Cornell	  et	  al.	  [1995],	  Wang	  et	  
al.	  [2000],	  Duan	  et	  al.	  [2003])	  
	  
𝑉𝑉 𝒓𝒓 = 𝐾𝐾! 𝑏𝑏 − 𝑏𝑏! !
!"#$%




















Here  𝒓𝒓  denotes   the  3𝑁𝑁  Cartesian   coordinates   of   a  𝑁𝑁  particle   system.   The   individual  
terms   have   the   following  meanings.   The   first   sum   describes   the   contribution   of   the  
covalent  bonds  to  the  potential  energy.  The  potential  energy  is  described  as  a  harmonic  
potential  with   equilibrium  bond   length  𝑏𝑏!  between   two  atoms  and   force   constant  𝐾𝐾! .  
The  next  sum  considers  the  angle  between  three  covalent  bonded  atoms.  Consider  the  
water  molecule  as  an  example.  The  hydrogen  and  oxygen  atoms  lie  in  a  plane.  Then  the  
angle  between  both  of  the  O-­‐H  bonds  would  be  the  angle  𝜃𝜃  mentioned  in  3.2.5.  Again  a  
harmonic  potential   is  used   to  model   these   interactions  with   the  equilibrium  angle  𝜃𝜃!  
and   force   constant  𝐾𝐾! .   The   third   sum   runs   over   all   dihedral   angles.   Here   four  
consecutive   covalently   bound   atoms   are   involved   in   the   formation   of   one   dihedral  
angle   (see   Fig.	   3.2.19.	   for	   more	   information	   on	   dihedral	   angles).   In   general   the  
potential   energy   of   one   dihedral   angle   is   composed   of   at   least   one   summand   of   a  
Fourier   series.   This   is   indicated   by   the   integer  𝑛𝑛  appearing   as   index   of   the   torsional  
force  parameter  𝑉𝑉!  and  as   the   factor  of   the  angle  variable  𝜙𝜙.  Note   that   the  references  
stating   equation   3.2.5.   the   phase  𝛿𝛿  is   not   indexed.   A   glance   at   the   parameter   files  
(parm99.dat   and   frcmod.ff03   supplied   with   AMBER   10)   used   here   reveals   that   the  
phase  is  either  0°  or  180°  –  this  is  also  stated  by  Duan  et  al.  (Duan  et  al.  [2003])  –  and  
depends  on  𝑛𝑛  and  the  atoms  involved  in  the  dihedral  angle  formation.  
The  last  sum  contains  three  different  interactions  where  𝑟𝑟!"   is  the  distance  between  to  
atoms  𝑖𝑖  and  𝑗𝑗  that   are   not   covalently   bound   to   each   other.   The   first   two   summands  
constitute   the   “Lennard-­‐Jones”   interaction   (see   e.g.   Lennard-­‐Jones   [1931]).  The   term  
proportional  to  𝑟𝑟!!"  describes  the  repulsion  of  two  atoms  within  short  distance  due  to  
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Pauli’s   exclusion   principle.   The   attractive   contribution   proportional   to  𝑟𝑟!!  is   the   van  
der  Waals   interaction.   It   arises   from   correlated   electric   dipole   fluctuations   (see   e.g.  
Lennard-­‐Jones   [1931],  Leckband  &   Israelachvili   [2001]).  The   final  contribution   is   the  
electrostatic   or  Coulomb   interaction  between   two  point   charges.  Note   that   the  usual  
factor  1/4𝜋𝜋𝜀𝜀!  is  omitted  here.  In  many  of  the  references  cited  here  it  does  not  appear.  
At  least  two  reasons  are  possible.  On  the  one  hand  constant  factors  depend  on  the  used  
system  of  units  (see  e.g.   Jelitto  [1994])  and  on  the  other  hand  they  might  be  omitted  
for   improved   readability   and   considered   only   in   final   results   or   numbers   (see   e.g.  
Appendix  A   in  Deserno  &  Holm  [1998]).   In  explicit   solvent  calculations   the  dielectric  
constant  is  set  to  𝜀𝜀 = 1.  
In   the   last   sum   all   atom   pairs   are   considered   (only   once)   that   are   not   covalently  
bonded   and   are   separated   at   least   by   three   bonds.   The   Lennard-­‐Jones   and   Coulomb  
interactions  between  atoms  that  are  separated  by  three  covalent  bonds  are  scaled  by  a  
factor   of  1/2.0  and  1/1.2  (see   Cornell   et   al.   [1995],   Duan   et   al.   [2003]).   Usually   the  
Lennard-­‐Jones   interactions   between   non-­‐bonded   atoms   are   calculated   only   if   their  
distance   is   below   a   certain   threshold   (here:  9  Å  during   the   heating   phase   and  10  Å  
during   the   unconstrained   MD   simulations).   Reasons   may   be   the   reduction   of  
computational  expense  and  obeying  the  minimum  image  convention  (see  e.g.  Allen  &  
Tildesley  [1987]).  In  terms  of  the  Coulomb  interaction  this  cut-­‐off  value  indicates  up  to  
which  distance  the  electrostatic  interaction  is  calculated  as  a  direct  space  sum  (see  one  
of  the  following  paragraphs  on  the  PME  method).  
The	   entity	   of	   necessary	   parameters	   in	   equation	   3.2.5.	   is   termed   “force   field”.	   In	  
summary	   equation   3.2.5.   describes   a   “minimalist”   (Cornell   et   al.   [1995],   p.   5181)  
potential   function   that   is   able   to   describe   biomolecules   in   conjunction   with   an  
appropriate  solvation  model  (Lee  &  Duan  [2004]).  It  has  fixed  charges  and  polarization  
effects   are   not   included.   Polarizable   force   fields   (see   e.g.   Halgren   &   Damm   [2001],  
Ponder  &  Case  [2003]  for  introductory  remarks)  are  not  considered  further.  The	  used	  
force	  field	  is	  a	  revision	  made	  by	  Duan	  et	  al.	  (Duan	  et	  al.	  [2003])	  of	  the	  “parm99”	  force	  
field	  of	  Wang	  et	  al.	  (Wang	  et	  al.	  [2000]).	  The	  latter	  one	  is	  based	  on	  the	  “Cornell”	  force	  






Non-­‐bonded	  interactions	  –	  Periodic	  boundary	  conditions	  
	  
As	  it	  can	  be	  seen	  in	  equation	  3.2.5.	  the	  calculation	  of	  the	  non-­‐bonded	  interactions	  of	  a	  
𝑁𝑁	  particle	  system	  would	  require	  the	  evaluation	  of	  interactions	  in	  the	  order	  of	  𝑁𝑁!.	  This	  
complexity	  can	  be	  reduced	  through	  cut-­‐off	  distances	  in	  the	  sense	  that	  the	  non-­‐bonded	  
interaction	  is	  only	  calculated	  between	  atoms	  with	  a	  distance	  below	  this	  cut-­‐off.	  
To	  give	  an	  illustrative	  (neglecting	  any	  screening	  effects)	  example:	  given	  the	  parameters	  
for	   a	   Cα	   atom	   the	   Lennard-­‐Jones	   interaction	   energy	   between	   two	   Cα	   atoms	   at	   their	  
equilibrium	   distance	   𝑑𝑑! = 3.816  Å 	  is	   𝜖𝜖! = −0.1094  𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘/𝑚𝑚𝑚𝑚𝑚𝑚 .	   When	   the	   distance	  
between	   these	   two	   atoms	   is	  𝑑𝑑 = 10  Å 	  then	   the	   interaction	   energy	   increased	   to	  
𝜖𝜖 ≈ 0.005 ⋅   𝜖𝜖!.	   In	  contrast	  the	  Coulomb	  energy	  of	  two	  particles	  with	  +0.5	  unit	  charge	  
(SI	   units)	   each,	   with	   a	   distance	   of	  3.8  Å	  is	  ≈ 22  𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘/𝑚𝑚𝑚𝑚𝑚𝑚.	   If	   these	   particles	   have	   a	  
distance	  of	  10  Å	  then	  their	  Coulomb	  interaction	  energy	  is	  still	  ≈ 0.38 ⋅ 22  𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘/𝑚𝑚𝑚𝑚𝑚𝑚.	  	  
Compared	   to	   Lennard-­‐Jones	   interactions	   the	   Coulomb	   interaction	   is	   classified	   as	   a	  
long-­‐range	   interaction.	   Allen	   and	   Tildesley	   (Allen	   &	   Tildesley	   [1987])	   state	   that	   an	  
interaction	   that	   decays	   not	   faster	   than	  𝑟𝑟!𝒟𝒟(𝒟𝒟	  is	   the	   system	  dimension)	   is	   frequently	  
defined	  as	  a	   long-­‐range	   interaction.	  Obviously	   the	  Coulomb	   interaction	  needs	  special	  
attention.	  Cheatham	  and	  Brooks	  (section	  4	  in	  Cheatham	  III.	  &	  Brooks	  [1998])	  state	  that	  
a	  simple	  cut-­‐off	  scheme	  of	  the	  long-­‐range	  electrostatic	  interactions	  can	  lead	  to	  artefacts	  
such	   as	   unrealistic	   pairing	   distances	   of	   equal	   charged	   ions	   that	   do	   not	   occur	   with	  
different	  treatments.	  
In	   this	   work	   here	   a	   biomolecule	   is	   simulated	   in	   a	   water	   box	   with	   explicit	   water	  
molecules	  to	  mimic	  a	  natural	  aqueous	  environment.	  However	  a	  single,	   isolated	  water	  
box	  would	  be	  surrounded	  by	  a	  vacuum	  and	  therefore	   introduce	  an	  artificial	   interface	  
not	   present	   in	   real	   aqueous	   solutions.	   Cheatham	   and	   Brooks	   (see	   section	   3	   in	  
Cheatham	   III.	   &	   Brooks	   [1998])	   describe	   that	   at	   this	   interface	   a	   surface	   tension	   can	  
build	  up	  that	  leads	  to	  unwanted	  effects	  like	  water	  ordering	  and	  high	  pressures	  in	  the	  
simulation	  cells.	  
To	  circumvent	  this	  the	  (primary)	  water	  box	  with	  the	  solute	  is	  repeated	  periodically	  in	  
the	  three	  dimensional	  space.	  This	  introduces	  periodic	  boundary	  conditions	  (PBC).	  Now	  
molecules	   close	   to	   the	   boundary	   can	   interact	  with	  molecules	   in	   neighbouring	   boxes	  
(see	  e.g.	  Allen	  &	  Tildesley	   [1987])	   and	   therefore	  are	   in	   an	  environment	   that	   is	  more	  
similar	   to	   the	   environment	   further	   away	   from	   the	   edges	   of	   the	   primary	   box.	   Since	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every	  molecule	  in	  the	  primary	  box	  can	  interact	  now	  with	  its	  periodic	  image	  an	  artificial	  
periodicity	  is	  introduced	  into	  the	  system.	  	  
The	   Coulomb	   interaction	   energy	   of	   a	   system	   comprising	  𝑁𝑁	  particles	   and	   an	   infinite	  
number	  of	  (periodic)	  images	  can	  now	  be	  written	  as	  (see	  e.g.	  Allen	  &	  Tildesley	  [1987],	  











	   (3.2.6.)	  
	  
Here	   the	   inner	   sum	  runs	  over	   all	   vectors	  𝑛𝑛	  that	  describe	   the	  position	  of	   every	   image	  
cell	  relative	  to	  the	  primary	  cell.	  The	  tilde	  indicates	  that	  if	  𝑛𝑛 = 0	  (primary	  cell)	  it	  must	  
be	  𝑖𝑖 ≠ 𝑗𝑗	  in	   the	   outer	   sum.	   The	   calculation	   of	   the	   electrostatic	   interactions	   with	   PBC	  
requires	  that	  the	  primary	  cell	  is	  neutral	  otherwise	  the	  electrostatic	  energy	  of	  the	  whole	  
system	   diverges	   (see	   e.g.	   Allen	   &	   Tildesley	   [1987]	   or	   Sagui	   &	   Darden	   [1999]).	   As	  
described	   for	   example	   by	   Allen	   and	   Tildesley	   (Allen	   &	   Tildesley	   [1987])	   the	   central	  
idea	  to	  calculate	  the	  electrostatic	  energy	  is	  in	  a	  first	  step	  to	  introduce	  counter	  charges	  
around	  the	  point	  charges	  of	  the	  atoms.	  These	  charge	  densities	  can	  have	  the	  shape	  of	  a	  
Gaussian,	  like	  
	  
𝜌𝜌! 𝑟𝑟 = 𝑞𝑞!
𝛽𝛽!
𝜋𝜋!
  exp(−𝛽𝛽!  𝑟𝑟!)	   (3.2.7a.)	  
	  
where	  𝛽𝛽 	  determines	   the	   spatial	   extent	   of	   the	   charge	   distribution.	   These	   counter	  
charges	   screen	   the	   interactions	  of	   the	  point	   charges.	   It	   is	   assumed	   that	   the	  Coulomb	  
interactions	   between	   the	   screened	   point	   charges	   decrease	   sufficiently	   fast	   with	  
increasing	   charge	   distance.	   Therefore	   these	   interactions	   are	   evaluated	   in	   the	   direct	  
space	  with	  a	  cut-­‐off.	  The	  artificially	  introduced	  Gaussian	  charge	  distributions	  must	  be	  
cancelled	  by	  opposite	  charge	  distributions	  so	  that	  the	  original	  potential	  is	  not	  changed.	  
The	  latter	  charge	  distributions	  are	  summed	  in	  the	  reciprocal	  space.	  
One	  can	  also	  motivate	  the	  improved	  treatment	  of	  long-­‐range	  electrostatic	  interactions	  










	   (3.2.7b.)	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with	   the	   complementary	   error	   function	   (erfc).	   This	   allows	   to	   split	   the	   Coulomb	  
interaction	   energy	   into	   faster	   converging	   sums.	   The	   first	   summand	   in	   3.2.7b.	   is	  
evaluated	  in	  the	  direct	  space	  when	  𝑟𝑟	  is	  smaller	  than	  a	  specified	  cut-­‐off	  (this	  is	  the	  same	  
cut-­‐off	   of	   9  Å 	  and	   10  Å 	  respectively	   introduced	   above	   for	   the	   Lennard-­‐Jones	  
interaction).	  The	  second	  one	  is	  evaluated	  in	  the	  reciprocal	  space.	  
Such	  a	  decomposition	  scheme	  due	  to	  Ewald	  (in	  (Kittel	  [2006])	  in	  “Anhang	  B”	  the	  Ewald	  
summation	  is	  shown	  for	  a	  crystal)	  results	  in	  
	  
𝑉𝑉!"#$ = 𝑉𝑉!"# + 𝑉𝑉!"# + 𝑉𝑉!"## 	   (3.2.8.)	  
	  
The	   energy	   contribution	   calculated	   in	   the	   reciprocal	   space	  𝑉𝑉!"# 	  involves	   a	   Fourier	  
transformation	   of	   the	   charge	   distribution	   in	   the	   primary	   cell.	   This	   can	   be	   evaluated	  
with	   a	   three	  dimensional	   fast	   Fourier	   transformation	   (FFT)	  when	   the	   charges	   in	   the	  
primary	   cell	   are	   mapped	   onto	   a	   three	   dimensional	   mesh.	   This	   is	   the	   Particle	   Mesh	  
Ewald	   (PME)	  method	   (Darden	   et	   al.	   [1993])	   that	   allows	   the	   calculation	   of	   the	   long-­‐
range	   Coulomb	   interaction	   with	   a	  𝑁𝑁 ⋅ ln𝑁𝑁	  order	   algorithm	   implemented	   in	   AMBER	  
(Essmann	  et	  al.	   [1995],	   a	   flow	  chart	   can	  be	   found	   in	  Darden	  et	  al.	   [1999]).	  Toukmaji	  
and	  Board	  reviewed	  different	  Ewald	  summation	   techniques	   in	   (Toukmaji	  &	  Board	   Jr.	  
[1996]).	  
The	   artificial	   periodicity	   of	   the	   system	  necessary	   for	   the	   Ewald	  methods	   can	   lead	   to	  
artifacts,	   e.g.	   hindered	   rotation	   of	   dipoles,	   but	   they	   seem	   to	   be	   negligible	   for	   water	  
environments	  with	  high	  dielectric	  constants	  (Smith	  &	  Pettitt	  [1996]).	  In	  summary	  the	  
PME	   method	   (or	   similar	   techniques)	   for	   inclusion	   of	   the	   long-­‐range	   electrostatics	  
seems	   to	   be	   necessary	   for	   simulations	   of	  macromolecules	   and	   introduced	   errors	   are	  
outweighed	  (e.g.	  Cheatham	  III.	  et	  al.	  [1995],	  York	  et	  al.	  [1993],	  Cheatham	  III.	  &	  Brooks	  
[1998]).	  
	  
Explicit	  water	  –	  TIP3P	  water	  model	  
	  
The	   aqueous	   environment	   incorporating	   the	   protein	   is	   represented	   here	   through	  
water	  molecules	  (“explicit	  water”)	  and	  not	  as	  a	  dielectric	  continuum	  (“implicit	  water”)	  
surrounding	   the	   solute	   (see	   Fig.	   3.2.1.A).	   Following	   the	   review	   on	   computer	  
simulations	   on	   water	   by	   Guillot	   (Guillot	   [2002])	   water	   models	   can	   be	   roughly	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distinguished	   in	   terms	   of	   rigidity/flexibility	   of	   the	   internal	   water	   bonds,	  
polarizability/non-­‐polarizability,	   (point)	  charge	  distribution	  on	  a	  water	  molecule	  and	  
Lennard-­‐Jones	   interaction	   parameters.	   Usually	   the	   parameters	   of	   water	   models	   are	  
adjusted	   to	   reflect	   the	   thermodynamical	   (for	   example	   density	   and	   heat	   of	  
vaporization),	   structural	   (for	   example	   oxygen-­‐oxygen	   radial	   distributions)	   and	  
dielectric	  properties	  of	  real	  water	  during	  the	  molecular	  dynamic	  simulation.	  
	  
Figure	  3.2.1.	  The	  left	  image	  A)	  shows	  a	  perlucin	  molecule	  immersed	  in	  a	  water	  box.	  The	  three	  
dimensional	   shape	   of	   the	   water	   box	   is	   that	   of	   a	   truncated	   octahedron.	   The	   right	   image	   B)	  
highlights	  some	  physico-­‐chemical	  features	  of	  the	  TIP3P	  (Jorgensen	  et	  al.	  [1983])	  water	  model.	  
TIP3P	   is	   a	   rigid	   and	   non-­‐polarizable	   water	   model	   with	   three	   point	   charges	   centred	   on	   the	  
oxygen	   and	   hydrogen	   atoms	   respectively.	   Charges	   are	   given	   as	   fractional	   charges	   of	   the	  
elementary	   charge.	   For	   the	   computation	   of	   the	   Lennard-­‐Jones	   interaction	   between	   a	   water	  
molecule	   and	   any	   other	   atom	   only	   parameters	   assigned	   to	   the	   oxygen	   atom	   are	   used.	   This	  
means	  that	  the	  Lennard-­‐Jones	  parameters	  for	  oxygen	  include	  the	  effect	  of	  the	  hydrogen	  atoms	  
implicitly.	   To	   highlight	   this	   property	   a	   dashed	   circle	   is	   depicted	   around	   the	   oxygen	   atom	  
incorporating	  the	  hydrogen	  atoms.	  According	  to	  the	  “parm99”	  force	  field	  supplied	  with	  AMBER	  
the	  value	  of	  this	  van	  der	  Waals-­‐radius	  is	  𝑟𝑟! = 1.7683  Å.	  See	  also	  III.H.	   for	  further	  information	  
on	  the	  term	  “van	  der	  Waals-­‐radius”.	  The	  molecules	  are	  rendered	  with	  VMD	  (Humphrey	  et	  al.	  
[1996]	  version	  1.9.1)	  and	  labels	  are	  added	  with	  Inkscape	  (http://inkscape.org).	  
	  
In	  this	  thesis	  the	  TIP3P	  water	  model	  (see	  Fig.	  3.2.1.B)	  Jorgensen	  et	  al.	  (Jorgensen	  et	  al.	  
[1983])	   was	   used.	   The	   bonds	   are	   rigid	   and	   it	   contains	   three	   point	   charges	  
corresponding	   on	   the	   oxygen	   and	   hydrogen	   atoms	   respectively.	   TIP3P	   is	   a	   non-­‐
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polarizable	   model.	   Lennard-­‐Jones	   parameters	   are	   assigned	   to	   the	   oxygen	   atom	  
including	  the	  hydrogen	  atoms	  implicitly.	  As	  pointed	  out	  by	  Price	  and	  Brooks	  (Price	  &	  
Brooks	   [2004])	   the	   TIP3P	  water	  model	   was	   developed	   under	   conditions	   with	   short	  
spherical	   cut-­‐offs	   for	   Lennard-­‐Jones	   and	   electrostatic	   interactions.	   They	   compared	  
thermodynamic	   and	   dielectric	   properties	   of	   TIP3P	   water	   obtained	   from	   MD	  
simulations	   using	   spherical	   cut-­‐offs	   for	   Lennard-­‐Jones	   and	   Coulomb	   interactions	   as	  
well	   as	   a	   PME	   treatment	   of	   electrostatics.	   Since	   in	   both	   cases	   the	   determined	  
properties	   differed	   from	   experimental	   values	   the	   authors	   refined	   the	   TIP3P	   model.	  
They	   employed	   the	   original	   and	   refined	   TIP3P	   water	   models	   in	   MD	   simulations	   of	  
native	  protein	  structures	  and	  concluded	  “[…]	  that	  while	  three	  proteins	  do	  not	  behave	  
appreciably	   different	   from	   a	   previous	   study,	   there	   is	   some	   subtle	   reduction	   in	   the	  
hydrophilicity	  of	  alcohols	  and	  presumably	  other	  polar	  compounds	  […]”	  (p.	  10103).	  For	  
example	  they	  observed	  the	  maximal	  difference	  between	  the	  Cα-­‐RMSd	  values	  of	  protein	  
simulations	   with	   different	   water	   models	   to	   be	  0.21  Å.	   The	   maximal	   observed	   SASA	  
difference	  was	  around	  200  Å!.	  
Here	  the	  original	  TIP3P	  water	  model	  was	  used	  for	  all	  MD	  simulations.	  This	  was	  solely	  
justified	  by	  the	  use	  of	  TIP3P	  by	  Wang	  et	  al.	  (Wang	  et	  al.	  [2000])	  and	  Duan	  et	  al.	  (Duan	  
et	  al.	  [2003])	  to	  test	  the	  “parm99”	  force	  field	  and	  its	  revised	  version	  respectively.	  
The	  periodic	   boundary	   conditions	   required	   for	  PME	  put	   restrictions	   on	   the	   shape	  of	  
the	   water	   box	   that	   contains	   the	   macromolecule.	   It	   must	   be	   possible	   to	   arrange	   an	  
infinite	  number	  of	  boxes	  to	  cover	  the	  whole	  space	  without	  any	  “vacuum	  gaps”	  between	  
them.	   AMBER	   offers	   cuboid	   shaped	   boxes	   or	   truncated	   octahedral	   (imagine	   an	  
octahedron	  with	  chopped	  off	  corners)	  boxes.	  Here	  the	  latter	  shape	  was	  used	  due	  to	  its	  
smaller	  volume	  (see	  Fig.	  3.2.1.A).	  The	  box	  volume	  is	  chosen	   in	  such	  a	  manner	  that	  at	  





Since	  the	  PME	  method	  requires	  charge	  neutrality	  inside	  the	  water	  box	  usually	  counter	  
ions	   have	   to	   be	   added	   to	   account	   for	   a	   net	   charge	   of	   the	   protein.	   Additionally	   the	  
perlucin	  model	  was	   tested	  with	   a	   different	   number	   of	   associated	   Ca2+	   ions	   (see	   also	  
section	  3.1.),	  which	  usually	  required	  charge	  neutralization.	  Through	  the	  addition	  of	  ion	  
79	  
pairs	  a	  certain	  ionic	  strength	  of	  the	  solvent	  can	  be	  maintained.	  Effects	  of	  ionic	  strength	  
on	  the	  model	  stability	  were	  not	   investigated	  here.	  Sodium	  and/or	  chloride	   ions	  were	  
used	  for	  charge	  balancing.	  The	  ionic	  strength	  was	  not	  equal	  in	  different	  MD	  simulation	  
series.	   The	   chloride,	   sodium	   and	   calcium	   ion	   Lennard-­‐Jones	   parameters	   in	   the	  
“parm99”	  force	  field	  are	  taken	  from	  Smith	  et	  al.	   (Smith	  &	  Dang	  [1994],	  chloride)	  and	  
Åqvist	   (Åqvist	   [1990],	   cations).	   The	   sodium	   Lennard-­‐Jones	   parameters	   in	   the	   force	  
field	  are	  already	  adjusted	  for	  the	  TIP3P	  water	  model	  (see	  e.g.	  the	  discussion	  in	  Ross	  &	  
Hardin	  [1994]).	  The	  adjustments	  –	  as	  explained	  in	  the	  next	  paragraph	  –	  for	  the	  calcium	  
ion	  parameters	  needed	  to	  be	  done	  separately	  with	  a	   force	   field	  modification	   file	   (see	  
Appendix	  III.I.).	  
To	  explain	  this	  adjustment	  one	  need	  to	  know	  in	  the	  first	  place	  that	  the	  Lennard-­‐Jones	  
parameters	   in	   the	   “parm99”	   force	   field	   are	   not	   given	   as	   the	  𝐴𝐴	  and	  𝐵𝐵	  values	   from	  
equation	   3.2.5.	   Instead	   the	   Lennard-­‐Jones	   interaction	   is	   formulated	   terms	   of	   the	  
interaction	   energy	   minimum	   (well	   depth)	   𝜖𝜖 	  and	   position	   of	   this	   minimum	   (or	  
equilibrium	  distance)	  𝑟𝑟!	  between	   two	   atoms	   (see	  Appendix	   III.H.).	   AMBER	   calculates	  
the	  equilibrium	  distance	  between	   two	  different	   atom	   types	   simply	  as	   the	   sum	  of	   the	  
individual	  atomic	  radii	  (here	  also	  termed	  van	  der	  Waals-­‐radii).	  Now	  one	  has	  to	  decide	  
which	  radii	  and	  well	  depth	  one	  assigns	  to	  the	  ions	  depending	  on	  which	  properties	  the	  
simulated	  system	  has	  to	  have.	  Additionally	  Åqvist	  (Åqvist	  [1990])	  determined	  the	  ion	  
parameters	   not	  within	   the	   TIP3P	  water	  model.	   The	   radii	   of	   the	   cations	   given	   in	   the	  
“parm99”	  force	  field	  are	  already	  calculated	  in	  conjunction	  with	  the	  parameters	  of	  the	  
TIP3P	   water	   model	   and	   the	   AMBER	   mixing	   rules.	   As	   stated	   by	   Ross	   et	   al.	   (Ross	   &	  
Hardin	   [1994],	   p.	   6074)	   these	   parameters	   reproduce	   first	   peaks	   of	   the	   radial	  
distribution	  of	   ion-­‐water	  oxygen	  distance	  and	  hydration	   free	  energies.	  An	  exemplary	  
calculation	   for	   Ca2+	   can	   be	   found	   on	   the	   AMBER	   webpage	  
(http://ambermd.org/Questions/vdw.html,	  last	  access	  02/07/2013).	  	  
	  
Thermostats	  and	  barostats	  
	  
Typically	  biological	  processes	  occur	  at	  ambient	  conditions	  with	  respect	  to	  temperature	  
and	  pressure.	  In	  a	  molecular	  dynamics	  simulation	  executed	  in	  a	  box	  of	  constant	  volume	  
𝑉𝑉	  and	   with	   a	   constant	   number	  𝑁𝑁	  of	   particles	   the	   total	   energy	  𝐸𝐸	  would	   be	   conserved	  
(NVE	  conditions).	  This	  means	  that	  the	  microstates	  of	  the	  system	  during	  the	  simulation	  
sample	  the	  microcanonical	  ensemble.	  But	  conditions	  with	  constant	  temperature	  𝑇𝑇	  and	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constant	   pressure	  𝑃𝑃	  are	  more	   appropriate	   to	   simulate	   a	   biological	   environment	   or	   a	  
typical	   biochemical	   laboratory	   experiment.	   Since	   the	   particle	   number	  𝑁𝑁	  is	   usually	  
constant	   as	   well	   these	   conditions	   are	   denoted	   as	   NPT	   conditions	   (an	   isothermal-­‐
isobaric	  ensemble	  is	  sampled).	  
Consequently	   there	   is	   a	  need	   to	   include	   thermostat	   and	  barostat	   algorithms	   into	   the	  
MD	  simulations.	  Recently	  Hünenberger	  reviewed	  (Hünenberger	  [2005])	  fundamentals	  
of	   current	   thermostat	   algorithms.	   The	   following	   introductory	   remarks	   about	  
thermostats	  are	  based	  on	  this	  review	  and/or	  the	  book	  of	  Allen	  and	  Tildesley	  (Allen	  &	  
Tildesley	  [1987])	  if	  not	  stated	  otherwise.	  
The	   equipartition	   theorem	   (see	   e.g.	   Reif	   [1987])	   states	   that	   if	   a	   system	   is	   in	  
thermodynamic	   equilibrium	   –	   at	   temperature	  𝑇𝑇	  –	   every	   degree	   of	   freedom	   that	   is	  





  𝑘𝑘!   𝑇𝑇	   (3.2.9.)	  
	  
to	   the	   energy	   of	   the	   whole	   system	   (𝑘𝑘! 	  is	   the	   Boltzmann	   constant).	   This	   enables	   to	  





  𝑘𝑘!   𝑇𝑇	   (3.2.10.)	  
	  
when	  𝜉𝜉	  degrees	  of	  freedom	  contribute	  to	  the	  kinetic	  energy.	  This	  leads	  to	  the	  definition	  












  𝑘𝑘!   𝑇𝑇	   (3.2.11.)	  
	  
whose	  average	  corresponds	  to	  the	  desired	  macroscopic	  temperature	  (Allen	  &	  Tildesley	  
[1987],	  p.46-­‐47).	  Consequently	  a	  thermostat	  can	  be	  realized	  by	  adjusting	  the	  velocity	  
distribution	  of	  the	  atoms	  simulated.	  	  
The	   “sander”	   software	   module	   of	   AMBER	   (version	   10)	   offers	   three	   different	  
thermostats	  (each	  is	  discussed	  by	  Hünenberger	  Hünenberger	  [2005]).	  The	  “stochastic-­‐
coupling”	  scheme	  by	  Andersen	  (Andersen	  [1980])	  assigns	  at	  intervals	  new	  velocities	  to	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atoms	   of	   a	   system	   and	   these	   new	   velocities	   are	   sampled	   from	   a	  Maxwell-­‐Boltzmann	  
distribution.	  Another	  possibility	  to	  maintain	  a	  constant	  temperature	  is	  the	  integration	  
of	   the	   Langevin	   equation	   (with	   appropriate	   properties	   of	   the	   stochastic	   forces	   and	  
friction	   coefficients)	   instead	   of	   the	   Newton	   equation	   of	   motion.	   For	   the	   simulations	  
discussed	   here	   the	   “weak-­‐coupling”	   scheme	   of	   Berendsen	   et	   al.	   (Berendsen	   et	   al.	  
[1984])	  was	  used.	   In	   this	   scheme	   the	  modified	  equation	  of	  motion	   for	  each	  particle	  𝑖𝑖	  
reads	  
	  
𝑎𝑎! 𝑡𝑡 =   −







− 1   𝑣𝑣!(𝑡𝑡)	   (3.2.12.)	  
	  
In	   this	   equation	   the	   last	   summand	   implies	   a	   velocity	   scaling	   through	   coupling	  of	   the	  
system	  to	  an	  external	  bath	  with	  temperature	  𝑇𝑇.	  The	  coupling	  strength	  can	  be	  adjusted	  
with	   the	   time	   constant	  𝜏𝜏! .	   A	   large	   time	   constant	   simulates	   a	   weak	   coupling	   that	  
vanishes	   in	   the	   limit	   of	   𝜏𝜏! →∞ 	  which	   corresponds	   to	   a	   simulation	   without	  
temperature	   control.	  A	   time	   constant	   in	   the	   order	   of	   the	   time	   step	  of	   the	   simulation	  
reflects	  a	  tight	  coupling	  to	  the	  heat	  bath	  that	  does	  not	  allow	  temperature	  fluctuations	  
(Hünenberger	  [2005]).	  
Note	  that	  as	  long	  as	  the	  time	  constant	  has	  a	  value	  between	  these	  two	  limiting	  cases	  –	  
𝜏𝜏! ≈ 𝛥𝛥𝛥𝛥	  or	  𝜏𝜏! →∞	  as	   described	   above	   –	   a	   simulation	   with	   the	   Berendsen	   algorithm	  
samples	   configurations	   from	   a	   particular	   “weak-­‐coupling	   ensemble”	   (Morishita	  
[2000])	  and	  not	  from	  an	  expected	  canonical	  ensemble	  (see	  also	  Hünenberger	  [2005]).	  
Another	   issue	   might	   arise	   when	   using	   velocity	   rescaling	   schemes	   for	   temperature	  
control:	  the	  “flying	  ice	  cube”	  effect	  (Harvey	  et	  al.	   [1998]).	  The	  authors	  exemplify	  how	  
kinetic	   energy	   can	   be	   transferred	   from	   vibrational	   motions	   to	   centre-­‐of-­‐mass	  
translations.	  As	  remedies	  they	  propose	  occasional	  velocity	  reassignment	  (similar	  to	  the	  
“stochastic-­‐coupling”	  scheme),	  frequent	  removal	  of	  the	  centre-­‐of-­‐mass	  translation	  and	  
rotation	  or	   ideally	  calculate	   the	  systems	  temperature	  as	  an	  appropriate	   time	  average	  
and	   not	   as	   an	   instantaneous	   temperature.	   Currently	   the	   author	   of	   this	   thesis	   cannot	  
comment	   in	   how	   far	   these	   (or	   other)	   precautions	   are	   established	   in	   AMBER	   10.	   No	  
efforts	  were	  undertaken	  to	  explore	  possible	  issues	  with	  the	  weak-­‐coupling	  scheme.	  
Despite	  these	  drawbacks	  the	  weak-­‐coupling	  algorithm	  is	  used	  for	  temperature	  control	  
since	   it	   can	   also	   be	   used	   for	   pressure	   regulation	   (AMBER	   10	   offers	   only	   the	   weak-­‐	  
coupling	   scheme	   for	   pressure	   regulation).	   Instead	   of	   velocity	   rescaling	   the	   pressure	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regulation	  according	  to	  Berendsen	  et	  al.	  (Berendsen	  et	  al.	  [1984])	  involves	  coordinate	  






𝑃𝑃 − 𝑃𝑃 𝑡𝑡 	   (3.2.13.)	  
	  
where	  𝛽𝛽	  is	   the	   isothermal	   compressibility.	   The	  magnitude	   of	   the	   scaling	   depends	   on	  
the	  difference	  between	  the	  target	  pressure	  𝑃𝑃	  and	  actual	  pressure	  𝑃𝑃(𝑡𝑡)	  of	  the	  system.	  As	  
in	  the	  case	  of	  the	  thermostat	  the	  coupling	  strength	  of	  the	  system	  to	  the	  barostat	  can	  be	  
controlled	  with	  𝜏𝜏! .	  
	  
MD	  simulation	  parameters	  in	  this	  thesis	  
	  
After	   setting	   up	   the	   system,	  which	  means	   solvation	   of	   the	   biomolecule	   in	   the	   box	   of	  
explicit	   water,	   no	   temperature	   could	   be	   assigned	   to	   the	   system	   since	   there	   was	   no	  
velocity	   information	   present.	   The	   system	  had	   to	   be	   adapted	   to	   the	   target	   conditions	  
which	   were	  𝑇𝑇 = 300𝐾𝐾 ≈ 27°𝐶𝐶 	  and	  𝑃𝑃 = 1  𝑏𝑏𝑏𝑏𝑏𝑏 = 1000  ℎ𝑃𝑃𝑃𝑃   for	   every	   MD	   simulation	  
discussed	  here.	  So	  in	  a	  first	  step	  a	  simple	  energy	  minimization	  was	  performed	  to	  relax	  
the	  solute	  and	  the	  solvent	  molecules.	  After	  this	  minimization	  velocities	  were	  assigned	  
randomly	   to	   all	   atoms	   in	   such	   a	   manner	   that	   the	   velocity	   distribution	   follows	   a	  
Maxwellian	  distribution	  for	  a	  given	  temperature	  (25  𝐾𝐾	  for	  the	  perlucin	  model	  and	  1  𝐾𝐾	  
for	   the	   reference	   protein	   MBP-­‐A).	   Afterwards	   the	   system	   was	   “coupled”	   to	   a	  
thermostat	  and	  a	  barostat.	  The	  pressure	  was	  set	  to	  𝑃𝑃 = 1  𝑏𝑏𝑏𝑏𝑏𝑏	  and	  the	  temperature	  was	  
increased	  in	  several	  short	  MD	  simulations	  to	  𝑇𝑇 = 300𝐾𝐾.	  During	  this	  heating	  phase	  the	  
time	   constants	   were	   kept	   small	   to	   ensure	   a	   tight	   coupling.	   Harmonic	   positional	  
restraints	  were	  applied	  to	  the	  atoms	  of	  the	  solute	  to	  avoid	  an	  unfolding	  of	  the	  protein	  
due	   to	   fast	  heating.	  This	  means	   that	   the	  positions	  of	   the	  atoms	  of	   the	  solute	   (not	   the	  
water	  molecules)	  were	   restrained	  with	   a	   harmonic	   potential	   on	   their	   positions	   after	  
the	   minimization	   for	   the	   first	   MD	   simulation.	   For	   the	   following	   restrained	   MD	  
simulations	   the	   reference	   coordinates	   for	   the	   restrained	  atoms	  were	   the	   coordinates	  
obtained	  from	  the	  first	  MD	  simulation.	  After	  the	  target	  temperature	  of	  𝑇𝑇 = 300𝐾𝐾	  was	  
established	   these	   restraints	   were	   gradually	   released.	   Table	   3.2.1.	   summarizes	   the	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important	   parameters	   of	   the	   MD	   simulations	   that	   were	   performed	   subsequently	   on	  
each	  initial	  configuration.	  












initial	  minimization	  (steepest	  descent,	  1500	  steps)	  and	  random	  velocity	  
assignment	  from	  a	  Maxwellian	  distribution	  (25  𝐾𝐾	  or	  1  𝐾𝐾)	  
0	  to	  20  𝑝𝑝𝑝𝑝	   100  𝐾𝐾	   0.1  𝑝𝑝𝑝𝑝	   25
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘
𝑚𝑚𝑚𝑚𝑚𝑚  Å!  
	   9  Å	  
20	  to	  40  𝑝𝑝𝑝𝑝	   200  𝐾𝐾	   0.1  𝑝𝑝𝑝𝑝	   25
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘
𝑚𝑚𝑚𝑚𝑚𝑚  Å!  
	   9  Å	  
40	  to	  60  𝑝𝑝𝑝𝑝	   300  𝐾𝐾	   0.1  𝑝𝑝𝑝𝑝	   25
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘
𝑚𝑚𝑚𝑚𝑚𝑚  Å!  
	   9  Å	  
60	  to	  80  𝑝𝑝𝑝𝑝	   300  𝐾𝐾	   0.1  𝑝𝑝𝑝𝑝	   12
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘
𝑚𝑚𝑚𝑚𝑚𝑚  Å!  
	   9  Å	  
80	  to	  100  𝑝𝑝𝑝𝑝	   300  𝐾𝐾	   0.1  𝑝𝑝𝑝𝑝	   6
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘
𝑚𝑚𝑚𝑚𝑚𝑚  Å!  
	   9  Å	  
100	  to	  120  𝑝𝑝𝑝𝑝	   300  𝐾𝐾	   0.1  𝑝𝑝𝑝𝑝	   2
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘
𝑚𝑚𝑚𝑚𝑚𝑚  Å!  
	   9  Å	  
120	  to	  140  𝑝𝑝𝑝𝑝	   300  𝐾𝐾	   0.1  𝑝𝑝𝑝𝑝	   1
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘
𝑚𝑚𝑚𝑚𝑚𝑚  Å!  
	   9  Å	  
140	  to	  200  𝑝𝑝𝑝𝑝	   300  𝐾𝐾	   0.1  𝑝𝑝𝑝𝑝	   0.5
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘
𝑚𝑚𝑚𝑚𝑚𝑚  Å!  
	   9  Å	  
0.2	  to	  2.2  𝑛𝑛𝑛𝑛	   300  𝐾𝐾	   2.5  𝑝𝑝𝑝𝑝	   -­‐	   10  Å	  
2.2	  to	  10.2  𝑛𝑛𝑛𝑛	   300  𝐾𝐾	   2.5  𝑝𝑝𝑝𝑝	   -­‐	   10  Å	  
	  
Table	   3.2.1.	   Summary	   of	   the	   subsequent	   stages	   of	   the	   MD	   simulations	   performed	   for	   every	  
initial	  configuration.	  The	   first	  column	   indicates	   the	   time	  progression	  of	   the	  whole	  simulation	  
and	   implies	   the	   duration	   of	   each	   stage.	   Note	   that	   the	   initial	   energy	   minimization	   is	   no	  
molecular	   dynamics	   simulation	   and	   therefore	   no	   time	   can	   be	   assigned.	   The	   second	   column	  
contains	  the	  temperature	  of	  the	  heat	  bath.	  At	  every	  stage	  the	  target	  pressure	  is	  1  𝑏𝑏𝑏𝑏𝑏𝑏.	  The	  next	  
column	   highlights	   the	   coupling	   constants	   used	   for	   the	   temperature	   and	   pressure	   regulation.	  
Note	  that	  the	  same	  values	  were	  chosen	  for	  the	  thermostat	  and	  barostat.	  In	  the	  column	  labelled	  
“restraint	  weight”	   the	  parameter	   that	   indicates	   the	  strength	  of	   the	  harmonic	  potential	   acting	  
on	   the	   restrained	   atoms.	   The	   last	   column	   contains	   the	   cut-­‐off	   value	   of	   the	   non-­‐bonded	  
interactions.	   Lennard-­‐Jones	   interactions	   are	   not	   calculated	   between	   atoms	   with	   a	   distance	  
greater	   than	   this	   value.	   The	   electrostatic	   interactions	  between	   atoms	  up	   to	   this	   distance	   are	  
calculated	  in	  the	  direct	  space	  sum.	  
	  
After	   the	   system	   was	   heated	   to	   the	   desired	   temperature	   it	   was	   allowed	   to	   evolve	  
unconstrained	   for	   a	   longer	   time.	   Here	   the	   duration	   of	   the	   unconstrained	   simulation	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was	  10  𝑛𝑛𝑛𝑛	  in	  total	  (split	  up	  in	  2	  and	  8  𝑛𝑛𝑛𝑛).	  The	  time	  step	  used	  in	  every	  simulation	  was	  
𝛥𝛥𝛥𝛥 = 2  𝑓𝑓𝑓𝑓 = 0.002  𝑝𝑝𝑝𝑝.	  
The	  following	  simple	  estimation	  points	  to	  a	  possible	  problem	  with	  this	  large	  time	  step	  
(see	   also	   Feenstra	   et	  al.	   [1999]).	   Consider	   a	   covalent	   bond	   between	   the	   oxygen	   and	  
hydrogen	   atom	   of	   a	   hydroxyl	   group.	   The	   force	   constant	   (or	   spring	   constant)	   for	   the	  
harmonic	  potential	   that	  models	   the	   covalent	  bond	   is	  𝑘𝑘 = 553  𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘/𝑚𝑚𝑚𝑚𝑚𝑚  Å!  (“parm99”	  
force	   field;	   bond	   between	   atom	   types	   “OH”	   and	   “HO”).	   The	   position	   of	   the	   “heavy”	  
oxygen	  shall	  be	  fixed.	  Then	  the	  frequency	  of	  the	  oscillating	  hydrogen	  atom	  around	  the	  
equilibrium	  distance	  can	  be	  estimated	  to	  be	  𝜈𝜈! = 1 𝑇𝑇! = 1 2𝜋𝜋 𝑘𝑘 𝑚𝑚 ≈ 7.7 ⋅ 10!"  𝑠𝑠!!.	  
This	   implies	   that	   the	   time	   step	   of	  𝛥𝛥𝛥𝛥 = 2  𝑓𝑓𝑓𝑓	  corresponds	   approximately	   to	  0.15 ⋅ 𝑇𝑇! .	  
Feenstra	  et	  al.	   (Feenstra	  et	  al.	   [1999])	  give	  several	   further	  examples	  of	  characteristic	  
oscillation	  periods.	  
These	  fast	  bond	  stretching	  movements	  involving	  hydrogen	  atoms	  were	  removed	  from	  
the	  MD	  simulations	  with	  the	  SHAKE	  (Ryckaert	  et	  al.	  [1977])	  and	  SETTLE	  (Miyamoto	  &	  
Kollman	   [1992])	   algorithms	   by	   imposing	   distance	   constraints.	   The	   latter	   one	   is	   for	  
rigid	  water	  models	  like	  TIP3P.	  This	  allows	  the	  use	  of	  the	  large	  time	  step	  of	  𝛥𝛥𝛥𝛥 = 2  𝑓𝑓𝑓𝑓.	  
	  
This	  introduction	  to	  the	  principles	  of	  molecular	  dynamic	  simulations	  is	  concluded	  with	  
a	   summary	   of	   the	   characteristics	   of	   the	   different	   simulations	   whose	   results	   will	   be	  
presented	  and	  discussed	  in	  the	  next	  sections.	  	  
	  
feature	   perlucin	   MBP-­‐A	  
identifier	   run09	   run21	   run22	   run02	   run07	   run10	  
no.	  runs	   6	   3	   3	   3	   3	   3	  
residues	   1-­‐135	   1-­‐131	   1-­‐131	   109-­‐221	   104-­‐221	   104-­‐221	  
















ions	  (c)	   7	  Cl-­‐	   3	  Cl-­‐	   1	  Na+	   4	  Na+	   4	  Cl-­‐	   -­‐	  
ions	  (a)	   -­‐	   -­‐	   3	  Na+/Cl-­‐	   -­‐	   -­‐	   3	  Na+/Cl-­‐	  




















Table	  3.2.2.	  Summary	  of	   important	   initial	  parameters	  of	   the	  MD	  simulations.	  The	  parameters	  
are	  given	  for	  the	  model	  of	  the	  protein	  perlucin	  and	  the	  reference	  protein	  MBP-­‐A.	  The	  first	  row	  
contains	   the	  name	  of	   the	   series	   of	  MD	   simulations	  performed	  with	  different	   parameter	   sets.	  
The	  next	  row	  “no.	  runs”	  indicates	  how	  many	  independent	  MD	  simulation	  runs	  were	  conducted	  
with	  the	  same	  parameters.	  The	  following	  row	  “residues”	  contains	  the	  residue	  range	  from	  the	  
perlucin	  model	   or	   the	  MPB-­‐A	   crystal	   structure	   that	   was	   simulated.	   Note	   that	   in	   the	   case	   of	  
MBP-­‐A	   the	   numbers	   correspond	   to	   the	   entries	   in	   the	   PDB	   structural	   file.	   The	   following	   row	  
“Ca2+”	   contains	   the	   position	   of	   calcium	   ions	   of	   the	   input	   structure	   (see.	   Fig.	   2.3.2.	   for	   a	  
definition	  of	  the	  characteristic	  Ca2+	  positions	  in	  C-­‐type	  lectin	  like	  domains).	  The	  next	  two	  rows	  
inform	  about	  the	  type	  and	  number	  of	  ions	  that	  were	  added	  to	  the	  protein.	  “ion	  (c)”	  contains	  the	  
ions	  used	  to	  obtain	  charge	  neutrality	  and	  additional	  ion	  pairs	  are	  written	  in	  the	  row	  “ion	  (a)”.	  
The	  row	  “no.	  water”	  highlights	  the	  number	  of	  water	  molecules	  in	  the	  primary	  water	  box.	  Since	  
at	   least	  a	  distance	  of	  10  Å	  was	  maintained	  between	  the	  solute	  atoms	  (including	   ions)	  and	  the	  
box	  boundaries,	  the	  box	  size	  and	  consequently	  the	  number	  of	  water	  molecules	  depend	  on	  the	  
protein	  size	  and	  the	   ion	  positions.	  The	   last	  row	  “restrained	  residues”	   indicates	  which	  solutes	  
were	  subjected	  to	  harmonic	  positional	  restraints	  during	  the	  heating	  stage.	  
	  
The	  model	  of	  the	  CTLD	  of	  perlucin	  as	  obtained	  from	  the	  modelling	  process	  described	  in	  
section	  3.1.	  was	   relaxed	  and	   tested	   for	   stability	  with	  molecular	  dynamic	  simulations.	  
Since	  several	  positions	  for	  calcium	  ions	  in	  CTLDs	  are	  possible	  (see	  Fig.	  2.3.2.)	  different	  
numbers	   of	   associated	   Ca2+	  were	   investigated	  with	  MD	   simulations.	   First	   in	   “run09”	  
every	   characteristic	   site	  was	   occupied	   by	   a	   calcium	   ion.	   In	   “run21”	   only	   the	   calcium	  
ions	   at	   position	   Ca-­‐2	   (long	   loop	   region)	   and	   Ca-­‐4	   (bridge	   between	  Glu45	   and	   Glu128)	  
were	   retained.	   In	   the	   initial	   structure	   for	   the	   “run22”	   series	   every	   calcium	   ion	   was	  
replaced	  by	  one	  water	  molecule.	  The	  CTLD	  of	  perlucin	  in	  the	  latter	  two	  MD	  simulation	  
series	  consisted	  only	  of	  the	  residues	  1	  to	  131	  instead	  1	  to	  135	  (as	  in	  “run09”)	  since	  the	  
last	   four	   residues	   just	   “dangled”	   at	   the	   C-­‐terminal	   end	   and	   increased	   computational	  
time.	  Note	  that	  the	  known	  sequence	  of	  perlucin	  consists	  of	  155	  amino	  acids	  but	  since	  
no	  structural	  information	  was	  available	  for	  the	  C-­‐terminal	  segment	  (see	  section	  3.1.)	  it	  
was	   not	   included	   into	   the	   simulations	   to	   reduce	   computational	   time.	   The	   number	   of	  
added	  ions	  was	  based	  on	  the	  requirement	  to	  achieve	  zero	  net	  charge.	  Only	  in	  “run22”	  
three	  sodium/chloride	  pairs	  were	  added	  to	  have	  more	  than	  just	  one	  sodium	  ion	  in	  the	  
water	  box.	  The	  influence	  of	  the	  ionic	  strength	  was	  not	  investigated	  here	  and	  therefore	  




Figure	  3.2.2.	   The	   image	   A)	   on	   the	   left	   hand	   side	   shows	   the	   chains	   A,	   B	   and	   C	   from	   the	   PDB	  
structure	  1KWV,	  which	  contains	  structures	  of	  MBP-­‐A.	  As	  it	  can	  be	  seen	  three	  proteins	  form	  a	  
trimeric	   structure	   via	   a	   coiled	   coil	   (black	   arrow).	   In	  B)	   the	  CTLD	  of	   chain	  A	  of	   the	   structure	  
1KWV	  is	  shown	  as	  it	  was	  used	  for	  MD	  simulations	  (“run07”).	  The	  red	  beads	  represent	  calcium	  
ions.	  The	  helical	  region	  at	  the	  N-­‐terminal	  end	  had	  been	  removed	  (black	  arrow).	  The	  next	  SSEs	  
in	  the	  usual	  nomenclature	  for	  CTLDs	  are	  β1	  and	  α1.	  For	  comparison	  in	  C)	  the	  CTLD	  of	  perlucin	  
used	   in	  MD	   simulations	   (“run09”,	   only	   residues	  1	   to	  130	  are	   shown	   for	   clarity)	   is	   shown.	   In	  
contrast	  to	  MBP-­‐A	  the	  CTLD	  of	  perlucin	  is	  supposed	  to	  be	  of	  the	  long	  form.	  It	  has	  a	  β-­‐hairpin	  at	  
its	  N-­‐terminal	  end	  (black	  arrow).	  It	  is	  formed	  by	  β0	  and	  β1	  as	  well	  as	  stabilized	  by	  a	  disulphide	  
bridge	  (black	  dashed	  arrow).	  The	  molecules	  are	  rendered	  with	  VMD	  (Humphrey	  et	  al.	   [1996]	  
version	   1.9.1)	   and	   labels	   are	   added	  with	   Inkscape	   (http://inkscape.org).	   The	   “New	  Cartoon”	  
representation	  of	  the	  protein	  involves	  the	  STRIDE	  algorithm	  (Frishman	  &	  Argos	  [1995]).	  
	  
The	  CTLD	  of	  MBP-­‐A	  was chosen	  as	   a	   reference	  protein	   since a	   crystal	   structure	  was
available.	  Here	  1KWT	  (chain	  A)	  was	  used	  in	  “run02”	  and	  1KWV	  (chain	  A)	  was	  used	  in	  
“run07”	  and	  “run10”.	  MBP-­‐A	  forms	  a	  trimer	  via	  a	  coiled-­‐coil	  domain	  (see	  for	  example	  
Weis	  &	  Drickamer	  [1994])	  extending	  N-­‐terminal	  from	  the	  CTLD	  (see	  Fig.	  3.2.2.A).	  Since	  
only	  properties	  of	  the	  CTLD	  during	  the	  simulations	  were	  relevant	  in	  the	  scope	  of	  this	  
thesis	   and	   it	   was	   desirable	   to	   save	   computational	   time	   the	   N-­‐terminal	   coil	   was	   not	  
considered	  in	  the	  simulations	  (see	  Fig.	  3.2.2.B).	  Note	  that	  the	  CTLD	  of	  MBP-­‐A	  is	  of	  the	  
“short	  form”	  lacking	  the	  N-­‐terminal	  β-­‐hairpin	  (see	  Fig.	  3.2.2.B	  and	  C).	  Furthermore	  the	  
crystal	   structures	   1KWT	   and	   1KWV	   do	   not	   have	   an	   ion	   at	   the	   Ca-­‐4	   position.	  
Nonetheless	  the	  number	  of	  calcium	  ions	  that	  is	  associated	  with	  the	  CTLD	  of	  MBP-­‐A	  was	  
varied	   in	   the	   same	  manner	  as	   for	  perlucin.	   In	   the	   “run02”	   series	  no	   calcium	   ion	  was	  
considered	   whereas	   in	   “run10”	   the	   calcium	   ion	   at	   position	   Ca-­‐2	   in	   the	   LLR	   was	  
retained.	  “run07”	  contained	  all	  Ca2+	  and	  one	  Cl-­‐	  extracted	  from	  the	  corresponding	  chain	  
in	  the	  PDB	  crystal	  structure.	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Exemplary	   data	   of	   the	   total,	   potential	   and	   kinetic	   energy	   as	  well	   as	   other	   important	  
physical	  parameters	  as	  temperature,	  pressure,	  water	  box	  volume	  and	  water	  density	  is	  
given	  in	  the	  Appendix	  III.L.	  	  
The	  data	  result	  from	  a	  single	  MD	  simulation	  (no	  averaging)	  of	  perlucin	  with	  four	  ions	  
and	  a	   single	  MD	  simulation	   (no	  averaging)	  of	   the	  CTLD	  of	  MBP-­‐A	  with	   three	   ions.	   In	  
case	   of	   perlucin	   the	   minimization,	   heating	   and	   the	   first	   2  𝑛𝑛𝑛𝑛 of	   unconstrained	  
simulation	  of	   the	  selected	  perlucin	  simulation	  were	  performed	  on	  a	  workstation	  and	  
the	   subsequent	  8  𝑛𝑛𝑛𝑛 	  unconstrained	   simulation	   on	   the	   cluster	   of	   Prof.	   Rosenauer	  
(Institute	  of	  Solid	  State	  Physics,	  Electron	  Microscopy	  Group,	  University	  of	  Bremen).	  A	  
crude	   visual	   inspection	   of	   the	   graphs	   shows	   no	   obvious	   differences	   between	   the	  
simulations	  on	  the	  two	  devices.	  The	  exemplary	  simulations	  of	  MBP-­‐A	  were	  all	  run	  on	  
the	  workstation.	  
In	  Table	  III.L.1.	   in	  the	  appendix	  the	  results	  of	   linear	  fits	  of	  the	  data	  presented	  in	  Figs.	  
III.L.1.	   to	   III.L.8.	   are	   given.	  Note	   the	   discussion	   on	   the	   average	   pressure	   value	   in	   the	  
table	  description	  there.	  
A	  remark	  has	  to	  be	  made	  on	  the	  water	  density.	  The	  density	  of	  water	  (calculated	  as	  the	  
additive	   constant	   of	   the	   linear	   fit	   between	  2.2  𝑛𝑛𝑛𝑛 	  and	  10.2  𝑛𝑛𝑛𝑛 )	   in	   the	   exemplary	  
simulations	   is	  above	  1.014  𝑔𝑔/𝑐𝑐𝑚𝑚!.	  However	   for	  example	  at	  a	   temperature	  of	  27°𝐶𝐶  (≈
300𝐾𝐾)	  and	   a	   pressure	   of	  1.01325  𝑏𝑏𝑏𝑏𝑏𝑏 	  one	   would	   expect	   the	   water	   density	   to	   be	  
0.996  𝑔𝑔/𝑐𝑐𝑚𝑚!	  (Kell	   [1975],	   see	   Table	   III	   therein).	   As	   it	   was	   discussed	   already	   in	   a	  
preceding	  paragraph	  the	  density	  of	  water	  during	  the	  simulation	  might	  be	  affected	  by	  
incompatibilities	  of	   the	  TIP3P	  water	  model	  of	   Jorgensen	  et	  al.	  with	   the	  PME	  method.	  
Price	  and	  Brooks	  noted	  deviations	  in	  water	  densities	  up	  to	  2%	  when	  TIP3P	  water	  was	  
simulated	  with	  the	  PME	  treatment	  of	  electrostatics.	  However	  from	  their	  data	  (Table	  I	  
in	  Price	  &	  Brooks	  [2004])	  one	  would	  expect	  a	  decrease	  in	  water	  density	  when	  TIP3P	  is	  
used	  in	  conjunction	  with	  PME.	  This	  issue	  was	  not	  further	  investigated.	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3.2.2.	  Secondary	  structure	  of	  the	  CTLD	  of	  perlucin	  and	  MBP-­‐A	  
The	   first	   characteristic	   that	   was	   extracted	   from	   the	   simulated	   trajectories	   was	   the	  
average	  secondary	  structure	  of	  each	  residue	  (see	  Nelson	  &	  Cox	  [2013]	  or	  Richardson	  
[2007]	   for	  general	   information	  on	  secondary	  structure).	  The	  AMBER	  “ptraj”	  software	  
module	   uses	   the	   DSSP	   algorithm	   (Kabsch	   &	   Sander	   [1983])	   to	   assign	   secondary	  
structure	   elements	   to	   the	   residues	   of	   a	   trajectory.	   “ptraj”	   discriminates	   between	   the	  
following	  elements:	  parallel	  strand,	  anti-­‐parallel	  strand,	  α-­‐helix,	  3/10-­‐helix,	  π-­‐helix	  and	  
turns.	  Each	  of	   these	  structural	  elements	   is	  classified	  according	   to	   the	  hydrogen	  bond	  
pattern	  (see	  Kabsch	  &	  Sander	  [1983]	  for	  details)	  Relevant	  are	  the	  hydrogen	  bonds	  that	  
form	   between	   the	   hydrogen	   bound	   to	   the	   backbone	   nitrogen	   of	   residue	  𝑗𝑗	  and	   the	  
backbone	  oxygen	  of	  another	  residue	  𝑖𝑖.	  
The	  helical	  structures	  differ	   in	   the	  number	  of	  residues	  between	  the	  residues	  that	  are	  
involved	   in	   the	   hydrogen	   bond	   formation.	   In	   the	   familiar	   α-­‐helix,	   the	   backbones	   of	  
residue	  𝑖𝑖	  and	  𝑖𝑖 + 4	  are	   connected	   via	   one	   hydrogen	   bond.	   The	   3/10-­‐helix	   is	   “tighter”	  
since	   the	   residues	  𝑖𝑖	  and	  𝑖𝑖 + 3	  are	   connected.	   On	   the	   contrary	   the	   π-­‐helix	   is	   “looser”	  
than	   the	   α-­‐helix	   since	   residues	  𝑖𝑖	  and	  𝑖𝑖 + 5	  are	   connected.	   At	   least	   two	   consecutive	  
hydrogen	  bonds	  must	  be	  formed	  to	  define	  a	  helix.	  If	  only	  one	  hydrogen	  bond	  is	  formed	  
then	  a	  turn	  is	  formed.	  
Parallel	  and	  anti-­‐parallel	  strands	  differ	  in	  the	  orientation	  of	  the	  residue	  segments	  that	  
are	  connected	  by	  hydrogen	  bonds.	   In	  the	   first	  case	  both	  segments’	  C-­‐	  and	  N-­‐terminal	  
ends	  pointing	   in	   the	  same	  direction	  whereas	   in	   the	   latter	  case	   the	  C-­‐	  and	  N-­‐terminal	  
ends	  pointing	  in	  opposite	  direction.	  Note	  that	  according	  to	  the	  definitions	  that	  underlie	  
DSSP	   a	   β-­‐strand	   is	   composed	   of	   successive	   residues	   that	   are	   in	   a	   “β-­‐bridge”	  
conformation.	   In	   the	   following	   both	   termini	   are	   used	   interchangeably	   except	   when	  
stated	  otherwise.	  A	  β-­‐bridge	  is	  characterised	  by	  two	  hydrogen	  bonds	  formed	  between	  
two	  non-­‐overlapping	  sequences	  of	  three	  residues.	  It	  is	  only	  mentioned	  that	  the	  STRIDE	  
algorithm	   (Frishman	   &	   Argos	   [1995])	   uses	   additionally	   backbone	   dihedral	   angle	  
information	  for	  secondary	  structure	  classification.	  
To	  condense	  the	  secondary	  structure	  information	  obtained	  from	  a	  trajectory	  as	  much	  
as	  possible	  following	  steps	  were	  performed.	  “ptraj”	  computes	  the	  percentage	  of	  frames	  
of	   the	   whole	   trajectory	   a	   particular	   residue	   can	   be	   classified	   by	   one	   of	   the	   above	  
mentioned	   secondary	   structure	   elements.	   Here	   the	   analysed	   trajectories	   comprised	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5010	   frames	   each	   beginning	   from	   the	   input	   structure,	   extending	   over	   the	   restart	  
structures	  from	  the	  restrained	  heating	  phase	  and	  every	  frame	  from	  the	  unconstrained	  
simulation.	   The	   influence	   of	   the	   ten	   restart-­‐structures	   from	   the	   first	  220  𝑝𝑝𝑝𝑝	  on	   the	  
subsequent	   5000	   frames	   from	   the	   unconstrained	   simulation	   was	   considered	   to	   be	  
negligible.	   To	   condense	   the	   information	   further	   only	   the	   total	   strand	   (sum	   of	   the	  
percentages	  of	  parallel	  and	  anti-­‐parallel	  conformation	  –	  more	  strictly	   it	   is	   the	  sum	  of	  
parallel	  and	  anti-­‐parallel	  β-­‐bridges),	  total	  helical	  (sum	  of	  all	  helical	  conformations)	  and	  
turn	   conformation	   per	   residue	   were	   considered.	   The	   time	   dependency	   of	   the	  
secondary	   structure	   conformation	   per	   residue	   was	   not	   considered	   further.	   Since	  
several	   MD	   simulations	   were	   performed	   with	   the	   same	   initial	   structure	   (see	   Table	  
3.2.2.)	   the	  results	  of	  every	  single	  MD	  simulation	  with	   the	  same	   initial	   structure	  were	  
averaged.	  
The	  following	  two	  figures	  –	  one	  for	  perlucin	  with	  four	  calcium	  ions	  (run09)	  and	  MBP-­‐A	  
with	   three	   calcium	   ions	   (run07)	  –	   show	   for	   every	   residue	   the	   average	  percentage	  of	  
frames	  that	  a	  certain	  residue	  is	  in	  a	  strand,	  helical	  or	  turn	  conformation.	  The	  figures	  for	  
the	   remaining	  MD	  simulations	   can	  be	   found	   in	   the	  Appendix	   III.R.3.	   and	  are	  omitted	  
here	  to	  maintain	  readability.	  
	  
	  
Fig.	  3.2.3.	  Average	   secondary	   structure	  conformation	   from	  six	  10.2  ns	  simulations	  of	  perlucin	  
with	  four	  calcium	  ions	  (run09).	  For	  every	  residue	  the	  percentage	  of	  frames	  the	  given	  residue	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adopts	  one	  of	  the	  following	  conformations	  is	  given.	  The	  “general	  helical”	  (violet)	  conformation	  
is	   the	   sum	   of	   the	   α-­‐helix,	   3/10-­‐helix	   and	   π-­‐helix	   conformations	   and	   the	   “general	   strand”	  
(yellow)	  is	  the	  sum	  of	  parallel	  and	  anti-­‐parallel	  β-­‐strands	  (strictly	  it	  is	  the	  sum	  of	  parallel	  and	  
anti-­‐parallel	   β-­‐bridges).	   The	   third	   conformation	   is	   the	   “turn”	   (cyan)	   conformation.	  Note	   that	  
due	   to	   the	  graphical	   representation	  with	   “columns”	  or	   “bars”	   the	  residue	  number	  marker	  on	  
the	   bottom	   axis	   is	   positioned	   on	   the	   left	   side	   of	   the	   corresponding	   column/bar.	   For	   better	  
orientation	   the	   (presumed)	   identifiers	   of	   the	   characteristic	   SSEs	   of	   CTLDs	   according	   to	  
Zelensky	  et	  al.	  (Zelensky	  &	  Gready	  [2003],	  Fig.	  2a	  therein)	  are	  given	  at	  the	  top	  of	  the	  graph.	  
	  
	  
Fig.	   3.2.4.	   Average	   secondary	   structure	   conformation	   from	   three	  10.2  ns	  simulations	   of	   the	  
CTLD	  of	  MBP-­‐A	  (PDB	  code	  1KWV,	  chain	  A,	  residues	  104-­‐221)	  with	  three	  calcium	  ions	  (run07).	  
For	   every	   residue	   the	   percentage	   of	   frames	   the	   given	   residue	   adopts	   one	   of	   the	   following	  
conformations	   is	   given.	  The	   “general	   helical”	   (violet)	   conformation	   is	   the	   sum	  of	   the	  α-­‐helix,	  
3/10-­‐helix	  and	  π-­‐helix	  conformations	  and	  the	  “general	  strand”	  (yellow)	  is	  the	  sum	  of	  parallel	  
and	   anti-­‐parallel	   β-­‐strands	   (strictly	   it	   is	   the	   sum	  of	   parallel	   and	   anti-­‐parallel	   β-­‐bridges).	   The	  
third	   conformation	   is	   the	   “turn”	   (cyan)	   conformation.	   Note	   that	   due	   to	   the	   graphical	  
representation	   with	   “columns”	   or	   “bars”	   the	   residue	   number	   marker	   on	   the	   bottom	   axis	   is	  
positioned	   on	   the	   left	   side	   of	   the	   corresponding	   column/bar.	   The	   crosses	   in	   either	   violet	   or	  
yellow	   positioned	   at	   the	   100%	   value	   of	   some	   residues	   indicate	   the	   secondary	   structure	  
obtained	  for	  the	  crystal	  structure	  1KWV	  (chain	  A)	  from	  the	  PDB	  web	  site.	  Here	  again	  all	  helix	  
types	  are	  subsumed	   in	   the	  violet	  crosses	  and	  as	  well	  as	  all	  β-­‐strands	  and	  β-­‐bridge	  content	   is	  
subsumed	  in	  the	  yellow	  crosses.	  Note	  that	  the	  crosses	  are	  attached	  on	  the	  left	  hand	  side	  of	  the	  
corresponding	  column.	  For	  better	  orientation	  the	  (presumed)	   identifiers	  of	   the	  characteristic	  
SSEs	  of	  CTLDs	  according	  to	  Zelensky	  et	  al.	  (Zelensky	  &	  Gready	  [2003],	  Fig.	  2a	  therein)	  is	  given	  
at	  the	  top	  of	  the	  graph.	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As	  it	  can	  be	  seen	  in	  the	  Figures	  3.2.3.	  and	  3.2.4.	  the	  secondary	  structure	  elements	  that	  
are	   expected	   for	   CTLDs	   in	   the	   long	   form	   (perlucin	   with	   β0-­‐strand)	   and	   short	   form	  
(MBP-­‐A	  without	   β0-­‐strand)	   can	   be	   identified.	  During	   the	   simulations	   of	   the	   CTLD	  of	  
MBP-­‐A	   deviations	   from	   the	   secondary	   structure	   conformations	   obtained	   from	   the	  
crystal	   structure	   can	   be	   observed.	   This	   can	   be	   seen	   in	   Fig.	   3.2.4.	   by	   comparing	   the	  
crosses	  reflecting	  the	  secondary	  structure	  of	  the	  crystal	  structure	  and	  the	  height	  of	  the	  
bars/columns	  representing	  data	  from	  the	  simulation.	  First	  of	  all	  it	  has	  to	  be	  stated	  that	  
the	   total	   number	   of	   simulated	  protein	  models/structures	   is	   low	   (twelve	   for	   perlucin	  
and	   nine	   for	   MBP-­‐A	   in	   total)	   is	   low	   compared	   to	   typical	   concentrations	   in	   typical	  
laboratory	  experiments.	  Additionally	  initial	  models/structures	  might	  have	  partial	  non-­‐
native	   conformations	   due	   to	   modelling/crystallization.	   Since	   only	   one	   simulation	  
parameter	  set	  was	  used	  in	  this	  thesis	  their	   influence	  on	  the	  simulated	  proteins	  could	  
not	  inferred	  from	  the	  data.	  Therefore	  it	  cannot	  be	  expected	  that	  the	  distribution	  of	  the	  
here	   simulated	   secondary	   structure	   conformations	   reflects	   the	   situation	   in	   a	   protein	  
crystal	  used	  for	  experimental	  structure	  determination.	  	  
It	   was	   desirable	   to	   assign	   one	   unique	   secondary	   structure	   to	   each	   residue	   of	   the	  
simulated	   structures/models.	   Since	   the	   time	   dependency	   of	   the	   secondary	   structure	  
was	  not	  evaluated	  in	  this	  thesis	  an	  arbitrary	  threshold	  was	  chosen	  to	  assign	  a	  “general	  
helical”	   (α-­‐helix,	  3/10-­‐helix,	  π-­‐helix)	  or	   “general	  strand”	  (parallel	  and	  anti-­‐parallel	  β-­‐
strands	   including	   β-­‐bridges)	   conformation	   to	   the	   residues	   of	   the	   simulated	   proteins.	  
Referring	  to	  the	  averaged	  results	  of	  a	  MD	  simulation	  series,	  e.g.	  the	  results	  presented	  in	  
Fig.	  3.2.3.	  and	  3.2.4.,	  a	  certain	  conformation	  was	  assigned	  to	  one	  residue	  if	  it	  was	  in	  at	  
least	   75%	   of	   the	   frames	   of	   the	   analysed	   trajectories	   on	   average	   in	   this	   particular	  
conformation.	   In	   Figure	   3.2.5.	   the	   result	   of	   this	   assignment	   is	   shown.	   For	   every	  MD	  
simulation	   series	   every	   residue	  of	   the	   simulated	  protein	  was	  assigned	  a	   “h”	   (general	  
helical)	   or	   “e”	   (general	   strand)	   if	   appropriate.	   This	   can	   be	   compared	   to	   expected	  
secondary	  structure.	  For	  perlucin	  this	  secondary	  structure	  could	  only	  be	  inferred	  from	  
the	  alignment	  with	  templates	  that	  was	  used	  during	  the	  modelling	  process	  (see	  section	  
3.1.	   and	   Fig.	   3.1.4.).	   In	   the	   case	   of	   the	   CTLD	   of	  MBP-­‐A	   the	   secondary	   structure	  was	  
obtained	   from	   the	   PDB	   web	   page	   for	   the	   structures	   1KWT	   and	   1KWV.	   The	   PDB	  
provides	  sequences	  annotated	  according	  to	   the	  DSSP	  algorithm.	  Note	   that	  1KWT	  and	  
























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































To	  provide	  more	   information	   the	   secondary	   structure	  elements	  were	  divided	   into	  β-­‐
strands	   (“E”),	   β-­‐bridges	   (“B”),	   α-­‐helices	   (“H”)	   and	   3/10-­‐helices	   (“G”).	   As	   already	  
introduced	   in	   Fig.	   3.1.4.	   a	   lower	   case	   for	   the	   expected	   secondary	   structure	   for	   a	  
perlucin	  residue	  implies	  that	  only	  one	  template	  has	  this	  conformation	  and	  not	  both	  of	  
the	   templates.	  The	  SSEs	   that	   are	   characteristic	   for	   the	  CTLD	   (e.g.	   Zelensky	  &	  Gready	  
[2003])	  are	  given	  as	  well	  in	  Fig.	  3.2.5.	  
Two	  conclusions	  can	  be	  drawn	  from	  Fig.	  3.2.5.	  For	  both	  perlucin	  and	  MBP-­‐A	  deviations	  
of	   the	   average	   secondary	   structure	   assigned	   to	   each	   residue	   from	   the	   expected	  
secondary	   structure	   can	   be	   observed.	   First	   of	   all	   it	   has	   to	   be	   pointed	   out	   that	   both	  
simulated	   proteins	   lack	   a	   considerable	   structural	   segment:	   perlucin	   lacks	   the	   C-­‐
terminal	   region	   for	  which	  no	   structural	   information	  were	  available	   and	  MBP-­‐A	   lacks	  
the	  N-­‐terminal	   helical	   region.	   For	   the	   latter	   protein	   this	  might	   influence	   at	   least	   the	  
stability	  of	  the	  first	  strand	  or	  even	  other	  parts	  of	  the	  protein	  depending	  on	  the	  native	  
state	  of	  MBP-­‐A.	  It	  is	  suggested	  that	  this	  protein	  can	  form	  oligomers	  (see	  e.g.	  Heise	  et	  al.	  
[2000],	  Weis	  &	  Drickamer	   [1994]).	   In	   the	  case	  of	  perlucin	   the	  native	  structure	   is	  not	  
known	  therefore	  nothing	  can	  be	  said	  about	   the	   influence	  of	   the	  C-­‐terminal	  region	  on	  
the	  overall	  protein	  stability.	  
For	  MBP-­‐A	   the	   secondary	   structure	   reference	  was	  obtained	   from	  a	   crystal	   structure.	  
Since	  a	  protein	  crystal	  is	  not	  a	  native	  environment	  for	  proteins	  the	  observed	  deviations	  
might	   reflect	   the	   influence	   of	   the	   simulated	   environment	   on	   the	   overall	   protein	  
structure.	   However	   the	   results	   of	   the	   MD	   simulations	   with	   MBP-­‐A	   as	   a	   reference	  
protein	   set	   the	   frame	   for	   the	   best	   results	   that	   can	   be	   expected	   from	   the	   simulation	  
protocol	  that	  is	  used	  in	  this	  thesis.	  
With	   respect	   to	   perlucin	   the	  most	   obvious	   explanation	   for	   any	   deviation	   is	   that	   the	  
generated	  model	  has	  some	  shortcomings	  and	  differs	   from	  a	  native	  solution	  structure	  
or	  the	  energetically	  most	  favourable	  one.	  
Nonetheless	   every	   SSE	   characteristic	   for	   CTLDs	   can	   be	   identified	   in	   every	   MD	  
simulation	  series	  of	  perlucin	  and	  MBP-­‐A	  and	  the	  number	  of	  deviations	  is	  of	  the	  same	  
order	  of	  magnitude	  (if	  one	  counts	  naively	  the	  number	  of	  residues	  in	  Fig.	  3.2.5.	  that	  are	  
not	   in	   the	  secondary	  structure	  conformation	  expected	   for	  CTLDs	  and	  omits	   the	  3/10	  
helices).	   Therefore	   the	   obtained	   secondary	   structure	   assignment	   is	   considered	   to	   be	  
reasonable.	  An	  obvious	  influence	  of	  the	  calcium	  ions	  on	  the	  secondary	  structure	  seems	  
not	  to	  be	  visible.	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A	   final	   remark	   concerns	   the	   subsuming	   of	   the	   α-­‐helix,	   3/10-­‐helix	   and	   π-­‐helix	  
conformations	   into	   a	   “general	   helical”	   class.	   The	   π-­‐helix	   conformation	   is	   not	  
encountered	   to	   a	   relevant	   extent	   during	   the	   MD	   simulations.	   In	   contrast	   the	   3/10	  
helical	  conformation	  is	  observed	  more	  frequently.	  In	  the	  Appendix	  the	  Figures	  III.R.10.	  
to	   III.R.12.	   show	   (non-­‐representative)	   examples	   from	   the	   conducted	  MD	  simulations.	  
Especially	  in	  the	  α2	  helix	  of	  the	  CTLD	  fold	  residues	  adopt	  a	  3/10-­‐helical	  conformation	  
or	  switch	  between	  the	  3/10-­‐	  and	  α-­‐helical	  conformations.	  This	  feature	  might	  be	  linked	  
to	   the	   overall	   stability	   of	   the	   α2	   helix.	   In	   a	   short	   review	   of	   α-­‐	   and	   3/10-­‐helices	   in	  
polypeptides	   Bolin	   and	   Millhauser	   (Bolin	   &	   Millhauser	   [1999])	   conclude	   amongst	  
others	  that	  the	  3/10-­‐helix	  could	  be	  an	  intermediate	  state	  between	  the	  unfolded	  and	  α-­‐
helical	  conformation	  of	  polypeptides.	  	  
Therefore	  it	  should	  be	  part	  of	   future	  investigations	  if	   the	   instability	  of	  the	  C-­‐terminal	  
end	   of	   the	   α2	   helix	   is	   the	   results	   of	   a	   modelling	   shortcoming	   or	   actually	   a	   protein	  
feature.	   Remember	   that	   in	   the	   perlucin	   model	   the	   loop	   region	   between	   α2	   and	   β2	  
lacked	  a	   template	  during	   the	  modelling	  process	   (see	  also	  end	  of	   section	  3.1.3.).	  As	   it	  
will	  become	  clear	   in	   section	  3.2.5.	   this	   region	  shows	  a	  high	  positional	   fluctuations.	   It	  
would	   be	   interesting	   to	   investigate	   the	   behaviour	   of	   the	   structure	   of	   OC-­‐17	   (PDB	  
accession	  number	  1GZ2),	  which	  has	   a	   15	   residue	   long	   segment	   between	   its	   α2	  helix	  
and	  β2	  strand.	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3.2.3.	  Solvent	  accessible	  surface	  area	  estimation	  of	  the	  CTLD	  of	  perlucin	  and	  
MBP-­‐A	  
In	  this	  section	  the	  results	  of	  the	  solvent	  accessible	  surface	  area	  (SASA)	  estimations	  are	  
presented.	  The	  SASA	  was	  estimated	  for	  the	  whole	  protein	  surface	  (time-­‐dependent)	  as	  
well	  as	   for	  every	  single	  residue	  (time	  average)	  of	   the	  protein.	  There	  are	   two	  reasons	  
why	   these	   calculations	  were	  performed.	  First	   the	   time-­‐dependent	  SASA	  of	   the	  whole	  
protein	  gives	  a	  hint	  if	  the	  structure	  starts	  to	  unfold.	  Second	  individual	  residues	  can	  be	  
classified	   into	   “buried”	  and	   “surface”	   residues.	  Since	   the	  CTLD	   fold	  has	  characteristic	  
hydrophobic	   cores	   (see	   Zelensky	   &	   Gready	   [2003])	   it	   was	   checked	   which	   perlucin	  
residues	  are	  buried	  and	  contribute	  to	  such	  cores.	  
This	   section	   starts	   with	   a	   short	   introduction	   of	   the	   SASA	   estimation	   used	   here.	   All	  
calculations	  were	  performed	  with	  build-­‐in	   routines	  of	  VMD	  (Humphrey	  et	  al.	   [1996],	  
version	   1.8.7)	   and	   therefore	   the	   SASA	   estimation	   is	   exemplified	  with	   the	  main	   steps	  
executed	   by	   VMD	   (measure sasa …	   command).	   Note	   that	   the	   following	   steps	   were	  
deduced	  mainly	   directly	   from	   the	   C	   source	   code	   (measure.c,	   revision	   1.124,	   extern 
int measure_sasa(…))	  and	  with	  help	  of	  the	  VMD	  manual	  and	  mail	  reflector.	  
The	  some	  principles	  of	  the	  SASA	  estimation	  and	  its	  algorithmic	  implementation	  in	  VMD	  
seem	  to	  resemble	  descriptions	  by	  Lee	  and	  Richards	  (Lee	  &	  Richards	  [1971])	  as	  well	  as	  
Shrake	  and	  Rupley	  (Shrake	  &	  Rupley	  [1973]).	  
	  
First	  of	  all	  to	  all	  atoms	  of	  the	  protein	  structure	  a	  radius	  must	  be	  assigned.	  This	  radius	  is	  
termed	  van	  der	  Waals-­‐radius.	  The	  spherical	  volume	  given	  by	  this	  vdW-­‐radius	  around	  
an	  atom	  is	  considered	  to	  be	  not	  accessible	  by	  other	  atoms	  or	  molecules	  (see	  e.g.	  Bondi	  
[1964]).	   An	   additional	   vdW-­‐radius	  𝑟𝑟! 	  (the	   index	   p	   refers	   to	   “probe”)	   is	   needed	   to	  
describe	  one	  molecule	  of	  the	  solvent	  in	  which	  the	  protein	  is	  immersed.	  
Then	  the	  selection	  of	  atoms	  for	  which	  the	  SASA	  has	  to	  be	  estimated	  is	  searched	  for	  the	  
largest	  vdW	  radius	  𝑟𝑟!"# .	  Now	   for	  every	  atom	  𝑖𝑖	  in	   this	   selection	  a	   list	  of	  neighbouring	  
atoms	  within	  a	  distance  2 ⋅ (𝑟𝑟!"# + 𝑟𝑟!)	  is	  set	  up.	  
In	   the	  next	  step	  –	  which	  explains	  why	   it	   is	  advisable	   to	  consider	   the	  calculated	  SASA	  
values	  as	  an	  estimation	  –	  a	   certain	  number	  of	  points	  𝑁𝑁!"!	  (500	  by	  default	   in	  VMD)	   is	  
distributed	   randomly	  on	  a	  unit	   sphere.	  This	   step	   is	  performed	  only	  once	  and	  not	   for	  
every	  single	  atom.	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The	   following	   steps	   are	  performed	   in	   a	   loop	  over	   every	   atom	  𝑖𝑖	  and	   are	   illustrated	   in	  
Fig.	  3.2.6.	  The	  radii	  of	  the	  points	  on	  the	  unit	  sphere	  are	  extended	  to	  𝑟𝑟!" = 𝑟𝑟! + 𝑟𝑟!	  which	  
is	  the	  sum	  of	  the	  vdW	  radius	  𝑟𝑟! 	  of	  atom	  𝑖𝑖	  and	  the	  radius	  of	  one	  solvent	  molecule.	  Now	  
for	   every	   of	   the	  𝑁𝑁!"!	  points	   on	   a	   sphere	   with	   radius	  𝑟𝑟!"	  it	   is	   checked	   if	   the	   distance	  
between	  the	  point	  on	  the	  sphere	  and	  any	  neighbour	  atom  𝑘𝑘	  of	  atom	  𝑖𝑖	  is	  ≤ 𝑟𝑟! + 𝑟𝑟!.	  If	  this	  
is	  true	  then	  the	  corresponding	  point	  on	  the	  sphere	  around	  atom	  𝑖𝑖	  is	  considered	  not	  to	  
be	   solvent	   accessible.	  When	   the	   evaluation	   is	   finished	   for	   every	  point	   around	   atom	  𝑖𝑖	  
the	   SASA	   contribution	  of	   atom	  𝑖𝑖	  can	  be	   calculated	  with	   the	  number	  of	   the	   remaining	  
points	  𝑁𝑁! ≤ 𝑁𝑁!"!	  on	  a	  sphere	  around	  atom	  𝑖𝑖.	  The	  contribution	  is	  given	  as	  𝑆𝑆! = 4𝜋𝜋 ⋅ 𝑟𝑟!
! ⋅
  𝑁𝑁! 𝑁𝑁!"! .	  
	  
Fig.	   3.2.6.	   Two-­‐dimensional	   exemplification	   of	   the	   SASA	   estimation	   principle	   in	   VMD.	   Three	  
atoms	   labelled	  𝑖𝑖,	  𝑘𝑘	  and	  𝑙𝑙	  are	   represented	   through	   their	   vdW	   sphere	   (black	   solid	   circles)	  with	  
radii	  𝑟𝑟! ,	  𝑟𝑟! 	  and	  𝑟𝑟! .	   The	   vdW	  spheres	  of	   every	   atom	  are	   surrounded	  by	   small	   coloured	   squares	  
laying	  on	  a	  sphere	  (thin	  black	  circle,	  given	   for	  clarity	  only)	  of	  radius	  𝑟𝑟!" = 𝑟𝑟! + 𝑟𝑟!	  (sum	  of	   the	  
vdW	   radii	   of	   the	   atom	  and	   the	   solvent	  molecule).	   Let	   atoms	  𝑙𝑙	  and	  𝑘𝑘	  be	   neighbours	   of	   atom	  𝑖𝑖.	  
The	  SASA	  of	   atom	  𝑖𝑖	  is	   then	  determined	  with	   the	   following	   steps.	   First	   the	  distances	  between	  
any	  square	  surrounding	  atom	  𝑖𝑖	  and	  centre	  of	  atom	  𝑘𝑘	  is	  determined.	  Two	  examples	  are	  given	  in	  
the	   figure	   denoted	   as	  𝑟𝑟!	  (green)	   and	  𝑟𝑟!	  (red).	   If	   these	   distances	   are	  ≤ 𝑟𝑟! + 𝑟𝑟! = 𝑟𝑟!",! 	  then	   the	  
corresponding	   square	   (that	   surrounds	   atom	  𝑖𝑖)	   is	   removed	   (squares	   coloured	   in	   red).	   This	  
procedure	   is	   repeated	   for	   the	  next	  neighbour	  𝑙𝑙	  of	  atom	  𝑖𝑖.	   In	   the	  same	   fashion	  all	  other	  atoms	  
are	  treated.	  Finally	  the	  green	  squares	  are	  used	  to	  estimate	  the	  SASA	  of	  the	  atoms	  𝑖𝑖,	  𝑘𝑘	  and	  𝑙𝑙.	  
	  
Obviously	  the	  number	  𝑁𝑁!"!	  controls	  the	  accuracy	  of	  the	  SASA	  estimation	  at	  the	  expense	  
of	   computational	   speed.	   In	   Appendix	   III.O.	   some	   exemplary	   SASA	   values	   calculated	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with	   different	  𝑁𝑁!"!	  are	   given.	   No	   explicit	   discrimination	   between	   inside	   and	   outside	  
surface	  of	  the	  protein	  is	  made.	  This	  means	  that	  the	  surface	  of	  potential	  cavities	  inside	  
the	  protein	  count	  to	  the	  total	  SASA	  of	  the	  protein.	  No	  attempts	  were	  made	  in	  this	  thesis	  
to	  investigate	  the	  structures	  for	  cavities.	  
	  
For	   the	  evaluation	  of	   the	  AMBER	  MD	  trajectories	   the	  vdW-­‐radii	  were	   taken	   from	  the	  
“parm99.dat”	  and	  “frcmod.ff03”	  parameter	  files	  and	  assigned	  to	  the	  atoms	  in	  VMD	  (the	  
VMD	   script	   can	   be	   found	   in	   Appendix	   III.N.1.).	   Consequently	   the	   vdW-­‐radius	   of	   the	  
water	  molecule	  was	  chosen	  to	  be	  that	  of	  TIP3P	  water	  with	  𝑟𝑟 = 1.7683  Å.	  
To	  reduce	  the	  time	  required	  for	  computation	  of	  the	  SASAs	  the	  above	  described	  default	  
value	  𝑁𝑁!"! = 500	  was	  used	  and	  from	  the	  MD	  trajectories	  only	  210	  out	  of	  5010	  frames	  
were	   evaluated.	   In	   this	   set	   of	   210	   frames	   the	   first	   ten	   frames	   contained	   the	   initial	  
protein	   structure	   as	   well	   as	   the	   structures	   after	   each	   individual	   simulation	   of	   the	  
heating	  phase.	  From	  the	  unconstrained	  MD	  simulation	  each	  25th	  frame	  was	  taken.	  For	  
each	   of	   the	   210	   frames	   following	   calculations	   were	   performed	  with	   VMD.	   The	   total	  
SASA	   of	   the	   protein	   was	   calculated.	   Then	   for	   every	   single	   residue	   two	   SASA	  
calculations	  were	  performed.	  The	  SASA	  of	  the	  isolated	  (without	  the	  remaining	  protein)	  
residue	  𝑆𝑆!
!	  is	  calculated	  and	  the	  SASA	  of	  the	  residue	  in	  the	  complete	  protein	  structure	  
𝑆𝑆!
!	  is	  calculated.	  The	  important	  quantity	  is	  the	  relative	  SASA	  (rSASA)	  per	  residue	  given	  
by	  𝑆𝑆!
!/𝑆𝑆!
! 	  (VMD	   script	   is	   given	   in	   Appendix	   III.N.2.).	   This	   ratio	   will	   allow	   a	   rough	  
decision	  if	  a	  residue	  is	  buried	  inside	  the	  protein	  (see	  following	  paragraphs).	  Note	  that	  
the	   residue	   consists	   of	   the	   sidechain	   and	   backbone	   atoms	   and	   that	   the	   SASA	   values	  
strongly	  depend	  on	  the	  set	  of	  used	  vdW-­‐radii	  as	  well	  as	  the	  algorithm.	  Furthermore	  it	  
is	   important	   to	  underline	   that	   the	  SASA	  value	  of	   the	   isolated	   residue	  𝑆𝑆!
!	  is	   calculated	  
new	  in	  every	  analysed	  frame.	  This	  implies	  that	  there	  is	  no	  time	  independent	  reference	  
conformation	   for	   the	   isolated	   residues	   (and	   therefore	   no	   constant	   SASA	   reference	  
value	   for	   every	   residue).	   This	   procedure	   is	   in	   contrast	   to	   other	   approaches.	   For	  
example	  Miller	  et	  al.	  (Miller	  et	  al.	  [1987])	  calculated	  the	  reference	  SASA	  of	  residue	  X	  in	  
a	   tripeptide	   Gly-­‐X-­‐Gly	   where	   the	   residues	   were	   in	   an	   extended	   conformation	   (𝛷𝛷 =
−120°, 𝛹𝛹 = 140°).	  
To	  condense	  the	  information	  further	  the	  arithmetic	  mean	  of	  the	  rSASA	  per	  residue	  is	  
calculated	   from	   the	   210	   values	   obtained	   as	   well	   as	   the	   average	   deviation	   from	   this	  
mean	  (see	  Appendix	  III.P.3.	  for	  the	  IGOR	  script).	  The	  time-­‐dependency	  of	  the	  rSASA	  for	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every	  residue	  is	  not	  evaluated	  but	  for	  the	  total	  SASA	  of	  the	  protein.	  Finally	  the	  results	  
obtained	  from	  each	  MD	  series	  with	  the	  same	  initial	  structure	  are	  averaged.	  
	  
	  
Fig.	   3.2.7.	   Averaged	   time	   dependent	   total	   SASA	   of	   perlucin	   during	   different	   MD	   series.	   The	  
ordinate	  shows	  the	  total	  SASA	  in	  Å!	  and	  the	  abscissa	  the	  time	  in	  𝑝𝑝𝑝𝑝.	  The	  vertical	  dashed-­‐and-­‐
dotted	  black	  line	  at	  200  𝑝𝑝𝑝𝑝	  separates	  the	  constrained	  heating	  phase	  and	  the	  unconstrained	  MD	  
simulations.	  The	  red	  line	  decorated	  with	  red	  crosses	  is	  the	  average	  of	  the	  six	  MD	  simulations	  
conducted	  with	   the	   perlucin	  model	  with	   four	   associated	   calcium	   ions.	   The	   thin	   red	   line	   is	   a	  
linear	   fit	   of	   the	   SASA	   during	   the	   unconstrained	   simulation	   phase	   (slope	  ≈ −14  Å!/𝑛𝑛𝑛𝑛).	   The	  
blue	  line	  with	  open	  circles	  represents	  the	  average	  SASA	  of	  the	  three	  simulations	  of	  the	  perlucin	  
model	  with	  two	  associated	  calcium	  ions.	  The	  thin	  blue	  line	  is	  a	  linear	  fit	  of	  the	  SASA	  during	  the	  
unconstrained	   simulation	   phase	   (slope	   ≈ 20  Å!/𝑛𝑛𝑛𝑛 ).	   The	   average	   SASA	   of	   the	   three	  
simulations	   of	   the	   perlucin	   model	   without	   calcium	   ions	   is	   the	   green	   line	   decorated	   with	  
triangles.	  The	  slope	  of	  the	  linear	  fit	  (thin	  green	  line)	  is	  ≈ 11  Å!/𝑛𝑛𝑛𝑛.	  Note	  that	  only	  every	  third	  




Fig.	   3.2.8.	   Averaged	   time	   dependent	   total	   SASA	   of	   the	   CTLD	   of	   MBP-­‐A	   during	   different	   MD	  
series.	   The	   ordinate	   shows	   the	   total	   SASA	   in	  Å!	  and	   the	   abscissa	   the	   time	   in	  𝑝𝑝𝑝𝑝.	   The	   vertical	  
dashed-­‐and-­‐dotted	   black	   line	   at	  200  𝑝𝑝𝑝𝑝 	  separates	   the	   constrained	   heating	   phase	   and	   the	  
unconstrained	  MD	  simulations.	  The	  red	   line	  decorated	  with	  red	  crosses	   is	   the	  average	  of	   the	  
three	  MD	  simulations	  conducted	  with	  the	  CTLD	  of	  MBP-­‐A	  with	  three	  associated	  calcium	  ions.	  
The	  thin	  red	   line	   is	  a	   linear	  fit	  of	   the	  SASA	  during	  the	  unconstrained	  simulation	  phase	  (slope	  
≈ 10  Å!/𝑛𝑛𝑛𝑛).	   The	   blue	   line	   with	   open	   circles	   represents	   the	   average	   SASA	   of	   the	   three	  
simulations	   of	   the	  MBP-­‐A	   structure	  with	   one	   associated	   calcium	   ion.	   The	   thin	   blue	   line	   is	   a	  
linear	   fit	   of	   the	   SASA	   during	   the	   unconstrained	   simulation	   phase	   (slope	  ≈ 14  Å!/𝑛𝑛𝑛𝑛).	   The	  
average	   SASA	   of	   the	   three	   simulations	   of	   the	   CTLD	   without	   calcium	   ions	   is	   the	   green	   line	  
decorated	   with	   triangles.	   	   The	   thin	   green	   line	   is	   the	   linear	   fit	   of	   the	   SASA	   during	   the	  
unconstrained	   MD	   simulation	   (slope	  ≈ 14  Å!/𝑛𝑛𝑛𝑛).	   Note	   that	   only	   every	   third	   data	   point	   is	  
highlighted	   by	   a	  marker	   for	   clarity.	   The	   horizontal	   dashed	   lines	   are	   the	   SASA	   values	   of	   the	  
initial	   structures	   prior	   to	   the	   minimization	   and	  MD	   simulations.	   The	   colours	   correspond	   to	  
those	   of	   the	   SASA	  graphs.	  Note	   that	   the	   green	  horizontal	   dashed	   line	   runs	  below	   the	   legend	  
box.	  
	  
The	   time	   dependency	   of	   the	   total	   SASA	   of	   the	   CTLDs	   of	   perlucin	   and	   MBP-­‐A	   is	  
illustrated	   in	   Fig.	   3.2.7.	   and	   Fig.	   3.2.8.	   In	   both	   figures	   three	   graphs	   are	   shown	  
representing	   the	   average	   SASA	   of	   the	   proteins	   during	   the	   different	   MD	   simulation	  
series.	   The	   vertical	   dashed-­‐and-­‐dotted	   line	   indicates	   the	   onset	   of	   the	   unconstrained	  
simulations	  after	  200  𝑝𝑝𝑝𝑝.	  For	  perlucin	  the	  maximum	  increase	  of	  the	  SASA	  between	  the	  
last	   data	   point	   of	   the	   constrained	   simulation	   and	   the	   first	   data	   point	   of	   the	  
unconstrained	   simulation	   (time	   interval	  50  𝑝𝑝𝑝𝑝)	   is	  ≈ 650  Å!	  (run21).	   Such	   a	   jump	   is	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also	  encountered	  in	  the	  MBP-­‐A	  simulations	  but	  not	  with	  a	  similar	  magnitude.	  Here	  the	  
largest	  increase	  is	  ≈ 194  Å!	  (run02).	  
For	  every	  MD	  simulation	  series	  the	  rough	  tendency	  of	  the	  total	  SASA	  was	  determined	  
from	   a	   linear	   fit	   of	   the	   values	   obtained	   during	   the	   unconstrained	  MD	   (thin	   coloured	  
lines	   in	   Figs.	   3.2.7.	   and	   3.2.8.).	   The	   largest	   value	   obtained	   for	   perlucin	   is	  ≈ 20  Å!/𝑛𝑛𝑛𝑛	  
whereas	  for	  the	  MBP-­‐A	  simulations	  the	  largest	  slope	  is	  ≈ 14  Å!/𝑛𝑛𝑛𝑛.	  
Since	   the	  CTLD	  of	  MBP-­‐A	  was	   taken	   from	  a	  crystal	   structure,	   the	  SASAs	  of	   the	   initial	  
structure	   prior	   to	   any	   simulation	   and	  minimization	   are	   given	   as	   coloured	  horizontal	  
dashed	   lines	   in	   Fig.	   3.2.8.	   This	   allows	   a	   quick	   comparison	   between	   the	   SASAs	   of	   the	  
initial	  structures	  and	  the	  graphs	  of	  the	  SASAs	  during	  the	  MD	  simulation	  showing	  that	  
the	   SASAs	   during	   the	   MD	   simulations	   are	   notably	   larger	   than	   those	   of	   the	   initial	  
structures.	  
From	   the	   SASA	   data	   presented	   in	   Figs.	   3.2.7.	   and	   3.2.8.	   it	   can	   be	   concluded	   that	   the	  
perlucin	   models	   do	   not	   show	   significantly	   more	   SASA	   increase	   during	   the	  
unconstrained	  10  𝑛𝑛𝑛𝑛	  MD	  simulations	  than	  the	  MBP-­‐A	  reference.	  This	  is	   interpreted	  as	  
another	  hint	  to	  the	  overall	  stability	  of	  the	  perlucin	  model	  during	  the	  simulations.	  
However	   the	   slow	   SASA	   increase	   of	   the	   CTLD	   of	   MBP-­‐A	  might	   be	   caused	   by	   the	   N-­‐
terminal	  residue	  segment	  in	  front	  of	  the	  first	  β1	  strand.	  As	  it	  can	  be	  seen	  in	  Fig.	  3.2.2.B	  
the	  N-­‐terminal	  end	  was	  able	  to	  move	  freely	  for	  two	  reasons.	  The	  N-­‐terminal	  helical	  coil	  
is	   not	   considered	  during	   the	  MD	   simulations	   and	   the	  N-­‐terminal	   end	  of	   the	  CTLD	  of	  
MBP-­‐A	  does	  not	  form	  a	  β-­‐hairpin	  stabilized	  by	  a	  disulphide	  bridge	  (see	  Fig.	  3.2.2.C).	  
The	   sudden	   increase	   of	   the	   SASA	   after	   releasing	   the	   restraints	   points	   toward	   some	  
non-­‐relaxed	   folds	   of	   the	   initial	   perlucin	   models.	   This	   SASA	   jump	   occurs	   in	   the	  
simulations	  of	  MBP-­‐A	  as	  well	  but	  not	  to	  the	  extent	  as	  observed	  for	  perlucin.	  Therefore	  
it	   might	   be	   necessary	   to	   adjust	   the	   minimization	   and	   heating	   protocol	   to	   obtain	   a	  
smoother	   transition	   from	   the	   constrained	   heating	   to	   the	   long	   and	   unconstrained	  
simulations.	  
Note	   that	   the	  MBP-­‐A	  structure	  without	  calcium	   ions	   is	   five	  residues	  shorter	   than	   the	  
other	  MBP-­‐A	  structures	  what	  is	  a	  probable	  explanation	  why	  its	  SASA	  values	  are	  shifted	  
to	   lower	  values.	   In	  a	  similar	  manner	  the	  perlucin	  model	  with	  four	  associated	  calcium	  
ions	  is	  four	  residues	  longer	  and	  therefore	  its	  SASA	  values	  are	  possibly	  higher	  than	  that	  
of	  the	  other	  perlucin	  models.	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Fig.	  3.2.9.	  Average	   relative	  SASA	  per	   residue	  of	  perlucin	  with	   four	   calcium	   ions	   (run09).	  The	  
error	  bars	  are	  obtained	  from	  the	  average	  deviation	  from	  the	  mean.	  The	  total	  length	  of	  the	  error	  
bars	  is	  twice	  the	  average	  deviation	  from	  the	  mean	  for	  the	  corresponding	  residue.	  
	  
	  
Fig.	  3.2.10.	  Average	   relative	  SASA	  per	   residue	  of	   the	  CTLD	  of	  MBP-­‐A	  with	   three	  calcium	   ions	  
(run07).	   The	   error	   bars	   are	   obtained	   from	   the	   average	   deviation	   from	   the	   mean.	   The	   total	  




The	  figures	  3.2.9.	  and	  3.2.10.	  show	  the	  average	  rSASA	  on	  a	  residue	  basis	   for	  perlucin	  
with	   four	   calcium	   ions	   and	   MBP-­‐A	   with	   three	   calcium	   ions.	   The	   graphs	   for	   the	  
remaining	   MD	   simulation	   series	   can	   be	   found	   in	   Appendix	   III.R.4.	   Note	   that	   two	  
averaging	   steps	   were	   performed.	   In	   a	   first	   step	   the	   rSASA	   time-­‐average	   of	   every	  
residue	   in	   every	  MD	   simulation	  was	   calculated.	   In	   a	   second	   step	   these	   results	   –	   the	  
rSASA	  time-­‐average	  as	  well	  as	  the	  average	  deviation	  from	  the	  mean	  –	  were	  averaged	  
over	  all	  simulations	  from	  the	  same	  MD	  simulation	  series.	  
As	  it	  can	  be	  seen	  certain	  residues	  have	  a	  low	  rSASA	  value.	  If	  this	  value	  is	  below	  or	  equal	  
to	  5%	  than	  the	  corresponding	  residue	  was	  considered	  to	  be	  buried	  inside	  the	  protein.	  
Such	   a	   5%	   cut-­‐off	   was	   used	   by	   Miller	   et	   al.	   (Miller	   et	   al.	   [1987])	   to	   discriminate	  
between	   interior	   and	   surface	   residues.	   Note	   however	   the	   differences	   in	   the	   rSASA	  
calculation	  by	  Miller	  et	  al.	  and	  the	  approach	  used	  in	  this	  thesis.	  
Figure	   3.2.11.	   shows	   the	   buried	   residues	   in	   the	   different	   MD	   simulation	   series	   of	  
perlucin	   and	   MBP-­‐A.	   It	   was	   checked	   if	   the	   observed	   pattern	   of	   buried	   residues	  
corresponds	   to	   the	   expected	   consensus	   distribution	   of	   residues	   participating	   in	  
hydrophobic	   cores.	  Zelensky	  and	  Gready	   (Zelensky	  &	  Gready	   [2003])	  distinguish	   the	  
primary	  hydrophobic	  core	  (PHC),	  the	  small	  hydrophobic	  core	  (SHC)	  and	  the	  long-­‐loop	  
region	  hydrophobic	  core	  (LLRHC).	  They	  derived	  a	  consensus	  concerning	  the	  residues	  
that	   form	   the	   aforementioned	   hydrophobic	   cores	   (HC)	   (see	   Fig.	   2a	   in	   Zelensky	   &	  
Gready	   [2003]).	  Additionally	   the	   authors	  note	   certain	   residues	  and	  physico-­‐chemical	  
properties	  of	   residues	   that	  are	  characteristic	   for	   the	  CTLD	   fold.	  Zelensky	  and	  Gready	  
analysed	  the	  structures	  1RTM	  and	  1DV8	  explicitly	  in	  their	  study.	  This	  allowed	  naming	  
the	   residues	   that	   should	   appear	   in	   the	   three	  HCs	   and	   indentifying	   the	   characteristic	  
residues	  of	  the	  CTLD	  fold	  in	  perlucin	  and	  MBP-­‐A	  (see	  also	  section	  3.1.2.).	  	  
The	   structure	  with	   the	   PDB	   accession	   code	   1RTM	   is	   a	  MBP-­‐A	   protein	   as	  well	   as	   the	  
structures	  1KWT	  and	  1KWV	  that	  were	  used	  in	  this	  thesis.	  Additionally	  1RTM	  (chain	  1)	  
and	  1KWT/V	  (chain	  A)	  have	  identical	  sequences	  and	  the	  RMSd	  between	  the	  Cα	  atoms	  is	  
≈ 0.12  Å	  (residues	   104	   to	   221;	   chain	   1	   for	   1RTM	   and	   chain	   A	   for	   1KWV).	   So	   the	  

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































For	  perlucin	  the	  alignment	  given	  in	  Fig.	  3.1.4.	  with	  ASGR	  and	  MBP-­‐A	  was	  used	  to	  assign	  
the	  expected	  occurrence	  of	  the	  HCs	  and	  of	  the	  CTLD	  characteristic	  residues.	  For	  Gly1	  to	  
Ala66	   the	  structure	  1DV8	  (or	  sequence	  of	  ASGR)	  and	   for	  Ala66	   to	  Asp116	   the	  structure	  
1KWV/T	  (sequence	  of	  MBP-­‐A)	  was	  used.	  The	  assignments	  in	  the	  segment	  from	  Asp116	  
to	  Arg131	  were	  solely	  made	  with	  the	  help	  of	  the	  conserved	  Cys	  residues	  as	  reference.	  
The	   characteristic	   residues	   “α2Ω3”	   and	   “α2Ω4”	   assigned	   to	   the	   structure	   1DV8	   by	  
Zelensky	  et	  al.	  (Zelensky	  &	  Gready	  [2003])	  were	  not	  assigned	  to	  the	  perlucin	  sequence	  
due	  to	  the	  gap	  region	   in	  the	  alignment	  after	  the	  α2	  helix.	  This	  uncertainty	   is	  also	  the	  
reason	  why	   the	   assignment	   of	   Ala53	   in	   perlucin	   to	   the	   PHC	  was	   not	   justified	   by	   the	  
alignment	  (there	  is	  probably	  a	  misalignment	  close	  to	  the	  gap	  region	  after	  α2;	  see	  also	  
the	  α2	  helix	  assignment	  in	  Fig.	  3.1.4.	  after	  the	  gap).	  
Whether	   Ala48	   in	   1KWT/V	   is	   a	   characteristic	   residue	   of	   the	   CTLD	   fold	   cannot	   safely	  
deduced	  from	  the	  aforementioned	  figure	  given	  by	  Zelensky	  et	  al.	  (due	  to	  several	  gaps	  
in	  the	  multiple	  alignment	  therein).	  
As	  it	  is	  indicated	  by	  the	  stars	  “*”	  in	  Fig.	  3.2.10.	  the	  relative	  number	  of	  residues	  that	  are	  
buried	   (average	   rSASA	  ≤ 5%)	   in	   the	   three	   distinguished	  HCs	   (PHC,	   SHC,	   LLRHC)	   on	  
average	  in	  every	  MD	  simulation	  series	  is	  similar	  for	  perlucin	  (16	  out	  of	  22)	  and	  MBP-­‐A	  
(18	  out	  of	  23).	  
These	   results	   are	   interpreted	   as	   another	   hint	   that	   a	   reasonable	   perlucin	  model	  was	  
sampled	  during	   the	  MD	   simulations.	   The	   calcium	   ions	  were	  not	   incorporated	  during	  
the	   SASA	   estimation	   of	   the	   residues.	   One	   can	   expect	   that	   they	   might	   shield	   some	  
residues	   against	   solvent	   molecules.	   Whether	   the	   calcium	   ions	   have	   an	   implicit	  
influence	   –	   e.g.	   through	   structure	   stabilization	   –	   on	   the	   solvent	   exposure	   of	   certain	  




Fig.	  3.2.12.	  Consensus	  residues	   from	  the	  MD	  simulation	  series	  of	  perlucin	  (A)	  and	  MBP-­‐A	  (B)	  
participating	  in	  three	  different	  hydrophobic	  cores.	  The	  left	  part	  A)	  shows	  the	  perlucin	  model	  of	  
one	  MD	  simulation	  with	  two	  calcium	  ions	  after	  10.2  𝑛𝑛𝑛𝑛	  and	  the	  right	  part	  B)	  the	  CTLD	  of	  MBP-­‐
A	  after	  one	  10.2  𝑛𝑛𝑛𝑛	  simulation	  with	  one	  calcium	  ion.	  The	  transparent	  red	  spheres	  represent	  the	  
calcium	  ions.	  In	  light	  green	  the	  consensus	  characteristic	  residues	  of	  the	  primary	  hydrophobic	  
core	  are	  shown.	  The	  residues	  in	  orange	  are	  the	  consensus	  characteristic	  residues	  of	  the	  small	  
hydrophobic	   core.	   The	   consensus	   characteristic	   residues	   taking	   part	   in	   the	   long	   loop	  
hydrophobic	  core	  are	  coloured	  violet.	  The	  SSEs	  are	  labelled	  according	  to	  the	  nomenclature	  for	  
CTLDs.	   The	   molecules	   are	   rendered	   with	   VMD	   (Humphrey	   et	   al.	   [1996]	   version	   1.9.1)	   and	  
labels	  are	  added	  with	  Inkscape	  (http://inkscape.org).	  The	  “New	  Cartoon”	  representation	  of	  the	  
protein	  involves	  the	  STRIDE	  algorithm	  (Frishman	  &	  Argos	  [1995]).	  
	  
Figure	  3.2.12.	  provides	   information	  on	  the	   location	  of	   the	  PHC,	  SHC	  and	  LLRHC	  in	  an	  
exemplary	  perlucin	  (structure	  after	  a	  simulation	  of	  10.2  𝑛𝑛𝑛𝑛	  with	  two	  calcium	  ions)	  and	  
MBP-­‐A	   structure	   (structure	   after	   a	   simulation	   of	  10.2  𝑛𝑛𝑛𝑛	  with	   one	   calcium	   ion).	   In	  
different	   colours	   (light	   green,	   orange,	   violet)	   the	   consensus	   characteristic	   residues	  
participating	  in	  the	  different	  HCs	  (residues	  marked	  with	  a	  “*”	  in	  Fig.	  3.2.11.).	  The	  PHC	  
(light	  green)	  has	  contributions	  from	  residues	  from	  β1,	  directly	  following	  β1’,	  α2,	  β2,	  β3	  
and	  β5.	  The	  SHC	  (orange)	  residues	  stem	  partially	  from	  α1,	  β1’	  and	  β2.	  Both	  of	  the	  cores	  
are	  in	  the	  “lower	  lobe”	  of	  the	  CTLD	  fold.	  To	  the	  LLRC	  there	  are	  contributions	  from	  β2,
β2’’,	  β3,	  β4	  and	  residues	  from	  the	  LLR.	  Remarkably	  the	  characteristic	  “WIGL”	  motif	  of	  
the	  CTLD	  (β2)	  participates	  in	  all	  three	  cores (Zelensky	  &	  Gready	  [2003]).	  Here	  only	  the	  
occurrence	   of	   the	   residues	   in	   distinct	   hydrophobic	   cores	   –	   as	   described	   by	   Zelensky	  
106	  
and	  Gready	  (Zelensky	  &	  Gready	  [2003])	  –	  is	  investigated	  and	  not	  any	  further	  details	  of	  
atomic/residue	  positions	  or	  orientations.	  	  
	  
3.2.4.	  Association	  of	  calcium	  ions	  to	  residues	  of	  the	  CTLD	  of	  perlucin	  and	  
MBP-­‐A	  
Several	  MD	  simulation	  series	  were	  conducted	  with	  initial	  protein	  structures	  containing	  
calcium	   ions	   at	   different	   characteristic	   sites.	   The	   following	   short	   summary	   treating	  
calcium	   ions	   in	   CTLDs	   is	   based	   on	   a	   review	   of	   the	   CTLD	   superfamily	   written	   by	  
Zelensky	  and	  Gready	  (Zelensky	  &	  Gready	  [2005],	  especially	  section	  “Ca-­‐binding	  sites”	  
and	  references	  given	  therein).	  As	  it	   is	  presented	  in	  the	  introduction	  (see	  section	  2.3.)	  
crystal	  structures	  of	  CTLDs	  are	  known	  to	  possess	  up	  to	  four	  associated	  calcium	  ions	  at	  
characteristic	  positions.	  Fig.	  3.2.13.	  shows	  the	  characteristic	  calcium	  ion	  sites	  and	  the	  
residues	  that	  have	  at	   least	  one	  oxygen	  atom	  within	  3  Å	  distance	  to	  a	  calcium	  ion.	  The	  
ion	   labelled	   as	   Ca-­‐2	   positioned	   in	   the	   LLR	   interacts	   with	   residues	   from	   the	  
characteristic	   WND	   and	   EPN	   or	   QPD	   motif.	   It	   can	   be	   involved	   in	   monosaccharide	  
binding	  by	  providing	  the	  necessary	  orientation	  of	  residues	  and	  interacting	  with	  oxygen	  
atoms	   from	   the	   carbohydrate.	   The	   Ca-­‐4	   can	   connect	   residues	   from	   α2	   and	   β5	   and	  
therefore	   most	   probably	   contributes	   to	   the	   protein	   structure	   stability.	   This	   type	   of	  
interaction	  can	  be	  found	  in	  the	  crystal	  structure	  of	  ASGR	  (PDB	  accession	  code	  1DV8):	  
Glu277	   (β5),	  Glu196	   (α2)	  and	  Val190	   (between	  β1’	  and	  α2)	  are	  connected	  via	  a	   calcium	  
ion.	  However	  as	  it	  is	  the	  case	  in	  the	  crystal	  structure	  1KWV	  of	  MBP-­‐A	  this	  stabilization	  
involves	  not	  necessarily	  an	  ion:	  Glu143	  (α2)	  and	  Glu218	  (β5)	  are	  connected	  via	  the	  basic	  
Lys110	   residue.	   If	  Ca-­‐1	   in	   the	  LLR	  plays	  a	  general	   functional	   role	   in	  CTLDs	  except	   for	  
structure	  stabilization	  (see	  section	  3.2.5.)	  seems	  not	  to	  be	  clear.	  Concerning	  Ca-­‐3	  it	   is	  
suspected	  that	  at	  least	  for	  the	  crystal	  structure	  2MSB	  (PDB	  accession	  code)	  of	  MBP-­‐A	  
the	  occupation	  of	   this	   site	   is	   a	   preparation	   artefact	   (Weis	  et	  al.	   [1992]).	  Nonetheless	  
from	  MD	  simulation	  data	  Harte	  and	  Bajorath	  (Harte	  Jr.	  &	  Bajorath	  [1994])	  concluded	  
















































































































































































































































































































































































































































































































































































































































































































In	  Fig.	  3.2.13.	  the	  number	  of	  oxygen	  atoms	  within	  a	  3  Å	  distance	  of	  every	  calcium	  ion	  is	  
given	   as	   further	   information	   in	   brackets	   after	   the	   ion	   labels.	   Note	   that	   the	   Ca-­‐2	   in	  
perlucin	  (Fig.	  3.2.13.C	  is	  the	  CTLD	  structure	  of	  perlucin	  after	  the	  minimization	  step	  of	  
one	  exemplary	  MD	  simulation)	  has	  indeed	  six	  coordinated	  oxygen	  atoms	  but	  only	  from	  
four	  residues.	  The	  distance	  between	  the	  sidechain	  oxygen	  of	  Asn115	  and	  Ca-­‐2	  is	  about	  
5  Å .	   This	   is	   contrary	   to	   at	   least	   the	   crystal	   structures	   (no	   MD	   or	   minimization	  
performed)	  of	  ASGR	  and	  MBP-­‐A	  shown	  in	  Fig.	  3.2.13.A	  and	  3.2.13.B.	  In	  both	  cases	  the	  
oxygen	  of	  the	  Asn	  residue	  is	  within	  3  Å	  distance	  of	  Ca-­‐2.	  Since	  these	  residues	  are	  part	  
of	   the	   well-­‐conserved	  WND	   motif	   of	   CTLDs	   (see	   e.g.	   Drickamer	   [1993],	   Zelensky	   &	  
Gready	  [2005])	  it	  is	  assumed	  that	  in	  the	  case	  of	  perlucin	  the	  initial	  orientation	  of	  Asn115	  
might	  be	  incorrect.	  In	  the	  perlucin	  model	  used	  for	  all	  MD	  simulations	  with	  calcium	  ions	  
the	  initial	  distance	  between	  the	  oxygen	  of	  Asn115	  and	  Ca-­‐2	  is	  3.47  Å.	  
Every	  MD	  simulation	  containing	  Ca2+	  ions	  was	  analysed	  with	  “ptraj”.	  For	  every	  protein	  
oxygen	  or	  nitrogen	  (nitrogen	  atoms	  were	  included	  due	  to	  their	  negative	  partial	  charge)	  
the	  frames	  were	  counted	  in	  which	  those	  atoms	  had	  a	  distance	  to	  a	  calcium	  ion	  less	  or	  
equal	   to	  3  Å.	  This	  resulted	   in	  occupancy	  values	  (relative	  number	  of	   frames)	   for	  every	  
“bond”	  between	  an	  oxygen	  atom	  and	  a	  calcium	   ion.	  Note	   that	   the	  sole	  criterion	   for	  a	  
“bond”	   is	   a	   distance	   between	   oxygen	   and	   calcium	   of	  ≤ 3  Å .	   Occupancies	   (in	   the	  
aforementioned	  sense)	  below	  5%	  were	  not	   reported	   to	  avoid	  a	  possible	   “spillage”	  of	  
the	   “ptraj”	   output.	   Since	   nitrogen	   atoms	   never	   appeared	   in	   the	   results	   list	   the	  
occupancy	   of	   a	   nitrogen-­‐calcium	   ion	  distance	   of	  3  Å	  or	   less	   had	   to	   be	   below	  5%.	   For	  
every	   “bond”	   that	   occurred	   the	   occupancy	   values	   were	   averaged	   over	   the	   MD	  
simulations	  performed	  with	   the	   same	   initial	   structure.	   If	   the	   average	  occupancy	  was	  
greater	  or	  equal	  to	  75%	  the	  oxygen-­‐calcium	  interaction	  was	  assumed	  to	  be	  sufficiently	  
stable.	   The	   residue	   that	   contributes	   the	   oxygen	   to	   the	   interaction	   with	   calcium	   is	  
marked	   in	   Fig.	   3.2.14.	  with	   the	   identifier	   of	   the	   calcium	   ion	  which	   is	   involved	   in	   the	  
interaction.	   Note	   that	   the	   time	   dependency	   of	   the	   interaction	   between	   the	   oxygen	  
atoms	  and	  the	  calcium	  ions	  was	  not	  investigated	  here	  explicitly.	  
Fig.	  3.2.14.	  summarises	  those	  residues	  –	  in	  perlucin	  and	  MBP-­‐A	  –	  that	  have	  at	  least	  one	  
oxygen	   within	   a	   distance	   of	  3  Å	  to	   a	   Ca2+	   in	   at	   least	   75%	   of	   the	   trajectory	   frames	  






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Concerning	  perlucin	  Ca-­‐4	  maintains	  a	  close	  distance	  to	  the	  Glu	  residues	  of	  α2	  (Glu45)	  
and	  β5	  (Glu128)	  in	  both	  MD	  simulation	  series.	  The	  oxygen	  of	  Asn115	  (in	  perlucin)	  does	  
not	  return	  to	  a	  distance	  less	  than	  3  Å	  to	  Ca-­‐2	  (remember	  the	  5%	  occupancy	  threshold:	  
at	  least	  such	  a	  close	  distance	  in	  maximal	  250	  frames	  might	  be	  possible).	  Interestingly	  
the	   average	   occupation	   of	   the	  3  Å 	  distance	   between	   the	   corresponding	   Asn	   (Oδ1	  
oxygen)	   in	   the	  WND	  motif	  of	  MBP-­‐A	  (Asn205	   [PDB	  numbering]	  corresponds	   to	  Asn102	  
[simulation	  numbering])	  and	  Ca-­‐2	  is	  quite	  low	  as	  well:	  26%	  (run10	  with	  one	  calcium	  
ion)	  and	  53%	  (run07	  with	  three	  calcium	  ions).	  Nonetheless	  this	  is	  in	  accordance	  with	  
MD	  simulations	  (100  𝑝𝑝𝑝𝑝	  lenght)	  of	  MBP-­‐A	  carried	  out	  by	  Harte	  and	  Bajorath	  (Harte	  Jr.	  
&	   Bajorath	   [1994])	   who	   found	   that	   Oδ1	   of	   Asn205	   increased	   its	   distance	   to	   Ca-­‐2.	  
Concerning	  Gln92	  of	  perlucin	  it	  is	  not	  flagged	  in	  Fig.	  3.2.12.	  to	  maintain	  a	  short	  distance	  
to	  Ca-­‐2.	  The	  occupancies	  were:	  68%	  (run09	  with	  four	  calcium	  ions)	  and	  less	  than	  5%	  
(run21	  with	   two	  calcium	  ions).	   In	  contrast	  Glu82	  of	  MBP-­‐A	  keeps	  a	  closer	  distance	   to	  
Ca-­‐2.	   In	   the	  MD	  simulation	   series	  of	  perlucin	  with	   four	   calcium	   ions	   (run09)	   in	   total	  
five	  oxygen	  atoms	  of	   the	  protein	  were	  on	  average	   in	  at	   least	  75%	  of	   the	   simulations	  
frames	  within	  3  Å	  distance	  to	  Ca-­‐2.	  In	  case	  of	  the	  perlucin	  simulations	  with	  two	  calcium	  
ions	  the	  latter	  statement	  is	  true	  for	  four	  oxygen	  atoms.	  For	  the	  MD	  simulations	  of	  the	  
CTLD	  of	  MBP-­‐A	  one	  could	  find	  six	  oxygen	  atoms	  in	  close	  proximity	  to	  Ca-­‐2.	  
Concerning	  the	  perlucin	  MD	  simulations	  that	  incorporated	  Ca-­‐3	  it	  can	  be	  stated	  that	  it	  
remained	  in	  four	  simulations	  within	  3  Å	  of	  Glu72	  (Oε1	  oxygen),	  during	  one	  simulation	  it	  
did	  not	  stay	  within	  3  Å	  distance	  to	  any	  of	  the	  proteins	  oxygen	  or	  nitrogen	  atoms	  and	  in	  
another	  simulation	  it	  shifted	  its	  position	  from	  Glu72	  to	  Asp68.	  Since	  during	  most	  of	  the	  
simulation	  time	  only	  one	  close	  contact	  to	  an	  oxygen	  atom	  was	  maintained	  Ca-­‐3	  seems	  
not	   to	  be	  stable	  associated	   to	   the	  molecule.	  The	  Ca-­‐3	   in	   the	  MBP-­‐A	  simulation	  series	  
remained	   on	   average	   in	   at	   least	   75%	   of	   the	   frames	   within	   a	  3  Å	  distance	   to	   three	  
oxygen	  atoms	  from	  the	  residues	  Glu62	  and	  Asp91	  and	  therefore	  seems	  to	  be	  more	  stable	  
bound	  to	  the	  protein	  structure.	  
In	  the	  perlucin	  simulation	  series	  the	  Ca-­‐1	  was	  on	  average	  in	  at	  least	  75%	  of	  the	  frames	  
within	  a	  3  Å	  distance	  to	  five	  oxygen	  atoms	  from	  four	  residues.	  For	  MBP-­‐A	  there	  are	  as	  
well	  five	  oxygen	  atoms	  from	  four	  residues	  in	  close	  distance	  to	  Ca-­‐1.	  
These	   results	   give	   first	   hints	   that	   perlucin	   might	   be	   able	   to	   bind	   calcium	   ions	   at	  
different	  sites.	  But	   in	   light	  of	  the	  discussion	  concerning	  the	  Lennard-­‐Jones	  parameter	  
of	   the	   calcium	   ion	   (see	   section	   3.2.1.)	   inappropriate	   ion	   parameters	   or	   simulation	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artefacts	  cannot	  be	  ruled	  out.	   Ion	  parameters	  specifically	  adjusted	  to	  the	  interactions	  
with	   oxygen	   atoms	   of	   protein	   structures	   might	   give	   more	   realistic	   results.	  
Unfortunately	  Joung	  and	  Cheatham	  optimized	  only	  the	  parameters	  of	  monovalent	  ions	  
(Joung	  &	  Cheatham	   III.	   [2008])	  but	   they	  discussed	   the	   importance	  of	   careful	  derived	  
ion	   parameters	   (see	   section	   “Issues	   and	   Artifacts	   in	   Simulations	   with	   Common	   Ion	  
Potentials”).	  Two	  examples	  from	  this	  section	  are	  anomalous	  crystallisation	  behaviour	  
below	   experimental	   saturation	   salt	   concentrations	   and	   unexpected	   instability	   of	  
certain	   DNA	   conformations.	   Additionally	   the	   authors	   stressed	   that	   the	  water	  model,	  
the	   non-­‐bonded	   interaction	   combining	   rules	   and	   the	   Ewald	   treatment	   can	   have	   an	  
influence	  on	  the	  suitability	  of	  the	  ion	  parameters.	  
Nonetheless	   –	   as	   it	   will	   be	   discussed	   in	   the	   next	   section	   –	   the	   calcium	   ions	   might	  
contribute	  to	  the	  stability	  of	  the	  long	  loop	  region.	  
Beyond	   the	   scope	   of	   this	   thesis	   is	   a	   possible	   pH	   dependency	   of	   the	   calcium	   ion	  
association	   to	   the	  perlucin	   structure.	  But	   as	   it	   can	  be	   seen	   from	  Fig.	   3.2.14.	  His101	   is	  
close	   to	   the	   hypothetical	   binding	   site	   of	   Ca-­‐1	   and	   Ca-­‐3.	   MBP-­‐A	   has	   an	   Asp91	   at	   the	  
corresponding	   position,	   which	   is	   negatively	   charged	   in	   the	   physiological	   pH	   regime	  
(pKa	  ≈ 3.7,	  Thurlkill	  et	  al.	  [2006]).	  Since	  His	  has	  a	  pKa	  value	  in	  the	  physiological	  range	  
(pKa	  ≈ 6.5,	  Thurlkill	  et	  al.	   [2006])	  one	  could	  speculate	  about	  a	  pH	  dependency	  of	   the	  
calcium	   binding.	   Note	   however	   that	   Thurlkill	   et	   al.	   derived	   the	   pKa	   values	   for	  
pentapeptides	   and	   that	   the	   actual	   pH	   value	   of	   residues	   depends	   on	   the	   local	  
environment	  that	  is	  the	  actual	  protein	  fold.	  This	  can	  be	  inferred	  for	  example	  from	  the	  




3.2.5.	  Atomic	  positional	  fluctuations	  of	  residues	  and	  RMSd	  values	  of	  the	  
CTLD	  of	  perlucin	  and	  MBP-­‐A	  
Information	   about	   the	   structural	   stability	   of	   a	   protein	   during	   the	   MD	   simulation	   –	  
especially	  if	  the	  structure	  tends	  to	  diverge	  with	  respect	  to	  the	  initial	  structure	  –	  can	  be	  
obtained	  from	  the	  root-­‐mean-­‐square	  deviation	  (RMSd)	  values	  in	  each	  of	  the	  simulation	  
frames.	  The	  structure	  after	   the	  minimization	  step	  was	  chosen	  as	   reference	  structure.	  
The	   choice	   of	   the	   structure	   after	   the	   heating	   phase	   could	   have	   been	   appropriate	   as	  
well.	   But	   it	   was	   decided	   to	   use	   the	   minimized	   structure	   as	   reference	   to	   judge	   the	  
quality	   of	   the	   input	  model	   as	   well.	   The	   heavy	   backbone	   atoms	   (Cα,	   C,	   N,	   O)	   of	   each	  
structure	   in	   the	   subsequent	   frames	   were	   fitted	   onto	   the	   corresponding	   backbone	  
atoms	  in	  the	  reference	  structure.	  Then	  for	  every	  frame	  the	  mass-­‐weighted	  RMSd	  value	  
was	  calculated.	  
After	   this	   RMSd	   fit	   the	   average	   and	   mass-­‐weighted	   positional	   fluctuation	   for	   the	  
backbone	   atoms	   per	   residue	   were	   calculated.	   More	   precisely	   speaking	   the	   mass-­‐
weighted	   RMSd	   values	   –	   with	   respect	   of	   the	   fit	   to	   the	   reference	   structure	   as	   stated	  
above	   –	   of	   the	   backbone	   atoms	   were	   averaged	   per	   residue.	   This	   allows	   a	   rough	  
identification	   of	   the	   relative	   contribution	   of	   different	   protein	   segments	   to	   the	   total	  
RMSd.	  
In	   this	   thesis	   the	  analysis	  was	  restricted	   to	  backbone	  atoms	  since	   it	  was	  desirable	   to	  
obtain	   information	   on	   the	   overall	   model	   quality	   without	   reference	   to	   individual	  
sidechains	  in	  the	  first	  place.	  
As	  it	  was	  handled	  in	  the	  preceding	  analyses	  the	  results	  within	  a	  MD	  simulation	  series	  
using	  the	  same	  initial	  structure	  were	  averaged.	  In	  the	  case	  of	  perlucin	  only	  the	  residues	  
up	   to	   Arg131	   were	   included	   in	   the	   RMSd	   fit.	   In	   contrast	   for	   the	   analysis	   of	   the	  
simulations	  of	  the	  CTLD	  of	  MBP-­‐A	  always	  the	  full	  length	  of	  the	  sequence	  was	  used	  for	  
the	   RMSd	   calculations.	   This	   could	   result	   in	   to	   high	   RMSd	   values	   for	   the	   MBP-­‐A	  
structure	  since	  as	   it	  can	  be	  seen	  in	  Fig.	  3.2.2.B	  and	  3.2.10.	   the	  first	  residues	  of	  the	  N-­‐
terminus	  were	  able	  to	  move	  freely	  due	  to	  the	  missing	  α-­‐helical	  “stalk”	  (see	  Fig.	  3.2.2.A).	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Fig.	  3.2.15.	  Average	  backbone	  fluctuations	  per	  residue	  of	  the	  MD	  simulation	  series	  of	  perlucin.	  
The	   average,	   mass-­‐weighted	   positional	   fluctuations	   of	   the	   backbone	   atoms	   per	   residue	   are	  
given	  in	  Å	  for	  the	  three	  MD	  simulation	  series:	  with	  four	  calcium	  ions	  (red,	  crosses),	  with	  two	  
calcium	   ions	   (blue,	   triangles)	   and	  without	   calcium	   ions	   (green,	   circles).	   For	   clarity	   the	   data	  
points	   are	   connected	   with	   dashed	   lines	   in	   the	   corresponding	   colours.	   The	   average	   general	  
helical	   and	   strand	   conformation	   of	   the	   residues	   of	   the	   simulations	  with	   four	   ions	   (run09)	   is	  
indicated	  through	  violet	  or	  yellow	  bars	  at	  the	  bottom	  of	  the	  graph	  (see	  Fig.	  3.2.5.).	  Additionally	  
those	  residues	  that	  have	  oxygen	  atoms	  in	  close	  proximity	  (see	  section	  3.2.4.	  and	  Fig.	  3.2.14.)	  to	  
calcium	  ions	  are	  indicated	  through	  markers:	  Ca-­‐4	  is	  represented	  by	  a	  triangle	  variant,	  Ca-­‐3	  by	  a	  
hexagon,	  Ca-­‐2	  by	  a	  diamond	  and	  Ca-­‐1	  by	  a	  circle	  with	  cross.	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Fig.	  3.2.16.	  Average	  backbone	  fluctuations	  per	  residue	  of	  the	  MD	  simulation	  series	  of	  the	  CTLD	  
of	   MBP-­‐A.	   The	   average,	   mass-­‐weighted	   positional	   fluctuations	   of	   the	   backbone	   atoms	   per	  
residue	   are	   given	   in	   Å	   for	   the	   three	   MD	   simulation	   series:	   with	   three	   calcium	   ions	   (red,	  
crosses),	  with	  one	  calcium	  ion	  (blue,	   triangles)	  and	  without	  calcium	  ions	  (green,	  circles).	  For	  
clarity	   the	   data	   points	   are	   connected	   with	   dashed	   lines	   in	   the	   corresponding	   colours.	   The	  
average	  general	  helical	  and	  strand	  conformation	  of	  the	  residues	  of	  the	  simulations	  with	  three	  
ions	   (run07)	   is	   indicated	   through	   violet	   or	   yellow	   bars	   at	   the	   bottom	   of	   the	   graph	   (see	   Fig.	  
3.2.5.).	  Additionally	  the	  residues	  that	  have	  oxygen	  atoms	  in	  close	  proximity	  (see	  section	  3.2.4.	  
and	   Fig.	   3.2.14.)	   to	   calcium	   ions	   are	   indicated	   through	   markers:	   Ca-­‐3	   is	   represented	   by	   a	  
hexagon,	  Ca-­‐2	  by	  a	  diamond	  and	  Ca-­‐1	  by	  a	  circle	  with	  cross.	  
	  
Figs.	  3.2.15.	  and	  3.2.16.	  show	  the	  average	  backbone	  (Cα,	  C,	  N,	  O)	  positional	  fluctuations	  
of	  the	  MD	  simulation	  series	  of	  perlucin	  and	  the	  CTLD	  of	  MBP-­‐A.	  First	  of	  all	  the	  terminal	  
residues	  show	  a	  high	   fluctuation	  since	  the	  can	  move	  relatively	  unconstrained.	  This	   is	  
the	  case	  for	  the	  C-­‐terminal	  region	  of	  perlucin	  and	  for	  N-­‐terminal	  region	  of	  the	  CTLD	  of	  
MBP-­‐A.	  Note	   that	  only	   the	  residues	  up	   to	  Arg131	  are	  shown	   for	  perlucin	  although	   the	  
initial	  structure	  of	  the	  simulations	  with	  four	  ions	  (run09)	  has	  four	  more	  residues.	  As	  it	  
is	   commented	   in	   the	   preceding	   sections	   the	  N-­‐terminal	   region	   of	  MBP-­‐A	   –	   up	   to	   the	  
strand	  β1	  –	  is	  artificially	  able	  to	  move	  freely	  due	  to	  the	  missing	  long	  α-­‐helical	  coil.	  Note	  
that	   the	   initial	   structure	  of	   the	   simulation	   series	  without	   calcium	   ions	   (green	  circles,	  
run02)	   has	   five	   residues	   less	   at	   the	   N-­‐terminus	   compared	   to	   the	   other	   simulation	  
series.	  
But	   even	   if	   the	   fluctuations	   at	   the	   termini	   are	   not	   considered	   it	   is	   obvious	   that	   the	  
fluctuations	   of	   the	   perlucin	   structures	   between	   α2	   and	   β4	   are	   considerably	   larger	  
compared	  to	  MBP-­‐A.	  Up	  to	  the	  C-­‐terminal	  end	  of	  α2	  and	  after	  the	  N-­‐terminal	  end	  of	  β4	  
the	  fluctuations	  are	  of	  similar	  magnitude.	  
For	   the	   loop	   region	   of	   perlucin	   between	   α2	   and	   β2	   high	   fluctuations	   up	   to	  3.4  Å	  are	  
observed.	  They	  are	  most	  probably	  uncorrelated	  to	  the	  number	  of	  associated	  ions	  since	  
no	   residue	   in	   this	   region	   has	   oxygen	   atoms	   in	   a	   close	   distance	   to	   calcium	   ions.	   It	   is	  
supposed	  that	  the	  large	  fluctuations	  are	  caused	  by	  an	  incorrect	  modelling	  of	  this	  region	  
due	  to	  a	  lack	  of	  an	  appropriate	  template	  (see	  section	  3.1.	  and	  Fig.	  3.1.4.	  as	  well	  as	  Fig.	  
3.2.5.).	   The	   loop	   region	   of	   MBP-­‐A	   between	   α2	   and	   β2	   is	   considerably	   shorter	   an	  
exhibits	  less	  fluctuations.	  
Consider	   the	   segments	   between	   β2	   and	   β2’’	   and	   the	   long	   loop	   region	   with	   calcium	  
associated	   residues	   before	   β3.	   In	   these	   two	   regions	  with	   high	   fluctuations	  hints	   of	   a	  
correlation	   between	   residue	   fluctuations	   associated	   calcium	   ions	   can	   be	   inferred	   for	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perlucin.	  Between	  β2	  and	  β2’’	  the	  fluctuations	  are	  maximal	  (green,	  circles)	  for	  perlucin	  
and	  MBP-­‐A	  when	  no	  calcium	  ions	  are	  present	  in	  this	  region	  and	  minimal	  (red,	  crosses)	  
when	  Ca-­‐1	  (circles	  with	  crosses)	  and	  Ca-­‐3	  (hexagons)	  are	  associated	  to	  residues	  in	  this	  
region.	   If	   Ca-­‐1	   and	   Ca-­‐3	   are	   not	   included	   in	   the	   simulations	   (blue,	   circles)	   but	   Ca-­‐2	  
(diamonds)	  –	  and	  Ca-­‐4	  (triangle	  variant)	  in	  the	  case	  of	  perlucin	  –	  then	  one	  could	  expect	  
that	  the	  fluctuations	  arrive	  at	  the	  same	  level	  as	  in	  the	  case	  of	  the	  simulations	  without	  
calcium	   ions.	   This	   happens	   indeed	   for	   MBP-­‐A	   but	   for	   perlucin	   the	   fluctuations	   are	  
between	  the	  two	  observed	  limiting	  cases.	  
In	   the	   next	   long	   loop	   segment	   with	   two	   residues	   associated	   to	   Ca-­‐2	   (diamonds)	   a	  
similar	   tendency	   can	   be	   observed	   with	   the	   respect	   to	   the	   fluctuations.	  Without	   any	  
calcium	  ions	  the	  fluctuations	  are	  higher	  for	  both	  perlucin	  and	  MBP-­‐A	  compared	  to	  the	  
simulations	  including	  Ca-­‐2.	  If	  Ca-­‐1	  has	  a	  stabilizing	  effect	  in	  this	  region	  cannot	  be	  said	  
definitely.	  The	  fluctuations	  obtained	  from	  the	  perlucin	  simulations	  could	  suggest	  such	  
an	  effect	  but	  in	  MBP-­‐A	  a	  similar	  observation	  cannot	  be	  made.	  
Concerning	  Ca-­‐4	   (triangle	  variant)	   in	   the	  perlucin	  model	   an	   ion	  at	   this	   characteristic	  
site	  might	  have	  a	  stabilizing	  effect	  of	  the	  N-­‐terminal	  end	  of	  α2.	  As	  it	  can	  be	  seen	  in	  Fig.	  
3.2.15.	   the	  structure	  without	   ions	  shows	  higher	   fluctuations	  at	   the	  N-­‐terminal	  end	  of	  
α2.	  
A	   refinement	   of	   the	   loop	   region	   behind	   the	   C-­‐terminal	   end	   of	   α2	   might	   lower	   the	  
fluctuations	   in	   this	   region.	  One	  has	   to	  keep	   in	  mind	   that	  due	   to	   the	   small	  number	  of	  
simulations	   performed	   for	   each	   initial	   protein-­‐ion	   configuration	   these	   results	   might	  
not	  reflect	  the	  ensemble	  average.	  Nonetheless	  the	  data	  suggest	  that	  calcium	  ions	  could	  
have	  a	  stabilizing	  effect	  on	  the	  CTLD	  fold	  by	  reducing	  the	  fluctuations.	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Fig.	  3.2.17.	   Average	   backbone	  RMSd	   during	   the	  MD	   simulation	   series	   of	   perlucin.	   The	   RMSd	  
values	   were	   calculated	   after	   the	   fit	   of	   the	   structures	   to	   the	   protein	   structures	   after	  
minimization.	  For	   the	   fit	   the	  heavy	  backbone	  atoms	  (Cα,	  C,	  N,	  O)	  were	  used.	  The	   three	  RMSd	  
graphs	  with	  the	  higher	  RMSd	  values	  were	  obtained	  with	  the	  residue	  range	  1	  to	  131	  for	  the	  fit.	  
If	   certain	   loop	   regions	   were	   not	   included	   during	   the	   RMSd	   fit	   and	   calculation	   lower	   RMSd	  
values	  were	  obtained.	  The	  RMSd	  graphs	  with	  the	  lower	  values	  were	  obtained	  when	  following	  
regions	  were	   omitted:	   Tyr52	   to	  Asn61	   (run21:	  Arg50	   to	  Asn61;	   run22:	  Arg50	   to	  Tyr62),	   Asp68	   to	  




Fig.	   3.2.18.	   Average	   backbone	   RMSd	   during	   the	   MD	   simulation	   series	   of	   MBP-­‐A.	   The	   RMSd	  
values	   were	   calculated	   after	   the	   fit	   of	   the	   structures	   to	   the	   protein	   structures	   after	  
minimization.	  For	  the	  fit	  the	  heavy	  backbone	  atoms	  (Cα,	  C,	  N,	  O)	  of	  the	  full	  sequence	  were	  used.	  
Note	  that	  the	  sequence	  of	  the	  structure	  used	  in	  the	  simulation	  series	  without	  calcium	  ions	  was	  
five	  residues	  shorter	  than	  the	  structure	  used	  in	  the	  other	  simulation	  series.	  Also	  keep	  in	  mind	  
the	  artificial	  N-­‐terminal	  conformation	  of	  the	  simulated	  CTLD	  structures	  due	  to	  the	  missing	  long	  
α-­‐helical	  coil.	  An	  exclusion	  of	  this	  region	  during	  the	  fit	  for	  the	  RMSd	  calculation	  could	  lead	  to	  
lower	  RMSd	  values.	  
	  
Figs.	  3.2.17.	  and	  3.2.18.	  show	  the	  average	  backbone	  RMSd	  values	  of	  perlucin	  and	  the	  
CTLD	   of	   MBP-­‐A	   respectively.	   The	   RMSd	   values	   of	   the	   perlucin	   structures	   calculated	  
over	   the	   sequence	   length	   up	   to	   residue	   131	   range	   between	  2.2  Å	  and	  2.8  Å.	   There	  
might	  be	  a	  tendency	  that	  the	  RMSd	  values	  are	  lower	  with	  associated	  calcium	  ions.	  The	  
RMSd	  values	  of	  the	  structure	  without	  ions	  (green)	  are	  higher	  by	  trend	  than	  those	  of	  the	  
structure	  with	   four	   calcium	   ions	   (red).	   The	   values	   from	   the	   structure	  with	   only	   two	  
associated	   calcium	   ions	   (blue)	   seem	   to	   range	  between	   these	   two	   cases.	   If	   those	   loop	  
regions	  with	  high	  fluctuations	  (see	  Fig.	  3.2.15.)	  were	  excluded	  from	  the	  RMSd	  fit	  and	  
calculation	  then	  the	  RMSd	  graphs	  with	  the	   lower	  values	  were	  obtained	   in	  Fig.	  3.2.17.	  
Following	  regions	  were	  excluded:	  the	  segment	  between	  the	  N-­‐terminal	  end	  of	  α2	  and	  
the	   beginning	   of	   β2	   (run09:	   Tyr52	   to	   Asn61,	   run21:	   Arg50	   to	   Asn61,	   run22:	   Arg50	   to	  
Tyr62),	   the	  region	  between	  β2	  and	  β2’’	   (Asp68	   to	  Trp75),	   the	  part	   from	  the	  N-­‐terminal	  
end	  of	  β2’’	  and	  Trp88	  (Glu78	  to	  Asn87),	  Pro90	  to	  His101	  (Ser89	  is	  buried	  and	  Cys102	  is	  part	  
of	  a	  disulphide	  bridge)	  and	  the	  segment	  between	  β3	  and	  β4	  (Arg106	  to	  Leu113).	  Most	  of	  
the	   residues	   in	   these	  segments	  are	  not	  classified	  as	   “buried”	  as	   it	   can	  be	  seen	   in	  Fig.	  
3.2.11.	   Consult	   also	   Fig.	   3.2.15.	   for	   the	   fluctuations	   of	   the	   residues	   in	   these	   loop	  
regions.	  The	   resulting	  RMSd	  values	   range	  between	  1.4  Å	  and	  1.8  Å	  and	   show	  no	   clear	  
separation	  depending	  on	  the	  number	  of	  associated	  calcium	  ions.	  
The	  RMSd	  values	  obtained	  from	  the	  MD	  simulation	  series	  with	  MBP-­‐A	  were	  calculated	  
with	  the	  full	  residue	  range	  in	  every	  series.	  These	  RMSd	  values	  might	  be	  increased	  due	  
to	   the	  artificial	  N-­‐terminal	  conformation	  of	   the	  simulated	  CTLD	  structures	  due	  to	   the	  
missing	   α-­‐helical	   coil.	   This	   might	   explain	   why	   the	   RMSd	   of	   the	   MBP-­‐A	   structure	  
without	   calcium	   ions	   (green)	   is	   lower	   than	   the	   RMSd	   values	   from	   the	   other	   MD	  
simulation	  series	   (red	  and	  blue):	   it	  has	   five	  N-­‐terminal	   residues	   less	   than	   the	  MBP-­‐A	  
input	   structures	   from	   the	   remaining	   simulation	   series.	   Therefore	   the	   RMSd	   values	  
obtained	  from	  the	  MD	  simulations	  of	  MBP-­‐A	  without	  calcium	  ions	  should	  be	  regarded	  
as	  an	  upper	   limit	  of	  the	  RMSd	  values	  that	  could	  be	  obtained	  for	  near	  optimal	  protein	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structures	   –	  when	   protein	   crystal	   structures	   are	   regarded	   as	   the	  most	   stable	   ones	   –	  
with	  the	  MD	  simulation	  protocol	  used	  in	  this	  thesis.	  	  
In	   this	   light	   the	   RMSd	   values	   obtained	   for	   all	   perlucin	   simulation	   series	   are	  
considerably	  larger	  compared	  to	  the	  MBP-­‐A	  simulation	  without	  calcium	  ions	  by	  trend.	  
Similar	   RMSd	   values	   (≈ 1.6  Å,	   MBP-­‐A	   without	   calcium	   ions	   after	  10.2  𝑛𝑛𝑛𝑛)	   can	   be	  
obtained	   for	  perlucin	   if	   the	  contribution	  of	   loop	  regions	   is	  excluded.	  This	   shows	   that	  
there	  is	  considerable	  motion	  of	  the	  residues	  in	  the	  loop	  regions	  whereas	  the	  remaining	  
part	   of	   the	  perlucin	  protein	   structure	   has	  RMSd	  values	   similar	   to	   those	  obtained	   for	  
simulated	  CTLD	  crystal	  structures	  of	  MBP-­‐A	  including	  the	  artificial	  N-­‐terminal	  region.	  
	  
Fig.	  3.2.19.	  Residues	  1	   to	  131	  of	  a	  perlucin	  structure	  of	  one	  MD	  simulation	  with	   four	  calcium	  
ions	   after	  10.2  𝑛𝑛𝑛𝑛	  simulation	   time	   in	   two	  different	  orientations.	   In	  both	   images	   the	   segments	  
that	   were	   excluded	   in	   the	   RMSd	   calculations	   in	   Fig.	   3.2.17.	   are	   shown	   in	   orange	   and	   the	  
remaining	   segments	   in	   blue.	   To	   facilitate	   the	   orientation	   two	   calcium	   ions	   are	   shown	  as	   red	  
spheres	  and	  the	  disulphide	  bridges	  as	  bonds.	  Labels	  of	   the	  secondary	  structure	  elements	  are	  
given	   according	   to	   Zelensky	   and	   Gready	   (Zelensky	   &	   Gready	   [2003]).	   The	   molecules	   are	  
rendered	  with	  VMD	  (Humphrey	  et	  al.	  [1996]	  version	  1.9.1)	  and	  labels	  are	  added	  with	  Inkscape	  
(http://inkscape.org).	   The	   “New	  Cartoon”	   representation	  of	   the	  protein	   involves	   the	   STRIDE	  
algorithm	  (Frishman	  &	  Argos	  [1995]).	  
	  
Fig.	  3.2.19.	  visualises the	  regions	  that	  were excluded	  during	  some	  RMSd	  calculations	  of	  
perlucin	  (see	  also	  Fig.	  3.2.17.).	  In	  this	  figure	  one	  exemplary	  perlucin	  structure	  from	  one	  
MD	  simulation	  (after	  10.2  𝑛𝑛𝑛𝑛)	  with	  four	  calcium	  ions	  is	  shown	  in	  two	  orientations	  (only	  
two	   calcium	   ions	   are	  depicted	   for	   orientation	  purposes).	   The	   excluded	   segments	   are	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shown	  in	  orange	  and	  the	  remaining	  ones	   in	  blue.	  As	   it	  can	  be	  seen	   in	   this	  exemplary	  
structure	  the	  excluded	  segments	  comprised	  the	  LLR	  and	  some	  solvent	  exposed	  loops.	  
Many	  residues	  included	  in	  the	  RMSd	  calculations	  were	  part	  of	  the	  secondary	  structures	  
of	  the	  CTLD	  fold.	  
One	  might	  now	  speculate	   that	   the	  RMSd	  values	  obtained	  without	   the	   segments	   from	  
the	   LLR	   and	   other	   loop	   regions	   represent	   the	   evolution	   of	   the	   residues	   forming	   the	  
“central	  core”	  of	  perlucin.	  This	  would	  indicate	  that	  at	  least	  a	  reasonable	  model	  of	  those	  
“core	   residues”	   is	   present	   in	   the	   input	   perlucin	  models.	   As	   it	   is	   pointed	   out	   several	  
times	  before	  the	  segment	  between	  α2	  and	  the	  beginning	  of	  β2	  of	  perlucin	  needs	  to	  be	  
examined/remodelled	  in	  future	  studies.	  
Note	  that	  the	  total	  RMSd	  of	  the	  CTLD	  of	  MBP-­‐A	  without	  calcium	  ions	  (Fig.	  3.2.17.	  green	  
graph)	  seems	  not	  to	  converge	  within	  the	  10.2  𝑛𝑛𝑛𝑛.	  Since	  the	  N-­‐terminal	  segment	  of	  the	  
CTLD	  was	  shorter	  in	  this	  simulation	  series	  this	  could	  implicate	  that	  the	  system	  was	  not	  
in	  equilibrium	  after	  10  𝑛𝑛𝑛𝑛.	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3.2.6.	  Backbone	  dihedral	  angles	  (Φ,Ψ)	  of	  the	  CTLD	  of	  perlucin	  and	  MBP-­‐A	  
The	   final	   quality	   assessment	   procedure	   of	   the	   perlucin	   structure	   was	   done	   by	  
construction	   of	   Ramachandran	   plots	   (see	   e.g.	   Ramachandran	   et	   al.	   [1963]).	   In	   those	  
plots	   the	   dihedral	   angle	   Ψ	   (angle	   between	   the	   two	   planes	   formed	   by	   the	   backbone	  
atoms	  Nn,	  Cα,	  Cn	  and	  Cα,	  Cn,	  Nn+1)	  is	  plotted	  against	  the	  dihedral	  angle	  Φ	  (angle	  between	  
the	   two	   planes	   formed	   by	   the	   backbone	   atoms	   Cn,	   Nn+1,	   Cα	   and	  Nn+1,	   Cα,	   Cn+1)	   of	   any	  
residue	   of	   the	   protein	   structure	   under	   investigation.	   Figure	   3.2.20.	   illustrates	   the	  
definition	  and	  calculation	  of	  a	  dihedral	  angle.	  
As	  it	  can	  be	  shown	  –	  with	  a	  simple	  hard-­‐sphere	  model	  for	  example	  –	  not	  every	  (Φ,Ψ)	  
angle	   pair	   is	   accessible	   for	   residues	   due	   to	   steric	   hindrance	   (see	   e.g.	   Mandel	   et	   al.	  
[1977]).	   Evaluations	   of	   the	   protein	   crystal	   structures	   in	   the	   PDB	   show	   (see	   e.g.	  
Hovmöller	   et	   al.	   [2002],	   Morris	   et	   al.	   [1992])	   that	   residues	   from	   crystal	   structures	  
occupy	  distinguished	  regions	  in	  the	  Ramachandran	  plot	  (see	  also	  Fig.	  3.2.23.,	  coloured	  
backslashes	  therein).	  Therefore	  the	  quality	  of	  the	  structures	  during	  the	  MD	  simulations	  
was	   roughly	   checked	   in	   this	   thesis	   with	   the	   average	   dihedral	   angle	   values	   of	   every	  
residue.	  
	  
Figure	  3.2.20.	  Definition	  and	  properties	  of	  dihedral	  angles.	  Part	  A)	  shows	  three	  atoms	  labelled	  
A,	  B,	  C	  and	  D	  connected	  through	  covalent	  bonds.	  The	  orientations	  and	  lengths	  of	  these	  bonds	  
are	   represented	   by	   the	   vectors	  𝑎𝑎!   (𝑖𝑖 = 1,2,3).	   The	   vectors	  𝑎𝑎!, 𝑎𝑎!	  span	   a	   plane	   containing	   the	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atoms	  A,	  B	  and	  C.	  In	  the	  same	  way	  the	  vectors	  𝑎𝑎!, 𝑎𝑎!	  span	  a	  plane	  containing	  the	  atoms	  B,	  C	  and	  
D.	  Both	  planes	  share	  the	  atoms	  B	  and	  C	  as	  well	  as	  𝑎𝑎!.	  The	  angle	  between	  these	  two	  planes	  is	  the	  
dihedral	  angle	  between	  the	  two	  atom	  groups	  A,	  B,	  C	  and	  B,	  C,	  D.	  Each	  of	  the	  two	  planes	  can	  be	  
described	  through	  the	  vector	  product	  (or	  cross	  product)	  of	  the	  vectors	  spanning	  the	  plane.	  If	  
the	  atom	  arrangement	  in	  A)	  is	  viewed	  from	  the	  left	  side	  with	  the	  direction	  of	  the	  view	  parallel	  
to	  𝑎𝑎!	  then	  it	  looks	  like	  the	  sketch	  in	  B)	  depending	  on	  the	  position	  of	  atom	  A.	  In	  B)	  the	  atom	  B	  is	  
visible	   but	   atom	   C	   is	   behind	   atom	   B	   and	   therefore	   not	   visible.	   To	   clarify	   the	   values	   of	   the	  
dihedral	  angles	  atom	  A	  shall	  adopt	  different	  positions.	  Two	  of	  them	  are	  depicted	  in	  dashed	  and	  
dotted	   circles	   respectively.	   Let	   	  𝑑𝑑    ∥   𝑎𝑎!×  𝑎𝑎!	  and	  𝑎𝑎, 𝑎𝑎′ ∥   𝑎𝑎!  ×  𝑎𝑎!.	   These	   vectors	   describe	   the	  
orientation	   of	   the	   corresponding	   planes.	   The	   length	   of	   the	   vectors	   is	   ignored	   here	   in	   this	  
descriptive	  example	  but	  must	  of	  course	  be	  considered	  if	  an	  angle	  has	  to	  be	  calculated.	  If	  atom	  A	  
eclipses	  atom	  D	  then	  𝑎𝑎 ∥ 𝑑𝑑	  and	  the	  angle	  between	  the	  planes	  A,	  B,	  C	  and	  B,	  C,	  D	  is	  0°.	  If	  A	  rotates	  
counter	  clockwise	  up	  to	  the	  conformation	  where	  all	  atoms	  are	  in	  plane	  and	  A	  is	  on	  the	  negative	  
ordinate	  then	  the	  dihedral	  angle	  approaches	  180°.	  If	  A	  then	  “crosses”	  the	  negative	  ordinate	  the	  
angle	   “jumps”	   to	  −180°	  and	   increases	  upon	   further	   rotation	   to	  0°	  when	  A	  eclipses	  D	  again.	  A	  
definition	   of	   torsional	   angles	   can	   also	   be	   found	   in	   IUPAC	   recommendations	  Moss	   [1996]	   on	  
terminology	   of	   stereochemistry	   or	   in	  Nelson	   and	   Cox	   (Nelson	  &	   Cox	   [2013]).	   For	   the	   actual	  
calculation	  of	  a	  dihedral	  angle	  see	  for	  example	  Wolfram	  MathWorld	  (Weisstein	  [2014]).	  In	  the	  
left	   drawing	  A)	   the	   backbone	   torsion	   angles	   of	   proteins	   can	   be	   visualized	   if	   the	   consecutive	  
atoms	  A,	  B,	  C,	  D	  are	  identified	  with	  the	  backbone	  atoms	  C,	  N,	  Cα,	  C	  and	  N,	  Cα,	  C,	  N	  respectively.	  
Then	  Φ	  (Ψ)	  describes	  the	  dihedral	  angle	  between	  the	  planes	  of	  C,	  N,	  Cα	  and	  N,	  Cα,	  C	  (N,	  Cα,	  C	  and	  
Cα,	  C,	  N)	  (see	  e.g.	  Ramachandran	  et	  al.	  [1963]	  or	  Nelson	  &	  Cox	  [2013]).	  This	  figure	  was	  partially	  
inspired	   by	   Figs.	   2	   and	   3	   in	   the	   Wikipedia	   entry	   on	   dihedral	   angles	  
(http://en.wikipedia.org/wiki/Dihedral_angle,	  last	  access	  26/02/14).	  
	  
The	   general	   steps	   in	   the	   calculation	   of	   the	   dihedral	   angles	   were	   similar	   to	   the	  
calculations	  of	  the	  rSASA	  values	  (see	  section	  3.2.3.).	  To	  save	  computational	  time	  only	  a	  
reduced	   set	   of	   frames	   from	   the	   full	   trajectories	   was	   evaluated.	   This	   comprised	   the	  
initial,	   the	  minimized	   and	   the	   structures	   after	   each	   heating	   step.	   Additionally	   every	  
25th	  frame	  of	  the	  unconstrained	  MD	  simulations	  was	  included.	  In	  total	  210	  structures	  
from	  every	  MD	  simulation	  were	   assessed.	  Built-­‐in	   routines	  of	  VMD	   (Humphrey	  et	  al.	  
[1996],	   version	   1.8.7)	   were	   used	   to	   extract	   the	   Φ	   and	   Ψ	   dihedral	   angles	   for	   every	  
residue	  in	  the	  210	  frames.	  
Here	  it	  was	  desirable	  to	  compute	  the	  average	  values	  for	  the	  angles	  for	  every	  residue	  to	  
obtain	  a	  single	  Ramachandran	  plot	  for	  a	  whole	  MD	  simulation	  series.	  This	  would	  allow	  
a	   rough	   quality	   assessment	   of	   the	   structure	   during	   the	   simulation	   at	   a	   glance.	   This	  
required	  the	  calculation	  of	  the	  arithmetic	  mean	  for	  every	  angle	  of	  every	  residue	  from	  
210	  angle	  values	  at	  different	  time	  points	  of	  the	  MD	  trajectory.	  Note	  in	  the	  first	  instance	  
that	   the	   sole	   calculation	   of	   a	   mean	   angle	   value	   assumes	   that	   this	   is	   a	   meaningful	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quantity.	  However	   for	   the	   results	  presented	  here	   the	  mean	  value	  seems	   to	  be	  only	  a	  
crude	   approximation	   to	   the	   values	   during	   equilibrium.	   This	   can	   be	   explained	   by	   the	  
fact	   that	   only	   a	   few	   and	   short	  MD	   simulations	  were	   performed.	   For	   example	   in	   Fig.	  
3.2.21.	  the	  Ψ	  dihedral	  angles	  of	  two	  residues	  obtained	  from	  one	  trajectory	  of	  perlucin	  
with	   four	   calcium	   ions	   is	   shown.	   The	   angles	   of	   Tyr112	   (blue	   circles)	   and	   Lys129	   (red	  
triangles)	  show	  some	  kind	  of	  “jump”	  in	  the	  progressing	  simulation.	  The	  conformations	  
adopted	   during	   the	   later	   stage	   of	   the	   simulation	   might	   be	   closer	   to	   the	   native	  
conformation.	   Therefore	   the	   time	   averaging	   of	   the	   angles	   of	   every	   residue	   can	   only	  
serve	  as	  a	  rough	  quality	  assessment	  of	  the	  simulated	  perlucin	  model.	  
Another	   issue	   is	   that	   the	   angle	   values	   are	   a	   periodic	   quantity	   defined	  on	   an	   interval	  
from	  −180°	  to  +180° .	   Angles	   can	   fluctuate	   between	   positive	   and	   negative	   values	  
without	  crossing	  zero	  degrees.	  This	  implies	  that	  a	  naïve	  computation	  of	  the	  mean	  value	  
can	  result	  in	  wrong	  values.	  In	  Fig.	  3.2.21.	  the	  Ψ	  dihedral	  angles	  of	  another	  two	  residues	  
obtained	  from	  one	  trajectory	  of	  perlucin	  with	  four	  calcium	  ions	  are	  shown.	  
	  
Fig.	  3.2.21.	  Ψ	  dihedral	  angle	  time	  course	  (raw	  values	  without	  any	  averaging)	  of	  two	  exemplary	  
residues	  Ser67	  and	  Arg81	  of	  one	  MD	  simulation	  of	  perlucin	  with	  four	  calcium	  ions	  (run09).	  The	  
dihedral	   angle	   Ψ	   of	   Arg81	   (green	   circles)	   fluctuates	   between	  +50°  	  and	  −50°  	  the	   arithmetic	  
mean	  is	  2.5°	  and	  assumed	  to	  be	  a	  meaningful	  value.	   In	  contrast	  the	  naïve	  computation	  of	  the	  
arithmetic	  mean	  of	  the	  Ψ	  angle	  of	  Ser67	  (red	  triangles)	  results	  in	  25.5°.	  This	  value	  is	  considered	  
to	  be	  unrealistic.	  Indeed	  due	  to	  the	  low	  time	  resolution	  it	  cannot	  be	  completely	  ruled	  out	  that	  
the	   angle	   changes	   from	  values	   close	   to	  +180°  to	   values	   close	   to	  −180°  with	   crossing	   0°.	   The	  
corrected	  arithmetic	  mean	  for	  Ψ	  of	  Ser67	  obtained	  with	  the	  heuristic	  algorithm	  is	  176.4°	  which	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seems	   to	   be	  more	   reasonable.	  More	   details	   on	   the	   heuristic	   are	   given	   in	   the	   text	  where	   the	  
purpose	  of	  the	  horizontal	  dashed	  lines	  is	  explained	  also.	  
	  
Fig.	  3.2.22.	  Ψ	  dihedral	  angle	  time	  course	  (raw	  values	  without	  any	  averaging)	  of	  two	  exemplary	  
residues	  Tyr112	  and	  Lys129	  of	  one	  MD	  simulation	  of	  perlucin	  with	  four	  calcium	  ions	  (run09).	  The	  
Ψ	  dihedral	  angles	  of	  both	  residues	  seem	  to	  populate	  two	  “regimes”.	  Lys129	  (red	  triangles)	  starts	  
above	  +100°	  and	   after	   approximately	  5.5  ns	  drops	   to	   a	   value	   between	  +50°	  and	  +100°.	   The	  
dihedral	  angle	  Ψ	  of	  Tyr112	   (blue	  open	  circles)	  climbs	  after	  approximately	  7.5  ns	  above	  +100°.	  
As	   it	   is	   explained	   in	   the	   text	   the	   arithmetic	   mean	   of	   the	   angles	   of	   these	   two	   angles	   was	  
calculated	  as	  usual	  and	  no	  correction	  was	  applied.	  More	  details	  on	  the	  heuristic	  are	  given	  in	  the	  
text	  where	  the	  purpose	  of	  the	  horizontal	  dashed	  lines	  is	  explained	  also.	  
	  
The	  Ψ	  dihedral	   angle	   of	  Arg81	   (green	   circles)	   fluctuates	   between	  +50°	   and	   -­‐50°.	   The	  
arithmetic	  mean	   is	  2.5°	   and	  assumed	   to	  be	  a	  meaningful	   value.	   In	   contrast	   the	  naïve	  
computation	  of	   the	  arithmetic	  mean	  of	   the	  Ψ	  angle	  of	  Ser67	   (red	   triangles)	   results	   in	  
25.5°.	  This	  value	  is	  considered	  to	  be	  unrealistic.	  Indeed	  due	  to	  the	  low	  time	  resolution	  
(𝛥𝛥𝛥𝛥 = 50  𝑝𝑝𝑝𝑝	  between	  each	  angle	  value	  of	   the	  unconstrained	  simulations)	   it	   cannot	  be	  
ruled	   out	   that	   the	   angle	   changes	   from	   values	   close	   to	  +180°  to	   values	   close	   to	  
−180°  with	  crossing	  0°.	  
The	  author	  of	   this	   thesis	  had	  not	  attempted	  to	  search	  the	   literature	  how	  this	   issue	   is	  
usually	   handled.	   Therefore	   the	   following	   heuristic	   workaround	   –	   described	   in	   full	  
detail	   in	   section	   4.2.	   and	   Appendix	   III.P.4.	   –	   might	   have	   been	   described	   already	   by	  
other	  authors	  or	  even	  a	  more	  rigorous	  	  approach	  is	  given	  elsewhere.	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The	  essential	  ideas	  are	  the	  following.	  Two	  distinctive	  regions	  for	  each	  of	  the	  Ψ	  and	  Φ	  
angle	   types	   are	   defined.	   These	   are	   −130°,+100° 	  and	   the	   remaining	   interval	   for	   Ψ	  
(see	  dashed	  horizontal	  lines	  in	  Fig.	  3.2.21.	  and	  3.2.22.)	  as	  well	  as	  [−50°,+130°]	  and	  the	  
remaining	  angles	  for	  Φ.	  
Morris	  et	  al.	  (Morris	  et	  al.	  [1992])	  evaluated	  protein	  crystal	  structures	  and	  derived	  the	  
frequencies	  of	  the	  experimental	  (Ψ,Φ)	  angle	  pairs	  of	  every	  residue.	  This	  enabled	  them	  
to	   divide	   the	   Ramachandran	   plot	   into	   different	   regions	   denoted	   as	   “core”	   (region	  
bounded	   by	   green	   backslashes	   in	   Fig.	   3.2.23.	   and	   subsequent	   Ramachandran	   plots),	  
“allowed”	   (region	   bounded	   by	   blue	   backslashes	   in	   Fig.	   3.2.23.	   and	   subsequent	  
Ramachandran	   plots)	   and	   “generous”	   (region	   bounded	   by	   red	   backslashes	   in	   Fig.	  
3.2.23.	   and	   subsequent	   Ramachandran	   plots)	   depending	   on	   the	   frequency	   of	   the	  
observed	  angle	  pairs.	  Most	  of	  the	  residues	  of	  protein	  crystal	  structures	  are	  expected	  to	  
have	  (Φ,	  Ψ)	  angle	  pairs	   in	   the	  “core”	  regions	  and	   less	   in	   the	  “allowed”	  region	  and	  so	  
forth.	   The	   distribution	   of	   residues	   as	   obtained	   by	  Morris	   et	   al.	   is	   given	   in	   the	   figure	  
captions	  of	  the	  Ramachandran	  plots	  (see	  Fig.	  3.2.23.).	  
Residues	   in	   β-­‐strand	   conformation	   can	   be	   found	   in	   the	   “core”	   region	   in	   the	   second	  
quadrant	  (positive	  Ψ	  values,	  negative	  Φ	  values)	  and	  residues	  in	  α-­‐helical	  conformation	  
can	  be	  found	  in	  the	  “core”	  region	  in	  the	  third	  quadrant	  (negative	  Ψ	  values,	  negative	  Φ	  
values)	   (see	   e.g.	   Mandel	   et	   al.	   [1977],	   Fig.	   10	   therein).	   Note	   that	   this	   does	   not	  
necessarily	   imply	   that	   all	   residues	   in	   the	   “core”	   regions	   have	   the	   corresponding	  
secondary	   structure	   conformation	   (see	   section	   3.2.2.	   for	   definitions	   of	   secondary	  
structures	  based	  on	  hydrogen	  bonds).	  
The	  “allowed”	  region	  around	  the	  “core”	  region	  in	  the	  second	  quadrant	  can	  extend	  into	  
the	   third	  quadrant	   through	   leaving	   the	   fourth	  quadrant	  at	  +180°  and	  re-­‐entering	   the	  
third	  quadrant	  at	  −180°.	  For	  example	  the	  course	  of	  the	  Ψ	  angle	  value	  of	  Ser67	  (see	  Fig.	  
3.2.21.	  red	  triangles)	  –	  which	  is	  on	  average	  in	  β-­‐strand	  conformation	  (see	  Fig.	  3.2.5.)	  –	  
shows	  these	  movements.	  	  
It	  is	  now	  assumed	  that	  if	  the	  residues	  are	  in	  one	  of	  the	  “core”	  regions	  described	  above	  
it	   is	   unlikely	   that	   they	   will	   continuously	   switch	   between	   these	   two	   “core”	   regions.	  
Nonetheless	   such	   behaviour	   could	   occur	   if	   the	   initial	   protein	   structure	   is	   not	   in	   its	  
native	  conformation.	  If	  this	  switching	  is	  unlikely	  to	  occur	  then	  one	  can	  expect	  Ψ	  angle	  
values	  for	  every	  residue	  either	  within	   −130°,+100° 	  or	  outside	  this	  interval	  since	  this	  
interval	  roughly	  partitions	  the	  angle	  values	  between	  “core”	  regions	  in	  the	  second	  and	  
third	  quadrant	  of	  the	  Ramachandran	  plot.	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Now	  the	  evaluation	  algorithm	  counts	  how	  many	  angle	  values	  of	  each	  residue	  are	  inside	  
the	   −130°,+100° 	  interval	   and	   outside	   of	   this	   interval	   during	   the	   simulation.	   If	   the	  
ratio	  of	  the	  data	  points	  outside	  this	  interval	  to	  the	  total	  number	  of	  data	  points	  exceeds	  
0.9	   then	   the	  arithmetic	  mean	   is	   calculated	  as	  described	  below	  else	   it	   is	   calculated	  as	  
usual	  (no	  data	  modification).	  	  
The	   arithmetic	   mean	   of	   the	   Ψ	   angle	   value	   of	   Ser67	   (see	   Fig.	   3.2.21.	   red	   triangles)	  
calculated	  as	  usual	  results	  in	  25.5°	  which	  is	  clearly	  not	  meaningful.	  To	  account	  for	  the	  
jumps	  of	  the	  angle	  values	  the	  negative	  (positive)	  angle	  values	  can	  be	  shifted	  by	  +360°	  
(−360°).	  Then	  the	  arithmetic	  mean	  is	  calculated	  with	  the	  partial	  shifted	  data	  points.	  If	  
this	  mean	   is	  greater	   than	  +180°	  then	  360°	  are	  subtracted	   from	  it,	   if	   it	   is	  smaller	   than	  
−180°	  then	  360°	  are	  added	  to	  it.	  This	  procedure	  results	  in	  a	  corrected	  arithmetic	  mean	  
of	  176.4°	  for	  the	  Ψ	  angle	  of	  Ser67	  which	  seems	  to	  be	  more	  reasonable.	  	  
The	   procedures	   for	   the	   Φ	   dihedral	   angle	   are	   analogous	   except	   that	   the	   interval	  
mentioned	  above	  is	  [−50°,+130°]	  (instead	  of	   −130°,+100° ).	  
To	  obtain	  an	   idea	  of	   the	   fluctuations	  of	  each	  angle	  value	  the	  average	  deviation	  of	   the	  
arithmetic	   mean	   is	   calculated.	   If	   data	   points	   are	   shifted	   then	   the	   calculation	   of	   the	  
average	  deviation	  from	  the	  mean	  takes	  place	  after	  this	  modification.	  
To	   obtain	   condensed	   information	   of	   the	   average	   dihedral	   angles	   of	   a	   complete	   MD	  
simulation	  series	  the	  means	  of	  the	  angle	  values	  (as	  well	  as	  the	  average	  deviation	  from	  
the	  mean)	  were	  averaged	  again	  over	  a	  whole	  simulation	  series.	  At	  this	  stage	  the	  same	  
problem	  during	  averaging	  as	  described	  above	  can	  occur:	   in	  different	  MD	  simulations	  
(of	  one	  series)	  the	  average	  angle	  value	  of	  one	  residue	  can	  occur	  in	  different	  quadrants	  
due	   to	   the	   periodicity.	   Therefore	   the	   average	   Ramachandran	   plots	   of	   every	   MD	  
simulation	   were	   inspected	   manually	   for	   residues	   with	   large	   differences	   in	   their	  
average	  angle	  values.	  If	  those	  large	  differences	  seem	  to	  be	  caused	  by	  the	  periodicity	  of	  
the	  dihedral	  angles	  as	  described	  above	   then	   they	  were	   treated	  differently	  during	   the	  
averaging	   process	   over	   the	   whole	   MD	   simulation	   series.	   To	   those	   residues	   the	  
averaging	  procedure	  described	  above	  (shifting	  of	  ±360°,	  calculating	  the	  mean,	  adding	  
∓360°	  to	   the	   mean	   if	   necessary)	   was	   applied	   manually.	   Note	   that	   the	   selection	   of	  
residues	  was	  solely	  based	  on	  an	  educated	  guess.	  
No	  attempt	  was	  made	  to	  optimize	  the	  parameters	  or	  procedure.	  The	  sole	  check	  of	  this	  
heuristic	  approach	  was	  a	  crude	  visual	  comparison	  of	  the	  average	  angle	  values	  obtained	  
from	  the	  MD	  simulations	  of	  the	  CTLD	  of	  MBP-­‐A	  with	  the	  angle	  values	  obtained	  from	  its	  
crystal	  structure.	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In	   Figs.	   3.2.23.	   and	   3.2.24.	   two	   exemplary	   Ramachandran	   plots	   obtained	   with	   the	  
procedures	  described	  above	  are	  given.	  Both	  show	  data	  from	  the	  MD	  simulation	  series	  
with	  four	  calcium	  ions	  for	  perlucin	  and	  three	  calcium	  ions	  (run09)	  for	  MBP-­‐A	  (run07).	  	  
In	  the	  plots	  distinctive	  regions	  are	  highlighted	  with	  backslashes	  (green,	  blue	  and	  red)	  
at	   their	   boundaries.	   The	   values	   of	   these	   boundaries	   were	   provided	   by	   Morris	   et	   al.	  
(Morris	   et	   al.	   [1992],	   Fig.	   5	   therein)	   and	   were	   obtained	   from	   the	   distribution	   of	  
backbone	  dihedral	  angles	  of	  protein	  crystal	  structures.	  Note	  that	  Morris	  et	  al.	  did	  not	  
include	  Gly	   and	  Pro	   residues	   in	   the	  derivation	  of	   the	   three	  distinctive	   regions	   in	   the	  
Ramachandran	  plot.	  This	  was	  justified	  by	  the	  exceptional	  dihedral	  angle	  distribution	  of	  
those	  residues	  (see	  e.g.	  Fig.	  5	  in	  Hovmöller	  et	  al.	  [2002]).	  In	  the	  data	  set	  of	  Morris	  et	  al.	  
81.9%	  of	  the	  residues	  had	  angle	  values	  in	  the	  “core”	  region	  (green	  backslashes),	  14.8%	  
in	   the	   “allowed”	   region	   (blue	   backslashes),	   2.0%	   in	   the	   “generous”	   region	   (red	  
backslashes)	  and	  1.3%	  of	  the	  residues	  were	  outside	  these	  three	  regions.	  	  
The	  average	  backbone	  angles	  of	  the	  residues	  are	  given	  as	  crosses	  in	  different	  colours	  in	  
both	   cases.	   The	   colour	   codes	   –	   individually	   for	   both	   angles	   –	   the	   magnitude	   of	   the	  
average	  deviation	  from	  the	  mean	  angle	  value.	  In	  the	  case	  of	  MBP-­‐A	  the	  angle	  values	  of	  
the	  initial	  structures	  are	  given	  as	  well	  (Fig.	  3.2.23.,	  black	  open	  circles).	  
	  
Fig.	  3.2.23.	  Ramachandran	  plot	  (see	  e.g.	  Ramachandran	  et	  al.	  [1963])	  of	  the	  average	  backbone	  
dihedral	  angles	  of	  the	  perlucin	  MD	  simulation	  series	  with	  four	  calcium	  ions	  (run09).	  In	  the	  plot	  
distinctive	  regions	  are	  highlighted	  with	  backslashes	  (green,	  blue	  and	  red)	  at	  their	  boundaries.	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The	   values	   of	   these	   boundaries	   were	   provided	   by	   Morris	   et	   al.	   (Morris	   et	   al.	   [1992],	   Fig.	   5	  
therein)	   and	   were	   obtained	   from	   the	   distribution	   of	   backbone	   dihedral	   angles	   of	   protein	  
crystal	  structures.	  In	  the	  data	  set	  of	  Morris	  et	  al.	  81.9%	  of	  the	  residues	  had	  angle	  values	  in	  the	  
“core”	  region	  (green	  backslashes),	  14.8%	  in	   the	   “allowed”	  region	  (blue	  backslashes),	  2.0%	   in	  
the	   “generous”	   region	   (red	   backslashes)	   and	   1.3%	   of	   the	   residues	  were	   outside	   these	   three	  
regions.	   The	   average	   backbone	   angles	   of	   the	   residues	   of	   perlucin	   are	   given	   as	   crosses	   in	  
different	  colours.	  The	  colours	  correspond	  to	  different	  average	  deviations	  from	  the	  mean	  angle	  
as	  indicated	  by	  the	  colour	  scale	  bar	  at	  the	  right	  hand	  side.	  Note	  that	  the	  horizontal	  and	  vertical	  
bars	   of	   the	   crosses	   that	   represent	   the	   data	   points	   can	   have	   different	   colours	   (i.e.	   different	  
average	   deviation	   values).	   The	  maximum	   value	   of	   the	   average	   deviation	   scale	   bar	   does	   not	  
correspond	  to	  the	  highest	  observed	  values.	  
	  
Fig.	  3.2.24.	  Ramachandran	  plot	  (see	  e.g.	  Ramachandran	  et	  al.	  [1963])	  of	  the	  average	  backbone	  
dihedral	  angles	  of	  the	  MBP-­‐A	  MD	  simulation	  series	  with	  three	  calcium	  ions	  (run07).	  In	  the	  plot	  
distinctive	  regions	  are	  highlighted	  with	  backslashes	  (green,	  blue	  and	  red)	  at	  their	  boundaries.	  
The	   values	   of	   these	   boundaries	   were	   provided	   by	   Morris	   et	   al.	   (Morris	   et	   al.	   [1992],	   Fig.	   5	  
therein)	   and	   were	   obtained	   from	   the	   distribution	   of	   backbone	   dihedral	   angles	   of	   protein	  
crystal	  structures.	  In	  the	  data	  set	  of	  Morris	  et	  al.	  81.9%	  of	  the	  residues	  had	  angle	  values	  in	  the	  
“core”	  region	  (green	  backslashes),	  14.8%	  in	   the	  “allowed”	  region	  (blue	  backslashes),	  2.0%	  in	  
the	   “generous”	   region	   (red	   backslashes)	   and	   1.3%	   of	   the	   residues	  were	   outside	   these	   three	  
regions.	  The	  average	  backbone	  angles	  of	  the	  residues	  of	  MBP-­‐A	  are	  given	  as	  crosses	  in	  different	  
colours.	   The	   colours	   correspond	   to	   different	   average	   deviations	   from	   the	   mean	   angle	   as	  
indicated	   by	   the	   colour	   scale	   bar	   at	   the	   right	   hand	   side.	   Additionally	   the	   angle	   values	   of	   the	  
initial	  structure	  prior	  to	  any	  minimization	  or	  simulation	  are	  given	  as	  black	  open	  circles.	  Note	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that	   the	   horizontal	   and	   vertical	   bars	   of	   the	   crosses	   that	   represent	   the	   data	   points	   can	   have	  
different	  colours	   (i.e.	  different	  average	  deviation	  values).	  The	  maximum	  value	  of	   the	  average	  
deviation	  scale	  bar	  does	  not	  correspond	  to	  the	  highest	  observed	  values.	  
	  
As	  it	  can	  be	  seen	  in	  Fig.	  3.2.24.	  the	  dihedral	  angle	  pairs	  obtained	  of	  the	  MD	  simulation	  
series	   of	   MBP-­‐A	   seem	   to	   be	   reasonable.	   From	   the	   sole	   visual	   inspection	   of	   the	  
Ramachandran	  plots	  of	  MBP-­‐A	  (see	  also	  Figs.	  III.R.19.	  to	  20.	  in	  the	  Appendix	  III.R.5.)	  no	  
serious	  error	  in	  the	  calculation	  procedures	  is	  obvious.	  As	  it	  is	  the	  case	  for	  the	  dihedral	  
angle	  pairs	  of	   the	   initial	  structure	  (black	  open	  circles)	  most	  of	   the	  angle	  pairs	  can	  be	  
found	  in	  the	  “core”	  region.	  
Fig.	  3.2.25.	  presents	  the	   information	  obtained	  from	  the	  Ramachandran	  plots	  on	  a	  per	  
residue	   basis.	   For	   every	   residue	   the	   region	   where	   it	   appears	   on	   average	   in	   the	  
Ramachandran	  plots	  (Fig.	  3.2.23.,	  3.2.2.24.	  and	  Appendix	  Figs.	  III.R.17.	  to	  20.)	  is	  given	  
by	   the	   corresponding	   letter.	   For	   better	   orientation	   in	   the	   protein	   sequences	   the	  
average	   general	   helical	   or	   general	   strand	   conformation	   from	   Fig.	   3.2.5.	   is	   shown	   as	  
well.	   Additionally	   the	   percentage	   of	   residues	   in	   the	   distinguished	   angle	   regions	   is	  
appended	  on	  the	  right	  side	  of	  the	  annotated	  sequences	  in	  Fig.	  3.2.25.	  If	  the	  distribution	  
of	   residues	   on	   the	   Ramachandran	   plot	   –	   those	   averages	   obtained	   from	   a	  whole	  MD	  
simulation	   series	   –	   is	   compared	   with	   the	   distribution	   obtained	   from	   Morris	   et	   al.	  
(“core”	   region:	   81.9%,	   “allowed”	   region:	   14.8%,	   “generous”	   region:	   2.0%,	   “outside”:	  
1.3%;	  it	  seems	  that	  Gly	  and	  Pro	  residues	  were	  not	  included	  in	  these	  values)	  following	  
statements	   can	   be	   made.	   The	   distribution	   of	   the	   average	   dihedral	   angles	   from	   the	  
simulations	   is	   not	   as	   optimal	   as	   the	   distribution	   obtained	   for	   the	   set	   of	   crystal	  
structures	   from	   Morris	   et	   al.	   (Morris	   et	   al.	   [1992])	   but	   no	   large	   differences	   can	   be	  
observed.	   Note	   that	   the	   dihedral	   angles	   of	   Gly	   perform	   remarkably	   low	   in	   this	  
classification	   scheme.	   One	   explanation	   might	   be	   that	   in	   the	   regions	   of	   the	  
Ramachandran	  plots	  as	  defined	  by	  the	  latter	  authors	  the	  Gly	  and	  Pro	  residues	  were	  not	  
included	  due	  to	  their	  special	  dihedral	  angle	  distribution.	  
Apart	   from	  the	  calculation	  of	  the	  usual	  (Ψ,Φ)	  angles	   it	  would	  be	   interesting	   in	  future	  
analyses	   to	   include	   the	   mainchain	  𝜔𝜔 	  angle.	   This	   can	   provide	   information	   on	   the	  
cis/trans	   conformation	   of	   residues	   (Nelson	   &	   Cox	   [2013]).	   In	   particular	   the	   Pro	  































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































3.2.7.	  Summarising	  comments	  on	  the	  results	  of	  the	  MD	  simulations	  
In	  the	  preceding	  sections	  the	  analysis	  of	  the	  molecular	  dynamic	  simulations	  of	  perlucin	  
and	  the	  CTLD	  of	  MBP-­‐A	  with	  different	  number	  of	  associated	  calcium	  ions	  is	  presented.	  
The	  simulations	  of	  the	  CTLD	  of	  MBP-­‐A	  started	  from	  a	  modified	  crystal	  structure	  where	  
the	   helical	   coil	   at	   the	  N-­‐terminus	  was	   removed.	   Therefore	   the	   results	   obtained	   from	  
those	   simulations	   serve	   as	   reference	   for	   the	   results	   that	   could	   be	   expected	   when	  
starting	   the	   simulation	   with	   a	   near-­‐optimal	   structure	   and	   the	   given	   simulation	  
protocol.	   Note	   that	   no	   attempt	   was	   made	   in	   this	   thesis	   to	   optimize	   the	   simulation	  
parameters.	  
The	  aim	  of	  the	  MD	  simulations	  of	  perlucin	  was	  to	  obtain	  information	  on	  the	  quality	  of	  
the	   input	   model	   and	   to	   provide	   hints	   where	   further	   refinement	   of	   the	   structure	   is	  
necessary.	  
The	  RMSd	  calculations	  and	  backbone	  residue	  fluctuations	  show	  clearly	  that	  the	  input	  
perlucin	   model	   can	   be	   optimized.	   Especially	   the	   loop	   regions	   between	   the	  
characteristic	   secondary	   structure	   elements	   of	   the	   CTLD	   fold	   seem	   to	   contribute	   a	  
noteworthy	  part	   to	   the	  backbone	  RMSd	  values.	  At	   least	   the	   loop	  between	  α2	  and	  β2	  
showing	  high	  backbone	  fluctuations	  should	  be	  considered	  for	  refinement.	  
The	  RMSd	  values	  of	  all	  MD	  simulation	  series	  still	  show	  tendencies	  of	   increase	  after	  a	  
simulation	  period	  of	  10	  ns.	  Therefore	  it	  cannot	  be	  judged	  how	  far	  the	  sampled	  protein	  
structures	  during	  the	  simulation	  approach	  real	  protein	  structures	  or	  if	  this	  will	  be	  the	  
case	  anyway.	  
Nonetheless	   the	   results	   of	   the	   simulation	   show	   that	   both	   proteins	   retain	   the	  
characteristic	   secondary	   structure	   elements	   as	  well	   as	  hydrophobic	   cores	  during	   the	  
simulations	   that	   are	   expected	   for	   CTLD	   (crystal)	   structures.	   The	   averaged	  
Ramachandran	   plots	   of	   the	  MD	   simulations	   series	   of	   both	   proteins	   show	   only	   slight	  
differences	  between	  the	  CTLDs	  of	  perlucin	  and	  MBP-­‐A.	  A	  stabilizing	  effect	  of	  associated	  
calcium	   ions	   on	   certain	   loop	   regions	   can	   be	   anticipated	   from	   the	   residue	   backbone	  
fluctuations.	   It	   should	   be	   considered	   to	   re-­‐adjust	   the	   (calcium)	   ion	   parameters	  
regarding	  the	  issue	  of	  ion-­‐protein	  interaction.	  In	  this	  context	  it	  would	  be	  interesting	  to	  
investigate	  the	  effects	  of	  different	  ionic	  strength	  on	  the	  simulated	  structures.	  
Uncertainty	  still	  remains	  about	  the	  structure	  of	  the	  C-­‐terminal	  region.	  It	  could	  not	  be	  
modelled	  due	  to	  the	  lack	  of	  a	  structural	  template	  and	  experimental	  information	  on	  the	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structure.	  But	  in	  summary	  the	  results	  suggests	  that	  the	  model	  of	  the	  CTLD	  of	  perlucin	  
has	   a	   stable	   core	   framework	   and	   only	   refinements	   in	   selected	   loop	   regions	   are	  
necessary.	  
	  
3.3. Computational	  docking	  analysis	  of	  the	  CTLD	  of	  perlucin	  
There	  are	  proteins	  with	  a	  CTLD	  –	  currently	  the	  author	  is	  aware	  of	  at	  least	  three	  to	  five	  
–	   that	   can	   form	   dimers	   where	   the	   buried	   surface	   is	   part	   of	   the	   CTLD	   surface	   (see	  
sections	   3.3.2.	   and	   3.4.	   for	   further	   information).	   These	   examples	   do	   not	   include	  
domain-­‐swapping	   dimerization.	   The	   latter	   is	   a	   dimerization	  mode	   via	   unfolding	   and	  
interaction	  of	  the	  LLR	  (see	  e.g.	  Zelensky	  &	  Gready	  [2005]).	  
The	   investigation	   if	   perlucin	   can	   form	   dimers	   (or	   oligomers)	  was	   performed	  with	   a	  
computational	   and	   an	   experimental	   approach	   (see	   section	   3.4.	   size-­‐exclusion	  
chromatography).	   The	   computational	   approach	   chosen	   in	   this	   thesis	   cannot	   account	  
for	   oligomers	   and	   domain-­‐swapping	   dimerization	   as	   it	   will	   become	   clear	   in	   section	  
3.3.2.	  
The	  computational	  docking	  program	  needs	  a	  protein	  structure	  as	  input.	  Consequently	  
the	  first	  task	  was	  the	  selection	  of	  appropriate	  input	  structures	  of	  the	  perlucin	  CTLD.	  In	  
this	   thesis	  perlucin	  structures	   for	   the	  computational	  docking	  approach	  were	  selected	  
with	   the	   aid	   of	   cluster	   analyses	   of	   the	   perlucin	   MD	   simulation	   trajectories.	   In	   the	  
following	  paragraph	  the	  principles	  of	  the	  cluster	  analysis	  and	  its	  results	  are	  presented.	  
As	   it	   will	   be	   discussed	   thereafter	   the	   results	   of	   the	   cluster	   analysis	   need	   further	  
processing	   to	   arrive	   at	   a	   reasonable	   number	   of	   perlucin	   structures	   for	   the	   docking	  
program.	  
The	  subsequent	  three	  sections	  address	  the	  fundamentals	  of	  the	  docking	  algorithm	  and	  
its	  results.	  
3.3.1.	  Selection	  of	  representative	  structures	  from	  the	  MD	  simulations	  of	  
perlucin	  for	  the	  computational	  docking	  study	  
Shao	  et	  al.	  (Shao	  et	  al.	  [2007],	  see	  also	  supporting	  information	  to	  this	  article)	  described	  
and	   compared	   extensively	   the	   clustering	   algorithms	   that	   are	   implemented	   in	   the	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“ptraj”	   software	   module	   of	   AMBER.	   The	   following	   remarks	   on	   cluster	   analysis	   are	  
based	  on	  their	  article	  if	  not	  stated	  otherwise.	  
The	   MD	   simulation	   trajectory	   contains	   the	   sampled	   protein	   structures.	   It	   would	   be	  
desirable	  to	  determine	  if	  those	  sampled	  structures	  form	  groups/clusters	  with	  respect	  
to	  a	  measurable	  quantity	  or	  “metric”.	  The	  metric	  that	  was	  used	  in	  this	  thesis	  was	  the	  
RMSd	  between	   the	  protein	   structures	  based	  on	  a	  best	   superposition	  of	   the	  Cα	  atoms.	  
This	   means	   the	   trajectories	   were	   analysed	   for	   “groups”	   or	   “clusters”	   of	   protein	  
conformations	   where	   the	   conformations	   inside	   a	   given	   cluster	   have	   a	   lower	   RMSd	  
value	   to	   each	   of	   the	   conformations	   in	   this	   particular	   cluster	   compared	   to	  
conformations	  in	  another	  cluster.	  
It	   was	   not	   clear	   a	   priori	   how	   many	   meaningful	   clusters	   would	   constitute	   the	  
trajectories	  of	  perlucin.	   Shao	  et	  al.	   recommend	   two	  algorithms	   if	   the	   cluster	   count	   is	  
not	  known	  in	  advance.	  It	  was	  decided	  here	  to	  use	  the	  “average-­‐linkage”	  algorithm	  since	  
it	  is	  a	  “bottom-­‐up”	  or	  “agglomerative”	  algorithm.	  The	  advantage	  will	  become	  clear	  after	  
a	   brief	   description	   of	   the	   function	   of	   the	   algorithm.	   The	   following	  descriptions	  were	  
taken	   from	   the	   supporting	   information	   given	   by	   Shao	   et	   al.	   (Shao	   et	  al.	   [2007])	   and	  
adapted	  to	  RMSd	  metric	  that	  was	  used	  here.	  
First	  every	  protein	  conformation	  from	  the	  analysed	  trajectory	  is	  considered	  to	  form	  its	  
own	   cluster.	   Then	   the	   RMSd	   of	   the	   Cα	  atoms	   after	   a	   best	   superposition	   is	   calculated	  
between	   the	   structures	  of	   all	   clusters.	  This	   shall	   exclude	   the	   calculation	  of	   the	  RMSd	  
values	   of	   structures	   that	   are	   assigned	   to	   the	   same	   cluster.	   But	   in	   the	   first	   step	   the	  
number	  of	  clusters	  equals	  the	  number	  of	  structures	  so	  a	  full	  pair-­‐wise	  RMSd	  matrix	  is	  
calculated.	  In	  the	  next	  step	  the	  average	  RMSd	  value	  between	  any	  structures	  in	  any	  pair	  
of	  two	  clusters	  is	  calculated.	  The	  pair	  of	  clusters	  with	  the	  lowest	  average	  RMSd	  value	  is	  
merged	   into	   a	   new	   larger	   cluster.	   These	   steps	   –	   except	   for	   the	   initial	   assignment	   of	  
every	  structure	  of	   the	  trajectory	   into	  a	  single	  cluster	  –	  are	  repeated	  until	   the	  desired	  
number	  of	  clusters	  is	  reached.	  
These	   details	   explain	   why	   the	   average-­‐linkage	   algorithm	   is	   an	   “agglomerative”	   or	  
“bottom-­‐up”	   algorithm:	   it	   starts	  with	   the	  maximum	  number	   of	   possible	   clusters	   and	  
reduces	   the	  number	  of	   clusters	   step	  by	   step.	  This	  allows	   starting	   the	  analysis	  with	  a	  
cluster	  count	  of	  1	  where	  the	  full	  pair-­‐wise	  RMSd	  matrix	  is	  calculated	  as	  well	  as	  every	  



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Since	  no	   sieve	   –	   a	   sieve	   can	   speed	  up	   calculations	  by	  using	  only	   every	   ith	   frame	  of	   a	  
trajectory	   –	   was	   applied	   the	   last	   mentioned	   steps	   are	   the	   most	   time	   consuming	  
calculations.	   But	   since	   the	   cluster	   merging	   steps	   are	   saved	   in	   the	   first	   pass,	   the	  
representative	   structures	   for	   any	   desired	   cluster	   count	   can	   be	   extracted	   fast	   in	   a	  
second	  round	  of	  cluster	  analysis.	  
Without	  any	  a	  priori	   information	  of	  a	  meaningful	  number	  of	  clusters,	   the	  trajectories	  
were	  analysed	  with	  cluster	  counts	  up	  to	  ten	  (increment	  of	  1)	  and	  from	  there	  on	  up	  to	  a	  
cluster	   count	   of	   20	   (increment	   of	   2).	   Fig.	   3.3.1.	   shows	   exemplary	   results	   from	   the	  
clustering	  of	  one	   trajectory	  of	  perlucin	  with	   four	  calcium	  ions.	  Results	  are	  shown	  for	  
three	   exemplary	   cluster	   counts	   of	   5,	   10	   and	   20	   clusters.	   As	   it	   can	   be	   seen	   with	  
increasing	  cluster	  count	  the	  structures	  are	  associated	  to	  new	  clusters	  as	  the	  simulation	  
progresses.	  Similar	  behaviour	  of	  MD	  simulation	  data	  was	  observed	  by	  Shao	  et	  al.	  (Shao	  
et	   al.	   [2007]).	   They	   suggested	   that	   “sampling	   of	   conformational	   space	   may	   not	   be	  
complete”	  (Shao	  et	  al.	  [2007],	  p.	  2317).	  
In	   section	   3.2.5.	   the	   results	   of	   the	   backbone	   RMSd	   calculations	   of	   the	   perlucin	   and	  
MBP-­‐A	  MD	  simulation	  series	  are	  presented.	  Fig.	  3.2.17.	  shows	  an	  increase	  by	  trend	  of	  
the	   backbone	   RMSd	   of	   the	   perlucin	   structure	   during	   the	   simulations.	   Therefore	   it	  
seems	  not	   to	  be	  surprising	   to	  observe	  a	  correlation	  between	  the	  simulation	  progress	  
and	  the	  cluster	  formation.	  
In	   the	  Appendix	   III.R.6.	   the	   “condensed	  maps”	   for	  a	   cluster	   count	  of	  10	  are	  given	   for	  
every	  trajectory	  of	  perlucin.	  Those	  data	  suggest	  a	   trend	  of	  producing	  new	  clusters	  as	  
the	  simulation	  time	  progresses.	  Note	  however	  that	  in	  some	  cases	  (e.g.	  run09b,	  run21c)	  
the	   new	   clusters	   tend	   to	   occur	   especially	   at	   the	   beginning	   of	   the	   trajectory.	  
Furthermore	   in	   some	   cases	   it	   can	   be	   observed	   that	   the	   perlucin	   structures	   switch	  
between	  clusters	  (e.g.	  run09f,	  run22).	  
It	   could	   be	   expected	   that	   at	   the	   beginning	   of	   the	   MD	   simulations	   there	   are	   larger	  
movements	   of	   certain	   protein	   regions	   compared	   to	   the	   end	   of	   the	   simulations.	   This	  
might	  be	  reasonable	  since	  all	  perlucin	  simulations	  started	  from	  a	  calculated	  model	  and	  
not	  an	  experimentally	  determined	  structure.	  
However	  those	  time	  dependent	  features	  of	  the	  cluster	  analyses	  were	  not	  investigated	  
further.	  Additionally	  the	  cluster	  analysis	  was	  not	  performed	  for	  a	  crystal	  structure	  of	  a	  
CTLD.	  So	   it	   is	  still	  not	  clear	  what	  the	  optimal	  number	  of	  clusters	   for	  the	  perlucin	  MD	  
trajectories	   is.	   The	   “ptraj”	  module	   offers	   several	   quantities	   that	   can	   characterise	   the	  
clustering	  quality	   depending	   on	   the	   cluster	   count.	   These	   include	  amongst	   others	   the	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Davies-­‐Bouldin-­‐Index	   (Davies	  &	  Bouldin	   [1979]),	   the	   “pseudo	  F-­‐statistic”	   (Caliński	  &	  
Harabasz	  [1974],	  denoted	  as	  “variance	  ratio	  criterion”	   in	  equation	  2	  therein)	  and	  the	  
critical	   distance	   (Shao	   et	   al.	   [2007]).	   Those	   quantities	   and	   their	   dependency	   of	   the	  
cluster	   count	   (here	   for	   cluster	   counts	   up	   to	   20	   as	   described	   above)	   were	   put	   into	  
graphs	  but	  the	  author	  of	  this	  thesis	  was	  not	  able	  to	  deduce	  optimal	  cluster	  counts	  from	  
those	  data	  (not	  presented	  in	  this	  thesis).	  
Remember	   that	   it	  was	   the	   aim	   of	   the	   cluster	   analysis	   to	   obtain	   representative	   input	  
structures	   for	   the	   computational	   docking	   study.	   Note	   that	   if	   even	   only	   two	   (lowest	  
number	   of	   meaningful	   clusters)	   representative	   perlucin	   structures	   of	   every	   MD	  
simulation	  would	  be	   selected	   than	   this	  would	   already	   result	   in	   a	   total	  number	  of	   24	  
structures	  for	  the	  docking	  analysis.	  Therefore	  it	  was	  decided	  to	  use	  an	  arbitrary	  cluster	  
count	  of	  10	  for	  every	  perlucin	  MD	  simulation	  and	  reduce	  the	  resulting	  number	  (in	  total	  
120	   structures)	   of	   cluster	   representative	   structures	   further	   as	   described	   in	   the	  
following.	  
	  
Reducing	  the	  number	  of	  cluster	  representatives	  
	  
Representative	   structures	   of	   every	   perlucin	  MD	   simulation	   trajectory	  were	   obtained	  
from	   a	   cluster	   analysis	   with	   a	   cluster	   count	   of	   10.	   This	   has	   to	   be	   considered	   as	   an	  
arbitrary	  value.	  In	  Appendix	  III.R.6.	  the	  “ptraj”	  output	  describing	  the	  cluster	  population	  
during	  the	  perlucin	  simulations	  can	  be	  found.	  
According	  to	  Shao	  et	  al.	   the	  “ptraj”	  output	  representative	  structure	  of	  a	  cluster	   is	   the	  
structure	   that	   is	   closest	   to	   the	   centroid	   of	   the	   cluster.	   The	   centroid	   of	   a	   cluster	   is	  
calculated	   as	   the	   coordinate	   average	   of	   the	   structures	   after	   superposition	   of	   each	  
structure	  in	  in	  the	  given	  cluster.	  
After	  the	  cluster	  analysis	  there	  were	  60	  representative	  structures	  for	  the	  simulations	  
of	  perlucin	  with	   four	  calcium	   ions	   (run09)	  and	  30	  representative	  structures	  each	   for	  
the	  simulation	  series	  of	  perlucin	  with	  two	  and	  without	  calcium	  ions	  (run21	  and	  run22	  
respectively).	   As	   it	   is	   discussed	   already	   in	   section	   3.2.5.	   most	   of	   the	   backbone	  
positional	   fluctuations	   of	   the	   perlucin	   structure	   during	   the	   simulations	   can	   be	  
attributed	   to	   the	   loop	   regions.	   Therefore	   following	   approach	   was	   used	   to	   extract	  
meaningful	  structures	  for	  the	  docking	  analysis	  from	  the	  representative	  structures	  from	  
the	  cluster	  analysis.	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In	  a	  first	  step	  each	  of	  the	  representative	  structures	  from	  a	  whole	  MD	  simulation	  series	  
were	  pairwise	  superposed	  on	  the	  basis	  of	  the	  lowest	  RMSd	  of	  backbone	  atoms	  (Cα,	  C,	  N,	  
O)	  of	  the	  less	  fluctuating	  protein	  segments.	  In	  a	  second	  step	  the	  RMSd	  of	  the	  backbone	  
atoms	   of	   the	   remaining	   segments	   (highly	   fluctuating	   loop	   segments)	   was	   calculated	  
between	   the	   superposed	   structures	  without	   another	   superposition.	   The	   latter	   set	   of	  
segments	  was	   the	   same	   that	  was	   excluded	   from	   the	   RMSd	   calculation	   in	   Fig.	   3.2.17.	  
(section	  3.2.5.)	  and	  is	  supposed	  to	  represent	  the	  highly	  fluctuating	  loop	  segments	  (see	  
Fig.	  3.2.15.).	  	  
	  
Fig.	   3.3.2.	   Pairwise	   backbone	   RMSd	   value	   distribution	   of	   the	   representative	   structures	   of	  
perlucin.	  The	  latter	  were	  obtained	  from	  a	  cluster	  analysis	  of	  MD	  trajectories.	  The	  RMSd	  values	  
were	  calculated	  for	  following	  segments:	  Tyr52	  to	  Asn61	  (run21:	  Arg50	  to	  Asn61;	  run22:	  Arg50	  to	  
Tyr62),	  Asp68	   to	  Trp75,	  Glu78	   to	  Asn87,	  Pro90	   to	  His101	  and	  Arg106	   to	  Leu113.	  Note	   that	   the	  RMSd	  
values	  shown	  in	  the	  graph	  were	  calculated	  after	  a	  pairwise	  superposition,	  which	  minimizes	  the	  
RMSd	  of	  the	  segments	  excluding	  the	  aforementioned	  regions.	  The	  bin	  width	  of	  the	  histogram	  is	  
0.1  Å.	  
	  
This	  resulted	  in	  a	  distribution	  of	  RMSd	  values	  of	  the	  loop	  regions	  for	  the	  representative	  
structures	  of	  the	  MD	  simulation	  series	  (see	  Fig.	  3.3.2.).	  For	  the	  docking	  analysis	  those	  
two	  structures	  were	  selected	  whose	  pairwise	  “loop	  RMSd”	  was	  closest	  to	  the	  median	  of	  
the	  RMSd	  distribution.	  (“approach	  from	  high	  RMSd	  values”).	  This	  was	  done	  for	  every	  
MD	  simulation	  series	  of	  perlucin	  and	  finally	  results	  in	  six	  structures	  that	  were	  used	  as	  
input	  structures	  for	  the	  docking	  program.	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The	   above	   described	   procedure	  was	   supposed	   to	   select	   two	   protein	   structures	   from	  
each	   MD	   simulation	   series	   that	   reasonably	   reflect	   the	   positional	   variations	   of	   the	  
protein	  structure	  during	  the	  simulation.	  Fig.	  3.3.3.	  shows	  the	  six	  superposed	  perlucin	  
structures.	  
Fig.	   3.3.3.	   Superposition	   of	   the	   representative	   perlucin	   structures	   selected	   for	   the	   docking	  
analysis.	  The	  superposition	  was	  performed	  through	  minimizing	  the	  RMSd	  value	  of	  the	  Cα	  atoms	  
of	  the	  segments:	  Gly1	  to	  Ile49,	  Trp63	  to	  Ser67,	  Leu76	  to	  Trp77,	  Trp88	  to	  Ser89,	  Cys102	  to	  Leu105	  and	  
Leu113	   to	   Arg131.	   Those	   segments	   were	   supposed	   to	   be	   the	   less	   fluctuating	   regions	   of	   the	  
perlucin	  structure.	  Calcium	  ions	  (except	  for	  Ca-­‐3)	  are	  shown	  as	  red	  beads.	  The	  molecules	  are	  
rendered	  with	  VMD	  (Humphrey	  et	  al.	  [1996]	  version	  1.9.1).	  The	  “New	  Cartoon”	  representation	  
of	  the	  protein	  involves	  the	  STRIDE	  algorithm	  (Frishman	  &	  Argos	  [1995]).	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3.3.2.	  Basic	  principles	  of	  protein-­‐protein	  docking	  with	  ATTRACT	  
In	  the	  following	  some	  general	  remarks	  about	  protein-­‐protein	  docking	  will	  be	  made	  and	  
the	   program	   ATTRACT	   (Zacharias	   [2003],	   Fiorucci	   &	   Zacharias	   [2010])	   will	   be	  
introduced.	   In	   the	   scope	   of	   this	   thesis	   term	   “docking”	   has	   to	   be	   understood	   as	  
“generating	   and	   evaluating	   protein-­‐protein	   complexes	   (or	   more	   generally	   protein-­‐
ligand	  complexes)	  with	  computer	  algorithms”.	  
Protein-­‐ligand	  interactions	  play	  major	  roles	   in	  the	  function	  of	  organisms.	  The	  ligands	  
that	   can	   bind	   to	   proteins	   can	   be	   ions	   (e.g.	   Ca2+	   binding	   protein	   calmodulin),	   small	  
molecules	   (e.g.	   oxygen	   carrying	   globin	   protein	   family),	   DNA	   (e.g.	   DNA	   polymerase),	  
polysaccharides	   (e.g.	   lysozyme	   that	   catalyses	   polysaccharide	   cleavage),	   proteins	   (e.g.	  
Tim-­‐Per	   heterodimer	   of	   the	   circadian	   clock	   in	   Drosophila)	   and	   even	   solids	   (e.g.	   ice	  
binding	  antifreeze	  proteins)	   (the	   latter	  example	   taken	   from	  Jia	  &	  Davies	   [2002],	   first	  
examples	  arbitrarily	  taken	  from	  Alberts	  et	  al.	  [2002]).	  
There	  are	  proteins	  with	  a	  CTLD	  –	  currently	  the	  author	  is	  aware	  of	  at	  least	  three	  to	  five	  
–	   that	   can	   form	  homodimers	   in	   solution.	   Poget	   and	   co-­‐workers	   (Poget	   et	  al.	   [1999])	  
could	   show	   that	   the	   recombinant	   C-­‐type	   lectin	   TC14	   (UniProt	   accession	   number	  
P16108)	   from	   Polyandrocarpa	   misakiensis	   forms	   dimers	   under	   “physiological	  
conditions”	  (p.	  869)	  and	  obtained	  a	  crystal	  structure	  of	  the	  dimer	  (PDB	  accession	  code	  
1TLG).	  Note	   that	  Suzuki	  et	  al.	   (Suzuki	  et	  al.	   [1990])	  concluded	   from	  earlier	  analytical	  
gelfiltration	   experiments	   that	  TC14	   is	   a	  monomer	   in	   solution.	   It	  was	   speculated	   that	  
the	   protein	   is	   part	   of	   the	   animals	   defense	   system	   (Suzuki	   et	  al.	   [1990]).	   TC14	  might	  
also	   be	   involved	   “in	   bud	   morphogenesis”	   (Kawamura	   et	   al.	   [1991],	   p.	   995)	   in	  
Polyandrocarpa	  misakiensis.	  
Another	  example	  of	  a	  dimeric	  CTLD	  is	  the	  “human	  hematopoietic	  cell	  receptor	  CD69”	  
or	   “early	   activation	   antigen	   CD69”	   (Llera	   et	   al.	   [2001],	   UniProt	   accession	   number	  
Q07108).	  CD69	   is	  a	   transmembrane	  receptor,	  whose	  CTLD	  can	  be	   found	   for	  example	  
on	  the	  surface	  of	  lymphocytes.	  There	  it	  forms	  homodimers	  connected	  through	  at	  least	  
one	  disulphide	  bridge	  which	  is/are	  not	  part	  of	  the	  CTLD	  itself	  (Llera	  et	  al.	  [2001],	  Testi	  
et	  al.	  [1994]).	  Llera	  et	  al.	  determined	  that	  the	  recombinant	  extracellular	  CTLD	  of	  CD69	  
can	  form	  non-­‐covalently	  bound	  dimers	  and	  obtained	  a	  crystal	  structure	  of	  this	  dimer.	  
CD69	  and	  TC14	  are	  introduced	  here	  as	  examples	  since	  their	  structures	  will	  be	  used	  to	  
test	  the	  systematic	  docking	  approach	  that	  is	  used	  in	  this	  thesis	  for	  perlucin.	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The	   general	   aim	   of	   computational	   docking	   methods	   is	   to	   predict	   the	   structure	   of	  
protein-­‐ligand	  complexes.	  Reviews	  on	  some	  key	  issues	  and	  algorithms	  used	  in	  protein-­‐
protein	   docking	   are	   given	   by	   Moreira	   et	   al.	   (Moreira	   et	   al.	   [2010]),	   Halperin	   et	   al.	  
(Halperin	   et	  al.	   [2002])	   as	  well	   as	   Smith	   and	   Sternberg	   (Smith	  &	   Sternberg	   [2002]).	  
The	   central	   parts	   of	   docking	   are:	   the	   representation	   of	   the	   structures	   under	  
investigation,	   the	  sampling	  of	  possible	  complex	  conformations	  and	  the	  assessment	  of	  
the	  obtained	  complexes	  (see	  aforementioned	  reviews).	  In	  the	  following	  it	  is	  described	  
how	  the	  ATTRACT	  program	  package	  performs	  systematic	  docking	   (Zacharias	   [2003],	  
Zacharias	  [2008],	  Fiorucci	  &	  Zacharias	  [2010]).	  
	  
Protein	  representation	  by	  ATTRACT	  
	  
The	   proteins	   structures	   are	   represented	   by	   a	   reduced	   model.	   While	   the	   backbone	  
atoms	   are	   retained	   the	   sidechain	   atoms	   are	   replaced	  by	  not	  more	   than	   two	   “pseudo	  
atoms”.	  However	  note	  that	  only	  the	  backbone	  nitrogen	  and	  oxygen	  atoms	  are	  involved	  
in	  the	  energy	  calculations	  during	  the	  docking	  process	  explained	  in	  the	  next	  paragraph.	  
Fig.	   3.3.4.	   gives	   three	   examples	   of	   the	   placement	   of	   pseudo	   atoms	   in	   residues.	   The	  
position	  of	  the	  pseudo	  atom	  in	  the	  case	  of	  the	  “small”	  residues	  (Ala,	  Ser,	  Thr,	  Val,	  Leu,	  
Ile,	  Asn,	  Asp,	  Pro,	  Cys)	  is	  the	  geometric	  centre	  of	  the	  sidechain	  heavy	  atoms	  (here	  this	  
includes	  the	  Cα	  atom).	  The	  exceptional	  Gly	  residue	  is	  represented	  by	  the	  backbone	  C,	  N,	  
O	  and	  Cα.	  The	  remaining	  residues	  are	  described	  by	   two	  pseudo	  atoms.	   In	   the	  case	  of	  
Tyr,	   Met	   and	   Phe	   the	   first	   one	   is	   placed	   half-­‐way	   between	   the	   sidechain	   Cβ	   and	   Cγ	  
atoms.	  The	  second	  one	  is	  placed	  at	  the	  geometric	  centre	  of	  the	  remaining	  heavy	  atoms.	  
In	  the	  case	  of	  the	  residues	  Glu,	  Arg,	  Lys,	  Trp	  and	  Gln	  the	  first	  pseudo	  atom	  is	  placed	  at	  
the	   position	   of	   the	   Cγ	   atom.	   The	   position	   of	   the	   second	   pseudo	   atom	   is	   different	   for	  
each	  residue.	  Arg:	  geometric	  centre	  of	  Nε	  and	  Cζ.	  Glu:	  geometric	  centre	  of	  Cδ,	  Oε1	  and	  
Oε2.	   Gln:	   geometric	   centre	   of	   Cδ,	   Oε1	   and	   Nε2.	   Lys:	   position	   is	   equivalent	   to	   Cε.	   Trp:	  
geometric	  centre	  of	  Cδ2,	  Cε2,	  Cε3,	  Cη2,	  Cζ3,	  Cζ2.	  These	  information	  were	  directly	   inferred	  
from	  the	  FORTRAN	  source	  code	   (reduce.f)	  of	   the	  used	   “reduce”	  software	  module	  of	  




Fig.	  3.3.4.	  Examples	  of	  protein	  residues	  with	  all	  non-­‐hydrogen	  atoms	  and	  their	  representation	  
in	   the	   reduced	   model	   used	   by	   ATTRACT.	   In	   every	   case	   the	   spheres	   –	   independent	   of	   their	  
colours	   –	   represent	   the	   positions	   of	   atoms	   in	   the	   reduced	  model.	   In	   the	   reduced	  model	   the	  
heavy	   backbone	   atoms	   C,	   N,	   O	   and	   Cα	   are	   retained.	   However	   note	   that	   only	   the	   backbone	  
nitrogen	  and	  oxygen	  atoms	  are	  involved	  in	  the	  energy	  calculations	  during	  the	  docking	  process.	  
Cyan	  symbolizes	  carbon	  atoms,	  blue	  is	  the	  colour	  for	  nitrogen	  atoms	  and	  red	  for	  oxygen	  atoms.	  
The	  pseudo	  atoms	  that	  represent	  the	  sidechains	  are	  given	  as	  orange	  sphere.	  Asn	  is	  an	  example	  
for	  a	  “small”	  residue	  whose	  sidechain	  is	  represented	  by	  one	  pseudo	  atom.	  It	  is	  positioned	  at	  the	  
geometric	  centre	  of	  all	  heavy	  sidechain	  atoms	  including	  Cα.	  The	  sidechain	  of	  Trp	  is	  represented	  
by	  two	  pseudo	  atoms.	   In	   this	  case	  the	   first	  one	   is	  placed	  at	   the	  position	  of	  Cγ	  and	  the	  second	  
one	  in	  the	  ring	  formed	  by	  six	  carbon	  atoms.	  Phe	  exemplifies	  a	  residue	  with	  two	  pseudo	  atoms	  
as	  well.	  The	   first	  one	   is	  placed	  half-­‐way	  between	  Cβ	  and	  Cγ	   and	   second	  one	  at	   the	  geometric	  
centre	  of	  the	  remaining	  sidechain	  atoms.	  The	  atom	  labels	  follow	  the	  IUPAC	  recommendations	  
(Markley	   et	   al.	   [1998],	   see	   Appendix	   III.A.)	   and	   the	   structures	   are	   rendered	   with	   VMD	  
(Humphrey	  et	  al.	  [1996]	  version	  1.9.1).	  
	  
This	  kind	  of	  reduced	  protein	  representation	  will	  not	  only	  save	  computational	  time	  but	  
“reduce[s]	   the	   number	   of	   energy	   minima	   on	   the	   surface	   of	   the	   protein	   partners”	  
(Zacharias	  [2003],	  p.	  1279).	  	  
	  
Effective	  interaction	  between	  pseudo	  atoms	  
	  
In	  ATTRACT	  to	  each	  of	   the	  possible	  pseudo	  atom	  pairs	   four	  parameters	  are	  assigned	  
(see	   Fiorucci	   &	   Zacharias	   [2010] and	   especially	   supplementary	   material).	   These	  
parameters	  are	  necessary	  to	  calculate	  the	  pairwise	  interaction	  energy.	  Note	  that	  in	  the	  
context	   of	   ATTRACT	   this	   interaction	   energy	   has	   to	   be	   understood	   as	   an	   “effective	  
interaction”	   (Fiorucci	  &	   Zacharias	   [2010],	   p.	   3132)	   energy.	   As	   long	   as	   the	   ATTRACT	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methodology	  and	  the	  docking	  results	  are	  discussed	  the	  terms	  “interaction	  energy”	  and	  
“effective	  interaction	  energy”	  are	  used	  interchangeably.	  
ATTRACT	  distinguishes	  a	  priori	  and	  explicitly	  between	  repulsive	  and	  attractive	  pseudo	  
atom	   pairs.	   The	   interaction	   energy	  𝑉𝑉!" 	  between	   an	   attractive	   pair	   of	   atoms	  A	   and	  B	  
with	  a	  distance	  𝑟𝑟!" 	  is	  given	  by	  
	  










𝜀𝜀 𝑟𝑟!"   𝑟𝑟!"
	   (3.3.1.)	  
	  
𝑅𝑅!" 	  and	  𝜖𝜖!" 	  are	  effective	  pairwise	  Lennard-­‐Jones	   interaction	  parameters.	  Note	  that	   in	  
the	  case	  of	  pure	  Lennard-­‐Jones	  interactions	  the	  minimum	  position	  is	  𝑟𝑟!"
!",! = 4/3  𝑅𝑅!" 	  
and	   consequently	   the	   minimal	   Lennard-­‐Jones	   interaction	   energy	   is	  𝑉𝑉!"
!" 𝑟𝑟!"
!",! =
−(27/256)    𝜖𝜖!" .	   Additionally	   the	   Coulomb	   energy	   between	   pseudo	   atoms	  A	   and	  B	   is	  
considered	   if	  A	   and	  B	   originate	   from	   the	   charged	   residues	   Lys,	   Arg,	   Glu	   or	   Asp.	   The	  
charge	   is	   the	   integer	  ±1.	   The	   Coulomb	   interaction	   is	   additionally	   reduced	   with	   a	  
distance	  dependent	  dielectric	  constant	  𝜀𝜀 𝑟𝑟!" = 15 ⋅ 𝑟𝑟!" .	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Note	  that	  neither	  ions	  nor	  water	  molecules	  are	  included	  in	  the	  reduced	  representation	  
of	  the	  proteins.	  To	  illustrate	  the	  interaction	  energies	  given	  by	  the	  equations	  3.3.1.	  and	  
3.3.2.	  two	  exemplary	  interaction	  energy	  graphs	  are	  shown	  in	  Fig.	  3.3.5.	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Fig.	  3.3.5.	  Exemplary	  interaction	  energy	  of	  pseudo	  atoms.	  The	  red	  graph	  shows	  the	  attractive	  
interaction	  between	  the	  sidechain	  pseudo	  atoms	  of	  two	  Ala	  residues.	  The	  blue	  graph	  shows	  the	  
repulsive	   interaction	   between	   the	   sidechain	   pseudo	   atoms	   of	   an	   Ala	   and	   an	   Asn	   residue.	   In	  
both	  cases	  the	  pseudo	  atoms	  are	  not	  charged.	  The	  interaction	  energy	  is	  given	  in	  units	  of	   𝑅𝑅 ⋅ 𝑇𝑇 	  
where	  𝑅𝑅 = 8.31  𝐽𝐽/𝑚𝑚𝑚𝑚𝑚𝑚  𝐾𝐾	  and	  𝑇𝑇	  is	  room	  temperature	  (Fiorucci	  &	  Zacharias	  [2010]).	  
	  
So	  far	  the	  proteins	  are	  described	  in	  a	  reduced	  representation	  and	  to	  the	  pseudo	  atoms	  
parameters	   are	   assigned	   that	   are	   supposed	   to	   reflect	   their	   physico-­‐chemical	  
properties.	  This	  provokes	  the	  question	  why	  the	  proteins	  are	  not	  treated	  in	  an	  all-­‐atom	  
fashion	  with	   force	   field	  parameters	  used	   in	  MD	  simulations.	  To	  answer	   this	  question	  
one	  has	  to	  consider	  how	  ATTRACT	  samples	  the	  possible	  protein-­‐protein	  complexes.	  
	  
Sampling	  of	  protein-­‐protein	  complexes	  by	  ATTRACT	  
	  
The	  position	  of	  one	  protein	  in	  the	  reduced	  representation	  is	  kept	  fixed.	  This	  protein	  is	  
denoted	  here	  as	  the	  receptor.	  In	  a	  first	  step,	  around	  the	  surface	  of	  the	  receptor	  several	  
starting	  positions	   for	   the	   ligand	  centre	  are	  generated.	  The	  distances	  of	   these	  starting	  
points	  from	  the	  receptor	  surface	  are	  slightly	  larger	  than	  the	  largest	  distance	  between	  
any	  of	  the	  ligands	  pseudo	  atoms	  and	  its	  geometric	  centre.	  The	  methodology	  employed	  
by	  ATTRACT	  seems	  to	  be	  similar	  to	  that	  already	  described	  for	  the	  determination	  of	  the	  
SASA	  (see	  section	  3.2.3.).	  The	  total	  number	  of	  these	  starting	  points	  ranges	  between	  83	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and	   104	   for	   the	   investigated	   structures	   in	   this	   thesis.	   Fig.	   3.3.6.	   exemplifies	   the	  
distribution	  of	  ligand	  starting	  positions	  around	  a	  receptor	  (here	  perlucin).	  
	  
Fig.	  3.3.6.	  Exemplary	  distribution	  of	  ligand	  starting	  positions	  (blue	  spheres)	  around	  a	  perlucin	  
receptor	  molecule.	   The	   geometric	   centre	   of	   the	   ligand	   is	   placed	   at	   the	   positions	   of	   the	   blue	  
spheres.	  The	  molecule	  is	  rendered	  with	  VMD	  (Humphrey	  et	  al.	  [1996]	  version	  1.9.1).	  The	  “New	  
Cartoon”	   representation	   of	   the	   protein	   involves	   the	   STRIDE	   algorithm	   (Frishman	   &	   Argos	  
[1995]).	  
	  
At	  each	  of	  the	  starting	  positions	  (blue	  spheres	  in	  Fig.	  3.3.6.)	  the	  geometric	  centre	  of	  the	  
ligand	   is	   placed	   and	   subsequently	   rotated.	   This	   generates	   several	   different	   relative	  
orientations	   between	   ligand	   and	   receptor	   at	   each	   of	   the	   starting	   points.	   As	   far	   as	   it	  
could	   be	   extracted	   here	   228	   different	   relative	   orientations	   per	   starting	   point	   are	  
generated	  through	  ligand	  rotation.	  In	  total	  around	  20000	  initial	   ligand-­‐receptor	  pairs	  
with	  different	  relative	  orientations	  are	  generated.	  Note	  that	  these	  pairs	  are	  not	  docked	  
yet.	  They	  are	  still	  spatially	  separated.	  
In	  the	  systematic	  docking	  approach	  of	  ATTRACT	  the	  next	  step	  is	  to	  minimize	  the	  total	  
effective	  potential	  energy	  (sum	  of	  the	  pairwise	  effective	  potential	  energy	  in	  equations	  
3.3.1.	   and	   3.3.2.)	   for	   each	   of	   the	   relative	   orientations	   of	   the	   ligand	   and	   receptor	   as	  
described	  in	  the	  preceding	  paragraph.	  During	  the	  minimization	  the	  ligand	  is	  allowed	  to	  
rotate	  and	  translate.	  
This	  minimization	  can	  be	  performed	  in	  several	  stages	  (here	  four	  stages).	  In	  this	  thesis	  
the	  minimization	  stages	  differ	  in	  the	  number	  of	  minimization	  steps,	  the	  cut-­‐off	  distance	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that	   is	  used	   to	  determine	   the	   interacting	  partners	  at	   the	  beginning	  of	  each	  stage	  and	  
whether	  positional	  restraints	  are	  used.	  
The	  first	  two	  minimization	  stages	  are	  performed	  with	  a	  harmonic	  positional	  restraint	  
between	   the	   geometric	   centre	   of	   the	   receptor	   and	   the	   Cα	   atom	   of	   the	   ligand	   that	   is	  
closest	   to	   the	   geometric	   centre	   of	   the	   receptor.	   This	   additional	   harmonic	   potential	  
ensures	  that	  the	  ligand	  gets	  into	  close	  contact	  with	  the	  receptor	  surface	  during	  the	  first	  
minimization	  stages.	  	  
The	   next	   two	   minimization	   stages	   are	   performed	   without	   this	   additional	   harmonic	  
potential.	   In	   these	   steps	   the	   ligand	   is	   supposed	   to	   adopt	   the	   energetically	   most	  
favourable	  orientation	  with	  respect	  to	  the	  ligand.	  
The	   cut-­‐off	   distance	   that	   is	   used	   to	   determine	   the	   interacting	   pseudo	   atoms	   is	  
subsequently	   reduced	   to	  ≈ 7.1  Å.	   The	   number	   of	   interacting	   pseudo	   atoms	   is	   only	  
determined	  at	  the	  beginning	  of	  each	  minimization	  stage.	  
To	   perform	   the	   energy	   minimization	   of	   several	   thousand	   starting	   orientations	   in	  
reasonable	   time	   it	   is	   necessary	   to	   reduce	   the	   number	   of	   interacting	   atoms.	   This	   is	  
achieved	  with	  the	  reduced	  protein	  representation.	  In	  summary	  the	  ATTRACT	  program	  
constructs	   the	  docked	  protein-­‐protein	  complexes	  by	  1)	  generating	  a	   large	  number	  of	  
different	   initial	   orientations	   between	   receptor	   and	   ligand	   2)	   minimize	   the	   effective	  
energy	  between	  the	  ligand	  and	  the	  receptor.	  
	  
Assessment	  of	  the	  generated	  complexes	  
	  
The	  final	  step	  is	  the	  assessment	  of	  the	  docked	  complexes.	  Initially	  this	   is	  done	  with	  a	  
ranking	   of	   the	   complexes	   according	   to	   the	   ascending	   effective	   energy.	   It	   is	   assumed	  
that	  complexes	  with	  lower	  effective	  energy	  are	  closer	  to	  the	  native	  conformation.	  
In	  a	  second	  step	  the	  generated	  complexes	  are	  filtered	  according	  to	  two	  conditions.	  At	  
the	   end	   of	   minimization	   procedure	   of	   every	   initial	   ligand-­‐receptor	   orientation	   it	   is	  
possible	  that	  more	  than	  one	  final	  ligand	  position	  are	  similar.	  ATTRACT	  considers	  two	  
ligand	  positions/orientations	  as	  equivalent	  if	  they	  can	  be	  superposed	  with	  a	  rotation	  of	  
less	   than	  3.4°	  (of	   each	   angle)	   and	   a	   translation	   of	   less	   than	  0.45  Å	  (of	   each	   centre	  
coordinate).	  
An	   additional	   filter	   that	   can	   be	   used	   to	   reduce	   the	   number	   of	   generated	   complexes	  
evaluates	  symmetry	  property	  of	  the	  complexes.	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The	  current	  experimental	  information	  (see	  section	  3.4.)	  suggests	  –	  if	  at	  all	  –	  a	  dimeric	  
complex	   of	   perlucin	  under	   certain	   experimental	   conditions.	   If	   proteins	   form	  a	  dimer	  
then	   it	   is	   reasonable	   to	   assume	   that	   both	   receptor	   and	   ligand	   contribute	   nearly	   the	  
same	  residues	  to	  the	  interface.	  If	  they	  would	  not	  then	  complexes	  containing	  more	  two	  
proteins	  could	  form.	  Note	  that	  this	  implies	  that	  those	  experimental	  conditions,	  e.g.	  like	  
protein	  concentration,	  do	  not	  influence	  the	  oligomerisation	  behaviour.	  
In	   general	  ATTRACT	   checks	   the	   symmetry	   of	   a	   complex	   via	   the	  pairwise	   distance	   of	  
atoms.	  Consider	  a	  receptor	  and	  a	  ligand	  with	  the	  same	  number	  and	  same	  sequence	  of	  
atoms.	   Let	  𝑟𝑟!"#! 	  and	  𝑟𝑟!"#
! 	  denote	   the	   position	   of	   atom  𝑖𝑖	  from	   the	   receptor	   and	   ligand	  
respectively	  as	  well	  as	  𝑟𝑟!"#
! 	  and	  𝑟𝑟!"#
! 	  denote	  the	  position	  of	  atom  𝑗𝑗	  from	  the	  receptor	  and	  
ligand	   respectively.	   For	   symmetric	   complexes	   the	   relation	   𝑟𝑟!"#
! − 𝑟𝑟!"#
! =    𝑟𝑟!"#! − 𝑟𝑟!"#
! 	  
must	   hold	   for	   every	   atom	   pair.	   This	   rigorous	   condition	   is	   softened	   in	   the	   actual	  
calculations.	   Both	   distances	   are	   allowed	   to	   differ	   maximal	  8.4  Å 	  to	   account	   for	  
moderate	  structural	  differences	  of	  the	  receptor	  and	  the	  ligand.	  Additionally	  only	  atom	  
pairs	  with	  a	  distance	  < 22.4  Å	  are	  evaluated.	  
These	  information	  are	  directly	  inferred	  from	  the	  FORTRAN	  source	  code	  (col_sym.f)	  of	  
the	   used	   “col_sym”	   software	   module	   of	   the	   ATTRACT	   package	   that	   performs	   the	  
filtering	  of	  the	  unique	  and	  symmetric	  complexes.	  
In	   the	   cases	   of	   the	   proteins	   that	  were	   used	   in	   this	   thesis	   for	   computational	   docking	  
studies	  the	  above	  described	  filtering	  procedures	  resulted	  in	  a	  number	  of	  complexes	  in	  
the	  order	  of	  100	  for	  each	  docking	  run.	  
	  
Beyond	  rigid	  docking	  
	  
So	  far	  only	  the	  docking	  of	  rigid	  structures	  is	  described.	  “Rigid”	  means	  that	  the	  protein	  
structures	  are	  treated	  as	  rigid	  bodies.	  Obviously	  this	  is	  a	  strong	  simplification.	  Halperin	  
et	   al.	   (Halperin	   et	   al.	   [2002])	   summarised	   three	   possible	   kinds	   of	   changes	   that	   can	  
occur	   between	   the	   bound	   (in	   a	   complex)	   and	   unbound	   state	   of	   a	   protein.	   Particular	  
residues	  can	  change	  their	  conformation	  upon	  complexation	  (see	  for	  example	  Fig.	  5	  in	  
Betts	  &	  Sternberg	  [1999]),	  larger	  protein	  segments	  can	  adopt	  new	  positions	  during	  the	  
protein-­‐ligand	  interaction	  (see	  for	  example	  Ramakrishnan	  &	  Qasba	  [2001]	  where	  the	  
conformational	   change	   of	   a	   galactosyltransferase	   is	   shown	   upon	   binding	   of	   a	   small	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molecule,	  esp.	  Fig.	  8	  therein)	  and	  even	  intrinsically	  disordered	  segments	  of	  proteins	  or	  
peptides	  can	  adopt	  a	  fold	  upon	  binding	  to	  a	  protein	  (see	  e.g.	  Dyson	  &	  Wright	  [2005]).	  
The	  ATTRACT	  program	  package	  can	  provide	  approaches	  to	  tackle	  the	  first	  two	  of	  the	  
aforementioned	  issues.	  Different	  conformations	  of	  the	  large	  sidechains	  can	  be	  included	  
explicitly	   in	   the	   structures	   before	   their	   representation	   is	   reduced.	   During	   the	  
minimization	   steps	   the	   different	   conformations	   are	   evaluated	   with	   respect	   to	   the	  
effective	   potential.	   The	   sidechain	   conformation	   with	   the	   lowest	   effective	   potential	  
energy	  is	  used	  during	  the	  final	  minimizations	  (Zacharias	  [2003]).	  
Concerning	   the	   second	   issue	   ATTRACT	   is	   capable	   of	   accounting	   for	   larger	  
conformational	  changes	  of	  the	  protein	  structure.	  Briefly,	  this	  is	  done	  by	  the	  calculation	  
of	   low-­‐frequency	   harmonic	   modes.	   They	   are	   obtained	   from	   a	   harmonic	   potential	  
between	   the	   Cα	   atoms	   of	   the	   protein	   structure.	   This	   force	   constant	   of	   the	   harmonic	  
potential	   is	   distance-­‐dependent	   and	   decays	   with	   increasing	   distance.	   From	   this	  
harmonic	  potential	  low-­‐frequency	  oscillations	  of	  the	  backbone	  (sidechains	  included	  as	  
rigid	   bodies)	   can	   be	   calculated	   and	   considered	   during	   the	   effective	   energy	  
minimization	   of	   the	   docking	   procedure	   (see	   May	   &	   Zacharias	   [2008]	   for	   the	  
implementation	   in	   ATTRACT,	   see	   Hinsen	   [1998]	   for	   principles	   of	   normal	   mode	  
calculations).	  	  
Large	   conformational	   changes	   like	   transition	   from	   an	   unfolded	   to	   folded	   state	   of	   a	  
protein	  are	  currently	  not	  supported	  by	  ATTRACT.	  	  
The	  options	  of	  different	  sidechain	  conformations	  and	   low-­‐frequency	  modes	  were	  not	  
exploited	  for	  the	  systematic	  docking	  of	  perlucin	  as	  well	  as	  the	  test	  proteins	  TC14	  and	  
CD69	  in	  this	  thesis.	  In	  the	  case	  of	  perlucin	  the	  choice	  of	  six	  different	  structures	  (see	  Fig.	  
3.3.3.)	  was	  supposed	  to	  account	  for	  different	  conformations	  in	  the	  first	  instance.	  
	  
In	   the	   following	   it	   is	   shown	   that	   the	   docking	   procedure	   used	   in	   this	   thesis	   without	  
refinements	   (sidechain	   conformations	   and	   low-­‐frequency	   modes)	   can	   predict	   some	  
residues	   of	   the	   interfaces	   of	   the	   crystal	   structures	   of	   CTLD	  dimers	   if	   the	  monomeric	  
protein	  structures	  from	  the	  crystallised	  dimers	  are	  used.	  This	  latter	  point	  is	  resumed	  in	  
the	   next	   section.	   Furthermore	   the	   procedure	   how	   the	   interface	   residues	   were	  
determined	  is	  explained	  in	  the	  next	  section	  using	  the	  reference	  dimers	  as	  examples.	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3.3.3.	  Rigid	  docking	  analysis	  of	  the	  CTLDs	  of	  TC14	  and	  CD69	  
	  
Fig.	  3.3.7.	   Illustration	  of	   the	  dimeric	  structures	  of	   the	  CTLDs	  of	  A)	  CD69	  (PDB	  accession	  code	  
1E8I)	   and	   B)	   TC14	   (PDB	   accession	   code	   1TLG).	   In	   both	   cases	   the	   dimeric	   structures	   are	  
crystallized	  in	  the	  asymmetric	  unit.	  Every	  monomer	  is	  drawn	  in	  a	  different	  colour	  in	  the	  “New	  
Cartoon”	   (involves	   the	   STRIDE	   algorithm	   of	   Frishman	   &	   Argos	   [1995])	   representation	   with	  
VMD	   (Humphrey	   et	   al.	   [1996],	   version	   1.9.1).	   The	   secondary	   structure	   elements	   that	   are	  
involved	   in	   the	   interface	   are	   labelled	   according	   to	   Zelensky	   and	  Gready	   (Zelensky	  &	  Gready	  
[2003]).	  Additionally	  some	  residues	  are	  highlighted.	  These	  residues	  are	  determined	  based	  on	  a	  
change	  of	  their	  relative	  SASA	  when	  they	  are	  part	  of	  the	  dimer	  interface.	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Fig.	   3.3.7.	   illustrates	   the	   dimers	   of	   the	   CTLDs	   of	   CD69	   (A)	   and	   TC14	   (B)	   that	   were	  
chosen	  to	  test	  the	  predictions	  of	  the	  ATTRACT	  protocol	  used	  here	  for	  rigid	  docking.	  It	  
was	   decided	   to	   use	   the	   structures	   of	   the	   CTLDs	   of	   CD69	   and	   TC14	   since	   crystal	  
structures	  of	  the	  dimers	  and	  further	  experimental	  results	  were	  available.	  In	  the	  case	  of	  
TC14	   a	   crystallised	  monomer	   seemed	   not	   to	   be	   reported	   (no	   indications	   in	   UniProt	  
entry	  P16108,	  last	  access	  23/08/2013).	  For	  CD69	  there	  exist	  crystallographic	  protein	  
structures	  (UniProt	  entry	  Q07108,	  last	  access	  23/08/2013)	  where	  the	  asymmetric	  unit	  
contains	   a	   monomer	   (PDB	   accession	   codes	   1FM5	   and	   1E87)	   but	   the	   authors	   of	   the	  
studies	  (Llera	  et	  al.	  [2001]	  for	  1E87,	  Natarajan	  et	  al.	  [2000]	  for	  1FM5)	  state	  that	  dimers	  
are	  present	  in	  the	  cystal	  structures.	  
Therefore	   –	   as	   a	   starting	   point	   –	   two	   systematic	   docking	   runs	  were	   performed	  with	  
each	  protein	  (CD69	  and	  TC14).	  Each	  monomer	  structure	  obtained	  from	  the	  crystallised	  
complexes	   was	   used	   in	   a	   separate	   docking	   run.	   Consider	   for	   example	   the	   orange	  
monomeric	   structure	   in	   Fig.	   3.3.7.A	   (left	   hand	   side).	   This	   monomeric	   structure	   was	  
used	   as	   receptor	   and	   ligand	   structure	   in	   one	   docking	   run.	   In	   the	   same	   fashion	   the	  
remaining	  three	  monomeric	  structures	  from	  Fig.	  3.3.7.	  were	  used	  in	  separate	  docking	  
runs	  resulting	  in	  a	  total	  of	  four	  docking	  runs.	  
There	  were	   two	  reasons	   for	  using	   the	  same	  structure	  as	  receptor	  and	   ligand.	  As	   it	   is	  
explained	   in	   the	   preceding	   section	   the	   results	   of	   the	   systematic	   docking	   performed	  
with	   ATTRACT	   were	   filtered	   for	   symmetric	   dimers.	   If	   dimers	   are	   observed	  
experimentally	   then	   it	   can	   be	   supposed	   that	   they	   share	   common	   residues	   at	   the	  
interface	  otherwise	  oligomers	  could	  form	  under	  the	  same	  experimental	  conditions	  –	  at	  
least	  as	   long	  as	   those	  conditions,	  e.g.	   like	  protein	  concentration,	  do	  not	   influence	   the	  
oligomerisation	  behaviour.	  Therefore	  using	  the	  same	  structure	  as	  receptor	  and	  ligand	  
guarantees	   that	   symmetric	   complexes	   can	   be	   found	   at	   all.	   If	   the	   receptor	   and	   ligand	  
structure	  differ	  then	  it	  might	  happen	  that	  symmetric	  complexes	  cannot	  be	  detected	  by	  
the	   algorithm	   at	   all	   (see	   preceding	   section)	   although	   the	   same	   residues	   of	   both	  
structures	   form	  the	   interface.	  However	  this	   issue	  was	  not	   investigated	  further	   in	  this	  
thesis.	  
Another	  point	  was	  that	  using	  the	  identical	  monomeric	  structure	  as	  receptor	  and	  ligand	  
structure	   reflects	   –	   at	   least	   to	   a	   very	   little	   extent	   –	   the	   situation	   of	   docking	   two	  
monomers	   in	   an	   “unbound”	   conformation.	   Precisely	   this	   means	   that	   docking	  
algorithms	   are	  more	   likely	   to	   predict	   the	   correct	   complex	   if	   the	   receptor	   and	   ligand	  
structure	  are	  extracted	  from	  the	  dimer	  complex.	  Consider	  for	  example	  Fig.	  3.3.7.A	  (or	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B).	   The	   orange	   structure	   (left	   hand	   side)	   and	   the	   green	   one	   (right	   hand	   side)	   are	  
crystallised	  as	  part	  of	  the	  dimeric	  complex	  and	  each	  of	  the	  monomers	  adopts	  a	  “bound”	  
conformation	  that	  can	  differ	  from	  the	  conformation	  of	  an	  isolated	  monomeric	  protein	  –
the	   “unbound”	   conformation	   –	   without	   a	   binding	   partner.	   The	   RMSd	   values	   after	  
superposition	  (Cα	  atoms)	  of	  both	  monomers	  from	  the	  complexes	  are	  only	  0.2  Å	  (TC14	  
up	  to	  residue	  123)	  and	  0.4  Å	  (CD69).	  In	  this	  sense	  the	  choice	  of	  an	  identical	  structure	  
as	   receptor	   and	   ligand	   was	   only	   a	   marginal	   deviation	   from	   the	   docking	   of	   the	  
structures	   in	   “bound”	   conformation.	   Therefore	   in	   future	   docking	   studies	   of	   proteins	  
that	   are	   meant	   to	   serve	   as	   reference	   for	   docking	   studies	   of	   proteins	   from	   MD	  
simulations	   it	   should	   be	   considered	   to	   subject	   the	   reference	   structures	   to	   MD	  
simulations	  as	  well.	  
	  
The	   parameters	   for	   and	   the	   general	   procedure	   of	   the	   rigid	   docking	   procedure	  
performed	  with	  ATTRACT	  are	  explained	   in	   the	  preceding	  section	  (see	  section	  3.3.2.).	  
The	  complexes	  obtained	  from	  the	  systematic	  docking	  procedure	  are	  ranked	  according	  
to	  the	  effective	  potential	  energy	  and	  checked	  for	  symmetry.	  The	  next	  step	  is	  to	  identify	  
the	  residues	  in	  the	  interface	  of	  the	  predicted	  complexes.	  This	  allows	  a	  comparison	  with	  
the	  interface	  residues	  in	  the	  crystallised	  complex.	  
	  
Identification	  of	  interface	  residues	  
	  
The	  identification	  of	  the	  interface	  residues	  relied	  on	  changes	  of	  the	  rSASA	  of	  individual	  
residues.	   Obviously	   residues	   that	   are	   “shielded”	   from	   the	   solvent	   in	   the	   interface	  
should	  have	  a	  lower	  rSASA	  value	  compared	  to	  the	  situation	  when	  they	  are	  not	  part	  of	  
an	  interface.	  VMD	  (version	  1.8.7.)	  was	  used	  for	  the	  evaluation	  of	  the	  docked	  complexes	  
with	   respect	   to	   SASA	   calculations.	   The	  principles	   of	   SASA	   calculations	  with	  VMD	  are	  
introduced	  in	  section	  3.2.3.	  
As	  it	  is	  explained	  in	  section	  3.2.3.	  the	  calculation	  of	  meaningful	  SASA	  values	  requires	  a	  
full-­‐atom	   protein	   structure	   with	   a	   van	   der	   Waals-­‐radius	   assigned	   to	   each	   atom.	   To	  
obtain	   the	   protein	   structures	   shown	   in	   Fig.	   3.3.7.	   with	   hydrogen	   atoms	   the	   “leap”	  
module	  of	  the	  AMBER	  package	  was	  used.	  Note	  that	  during	  this	  step	  also	  sulphur	  atoms	  
involved	  in	  disulphide	  bridges	  were	  accidentally	  equipped	  with	  hydrogen	  atoms.	  The	  
effect	  of	  this	  erroneous	  assignment	  was	  assumed	  to	  be	  negligible.	  VdW-­‐radii	  obtained	  
from	  Bondi	  (Bondi	  [1964],	  Table	  I	  therein)	  were	  assigned	  to	  the	  atom	  types	  as	  follows:	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hydrogen	  atoms	  1.2  Å,	  carbon	  atoms	  1.7  Å,	  oxygen	  atoms	  1.52  Å,	  nitrogen	  atoms	  1.55  Å	  
and	  sulphur	  atoms	  1.80  Å.	  The	  solvent	  probe	  radius	  used	  for	  the	  SASA	  calculations	  was	  
1.4  Å.	   The	   latter	   value	  was	   also	   used	   by	   Lee	   and	   Richards	   (Lee	   &	   Richards	   [1971]).	  
Note	  however	  that	  Lee	  and	  Richards	  did	  not	  account	  explicitly	  for	  hydrogen	  atoms	  in	  
their	   analysed	   protein	   structure.	   No	   attempt	  was	  made	   in	   this	   thesis	   to	   optimize	   or	  
validate	  the	  chosen	  vdW-­‐radii.	  
Before	  calculation	  of	  any	  SASA	  values	  one	  had	   to	  account	   for	   the	   fact	   that	  all	  unique	  
and	   symmetrical	   complexes	   were	   still	   in	   the	   reduced	   protein	   representation.	   So	   for	  
each	   obtained	   complex	   whose	   interface	   residues	   had	   to	   be	   determined	   the	  
corresponding	   full-­‐atom	   protein	   structures	   were	   superposed	   on	   the	   receptor	   and	  
ligand	   (RMSd	   fit	   of	   the	   Cα	   atoms).	  Note	   that	   no	   energy	  minimization	  was	  performed	  
afterwards.	  This	  implies	  that	  no	  check	  for	  potential	  steric	  clashes	  was	  performed.	  
After	  this	   fit	  of	   the	   full-­‐atom	  structures	  on	  the	  reduced	  structures	  of	   the	  complex	  the	  
following	   SASA	   values	   were	   calculated	   for	   every	   residue	  𝑖𝑖	  of	   the	   receptor	   and	   the	  
ligand:	  the	  SASA	  in	  the	  docked	  complex	  (𝑆𝑆!"#$%
! ),	   in	  the	  monomeric	  structure	  (𝑆𝑆!"#"! )	  
and	  in	  the	   isolated	  case	  (𝑆𝑆!"##
! )	  without	  any	  surrounding	  protein	  atoms.	  Then	  for	  any	  
non-­‐buried	  residue	  –	  defined	  as	  𝑆𝑆!"#!! /𝑆𝑆!"##
!   > 5%)	  –	  the	  difference	  of	  its	  rSASA	  in	  the	  



















! 	   (3.3.3.)	  
	  
If	  Ω! ≥ 75%	  for	   any	   residue	  𝑖𝑖 	  then	   this	   residue	   was	   considered	   to	   be	   part	   of	   the	  
interface.	   The	   highlighted	   residues	   in	   Fig.	   3.3.7.	   were	   determined	   according	   to	   this	  
procedure.	   Additionally	   the	   full	   SASA	   of	   the	   complex,	   the	   receptor	   and	   the	   ligand	  
structure	  was	   calculated	   for	   any	  docked	   complex.	  A	  different	   approach	  based	  on	   the	  
absolute	  SASA	  change	  was	  used	  by	  Jones	  and	  Thornton	  (Jones	  &	  Thornton	  [1996]).	  No	  
attempt	  was	  made	  to	  compare	  different	  procedures.	  
As	  it	  was	  the	  case	  for	  the	  SASA	  determination	  in	  section	  3.2.3.	  the	  SASA	  value	  𝑆𝑆!"##
! 	  of	  
residue	   𝑖𝑖 	  was	   calculated	   without	   any	   other	   residues	   surrounding	   that	   particular	  
residue.	  However	  the	  SASA	  calculation	  was	  based	  on	  the	  conformation	  of	  residue	  𝑖𝑖	  in	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the	  given	  structure	  and	  not	  in	  another	  independent	  reference	  conformation.	  This	  was	  
not	   considered	   to	   be	   problematic	   since	   the	   rigid	   docking	   procedure	   did	   not	   involve	  
conformational	  changes	  of	   individual	  residues	  or	  the	  backbone	  and	  Ω!	  is	   independent	  
of	  𝑆𝑆!"##
! .	  	  
The	   interface	   residues	  were	  not	   calculated	   for	   every	  unique	  and	   symmetric	   complex	  
obtained	  from	  the	  docking	  runs.	  Here	  only	  the	  top	  five	  –	  with	  respect	  to	  the	  effective	  
energy	  –	  complexes	  were	  evaluated.	  This	  number	  of	  complexes	  was	  not	  optimised	  but	  
in	  the	  top	  five	  complexes	  a	  “near	  native”	  complex	  occurred	  at	  least	  once.	  
	  
A)	  	  	  	  	  	  	  	  top	  five	  unique	  and	  symmetric	  complexes	  of	  CD69	  (PDB	  code	  1E8I)	  





RMSd	   occurrence	   rank	   effective	  
energy	  
RMSd	   occurrence	  
11	   -­‐17.246	   1.65	   4	   1	   -­‐24.489	   11.93	   4	  
12	   -­‐17.246	   1.65	   1	   10	   -­‐17.006	   1.39	   1	  
15	   -­‐17.169	   10.43	   2	   11	   -­‐17.001	   0.96	   1	  
50	   -­‐15.308	   21.10	   1	   12	   -­‐16.988	   0.96	   1	  
93	   -­‐14.526	   20.65	   9	   148	   -­‐13.846	   10.88	   2	  
	  
B)	  	  	  	  	  	  	  	  top	  five	  unique	  and	  symmetric	  complexes	  of	  TC14	  (PDB	  code	  1TLG)	  





RMSd	   occurrence	   rank	   effective	  
energy	  
RMSd	   occurrence	  
1	   -­‐26.717	   21.99	   10	   1	   -­‐26.079	   47.20	   8	  
2	   -­‐24.145	   7.38	   2	   2	   -­‐23.131	   7.70	   1	  
6	   -­‐23.252	   47.59	   7	   6	   -­‐22.294	   46.51	   1	  
10	   -­‐22.545	   20.22	   5	   11	   -­‐21.397	   1.36	   2	  
17	   -­‐21.097	   55.26	   8	   17	   -­‐21.168	   40.25	   2	  
	  
Table	   3.3.1.	   Selected	   properties	   of	   the	   top	   five	   unique	   and	   symmetric	   complexes	   –	   ranked	  
according	  to	  the	  effective	  energy	  –	  of	  the	  CTLDs	  of	  CD69	  (A)	  and	  TC14	  (B).	   In	  both	  cases	  the	  
tables	   are	   split	   into	   two	   parts.	   The	   block	   on	   the	   left	   hand	   side	   (right	   hand	   side)	   shows	   the	  
results	  of	   the	  docking	   runs	   in	  which	  chain	  A	   (chain	  B)	  was	  used	  as	   receptor	  and	   ligand.	  The	  
first	   column	   contains	   the	   rank	   of	   the	   complex	   after	   sorting	   all	   complexes	   according	   to	  
ascending	   effective	   energies	   but	   before	   filtering	   for	   uniqueness	   and	   symmetry.	   The	   second	  
column	   shows	   the	   effective	   energy	   of	   the	   complex	   in	   units	   of	  [𝑅𝑅 ⋅ 𝑇𝑇]	  (𝑅𝑅 = 8.31   𝐽𝐽 𝑚𝑚𝑚𝑚𝑚𝑚  𝐾𝐾 ,𝑇𝑇 =
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300  𝐾𝐾).	  The	  next	  column	  holds	  information	  on	  the	  RMSd	  (Cα	  atoms)	  value	  in	  [Å]	  between	  the	  
ligands	  in	  the	  docked	  and	  native	  complex	  (calculated	  for	  the	  reduced	  representations).	  The	  last	  
column	   labelled	   “occurrence”	   contains	   the	   number	   how	   many	   times	   the	   corresponding	  
complex	  was	  found	  during	  the	  docking	  runs.	  Graphical	  illustrations	  of	  the	  complexes	  of	  CD69	  
(chain	  B)	  and	  TC14	  (chain	  A)	  can	  be	  found	  in	  Fig.	  3.3.9.	  
	  
Table	  3.3.1.	  contains	  information	  on	  the	  top	  five	  complexes	  of	  the	  CTLDs	  of	  CD69	  and	  
TC14.	  As	  it	  can	  be	  seen	  in	  the	  column	  “RMSd”	  the	  rigid	  docking	  approach	  that	  was	  used	  
here	   could	   compute	   “near	   native”	   –	   this	   means	   a	   low	   RMSd	   value	   between	   the	  
computed	  and	  native	  ligand	  position	  –	  complexes	  in	  the	  top	  five	  unique	  and	  symmetric	  
complexes.	  Unfortunately	  the	  complexes	  close	  to	  the	  native	  complexes	  had	  neither	  the	  
lowest	   effective	   energy	   nor	   the	   highest	   occurrence.	   Therefore	   it	   was	   decided	   to	  
calculate	  the	  interface	  residues	  of	  each	  of	  the	  top	  five	  unique	  and	  symmetric	  complexes	  
of	  CD69	  and	  TC14.	  
Fig.	   3.3.8.	   summarises	   the	   results	   of	   the	   docking	   runs	   with	   the	   reference	   dimers	   of	  
CD69	  and	  TC14.	  First	  of	  all	   the	  residues	  that	  were	  particularly	  discussed	  as	   interface	  
residues	  by	  Llera	   et	   al.	   (Llera	  et	  al.	   [2001])	   and	  Poget	   et	   al.	   (Poget	  et	  al.	   [1999])	   are	  
marked	  with	  an	  “*”.	  As	  it	  can	  be	  seen	  in	  Fig.	  3.3.8.	  (and	  Fig.	  3.3.7.)	  in	  both	  dimers	  the	  α2	  
helix	   as	   well	   as	   β-­‐strands	   from	   the	   N-­‐terminal	   end	   are	   involved	   in	   the	   interface.	  
Unfortunately	  Poget	  et	  al.	  stated	  only	  that	  the	  SSEs	  α2	  and	  β1	  are	  part	  of	  the	  interface	  
and	   named	   the	   residues	   Phe7	   and	   Phe45	   (PDB	   numbering)	   to	   be	   part	   of	   a	   small	  
hydrophobic	  core.	  
As	  it	  is	  described	  in	  the	  preceding	  paragraph	  interface	  residues	  were	  identified	  based	  
on	  the	  relative	  SASA	  change	  when	  those	  residues	  are	  part	  of	  the	  dimer	  interface.	  The	  
threshold	  of	  Ω! ≥ 75%	  used	  in	  this	  thesis	  was	  not	  optimized.	  However	  as	  it	  can	  be	  seen	  
in	  Fig.	  3.3.7.	  and	  3.3.8.	  those	  residues	  of	  the	  native	  complex	  that	  were	  identified	  by	  the	  
rSASA	  change	  –	  with	  the	  aforementioned	  threshold	  of	  75%	  –	  as	  interface	  residues	  were	  
reasonable.	   In	  Fig.	  3.3.7.	  the	  residues	  buried	   in	  the	  native	   interface	  are	  shown	  and	  in	  
Fig.	  3.3.8.	  they	  are	  marked	  with	  a	  “+”	  in	  the	  line	  “75%	  SASA	  change	  …”.	  Note	  that	  not	  
every	   residue	   that	   is	   involved	   in	   the	  dimer	   formation	   could	  be	   identified	   solely	  by	   a	  
rSASA	   change	   of	   at	   least	   75%.	   For	   example	   the	   residues	   Asp88	   and	   Lys127	   (PDB	  
numbering;	   here	   Asp6	   and	   Lys45)	   are	   supposed	   to	   be	   attracted	   by	   electrostatic	  
interactions	   in	   the	   dimer	   (Llera	   et	   al.	   [2001]).	   Obviously	   although	   this	   residue	   pair	  
plays	  a	  role	  in	  the	  dimer	  formation	  it	  cannot	  be	  recognized	  solely	  on	  the	  SASA	  change.	  
The	  distances	  between	  the	  sidechain	  oxygen	  and	  nitrogen	  are	  2.7  Å	  to	  2.8  Å.	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Nonetheless	  it	  was	  decided	  to	  stick	  to	  the	  hard	  threshold	  of	  75%	  rSASA	  change.	  First	  of	  
all	   some	   buried	   interface	   residues	   could	   be	   identified	   correctly.	   Therefore	   it	   was	  
possible	   to	   obtain	   initial	   rough	   information	   on	   the	   interface.	   Furthermore	   following	  
point	   had	   to	   be	   taken	   into	   account.	   As	   it	   can	   be	   seen	   in	   Table	   3.3.1.	   the	   calculated	  
complex	  –	  of	  CD69	  and	  TC14	  respectively	  –	  with	  the	   lowest	  effective	  energy	  was	  not	  
necessarily	  the	  native	  complex.	  This	  required	  the	  analysis	  of	  several	  complexes	  (here:	  
best	  five	  unique	  and	  symmetrical	  complexes)	  especially	  in	  the	  case	  of	  perlucin	  where	  a	  
possible	  ligand	  position	  is	  not	  known.	  	  
Now	  the	  following	  situation	  is	  imaginable.	  The	  ligands	  of	  the	  best	  –	  with	  respect	  to	  the	  
effective	  energy	  –	  computed	  complexes	  of	  the	  protein	  under	  consideration	  might	  adopt	  
very	   different	   positions	   compared	   to	   the	   native	   ligand	   position	   (see	   e.g.	   the	   RMSd	  
values	  of	  the	  top	  five	  complexes	  in	  Table	  3.3.1.).	  In	  this	  case	  several	  different	  residues	  
occur	  as	  interface	  residues.	  If	  the	  residues	  in	  the	  interface	  are	  determined	  by	  a	  change	  
of	   the	   rSASA	   value	   then	   the	   total	   number	   of	   interface	   residues	   depends	   on	   the	  
threshold	  Ω.	  With	  a	  low	  threshold	  more	  residues	  would	  be	  calculated	  to	  be	  part	  of	  the	  
interface	   compared	   to	   a	   high	   threshold.	   A	   low	   threshold	  Ω	   in	   conjunction	  with	   very	  
different	   ligand	  positions	  could	  imply	  that	  many	  residues	  would	  be	  determined	  to	  be	  
interface	  residues	  and	  no	  useful	  information	  could	  be	  extracted	  from	  the	  docking	  runs.	  
Whereas	   a	   high	   threshold	   results	   in	   less	   calculated	   interface	   residues	   even	   if	   the	  
calculated	  ligand	  positions	  differ	  strongly	  (in	  terms	  of	  the	  RMSd	  value).	  	  
One	   has	   to	   keep	   in	  mind	   that	   the	   aim	   of	   the	   docking	   study	  was	   to	   predict	   interface	  
residues	   for	   perlucin.	   For	   this	   protein	   no	   experimental	   information	   exists	   on	   the	  
interface	  residues	  of	  a	  potential	  homodimer.	  From	  the	  results	  of	  the	  docking	  analysis	  of	  
the	  reference	  dimers	  CD69	  and	  TC14	   it	   is	  obvious	   that	  several	  complexes	  have	   to	  be	  
evaluated	  for	  reasons	  described	  above.	  Using	  a	  high	  threshold	  Ω	  when	  calculating	  the	  
interface	   residues	   reduces	   the	   total	   number	   of	   predicted	   interface	   residues	   and	  
therefore	   facilitates	   experimental	   testing.	   For	   example	   the	   experimental	  mutation	   of	  
the	  predicted	  interface	  residues	  would	  give	  information,	  which	  residues	  participate	  in	  
the	   interface	   (examples	   of	   experimental	   and	   computational	   alanine-­‐scanning	  
mutagenesis	   studies	   can	   be	   found	   in	   Cunningham	   &	   Wells	   [1989]	   and	   Massova	   &	  
Kollman	   [1999]).	   Therefore	   it	   was	   desirable	   that	   the	   total	   number	   of	   predicted	  
interface	   residues	   for	   perlucin	   is	   clearly	   below	   the	   number	   of	   all	   perlucin	   surface	  
residues.	  Then	  a	  sufficiently	  small	  number	  of	  residues	  could	  be	  mutated	  to	  investigate	  








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Fig.	  3.3.8.	  (continued)	  In	  the	  line	  labelled	  “2mer	  interaction”	  those	  residues	  are	  marked	  with	  a	  
“*”	   that	   are	   discussed	   explicitly	   (CD69/1E8I:	   Llera	   et	   al.	   [2001],	   TC14/1TLG:	   Poget	   et	   al.	  
[1999])	  as	  residues	  participating	  in	  the	  interface	  of	  the	  native	  dimer.	  In	  the	  case	  of	  TC14	  only	  
two	  residues	  are	  discussed	  in	  more	  detail	  and	  it	  is	  generally	  stated	  that	  residues	  in	  the	  SSEs	  β1	  
and	   α2	   constitute	   the	   native	   interface.	   The	   following	   two	   lines	   label	   those	   residues	   of	   the	  
native	   complex	   with	   a	   “+”	   whose	   rSASA	   change	   upon	   dimer	   formation	   is	   at	   least	   75%	  
(Ω! ≥ 75%;	   see	   equation	   3.3.3.).	   These	   indications	   are	   given	   for	   chain	   A	   and	   chain	   B	   of	   the	  
native	  complex	  separately.	  Then	  the	  residue	  numbering	  and	  sequence	   is	  repeated	   for	  clarity.	  
The	  last	  two	  lines	  show	  the	  results	  of	  the	  evaluation	  of	  the	  docking	  runs.	  The	  label	  “predicted	  
A”	  (“predicted	  B”)	  refers	  to	  the	  docking	  run	  in	  which	  chain	  A	  (chain	  B)	  was	  used	  as	  ligand	  and	  
receptor.	  A	  “+”	  is	  assigned	  to	  a	  residue	  according	  to	  the	  following	  procedure.	  Only	  the	  best	  five	  
(ranked	  according	   to	   the	  ascending	  effective	  energy)	  unique	  and	  symmetric	   complexes	  were	  
evaluated.	  Any	  residue	  that	  has	  a	  rSASA	  change	  of	  at	  least	  75%	  (Ω! ≥ 75%;	  see	  equation	  3.3.3.)	  
in	  any	  of	  the	  top	  five	  complexes	  is	  marked	  with	  a	  “+”.	  
	  
Returning	  to	  the	  reference	  dimers	  CD69	  and	  TC14	  all	  residues	  that	  appear	  at	  least	  once	  
in	  any	  of	  the	  interfaces	  of	  the	  best	  five	  unique	  and	  symmetric	  complexes	  are	  marked	  in	  
Fig.	   3.3.8.	   A	   “+”	   is	   used	   in	   the	   rows	   labelled	   as	   “predicted	   A”	   and	   “predicted	   B”	   to	  
indicate	   interface	   residues.	   The	   label	   “predicted	   A”	   (“predicted	   B”)	   refers	   to	   the	  
docking	   runs	   where	   chain	   A	   (chain	   B)	   of	   the	   corresponding	   proteins	   was	   used	   as	  
receptor	   and	   ligand	   structure.	   As	   it	   can	   be	   seen	   in	   the	   case	   of	   CD69	   the	   best	   five	  
complexes	  calculated	  with	  the	  rigid	  docking	  procedure	  have	  interface	  residues	  close	  to	  
those	  found	  in	  the	  native	  complex.	  For	  TC14	  the	  results	  were	  not	  as	  promising	  as	  for	  
CD69.	  Although	   in	   the	   top	   five	  calculated	  complexes	   interface	  residues	  on	  β1	  and	  α2	  
can	  be	  found	  there	  were	  also	  predicted	  interface	  residues	  not	   in	  accordance	  with	  the	  
native	   interface	   residues.	   In	   total	   24	   different	   interface	   residues	  were	   predicted	   for	  
TC14	  (see	  Fig.	  3.3.8.).	  Nonetheless	  this	  is	  slightly	  below	  30%	  of	  the	  surface	  residues	  of	  
TC14	  (the	  monomers	  of	   the	  native	  dimer	  structure	  of	  TC14	  have	  36	  and	  33	  buried	  –	  
rSASA	  not	  greater	  than	  5%	  –	  residues	  respectively).	  These	  results	  illustrate	  the	  limits	  
of	  the	  predictions	  that	  were	  made	  with	  the	  presented	  docking	  procedure.	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Fig.	  3.3.9.	   Illustration	  of	  the	  top	  five	  unique	  and	  symmetrical	  complexes	  of	  CD69	  (chain	  A)	  on	  
the	  left	  hand	  side	  and	  of	  TC14	  (chain	  B)	  on	  the	  right	  hand	  side.	  The	  static	  receptor	  is	  shown	  as	  
opaque	   structure	  with	   the	   typical	   “VMD	  colours”:	   violet	  α-­‐helices,	   yellow	  β-­‐strands	   and	  blue	  
3/10-­‐helices.	  The	  native	  ligand	  is	  shown	  in	  the	  same	  colours	  but	  as	  transparent	  structure.	  The	  
computed	   ligand	   is	  cyan	  coloured.	  The	  rank	  number	  describes	   the	  complex	  after	   filtering	   for	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uniqueness	   and	   symmetry.	   The	   RMSd	   was	   calculated	   with	   respect	   to	   the	   Cα	   atoms	   of	   the	  
reduced	   structures.	   Additional	   properties	   can	   be	   found	   in	   Table	   3.3.1.	   The	   molecules	   are	  
rendered	  with	  VMD	  (Humphrey	  et	  al.	  [1996]	  version	  1.9.1).	  The	  “New	  Cartoon”	  representation	  
of	  the	  protein	  involves	  the	  STRIDE	  algorithm	  (Frishman	  &	  Argos	  [1995]).	  
	  
As	  a	  final	  remark	  the	  calculated	  buried	  interface	  (or	  surface)	  area	  (BuSA)	  of	  the	  native	  
and	  calculated	  complexes	  is	  given.	  In	  general	  it	  was	  calculated	  here	  as	  the	  sum	  of	  the	  
SASAs	  of	  each	  monomer	   less	   the	   total	  SASA	  of	   the	  complex.	  According	   to	  Poget	  et	  al.	  
the	  BuSA	  is	  1727  Å!	  for	  the	  crystallised	  TC14	  dimer.	  With	  the	  vdW	  parameters	  and	  the	  
VMD	   routine	   as	   described	   above	   a	   value	   of	  1763  Å!	  was	   calculated	   (PDB	   structure	  
1TLG).	   In	   the	   case	   of	   CD69	   Llera	   et	   al.	   obtained	  1673  Å!.	   The	   procedures	   employed	  
here	   give	   1874  Å! 	  which	   is	   approximately	   200  Å! 	  larger	   (PDB	   structure	   1E8I).	  
Interestingly	   Llera	   et	   al.	   computed	  1687  Å!	  for	   the	   BuSA	   of	   TC14.	   Note	   that	   neither	  
Poget	   et	   al.	   nor	   Llera	   et	   al.	   stated	   which	   structure	   they	   used	   for	   BuSA	   calculations.	  
Obviously	   the	  parameters	  and	   the	  methodology	  used	   in	   this	   thesis	  overestimates	   the	  
BuSA	  of	  the	  dimers	  compared	  to	  other	  methods.	  Nonetheless	  the	  differences	  seem	  to	  
be	  not	  too	  large.	  Furthermore	  only	  relative	  quantities	  were	  used	  in	  the	  discrimination	  
between	  surface,	  interface	  and	  buried	  residues.	  That	  is	  why	  it	  was	  assumed	  that	  these	  
issues	  cause	  no	  fundamental	  problems	  and	  were	  not	  investigated	  further.	  
The	  average	  BuSAs	  of	  the	  top	  five	  unique	  and	  symmetric	  complexes	  are	  1558  Å!	  (TC14,	  
chain	  A),	  1769  Å!	  (TC14,	   chain	  B),	  1595  Å!	  (CD69,	   chain	  A)	  and	  1992  Å!	  (CD69,	   chain	  
B).	  
It	  can	  be	  concluded	  that	  the	  procedure	  of	  rigid	  docking	  as	  presented	  in	  the	  preceding	  
paragraphs	   can	   clearly	   reduce	   the	   number	   of	   possible	   interface	   residues	   for	  
homodimers	  of	  CTLDs.	  Therefore	  suggestions	  can	  be	  made	  which	  residues	  should	  be	  
checked	   first	   with	   experimental	   approaches	   whether	   they	   participate	   in	   the	   dimer	  
formation.	   It	   has	   to	   be	   stated	   that	   the	   docking	   runs	   of	   the	   reference	   proteins	   were	  
conducted	   with	   protein	   structures	   extracted	   from	   crystallised	   dimers.	   To	   arrive	   at	  
similar	   conditions	   for	   the	   docking	   of	   perlucin	   it	   would	   be	   necessary	   to	   subject	   the	  
monomers	   of	   CD69	   and	   TC14	   to	   MD	   simulations	   in	   explicit	   water,	   then	   extract	  




3.3.4.	  Rigid	  docking	  analysis	  of	  the	  CTLD	  of	  perlucin	  
The	   rigid	   docking	   analysis	   of	   the	   CTLD	   of	   perlucin	   was	   performed	   with	   the	   six	  
structures	   shown	   in	   Fig.	   3.3.3.	   (see	   section	   3.3.1.).	   From	   each	   of	   the	   three	   MD	  
simulation	   series	   –	   with	   four	   Ca2+,	   with	   two	   Ca2+	   and	   without	   calcium	   ions	   –	   two	  
representative	  structures	  were	  selected	  as	  described	  in	  section	  3.3.1.	  Then	  each	  of	  the	  
six	  structures	  was	  used	  for	  a	  computational	  docking	  analysis.	  In	  total	  six	  docking	  runs	  
were	   performed.	   In	   each	   of	   those	   docking	   runs	   the	   same	   structure	   was	   used	   as	  
receptor	  and	  ligand.	  The	  parameters	  for	  the	  perlucin	  rigid	  docking	  runs	  were	  the	  same	  
as	   for	  CD69	  and	  TC14	  (see	  section	  3.3.3.).	  Note	  that	   in	  the	  case	  of	   the	  MD	  simulation	  
series	  of	  perlucin	  with	  four	  calcium	  ions	  the	  CTLD	  of	  perlucin	  extended	  up	  to	  residue	  
135.	  However	  for	  the	  docking	  runs	  the	  last	  four	  C-­‐terminal	  residues	  were	  removed	  to	  
reduce	   the	   influence	   of	   the	   “dangling”	   C-­‐terminal	   end	   on	   the	   docking	   results.	  
Additionally	   every	   calcium	   ion	   had	   to	   be	   removed	   since	  ATTRACT	  does	   not	   support	  
ions	   currently.	   This	   implies	   that	   a	   potential	   influence	   of	   the	   calcium	   ions	   was	   only	  
considered	   implicitly	   via	   their	   influence	   on	   the	   protein	   structure.	   However	   as	  
discussed	   by	   Janin	   (Janin	   [1997])	   electrostatics	   can	   play	   an	   important	   role	   in	   the	  
kinetics	   of	   protein-­‐protein	   interactions.	   Future	   experimental	   studies	   on	   perlucin-­‐
perlucin	   interaction	   should	   therefore	   provide	   information	   on	   the	   pH,	   ionic	   strength	  
and	   calcium	   ion	   dependency	   of	   this	   interaction.	  When	   such	   information	   is	   available	  
then	  those	  parameters	  should	  be	  incorporated	  in	  the	  calculation	  complexes	  and	  their	  
interaction	   energies.	   As	   long	   as	   the	   experimental	   hints	   of	   perlucin-­‐perlucin	  
interactions	   (see	   section	   3.4.)	   are	   scarce	   the	   presented	   docking	   approach	   without	  
calcium	  ions	  was	  considered	  to	  be	  sufficient	  in	  the	  first	  instance.	  	  
As	  it	  is	  outlined	  in	  the	  preceding	  section	  on	  the	  analysis	  of	  the	  calculated	  complexes	  of	  
the	   reference	   proteins	   CD69	   and	   TC14	   the	   rigid	   docking	   approach	   employed	   in	   this	  
thesis	   can	  predict	   a	   “near-­‐native”	   complex	   in	   the	   top	   five	   energy	   ranked	  unique	   and	  
symmetric	   complexes.	   However	   one	   has	   to	   keep	   in	   mind	   that	   for	   the	   systematic	  
docking	  of	  CD69	  and	  TC14	  the	  monomeric	  protein	  structures	  from	  a	  crystallised	  dimer	  





Fig.	  3.3.10.	  Unique	  and	  symmetric	  complexes	  of	  the	  CTLD	  of	  perlucin	  with	  the	  lowest	  effective	  
energy	  from	  each	  of	  the	  six	  docking	  runs.	  Calcium	  ions	  are	  shown	  as	  red	  spheres	  in	  one	  protein	  
of	  the	  complex	  if	  they	  were	  present	  in	  the	  representative	  structures	  used	  for	  the	  docking	  runs.	  
Note	   that	   the	   ions	  were	   not	   considered	   in	   the	   ATTRACT	   docking	   program	   and	   serve	   in	   this	  
figure	   for	   orientation	   purposes	   only.	   The	   structures	   are	   shown	   in	   the	   “New	   Cartoon”	  
representation	   with	   the	   typical	   “VMD	   colours”:	   violet	   α-­‐helices,	   yellow	   β-­‐strands	   and	   blue	  
3/10-­‐helices.	   The	  molecules	   are	   rendered	  with	  VMD	   (Humphrey	  et	  al.	   [1996]	   version	  1.9.1).	  




Figure	   3.3.10.	   illustrates	   the	   computed	   unique	   and	   symmetric	   complexes	   with	   the	  
lowest	   effective	   energy	   from	   each	   of	   the	   six	   docking	   runs.	   In	   contrast	   to	   the	   native	  
dimeric	  complexes	  of	  CD69	  and	  TC14	  (see	  Fig.	  3.3.7.)	  the	  α2-­‐helix	  is	  not	  present	  in	  the	  
interfaces	   shown	   in	   Fig.	   3.3.10.	   Table	   3.3.2.	   summarises	   some	  properties	   of	   the	   best	  
five	  unique	  and	  symmetric	  perlucin	  complexes.	  The	  average	  buried	  surface	  area	  in	  the	  
top	   five	   complexes	   ranges	   from	  1385  Å!	  to	  1660  Å!.	   Note	   that	   the	  BuSA	   in	   a	   dimeric	  
complex	  as	  it	  is	  calculated	  in	  this	  thesis	  (sum	  of	  the	  monomer	  SASAs	  less	  the	  SASA	  of	  
the	  whole	  complex)	  includes	  the	  interface	  areas	  of	  both	  involved	  proteins.	  
	  
A)	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  top	  five	  unique	  and	  symmetric	  complexes	  of	  perlucin	  
(with	  four	  calcium	  ions)	  







occurrence	   rank	   effective	  
energy	  
BuSA	   occurrence	  
15	   -­‐20.589	   1641	   4	   1	   -­‐25.916	   1640	   7	  
16	   -­‐20.526	   1456	   9	   4	   -­‐21.731	   1273	   14	  
19	   -­‐20.346	   1344	   5	   26	   -­‐19.217	   1655	   3	  
25	   -­‐20.220	   1613	   4	   87	   -­‐17.379	   1511	   5	  
27	   -­‐20.051	   1320	   1	   94	   -­‐17.151	   1029	   6	  
	  
B)	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  top	  five	  unique	  and	  symmetric	  complexes	  of	  perlucin	  
(with	  two	  calcium	  ions)	  





BuSA	   occurrence	   rank	   effective	  
energy	  
BuSA	   occurrence	  
1	   -­‐23.828	   1540	   3	   1	   -­‐28.894	   1599	   6	  
11	   -­‐22.341	   1195	   3	   4	   -­‐27.090	   1846	   2	  
16	   -­‐21.450	   1094	   3	   23	   -­‐20.678	   1113	   17	  
17	   -­‐21.447	   1233	   2	   44	   -­‐19.764	   1082	   1	  




C)	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  top	  five	  unique	  and	  symmetric	  complexes	  of	  perlucin	  
(without	  calcium	  ions)	  





BuSA	   occurrence	   rank	   effective	  
energy	  
BuSA	   occurrence	  
1	   -­‐32.557	   1772	   5	   7	   -­‐22.488	   1317	   4	  
2	   -­‐31.725	   1702	   1	   29	   -­‐20.671	   1837	   1	  
3	   -­‐24.341	   1374	   2	   38	   -­‐20.331	   1213	   2	  
10	   -­‐22.798	   2206	   1	   45	   -­‐19.958	   1817	   4	  
14	   -­‐22.443	   1244	   4	   62	   -­‐19.539	   1907	   1	  
	  
Table	   3.3.2.	   Selected	   properties	   of	   the	   top	   five	   unique	   and	   symmetric	   complexes	   –	   ranked	  
according	   to	   the	  effective	  energy	  –	  of	   the	  CTLDs	  of	  perlucin	  with	   four	   calcium	   ions	   (A),	  with	  
two	  calcium	  ions	  (B)	  and	  without	  calcium	  ions	  (C).	  The	   first	  column	  contains	   the	  rank	  of	   the	  
complex	   after	   sorting	   all	   complexes	   according	   to	   ascending	   effective	   energies	   but	   before	  
filtering	   for	  uniqueness	  and	  symmetry.	  The	  second	  column	  shows	  the	  effective	  energy	  of	   the	  
complex	  in	  units	  of	  [𝑅𝑅 ⋅ 𝑇𝑇]	  (𝑅𝑅 = 8.31   𝐽𝐽 𝑚𝑚𝑚𝑚𝑚𝑚  𝐾𝐾 ,𝑇𝑇 = 300  𝐾𝐾).	  The	  next	  column	  holds	  information	  
on	   the	   buried	   surface	   area	   in	   the	   interface	   in	  [Å!].	   The	   last	   column	   labelled	   “occurrence”	  
contains	   the	   number	   how	   many	   times	   the	   corresponding	   complex	   was	   found	   during	   the	  
docking	  runs.	  
	  
These	  values	  are	  close	  to	  but	  lower	  than	  the	  average	  BuSA	  of	  the	  top	  five	  unique	  and	  
symmetric	  complexes	  of	  the	  reference	  proteins	  (1558  Å!	  to	  1992  Å!).	  The	  same	  holds	  
for	   the	   BuSA	   of	   the	   native	   complexes	   of	   TC14	   (1763  Å!)	   and	   CD69	   (1874  Å!).	   A	  
possible	  explanation	  might	  be	  the	  fact	  that	  the	  perlucin	  structures	  used	  for	  the	  docking	  
analysis	   were	   not	   extracted	   from	   a	   dimer	   and	   therefore	   the	   conformation	   of	   the	  
interface	  residues	  is	  not	  optimal.	  
Dey	  et	  al.	  (Dey	  et	  al.	  [2010])	  investigated	  the	  interfaces	  of	  homodimers	  and	  calculated	  
their	   BuSAs.	   They	   obtained	   values	   from	   730  Å! 	  to	   22700  Å! 	  with	   a	   “skewed”	  
distribution	  (see	  Fig.	  1	  in	  the	  aforementioned	  study).	  Nonetheless	  a	  peak	  in	  the	  BuSA	  
distribution	   can	   be	   found	   in	   the	   range	   from	  1500  Å!	  to	  2000  Å! .	   Note	   that	   in	   the	  
aforementioned	  study	  the	  distribution	  of	  BuSAs	  greater	  than	  5000  Å!	  was	  not	  resolved	  
although	   they	   frequently	   occurred	   in	   the	   analysed	   data	   set.	   Therefore	   the	   obtained	  
BuSA	  values	  for	  the	  calculated	  perlucin	  complexes	  seem	  to	  be	  reasonable.	  Care	  has	  to	  
be	  taken	  when	  comparing	  the	  BuSAs	  of	  different	  complexes	  since	  the	  BuSA	  seems	  to	  be	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correlated	  to	  the	  molecular	  weight	  (MW)	  of	  the	  monomeric	  protein	  (Jones	  &	  Thornton	  
[1996]).	   Fig.	   3a	   from	   the	   aforementioned	   study	   shows	   that	   the	   larger	   the	   MW	   the	  
larger	  the	  BuSA	  by	  tendency.	  
The	  CTLDs	  of	   the	  proteins	  used	  for	  the	  docking	  runs	   in	  this	  thesis	  are	  of	  comparable	  
molecular	  weight:	  14.0  𝑘𝑘𝑘𝑘𝑘𝑘	  (TC14),	  13.8  𝑘𝑘𝑘𝑘𝑘𝑘	  (CD69)	  and	  15.4  𝑘𝑘𝑘𝑘𝑘𝑘	  (calculated	  mass	  of	  
perlucin	   up	   to	   residue	   131	   using	   the	   ProtParam	   tool	   Gasteiger	   et	   al.	   [2005];	  
http://web.expasy.org/protparam/;	  last	  access	  10/09/2013).	  
	  
Based	  on	  the	  change	  of	  the	  rSASA	  of	  each	  residue	  in	  the	  top	  five	  unique	  and	  symmetric	  
complexes	   the	   interface	   residues	   in	   the	   corresponding	   complexes	  were	   determined.	  
This	  was	   done	   as	   described	   in	   the	   preceding	   section	   for	   the	   complexes	   of	   TC14	   and	  
CD69.	   Figure	   3.3.11.	   summarises	   the	   calculated	   interface	   residues	   in	   the	   top	   five	  
complexes.	   Any	   residue	   that	   appeared	   in	   the	   top	   five	   perlucin	   complexes	   in	   the	  
interface	  is	  labelled	  with	  a	  “+”,	  a	  “.”	  or	  a	  “:”.	  
There	   is	   one	   difference	   in	   the	   assessment	   of	   the	   interface	   residues	   between	   the	  
perlucin	  and	  the	  reference	  protein	  complexes.	  Two	  structures	   from	  each	  of	   the	  three	  
MD	  simulation	  series	  (with	  four,	  with	  two	  and	  without	  calcium	  ions)	  were	  used	  for	  two	  
independent	  docking	  runs	  (note	  that	  the	  calcium	  ions	  were	  only	  included	  implicitly	  in	  
the	  docking	  runs).	  To	  obtain	  condensed	  results	  for	  the	  three	  different	  cases	  (with	  four,	  
with	   two	   and	  without	   calcium	   ions)	   the	   interface	   residues	   in	   the	   complexes	   of	   both	  
docking	   runs	   that	  used	  structures	   from	  the	  same	  MD	  simulation	  series	  were	  merged	  
into	  one	   line	   in	  Fig.	  3.3.11.	   (labelled	   “w/	  4	  calcium”	  and	  so	  on).	  This	  means	   that	  any	  
residue	  that	  appeared	  in	  any	  of	  the	  top	  five	  complexes	  in	  any	  of	  the	  docking	  runs	  that	  
used	  structures	  from	  the	  same	  MD	  series	  at	  least	  once	  is	  marked	  with	  a	  “+”,	  a	  “.”	  or	  a	  
“:”.	   The	   different	   characters	   (“+”,	   “.”,	   “:”)	   are	   used	   to	   highlight	   if	   the	   corresponding	  
residue	   was	   on	   average	   buried	   in	   the	   MD	   simulation	   series	   (simulation	   of	   the	  

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































It	  might	   happen	   that	   a	   residue	  was	  buried	   (rSASA	   less	   than	  5%)	  during	  most	   of	   the	  
simulation	  time	  on	  average	  but	  in	  the	  extracted	  representative	  structures	  used	  for	  the	  
docking	  adopts	  a	  more	  solvent	  exposed	  conformation.	  Additionally	  the	  vdW-­‐radii	  used	  
for	  the	  rSASA	  determination	  differ	  slightly	  between	  the	  analysis	  of	  the	  MD	  trajectories	  
and	   the	   analysis	   of	   the	   docked	   complexes.	   In	   the	   first	   case	   the	   vdW-­‐radii	   of	   the	  MD	  
force	  field	  were	  used	  while	  in	  the	  latter	  case	  the	  radii	  from	  Bondi	  (Bondi	  [1964])	  were	  
used	  with	  a	  slightly	  smaller	  solvent	  probe	  radius	  (1.4  Å	  compared	  to	  ≈ 1.77  Å).	  These	  
two	   points	   could	   explain	   why	   some	   residues	   appear	   as	   interface	   residues	   although	  
they	  were	  expected	  to	  be	  buried	  on	  average.	  
To	  account	  for	  the	  possibility	  that	  some	  residues	  might	  actually	  be	  buried	  (on	  average)	  
they	   are	  marked	   in	   Fig.	   3.3.11.	  with	   a	   “.”	   (“:”)	   if	   their	   consensus	   average	   rSASA	  was	  
below	  5%	  (between	  5%	  and	  10%)	  as	  determined	   in	   section	  3.2.3.	   and	   shown	   in	  Fig.	  
3.2.11.	  
Comparing	   the	   possible	   interface	   residues	   of	   perlucin	  with	   the	   native	   and	   predicted	  
ones	  of	  CD69	  and	  TC14	  it	  becomes	  clear	  that	  residues	  that	  constitute	  the	  α2	  helix	  (with	  
respect	   to	   the	   results	   of	   the	   MD	   simulations)	   were	   not	   predicted	   to	   be	   involved	   in	  
complex	  formation.	  In	  the	  case	  of	  CD69	  and	  TC14	  a	  key	  residue	  that	  participates	  in	  the	  
interface	  of	  the	  complex	  is	  the	  Phe	  residue	  in	  the	  α2	  helix	  (see	  also	  Fig.	  3.3.8.).	  In	  the	  
native	   complexes	   the	   average	   rSASAs	   of	   this	   residue	   are	   12.1%	   (CD69)	   and	   27.6%	  
(TC14)	  respectively.	  Interestingly	  perlucin	  also	  possesses	  a	  Phe	  residue	  in	  the	  α2	  helix	  
but	   it	   appeared	   not	   as	   interface	   residue	   in	   the	   analysed	   complexes.	   In	   the	   six	  
representative	   structures	   chosen	   for	   the	  docking	   studies	   the	   average	   rSASA	  of	   Phe48	  
was	   only	   8.4%	   (value	   ranged	   from	   3.6%	   to	   14.6%).	   Further	   investigations	   should	  
consider	  how	  the	  conformation	  of	  this	  Phe	  residue	  evolves	  when	  a)	  the	  monomers	  of	  
TC14	  and	  CD69	  are	  subjected	  to	  MD	  simulations	  and	  b)	  a	  perlucin	  complex	  with	  Phe48	  
as	   interface	   residue	   is	   relaxed	   with	   MD	   simulations.	   This	   would	   provide	   further	  
information	  on	  the	  role	  of	  this	  aromatic	  residue	  in	  complex	  formation.	  
Common	  to	  the	  complexes	  of	  CD69	  and	  perlucin	  is	  that	  interface	  residues	  can	  be	  found	  
at	   the	   N-­‐terminal	   end	   and	   on	   the	   β0-­‐strand.	   Note	   that	   both	   proteins	   –	   perlucin	   and	  
CD69	  –	  have	  a	  β-­‐hairpin	  stabilised	  by	  a	  disulphide	  bridge	  at	  their	  N-­‐terminal	  end.	  
Unique	   to	   the	   calculated	   perlucin	   complexes	   are	   residues	   around	   the	   α1-­‐helix	   that	  
appeared	   as	   interface	   residues.	   Furthermore	   it	   is	   interesting	   to	   notice	   that	   the	  
structures	   that	   have	   less	   associated	   calcium	   ions	   during	   the	   MD	   simulations	   have	  
interface	   residues	  beyond	  Phe60	   compared	   to	   the	   structures	   from	   the	  MD	  simulation	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series	  with	  at	  least	  three	  permanently	  associated	  calcium	  ions.	  Note	  that	  the	  Ca-­‐3	  ion	  
was	   not	   permanently	   associated	   to	   the	   perlucin	   structure	   in	   every	   of	   the	   MD	  
simulations	  that	  started	  with	  four	  associated	  calcium	  ions	  (see	  also	  section	  3.2.4.).	  This	  
was	   in	  particular	   the	  case	   for	  one	  of	   the	  representative	  perlucin	  structures	   (run09d)	  
used	   in	   the	   docking	   runs.	   As	   it	   can	   be	   seen	   in	   Fig.	   3.2.14.	   Ca-­‐1	   and/or	   Ca-­‐3	   were	  
associated	  to	  the	  residues	  Asp68,	  Glu72,	  Asn95	  and	  Glu100.	  The	  ion	  Ca-­‐2	  was	  associated	  to	  
the	  residues	  Asp94,	  Glu100	  and	  Asp116.	  As	  it	   is	  shown	  in	  section	  3.2.5.	  (see	  Fig.	  3.2.15.)	  
the	   calcium	   ions	   could	   affect	   the	   fluctuations	   of	   certain	   protein	   segments.	   Therefore	  
the	  ions	  could	  influence	  the	  conformation	  of	  the	  protein,	  which	  could	  in	  turn	  affect	  the	  
results	  of	  systematic	  docking	  procedure.	  Additionally	  the	  ions	  could	  explicitly	  influence	  
the	   oligomerisation	   behaviour	   of	   the	   proteins	   due	   to	   their	   charge	   and/or	   vdW	  
interactions.	  Currently	  these	  effects	  are	  not	  considered	  by	  ATTRACT.	  
	  
In	  general	  the	  aromatic	  residues	  Phe,	  Tyr	  and	  Trp	  as	  well	  as	  the	  aliphatic	  residues	  Ile,	  
Leu,	  Val	  and	  Met	  have	  a	  tendency	  to	  appear	  in	  interfaces	  of	  protein	  complexes	  (Jones	  &	  
Thornton	   [1996],	  Dey	  et	  al.	   [2010]).	  Given	   the	   results	  of	   the	   systematic	  docking	   (see	  
Fig.	  3.3.11.)	  and	  keeping	   in	  mind	  the	   limitations	  of	   the	  approach	  used	  here	  –	  notably	  
due	  to:	  only	  a	  rigid	  docking	  used,	  the	  residue	  selection	  based	  only	  on	  change	  of	  rSASA	  
values,	   the	   reference	   protein	   structures	   are	   in	   a	   bound	   conformation,	   the	   effect	   of	  
calcium	  ions	   is	  only	   implicitly	  considered	  and	  the	  perlucin	  structure	   is	  only	  available	  
up	   to	   residue	   131,	   possible	   glycosylation	   –	   following	   residues	   are	   suggested	   to	   be	  
experimentally	   (or	   computationally)	   mutated	   (for	   experimental	   and	   computational	  
alanine-­‐scanning	   mutagenesis	   see	   e.g.	   Cunningham	   &	   Wells	   [1989]	   and	   Massova	   &	  
Kollman	   [1999])	   to	   observe	   possible	   effects	   on	   the	   protein-­‐protein	   interaction	  
behaviour.	  All	  residues	  that	  belong	  to	  the	  aforementioned	  aromatic	  (Phe,	  Tyr,	  Trp)	  or	  
aliphatic	   (Ile,	  Leu,	  Val,	  Met)	   residue	  groups	  and	   from	  this	   set	   those	  residues	   that	  are	  
classified	  as	  interface	  residues	  with	  a	  “+”	  in	  Fig.	  3.3.11.	  (with	  four	  Ca2+,	  with	  two	  Ca2+	  
and	  without	  Ca2+)	  are	  proposed	  to	  be	  promising	  candidates	  for	  mutagenesis	  based	  on	  
the	  systematic	  docking	  study	  employed	   in	   this	   thesis.	  These	  criteria	   fulfil:	  Leu4,	   Ile19,	  
Tyr29,	  Tyr32	  and	  Tyr52.	  Additionally	  Phe48	  could	  be	  investigated	  since	  it	  plays	  a	  role	  in	  




Fig.	  3.3.12.	  Two	  different	  views	  of	   the	  superposed	  perlucin	  structures	  used	   in	   the	  systematic	  
docking	   analysis.	   The	   structures	   are	   shown	   in	   the	   “New	   Cartoon”	   representation	   with	   the	  
typical	   “VMD	  colours”:	   violet	  α-­‐helices,	   yellow	  β-­‐strands	  and	  blue	  3/10-­‐helices.	  The	   residues	  
proposed	   for	   further	   investigation	   of	   their	   possible	   role	   in	   dimerisation	   are	   highlighted.	   For	  
clarity	  Phe48	   is	   coloured	  orange.	  Note	   that	  Tyr52	  adopts	  very	  different	  orientations	  since	   it	   is	  
part	  of	   the	  highly	   fluctuating	  segment	   following	   the	  α2	  helix.	  Some	  characteristic	  SSEs	  of	   the	  
CTLD	   fold	   are	   named	   for	   clarity.	   The	   molecules	   are	   rendered	   with	   VMD	   (Humphrey	   et	   al.	  
[1996]	   version	  1.9.1).	  The	   “New	  Cartoon”	   representation	  of	   the	  protein	   involves	   the	   STRIDE	  




3.4. Size-­‐exclusion	  chromatography	  of	  perlucin	  
Some	  C-­‐type	   lectin-­‐like	  domains	  or	  proteins	   that	   contain	   such	  a	  domain	   can	   interact	  
with	   themselves.	   Three	   examples	   are	   given	   in	   the	   preceding	   sections.	   The	  mannose	  
binding	  protein	  A	  can	  form	  trimers	  via	  three	  coiled	  α-­‐helices	  (see	  Fig.	  3.2.2.A).	  In	  the	  
case	  of	  MBP-­‐A	   the	   trimeric	   structure	  was	  suggested	   to	  ensure	  specific	   recognition	  of	  
the	  surfaces	  of	  pathogens	  (Weis	  &	  Drickamer	  [1994]).	  Note	   that	   in	   the	  native	  MBP-­‐A	  
structure	  the	  above	  mentioned	  coiled	  α-­‐helices	  are	  preceded	  by	  a	  collagenous	  region	  
that	  forms	  a	  triple	  helix	  as	  well.	  If	  the	  α-­‐helices	  at	  the	  N-­‐terminus	  were	  removed	  then	  
the	  remaining	  fragment	  of	  MBP-­‐A	  that	  contains	  the	  CTLD	  tended	  to	  form	  dimers	  (Weis	  
et	  al.	  [1991a],	  Weis	  et	  al.	  [1991b]).	  
The	   crystal	   structure	   of	   CEL-­‐I	   (Sugawara	   et	   al.	   [2004])	   and	   its	   sequence	   analysis	  
(Hatakeyama	   et	   al.	   [2002])	   revealed	   a	   homodimeric	   structure	   established	   by	   a	  
disulphide	  bridge.	  According	  to	  Llera	  et	  al.	  (Llera	  et	  al.	  [2001])	  the	  recombinant	  CTLD	  
of	   CD69	   can	   form	  non-­‐covalently	   bound	  dimers	   in	   solution.	   Similar	   the	   recombinant	  
CTLD	  of	  TC14	  might	  form	  dimers	  under	  physiological	  conditions	  (Poget	  et	  al.	  [1999]).	  
Given	  the	  sequence	  and	  the	  model	  of	  perlucin	  it	  can	  be	  safely	  assumed	  that	  this	  protein	  
has	  a	  CTLD.	  Considering	  the	  role	  of	  perlucin	  in	  its	  native	  environment	  it	  was	  desirable	  
to	   know	   if	   perlucin	   can	   form	   oligomers	   and	   if	   so	   under	   what	   solution	   conditions.	  
Several	  techniques	  are	  known	  to	  obtain	  information	  on	  the	  oligomerisation	  state	  of	  a	  
protein	   in	   solution.	   In	   the	   above	   introduced	   examples	   analytical	   ultracentrifugation,	  
chemical	  crosslinking	  of	  proteins	  and	  size-­‐exclusion	  chromatography	  (SEC)	  were	  used.	  
Additionally	   light	  scattering	  techniques	  can	  be	  used	  to	  determine	  the	  size	  of	  solvated	  
proteins.	  
The	   choice	   of	   SEC	   as	   methodology	   to	   investigate	   the	   oligomerisation	   behaviour	   of	  
perlucin	  was	  based	  on	  several	  thoughts.	  A	  liquid	  chromatography	  system	  was	  available	  
at	  the	  Institute	  of	  Biophysics	  (University	  of	  Bremen)	  and	  therefore	  a	  SEC	  column	  could	  
be	   integrated	   easily	   into	   the	   existing	   infrastructure.	   Besides	   “analytical	   operation”	   –	  
which	  means	  the	  estimation	  of	  protein	  properties	  like	  molecular	  weight	  –	  the	  SEC	  can	  
be	  used	   for	   preparative	  purposes	   like	   separation	  of	   proteins	   (or	   groups	   of	   proteins)	  
from	  a	  protein	  mixture.	  Consequently	  the	  usage	  of	  the	  SEC	  method	  at	  the	  Institute	  of	  
Biophysics	   might	   be	   useful	   for	   other	   tasks	   dealing	   with	   (nacre)	   proteins.	   Finally	   it	  
cannot	   be	   concealed	   that	   a	   SEC	   column	   is	   available	   at	   reasonable	   expense.	   The	   next	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section	  gives	  an	  introduction	  to	  size-­‐exclusion	  chromatography.	  Afterwards	  the	  results	  
of	  the	  SEC	  runs	  with	  protein	  standards	  and	  perlucin	  are	  presented	  as	  well	  as	  discussed.	  
3.4.1.	  Principles	  of	  size-­‐exclusion	  chromatography	  
Back	  in	  1959	  Porath	  and	  Flodin	  (Porath	  &	  Flodin	  [1959],	  Porath	  [1960])	  introduced	  “a	  
method	  for	  desalting	  and	  group	  separation”	  of	  macromolecular	  solutions,	  which	  they	  
called	   “gel	   filtration”.	   They	   filled	   columns	   with	   liquid-­‐soaked	   beads	   of	   cross-­‐linked	  
dextran	  under	  wet	  conditions.	  Dextran	  is	  a	  polymer	  of	  glucose	  that	  can	  be	  cross-­‐linked	  
with	  epichlorohydrin	  in	  small	  beads	  (see	  e.g.	  Porath	  [1960],	  Flodin	  [1967]	  and	  Arshady	  
[1991a]	  for	  a	  review	  on	  the	  manufacturing	  of	  beaded	  gel	  filtration	  media).	  Porath	  and	  
Flodin	   (Porath	   &	   Flodin	   [1959])	   applied	   a	   solution	   of	   polysaccharides	   of	   different	  
molecular	  weights	  and	  a	  monosaccharide	  on	  top	  of	  a	  bed	  of	  hydrated	  dextran	  beads	  as	  
described	  above.	  After	  the	  solution	  had	  entered	  the	  bed	  the	  column	  was	  continuously	  
purged	  with	  distilled	  water	  at	  approximately	  2  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚.	  The	  eluated	  solution	  from	  the	  
column	  was	  fractionated	  and	  analysed	  for	  carbohydrate	  content.	  It	  turned	  out	  that	  the	  
components	  of	  the	  saccharide	  solution	  were	  separated	  and	  those	  molecules	  with	  larger	  
molecular	   weight	   were	   found	   in	   the	   fractions	   corresponding	   to	   a	   smaller	   elution	  
volume.	  
This	  observed	  effect	  –	  the	  separation	  of	  components	  with	  different	  molecular	  weight	  in	  
such	   a	   manner	   that	   heavier	   substances	   have	   a	   lower	   elution	   volume	   compared	   to	  
lighter	   molecules	   –	   can	   be	   explained	   by	   the	   following	   basic	   mechanism	   (see	   e.g.	  
Tiselius	   et	   al.	   [1963]	   or	   Hagel	   [2011]	   as	   well	   as	   Yau	   et	   al.	   [1979]	   for	   a	   general	  
introduction	  to	  SEC).	  Depending	  on	  the	  “effective	  size”	  (“effective”	  in	  this	  context	  shall	  
denote	   those	   size	   of	   the	  molecules	   that	   takes	   effect	   in	   SEC)	   of	   the	  molecules	   in	   the	  
solvent	  that	  is	  used	  during	  the	  chromatographic	  analysis,	  different	  volumes	  inside	  the	  
polymer	  beads	  are	  accessible	  for	  them.	  The	  smaller	  the	  molecules	  the	  larger	  the	  space	  
inside	  the	  beads	  consisting	  of	  (cross-­‐linked)	  polymers	  they	  can	  occupy	  and	  vice	  versa.	  
This	   separation	   principle	   is	   illustrated	   schematically	   in	   Fig.	   3.4.1.	   This	   easily	   drawn	  
picture	   of	   the	   operation	   principle	   of	   SEC	   assumes	   that	   an	   equilibrium	   between	   the	  
concentrations	   of	   the	  molecules	   inside	   the	   polymer	   beads	   and	   in	   the	   void	   volume	   is	  
established	  fast	  with	  respect	  to	  the	  solvent	  flow	  rate.	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Fig.	   3.4.1.	   Principle	   of	   size-­‐exclusion	   chromatography.	   A	   dissolved	   sample	   A	   consisting	   of	  
several	  constituents	  of	  different	  sizes	  (red,	  green	  and	  blue	  dots)	  is	  brought	  into	  a	  tube	  between	  
a	  buffer	  solution	  reservoir	  B	  and	  a	  SEC	  column	  C.	  Through	  continuous	  pumping	  of	  the	  buffer	  
solution	   the	   sample	   is	  applied	  on	   top	  of	   the	  SEC	  bed	   (orange	  circles).	  The	  beads	  consist	  of	  a	  
(cross-­‐linked)	   polymer	   network	   schematically	   illustrated	   by	   black	   entangled	   lines	   inside	   the	  
orange	  circles.	  The	  polymer	  beads	  consist	  of	  pores	  of	  different	  sizes.	  Due	  to	  the	  different	  size	  of	  
the	  sample	  molecules	   (red,	  green,	  blue	  dots)	  different	  volumes	   inside	   the	  polymer	  beads	  are	  
accessible	  for	  these	  molecules.	  This	  is	   indicated	  in	  the	  figure	  as	  follows.	  The	  red	  particles	  are	  
large	   and	   cannot	   enter	   the	   polymer	   beads.	   The	   green	   particles	   are	   smaller	   than	   the	   red	  
particles	  and	  can	  enter	  parts	  of	  the	  polymer	  beads.	  In	  contrast	  the	  smallest	  blue	  particles	  of	  the	  
injected	   sample	   can	  access	  most	  of	   the	   space	   inside	   the	  polymer	  beads.	  This	   leads	   to	   a	   size-­‐
dependent	   separation	   of	   the	   injected	   sample.	   The	   different	   molecules	   leave	   the	   column	   in	  
different	  elution	  volumes	  𝑉𝑉! .	  When	  the	  separated	  molecules	  leave	  the	  SEC	  column	  they	  can	  be	  
detected	   by	   a	   photometer	   D	   operating	   at	   the	   appropriate	   wavelength.	   The	   output	   of	   the	  
photometer	  is	  a	  graph	  of	  the	  absorbance	  dependent	  on	  the	  elution	  time	  or	  volume.	  Finally	  the	  
solution	  that	  passed	  the	  photometer	  is	  fractionated	  in	  E.	  An	  important	  parameter	  in	  SEC	  is	  the	  
(extra-­‐particle)	  void	  volume	  𝑉𝑉!.	  The	  void	  volume	  is	  shown	  in	  this	  figure	  in	  dark	  grey.	  It	  is	  the	  
space	   inside	   the	   SEC	   column	   that	   is	   not	   occupied	   by	   polymer	   beads	   (orange).	   Particles	   that	  
cannot	  penetrate	  the	  polymer	  beads	  (or	  interact	  with	  them)	  leave	  the	  SEC	  column	  in	  an	  elution	  
volume	  that	  is	  equivalent	  to	  the	  void	  volume.	  Note	  that	  in	  this	   illustration	  the	  buffer	  solution	  
pump	  and	  the	  valve	  for	  the	  sample	  injection	  is	  not	  shown	  for	  simplicity.	  Figure	  prepared	  with	  
Inkscape	  (http://inkscape.org).	  Similar	  figures	  can	  be	  found	  e.g.	  in	  Yau	  et	  al.	  [1979]	  as	  well	  as	  
Hagel	  [2011].	  	  
	  
This	  assumption	  was	   tested	  with	  at	   least	   two	  approaches	   (see	  also	  Yau	  et	  al.	   [1979],	  
chapter	  2.3.	  therein).	  Little	  et	  al.	  (Little	  et	  al.	  [1969])	  found	  no	  flow	  rate	  dependency	  of	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the	  elution	  volume	  of	  acetonitrile	  and	  polysterene	   in	   the	   flow	  rate	  range	  between0.1	  
and	   12.5	  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚.	   Yau	   (Yau	   [1969])	   incubated	   dry	   SEC	  media	   directly	  with	   different	  
solutions	  of	  molecules	  of	  different	  molecular	  weight	  each	  for	  24  ℎ.	  Then	  he	  determined	  
the	  concentration	  of	  the	  corresponding	  molecules	  in	  the	  volume	  outside	  of	  the	  swollen	  
SEC	   media.	   The	   concentrations	   of	   the	   molecules	   in	   solution	   before	   and	   after	   the	  
addition	   of	   SEC	  media	  were	  measured.	   A	   relationship	   between	   these	   concentrations	  
and	   the	   elution	   volume	   of	   the	   corresponding	   substance	   on	   the	   corresponding	   SEC	  
media	  could	  be	  derived	  if	  the	  ideal	  case	  of	  instantaneous	  equilibration	  during	  SEC	  was	  
assumed.	   For	   Yau	   the	   experimental	   values	   obeyed	   the	   expected	   relationship	  
sufficiently	   to	   conclude	   that	   “the	  exclusion	  effect	  plays	   the	  primary	   role	   in	  GPC	  peak	  
separation”	   (Yau	   [1969],	  p.	  491).	  However	  Yau	  noted	   that	  other	  processes	   can	  affect	  
the	   separation	   of	   macromolecules	   on	   a	   SEC	   column	   as	   well.	   In	   particular	   lateral	  
diffusion	  can	  have	  an	   influence	  on	   the	  separation	  depending	  on	  the	  substances	   to	  be	  
separated	   and	   the	   experimental	   conditions.	   The	   effect	   of	   diffusion	   can	   be	   expected	  
being	   more	   pronounced	   at	   higher	   flow	   rates	   and	   substances	   with	   low	   diffusion	  
coefficients.	  
To	   allow	   a	   comparison	   of	   the	   results	   of	   SEC	   experiments	   with	   different	   column	  
geometries	   not	   the	   elution	   volume	  𝑉𝑉! 	  of	   a	   substance	   is	   usually	   stated	   but	   its	  
“distribution	  coefficient”	  (also	  termed	  “partition	  coefficient”	  or	  “exclusion	  coefficient”)	  





	   (3.4.1.a)	  
	  
and	   includes	   the	   (extra-­‐particle)	   void	   volume	  𝑉𝑉! 	  and	   the	   accessible	   inner	   (intra-­‐
particle)	  pore	  volume	  𝑉𝑉! 	  of	  the	  SEC	  media.	  Introducing	  the	  total	  liquid	  volume	  𝑉𝑉!	  inside	  





	   (3.4.1.b)	  
	  
Note	   that	  usually	  𝑉𝑉!	  is	   not	   equal	   to	   the	   geometrical	   SEC	   column	  volume	  𝑉𝑉! 	  due	   to	   the	  
volume	   occupied	   by	   the	   cross-­‐linked	   hydrated	   polymers	   of	   the	   SEC	   media.	   The	  
distribution	  coefficient	  of	  a	  substance	  can	  be	  interpreted	  as	  the	  fraction	  of	  the	  volume	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of	   the	   SEC	   media	   that	   is	   available	   to	   the	   corresponding	   substance	   during	   the	   SEC	  
(Laurent	  &	  Killander	   [1964]).	   Under	   ideal	   conditions	   the	   distribution	   coefficient	   has	  
values	  between	  0	  (substance	   is	  completely	  excluded	   from	  the	  SEC	  media)	  and	  1	   (the	  
SEC	  media	  is	  completely	  accessible	  to	  the	  substance).	  
	  
Obviously	   there	   are	   at	   least	   two	   important	   parameters	   relevant	   to	   the	   separation	   of	  
substances	  with	  SEC.	  One	  parameter	   is	   the	  pore	  shape	   inside	  the	  polymer	  beads	  that	  
constitute	  the	  media	  inside	  the	  SEC	  column.	  The	  other	  parameter	  is	  the	  “effective	  size”	  
of	   the	  molecules	   to	   be	   analysed	   under	   the	   conditions	   during	   the	   SEC.	   Knowledge	   of	  
both	  parameters	  would	  be	  necessary	  to	  derive	  a	  theoretical	  relationship	  between	  the	  
distribution	  coefficient	  of	  a	  given	  substance	  and	  a	  molecular	  property	   like	  molecular	  
weight.	  
The	   pore	   size	   distribution	   of	   dry	   SEC	   media	   can	   be	   determined	   experimentally	   for	  
example	   with	   mercury	   intrusion	   porosimetry	   (see	   Grimaud	   et	   al.	   [1978]	   for	   an	  
example	   study	   and	   Adamson	   [1990]	   for	   a	   brief	   introduction	   to	   mercury	   intrusion	  
porosimetry).	  Many	   different	   pore	   shape	  models	   for	   SEC	  media	   can	   be	   found	   in	   the	  
literature,	  for	  example:	  simple	  pore	  geometries	  like	  cylinders	  or	  spheres	  (e.g.	  Yau	  et	  al.	  
[1979]	  or	  Knox	  &	  Scott	  [1984]),	  a	  normal	  distribution	  of	  the	  accessible	  volume	  fraction	  
(Ackers	   [1967]),	   SEC	   media	   as	   a	   network	   of	   randomly	   oriented	   rods	   (Laurent	   &	  
Killander	  [1964]),	  or	  the	  accessible	  volume	  is	  designed	  as	  the	  space	  between	  random-­‐
sized	  touching	  spheres	  (Knox	  &	  Scott	  [1984]).	  Hagel	  et	  al.	  (Hagel	  et	  al.	  [1996])	  stated	  
that	  “many	  materials	  have	  a	  rather	  complicated	  structure	  which	  may	  not	  be	  described	  
accurately	  by	  a	  few	  parameters”	  (p.	  34).	  They	  used	  experimentally	  obtained	  SEC	  data	  
to	  calculate	  “apparent	  size-­‐exclusion	  pore	  dimensions”	  (p.	  42)	   for	  a	  given	  SEC	  media.	  
These	  dimensions	  were	  obtained	   from	  a	   fit	  of	   the	  experimental	  data	   to	   the	   following	  
model.	   The	   authors	   assumed	   on	   the	   one	   hand	   that	   the	   SEC	  media	   consists	   of	   pores	  
(cylindrical,	  spherical	  or	  slab	  geometry)	  with	  a	  normal	  distribution	  of	  radii	  (the	  mean	  
and	   the	   standard	   deviation	   were	   fit	   parameters)	   and	   on	   the	   other	   hand	   that	   the	  
molecules	  to	  be	  separated	  are	  hard	  spheres.	  Dependent	  on	  the	  chosen	  pore	  geometry	  
(cylindrical,	   spherical	   or	   slab	   geometry)	   different	   apparent	   pore	   dimensions	   were	  
calculated	  for	  the	  same	  set	  of	  experimental	  values.	  
It	   seems	   that	   for	   the	   SEC	   media	   used	   in	   this	   thesis	   –	   cross-­‐linked	   copolymer	   of	  
allyldextran	  and	  bisacrylamide	  (Sephacryl	  S-­‐100	  HR,	  Hagel	  et	  al.	   [1989],	   see	  also	  Fig.	  
10	   in	  Arshady	  [1991b]	   for	  a	  chemical	  structure)	  –	  a	  simple	  pore	  geometry	  cannot	  be	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inferred	   from	  scanning	  electron	  microscopy	   images	  given	  by	  Hagel	  et	  al.	   (Hagel	  et	  al.	  
[1989],	  Fig.	  2	  therein	  for	  Sephacryl	  S-­‐500	  HR).	  
A	  determination	  of	  the	  apparent	  pore	  dimensions	  as	  described	  by	  Hagel	  et	  al.	  (Hagel	  et	  
al.	   [1996])	   was	   beyond	   the	   scope	   of	   this	   thesis.	   In	   principal	   this	   would	   require	   a	  
sufficient	  number	  of	  well	  characterized	  dextran	  standards.	  
	  
The	  reason	  why	  dextran	  standards	  are	  used	  in	  several	  different	  studies	  as	  calibration	  –	  
because	  they	  are	  flexible	  polymers	  –	  leads	  to	  the	  second	  important	  parameter	  involved	  
in	   the	   separation	   of	   substances	  with	   SEC:	   the	   “effective	   size”	   of	   the	  molecules	   to	   be	  
separated.	  
It	  seems	  to	  be	  reasonable	  to	  assume	  that	  the	  “effective	  size”	  is	  the	  hydrated	  volume	  of	  
the	   substance.	   The	   hydrated	   volume	  𝑉𝑉! 	  of	   a	   molecule	   of	   this	   substance	   can	   be	  





   𝜈𝜈! + 𝛿𝛿!"  𝜈𝜈!" ≈   
𝑀𝑀
𝑁𝑁!
𝜈𝜈!∗ + 𝛿𝛿!"  𝜈𝜈! 	   (3.4.2.)	  
	  
Here	  𝑀𝑀	  is	   the	   molecular	   weight	   of	   the	   substance,	  𝜈𝜈! 	  is	   the	   specific	   volume	   of	   the	  
hydrated	  substance,	  𝛿𝛿!"	  is	  the	  ratio	  of	  the	  masses	  of	  the	  solvent	  bound	  to	  the	  hydrated	  
substance	  and	  the	  substance	  itself	  and	  𝜈𝜈!"	  is	  the	  specific	  volume	  of	  the	  bound	  solvent.	  
Assuming	   that	   the	   substance	   is	   diluted	   and	   its	   concentration	   does	   not	   affect	   its	  
hydration	  then	  the	  sum	  in	  the	  brackets	  in	  3.4.2.	  can	  be	  approximated:	  𝜈𝜈!∗ 	  is	  the	  partial	  
specific	  volume	  of	  the	  substance	  and	  𝜈𝜈!	  the	  specific	  volume	  of	  the	  (pure	  bulk)	  solvent.	  
The	   partial	   specific	   volume	   of	   a	   substance	   expresses	   the	   change	   of	   the	   volume	   of	   a	  
(liquid)	  system	  when	  a	  certain	  mass	  of	  the	  substance	  is	  added	  to	  the	  solvent	  (see	  also	  
IUPAC	   Gold	   Book,	   http://goldbook.iupac.org/P04422.html,	   last	   access	   07/03/14).	  
Some	   illustrative	   values	   for	   proteins	   quoted	   from	   Cantor	   and	   Schimmel	   (Cantor	   &	  
Schimmel	  [1980])	  are	  given.	  The	  partial	  specific	  volume	  of	  proteins	  is	   in	  the	  order	  of	  
0.73  𝑐𝑐𝑚𝑚!/𝑔𝑔	  and	  the	  hydration	  is	  in	  the	  order	  of	  0.4  𝑔𝑔  H!O 𝑔𝑔  protein.	  
There	   are	   at	   least	   two	   easier	   approaches	   to	   determine	   the	   hydrated	   volume	   of	   a	  
solvated	  molecule.	  One	  exploits	   the	  diffusion	  of	  molecules	   in	  solution.	   If	   the	  diffusion	  
constant	  𝐷𝐷 	  of	   a	   molecule	   in	   a	   given	   solution	   with	   viscosity	  𝜂𝜂 	  is	   known,	   one	   can	  
calculate	  its	  frictional	  coefficient	  with	  the	  Einstein-­‐Smoluchowski	  relation.	  In	  a	  second	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step	   Stokes	   law	   can	   be	   used	   to	   calculate	   the	   (Stokes)	   radius	  𝑟𝑟!"	  of	   a	   sphere	  with	   the	  













	   (3.4.3.)	  
	  
Here	  𝑘𝑘! 	  and	  𝑇𝑇 	  are	   the	   Boltzmann	   constant	   and	   the	   Temperature.	   An	   ellipsoidal	  
molecule	   shape	   can	   be	   considered	   by	   shape	   parameters	   (see	   for	   example	   Cantor	   &	  
Schimmel	  [1980]).	  
Following	   Cantor	   and	   Schimmel	   (Cantor	   &	   Schimmel	   [1980],	   Chapter	   12-­‐1)	   another	  
possibility	   to	   determine	   the	   hydrated	   volume	   exploits	   the	   intrinsic	   viscosity	  [𝜂𝜂]	  of	   a	  








	   (3.4.4.)	  
	  
If	  a	  (macro)molecular	  substance	   is	  solvated	   in	  a	   liquid	  with	  viscosity	  𝜂𝜂!	  then	  one	  can	  
expect	   an	   concentration	  𝑐𝑐	  dependent	   increase	   in	   the	   solution´s	   viscosity	  𝜂𝜂(𝑐𝑐).	   The	  
limiting	   value	   –	   at	   infinite	   dilution	   –	   of	   the	   relative	   change	   in	   viscosity	   divided	   by	  
concentration	   is	   the	   intrinsic	   viscosity.	   Note	   that	   𝜂𝜂 	  has	   the	   units	   of	   the	   inverted	  
concentration	  𝑐𝑐,	  e.g.	  volume	  per	  mass.	  This	  volume	  can	  be	  associated	  with	  the	  hydrated	  
volume	  of	  the	  solute	  
	  
𝜂𝜂 = σ  𝑉𝑉!
𝑁𝑁!
𝑀𝑀
	   (3.4.5.)	  
	  
where	  σ	  is	  a	  shape	  factor	  considering	  the	  geometry	  of	  the	  molecule.	  It	  is	  σ ≥ 2.5	  where	  
the	  lower	  bound	  corresponds	  to	  a	  spheric	  molecule.	  
In	  terms	  of	  SEC	  both	  parameters	  –	  the	  Stokes	  radius	  as	  well	  as	  the	   intrinsic	  viscosity	  
[𝜂𝜂]	  –	   were	   proposed	   amongst	   others	   as	   parameter	   that	   describes	   the	   separation	   of	  
different	   substances	   (see	   Hagel	   [2011]).	   Potschka	   (Potschka	   [1987])	   proposed	   the	  
viscosity	  radius	  obtained	  from	  the	  intrinsic	  viscosity	  as	  universal	  calibration	  principle.	  
Frigon	   et	   al.	   (Frigon	   et	   al.	   [1983])	   observed	   that	   dextrans	   and	   native	   proteins	   with	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similar	  value	  of	   the	  product	   𝜂𝜂 ⋅𝑀𝑀	  had	   similar	   elution	  volumes.	  Less	  agreement	  was	  
found	   when	   Stokes	   radii	   were	   used.	   Dubin	   and	   Principi	   (Dubin	   &	   Principi	   [1989])	  
found	   the	   use	   of	   𝜂𝜂 ⋅𝑀𝑀	  only	  meaningful	   for	   flexible	   polymers	   and	   globular	   proteins	  
since	  rod-­‐like	  molecules	  show	  an	  elution	  volume	  deviating	  from	  the	  one	  expected	  from	  
the	   intrinsic	   viscosity.	   It	   might	   be	   important	   that	   the	   latter	   two	   studies	   used	   silica	  
based	  SEC	  media	  whereas	  Potschka	  used	  agarose-­‐based,	  silica-­‐based	  and	  cross-­‐linked	  
polymer	  SEC	  fillings.	  
	  
It	   could	   be	   observed	   that	   the	   elution	   volume	   of	   proteins	   can	   depend	   on	   the	   ionic	  
strength	  (for	  example	  Frigon	  et	  al.	  [1983])	  and	  pH	  value	  (for	  example	  Golovchenko	  et	  
al.	  [1992])	  of	  the	  buffer	  solution	  as	  well	  as	  on	  the	  explicit	  column	  material	  (for	  example	  
Agrawal	  &	  Goldstein	  [1965]).	  
The	  ionic	  strength	  and	  pH-­‐value	  dependency	  of	  the	  elution	  volume	  of	  proteins	  during	  
SEC	  can	  be	  attributed	  at	   least	  to	  two	  effects.	  As	  summarised	  by	  Hagel	  (Hagel	  [2011])	  
between	   the	   samples	   and	   the	   SEC	  media	   electrostatic,	   van	   der	  Waals	   and	   repulsive	  
interactions	  can	  occur.	  Those	  interactions	  can	  be	  influenced	  by	  the	  choice	  of	  the	  buffer	  
solutions	   pH	   value	   and	   ionic	   strength	   (see	   also	   Ruckenstein	   &	   Lesins	   [1986]).	  
Additionally	   the	   buffer	   solution	   composition	   can	   influence	   the	   conformation	   of	  
proteins.	  A	  drastic	   example	   is	   the	  pH	  dependent	   interaction	  between	  β-­‐lactoglobulin	  
(β-­‐Lg)	  molecules:	  at	  pH	  2.6	   it	   is	  a	  monomer	  and	  at	  near	  neutral	  pH	  values	   it	   forms	  a	  
dimer	   (Uhrínová	   et	   al.	   [2000]).	   Additionally	   between	   pH	   6	   and	   8	   conformational	  
changes	  –	  e.g.	  a	  change	  of	  the	  solvent	  accessible	  surface	  area	  –	  occur	  in	  the	  protein	  (Qin	  
et	  al.	  [1998]).	  
Finally	  it	  must	  be	  pointed	  out	  that	  some	  proteins	  can	  interact	  with	  the	  SEC	  media	  if	  it	  is	  
composed	  of	  structures	  similar	  to	  native	  ligands	  of	  the	  protein.	  Agrawal	  and	  Goldstein	  
(Agrawal	  &	  Goldstein	  [1965])	  observed	  that	  the	  lectin	  concanavalin	  A	  can	  bind	  to	  the	  
cross-­‐linked	  dextran	  of	  a	  SEC	  medium.	  This	  must	  be	  kept	  in	  mind	  since	  perlucin	  as	  a	  C-­‐
type	  lectin	  might	  show	  a	  similar	  behaviour.	  As	  it	  is	  stated	  above	  the	  SEC	  media	  used	  in	  
this	   thesis	   consist	   also	   of	   a	   cross-­‐linked	   dextran	   and	   it	  was	   reported	   by	  Hagel	   et	   al.	  
(Hagel	   et	   al.	   [1989])	   that	   a	   lectin	   from	   lentil	   show	   affinity	   for	   this	   particular	   SEC	  
medium.	  Such	  behaviour	  might	  be	  beneficial	  for	  purification	  and	  separation	  of	  proteins	  
from	  protein	  mixtures	  but	  is	  definitely	  unwanted	  for	  size	  estimation.	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The	  information	  provided	  so	   far	   is	  only	  a	  very	  brief	  summary	  of	   the	   fundamentals	  of	  
the	  separation	  principle	  of	  SEC	  and	  the	  influence	  of	  the	  buffer	  solution.	  Nonetheless	  it	  
is	  considered	  to	  be	  sufficient	  in	  the	  scope	  of	  this	  thesis.	  It	  will	  become	  clear	  in	  the	  next	  
sections	   that	   the	   main	   challenge	   was	   the	   determination	   of	   suitable	   buffer	   solution	  
conditions	  for	  the	  perlucin	  elution	  from	  the	  SEC	  media.	  The	  systematic	  variation	  of	  the	  
buffer	   conditions	   had	   to	   be	   left	   for	   future	   research.	   The	   provided	   background	   is	  
therefore	   considered	   sufficient	   to	   estimate	   the	   apparent	   size/molecular	   weight	   of	  
perlucin.	  Four	  proteins	  of	  known	  molecular	  weight	  were	  used	  as	  reference	  substances.	  
As	   it	   was	   shown	   for	   example	   by	   Andrews	   (Andrews	   [1964])	   the	   elution	   volume	   of	  
native	  proteins	  during	  SEC	  can	  be	  correlated	  to	  the	  molecular	  weight	  of	  those	  proteins	  
–	  at	  least	  under	  the	  conditions	  given	  in	  this	  study.	  In	  a	  certain	  range	  –	  that	  depends	  in	  
particular	  on	  SEC	  media	  –	  the	  elution	  volume	  varied	  nearly	  linear	  with	  the	  logarithm	  of	  
the	  molecular	  weight.	  
In	   the	   following	   section	   the	   results	   of	   the	   SEC	   with	   the	   reference	   substances	   and	  
perlucin	   are	   shown.	   Detailed	   information	   on	   the	   used	   reference	   substances	   and	   the	  




3.4.2.	  Size-­‐exclusion	  chromatography	  of	  reference	  proteins	  
Fig.	  3.4.2.	  Photography	  of	  the	  experimental	  set-­‐up	  used	  for	  SEC.	  A	  liquid	  sample	  is	  injected	  with	  
a	  syringe	  A	   into	  a	  sample	  loop	  B	  with	  a	  nominal	  volume	  of	  1  𝑚𝑚𝑚𝑚.	  A	  valve	  C	   is	  used	  to	  connect	  
the	  SEC	  column	  D	  via	  the	  pump	  E	  to	  the	  buffer	  solution	  reservoir	  F.	  The	  solution	  eluted	  from	  
the	   column	   D	   passes	   the	   ultraviolet	   (UV)	   detector	   G	   and	   is	   distributed	   with	   the	   arm	   H	  
(currently	  not	  in	  operating	  position)	  into	  reaction	  test	  tubes	  stored	  in	  the	  fractionation	  device	  
I.	  The	  whole	  system	   is	  controlled	  by	   the	  control	  unit	   J.	  K	   is	   the	  analogue	  chart	   recorder	   that	  
writes	   the	   absorbance	   signal	   onto	   chart	   paper.	   In	   the	   additional	   liquid	   reservoir	  L	   a	   sodium	  
hydroxide	  solution	  is	  connected	  to	  the	  system	  that	  is	  used	  during	  the	  cleaning	  procedure	  of	  the	  
SEC	  media.	   The	   reservoir	  M	   collects	   the	   “waste”	   during	   equilibration	   or	   cleaning	   of	   the	   SEC	  
media.	  
	  
Fig.	  3.4.2.	  shows	  the	  experimental	  set-­‐up	  used	  for	  the	  SEC	  measurements	  in	  this	  thesis.	  
The	  equipment	  shown	  in	  the	  above	  figure	  was	  located	  in	  a	  cold	  storage	  room	  (5°𝐶𝐶	  to	  
7°𝐶𝐶)	  since	  its	  installation.	  
In	  general	  all	  buffer	  solutions	  for	  SEC	  were	  filtered	  with	  a	  0.22  𝜇𝜇𝜇𝜇	  filter	  membrane	  and	  
degassed.	   This	   is	   supposed	   to	   prevent	   clogging	   of	   the	   SEC	   media	   and	   gas	   bubble	  
formation	  in	  the	  system.	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A	  meaningful	  analytical	  SEC	  experiment	  requires	  that	  the	  protein	  sample	  is	  in	  a	  buffer	  
solution	   with	   equal	   composition	   as	   the	   elution	   buffer	   solution.	   In	   the	   experiments	  
described	   here	   this	   was	   usually	   achieved	   by	   a	   single	   overnight	   dialysis.	   It	   was	   not	  
checked	   if	   variations	  of	   dialysis	   time	   and/or	  dialysis	   buffer	   solution	  volumes	  had	   an	  
influence	  on	  SEC	  results.	  
At	  the	  beginning	  of	  the	  SEC	  experiment	  series	  a	  0.22  𝜇𝜇𝜇𝜇	  syringe	  filter	  was	  used	  before	  
injection	  of	  the	  protein	  sample	  into	  the	  sample	  loop	  (this	  filter	  is	  visible	  in	  Fig.	  3.4.2.	  in	  
front	  of	  the	  syringe).	  This	  technique	  was	  replaced	  by	  another	  procedure	  at	  a	  later	  point	  
in	  the	  experiment	  series	  for	  two	  reasons.	  First	  of	  all	  the	  syringe	  filter	  has	  a	  certain	  dead	  
volume	  thus	  increasing	  the	  total	  protein	  sample	  volume	  required	  for	  the	  experiments.	  
Additionally	   it	   was	   feared	   that	   the	   perlucin	   protein	   could	   adsorb	   to	   the	   filter	  
membrane.	  This	  latter	  point	  was	  not	  experimentally	  verified.	  Instead	  of	  using	  a	  syringe	  
filter	  the	  protein	  sample	  was	  centrifuged	  and	  only	  a	  certain	  volume	  of	  the	  supernatant	  
was	  used	  for	  SEC.	  
In	   several	   of	   the	   first	   experiments	   it	   was	   tried	   to	   degas	   the	   protein	   sample	   as	  well.	  
However	  in	  the	  course	  of	  the	  experiments	  it	  was	  decided	  to	  skip	  this	  degassing	  step	  for	  
the	   following	   reason.	   The	  most	   practical	   technique	  was	   to	   store	   the	   protein	  mixture	  
(less	  than	  3  𝑚𝑚𝑚𝑚)	   in	  a	   large	  centrifuge	  tube	  (nominal	  volume	  50  𝑚𝑚𝑚𝑚),	  which	  was	  placed	  
under	  a	  vacuum	  bell	   jar.	  The	   tube	  cap	  was	  only	   loosely	   fitted	   to	  allow	  gas	  exchange.	  
During	  the	  degassing	  procedure	  foam	  occurred.	  To	  prevent	  the	  foam	  from	  leaving	  the	  
centrifuge	   tube	   the	   vacuum	   system	   had	   to	   be	   ventilated	   regularly.	   Due	   to	   the	   foam	  
formation	   the	   tube	  walls	  were	   covered	  with	  protein	   solution.	  This	  might	  had	   caused	  
protein	   loss	   due	   to	   the	   adhesion	   of	   the	   proteins	   to	   the	   tube	   walls	   but	   was	   not	  
experimentally	   checked.	  Additionally	   the	   formation	  of	  gas	  bubbles	   inside	   the	  protein	  
solution	  could	  influence	  protein	  stability.	  
The	  SEC	  media	  used	  for	  the	  experiments	  described	   in	  the	   following	  was	  Sephacryl	  S-­‐
100	  HR	  pre-­‐packed	  in	  a	  HiPrep	  16/60	  column	  (column	  length	  60  𝑐𝑐𝑐𝑐,	  column	  diameter	  
1.6  𝑐𝑐𝑐𝑐,	  inner	  column	  volume	  120  𝑚𝑚𝑚𝑚)	  (GE	  Healthcare	  [2009],	  Hagel	  et	  al.	  [1989]).	  The	  
SEC	  media	  consists	  of	  a	  copolymer	  of	  allyldextran	  and	  methylenebisacrylamide	  and	  its	  
nominal	   separation	   range	   is	   stated	   as	   1  𝑘𝑘𝑘𝑘𝑘𝑘 	  to	   100  𝑘𝑘𝑘𝑘𝑘𝑘 	  for	   globular	   proteins.	  
Therefore	   this	   media	   seemed	   to	   be	   suitable	   for	   the	   task	   of	   separating	   or	   detecting	  
monomeric	   or	   oligomeric	   perlucin	   (molecular	   weight	   calculated	   from	   sequence	  
≈ 18  𝑘𝑘𝑘𝑘𝑘𝑘).	   The	   recommended	   flow	   rate	   for	   this	   particular	   pre-­‐packed	   column	   is	  
0.5  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚	  at	  room	  temperature.	  Since	  the	  column	  was	  operated	  between	  5°𝐶𝐶	  and	  7°𝐶𝐶	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and	  the	  chromatography	  system	  in	  use	  had	  no	  pressure	  control	  or	  monitoring	  device	  it	  
was	  decided	   to	  use	   the	   lowest	  possible	   flow	   rate	  of	  0.1  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚	  during	   the	  elution	  of	  
proteins.	  Immediately	  after	  the	  elution	  of	  a	  protein	  sample	  the	  content	  of	  the	  column	  
was	   purged	  with	  60  𝑚𝑚𝑚𝑚	  of	   a	  0.2  𝑀𝑀	  NaOH	   solution	   (flow	   rate	  0.3  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚)	   followed	   by	  
two	   column	   volumes	   of	   buffer	   solution	   (one	   column	   volume	   at	  0.3  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚	  and	   the	  
second	  at	  0.2  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚).	  To	  reduce	   the	  contact	   time	  between	  the	  alkaline	  solution	  and	  
the	  SEC	  media	  the	  flow	  rates	  were	  increased	  during	  the	  cleaning	  procedure.	  
The	  buffer	   solution	  exiting	   the	  SEC	   column	   flowed	   through	  an	  ultraviolet	   absorption	  
detector	  operating	  at	  a	  wavelength	  of	  280  𝑛𝑛𝑛𝑛.	  At	  this	  wavelength	  mainly	  the	  Tyr	  and	  
Trp	  sidechains	  as	  well	  as	  those	  Cys	  groups	  involved	  in	  disulphide	  bridges	  contribute	  to	  
the	  absorption	  (see	  for	  example	  Pace	  et	  al.	  [1995]	  and	  references	  given	  therein).	  After	  
the	  UV	  detector	  the	  solution	  was	  portioned	  in	  fractions	  of	  1.5  𝑚𝑚𝑚𝑚	  volume.	  
	  
The	  reference	  proteins	  
	  
Four	   reference	   proteins	   were	   used	   to	   correlate	   their	   elution	   volume	   during	   SEC	   to	  
their	  molecular	  weight.	  These	  were	  cytochrome	  C	  from	  bovine	  heart	  (CytC,	  exemplary	  
UniProt	   accession	   number:	   P62894),	   albumin	   from	   bovine	   serum	   (BSA,	   exemplary	  
UniProt	   accession	   number:	   P02769),	   β-­‐lactoglobulin	   from	   bovine	   milk	   (β-­‐Lg,	  
exemplary	   UniProt	   accession	   number:	   P02754)	   and	   immunoglobulin	   G	   from	   bovine	  
serum	  (IgG).	  Note	  that	  the	  author	  of	  this	  thesis	  was	  not	  able	  to	  extract	  an	  UniProt	  entry	  
for	  bovine	  IgG.	  
The	   latter	  protein	   is	   an	  antibody	  consisting	  of	   two	  heavy	  chains	   (MW	  approximately	  
50  𝑘𝑘𝑘𝑘𝑘𝑘 	  to	  70  𝑘𝑘𝑘𝑘𝑘𝑘 )	   and	   two	   light	   chains	   (MW	   approximately	  20  𝑘𝑘𝑘𝑘𝑘𝑘 )	   connected	  
through	  disulphide	  bridges	  (Butler	  [1969]).	  From	  the	  UniProt	  resource	  following	  brief	  
information	   on	   the	   function	   of	   the	   remaining	   three	   proteins	   can	   be	   extracted.	   CytC	  
contains	  a	  heme	  group	  and	  can	  act	  as	  an	  electron	  carrier	  in	  the	  respiratory	  chain.	  β-­‐Lg	  
is	  a	  whey	  protein	  that	  can	  bind	  retinol.	  BSA	  is	  a	  protein	  that	  can	  be	  found	  in	  the	  blood	  
serum	  that	  is	  involved	  in	  osmotic	  pressure	  regulation.	  
The	   following	  Table	  3.4.1.	   summarizes	  some	  characteristics	  of	   the	  reference	  proteins	  
relevant	   for	   SEC.	   As	   it	   can	   be	   seen	   not	  much	   information	   could	   be	   obtained	   for	   IgG.	  
Since	   the	   sequence	   of	   IgG	   of	   bovine	   serum	   could	   not	   retrieved	   as	   well	   it	   was	   not	  
possible	  to	  calculate	  the	  MW	  or	  pI.	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(residues	  17	  to	  178)	  







(residues	  25	  to	  607)	  






(residues	  2	  to	  105)	  
12.3	   13	  to	  14	   9.5	   10-­‐11	  
(beef	  heart)	  
2.2	  (2.5)	  
IgG	   -­‐	   150	  to	  163	   154	  to	  160	   -­‐	   -­‐	   -­‐	  
	  
Table	  3.4.1.	   Summary	  of	   some	  useful	  parameters	  of	   the	   reference	  proteins	  used	   for	  SEC.	  The	  
first	   column	   contains	   the	   abbreviated	   protein	   name	   and	   the	   UniProt	   accession	   number	   as	  
introduced	  in	  the	  text.	  The	  next	  three	  columns	  contain	  information	  on	  the	  molecular	  weight	  of	  
the	  proteins.	   The	   column	   labelled	   “sequence”	   contains	   the	  molecular	  weight	   calculated	   from	  
the	   indicated	   residue	   range.	   The	   sequence	   information	   was	   obtained	   from	   the	   UniProt	  
webpage	   with	   the	   given	   accession	   number	   in	   the	   first	   column.	   The	   molecular	   weight	   was	  
calculated	  with	   the	  ProtParam	   tool	   (Gasteiger	  et	  al.	   [2005])	   for	   the	  given	   residue	   range.	  The	  
MW	  values	  in	  the	  “literature”	  column	  were	  taken	  from	  different	  sources.	  In	  the	  case	  of	  BSA	  and	  
CytC	  the	  values	  were	  provided	  by	  the	  supplier	  (see	  Appendix	  II.B.2.).	  The	  value	  range	  for	  IgG	  is	  
taken	  from	  Butler	  (Butler	  [1969])	  and	  the	  values	  for	  β-­‐Lg	  from	  Piez	  et	  al.	  (Piez	  et	  al.	   [1961]).	  
The	  final	  column	  in	  the	  molecular	  weight	  section	  labelled	  “SDS-­‐PAGE”	  contains	  the	  molecular	  
weight	  estimation	  from	  a	  single	  SDS-­‐PAGE	  gel	  with	  the	  proteins	  (see	  text	  for	  more	  details).	  The	  
next	  section	  provides	   information	  on	   the	   isoelectric	  point	   (pI)	  of	   the	  proteins.	   In	   the	  column	  
“calc.”	  the	  given	  pI	  was	  calculated	  from	  the	  corresponding	  residue	  range	  of	  the	  UniProt	  entry	  
(see	   first	   and	   second	   column)	   by	   the	   ProtParam	   tool.	   Additionally	   in	   the	   column	   labelled	  
“expmtl.”	  experimental	  pI	  values	  from	  Righetti	  and	  Caravaggio	  (Righetti	  &	  Caravaggio	  [1976],	  
Table	   2	   therein)	   are	   given.	   The	   additional	   information	   in	   brackets	   is	   quoted	   from	   the	  
aforementioned	   reference.	   In	   the	   last	   column	   the	   intrinsic	   viscosity	   values	   for	  BSA	   and	  CytC	  
were	   extracted	   from	   Dubin	   and	   Principi	   (Dubin	   &	   Principi	   [1989],	   Table	   1	   and	   equation	   6	  
therein)	  as	  well	  as	  Chikazumi	  and	  Otah	  (values	   in	  brackets	  extracted	  from	  Chikazumi	  &	  Ohta	  
[1991],	  Table	  2	  therein).	  The	  value	  for	  β-­‐Lg	  was	  taken	  from	  Báez	  et	  al.	  (Báez	  et	  al.	  [2011],	  Table	  
2	  therein).	  It	  seems	  that	  only	  Chikazumi	  and	  Otah	  stated	  the	  buffer	  solution	  conditions	  during	  
the	   viscosity	   measurements.	   Therefore	   it	   could	   not	   be	   judged	   if	   the	   given	   value	   for	   β-­‐Lg	  
corresponds	   to	   a	   dimer.	   A	   “-­‐“	   indicates	   that	   the	   author	   was	   not	   able	   to	   find	   corresponding	  
information.	  
	  
The	   estimates	   of	   the	   apparent	   molecular	   weights	   on	   a	   SDS-­‐PAGE	   gel	   (reducing	  
conditions)	   of	   the	   reference	   proteins	  were	   obtained	   from	   the	   one	   gel	   shown	   in	   Fig.	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3.4.3.	  In	  a	  first	  step	  the	  distance	  between	  the	  band	  of	  every	  marker	  protein	  (in	  the	  lane	  
before	   “A2”	   and	   in	   the	   lane	   before	   “C3”)	   and	   the	   “entrance”	   into	   the	   gel	   lane	   at	   the	  
bottom	  of	  the	  well was measured	  with	  a	  ruler.	  The	  distances	  were plotted	  against	  the	  
decadic	   logarithm	   of	   the	   molecular	   weight.	   In	   this	   “calibration	   plot”	   the	   measured	  
distances	  of	  the	  reference	  protein	  bands	  were	  drawn	  and	  the	  corresponding	  molecular	  
weights	  were	   read	  off	  directly.	  A	   linear	   interpolation	  between	  adjacent	  points	  of	   the	  
calibration	  plot	  was	  used	  instead	  of	  fitting	  a	  function	  to	  all	  calibration	  points.	  
	  
SEC	  of	  the	  reference	  proteins	  
	  
Mixtures	  of	  the	  four	  reference	  proteins	  in	  buffer	  solutions	  that	  differed	  with	  respect	  to	  
pH	  and	  ionic	  strength	  were	  investigated	  with	  SEC.	  In	  the	  following	  only	  the	  result	  of	  a	  
single	  SEC	  run	  performed	  in	  a	  25  𝑚𝑚𝑚𝑚	  Bis-­‐Tris,	  1  𝑀𝑀	  NaCl,	  0.02  %	  NaN3,	  pH	  7.3	  (at	  8°𝐶𝐶	  to	  
9°𝐶𝐶)	  buffer	  solution	  is	  discussed.	  Note	  that	  the	  SEC	  run	  under	  this	  particular	  conditions	  
was	   performed	   only	   once.	   The	   result	   of	   the	   SEC	   of	   the	   reference	   protein	   mixture	  
performed	  under	  these	  conditions	  is	  relevant	  to	  the	  interpretation	  of	  the	  results	  of	  the	  
SEC	  with	  perlucin/nacre	  protein	  samples	  presented	  in	  the	  next	  section.	  
Fig.	   3.4.3.	   Photography	   of	   a	   part	   of	   the	   chromatogram	   obtained	   from	   a	   single	   SEC	   run	   of	   a	  
reference	   protein	   mixture	   (left	   hand	   side)	   and	   a	   related	   SDS-­‐PAGE	   gel	   (right	   hand	   side).	   A	  
mixture	   of	   four	   reference	   proteins	   (IgG,	   BSA,	   β-­‐Lg,	   CytC)	   with	   a	   concentration	   of	  
approximately  0.14  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚	  for	   CytC	   and	   approximately	  0.2  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚	  for	   the	   remaining	   protein	  
species	  was	  dialysed	  against	  and	  eluted	  with	  a	  25  𝑚𝑚𝑚𝑚	  Bis-­‐Tris,	  1  𝑀𝑀	  NaCl,	  0.02  %	  NaN3,	  pH	  7.3	  
(at	   8°𝐶𝐶 	  to	   9°𝐶𝐶 )	   buffer	   solution.	   The	   chromatogram	   on	   the	   left	   shows	   four	   distinctive	  
absorbance	  signals	  measured	  at	  280  𝑛𝑛𝑛𝑛.	  The	  peak	  positions	  on	  the	  chart	  paper	  were	  measured	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with	   a	   ruler	   and	   converted	   into	   an	   elution	   volume	  with	   the	   set	   nominal	   chart	   paper	   speed	  
(0.5  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚)	  and	  the	  estimated	  flow	  rate	  (0.1  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚.).	  	  
Lanes	   of	   the	   SDS-­‐PAGE	   gel	   labelled	   “m”	   contain	   the	   marker	   proteins	   of	   known	   molecular	  
weight	   as	   indicated	   on	   the	   far	   right	   side	   of	   the	   gel.	   Lanes	   labelled	   “-­‐“	  were	   intentionally	   left	  
empty.	   The	   third	   to	   sixth	   SDS-­‐PAGE	   lanes	   contain	   samples	   of	   the	   fractions	   from	   the	  
aforementioned	   SEC	   run.	   Each	   fraction	  was	   supposed	   to	   be	   filled	  with	  1.5  𝑚𝑚𝑚𝑚.	  Therefore	   the	  
fraction	   number	   “26”	   should	   contain	   the	   elution	   volume	   range	   37.5	   to	  39  𝑚𝑚𝑚𝑚,	   the	   fraction	  
number	  “30”	  should	  correspond	  to	  the	  volume	  range	  43.5	  to	  45  𝑚𝑚𝑚𝑚,	  “36”	  should	  correspond	  to	  
52.5	  to	  54  𝑚𝑚𝑚𝑚	  and	  fraction	  number	  “45”	  should	  contain	  the	  elution	  volume	  range	  66	  to	  67.5  𝑚𝑚𝑚𝑚.	  
The	   reference	   protein	   mixture	   that	   was	   separated	   with	   SEC	   was	   prepared	   of	   protein	   stock	  
solutions	  with	   labels	   “A1”	   (BSA),	   “B2”	   (β-­‐Lg),	   “C3”	   (CytC),	   “I2”	   (IgG).	   Samples	   of	   those	   stock	  
solutions	  as	  well	  as	  of	   the	  stock	  solutions	  “A2”	  (BSA)	  and	  “B3”	  (β-­‐Lg)	  were	  also	  subjected	   to	  
SDS-­‐PAGE	  (see	  right	  half	  of	  the	  depicted	  gel).	  
	  
In	  Fig.	  3.4.3.	   (left	  hand	  side)	   the	   relevant	  part	  of	   the	   chromatogram	  recorded	  during	  
the	   SEC	   run	   of	   the	   reference	   protein	  mixture	   is	   shown.	   Four	   distinctive	   absorbance	  
signals	  are	  visible.	  The	  overall	  appearance	  of	  the	  absorbance	  signal	  –	  except	  for	  actual	  
peak	  positions	  and	  relative	  peak	  height	  –	  is	  similar	  to	  those	  presented	  by	  Hagel	  et	  al.	  
(Fig.	   5	   in	   Hagel	   et	   al.	   [1989])	   for	   the	   Sephacryl	   S-­‐100	   HR	   medium	   with	   the	   same	  
protein	  species.	  More	  precisely	  this	  statement	  refers	  to	  the	  leading	  shoulder	  of	  the	  first	  
peak,	  the	  slight	  trailing	  of	  the	  third	  peak	  as	  well	  as	  the	  less	  pronounced	  asymmetry	  of	  
the	  fourth	  peak.	  
Each	  fraction	  collected	  during	  the	  SEC	  run	  was	  supposed	  to	  be	  filled	  with	  1.5  𝑚𝑚𝑚𝑚.	  This	  
relies	  on	  an	  appropriate	  pump	  calibration	  for	  the	  used	  flow	  rate.	  Prior	  to	  the	  SEC	  run	  
with	  the	  reference	  proteins	  the	  flow	  rate	  was	  checked	  with	  a	  10  𝑚𝑚𝑚𝑚	  graduated	  cylinder	  
and	   a	   stop	   watch.	   Two	   readings	   were	   made	   (9.0  𝑚𝑚𝑚𝑚 	  after	  87  𝑚𝑚𝑚𝑚𝑚𝑚 	  and	  7.0  𝑚𝑚𝑚𝑚 	  after	  
68  𝑚𝑚𝑚𝑚𝑚𝑚 )	   and	   it	   turned	   out	   that	   the	   flow	   rate	   was	   slightly	   above	   0.1  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚.	  
Unfortunately	   it	   could	   not	   retrieved	   anymore	   if	   the	   column	   and/or	   the	   sample	   loop	  
was	  purged	  during	  the	  calibration	  procedure	  or	  if	  they	  were	  bypassed.	  
Occasionally	   it	   happened	   that	   during	   the	   fractionation	   individual	   reaction	   test	   tubes	  
were	  left	  completely	  empty.	  This	  resulted	  in	  an	  error	  message	  after	  the	  last	  available	  
reaction	  test	  tube	  that	  no	  more	  tubes	  were	  available	  for	  fractionation.	  This	  unwanted	  
behaviour	  caused	  that	  it	  could	  not	  determined	  at	  a	  glance	  if	  each	  of	  the	  target	  number	  
of	   ninety	   fractions	   was	   filled	   with	  1.5  𝑚𝑚𝑚𝑚.	  Of	   course	   this	   could	   had	   been	   checked	   by	  
measuring	   the	   remaining	   pumped	   volume	   not	   fractionated	   but	   this	   was	   not	   done.	  
Additionally	   the	   value	   for	   the	   dead	   volume	   between	   the	   photometer	   and	   the	  
fractionation	  arm	  outlet	  (275  𝜇𝜇𝜇𝜇)	  that	  was	  set	  in	  the	  GradiFrac	  was	  not	  checked	  again.	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However	  these	  three	  described	  uncertainties	  are	  considered	  to	  be	  non-­‐critical	  in	  terms	  
of	  the	  interpretation	  of	  the	  SEC	  runs	  performed	  with	  perlucin/nacre	  proteins.	  All	  SEC	  
runs	  with	  the	  same	  elution	  buffer	  solution	  as	  described	  above	  were	  performed	  within	  
May	   2012.	   But	   the	   uncertainty	   in	   the	   precise	   flow	   rate	   and	   the	   fractionated	   volume	  
might	   hamper	   the	   correct	   assignment	   of	   a	   particular	   fraction	   number	   to	   the	   elution	  
volume	  read	  from	  the	  recorded	  chromatogram.	  
Samples	   extracted	   from	   four	   fractions	  most	  probably	   representing	   the	  elution	  buffer	  
volume	   range	   of	   the	   absorbance	   peaks	   were	   subjected	   to	   SDS-­‐PAGE.	   The	   fraction	  
number	   “26”	   should	   contain	   the	   elution	   volume	   range	   37.5	   to	  39  𝑚𝑚𝑚𝑚,	   the	   fraction	  
number	   “30”	   should	   correspond	   to	   the	   volume	   range	   43.5	   to	  45  𝑚𝑚𝑚𝑚 ,	   “36”	   should	  
correspond	   to	   52.5	   to	  54  𝑚𝑚𝑚𝑚	  and	   fraction	   number	   “45”	   should	   contain	   the	   elution	  
volume	  range	  66	  to	  67.5  𝑚𝑚𝑚𝑚.	  The	  protein	  content	  of	  the	  aforementioned	  fractions	  was	  
resolved	  in	  the	  corresponding	  lanes	  on	  the	  SDS-­‐PAGE	  gel.	  Additionally	  samples	  of	  the	  
reference	  protein	  stock	  solutions	  were	  analysed	  with	  SDS-­‐PAGE.	  The	  reference	  protein	  
mixture	   that	   was	   separated	   with	   SEC	   was	   prepared	   of	   protein	   stock	   solutions	   with	  
labels	  “A1”	  (BSA),	  “B2”	  (β-­‐Lg),	  “C3”	  (CytC),	  “I2”	  (IgG).	  Samples	  of	  those	  stock	  solutions	  
as	  well	  as	  of	  the	  stock	  solutions	  “A2”	  (BSA)	  and	  “B3”	  (β-­‐Lg)	  were	  also	  subjected	  to	  SDS-­‐
PAGE	  (see	  right	  half	  of	  the	  depicted	  gel	  in	  Fig.	  3.4.3.).	  
In	  the	  lane	  “26”	  corresponding	  to	  the	  first	  peak	  two	  bands	  are	  visible	  similar	  to	  those	  
bands	  of	  stock	  solution	  “I2”	  (IgG).	  Those	  two	  lanes	  belong	  to	  the	  light	  and	  heavy	  chain	  
of	  IgG.	  In	  the	  lane	  “30”	  one	  band	  is	  visible	  similar	  to	  those	  of	  “A1”.	  Additional	  bands	  in	  
the	   sample	   “A1”	   are	   visible.	   Possibly	   there	   are	   lighter	   fragments	   of	   BSA	   due	   to	   the	  
prolonged	  age	  of	  the	  stock	  solution.	  This	  does	  not	  explain	  the	  band	  above	  the	  66  𝑘𝑘𝑘𝑘𝑘𝑘	  
marker	  which	   is	  probably	  an	   impurity	  of	   the	   lyophilized	  BSA.	  Note	   that	  although	   the	  
66.3  𝑘𝑘𝑘𝑘𝑎𝑎	  marker	  protein	  is	  BSA	  according	  to	  the	  manufacturer	  the	  BSA	  proteins	  used	  
in	  this	  thesis	  for	  SEC	  have	  a	  lower	  apparent	  molecular	  weight	  on	  the	  gel.	  In	  the	  lanes	  
“36”	  and	  “B2”	  one	  band	  is	  visible	  below	  the	  21  𝑘𝑘𝑘𝑘𝑘𝑘	  marker	  as	  expected.	  Finally	  in	  the	  
lanes	  “45”	  and	  “C3”	  one	  band	  can	  be	  detected	  slightly	  below	  the	  14  𝑘𝑘𝑘𝑘𝑘𝑘	  marker.	  Using	  
the	   marker	   proteins	   and	   the	   band	   pattern	   produced	   by	   the	   denatured	   reference	  
protein	   stock	   solutions	   their	  molecular	  weight	   could	   be	   estimated	   (see	  Table	   3.4.1.).	  




Since	  the	  reference	  protein	  stock	  solutions	  were	  already	  several	  (up	  to	  12)	  months	  old	  
when	   the	  protein	  mixture	  was	  prepared	   for	  SEC	  (see	  section	  4.4.1.	   for	   full	  details	  on	  
the	  preparation	  dates)	  and	  the	  buffer	  solution	  had	  a	  high	  salt	  concentration	  (1  𝑀𝑀	  NaCl)	  
the	  question	  arises	  what	  conclusions	  can	  be	  drawn	  from	  the	  recorded	  chromatogram.	  
The	   SDS-­‐PAGE	   gel	   shown	   in	   Fig.	   3.4.3.	   provides	   the	   information	   that	   the	   dominant	  
protein	  species	  in	  the	  stock	  solutions	  of	  the	  reference	  proteins	  still	  have	  MWs	  close	  to	  
the	  expected	  values	  of	  the	  native	  proteins	  (see	  Table	  3.4.1.	  for	  the	  expected	  MW	  range).	  
So	  the	  primary	  structure	  of	  the	  proteins	  seemed	  to	  be	  still	  intact.	  This	  implies	  that	  the	  
effective	   size	   of	   the	   separated	   reference	   proteins	   during	   the	   SEC	   was	   probably	   not	  
smaller	  than	  those	  of	  the	  native	  reference	  proteins.	  
But	   the	   prolonged	   storage	   of	   the	   reference	   proteins	   in	   solution	   could	   have	   led	   to	  
denaturation	  of	  the	  proteins	  due	  to	  a	   loss	  of	   the	  tertiary	  and/or	  secondary	  structure.	  
With	  respect	  to	  β-­‐Lg	  it	  was	  important	  to	  know	  if	  this	  protein	  still	  formed	  a	  dimer	  under	  
the	  given	  buffer	  solution	  conditions.	  Assuming	  that	  BSA	  and	  CytC	  were	  still	  monomeric	  
with	  their	  expected	  molecular	  weight	  (see	  Table	  3.4.1.)	  a	  linear	  interpolation	  between	  
their	  elution	  volumes	  versus	  the	  decadic	  logarithm	  of	  their	  MWs	  (66  𝑘𝑘𝑘𝑘𝑘𝑘	  and	  12  𝑘𝑘𝑘𝑘𝑘𝑘)	  
assigns	  a	  MW	  of	  32  𝑘𝑘𝑘𝑘𝑘𝑘	  to	  the	  apparent	  elution	  volume	  of	  β-­‐Lg	  (53.6  𝑚𝑚𝑚𝑚).	  This	  is	  close	  
to	  the	  expected	  36  𝑘𝑘𝑘𝑘𝑘𝑘	  of	  a	  native	  β-­‐Lg	  dimer.	  
Data	  from	  Tanford	  et	  al.	  and	  Chikazumi	  et	  al.	  (Tanford	  et	  al.	  [1967],	  Chikazumi	  &	  Ohta	  
[1991])	   suggest	   that	   the	   treatment	   of	   a	   protein	   species	  with	   a	   solution	   consisting	   of	  
concentrated	   guanidine	   hydrochloride	   (GuHCl)	   and	   a	   reducing	   agent	   (e.g.	   β-­‐
mercaptoethanol	   or	   dithiothreitol)	   leads	   to	   an	   increased	   intrinsic	   viscosity	   due	   to	   a	  
transition	   from	   the	   folded	   conformation	   of	   the	   protein	   into	   a	   random	   coil-­‐like	  
conformation.	   Consequently	   it	   can	   be	   assumed	   that	   a	   (partial)	   unfolding	   of	   the	  
reference	   proteins	   would	   lead	   to	   smaller	   elution	   volumes	   compared	   to	   the	   elution	  
volumes	  of	  the	  corresponding	  proteins	  in	  their	  native	  state.	  
Strictly	  it	  cannot	  be	  ruled	  out	  that	  the	  third	  peak	  in	  the	  chromatogram	  is	  formed	  by	  a	  
denatured	   β-­‐Lg	  monomer.	   Potential	   loss	   of	   the	   native	   conformation	   of	   the	   reference	  
proteins	   is	  not	  necessarily	  a	  result	  of	   the	  prolonged	  storage	   in	  aqueous	  solution.	  The	  
buffer	  solution	  –	  in	  terms	  of	  pH,	  ionic	  strength	  and	  temperature	  –	  itself	  could	  affect	  the	  
conformation	  of	   the	  proteins.	   Ideally	   experimental	   techniques	   like	   light	   scattering	  or	  
viscosimetry	   should	   be	   applied	   to	   test	   the	   influence	   of	   the	   solution	   on	   protein	  
conformation.	  Nonetheless	  the	  chromatogram	  in	  Fig.	  3.4.3.	  shows	  no	  obvious	  signs	  of	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critical	   protein	  behaviour:	   four	   absorbance	  peaks	   generated	  by	   the	   expected	  protein	  
are	  visible.	  
It	   shall	   be	   mentioned	   that	   Bis-­‐Tris	   was	   chosen	   as	   buffer	   reagent	   since	   its	   acid	  
dissociation	  constant	  𝐾𝐾!	  is	   in	  the	  appropriate	  range	  at	  the	  temperature	  in	  the	  cooling	  
chamber.	   Paabo	   and	   Bates	   (Paabo	   &	   Bates	   [1970])	   determined	   the	  p𝐾𝐾!	  at	   different	  
temperatures	  and	  obtained	  amongst	  others	  6.83	  at	  5°𝐶𝐶,	  6.74	  at	  10°𝐶𝐶	  and	  6.57	  at	  20°𝐶𝐶.	  
These	  values	  suggest	  that	  Bis-­‐Tris	  is	  still	  suitable	  to	  buffer	  a	  solution	  at	  a	  pH	  of	  7.3	  in	  
the	   cooling	   chamber.	   Note	   that	   the	  p𝐾𝐾!	  values	   of	   some	   common	   buffer	   substances	  
exhibit	   a	   temperature	   dependence	   (for	   example	   Good	   et	   al.	   [1966])	   that	   is	   in	   some	  
cases	  not	  negligible	  when	  using	   the	  same	  buffer	   substance	  at	   room	  temperature	  and	  
for	  example	  in	  a	  cooling	  chamber.	  Therefore	  the	  pH	  values	  of	  the	  buffer	  solutions	  used	  
for	  SEC	  were	  adjusted	  in	  the	  cooling	  chamber.	  The	  reader	  is	  referred	  to	  section	  4.4.	  for	  
more	   important	   information	   on	   buffer	   solution	   preparation	   especially	   on	   pH	  
measurements	  and	  adjustments.	  The	  choice	  of	  a	  high	  salt	  concentration	  of	   the	  buffer	  
solution	   was	   based	   on	   the	   results	   of	   the	   SEC	   runs	   performed	   with	   perlucin/nacre	  
protein	  samples	  as	  discussed	  in	  the	  next	  section.	  
	  
Improvements	  in	  future	  SEC	  experiments	  
	  
In	   future	   SEC	   experiments	   it	   is	   useful	   to	   include	   two	   additional	   substances	   into	   the	  
reference	   protein	   mixture	   to	   determine	   the	   void	   volume	   and	   the	   total	   accessible	  
volume	  of	  the	  SEC	  media	  in	  the	  column.	  This	  would	  allow	  a	  comparison	  of	  the	  elution	  
profiles	   of	   the	   reference	   proteins	  with	   different	   elution	   buffer	   solution	   composition.	  
Without	   these	   additional	   substances	   it	   cannot	   be	   judged	   if	   the	   characteristics	   of	   the	  
SEC	  media	  change	  during	  long	  term	  operation.	  
Additionally	  it	   is	  advisable	  to	  perform	  the	  flow	  rate	  check/calibration	  over	  the	  whole	  
elution	   volume	   range	   (in	   this	   case	   here	   at	   least	   for	  120  𝑚𝑚𝑚𝑚).	   This	   allows	   a	   more	  
accurate	  assignment	  of	  the	  fraction	  number	  to	  a	  certain	  elution	  volume	  range.	  
Last	  but	  not	  least	  the	  state	  of	  the	  protein	  standards	  in	  different	  aqueous	  environments	  
should	  be	  prepared	  freshly	  and	  checked	  with	  experimental	  techniques	  other	  than	  SEC.	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3.4.3.	  Size-­‐exclusion	  chromatography	  of	  perlucin	  variants	  
The	  motivation	  of	  size-­‐exclusion	  chromatography	  experiments	  with	  perlucin	  variants	  
(see	  section	  2.3.	  for	  more	  information	  on	  the	  hypothetical	  perlucin	  variants)	  and	  nacre	  
protein	  samples	  was	  to	  obtain	  information	  on	  the	  (SEC	  effective)	  size	  of	  the	  protein	  in	  
different	   buffer	   solutions.	   At	   the	   same	   time	   SEC	   could	   be	   suitable	   to	   separate	   the	  
proteins	  in	  a	  nacre	  protein	  mixture.	  
The	   experimental	   conditions	   were	   varied	   with	   respect	   to	   buffer	   solution	   pH,	   buffer	  
solution	  NaCl	   concentration,	   sample	  preparation	   and	  protein	   sample	   composition.	   In	  
the	  following	  only	  the	  most	  promising	  results	  of	  the	  SEC	  experiments	  performed	  with	  a	  
25  𝑚𝑚𝑚𝑚 	  Bis-­‐Tris,	  1  𝑀𝑀 	  NaCl,	  0.02  % 	  NaN3,	   pH	   7.3	   (at	   cooling	   chamber	   temperature)	  
buffer	  solution	  are	  presented.	  The	  reader	  is	  referred	  to	  section	  4.4.	  for	  more	  important	  
information	   on	   buffer	   solution	   preparation	   especially	   on	   pH	   measurements	   and	  
adjustments.	  
The	  initial	  idea	  was	  to	  use	  buffer	  solutions	  pH	  values	  between	  7	  and	  8	  as	  well	  as	  a	  NaCl	  
concentration	  of	  0.5  𝑀𝑀.	  Table	  2.2.1.	  (see	  section	  2.2.)	  provides	  information	  on	  seawater	  
as	  well	  as	  EPF	  and	  blood	  composition	  of	  some	  molluscs.	  The	  values	  given	  there	  suggest	  
a	  similarity	  of	  the	  ionic	  compositions	  of	  the	  different	  fluids	  –	  except	  for	  the	  pH	  value.	  
Also	  Crenshaw	  (Crenshaw	  [1972])	  determined	  the	  inorganic	  composition	  and	  pH	  value	  
of	  the	  extrapallial	  fluid	  (EPF)	  of	  some	  bivalves.	  The	  pH	  values	  ranged	  between	  7.3	  and	  
7.4	   and	   the	  Na+	   and	   Cl-­‐	  were	   slightly	   below	  0.5  𝑀𝑀.	   The	   data	   presented	   by	   Crenshaw	  
suggest	  that	  the	  EPF	  composition	  of	  the	  investigated	  bivalves	  resembles	  the	  seawater	  
composition.	   Only	   the	   seawater	   pH	   value	   of	   7.9	   as	   determined	   by	   Crenshaw	   differs	  
clearly	   from	   the	   EPF	   pH	   value.	   Consequently	   the	   buffer	   composition	   chosen	   for	   the	  
initial	  SEC	  experiments	  were	  a	  crude	  attempt	  to	  mimic	  the	  EPF	  composition	  to	  a	  little	  
extent.	  
Note	  that	  further	  ion	  species	  –	  such	  as	  Ca2+	  for	  example	  –	  could	  be	  found	  in	  the	  EPF	  of	  
bivalves.	   However	   it	   could	   be	   observed	   that	   perlucin	   (species)	   co-­‐precipitates	   in	   a	  
saturated	   calcium	   carbonate	   solution	   containing	  100  𝑚𝑚𝑚𝑚	  NaCl	   (Blank	   et	   al.	   [2003]).	  
More	  precisely	   the	  protein(s)	   could	  be	   found	   in	  acid	   soluble	   crystals	   that	  precipitate	  
from	   the	   aforementioned	   solution.	   Therefore	   the	   addition	   of	   Ca2+	   in	   the	   SEC	   buffer	  
solution	  appeared	  not	  to	  be	  recommended.	  Additionally	  the	  group	  of	  Prof.	  Fritz	  had	  no	  
experience	  concerning	   the	  behaviour	  of	  perlucin/nacre	  proteins	   in	  presence	  of	  other	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divalent	   ions	   such	   as	  Mg2+	   and	   SO42-­‐.	   Therefore	   the	   addition	   of	   such	   ions	   to	   the	   SEC	  
buffer	  solution	  was	  not	  considered	  in	  experiments	  during	  this	  project.	  
One	   initial	   SEC	   experiment	  with	   a	   relatively	   high	   concentration	   of	   perlucin	   variants	  
(solely	  judged	  from	  a	  SDS-­‐PAGE	  gel	  and	  IEC	  chromatograms)	  performed	  with	  a	  25  𝑚𝑚𝑚𝑚	  
Bis-­‐Tris,	  0.5  𝑀𝑀	  NaCl,	  0.02  %	  NaN3,	   pH	   7.3	   (at	   cooling	   chamber	   temperature)	   elution	  
buffer	  solution	  show	  promising	  results.	  However	  it	  turned	  out	  that	  (at	  least)	  one	  error	  
was	  made	   during	   the	   preparation	   of	   the	   samples	   for	   the	   SEC	   experiments.	   After	   the	  
dialysis	   of	   the	   protein	   samples	   against	   the	   elution	   buffer	   solution	   the	   volume	   of	   the	  
samples	  was	  reduced	  by	  heated	  vacuum	  centrifugation	  at	  35°𝐶𝐶.	  Of	  course	  this	  resulted	  
in	  a	  different	  ion	  concentration	  of	  the	  protein	  sample	  compared	  to	  the	  SEC	  buffer.	  
After	  this	  error	  was	  realised	  it	  was	  tried	  to	  obtain	  meaningful	  results	  with	  the	  correct	  
preparation	   (sample	   dialysis	   after	   concentration)	   of	   the	   protein	   sample.	   However	  
satisfying	  –	  in	  terms	  of	  intense	  and	  well	  resolved	  absorbance	  signals	  recorded	  during	  
SEC	  –	  results	  could	  not	  be	  obtained	  (data	  not	  shown).	  There	  were	  at	  least	  two	  possible	  
causes.	  The	  elution	  buffer	  conditions	  might	  be	  not	  suitable	  for	  SEC	  assessment	  of	  the	  
perlucin/nacre	   protein	   samples,	   which	   means	   that	   they	   favour	   unwanted	   protein-­‐
protein	  interaction,	  protein-­‐SEC	  media	  interactions	  or	  even	  conformational	  changes	  of	  
the	   protein.	   So	   after	   several	   SEC	   experiments	   it	   was	   decided	   to	   try	   a	   high	   NaCl	  
concentration	   of	  1  𝑀𝑀	  in	   the	   elution	   buffer	   solution.	   This	   should	  mimic	   the	   increased	  
salt	   concentration	   that	   was	   present	   the	   samples	   that	   were	   dialysed	   first	   against	   a	  
buffer	  solution	  containing	  0.5  𝑀𝑀	  and	  then	  concentrated	  by	  solvent	  reduction.	  
The	  second	  issue	  was	  that	  the	  actual	  composition	  of	  the	  nacre	  protein	  sample	  could	  not	  
be	  controlled	  and	   therefore	  varied	  between	   the	  SEC	  experiments.	  Perlucin	  and	  other	  
nacre	  proteins	  are	  usually	  obtained	  in	  the	  following	  manner.	  The	  nacreous	  part	  of	  the	  
shell	  of	  Haliotis	  laevigata	  is	  ground	  and	  afterwards	  demineralised	  with	  acetic	  acid.	  The	  
acetic	  acid	  soluble	  protein	  fraction	  of	  the	  organic	  layers	  inside	  nacre	  is	  dialysed	  against	  
a	  citrate	  buffer	  of	  pH	  4.8	  and	  further	  purified	  by	  ion	  exchange	  chromatography	  (IEC).	  
The	  soluble	  proteins	  are	  “loaded”	  on	  the	  media	  of	  an	  anion	  exchanger	  and	  then	  eluted	  
with	   an	   continuously	   increasing	   salt	   (NaCl)	   concentration.	   Fractions	   of	   the	   elution	  
volumes	   are	   collected	   during	   this	   procedure.	   In	   Fig.	   3.4.4.	   (top	   left	   image)	   an	  
exemplary	   IEC	   chromatogram	   is	   shown.	   The	   protein	   composition	   of	   the	   shell	   might	  
show	   natural	   variations	   and	   every	   collected	   fraction	   during	   the	   IEC	   corresponds	   to	  
different	  NaCl	  concentration	  of	  the	  elution	  buffer.	  This	  implies	  that	  is	  difficult	  to	  obtain	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a	  sufficient	  –	   for	  several	  SEC	  experiments	  –	  volume	  of	  a	  protein	  sample	  with	  defined	  
protein	  composition.	  
	  
Fig.	  3.4.4.	  One	  exemplary	  IEC	  chromatogram	  and	  three	  SDS-­‐PAGE	  gels	  with	  samples	  obtained	  
from	  IEC	  purification	  that	  were	  used	  in	  SEC	  experiments	  during	  this	  project.	  The	  top	  left	  image	  
shows	  the	  IEC	  chromatogram	  obtained	  during	  elution	  of	  the	  acetic	  acid	  soluble	  protein	  fraction	  
of	  nacre	  (“Präp9A”).	  The	  blue	  curve	  is	  the	  absorbance	  signal	  recorded	  at	  280  𝑛𝑛𝑛𝑛	  (note	  that	  the	  
reference	  cuvette	  is	  filled	  with	  the	  buffer	  solution	  without	  additional	  NaCl).	  During	  the	  elution	  
of	  the	  proteins	  from	  the	  anion	  exchanger	  a	  citrate	  buffer	  without	  added	  NaCl	  is	  mixed	  with	  a	  
citrate	   buffer	   with	  1  𝑀𝑀	  NaCl.	   The	   red	   curve	   indicates	   the	   mixing	   ratio	   between	   these	   two	  
buffers	  during	  the	  elution.	  Note	  that	  due	  to	  the	  chart	  recorder	  design	  the	  blue	  and	  red	  curve	  
are	  shifted	  horizontally	  against	  each	  other	  (≈ 3  𝑚𝑚𝑚𝑚).	  Therefore	  it	   is	  important	  that	  the	  given	  
elution	  volumes	  represented	  by	  a	  vertical	  bar	  with	  a	  white	  diamond	  at	   the	  end	  (0  𝑚𝑚𝑚𝑚,	  50  𝑚𝑚𝑚𝑚,	  
85  𝑚𝑚𝑚𝑚,	  110.5  𝑚𝑚𝑚𝑚)	  refer	  to	  the	  red	  curve	  whereas	  the	  remaining	  one	  (60  𝑚𝑚𝑚𝑚)	  refers	  to	  the	  blue	  
absorbance	  curve.	  Attached	  to	  the	  absorbance	  curve	  are	  some	  selected	  fraction	  numbers.	  Each	  
of	  the	  40	  collected	  fractions	  is	  filled	  with	  1.5  𝑚𝑚𝑚𝑚.	  They	  are	  collected	  up	  to	  an	  elution	  volume	  of	  
60  𝑚𝑚𝑚𝑚.	   The	  dashed	   line	  below	   the	   absorbance	   signal	   indicates	   the	   fraction	   range	   from	  which	  
samples	  are	  assessed	  with	  SDS-­‐PAGE	  (shown	  on	  the	  right	  side	  of	  the	  IEC	  chromatogram).	  On	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the	  top	   right	  a	  SDS-­‐PAGE	  gel	  with	  samples	  obtained	  from	  the	  IEC	  purification	  of	  “Präp9A”	  is	  
shown.	  The	  numbers	   above	   the	   gel	  wells	   correspond	   to	   the	   IEC	   fraction	  numbers	   (some	  are	  
given	   in	   the	   chromatogram	   on	   the	   top	   right	   for	   orientating	   purposes).	   Volumes	   from	   the	  
fractions	  24	  to	  31	  were	  pooled	  and	  analysed	  with	  SEC.	  The	  lower	   left	  SDS-­‐PAGE	  gel	  contains	  
samples	  from	  the	  IEC	  of	  “Präp6”.	  From	  this	  protein	  preparation	  samples	  of	  the	  fractions	  14,	  15	  
and	  16	  were	  assessed	  with	  SEC.	  The	  last	  gel	  on	  the	  lower	  right	  shows	  the	  composition	  of	  the	  
IEC	   fractions	   of	   the	   preparation	   “SP52”	   (kindly	   provided	   by	   Dr.	   Gummich,	   Institute	   of	  
Biophysics).	  The	  lyophilised	  samples	  (kindly	  provided	  by	  Dr.	  Gummich,	  Institute	  of	  Biophysics)	  
of	  the	  pooled	  fractions	  25	  to	  33	  were	  used	  for	  SEC	  analysis.	  
	  
The	  SDS-­‐PAGE	  gels	  given	  in	  Fig.	  3.4.4.	  show	  the	  protein	  composition	  of	  IEC	  fractions	  of	  
the	  protein	  preparations	   labelled	   “Präp9A”,	   “Präp6”	   and	   “SP52”.	   Samples	   from	   those	  
preparations	   were	   used	   for	   the	   SEC	   experiments.	   Lyophilised	   samples	   from	   “SP52”	  
were	  kindly	  provided	  by	  Dr.	  Gummich	  (Institute	  of	  Biophysics).	  Usually	  not	  all	  of	   the	  
40	  IEC	  fractions	  are	  assessed	  with	  SDS-­‐PAGE	  since	  the	  gels	  have	  only	  15	  wells	  and	  at	  
least	   one	   lane	   is	   reserved	   for	   the	  marker	   proteins.	   It	   is	   generally	   assumed	   that	   the	  
protein	   composition	   changes	   smoothly	   during	   IEC	   so	   that	   the	   composition	   of	   two	  
subsequent	  IEC	  fractions	  does	  not	  differ	  drastically.	  
From	  “Präp6”	  the	  fractions	  14,	  15	  and	  16	  were	  used	  for	  a	  SEC	  run.	  On	  the	  SDS-­‐PAGE	  gel	  
on	  the	  lower	  left	  of	  Fig.	  3.4.4.	  the	  protein	  content	  of	  the	  fractions	  15	  and	  17	  is	  shown.	  
The	   dominant	   bands	   (up	   to	   fraction	   21)	   are	   probably	   perlucin	   (Weiss	   et	   al.	   [2000])	  
slightly	   below	   the	   21.5  𝑘𝑘𝑘𝑘𝑘𝑘 	  marker,	   perlwapin	   (Treccani	   et	   al.	   [2006],	   UniProt	  
accession	   number	   P84811,	   calculated	   MW	  14.5  𝑘𝑘𝑘𝑘𝑘𝑘 )	   slightly	   above	   the	  14.4  𝑘𝑘𝑘𝑘𝑘𝑘	  
marker	   and	   perlustrin	   (Weiss	   et	   al.	   [2000],	   UniProt	   accession	   number	   P82595,	  
calculated	   MW	  9.3  𝑘𝑘𝑘𝑘𝑘𝑘)	   as	   the	   first	   band	   below	   the	  14.4  𝑘𝑘𝑘𝑘𝑘𝑘	  marker.	   Note	   that	   the	  
visual	   assignment	   of	   the	   proteins	   to	   the	   gel	   bands	   takes	   solely	   into	   account	   known	  
proteins	  obtained	  from	  the	  IEC	  purified	  acetic	  acid	  soluble	  matrix	  of	  Haliotis	  laevigata	  
nacre.	   A	   statement	   on	   the	   protein	   corresponding	   to	   the	   gel	   band	   slightly	   above	   the	  
6  𝑘𝑘𝑘𝑘𝑘𝑘	  marker	  cannot	  be	  made.	  	  
The	   fractions	   24	   to	   31	   of	   “Präp9A”	   contained	   perlucin	   and	   the	   hypothetical	   heavier	  
perlucin	   variant	   (see	   section	   2.3.	   for	   more	   information)	   as	   prominent	   constituents.	  
This	  is	  also	  the	  case	  for	  the	  fractions	  25	  to	  31	  of	  “SP52”.	  
Volumes	  of	  the	  abovementioned	  fractions	  from	  “Präp6”	  where	  dialysed	  directly	  in	  the	  
SEC	  elution	  buffer	  solution	  (25  𝑚𝑚𝑚𝑚	  Bis-­‐Tris,	  1  𝑀𝑀	  NaCl,	  0.02  %	  NaN3,	  pH	  7.3	  at	  cooling	  
chamber	   temperature).	   Samples	   of	   the	   IEC	   fractions	   24	   to	   31	   from	   “Präp9A”	   were	  
reduced	  first	  in	  the	  heated	  vacuum	  centrifuge	  with	  the	  heating	  device	  switched	  off	  (see	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section	  4.4.2.	   for	  more	  details)	   and	   then	  dialysed	   in	   a	   single	  dialysis	   tube	   in	   the	  SEC	  
elution	  buffer	  solution.	  
	  
Fig.	  3.4.5.	  SEC	  elution	  chromatograms	  from	  perlucin/nacre	  protein	  samples	  and	  the	  reference	  
proteins	   obtained	  with	   a	  25  𝑚𝑚𝑚𝑚	  Bis-­‐Tris,	  1  𝑀𝑀	  NaCl,	  0.02  %	  NaN3,	   pH	   7.3	   (at	   cooling	   chamber	  
temperature)	   in	   the	  upper	   part	   of	   the	   image.	   In	   the	   lower	   half	   of	   the	   figure	   the	   SDS-­‐PAGE	  
assessment	  of	  one	  SEC	   run	   is	   shown.	  The	  blue	   shaded	  absorbance	   signal	   corresponds	   to	   the	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reference	   proteins.	   The	   black	   crosses	   represent	   the	   data	   points	   transferred	   from	   the	  
chromatogram	  shown	  in	  Fig.	  3.4.3.	  The	  absorbance	  values	  of	  the	  reference	  proteins	  are	  shown	  
on	  the	  right	  axis.	  The	  absorbance	  values	  of	  the	  nacre	  proteins	  are	  shown	  on	  the	  left	  axis.	  In	  red	  
(crosses)	  and	  blue	  (circles)	  the	  absorbance	  signal	  of	  the	   lyophilised	  samples	  from	  “SP52”	  are	  
shown.	   In	   green	   (triangles)	   the	   chromatogram	   of	   the	   samples	   from	   “Präp9A”	   and	   in	   black	  
(diamonds)	   the	   samples	   from	   “Präp6”	   are	   represented.	   The	   positions	   of	   the	   markers	   were	  
obtained	   in	   the	   following	  manner.	  On	   selected	  position	   the	  height	   (in	  𝑐𝑐𝑐𝑐)	   of	   the	   absorbance	  
signal	   above	   the	   baseline	   was	   measured	   with	   a	   ruler.	   Then	   these	   distance	   values	   were	  
converted	   in	   absorbance	   units	   by	   multiplying	   with	   a	   conversion	   factor.	   This	   factor	   was	  
determined	  by	  assigning	  the	  set	  detector	  sensitivity	  value	  (0.05  𝐴𝐴𝐴𝐴	  or	  0.1  𝐴𝐴𝐴𝐴)	  to	  the	  width	  of	  
the	  scaled	  chart	  paper	  (20  𝑐𝑐𝑐𝑐).	  Note	  however	  that	  the	  recorder	  pen	  can	  move	  a	  slightly	  larger	  
range	   than	   20  𝑐𝑐𝑐𝑐 	  therefore	   the	   given	   absorbance	   values	   have	   to	   be	   considered	   as	  
approximates.	  The	  shown	  SDS-­‐PAGE	  gel	  contains	  samples	  from	  the	  SEC	  run	  with	  proteins	  from	  
“SP52”	   (red	   absorbance	   curve	  with	   crosses).	   “m”	   indicates	   the	  marker	   proteins	   and	   “0”	   the	  
sample	   before	   application	   to	   the	   SEC	   column.	   The	   elution	   volume	   range	   from	  45.2  𝑚𝑚𝑚𝑚 	  to	  
61.4  𝑚𝑚𝑚𝑚	  was	   divided	   into	   six	   parts	   of	  2.7  𝑚𝑚𝑚𝑚	  each	   (lanes	   labelled	   “A1”	   to	   “G1”).	   The	   samples	  
were	  dialysed	  against	  a	  10  𝑚𝑚𝑚𝑚	  citrate	  buffer	  and	  then	  concentrated	  by	  solvent	  reduction.	  The	  
concentration	   factor	   of	   the	   samples	   “A1”	   to	   “G1”	   was	   at	   least	   200	   and	   that	   of	   “0”	   was	  
approximately	  20.	   Since	   the	  buffer	   salts	   concentration	  was	   increased	  as	  well	   this	  might	  be	  a	  
reason	  for	  the	  distorted	  bands	  on	  the	  gels	  and	  during	  the	  SDS-­‐PAGE	  run	  (right	  hand	  side	  of	  the	  
lower	  half	  of	  the	  figure).	  The	  SDS-­‐PAGE	  lanes	  right	  to	  fourth	  marker	  lane	  are	  not	  related	  to	  this	  
thesis.	  
	  
The	  IEC	  fractions	  25	  to	  33	  of	  “SP52”	  were	  pooled,	  dialysed	  in	  an	  acetate	  buffer	  solution,	  
distributed	  in	  eight	  new	  test	  tubes	  and	  finally	  lyophilised	  by	  Dr.	  Gummich	  (Institute	  of	  
Biophysics).	  From	  the	   last	  mentioned	  eight	  samples	   in	   total	   four	  (“L25”,	   “L26”,	   “L27”	  
and	  “L28”)	  were	  used	   for	  SEC	  experiments.	  The	   lyophilised	  sample	  “L27”	   from	  nacre	  
protein	   preparation	   “SP52”	  was	   solvated	   in	   a	   citrate	   buffer	   and	   afterwards	   dialysed	  
against	  the	  SEC	  elution	  buffer	  solution.	  In	  contrast	  the	  lyophilised	  samples	  “L25”,	  “L26”	  
and	  “L28”	  were	  solvated	  in	  the	  elution	  buffer	  solution	  directly.	  Note	  that	  the	  prefix	  “L”	  
indicates	  lyophilised	  samples	  and	  that	  the	  number	  does	  not	  refer	  to	  IEC	  fractions	  due	  
to	  sample	  pooling.	  
In	   every	   case	   before	   SEC	   assessment	   (potential)	   impurities	   were	   removed	   from	   the	  
samples	  by	  centrifugation.	  The	  use	  of	  a	  syringe	  filter	  to	  remove	  insoluble	  material	  was	  
dropped	   since	   proteins	   could	   potentially	   adhere	   to	   the	   filter	   membrane.	   As	   it	   is	  
described	   in	   the	   preceding	   section	   the	   samples	  were	   not	   degassed	   prior	   to	   the	   SEC	  
experiment.	  
The	  top	  half	  of	  Fig.	  3.4.5.	  shows	  the	  SEC	  absorbance	  signals	  obtained	  during	  the	  elution	  
of	   perlucin/nacre	   protein	   samples.	   The	   chromatogram	   of	   the	   reference	   proteins	   is	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shown	   as	   well	   (blue	   violet	   shades	   and	   small	   black	   crosses).	   Due	   to	   the	   different	  
detector	  sensitivities	  used	  during	  the	  elution	  of	  the	  reference	  proteins	  compared	  to	  the	  
perlucin/nacre	   proteins	   two	   different	   absorbance	   scales	   are	   used	   in	   the	   graph.	   The	  
positions	   of	   the	   graph	  markers	  were	   obtained	   in	   the	   following	  manner.	   On	   selected	  
position	   on	   the	   chart	   paper	   the	   height	   (in	  𝑐𝑐𝑐𝑐)	   of	   the	   absorbance	   signal	   above	   the	  
baseline	   was	   measured	   with	   a	   ruler.	   Then	   these	   distance	   values	   were	   converted	   in	  
absorbance	  units	  by	  multiplying	  with	  a	  conversion	  factor.	  This	  factor	  was	  determined	  
by	  assigning	  the	  set	  detector	  sensitivity	  value	  (0.05  𝐴𝐴𝐴𝐴	  or	  0.1  𝐴𝐴𝐴𝐴)	  to	  the	  width	  of	  the	  
scaled	  chart	  paper	  (20  𝑐𝑐𝑐𝑐).	  Note	  however	  that	  the	  recorder	  pen	  could	  move	  a	  slightly	  
larger	  range	  than	  20  𝑐𝑐𝑐𝑐	  therefore	  the	  given	  absorbance	  values	  have	  to	  be	  considered	  
as	  approximates.	  
As	   it	  can	  be	  seen	  in	  the	  graph	  the	  prominent	  absorbance	  signals	   from	  the	  samples	  of	  
“SP52”	  and	  “Präp9A”	  were	  detected	  at	  an	  elution	  volume	  between	  BSA	  and	  β-­‐Lg.	  Note	  
that	  due	  to	  the	  pooling	  of	  the	  fractions	  25	  to	  33	  both	  samples	  of	  “SP52”	  used	  for	  SEC	  
should	   have	   the	   same	   content	   but	   in	   a	   different	   concentration.	   Roughly	   a	   threefold	  
higher	  concentration	  could	  be	  expected	  for	  the	  sample	  corresponding	  to	  the	  red	  curve	  
in	  Fig.	  3.4.5.	  compared	  to	  the	  sample	  corresponding	  to	  the	  blue	  curve.	  Considering	  the	  
peak	   absorbance	   this	   is	   roughly	  met.	   Two	  dominant	   signals	  were	   obtained	   from	   the	  
SEC	  run	  performed	  with	  “Präp6”.	  One	  signal	  was	  observed	  at	  a	  slightly	   larger	  elution	  
volume	  than	  that	  of	  β-­‐Lg	  and	  the	  other	  at	  a	  larger	  elution	  volume	  compared	  to	  that	  of	  
CytC.	  
The	  SDS-­‐PAGE	  assessment	  of	  the	  samples	  from	  fractions	  collected	  during	  SEC	  runs	  was	  
unsatisfying.	  Only	   in	   case	  of	   the	  SEC	  run	  of	   the	   lyophilised	  samples	   “L25”,	   “L26”	  and	  
“L28”	   of	   “SP52”	   it	  was	   possible	   to	   detect	   the	   proteins	   that	  were	   responsible	   for	   the	  
major	  absorbance	  signal	  (Fig.	  3.4.5.	  red	  graph	  with	  crosses).	  The	  elution	  volume	  range	  
from	  45.2  𝑚𝑚𝑚𝑚 	  to	  61.4  𝑚𝑚𝑚𝑚 	  was	   divided	   into	   six	   parts	   of	  2.7  𝑚𝑚𝑚𝑚 	  each	   (SDS-­‐PAGE	   lanes	  
labelled	  “A1”	  to	  “G1”,	  lower	  left	  part	  of	  Fig.	  3.4.5.).	  These	  samples	  were	  dialysed	  against	  
a	  10  𝑚𝑚𝑚𝑚	  citrate	  buffer	  and	  then	  concentrated	  by	  solvent	  reduction.	  The	  concentration	  
factor	  of	  the	  samples	  “A1”	  to	  “G1”	  was	  at	  least	  200	  and	  that	  of	  “0”	  is	  approximately	  20	  
(see	  Table	  4.4.5.	  for	  more	  details).	  Since	  the	  buffer	  salt	  concentrations	  were	  increased	  
as	  well	  this	  might	  be	  a	  reason	  for	  the	  distorted	  bands	  on	  the	  gels	  and	  during	  the	  SDS-­‐
PAGE	  run	  (see	  also	  Rehm	  &	  Letzel	  [2010],	  p.	  11).	  Note	  however	  that	  the	  concentration	  
of	  SEC	  samples	  of	  the	  reference	  proteins	  was	  increased	  without	  preceding	  dialysis	  and	  
in	  this	  case	  no	  distorted	  bands	  are	  visible	  on	  SDS-­‐PAGE	  gel	  (see	  Fig.	  3.4.3.).	  Maybe	  the	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acidification	  of	  the	  perlucin	  samples	  prior	  to	  SDS-­‐PAGE	  (see	  section	  4.4.)	  or	  the	  general	  
sample	   composition	   interfered	   here	   with	   the	   electrophoresis.	   However	   no	   attempts	  
were	   made	   to	   investigate	   this	   issue	   further.	   Photographs	   of	   the	   gel	   during	   the	  
electrophoresis	   are	   shown	   on	   the	   right	   hand	   side	   of	   the	   SDS-­‐PAGE	   gel	   in	   Fig.	   3.4.5.	  
labelled	  with	   the	   approximate	   run	   time.	   Nonetheless	   two	  weak	   bands	   can	   finally	   be	  
seen	  on	  the	  gel	  in	  the	  lanes	  “B1”	  to	  “E1”	  (elution	  volume	  47.9	  to	  58.7  𝑚𝑚𝑚𝑚).	  The	  gel	  of	  IEC	  
fractions	   of	   “SP52”	   (Fig.	   3.4.4.)	   as	  well	   as	   the	   composition	   of	   the	   sample	   before	   SEC	  
(lane	   “0”	   on	   the	   gel	   in	   Fig.	   3.4.5.)	   shows	   also	   two	  major	  bands	   above	   and	  below	   the	  
21.5  𝑘𝑘𝑘𝑘𝑘𝑘	  marker.	   Therefore	   it	   is	   reasonable	   to	   assume	   that	   perlucin	   eluted	   with	   an	  
elution	  volume	  between	  those	  of	  BSA	  and	  β-­‐Lg.	  
The	  absorbance	  profiles	   (green	   triangles	  and	  blue	  circles)	  of	   the	  samples	   taken	   from	  
“Präp9A”	  (IEC	   fractions	  24	  to	  31)	  and	  “SP52”	  (sample	  “L27”)	  have	  a	  shape	  similar	   to	  
the	  other	   recorded	  profile	  of	   “SP52”	   (samples	   “L25”,	   “L26”	  and	   “L28”).	  Note	  also	   the	  
“weak	   shoulder”	   on	   the	   trailing	   side	   of	   the	   peaks.	   This	   similarity	   could	   be	   expected	  
given	   the	  composition	  of	   the	   IEC	   fractions	  as	   shown	  on	   the	  gels	   in	  Fig.	  3.4.4.	   In	  both	  
cases	   the	   two	   prominent	   proteins	   in	   the	   corresponding	   IEC	   fractions	   belong	   to	   the	  
(hypothetical)	   perlucin	   species.	   However	   perlucin	   could	   not	   be	   detected	   in	   the	   SEC	  
elution	   volumes	   by	   SDS-­‐PAGE	   analysis	   (see	   Appendix	   III.R.9.	   and	   section	   4.4.2.	   for	  
more	   details).	   Most	   probably	   the	   protein	   concentration	   was	   not	   sufficient	   for	   a	  
detection	  by	  SDS-­‐PAGE.	  
The	  first	  absorbance	  peak	  of	  the	  sample	  obtained	  from	  “Präp6”	  (black	  diamonds)	  has	  a	  
slightly	  larger	  elution	  volume	  than	  β-­‐Lg.	  This	  might	  be	  due	  to	  the	  sample	  composition	  
of	   IEC	   fractions	   15,	   16	   and	   17	   of	   “Präp6”	   lacking	   the	   protein	   slightly	   above	   the	  
21.5  𝑘𝑘𝑘𝑘𝑘𝑘	  marker	   (see	  Fig.	   3.4.4.).	  However	   this	   remains	   speculative	   for	   two	   reasons.	  
First	  no	  perlucin	  band	  was	  visible	  on	  a	  SDS-­‐PAGE	  gel	  with	  different	  samples	  of	  the	  SEC	  
run	   with	   “Präp6”	   (see	   Fig.	   III.R.28.A	   and	   B).	   Second	   a	   band	   extending	   around	   the	  
14.4  𝑘𝑘𝑘𝑘𝑘𝑘	  marker	  could	  be	  detected	  by	  SDS-­‐PAGE	  (see	  Appendix	  Fig.	  III.R.28.B	  gel	  lane	  
D).	   This	   sample	   was	   obtained	   from	   SEC	   fraction	   39.	   Fraction	   39	   corresponds	   to	   an	  
elution	  volume	  of	  57	  to	  58.5  𝑚𝑚𝑚𝑚	  slightly	  after	  the	  first	  elution	  peak.	  Therefore	  it	  cannot	  
be	  concluded	  that	  perlucin	  elutes	  in	  the	  first	  peak.	  However	  in	  the	  protein	  solution	  that	  
was	   subjected	   to	   the	   SEC	   contained	   a	   protein	   that	   is	   visible	   close	   to	   the	  21.5  𝑘𝑘𝑘𝑘𝑘𝑘	  
marker	   on	   a	   SDS-­‐PAGE	   gel	   (see	   Appendix	   Fig.	   III.R.28.A	   gel	   lane	   G).	   However	   the	  
protein	  band	  on	  SDS-­‐PAGE	  is	  faint.	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For	  the	  sake	  of	  completeness	   it	   is	  mentioned	  that	   the	  second	  absorbance	  peak	   in	  the	  
SEC	   chromatogram	  of	   “Präp6”	   is	   caused	   by	   a	   protein	   that	   extends	   around	   the	  6  𝑘𝑘𝑘𝑘𝑘𝑘	  
marker	  on	  a	  SDS-­‐PAGE	  gel	  (see	  Fig.	  III.R.28.A	  gel	  lanes	  E	  and	  F	  as	  well	  as	  Fig.	  III.R.28.B	  
gel	  lanes	  F	  and	  G).	  
	  
Under	   consideration	   of	   the	   discussion	   of	   the	   SEC	   run	   of	   the	   reference	   proteins	   (see	  
section	  3.4.2.)	  following	  conclusions	  can	  be	  drawn	  from	  the	  SEC	  experiments.	  
In	   general	   the	   SEC	  method	   leads	   to	   a	   dilution	   of	   the	   injected	   protein	   sample,	  which	  
requires	   a	   sufficient	   initial	   concentration	  of	   proteins	   to	   detect	   them	  afterwards	  with	  
SDS-­‐PAGE.	  The	  low	  initial	  concentration	  of	  proteins	  might	  be	  one	  possible	  reason	  why	  
perlucin	  was	  only	  detected	  on	  one	  SDS-­‐PAGE	  gel	  after	  using	  a	  quite	  high	  concentration.	  
Whereas	   this	  might	   be	   true	   in	   the	   case	   of	   the	   SEC	   runs	   of	   samples	   from	   “SP52”	   and	  
“Präp9A”	  it	  does	  not	  explain	  why	  bands	  of	  lighter	  proteins	  (around	  14  𝑘𝑘𝑘𝑘𝑘𝑘	  and	  below,	  
see	   Appendix	   Fig.	   III.R.28.)	   were	   detectable	   on	   SDS-­‐PAGE	   gels	   of	   the	   SEC	   run	   of	  
“Präp6”.	  There	  might	  be	  additional	  complications	  during	  preparations	  of	   the	  samples	  
for	   SDS-­‐PAGE	   like	   unwanted	   aggregation	   of	   proteins	   and	   unsuitable	   buffer	   solution	  
conditions	  after	  solvent	  reduction.	  
The	   protein	   samples	   of	   “SP52”	   and	   “Präp9A”	   contained	   both	   (hypothetical)	   perlucin	  
species.	  Under	  the	  given	  buffer	  solution	  (1  𝑀𝑀	  NaCl,	  pH	  7.3)	  and	  sample	  conditions	  both	  
variants	   eluted	   in	   a	   broad	   elution	   volume	   range	   with	   the	   peak	   at	   slightly	   smaller	  
elution	   volume	   than	   that	   of	   β-­‐Lg.	   If	   β-­‐Lg	   still	   forms	   a	   native	   dimer	   under	   the	   given	  
experimental	  conditions	  (see	  also	  the	  discussion	   in	  the	  preceding	  section	  3.4.2.)	  with	  
an	   approximate	   molecular	   weight	   of	  36  𝑘𝑘𝑘𝑘𝑘𝑘 	  then	   perlucin	   has	   an	   apparent	   SEC	  
molecular	  weight	  slightly	  larger	  than	  a	  β-­‐Lg	  dimer.	  
However	   it	  cannot	  be	  determined	  from	  the	  presented	  SEC	  results	  what	  the	  reason	  of	  
the	  effective	  SEC	  size	  of	  perlucin	  is.	  One	  can	  think	  of	  at	  least	  two	  possible	  explanations.	  
Either	  the	  perlucin	  species	  form	  dimers	  (maybe	  also	  “interspecies”	  dimers	  between	  the	  
heavy	  and	  the	  light	  perlucin	  species)	  or	  the	  monomers	  have	  a	  large	  effective	  SEC	  size	  
due	  to	  a	  random	  coil	  conformation	  of	  the	  C-­‐terminal	  end	  or	  partial	  denaturation	  of	  the	  
protein.	  
The	   width	   of	   the	   absorbance	   signal	   might	   have	   several	   reasons.	   There	   might	   exist	  
several	  aggregation	  states	  (monomer,	  dimer,	  …)	  at	  the	  same	  time.	  Since	  perlucin	  is	  a	  C-­‐
type	   lectin	  unwanted	   interactions	  between	   the	  SEC	  media	  and	   the	  protein	  cannot	  be	  
ruled	  out	  (see	  section	  3.4.1.)	  as	  well.	  This	  could	  be	  tested	  by	  adding	  carbohydrates	  to	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the	  elution	  buffer	  solution	  to	  block	  potential	  binding	  sites	  in	  perlucin	  (see	  e.g.	  Agrawal	  
&	  Goldstein	  [1965]).	  
Concerning	  carbohydrates	  the	  potential	  glycosylation	  of	  perlucin	  (Mann	  et	  al.	  [2000])	  
could	  influence	  SEC	  results.	  Either	  the	  hydrodynamic	  volume	  of	  a	  perlucin	  monomer	  is	  
increased	   or	   there	   are	   interactions	   between	   perlucin	   molecules	   mediated	   by	   the	  
attached	  carbohydrates.	  
Nonetheless	   the	   presented	   results	   indicate	   that	   further	   investigations	   of	   the	  
aggregation	  behaviour	  of	  perlucin	  might	  be	  promising.	  At	  least	  the	  results	  of	  this	  thesis	  
provide	  a	  starting	  point	  with	  respect	   to	   the	  buffer	  solution	  conditions	   for	   future	  SEC	  
experiments.	  Such	  experiments	  should	  vary	  buffer	  solution	  conditions	  with	  respect	  to	  
pH,	   ionic	   strength	   and	   temperature.	   Additionally	   the	   protein	   samples	   obtained	   from	  
IEC	  should	  be	  further	  purified	  to	  separate	  the	  light	  and	  heavy	  perlucin	  species	  so	  that	  
SEC	  experiments	  can	  be	  performed	  with	  a	  single	  perlucin	  species.	  An	  investigation	  of	  
the	   influence	  of	   the	  C-­‐terminal	  end	  could	  be	  performed	  by	  enzymatic	  cleavage	  of	   the	  
residues	   C-­‐terminal	   to	   the	   CTLD	   of	   perlucin.	   Given	   the	   potential	   binding	   sites	   for	  
calcium	  ions	  on	  perlucin	  it	  would	  be	  interesting	  to	  elucidate	  the	  role	  of	  divalent	  ions	  on	  
the	   protein	   behaviour.	   Last	   but	   not	   least	   future	   studies	   should	   take	   into	   account	   a	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4.	   Material	  and	  Methods	  
4.1. Modelling	  of	  the	  C-­‐type	  lectin-­‐like	  domain	  of	  perlucin	  
The	   perlucin	   sequence	   (UniProt,	   The	   UniProt	   Consortium	   [2012],	   accession	   number	  
P82596)	  was	  used	  for	  a	  search	  of	  appropriate	  templates	  in	  the	  database	  of	  sequences	  
of	   available	   protein	   structures.	   The	   searched	   database	   of	   sequences	   of	   protein	  
structures	  from	  the	  Protein	  Data	  Bank	  (Berman	  et	  al.	  [2000])	  was	  retrieved	  in	  FASTA	  
format	   from	   the	   NCBI	   ftp	   server	   (ftp://ftp.ncbi.nlm.nih.gov/blast/db/FASTA/)	   on	  
15/05/2010	  or	  17/05/2010.	  Amongst	  others	  the	  Smith-­‐Waterman	  algorithm	  (Smith	  &	  
Waterman	   [1981])	   with	   the	   BLOSUM50	   substitution	   matrix	   (Henikoff	   &	   Henikoff	  
[1992])	   as	   implemented	   in	   the	   FASTA	   program	   package	   (Pearson	   [1991],	   version	  
36.06	   March	   2010)	   was	   used	   to	   obtain	   a	   list	   of	   possible	   template	   structures.	   The	  
default	  values	  for	  the	  gap	  and	  extension	  penalties	  were	  used	  (-­‐10	  and	  -­‐2	  respectively;	  
highest	  (lowest)	  BLOSUM50	  score	   is	  15	  (-­‐5)).	  The	  “best	  scores”	  section	  of	   the	  output	  
can	  be	  found	  in	  the	  Appendix	  III.D.	  
The	   perlucin	   sequence	  was	   divided	   into	   three	   regions	   and	   for	   each	   of	   those	   regions	  
templates	  for	  the	  modelling	  process	  were	  selected.	  The	  first	  region	  starts	  from	  the	  first	  
N-­‐terminal	  residue	  Gly	  and	  ends	  after	  the	  WLGA	  motif	  at	  residue	  66.	  The	  second	  region	  
starts	  at	  the	  Trp	  residue	  of	  the	  WLGA	  motif	  at	  residue	  63	  and	  ends	  after	  the	  WND	  motif	  
at	  residue	  116.	  The	  last	  region	  starts	  at	  the	  Trp	  residue	  of	  the	  WND	  motif	  at	  114	  and	  
ends	  at	  the	  last	  residue	  at	  the	  C-­‐terminus.	  
Templates	   for	   the	   first	   of	   the	   aforementioned	   regions	   of	   perlucin	  were	   parts	   of	   the	  
CTLD	  of	   the	  asialoglycoprotein	   receptor	  1	   (ASGR,	  PDB	  accession	  code	  1DV8,	  UniProt	  
accession	  number	  P07306,	  Meier	  et	  al.	   [2000],	   residue	  range	  Cys153	   to	  Leu213)	  and	  of	  
collectin	   12	   (CL-­‐P1,	   PDB	   accession	   code	   2OX9,	   UniProt	   accession	   number	   Q8K4Q8,	  
Feinberg	   et	   al.	   [2007],	   residue	   range	   Gly606	   to	   Leu668).	   As	   templates	   for	   the	   second	  
perlucin	   region	   parts	   from	   the	   mannose-­‐binding	   protein	   A	   (MBP-­‐A,	   PDB	   accession	  
codes	  1KWT	  and	  1KWV,	  UniProt	  accession	  number	  P19999,	  Ng	  et	  al.	   [2002],	   residue	  
range	   Phe156	   to	   Asp206)	   and	   from	   the	   C-­‐type	   lectin	   from	   Cucumaria	   echinata	   (CEL-­‐I,	  
PDB	   accession	   code	   1WMZ,	   UniProt	   accession	   number	   Q7M462,	   Sugawara	   et	   al.	  
[2004],	  residue	  range	  Trp72	  to	  Asp124)	  were	  chosen.	  For	  the	  last	  perlucin	  region	  (up	  to	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Ile132)	   another	   part	   of	   the	   aforementioned	   collectin	   12	  was	   used	   (residues	   Trp717	   to	  
Glu735)	  and	  a	  part	  of	  codakine	  (PDB	  accession	  code	  2VUV,	  UniProt	  accession	  number	  
Q3KVL7,	  Gourdine	  et	  al.	  [2008],	  residue	  range	  Trp111	  to	  Glu129).	  
The	  following	  amino	  acid	  sequence	  segments	  from	  the	  chosen	  templates	  were	  used	  to	  
construct	  a	  multiple	  sequence	  alignment	  with	  the	  perlucin	  amino	  acid	  sequence.	  From	  
ASGR	  the	  (contiguous)	  sequence	  of	  residues	  Cys153	  to	  Leu213	  (residue	  numbering	  from	  
the	  PDB	  file),	  from	  collectin	  12	  the	  sequence	  of	  residues	  Glu603	  to	  Leu668	  and	  Trp717	  to	  
Leu742,	  from	  MBP-­‐A	  the	  sequence	  of	  residues	  Phe156	  to	  Asp206,	  from	  CEL-­‐I	  the	  residues	  
Trp72	  to	  Asp124	  and	  from	  codakine	  the	  sequence	  of	  residues	  Trp111	  to	  Asp129	  were	  used	  
for	   the	   sequence	   alignment.	   The	   actual	   structural	   segments	   from	   each	   template	  
structure	   used	   during	   the	   modelling	   process	   correspond	   to	   the	   sequence	   segments	  
described	   above	   except	   for	   collectin-­‐12.	   In	   the	   collectin-­‐12	   structure	   (PDB	   accession	  
code	  2OX9)	   the	   residues	  Glu603	   to	  Asn605	   and	  Ala736	  to	   Leu742	  were	  not	   resolved.	   For	  
every	   template	   the	   sequence	   and	   structure	   segments	   from	   the	   structure	   denoted	  
“chain	  A”	  in	  the	  corresponding	  PDB-­‐file	  were	  used.	  
Clustal	   X	   (Larkin	   et	   al.	   [2007],	   version	   2.0.12)	   was	   used	   to	   generate	   the	   alignment	  
between	   the	   perlucin	   sequence	   and	   the	   template	   sequence	   segments.	   In	   the	   gap	  
regions	   the	   resulting	   alignment	   was	  manually	   adjusted.	   The	   latter	   statement	  means	  
that	  varying	  gap	  penalties	  as	  well	  as	  the	  refinement	  regions	  could	  have	  been	  used	  and	  
only	  the	  final	  result	  was	  documented	  afterwards.	  Fig.	  3.1.4.	  shows	  the	  final	  alignment	  
between	   the	  perlucin	   sequence	   and	   the	   template	   sequence	   segments	   as	  used	   for	   the	  
modelling	  process.	  Note	  that	  the	  multiple	  sequence	  alignments	  for	  the	  three	  different	  
segments	   were	   constructed	   separately	   and	   afterwards	   concatenated.	   The	   secondary	  
structure	   elements	   of	   the	   template	   structures	   were	   determined	   either	   with	   a	  
standalone	   version	   of	   STRIDE	   (Frishman	   &	   Argos	   [1995],	   June	   2010),	   STRIDE	   as	  
implemented	  in	  VMD	  (Humphrey	  et	  al.	  [1996])	  or	  the	  DSSP	  (Kabsch	  &	  Sander	  [1983])	  
annotations	   found	   on	   the	   PDB	   website	   for	   the	   corresponding	   entries.	   It	   was	   not	  
checked	  whether	  both	  algorithms	  differ	  in	  the	  secondary	  structure	  assignments.	  
	  
The	  program	  MODELLER	  (version	  9.8	  r7145,	  Šali	  &	  Blundell	  [1993])	  was	  used,	  which	  
performs	   comparative	  modelling	   by	   satisfaction	   of	   spatial	   restraints	   (Šali	  &	  Blundell	  
[1993]).	   The	   modelling	   process	   required	   superposed	   template	   structures.	   With	  
Clustal	  X	   an	   alignment	   of	   the	   template	   structure	   sequences	   was	   generated	   (see	  
Appendix	  III.F.1.)	  and	  manually	  adjusted.	  The	  latter	  statement	  means	  that	  varying	  gap	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penalties	   as	  well	   as	   the	   refinement	   regions	   could	   have	   been	   used	   and	   only	   the	   final	  
result	  was	  documented	  afterwards.	  The	  whole	  length	  of	  the	  sequences	  was	  used	  except	  
for	   the	   sequence	   of	   MBP-­‐A.	   For	   the	   aforementioned	   structure	   the	   residues	   Ala73	   to	  
Lys110	   were	   not	   used	   in	   the	   alignment.	   This	   segment	   includes	   the	   α-­‐helix	   of	   the	   N-­‐
terminus	  –	  which	  is	  part	  of	  the	  coiled	  coil	  domain	  of	  MBP-­‐A	  trimers	  –	  and	  extends	  to	  
the	  first	  β-­‐strand	  of	  the	  CTLD	  of	  MPB-­‐A.	  The	  CTLD	  of	  this	  protein	  belongs	  to	  the	  short	  
form	   whereas	   the	   leftover	   CTLD	   structures	   are	   of	   the	   long	   form.	   Additionally	   the	  
hydroxyproline	  residue	  Hyp91	  of	  codakine	  (PDB	  code	  2VUV)	  was	  replaced	  by	  a	  gap	  in	  
the	  aforementioned	  alignment	  since	  MODELLER	  could	  not	  handle	  this	  residue	  during	  
the	   superposition	   process	   (most	   probably	   because	   this	   residue	   was	   identified	   as	  
HETATM	   in	   the	   PDB	   structure	   file).	   Based	   on	   this	   alignment	   the	   whole	   template	  
structures	   were	   superposed	   with	   MODELLER	   (principal	   function:	   aln.malign3d;	   fit	  
atoms:	  Cα	  atoms;	  remark:	  without	  alignment	  refinement,	  see	  Appendix	  III.F.2.).	  In	  case	  
of	  MBP-­‐A	  two	  structures	  (1KWV	  and	  1KWT)	  were	  used	  separately	  in	  the	  superposition	  
process	  with	  the	  remaining	  template	  structures.	  The	  structure	  file	  1KWV	  was	  used	  to	  
include	  the	  positions	  of	  the	  calcium	  ions	  and	  of	  a	  N-­‐actetylglucosamine	  monomer.	  
	  
For	  the	  modelling	  process	  the	  “automodel	  class”	  and	  “allhmodel	  class”	  as	  implemented	  
in	   MODELLER	   were	   adjusted.	   In	   the	   following	   the	   important	   adjustments	   and	  
parameters	   with	   respect	   to	   the	   aforementioned	   classes	   that	   were	   employed	   in	   the	  
modelling	  of	  perlucin	  are	  described.	  The	  written	  MODELLER	  input	  scripts	  can	  be	  found	  
in	  the	  Appendix	  III.F.3.	  to	  8.	  
Ten	  models	  were	  generated	  with	  the	  constructed	  perlucin-­‐template	  alignment	  (see	  Fig.	  
3.1.4.)	  and	  the	  superposed	  template	  structures.	  At	  this	  stage	  the	  structure	  1KWT	  (PDB	  
accession	  code)	  was	  used	  as	  representative	  of	  MPB-­‐A.	  The	  dynamic	  restraints	  were	  of	  
the	   “soft-­‐sphere	   overlap”	   type	   (energy_data.dynamic_sphere=True)	  with	   the	   default	  
“nonbond	   distance	   cutoff”	   (energy_data.contact_shell=-999)	   and	   a	   “nonbond	  
recalculation	   threshold”	   (energy_data.update_dynamic)	   of	   0.38	   Å.	   Hydrogen	   atoms	  
were	   included	   during	   the	   modelling	   process	   (toplib='${LIB}/top_allh.lib',	  
self.env.io.hydrogen=True).	  The	  perlucin	  residue	  sequence	  from	  Gln120	  to	  Glu130	  was	  
not	   included	   in	   the	   optimization	   process	   of	   the	   models	   during	   this	   stage.	   The	  
disulphide	   bridges	   Cys30-­‐Cys127	   and	   Cys102-­‐Cys119	  were	  manually	   set.	   In	   the	   function	  
that	   reads	   in	   the	  alignment	   (aln.append	   in	  read_alignment)	   the	  remove_gaps	  option	  
was	   set	   to	   False.	   The	   terminal	   nitrogen	   and	   carbon	   atoms	   were	   not	   patched	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(patch_default = False	   in	   generate_topology).	   Compared	   to	   the	   implemented	  
“slow”	   optimization	   (automodel.library_schedule=autosched.slow)	   in	   the	  
automodel	  class,	  in	  this	  thesis	  the	  contributions	  of	  the	  non-­‐bond	  restraint	  types	  (here:	  
soft-­‐sphere	   restraints)	   were	   increased	   in	   more	   steps	   during	   the	   optimization.	   The	  
scaling	  factors	  were	  0.0001,	  0.001,	  0.01,	  0.1,	  0.2,	  0.3,	  0.4,	  0.5,	  0.6,	  0.75	  and	  finally	  1.	  The	  
maximum	   number	   of	   iterations	   during	   each	   optimization	   step	   was	   limited	   to	   500	  
(automodel.max_var_iterations=500)	  and	  the	  highest	  tolerated	  value	  of	  the	  objective	  
function	  during	  optimization	  was	   increased	   to	  10!!	  (automodel.max_molpdf=1011).	  An	  
optimization	  trace	  file	  was	  not	  written	  (automodel.trace_output=0)	  and	  the	  dihedral	  
restraints	   were	   not	   replaced	   by	   splines	   (automodel.spline_on_site=False).	   Finally	  
each	   model	   was	   “subjected	   to	   very	   slow	   simulated	   annealing”	  
(automodel.md_level=refine.very_slow).	  The	  MODELLER	  script	  can	  be	  found	  in	  the	  
Appendix	  III.F.3.	  
	  
A	   suitable	   initial	   model	   of	   perlucin	   from	   the	   modelling	   run	   described	   above	   was	  
included	  (up	  to	  the	  residue	  Glu130)	  as	  an	  additional	  template	  in	  the	  following	  modelling	  
round.	   This	   “guiding	   template”	   was	   not	   superposed	   with	   the	   templates	   again	   (see	  
comments	   in	   section	   3.1.3.).	   Note	   that	   the	   order	   of	   the	   sequences	   in	   the	   input	  
alignment	  (or	  the	  order	  they	  are	  called	  in	  the	  modelling	  script)	  could	  have	  an	  influence	  
on	   the	   modelling	   results	   (see	   MODELLER	   manual	   entry	   for	   function	  
alignment.check_structure_structure).	   In	   the	   following	   only	   differences	   to	   the	  
settings	   described	   in	   the	   preceding	   paragraph	   are	   reported.	   Instead	   of	   the	   dynamic	  
soft-­‐sphere	   overlap	   restraints,	   dynamic	   Lennard-­‐Jones	  
(env.edat.dynamic_lennard=True)	   and	   Coulomb	   restraints	  
(env.edat.dynamic_coulomb=True)	   were	   used	   (energy_data.contact_shell	   and	  
energy_data.dynamic_update	   parameters	   chosen	   as	   described	   above).	   Following	  
secondary	   structure	   restraints	  were	   applied.	   Restraints	   for	   an	  α-­‐helix	  were	   used	   for	  
the	  sequence	  ranges	  Phe23	  to	  Leu33	  and	  Lys43	  to	  Tyr52.	  Restraints	  for	  a	  β-­‐strand	  were	  
applied	   to	   the	   residues	   Tyr62	   to	   Ser67.	   Additional	   Gaussian	   shaped	  
( 1 𝜎𝜎   2𝜋𝜋 exp[−   𝑥𝑥 − 𝜇𝜇 !/2𝜎𝜎!])	  distance	  restraints	  were	  set	  between	  the	  Cδ	  atoms	  of	  
Glu45	  and	  Glu128	   (mean	  𝜇𝜇 = 4.82  Å,	   standard	  deviation	  𝜎𝜎 = 0.75  Å),	  Cγ	  atoms	  of	  Phe16	  
and	   Tyr52	   (mean	  𝜇𝜇 = 4.84  Å,	  𝜎𝜎 = 0.75  Å)	   as	   well	   as	   the	   Cζ	   atoms	   (𝜇𝜇 = 5.00  Å,	  𝜎𝜎 =
0.75  Å)	  of	   the	   same	  residues	   (see	  Fig.1	   from	  Markley	  et	  al.	   [1998]	   reproduced	   in	   the	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Appendix	  III.A.	   for	  atom	  naming	  recommendation	  of	  amino	  acids).	  All	  perlucin	  amino	  
acids	  were	  considered	  during	  the	  optimization	  process.	  No	  MD	  refinement	  was	  applied	  
and	  50	  models	  were	  built	  during	  this	  run.	  The	  MODELLER	  script	  can	  be	   found	  in	  the	  
Appendix	   III.F.4.	   The	   secondary	   structure	   of	   the	   models	   was	   assessed	   with	   STRIDE	  
(Frishman	  &	  Argos	  [1995],	  downloaded	  from	  http://webclu.bio.wzw.tum.de/stride/	  in	  
June	  2010).	  
	  
The	   sum	   of	   the	   normalised	   “relative	   heavy	   restraint	   violations”	  
(selection.energy(normalize_profile=True, output=’VIOLATIONS_PROFILE …) 
note	   that	   default	   cut-­‐off	   values	   were	   used,	   see	   MODELLER	   manual	   entry	   for	   this	  
command)	  was	  calculated	  per	  residue	  (denoted	  as	  “profile”)	  for	  the	  chosen	  model	  from	  
the	   foregoing	  modelling	   step	  and	   the	   template	   structures.	  The	  profiles	   shown	   in	   this	  
thesis	   were	   calculated	   not	   during	   the	   modelling	   run	   but	   separately.	   Following	  
restraints	  were	  explicitly	  called	  in	  the	  script	  (see	  Appendix	  III.F.5):	  Lennard-­‐Jones	  and	  
Coulomb	   non-­‐bonded	   restraints,	   stereochemical	   restraints,	   disulphide	   bridge	  
restraints,	  backbone	  and	  sidechain	  dihedral	  angle	  restraints,	  Cα-­‐Cα	  and	  N-­‐O	  distances	  
as	   well	   as	   sidechain-­‐sidechain	   and	   sidechain-­‐mainchain	   distances.	   Dihedral	   angle	  
restraints	  were	  constructed	   from	  MODELLER	  internal	   libraries	  (dih_lib_only=True).	  
Note	  that	  although	  distance	  restraints	  for	  the	  backbone	  Cα-­‐Cα,	  N-­‐O,	  sidechain-­‐sidechain	  
and	  mainchain-­‐sidechain	  distance	  as	  well	  as	  the	  LJ	  and	  Coulomb	  restraints	  were	  called	  
in	  the	  script	  they	  did	  not	  seem	  to	  have	  any	  influence	  on	  the	  violations	  profile.	  Possibly	  
these	   restraint	   types	   work	   only	   in	   conjunction	   with	   template	   structures	   or	   the	  
commands	  were	   not	   applied	   properly	   by	   the	   author	   of	   this	   thesis.	   According	   to	   the	  
MODELLER	  manual	   non-­‐bonded	  LJ	   and	  Coulomb	   restraint	   violations	   are	   reported	   as	  
zero	  in	  general.	  
	  
Following	   residues	   of	   a	   model	   taken	   from	   the	   aforementioned	  modelling	   step	   were	  
refined:	   Leu4,	   Ser17,	   Thr18,	   Ser21,	   Arg31,	   Tyr32,	   Ala38,	   Asn42,	   Lys43,	   Ala53,	   Thr54,	   Arg55,	  
Leu64,	  Gly65,	  Asp68,	  Leu69,	  Asn70,	  Arg80,	  Arg81,	  Met82,	  Gln92,	  Ala96,	  Arg106,	  Arg107,	  Asp108.	  
The	  MODELLER	  class	  for	  loop	  modelling	  (Fiser	  et	  al.	  [2000])	  with	  the	  DOPE	  potential	  
(Shen	  &	  Šali	   [2006])	   and	   solute	   interaction	  with	   an	   implicit	   solvent	   (the	  MODELLER	  
manual	  refers	  to	  Gallicchio	  et	  al.	  Gallicchio	  &	  Levy	  [2004])	  was	  used	  for	  refinement	  of	  
the	  model.	   In	   total	  50	  models	  were	  built.	  The	  maximum	  number	  of	   iterations	  during	  
each	   optimization	   step	  was	   limited	   to	   500	   (loop.max_var_iterations=500)	   and	   the	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selected	   residues	   of	   each	  model	   were	   “subjected	   to	   very	   slow	   simulated	   annealing”	  
(loop.md_level=refine.very_slow).	   See	   Appendix	   III.F.6.	   for	   the	   used	   MODELLER	  
script.	   The	   secondary	   structure	   of	   selected	   models	   was	   determined	   with	   STRIDE.	  
Normalised	  violation	  profiles	  were	  calculated	  as	  described	  above.	  
	  
A	  new	  modelling	  round	  was	  performed	  to	  incorporate	  three	  Ca2+	  ions	  and	  a	  N-­‐acetyl-­‐D-­‐
glucosamine	  monomer	   from	  MBP-­‐A	   (PDB	  accession	   code	  1KWV,	   chain	  A).	   Instead	  of	  
the	   structure	   1KWT	   (chain	   A)	   in	   the	   foregoing	   modelling	   step	   the	   structure	   1KWV	  
(chain	   A)	   was	   used	   for	   MBP-­‐A.	   Since	   the	   sequences	   of	   1KWV	   (chain	   A)	   and	   1KWT	  
(chain	   A)	   are	   identical,	   the	   equivalent	   residues	   between	   the	   templates	   and	   perlucin	  
had	   not	   to	   be	   changed.	   The	   input	   alignment	   was	   only	   altered	   to	   include	   the	  
aforementioned	  non-­‐standard	   residues	   (see	  Appendix	   III.F.7.).	  Hydrogen	  atoms	  were	  
most	  probably	  added	  to	  the	  carbohydrate	  monomer	  with	  the	  program	  SIRIUS	  (version	  
1.2,	  SIRIUS:	  An	  Extensible	  Molecular	  Graphics	  and	  Analysis	  Environment,	  downloaded	  
from	   http://www.ngbw.org/sirius/	   in	   September	   2010).	   In	   this	   modelling	   step	   the	  
differences	   to	   the	   last	   described	   use	   of	   the	  automodel	   class	  were	   the	   following.	   The	  
structure	  with	  the	  PDB	  accession	  number	  1KWV	  was	   included	  as	  template	  as	  well	  as	  
one	   perlucin	   model	   (all	   155	   residues;	   not	   superposed	   with	   the	   other	   template	  
structures)	  of	  the	  last	  described	  loop	  modelling	  procedure.	  The	  non-­‐standard	  residues	  
were	   read	   in	   explicitly	   and	   special	   spatial	   restraints	   were	   applied	   on	   these	   by	   the	  
automodel	  class.	  Additional	  Gaussian	  shaped	  distance	  restraints	  were	  set	  between	  Nδ1	  
of	   His7	   and	   Oη	   of	   Tyr52	   as	   well	   as	   Nε2	   and	   Oη	   of	   the	   same	   residues	   (in	   both	   cases:	  
𝜇𝜇 = 5.00  Å	  and	  𝜎𝜎 = 2.00  Å).	  In	  total	  25	  models	  were	  built	  and	  the	  MD	  simulation	  level	  
was	   set	   to	   “slow	   simulated	   annealing”	   (automodel.md_level=refine.slow).	   The	  
secondary	   structure	   of	   selected	   models	   was	   determined	   with	   STRIDE.	   Normalised	  
violation	  profiles	  were	  calculated	  as	  described	  above.	  
	  
One	   model	   from	   the	   modelling	   process	   described	   in	   the	   preceding	   paragraph	   was	  
selected	  for	  refinement.	  Following	  residues	  were	  subjected	  to	  refinement:	  Arg11,	  Arg31,	  
Ser35-­‐Leu37,	  Leu69-­‐Asn70,	  Gln80,	  Asn84	  and	  Pro90.	  The	  settings	  in	  this	  step	  were	  the	  same	  
as	  listed	  for	  the	  aforementioned	  use	  of	  the	  “loopmodel”	  method	  except	  that	  75	  models	  
were	  built.	  The	  secondary	  structure	  of	  selected	  models	  was	  determined	  with	  STRIDE.	  
Normalised	  violation	  profiles	  were	  calculated	  as	  described	  above.	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The	   Ca2+	   ion	   and	   the	   carbohydrate	   monomer	   positions	   were	   not	   written	   into	   the	  
structure	  files	  of	  the	  models	  during	  the	  use	  of	  the	  loopmodel	  method.	  The	  positions	  of	  
these	  missing	   components	   were	   copied	  manually	   and	  without	   further	  modifications	  
from	  the	  input	  structure	  into	  the	  final	  chosen	  refined	  model	  of	  perlucin.	  
A	   fourth	  calcium	   ion	   that	  was	  not	  present	   in	   the	   template	  structure	  1KWV	  of	  MBP-­‐A	  
was	   included	   manually	   in	   the	   structure	   file.	   It	   was	   placed	   halfway	   between	   the	   Cδ	  
atoms	  of	  Glu45	  and	  Glu128.	  
Based	  on	  equivalent	  Cα	   atoms	  as	  defined	  by	   the	  alignment	   in	  Fig.	  3.14.,	   the	   template	  
structures	  and	  the	  final	  perlucin	  model	  (up	  to	  residue	  Glu130)	  were	  superposed	  and	  the	  
RMSd	   values	   between	   them	   were	   calculated	   with	   MODELLER	   (aln.malign3d,	  
aln.compare_structures).	   It	   has	   to	   be	   mentioned	   that	   the	   actual	   RMSd	   values	   can	  
depend	  on	  the	  order	  of	  the	  sequences	  in	  the	  input	  alignment	  file.	  No	  attempt	  was	  made	  
to	   investigate	   this	   feature	   further.	  Here	   the	  RMSd	  values	  are	   stated	   for	   the	   following	  
order	   in	   the	   alignment	   input	   file:	   perlucin,	   ASGR,	   CL-­‐P1,	   CEL-­‐I,	   MPB-­‐A	   (structure	  
1KWV),	  codakine,	  CL-­‐P1	  (C-­‐terminus).	  
	  
4.2. Molecular	  dynamic	  simulations	  of	  the	  CTLD	  of	  perlucin	  and	  
MBP-­‐A	  
For	  the	  MD	  simulations	  the	  “sander”	  software	  module	  of	  the	  AMBER	  10	  package	  (Case	  
et	   al.	   [2008],	   Case	   et	   al.	   [2005])	   was	   used.	   Coordinate	   and	   topology	   input	   files	   for	  
“sander”	  were	  generated	  with	  the	  “tleap”	  or	  “xleap”	  module	  from	  AmberTools	  (version	  
1.2)	   in	   the	   following	   referred	   to	   as	   “leap”.	   The	   “ptraj”	   software	   module	   from	  
AmberTools	   was	   used	   for	   analysis	   of	   resulting	   MD	   trajectories	   as	   well	   as	   VMD	  
(Humphrey	  et	  al.	  [1996],	  version	  1.8.7).	  	  
The	   “parm99”	   force	   field	   parameters	   (Wang	   et	   al.	   [2000])	   with	   modifications	   from	  
Duan	  et	  al.	  (Duan	  et	  al.	  [2003],	  for	  performance	  see	  Lee	  &	  Duan	  [2004])	  were	  used	  for	  
all	   simulations.	   The	   “parm99”	   parameter	   set	   supplied	   with	   AMBER	   includes	  
particularly	  adapted	  (see	  section	  3.2.1.	  for	  details	  on	  the	  adaptation	  of	  the	  parameters	  
for	  the	  TIP3P	  water	  model	  used	  here)	  Na+	  parameters	  from	  Åqvist	  (Åqvist	  [1990])	  and	  
Cl-­‐	  parameters	  from	  Smith	  and	  Dang	  (Smith	  &	  Dang	  [1994]).	  The	  adaption	  of	  the	  Ca2+	  
parameters	  from	  Åqvist	  to	  the	  water	  model	  had	  to	  be	  included	  manually	  with	  a	  force	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modification	   file	   (see	   Appendix	   III.I.	   and	   http://ambermd.org/Questions/vdw.html,	  
last	  access	  02/07/2013).	  
	  
In	   every	  perlucin	  model	   and	   reference	  protein	   structure	  used	   for	  MD	   simulation	   the	  
histidine	  residues	  were	  assumed	  not	  to	  be	  protonated.	  Therefore	  the	  residue	  names	  of	  
the	   histidine	   residues	   in	   those	   files	  were	   replaced	   by	   the	   name	   “HIE”.	   The	   names	   of	  
those	  residues	   that	  were	  expected	   to	   form	  disulphide	  bridges	  were	  set	   to	   “CYX”.	  The	  
covalent	  bonds	  between	  sulphur	  groups	  involved	  in	  disulphide	  bridges	  were	  manually	  
set	  with	  the	  “leap”	  module.	  
Sodium	   or	   chloride	   ions	   were	   added	   with	   “leap”	   to	   achieve	   charge	   neutrality	   as	  
required	   for	   the	   Particle	   Mesh	   Ewald	   (PME)	   method	   used	   for	   the	   treatment	   of	  
electrostatics.	   In	   some	   MD	   simulations	   additional	   sodium	   and	   chloride	   ions	   were	  
added	  as	  described	  below.	  
After	   the	   addition	   of	   ions	   the	   protein	   and	   the	   ions	   were	   solvated	   in	   truncated	  
octahedral	  water	  box	  of	  TIP3P	  (Jorgensen	  et	  al.	  [1983])	  water	  which	  is	  a	  rigid	  and	  non-­‐
polarizable	  water	  model	  with	  three	  point	  charges	  centred	  on	  the	  oxygen	  and	  hydrogen	  
atoms	  respectively.	  The	  minimal	  allowed	  distance	  between	  any	  of	  the	  solute	  (proteins	  
and	   ions)	   atoms	   and	   the	   box	   edges	   was	   set	   to	   10	   Å.	   The	   used	   leap	   command	  
solvateoct	  already	  accounted	  for	  periodic	  boundary	  conditions.	  
	  
In	  the	  following	  the	  parameters	  for	  the	  MD	  runs	  and	  initial	  minimization	  are	  described.	  
Only	  important	  parameters	  and	  parameters	  that	  differed	  to	  the	  “sander”	  default	  values	  
are	  given.	  Minimization	  and	  heating	  parameters	  obtained	  from	  Prof.	  Dr.	  M.	  Zacharias.	  
The	  initial	  minimization	  of	  the	  solute	  and	  solvent	  was	  carried	  out	  with	  1500	  cycles	  of	  
the	   “steepest	   descent”	  method.	  A	   cut-­‐off	   of	   9	  Å	   for	   the	  non-­‐bonded	   interactions	  was	  
used.	   The	   non-­‐bonded	   list	   was	   updated	   every	   20th	   step.	   For	   the	   calculation	   of	   the	  
electrostatic	  interactions	  during	  the	  minimization	  and	  MD	  simulations	  in	  explicit	  water	  
the	  Particle	  Mesh	  Ewald	  (PME)	  method	  (Essmann	  et	  al.	   [1995],	  Darden	  et	  al.	   [1993])	  
was	  used.	  
After	   the	  minimization	   step	   initial	   atom	   velocities	  were	   assigned	   from	   a	  Maxwellian	  
distribution	  at	  a	  given	  temperature.	  This	  temperature	  was	  25	  K	  for	  all	  MD	  simulations	  
of	  perlucin	  and	  1	  K	   for	  the	  MBP-­‐A	  reference	  protein	  discussed	  here.	  One	  exception	  is	  
one	   MD	   simulation	   of	   MBP-­‐A	   without	   calcium	   ions	   as	   described	   in	   a	   following	  
paragraph.	   The	  weak-­‐coupling	   scheme	   of	   Berendsen	   et	   al.	   (Berendsen	   et	   al.	   [1984])	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was	   used	   to	   maintain	   a	   constant	   pressure	   and	   a	   constant	   temperature.	   During	   the	  
initial	  heating	  phase	  the	  coupling	  time	  constants	  were	  set	  to	  0.1	  ps	  whereas	  in	  the	  long	  
time	   runs	   these	   constants	   were	   increased	   to	   2.5	  ps.	   Bonds	   that	   included	   hydrogen	  
atoms	   were	   always	   restrained	   with	   SHAKE	   (Ryckaert	   et	   al.	   [1977],	   Miyamoto	   &	  
Kollman	  [1992])	  during	  the	  MD	  simulations.	  A	  time	  step	  of	  0.002	  ps	  was	  used	  in	  every	  
MD	  simulation.	  During	  the	  heating	  phase	  of	  the	  system	  positional	  harmonic	  restraints	  
were	  applied	  to	  the	  solute	  (see	  Table	  3.2.1.).	  In	  every	  MD	  simulation	  the	  pressure	  was	  
set	   to	  1	  bar.	   In	   three	  consecutive	  MD	  simulations	  of	  20	  ps	  each,	   the	  temperature	  was	  
fixed	   subsequently	   at	   100	   K,	   200	   K	   and	   300	   K.	   Harmonic	   positional	   restraints	   of	  
25	  kcal/mol	  Å2	  were	  applied	  during	  these	  simulations.	  In	  four	  successive	  simulations	  of	  
20	  ps	   duration	   each	   the	   positional	   restraints	   were	   gradually	   released	   (12,	   6,	   2,	   1	  
kcal/mol	  Å2)	  at	  300	  K	  temperature.	  A	  60	  ps	  MD	  simulation	  at	  300	  K	  with	  a	  0.5	  kcal/mol	  
Å2	   restraint	   weight	   followed.	   The	   reference	   coordinates	   for	   the	   first	   MD	   simulation	  
with	  positional	  restraints	  were	  the	  coordinates	  after	  the	  minimization	  whereas	  for	  all	  
subsequent	   restrained	   MD	   simulations	   the	   reference	   coordinates	   for	   the	   restraints	  
were	  the	  coordinates	  obtained	  after	  the	  first	  MD	  simulation.	  
After	   this	   heating	   phase	   the	   final	   unconstrained	   MD	   simulations	   were	   carried	   out	  
without	   positional	   restraints	   at	   1	  bar	   pressure	   (coupling	   constant	   2.5	  ps)	   and	  300	  K	  
temperature	   (coupling	   constant	  2.5	  ps).	  Here	   the	  non-­‐bonded	   interaction	   cut-­‐off	  was	  
set	  to	  10	  Å.	  The	  total	  simulation	  time	  without	  positional	  restraints	  corresponded	  to	  10	  
ns	   (split	   in	  2	  +	  8	  ns).	  The	  coordinates	  of	   the	   trajectory	  were	  saved	  every	  1000th	   step	  
(every	  2	  ps).	  “Wrapping”	  of	  the	  structure	  into	  a	  primary	  box	  was	  enabled	  (iwrap=1)	  in	  
every	  MD	  run.	  
	  
From	  the	  final	  model	  for	  the	  perlucin	  structure	  obtained	  from	  MODELLER	  (see	  sections	  
3.1.3.	  and	  4.1.)	   three	  different	   input	   structures	   for	   the	   “leap”	  module	  were	  prepared.	  
The	  first	  one	  contained	  the	  residues	  1	  to	  135	  and	  four	  Ca2+	  ions.	  The	  second	  contained	  
the	   residues	   1	   to	   131	   and	   two	   Ca2+	   ions	   at	   the	   positions	   Ca-­‐2	   and	   Ca-­‐4.	   The	   third	  
structure	  extended	  also	  from	  residue	  1	  to	  131	  but	  every	  Ca2+	  ion	  was	  replaced	  with	  the	  
oxygen	   of	   a	   water	   molecule.	   This	   means	   that	   the	   position	   of	   the	   water	   oxygen	   was	  
identical	   to	   that	   of	   the	   ion.	   Hydrogen	   atoms	   to	   the	   water	   molecules	   were	   added	  
automatically	  by	  “leap”.	  
To	   the	   structure	   with	   four	   Ca2+	   ions	   seven	   Cl-­‐	   ions	   had	   to	   be	   added	   with	   “leap”	   to	  
achieve	   charge	   balance.	   No	   additional	   ions	   were	   included.	   Disulphide	   bridges	   were	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manually	  set	  with	  “leap”	  between	  the	  residues	  2	  and	  13,	  30	  and	  127	  as	  well	  as	  102	  and	  
119.	   In	   total	   six	   MD	   simulations	   according	   to	   the	   protocol	   described	   above	   were	  
executed	  with	  this	  structure	  as	  start	  structure.	  The	  initial	  velocities	  of	  the	  atoms	  were	  
assigned	   in	   a	   random	   fashion	   (ig=-1)	   to	   obtain	   different	   trajectories.	   Positional	  
restraints	  during	  the	  heating	  stage	  were	  applied	  to	   the	  protein	  residues	  and	  the	  Ca2+	  
ions.	  	  
The	   second	   structure	  with	   two	   calcium	   ions	   needed	   three	   chloride	   ions	   for	   zero	   net	  
charge.	  No	  further	  ions	  were	  added	  with	  “leap”.	  Positional	  restraints	  during	  the	  heating	  
stage	  were	  applied	  to	  the	  protein	  residues	  only.	  Three	  MD	  simulations	  were	  conducted	  
with	  this	  start	  structure.	  	  
The	   third	   input	  structure	  had	  no	  calcium	   ions	  and	  consequently	  one	  sodium	   ion	  was	  
sufficient	   for	   charge	   balance.	   In	   this	   case	   three	   Na+	   and	   three	   Cl-­‐	   ions	   were	   added.	  
Again	   positional	   restraints	   during	   the	   heating	   stage	   were	   applied	   to	   the	   protein	  
residues	  only.	  Three	  MD	  simulations	  were	  conducted	  with	  this	  start	  structure.	  
	  
As	  a	  reference	  the	  CTLD	  of	  the	  MBP-­‐A	  template	  structure	  was	  also	  simulated	  in	  a	  water	  
box.	  In	  total	  three	  different	  input	  structures	  of	  MBP-­‐A	  were	  prepared	  for	  “leap”	  with	  a	  
different	  number	  of	  Ca2+	   ions.	  The	   characteristic	  α-­‐helix	  prior	   to	   the	  CTLD	  of	  MBP-­‐A	  
that	   is	   involved	   in	   trimer	   formation	   via	   a	   coiled	   coil	   (e.g.	  Weis	  &	  Drickamer	   [1994])	  
was	  not	  included	  in	  the	  initial	  structures	  to	  reduce	  the	  overall	  box	  size.	  The	  first	  input	  
structure	   was	   a	   modification	   of	   the	   crystal	   structure	   with	   the	   PDB	   accession	   code	  
1KWT	  (chain	  A)	  of	  MBP-­‐A.	  It	  comprised	  the	  residues	  Lys109	  to	  Ala221.	  The	  second	  and	  
third	  input	  structures	  were	  prepared	  from	  the	  crystal	  structure	  with	  the	  PDB	  accession	  
code	   1KWV	   (chain	   A)	   of	   MBP-­‐A.	   The	   residue	   range	   was	   Gly104	   to	   Ala221.	   The	   three	  
calcium	   ions	  at	   the	  positions	  Ca-­‐1,	  Ca-­‐2	  and	  Ca-­‐3	  as	  well	   as	  a	   chloride	   ion	  were	  also	  
retained	   for	   the	   start	   structure.	   For	   the	   third	   input	   structure	  only	   the	   calcium	   ion	  at	  
position	  Ca-­‐2	  was	   included.	   In	  every	  structure	   the	  disulphide	  bridges	  were	  manually	  
set	   in	   “leap”	   between	   the	   residues	   128	   and	   217	   as	   well	   as	   195	   and	   209.	   Charge	  
neutrality	   was	   achieved	   through	   the	   addition	   of	   four	   Na+	   (first	   structure),	   three	   Cl-­‐	  
(second	  structure)	  and	  zero	  ions	  (third	  structure).	  Since	  the	  third	  structure	  contained	  
only	   one	   calcium	   ion	   further	   three	   Na+	   and	   Cl-­‐	   were	   added.	   The	   structures	   were	  
solvated	  in	  TIP3P	  water	  with	  the	  same	  parameters	  as	  for	  the	  perlucin	  models.	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The	   parameters	   of	   the	   MD	   simulation	   differed	   between	   MBP-­‐A	   and	   perlucin	   as	  
described	   in	   the	   following.	   The	   positional	   restraints	   were	   applied	   to	   the	   protein	  
structure	  and	  every	  ion	  in	  the	  MD	  simulations	  of	  the	  first	  MBP-­‐A	  structure	  (structure	  
without	   calcium	   ions).	   During	   the	   heating	   phase	   of	   the	   second	   structure	   (structure	  
with	  three	  calcium	  ions)	  the	  positional	  restraints	  were	  applied	  to	  every	  residue	  of	  the	  
protein	   and	   all	   ions.	   With	   respect	   to	   the	   MBP-­‐A	   structure	   with	   one	   Ca2+	   ion	   the	  
restraints	  were	  applied	  to	  the	  protein	  atoms	  only.	  For	  every	  input	  structure	  three	  MD	  
simulations	   were	   performed.	   The	   initial	   velocities	   were	   assigned	   randomly	   from	   a	  
Maxwellian	  distribution	  at	  1	  K	  temperature.	  The	  only	  exception	  is	  one	  MD	  simulation	  
of	  the	  structure	  without	  Ca2+	   ions	  were	  the	  initial	  velocities	  were	  calculated	  from	  the	  
acting	  forces.	  
	  
The	  simulations	  were	  performed	  either	  on	  a	  workstation	  or	  on	  a	  cluster	  (see	  Appendix	  
II.A.	   and	   III.K.).	   Prof.	   Andreas	   Rosenauer	   (Institute	   of	   Solid	   State	   Physics,	   Electron	  
Microscopy	  Group,	  University	  of	  Bremen)	  provided	  access	  to	  his	  cluster	  and	  Dr.	  Marco	  
Schowalter	  provided	  assistance	  during	  software	  compilation.	  Additionally	  in	  Appendix	  
III.J.	  exemplary	  input	  files	  for	  the	  “sander”	  module	  are	  given	  as	  well	  as	  the	  shell	  script	  
that	  was	  used	  for	  the	  calls	  of	  “sander”	  with	  the	  corresponding	  input	  files.	  
	  
Initial	  post-­‐processing	  of	   the	   trajectories	   started	  with	   the	   “ptraj”	   software	  module	  of	  
AmberTools.	  Exemplary	  “ptraj”	  scripts	  that	  were	  used	  are	  given	  in	  the	  Appendix	  III.M.	  
All	   coordinate	   (re)start	   files	   (except	   for	   the	   restart	   files	   from	   the	   2	   and	   8	   ns	  
trajectories)	  were	  concatenated	  and	  the	  solute	  was	   imaged	   into	  the	  primary	  unit	  cell	  
shaped	  like	  a	  truncated	  octahedron.	  This	  resulted	  in	  trajectories	  of	  5010	  frames	  used	  
for	  further	  analysis.	  	  
From	  this	  coordinate	  set	  the	  secondary	  structure	  of	  the	  protein	  was	  determined	  with	  
“ptraj”.	  The	  “ptraj”	  module	  implements	  the	  DSSP	  algorithm	  (Kabsch	  &	  Sander	  [1983])	  
to	  determine	  the	  secondary	  structure	  according	  to	  the	  AmberTools	  manual.	  
The	   next	   step	   was	   the	   determination	   of	   the	   backbone	   positional	   fluctuations	   per	  
residue	   of	   the	   simulated	   protein	   structure	   in	   the	   given	   trajectory.	   A	   mass-­‐weighted	  
RMSd	  fit	  of	  all	  backbone	  atoms	  (atom	  types	  CA,	  C,	  N,	  O)	  of	   the	  perlucin	  residues	  1	  to	  
131	  of	  every	  structure	  in	  the	  trajectory	  on	  the	  protein	  structure	  after	  the	  minimization	  
step	  was	  performed	  first.	  Then	  the	  positional	  fluctuations	  for	  the	  backbone	  atoms	  –	  as	  
defined	   above	   –	   were	   calculated	   on	   a	   per	   residue	   basis.	   The	   backbone	   positional	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fluctuation	  per	  residue	  is	  given	  here	  as	  the	  mass-­‐weighted	  average	  of	  the	  fluctuations	  
of	   the	   selected	   backbone	   atoms	   of	   a	   single	   residue.	   The	  mass-­‐weighted	  RMSd	   of	   the	  
perlucin	  protein	  structure	  (residues	  1	   to	  131,	   fit	  on	   the	  structure	  after	  minimization,	  
backbone	   atom	   types:	   CA,	   C,	   N,	   O)	   was	   calculated	   for	   every	   frame	   in	   the	   trajectory.	  
Additionally	   similar	   RMSd	   calculations	   were	   performed	   where	   particular	   sequence	  
segments	  were	  excluded	   from	  the	  RMSd	   fit	  and	   the	  calculation	  (see	  section	  3.2.5.	   for	  
details).	  
To	   evaluate	   the	   interactions	   between	   the	   Ca2+	   ions	   and	   the	   residues	   of	   the	   protein	  
structure	  over	  the	  whole	  simulated	  trajectory	  the	  “hydrogen	  bonding	  facility”	  of	  “ptraj”	  
was	  used.	  As	  “donors”	  all	  nitrogen	  and	  oxygen	  atoms	  of	  the	  protein	  structure	  (residue	  
range	  1	  to	  131)	  were	  specified.	  The	  “acceptors”	  were	  the	  calcium	  ions.	  A	  distance	  not	  
exceeding	  3.0	  Å	  between	  a	  calcium	  ion	  and	  any	  nitrogen	  or	  oxygen	  of	  the	  protein	  in	  a	  
given	   frame	   of	   the	   trajectory	   was	   counted	   as	   a	   “contact”.	   The	   output	   of	   the	   hbond	  
command	   contained	   –	   amongst	   other	   data	   –	   the	   total	   number	   of	   frames	   of	   the	  
trajectory	  that	  a	  “contact”	  between	  an	  “acceptor	  atom”	  and	  a	  “donor	  ion”	  existed	  and	  
the	  average	  distance	  of	  this	  contact.	  Contacts	  that	  existed	  in	  less	  than	  5%	  of	  all	  frames	  
were	  not	  written	  out.	  
For	   further	   analysis	   of	   the	   trajectories	   VMD	   (Humphrey	   et	   al.	   [1996],	   version	   1.8.7)	  
was	   used.	   VMD	  was	   used	   to	   extract	   the	   (Φ,Ψ)	   dihedral	   angles	   (see	   section	   3.2.6.	   for	  
definitions)	   of	   the	   backbone	   atoms.	   The	   AMBER	   topology	   file	   for	   the	   corresponding	  
structure	  as	  well	  as	  the	  complete	  trajectory	  of	  5010	  frames	  was	  loaded	  into	  VMD.	  For	  
the	   first	   ten	   frames	   –	   these	  were	   the	   frames	   that	   included	   the	   initial	   structure	   from	  
“leap”,	   the	   minimized	   structure	   and	   the	   structures	   (restart	   files)	   after	   each	   MD	  
simulation	  with	  restraints	  (this	  included	  the	  heating	  phase	  and	  and	  the	  gradual	  release	  
of	   the	   restraints	   at	   300	  K)	   –	   the	   dihedral	   angles	  were	  written	   out.	   Subsequently	   for	  
every	   25th	   frame	   of	   the	   recorded	   trajectory	   of	   the	   unconstrained	  MD	   simulation	   the	  
backbone	   dihedral	   angles	   were	   extracted	   as	   well.	   This	   resulted	   in	   210	   pairs	   of	  
backbone	  dihedral	  angles	  per	  residue	  per	  MD	  simulation.	  
The	  SASA	  per	  residue	  was	  also	  determined	  with	  VMD	  (measure sasa	  command).	  After	  
loading	  the	   topology	  and	  trajectory,	   to	  every	  atom	  type	  –	  as	  defined	   in	   the	  “parm99”	  
parameter	   set	   –	   was	   assigned	   a	   new	   value	   for	   the	   radius	   in	   VMD	   (instead	   of	   the	  
automatically	   assigned	   radius	   from	  VMD).	  Here	   the	   van	  der	  Waals-­‐radii	   given	   in	   the	  
“parm99”	  parameter	  set	  were	  assigned	  to	  the	  corresponding	  atoms.	  Consequently	  the	  
van	  der	  Waals-­‐radius	  for	  water	  from	  this	  parameter	  set	  (1.7683	  Å)	  was	  used	  as	  probe	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radius	  for	  the	  SASA	  determination.	  The	  relative	  solvent	  accessible	  surface	  area	  (rSASA)	  
per	  residue	  was	  estimated	  as	  the	  ratio	  of	  the	  SASA	  of	  the	  complete	  residue	  as	  part	  of	  
the	  whole	  protein	  structure	  and	  the	  SASA	  of	  the	  complete	  residue	  (in	  the	  conformation	  
in	   the	   structure	   from	   the	   current	   trajectory	   frame)	  without	   the	   surrounding	  protein.	  
The	  SASA	  of	  the	  whole	  protein	  structure	  in	  each	  frame	  of	  the	  trajectory	  was	  calculated	  
as	   well.	   The	   SASA	   values	   were	   calculated	   for	   the	   same	   frames	   as	   described	   for	   the	  
extraction	  of	  the	  (Φ,Ψ)	  dihedral	  angles.	  
The	  Tcl	  scripts	  that	  were	  used	  for	  the	  calculation	  of	  the	  dihedral	  angles	  and	  the	  SASA	  
values	  can	  be	  found	  in	  the	  Appendix	  III.N.	  
	  
The	  data	  from	  the	  “ptraj”	  and	  VMD	  analysis	  were	  further	  processed	  with	  the	  IGOR	  Pro	  
software	  package	  (WaveMetrics,	  Lake	  Oswego,	  Oregon,	  USA).	  The	  scripts	  can	  be	  found	  
in	  Appendix	  III.P.	  It	  was	  the	  aim	  to	  obtain	  condensed	  representative	  values/data	  for	  a	  
given	  initial	  structure.	  The	  representative	  data	  for	  a	  given	  input	  model	  was	  calculated	  
as	   the	   arithmetic	   mean	   from	   each	   of	   the	   concatenated	   trajectories	   belonging	   to	   the	  
corresponding	  input	  model.	  In	  particular	  the	  following	  steps	  were	  performed.	  
The	  mean	  of	   the	  RMSd-­‐time	  course	  and	  positional	   fluctuations	  was	  simply	  calculated	  
as	  the	  arithmetic	  mean	  of	  the	  results	  from	  the	  simulated	  trajectories	  for	  the	  same	  input	  
structure.	  
In	  terms	  of	  the	  secondary	  structure	  the	  time	  dependent	  conformation	  of	  every	  residue	  
adopted	   was	   not	   assessed	   explicitly.	   Only	   the	   summary	   output	   –	   the	   percentage	   of	  
frames	  a	  particular	  residue	  adopts	  a	  conformation	  that	  belongs	  to	  a	  certain	  secondary	  
structure	   element	   –	   of	   “ptraj”	   was	   used	   for	   averaging.	   The	   secstruct	   command	  
discriminates	  between	  the	  α-­‐helix,	  π-­‐helix,	  3/10-­‐helix,	  parallel	  β-­‐sheet,	  anti-­‐parallel	  β-­‐
sheet	  and	  turns	  (see	  AmberTools	  manual).	  In	  a	  first	  step	  the	  percentage	  values	  of	  the	  
α-­‐helix,	  π-­‐helix	  and	  3/10-­‐helix	  conformations	   for	  a	  residue	  were	  added	  to	  obtain	   the	  
percentage	   of	   frames	   of	   the	  whole	   trajectory	  where	   a	   residue	   is	   in	   a	   general	   helical	  
conformation.	   In	   the	   same	   manner	   the	   percentage	   values	   for	   both	   of	   the	   β-­‐strand	  
conformations	  were	  added	  to	  obtain	  a	  general	  strand	  conformation.	   In	  a	  second	  step	  
the	   average	   percentage	   a	   residue	   adopts	   a	   general	   helical,	   general	   strand	   or	   turn	  
conformation	   in	   a	   MD	   simulation	   series	   was	   calculated.	   Therefore	   the	   percentage	  
values	  obtained	   from	   the	   concatenated	   trajectories	  of	   the	   same	   input	   structure	  were	  
averaged.	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The	  mean	  rSASA	  value	  per	  residue	  was	  calculated	  from	  structures	  from	  210	  frames	  of	  
each	  trajectory.	  In	  a	  first	  step	  the	  arithmetic	  mean	  of	  the	  rSASA	  as	  well	  as	  the	  average	  
deviation	  from	  the	  mean	  was	  calculated	  for	  every	  residue.	  Then	  the	  arithmetic	  means	  
of	   these	   values	   from	   the	   different	  MD	   simulations	   of	   the	   same	   input	   structure	  were	  
calculated.	  
The	   post-­‐processing	   of	   the	   time	   course	   of	   dihedral	   angles	   of	   the	   single	   residues	  
required	  special	  care.	   It	  was	  desirable	  to	  obtain	  average	  values	  of	   the	  (Φ,Ψ)	  dihedral	  
angles	  for	  every	  residue	  in	  the	  210	  coordinate	  frames	  of	  each	  trajectory.	  The	  dihedral	  
angle	  is	  a	  periodic	  quantity.	  If	  a	  residue	  is	  in	  an	  extended	  conformation	  (e.g.	  β-­‐strand)	  
the	  (Φ,Ψ)	  point	  lays	  in	  the	  second	  quadrant	  of	  the	  Ramachandran	  plot	  (Φ	  on	  horizontal	  
axis,	  Ψ	  on	  the	  vertical	  axis).	  Due	  to	  the	  definition	  of	  the	  dihedral	  angle	  the	  values	  can	  
jump	   from	  a	  positive	  Ψ	  value	   (close	   to	  +180°)	   to	  a	  negative	  Ψ	  value	   (close	   to	   -­‐180°)	  
and	  the	  same	  situation	  can	  occur	  for	  the	  Φ	  angle	  value	  (see	  also	  Fig.	  3.2.20.).	  Of	  course	  
the	   magnitude	   of	   the	   difference	   of	   dihedral	   angles	   of	   a	   given	   residue	   between	   two	  
subsequent	  coordinate	  frames	  can	  depend	  on	  the	  time	  interval	  between	  these	  frames.	  
If	  the	  value	  of	  an	  angle	  switches	  between	  positive	  and	  negative	  values	  and	  it	  does	  not	  
cross	  zero	  degrees	  on	  the	  abscissa	  (or	  ordinate)	  then	  the	  naïve	  computation	  of	  a	  mean	  
value	  would	  lead	  to	  a	  wrong	  result.	  
To	  compute	  the	  correct	  mean	  of	  an	  angle	  one	  would	  have	  to	  collect	  the	  angles	  with	  the	  
highest	   time	   resolution	   possible	   (here:	   2	   ps)	   in	   a	   first	   step.	   Afterwards	   it	   would	   be	  
necessary	   to	   keep	   track	   when	   the	   value	   on	   the	   angle	   leaves	   one	   quadrant	   without	  
crossing	   zero	   degrees	   on	   the	   abscissa/ordinate	   during	   the	   time	   course.	   This	   would	  
enable	  one	  to	  calculate	  the	  mean	  angle	  in	  an	  extended	  angle	  interval	  and	  then	  map	  the	  
mean	  back	  into	  the	  [-­‐180°,	  +180°]	  interval.	  	  
Here	  a	  heuristic	  approach	  was	  used	  to	  estimate	  the	  mean	  value	  of	  the	  dihedral	  angles	  
from	  the	  coordinate	  sets	  with	  a	  low	  time	  resolution	  (210	  frames	  out	  of	  5010	  available	  
frames).	  Considering	  the	  time	  course	  of	  the	  Φ	  or	  Ψ	  angle	  for	  a	  given	  residue	  following	  
steps	  were	  executed.	  Firstly	  the	  total	  number	  𝑁𝑁!"#	  of	  angle	  values	  that	  were	  above	  and	  
below	   a	   certain	   threshold	   were	   counted	   (individually	   for	   each	   angle	   type	   Φ	   or	   Ψ)	  
starting	  from	  the	  minimized	  structure.	  These	  thresholds	  were:	  above	  +100°	  and	  below	  
-­‐130°	  for	  Ψ	  as	  well	  as	  above	  130°	  and	  below	  -­‐50°	  for	  Φ.	  If	  the	  ratio	  of	  𝑁𝑁!"#	  and	  the	  total	  
number	  of	  recorded	  angles	  (here:	  210)	  was	  below	  0.9	  then	  the	  arithmetic	  mean	  of	  the	  
angle	  in	  the	  time	  course	  was	  calculated	  as	  usual.	  But	  if	  this	  condition	  was	  not	  met,	  to	  all	  
negative	  angles	  a	  value	  of	  360°	  was	  added	  or	  from	  all	  positive	  angles	  a	  value	  of	  360°	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was	  subtracted.	  If	  more	  angles	  had	  a	  negative	  value	  than	  a	  positive	  one	  the	  addition	  of	  
360°	  to	  the	  negative	  values	  was	  performed	  and	  vice	  versa.	  Afterwards	  the	  arithmetic	  
mean	  of	  the	  time	  course	  of	  the	  angle	  was	  computed	  from	  all	  210	  angle	  values.	  Then	  the	  
average	  deviation	  of	  the	  mean	  was	  calculated	  for	  each	  angle	  time	  course.	  If	  the	  mean	  
had	  a	  value	  greater	   than	  180°	   the	   former	  added	  value	  of	  360°	  was	   subtracted.	   If	   the	  
value	  of	  the	  mean	  was	  smaller	  than	  -­‐180°	  then	  the	  former	  subtracted	  360°	  were	  added.	  
In	   case	   the	   mean	   is	   between	   -­‐180°	   and	   180°	   no	   further	   arithmetic	   operation	   was	  
performed.	  These	  procedures	  were	  repeated	  for	  every	  angle	  type	  and	  every	  residue.	  
It	  was	   tested	   if	   a	   difference	   in	   the	   calculated	  mean	   of	   the	   angles	   occurred	  when	   the	  
value	   of	   360°	  was	   subtracted	   from	   (added	   to)	   all	   positive	   (negative)	   angle	   values	   if	  
most	  of	   the	  angles	  of	   in	  a	   time	  course	  were	  negative	   (positive).	  The	  results	  obtained	  
from	   two	   exemplary	   trajectories	   (one	   of	   a	   perlucin	   and	   the	   other	   of	   a	   MBP-­‐A	  
simulation)	   showed	  no	  differences	  with	   respect	   to	   the	   calculated	  arithmetic	  mean	  of	  
the	  Φ	  or	  Ψ	  angle	  per	  residue.	  
When	   the	  mean	   values	   of	   the	  Φ	   and	  Ψ	   angles	   for	   every	   residue	   in	   every	   of	   the	   210	  
coordinate	   sets	   were	   calculated	   these	   means	   were	   averaged	   a	   second	   time	   over	   all	  
trajectories	  from	  the	  same	  initial	  structure.	  The	  arithmetic	  mean	  was	  calculated	  for	  the	  
preceding	   means	   as	   well	   as	   the	   average	   deviation	   from	   the	   mean.	   Prior	   to	   this	  
averaging	  the	  same	  precautions	  as	  described	  above	  had	  to	  be	  taken.	  It	  happened	  that	  
the	  mean	   angle	   values	   of	   certain	   residues	   appear	   near	   ±	   180°	   in	   one	   trajectory	   and	  
with	  similar	  absolute	  value	  but	  reversed	  sign	  in	  another	  trajectory.	  This	  seemed	  only	  
to	  be	  the	  case	  for	  a	  few	  residues	  according	  to	  a	  crude	  visual	  inspection.	  Therefore	  the	  
average	  angle	  values	  of	  those	  residues	  were	  corrected	  manually.	  
No	   sophisticated	   computational	   procedure	   was	   employed	   to	   evaluate	   the	   contacts	  
between	   Ca2+	   ions	   and	   protein	   oxygen	   or	   nitrogen	   atoms.	   The	   “ptraj”	   output	   was	  
loaded	  into	  Microsoft	  Excel	  spreadsheets	  for	  further	  calculations	  of	  averages.	  
	  
It	   was	   desirable	   to	   condense	   the	   information	   further	   and	   to	   assign	   the	   following	  
properties	   to	   every	   residue	   after	   the	  MD	   simulation	   series	   of	   different	   input	   protein	  
structures.	  
The	  SASA	  calculations	  allowed	  classifying	  a	  residue	  as	  “buried”	  if	  the	  average	  relative	  
SASA	  of	  a	  residue	  was	  equal	  or	  below	  5%	  in	  the	  corresponding	  MD	  simulation	  series.	  	  
In	  terms	  of	  the	  secondary	  structure	  a	  residue	  was	  considered	  to	  be	   in	  general	  helical	  
(or	  strand	  or	  turn)	  conformation	  if	  the	  residue	  was	  on	  average	  in	  at	   least	  75%	  of	  the	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analysed	   trajectory	   frames	   from	   a	   MD	   simulation	   series	   in	   the	   corresponding	  
conformation.	  
For	   the	   determination	   of	   the	   protein	   residues	   in	   close	   contact	   to	   the	   calcium	   ions	  
following	  approach	  was	  used.	  The	  percentage	  of	  frames	  in	  which	  the	  distance	  between	  
a	   calcium	   ion	   and	   a	   certain	   oxygen	   or	   nitrogen	   atom	   was	   below	   or	   equal	   to	   the	  
threshold	  of	  3.0	  Å	  was	  averaged	  over	  all	  trajectories	  of	  the	  same	  input	  structure.	  After	  
this	  calculation	  every	  residue	  that	  had	  at	  least	  one	  atom	  in	  at	  least	  75%	  of	  all	  trajectory	  
frames	  in	  close	  contact	  (distance	  ≤ 3  Å)	  to	  a	  Ca2+	  ion	  was	  identified.	  The	  time	  evolution	  
of	   the	  distance	  between	   the	  Ca2+	   ions	   and	  protein	   atoms	  distance	  was	  not	   evaluated	  
explicitly.	  
	  
The	   trajectories	   of	   the	   reference	   protein	  MBP-­‐A	  were	   evaluated	   in	   the	   same	   fashion	  
except	  that	  the	  RMSd	  calculations	  were	  performed	  only	  for	  the	  complete	  residue	  range.	  
No	  particular	  segments	  were	  excluded	  from	  the	  calculation	  or	  fit.	  
	  
4.3. Computational	  docking	  studies	  
In	   the	   first	   step	   the	  water	  molecules	   and	  every	   ion	  except	   for	   the	   calcium	   ions	  were	  
“stripped	   off”	   the	   MD	   perlucin	   trajectories	   with	   the	   “ptraj”	   software	   module	   from	  
AMBER.	   Afterwards	   every	   perlucin	   initial	   structure	   of	   the	  MD	   simulation	   series	  was	  
loaded	  into	  the	  “tleap”	  software	  module	  and	  new	  coordinate	  and	  topology	  files	  without	  
water	  and	  ions	  –	  except	  for	  calcium	  ions	  –	  were	  prepared.	  The	  PDB	  files	  of	  these	  initial	  
structures	  were	  created	  with	  the	  “ambmask”	  utility	  of	  AMBER.	  Note	  that	  in	  some	  cases	  
a	  “TER”	  flag	  had	  to	  be	  included	  in	  the	  PDB	  file	  between	  the	  protein	  and	  the	  first	  ion	  as	  
well	  as	  between	  every	  ion.	  Otherwise	  these	  PDB	  files	  might	  not	  be	  correctly	  read	  in	  by	  
“leap”.	  
	  
A	  cluster	  analysis	  (see	  e.g.	  Shao	  et	  al.	  [2007])	  of	  all	  perlucin	  MD	  simulation	  trajectories	  
(see	  section	  4.2.)	  was	  performed	  with	  the	  “ptraj”	  module.	  In	  this	  analysis	  the	  reduced	  
MD	  simulation	  trajectories	  as	  described	  in	  the	  preceding	  paragraph	  were	  used.	  Except	  
for	   the	   first	  nine	   frames	   (they	   included	   the	   initial	   structure,	   the	  minimized	   structure	  
and	   every	   but	   the	   last	   restart	   structure	   from	   the	   heating	   phase)	   every	   frame	   in	   the	  
reduced	  trajectories	  was	  considered	  (in	  total	  5001).	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The	  cluster	  algorithm	  used	  in	  all	  analysis	  here	  was	  the	  “average	  linkage”	  (see	  Shao	  et	  
al.	  [2007])	  algorithm.	  In	  every	  case	  the	  clustering	  metric	  was	  the	  mass-­‐weighted	  RMSd	  
of	  the	  Cα	  atoms	  of	  the	  residues	  1	  to	  131	  (note	  that	  in	  the	  case	  of	  perlucin	  MD	  simulation	  
series	  with	  four	  calcium	  ions	  (run09)	  the	  residues	  1	  to	  135	  were	  actually	  simulated).	  
Representative	  and	  average	  structures	  were	  written	  out	  in	  PDB	  format.	  No	  trajectories	  
of	  clustered	  structures	  were	  written	  out.	  	  
In	  a	  first	  round	  a	  cluster	  count	  of	  1	  was	  used	  without	  sieve	  to	  generate	  the	  full	  pairwise	  
RMSd	   matrix	   and	   the	   full	   list	   of	   merging	   steps.	   After	   the	   full	   list	   of	   merging	   (or	  
clustering)	   steps	   was	   calculated	   in	   a	   second	   round	   the	   representative	   and	   average	  
structures	  after	  clustering	  the	  trajectory	  into	  2,	  3,	  4,	  5,	  6,	  7,	  8,	  9,	  10,	  12	  ,	  14,	  16,	  18	  and	  
20	   clusters	   were	   calculated	   separately.	   Note	   although	   the	   average	   structures	   were	  
calculated	  they	  were	  not	  used	  any	  further.	  Exemplary	  “ptraj”	  input	  files	  can	  be	  found	  in	  
Appendix	  III.M.	  	  
As	  additional	  information	  the	  cluster	  facility	  of	  “ptraj”	  calculated	  the	  “Davies-­‐Bouldin-­‐
Index”	  (DBI),	  the	  “pseudo	  F-­‐statistic”	  (pSF),	  the	  critical	  distance	  (cD)	  and	  the	  “SSR/SST	  
ratio”	  (see	  section	  3.3.1.).	  	  
For	   each	  MD	   simulation	   series	   of	   perlucin	   only	   the	   representative	   structures	   of	   the	  
cluster	  analysis	  with	  a	  cluster	  count	  of	  10	  were	  used	  in	  the	  following	  analyses.	  The	  60	  
structures	   of	   the	  MD	   simulation	   series	   of	   perlucin	  with	   four	   ions	  were	   copied	   into	   a	  
single	   text	   file.	   Care	   had	   to	   be	   taken	   that	   after	   any	   structure	   an	   “END”	   flag	   was	  
included.	   This	   facilitated	   further	   processing	   with	   VMD.	   In	   the	   same	   manner	   the	   30	  
structures	   of	   the	   MD	   simulation	   series	   with	   two	   and	   without	   calcium	   ions	   were	  
concatenated	  into	  single	  files.	  
The	  following	  calculations	  were	  performed	  with	  VMD	  (Humphrey	  et	  al.	  [1996],	  version	  
1.8.7)	   on	   each	   of	   the	   aforementioned	   three	   files	   separately.	   Two	   operations	   were	  
performed	  for	  each	  pair	  of	  structures.	  Firstly	  the	  structures	  were	  pairwise	  superposed	  
so	  that	  the	  mass-­‐weighted	  backbone	  (atoms	  Cα,	  C,	  N,	  O)	  RMSd	  of	  particular	  segments	  is	  
minimized	   (see	   Table	   2.3.1.	   second	   column).	   In	   a	   second	   step	   (directly	   after	   the	  
aforementioned	   superposition)	   the	  mass-­‐weighted	   backbone	   RMSd	  was	   calculated	   –	  
without	   another	   superposition	   –	   between	   the	   remaining	   segments	   (see	   Table	   2.3.1.	  
third	  column).	  The	  Tcl	  script	  can	  be	  found	  in	  Appendix	  III.N.4.	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MD	  simulation	  series	   residues	  for	  
superposition	  (fit)	  
residues	  for	  RMSd	  
calculation	  (no	  fit)	  
perlucin	  with	   four	  calcium	   ions	  
(run09)	  
1-­‐51,	   62-­‐67,	   76-­‐77,	   88-­‐
89,	  102-­‐105,	  114-­‐131	  
52-­‐61,	   68-­‐75,	   78-­‐87,	  
90-­‐101,	  106-­‐113	  
perlucin	  with	   two	   calcium	   ions	  
(run21)	  
1-­‐49,	   62-­‐67,	   76-­‐77,	   88-­‐
89,	  102-­‐105,	  114-­‐131	  
50-­‐61,	   68-­‐75,	   78-­‐87,	  
90-­‐101,	  106-­‐113	  
perlucin	   without	   calcium	   ions	  
(run22)	  
1-­‐49,	   63-­‐67,	   76-­‐77,	   88-­‐
89,	  102-­‐105,	  114-­‐131	  
50-­‐62,	   68-­‐75,	   78-­‐87,	  
90-­‐101,	  106-­‐113	  
	  
Table	   2.3.1.	   Summary	   of	   the	   perlucin	   segments	   that	   were	   used	   for	   backbone	   RMSd	  
superposition	  and	  RMSd	  calculation.	  
	  
Afterwards	   for	   each	  MD	   simulation	   series	   the	  median	   of	   the	   backbone	   RMSd	   values	  
from	   the	   segments	   not	   used	   for	   the	   superposition	  was	   calculated.	   Then	   that	   pair	   of	  
structures	  was	  selected	  whose	  backbone	  RMSd	  value	  was	  closest	  to	  the	  median	  when	  
approaching	   the	  median	   from	  higher	  RMSd	  values	   (IGOR	   script	   is	   given	   in	  Appendix	  
III.P.5.).	  
	  
The	  program	  ATTRACT	  (Zacharias	  [2003],	  Fiorucci	  &	  Zacharias	  [2010])	  that	  was	  used	  
for	  the	  docking	  study	  was	  obtained	  directly	  from	  Prof.	  Martin	  Zacharias	  (TU	  München,	  
T38	  Lehrstuhl	  für	  Theoretische	  Biophysik	  -­‐	  Molekulardynamik)	  in	  July	  2011.	  Following	  
steps	  were	  performed	  to	  prepare	  the	  perlucin	  structure	  files	  obtained	  from	  the	  cluster	  
analysis	  for	  ATTRACT.	  Every	  residue	  named	  “CYX”	  was	  renamed	  “CYS”	  as	  well	  as	  “HIE”	  
was	  renamed	  into	  “HIS”.	  Every	  calcium	  ion	  if	  present	  was	  removed	  from	  the	  structures.	  
All	  hydrogen	  atoms	  were	  removed.	  This	  was	  done	  with	  the	  BASH	  command:	  grep –vwE 
“[0-9]?H[^I].”.	   These	   steps	  were	   necessary	   since	   the	   “reduce”	   software	  module	   of	  
ATTRACT	   (see	   below)	   was	   not	   designed	   to	   handle	   hydrogen	   atoms,	   non-­‐standard	  
proteins	  residue	  names	  and	  ions.	  
Additionally	   the	   residues	  132	   to	  135	   in	   the	   structures	   from	   the	  perlucin	   simulations	  
with	   four	   calcium	   ions	  were	   removed	   so	   that	   every	   structure	   contained	   the	  perlucin	  
residues	  up	  to	  residue	  131.	  	  
Every	   structure	   was	   duplicated	   and	   one	   labelled	   as	   “ligand”	   and	   the	   other	   as	  
“receptor”.	   In	   the	   following	   the	   “receptor”	   denotes	   the	   structure	   that	  was	   kept	   fixed	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during	   the	   docking	   analysis	   whereas	   the	   “ligand”	   was	   movable.	   Then	   the	   full	   atom	  
representation	  of	  each	   ligand	  and	  receptor	  was	  reduced	  with	  the	  “reduce”	  module	  of	  
the	  ATTRACT	  package.	  
	  
The	  next	  steps	  were	  only	  performed	   for	   those	  pairs	  of	   ligand	  and	  receptor	   that	  have	  
the	   identical	   structure:	   e.g.	   for	   the	   receptor	   and	   ligand	   that	   correspond	   both	   to	  
structure	  X	  and	  not	  for	  receptor	  from	  structure	  X	  and	  ligand	  from	  structure	  Y.	  With	  the	  
“translate”	   software	   module	   of	   ATTRACT	   starting	   positions	   of	   the	   reduced	   ligand	  
around	   the	   reduced	   receptor	  were	   calculated	   and	   stored	   in	   “translate.dat”.	   Then	   the	  
“attractmulti”	   software	  module	  was	  executed	   to	  perform	  a	   systematic	  docking	  of	   the	  
rigid	  receptor	  and	  ligand.	  Besides	  the	  “translate.dat”	  the	  “attractmulti”	  module	  needed	  
further	   parameter	   files.	   The	   file	   “parmw.par”	   contained	   force	   field	   parameters	  
(Fiorucci	  &	  Zacharias	  [2010])	  and	  the	  file	  “rotation.dat”	  described	  the	  orientations	  of	  
the	  ligand	  relative	  to	  the	  receptor	  at	  the	  starting	  positions.	  Additionally	  the	  parameters	  
of	  the	  minimization	  protocol	  must	  be	  available	  in	  “attract.inp”.	  The	  last	  two	  files	  were	  
taken	  from	  the	  “example	  1”	  (example	  of	  a	  systematic	  docking	  of	  rigid	  structures)	  folder	  
of	  the	  ATTRACT	  program	  package.	  They	  can	  be	  found	  in	  III.Q.	  
Four	   minimization	   steps	   with	   respect	   to	   translational	   and	   rotational	   degrees	   of	  
freedom	   of	   the	  whole	   ligand	   structure	  were	   performed.	   The	   first	   one	   comprised	   30	  
steps	   with	   a	   squared	   pair-­‐list	   calculation	   cut-­‐off	   distance	   of	  1000  Å!.	   In	   the	   second	  
minimization	  the	  same	  number	  of	  steps	  was	  used	  but	  the	  squared	  cut-­‐off	  was	  reduced	  
to	  500  Å!.	  In	  both	  cases	  a	  harmonic	  restraint	  acted	  between	  the	  center	  of	  the	  receptor	  
and	  the	  closest	  Cα	  atom	  of	  the	  ligand.	  The	  force	  constant	  was	  0.00025 ⋅ 𝑅𝑅 ⋅ 𝑇𝑇/Å!.	  Then	  
followed	  two	  unrestrained	  minimizations	  with	  a	  squared	  cut-­‐off	  of	  50  Å!	  of	  50	  and	  100	  
steps	  respectively.	  
Finally	   “attractmulti”	   needed	   a	   file	   named	   “standard.pdb”.	   In	   docking	   studies	   with	  
known	   positions	   of	   the	   receptor	   and	   the	   ligand	   the	   aforementioned	   file	   usually	  
contained	  the	  native	  atomic	  coordinates	  of	  the	   ligand.	  Since	  no	  native	   ligand	  position	  
was	  known	  in	  the	  case	  of	  the	  perlucin-­‐perlucin	  interaction	  the	  reduced	  coordinates	  of	  
the	  receptor	  were	  copied	  into	  the	  “standard.pdb”	  file.	  
	  
The	  calculated	  results	  were	  ranked	  according	  to	  the	  ascending	  effective	  energy	  (shell	  
command:	  sort –k 2n,2n).	  The	  term	  “effective”	  is	  used	  since	  the	  energies	  between	  the	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receptor	   and	   ligand	   were	   calculated	   on	   the	   basis	   of	   a	   reduced	   protein	   model.	  
Afterwards	   from	   the	   ranked	   complexes	   those	   were	   extracted	   that	   were	   unique	   and	  
symmetrical.	   This	  was	   done	  with	   the	   “collect_sym”	   software	  module	   that	   stored	   the	  
unique	  and	  symmetrical	  complexes	  in	  a	  single	  file.	  
	  
After	   execution	   of	   the	   “collect_sym”	  module	   the	   unique	   and	   symmetrical	   complexes	  
were	   still	   ranked	   according	   to	   the	   effective	   energy.	   Additionally	   the	   structures	  were	  
still	  in	  the	  reduced	  form.	  It	  was	  desirable	  to	  obtain	  the	  residues	  that	  participate	  in	  the	  
interface	  of	   the	  docked	  complexes.	  To	  achieve	   this	  aim	  several	  steps	  were	  necessary.	  
For	   every	   docking	   run	   (six	   in	   total)	   the	   original	   full-­‐atom	   representative	   perlucin	  
structure	  was	  copied	  two	  times	  in	  a	  single	  file	  but	  with	  different	  chain	  identifiers	  “A”	  
and	   “B”	   (residues	  1	   to	  131	   and	  no	   ions).	  Note	   that	   between	   these	   two	   chains	  only	   a	  
“TER”	  card	  had	  to	  occur.	  Only	  after	  the	  last	  chain	  an	  “END”	  card	  had	  to	  be	  placed.	  This	  
was	   done	   separately	   for	   every	   perlucin	   docking	   run	   and	  was	   required	   for	   the	   VMD	  
analysis	  described	  in	  the	  following.	  
Then	  this	  structure	  file	  with	  two	  identical	  structures	  but	  different	  chain	  labels	  and	  the	  
file	  containing	   the	  docked	  symmetrical	  and	  unique	  complexes	  were	   loaded	   into	  VMD	  
(Humphrey	  et	  al.	  [1996],	  version	  1.8.7).	  
Basically	   with	   VMD	   following	   steps	   were	   performed	   (the	   script	   can	   be	   found	   in	  
Appendix	   III.N.5.).	  To	   the	   full-­‐atom	  structures	   the	  vdW-­‐radii	   of	  Bondi	   (Bondi	   [1964],	  
see	  Table	  1	  therein)	  were	  assigned.	  The	  solvent	  probe	  radius	  was	  set	  to	  1.4  Å.	  Then	  for	  
each	  complex	  the	  full-­‐atom	  structure	  labelled	  “chain	  A”	  was	  superposed	  (RMSd	  fit	  on	  
Cα	  atoms)	  onto	  the	  reduced	  ligand	  of	  the	  complex.	  In	  the	  same	  manner	  full-­‐atom	  “chain	  
B”	   was	   fitted	   onto	   the	   reduced	   receptor.	   Then	   for	   every	   residue	  𝑖𝑖	  of	   “chain	   A”	   and	  
“chain	   B”	   their	   SASA	   in	   the	   docked	   complex	   (𝑆𝑆!"#$%
! ),	   in	   the	   monomeric	   structure	  
(𝑆𝑆!"#"! )	   and	   isolated	   case	   (𝑆𝑆!"##
! )	   were	   calculated.	   If	   the	   rSASA	   (𝑆𝑆!"#"! /𝑆𝑆!"##
! )	   of	   any	  
residue	   did	   not	   exceed	   5%	   it	   was	   considered	   to	   be	   buried.	   Buried	   residues	   were	  
assumed	  not	   to	  be	   interface	  residues.	  For	  non-­‐buried	  residues	   the	  difference	  of	   their	  





















! 	   (2.3.1.)	  
	  
and	   stored	   separately	   for	   the	   ligand	   and	   receptor.	   Additionally	   the	   full	   SASA	   of	   the	  
complex,	  the	  receptor	  and	  the	  ligand	  structure	  was	  calculated.	  Note	  that	  the	  procedure	  
described	   above	   did	   not	   include	   any	   procedures	   to	   check	   and/or	   remedy	   potential	  
steric	  overlap	  after	  the	  fit	  of	  the	  full-­‐atom	  structures.	  
	  
The	  docking	  analysis	  was	  also	  performed	  with	  two	  reference	  CTLD	  structures	  known	  
to	   form	   dimers:	   tunicate	   C-­‐type	   lectin	   (TC14,	   PDB	   accession	   code	   1TLG,	   Poget	   et	   al.	  
[1999])	  and	  human	  CD69	  (CD69,	  PDB	  accession	  code	  1E8I,	  Llera	  et	  al.	  [2001]).	  
Both	  PDB	  files	  contained	  two	  chains	  “A”	  and	  “B”.	  Each	  of	  those	  chains	  was	  copied	  into	  a	  
separate	  file.	  Everything	  except	  for	  protein	  residues	  was	  removed	  from	  the	  files.	  Then	  
each	   chain	  was	   loaded	  with	   the	   “leap”	  module	  of	  AMBER	   to	   include	  hydrogen	  atoms	  
and	   add	  missing	   heavy	   atoms.	  Only	   the	   C-­‐terminal	  Asp124	   (PDB	  numbering)	   of	   TC14	  
lacked	  heavy	  atoms.	  In	  the	  case	  of	  chain	  A	  of	  TC14	  these	  were	  four	  sidechain	  atoms	  and	  
the	  terminal	  oxygen.	  In	  terms	  of	  chain	  B	  three	  backbone	  atoms	  (C,	  N,	  terminal	  O)	  and	  
one	  sidechain	  atom	  was	  missing.	  The	  result	  of	  the	  automatic	  heavy	  atom	  placement	  by	  
“leap”	  appeared	  to	  be	  strange	   in	   the	  case	  of	  chain	  B.	  Therefore	   the	  C-­‐terminal	  Asp124	  
(PDB	   numbering)	   of	   chain	   B	   was	   removed	   (no	   conversion	   of	   Leu123	   to	   a	   terminal	  
residue).	  
Note	  that	  disulphide	  bridges	  were	  accidentally	  not	  set	  for	  the	  chains	  of	  TC14	  and	  CD69.	  
Consequently	  a	  hydrogen	  atom	  was	  attached	  to	  the	  sulphur	  atom	  in	  Cys	  residues.	  Since	  
the	  docking	  analysis	  was	  performed	   in	  a	   reduced	  protein	   representation	   this	  had	  no	  
effect	  on	  the	  docking	  performed	  with	  ATTRACT.	  In	  case	  of	  the	  SASA	  calculations	  it	  was	  
assumed	  that	  the	  additional	  hydrogen	  atom	  on	  the	  sulphur	  atom	  influences	  the	  rSASA	  
of	  the	  Cys	  residues	  only	  to	  a	  minor	  extent.	  
Afterwards	  the	  hydrogen	  atoms	  were	  removed	  again	  with	  the	  same	  shell	  command	  as	  
described	  above.	  This	  produced	  two	  structure	  files	   for	  every	  chain:	  with	  and	  without	  
“leap”	   generated	   hydrogen	   atoms.	   Each	   chain	   without	   hydrogen	   atoms	   was	  
transformed	  into	  a	  reduced	  representation	  with	  the	  “reduce”	  module.	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In	  total	  four	  docking	  runs	  were	  performed	  with	  the	  reference	  structures.	  With	  each	  of	  
the	   four	   chains	   of	   the	   two	   reference	   structures	   a	   docking	   run	   was	   executed.	   For	  
example	  one	  run	  was	  performed	  with	  chain	  A	  of	  TC14	  as	  receptor	  and	  ligand	  structure	  
and	  so	  on.	  So	  the	  next	  steps	  were	  performed	  individually	   for	  each	  of	   the	  chains	   from	  
the	  two	  structures.	  The	  reduced	  chain	  was	  duplicated	  and	  one	  was	  denoted	  as	  “ligand”	  
and	   the	   other	   as	   “receptor”.	   The	   “receptor”	   was	   kept	   fixed	   during	   the	   docking	   run	  
whereas	   the	   “ligand”	   was	   able	   to	   move.	   With	   the	   “translate”	   module	   of	   ATTRACT	  
starting	  positions	  of	  the	  ligand	  around	  the	  receptor	  were	  calculated	  and	  stored	  in	  the	  
file	   “translate.dat”.	   Then	   the	   “attractmulti”	   module	   was	   executed	   to	   perform	   a	  
systematic	  docking	  of	  receptor	  and	  ligand.	  Besides	  the	  “translate.dat”	  the	  “attractmulti”	  
module	   needed	   further	   parameter	   files.	   The	   additional	   files	   (“parmw.par”,	  
“rotation.dat”	   and	   “attract.inp”)	   were	   the	   same	   as	   for	   the	   perlucin	   structures	   (see	  
preceding	  paragraphs).	  	  
In	   contrast	   to	   the	   systematic	   docking	   of	   perlucin	   structures	   the	   coordinates	   of	   the	  
native	   complex	   (receptor	   and	   ligand)	   of	   the	   reference	   proteins	   were	   known.	  
Consequently	   the	   file	   “standard.pdb”	   contained	   in	   every	   systematic	   docking	   run	   the	  
corresponding	   reduced	   coordinates	  of	   the	  native	   ligand.	   For	   example	   in	  one	  docking	  
run,	  where	  chain	  A	  of	  TC14	  was	   the	  structure	   for	   the	  receptor	  and	   ligand,	  chain	  B	  of	  
TC14	  would	  be	  used	  (in	  the	  reduced	  representation)	  as	  “standard.pdb”.	  
	  
After	   the	   systematic	   docking	   runs	   of	   the	   reference	   proteins	   it	  was	   proceeded	   in	   the	  
same	   manner	   as	   in	   the	   case	   of	   perlucin.	   The	   calculated	   complexes	   were	   ranked	  
according	  to	  the	  ascending	  effective	  energy	  and	  the	  unique	  and	  symmetrical	  complexes	  
were	  extracted.	  
	  
For	   every	   docking	   run	   of	   the	   reference	   proteins	   a	   structure	   file	   was	   prepared	   that	  
contained	   the	   full-­‐atom	   protein	   structure	   –	   the	   one	   that	   was	   used	   as	   receptor	   and	  
ligand	  –	  two	  times	  but	  with	  different	  chain	  labels	  (“A”	  and	  “B”).	  A	  “TER”	  card	  had	  to	  be	  
placed	  between	  the	  two	  chains	  and	  an	  “END”	  card	  in	  the	  last	  line	  in	  the	  aforementioned	  
file.	  Those	  full-­‐atom	  structures	  for	  the	  reference	  proteins	  were	  loaded	  into	  VMD	  as	  well	  
as	  the	  collection	  of	  unique	  and	  symmetrical	  complexes.	  Then	  the	  SASA	  of	  the	  complex,	  
the	   ligand,	   the	   receptor	   as	   well	   as	   the	   change	   in	   the	   SASA	   of	   every	   residue	   in	   the	  
docked	  complex	  (see	  equation	  2.3.1.)	  was	  calculated.	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Since	  a	   full-­‐atom	  representation	  of	   the	  native	  complexes	  of	  TC14	  and	  CD69	  could	  be	  
prepared	  from	  the	  PDB	  structure	  file	  with	  added	  hydrogens	  by	  “leap”	  it	  was	  possible	  to	  
identify	  the	  native	  interface	  residues	  on	  both	  complexes.	  Note	  that	  also	  in	  these	  cases	  
no	   disulphide	   bridges	   were	   set	   with	   “leap”.	   Furthermore	   in	   the	   case	   of	   TC14	   both	  
protein	  chains	   that	   form	  the	  complex	  were	  restricted	  up	   to	  Leu123	   (PDB	  numbering).	  
This	  means	  that	  initially	  the	  Asp124	  was	  built	  by	  leap	  and	  later	  manually	  deleted	  from	  
the	  files	  (no	  conversion	  of	  Leu123	  to	  a	  terminal	  residue).	  The	  same	  VMD	  script	  that	  was	  
used	   for	   the	   analysis	   of	   the	   collection	   of	   docked	   complexes	   could	   be	   used	   here.	  
Therefore	  the	  full-­‐atom	  complex	  had	  to	  be	  loaded	  two	  times	  in	  VMD	  (this	  means	  in	  the	  
same	  VMD	  session).	  Then	  the	  same	  script	  could	  be	  used.	  A	  value	  of	  Ω! ≥ 75%	  seemed	  
to	  be	  reasonable	  to	  relate	  residue	  𝑖𝑖	  to	  the	  interface	  of	  the	  complexes.	  
	  
The	  buried	  interface	  (or	  surface)	  area	  (BuSA)	  in	  a	  dimeric	  complex	  was	  calculated	  as	  
the	  sum	  of	  the	  SASAs	  of	  both	  isolated	  monomers	  less	  the	  SASA	  of	  the	  whole	  complex.	  
	  
4.4.	  Size-­‐exclusion	  chromatography	  
In	   the	   following	   sections	   only	   those	   procedures	   are	   described	   that	   led	   to	   the	   final	  
results	  presented	  in	  the	  sections	  3.4.2.	  and	  3.4.3.	  Before	  describing	  the	  preparation	  of	  
the	  protein	  samples	  and	  their	  assessment	  with	  SEC	  in	  detail	  some	  general	  remarks	  on	  
materials	  and	  methods	  involved	  in	  SEC	  are	  made.	  
	  
Every	   SEC	   was	   performed	   on	   a	   GradiFrac	   system	   (Pharmacia	   Biotech	   AB,	   Uppsala,	  
Sweden).	  The	  whole	  system	  consisted	  of	  an	  analogue	  chart	  recorder	  REC112,	  a	  pump	  
P-­‐50	  equipped	  with	  a	   solenoid	  valve	  PSV-­‐50,	   a	   control	  unit	  UV1,	   an	  optical	  unit	  UV1	  
with	   a	  280  𝑛𝑛𝑛𝑛	  filter	   and	   converter,	   a	  mixing	  unit	   of	  60  𝜇𝜇𝜇𝜇	  volume,	   a	   seven	  port	   valve	  
IV-­‐7	   as	   well	   as	   a	  1  𝑚𝑚𝑚𝑚	  sample	   loop.	   The	   SEC	   column	   was	   of	   the	   type	   HiPrep	   16/60	  
(60  𝑐𝑐𝑐𝑐	  length,	  1.6  𝑐𝑐𝑐𝑐	  inner	  diameter)	  and	  pre-­‐packed	  with	   the	  Sephacryl	   S-­‐100	  High	  
Resolution	  media	  (GE	  Healthcare	  Bio-­‐Sciences	  AB,	  Uppsala,	  Sweden).	  The	  whole	  device	  
was	   set-­‐up	   and	   operated	   in	   a	   cold	   storage	   room	   (approximately	  5°𝐶𝐶 	  to	  7°𝐶𝐶 ).	   A	  
photograph	  of	  the	  experimental	  set-­‐up	  can	  be	  seen	  in	  Fig.	  3.4.2.	  Every	  SEC	  experiment	  
was	  performed	  in	  the	  period	  between	  April	  2011	  and	  June	  2012.	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Shortly	  after	  the	  installation	  of	  the	  SEC	  column	  in	  the	  GradiFrac	  system	  the	  flow	  rate	  of	  
0.1  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚 	  was	   checked	   and	   the	   pump	   was	   calibrated	   on	   the	   02/05/2011.	   A	  
graduated	  cylinder	  of	  100  𝑚𝑚𝑚𝑚	  nominal	  volume	  was	  weighted	  and	  placed	  at	  the	  position	  
of	  the	  waste	  reservoir	  (see	  also	  Fig.	  3.4.2.).	  A	  flow	  rate	  of	  0.1  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚	  was	  set	  and	  the	  
GradiFrac	   built-­‐in	   pump	   calibration	   procedure	   was	   started.	   The	   pumped	   liquid	   was	  
collected	   over	   night.	   The	   SEC	   column	   was	   purged	   during	   this	   procedure	   and	   the	  
fractionation	  device	  was	  bypassed	  (whether	  the	  sample	  loop	  was	  bypassed	  could	  not	  
be	   extracted	   from	   the	   lab	   notes).	   The	   next	   day	   the	   procedure	   was	   stopped	   and	   the	  
collected	   volume	   was	   weighted.	   A	   density	   of	   the	   collected	   solution	   of	  1  𝑔𝑔/𝑚𝑚𝑚𝑚	  was	  
assumed	   –	   although	   the	   SEC	   system	   was	   operated	   in	   a	   cooling	   chamber	   –	   and	   the	  
measured	   weight	   was	   regarded	   as	   the	   measured	   volume.	   This	   resulted	   in	   a	   pump	  
calibration	  factor	  of	  240.1  𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝/0.1  𝑚𝑚𝑚𝑚.	  Most	  probably	  the	  term	  “pulses”	  refers	  to	  the	  
electrical	   pulses	   delivered	   to	   the	   motor	   that	   moves	   the	   pump’s	   crankshaft	   during	  
operation.	  
During	  routine	  laboratory	  work	  in	  the	  Fritz	  group	  the	  SEC	  column	  was	  replaced	  by	  an	  
ion	  exchange	   column	  occasionally.	  After	  one	   column	  exchange	  air	   got	   trapped	   inside	  
the	  pump.	  After	  several	  attempts	  to	  remove	  as	  much	  air	  as	  possible	  from	  the	  pump	  the	  
flow	   rate	   of	  0.1  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚	  was	   checked	   and	   recalibrated	   with	   a	   graduated	   cylinder	   of	  
10  𝑚𝑚𝑚𝑚	  nominal	  volume	  on	  16/01/12.	  The	  GradiFrac	  built-­‐in	  calibration	  procedure	  was	  
used	  for	  pump	  calibration	  and	  the	  pumped	  volume	  was	  read	  directly	  from	  the	  grading	  
of	   the	   cylinder	   (resolution	  0.2  𝑚𝑚𝑚𝑚	  per	   grading;	  7.4  𝑚𝑚𝑚𝑚	  collected	   but	  8.0  𝑚𝑚𝑚𝑚	  expected).	  
This	  resulted	  in	  a	  pump	  calibration	  factor	  of	  255.2  𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝/0.1  𝑚𝑚𝑚𝑚.	  Note	  that	  this	  factor	  
is	   larger	  compared	  to	   the	  one	   from	  the	   first	  calibration.	  One	  possible	  explanation	   for	  
the	  difference	  might	  be	  residual	  air	  in	  the	  cylinders	  of	  the	  pump.	  Unfortunately	  it	  could	  
not	   retrieved	  anymore	   if	   the	   column	  and/or	   the	   sample	   loop	  was	  purged	  during	   the	  
calibration	  procedure	  or	  if	  they	  were	  bypassed.	  
	  
Two	   operating	   methods	   were	   programmed	   in	   the	   GradiFrac	   system.	   The	   first	   one	  
consisted	  of	  the	  following	  steps.	  135  𝑚𝑚𝑚𝑚	  elution	  buffer	  solution	  were	  pumped	  at	  a	  flow	  
rate	   of	  0.1  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚	  and	   collected	   in	   90	   fractions	   of	  1.5  𝑚𝑚𝑚𝑚	  each.	   Then	   the	   SEC	   media	  
was	   purged	   with	  60  𝑚𝑚𝑚𝑚	  of	   a	  0.2  𝑀𝑀	  NaOH	   solution	   (pellets	   for	   analysis,	   ACS,	   Reag.	   Ph	  
Eur,	   product	   number	   1.06469.1000,	   Merck	   KGaA,	   Darmstadt,	   Germany)	   using	   an	  
increased	   flow	   rate	   of	  0.3  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚.	   Then	   two	   column	   volumes	   (two	   times	  120  𝑚𝑚𝑚𝑚)	   of	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the	  initial	  buffer	  solution	  were	  pumped	  through	  the	  column,	  one	  at	  0.3  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚	  and	  the	  
final	  one	  at	  0.2  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚.	  The	  whole	  procedure	  lasted	  at	  least	  42.5  ℎ.	  
The	   second	   operating	  method	   differed	  mainly	   in	   the	   elution	   volume	   range	   that	  was	  
fractionated.	   Between	   an	   elution	   volume	   of	  39.5  𝑚𝑚𝑚𝑚	  and	  66.5  𝑚𝑚𝑚𝑚	  ninety	   fractions	   of	  
0.3  𝑚𝑚𝑚𝑚	  volume	   each	  were	   collected.	   The	   second	   change	  was	   that	   only	  120  𝑚𝑚𝑚𝑚	  elution	  
buffer	   solution	   were	   pumped	   before	   the	   column	   was	   purged	   with	   a	  0.2  𝑀𝑀 	  NaOH	  
solution.	  The	  latter	  change	  reduced	  the	  total	  time	  of	  the	  method	  to	  40  ℎ.	  
	  
In	   general	   the	   fraction	   collector	  was	   loaded	  with	  ninety	   reaction	   test	   tubes	  of	  1.5  𝑚𝑚𝑚𝑚	  
volume	   each	   (standard	   reaction	   test	   tube	   3810X	   or	   Safe-­‐Lock	   test	   tubes,	   Eppendorf,	  
Wesseling-­‐Berzdorf,	  Germany)	  whose	  caps	  were	  cut	  off	  with	  a	  scissor.	  It	  turned	  out	  to	  
be	   necessary	   to	   remove	   the	   caps	   of	   the	   tubes	   so	   that	   the	   distribution	   arm	   of	   the	  
fractionation	  devices	  could	  operate	  properly.	  
For	  some	  reasons	  not	  known	  the	  fractionation	  device	  skipped	  occasionally	  some	  tubes	  
and	   left	   them	   empty.	   This	   resulted	   in	   a	  message	   that	   no	  more	   tubes	  were	   available	  
close	  to	  the	  end	  of	  the	  elution	  volume	  to	  be	  fractionated.	  This	  required	  the	  operator	  to	  
confirm	   the	   message	   so	   that	   the	   operating	   method	   could	   proceed.	   The	   remaining	  
pumped	  volume	  intended	  for	  fractionation	  was	  not	  determined	  separately.	  Therefore	  it	  
was	  not	  possible	  to	  check	  the	  total	  fractionated	  volume.	  Since	  the	  skipped	  tubes	  were	  
completely	  empty	  it	  was	  assumed	  that	  a	  clear	  correlation	  between	  the	  elution	  volume	  
as	  determined	  from	  the	  chart	  paper	  and	  the	  fraction	  number	  still	  existed.	  	  
After	   the	   first	   pump	   calibration	   (performed	   on	   02/05/2011)	   it	   was	   noticed	   at	   least	  
once	  that	  at	  the	  end	  of	  the	  fractionation	  of	  135  𝑚𝑚𝑚𝑚	  elution	  solution	  buffer	  into	  90	  tubes	  
the	  last	  two	  to	  three	  tubes	  were	  either	  empty	  or	  not	  completely	  filled.	  This	  implies	  that	  
the	   calibration	  method	  as	  performed	  on	   the	  02/05/2011	  should	  be	  performed	  more	  
frequently	  and	  over	  a	  larger	  volume.	  
	  
If	   not	   stated	   otherwise	   then	   ultrapure	   water	   was	   used	   for	   all	   prepared	   aqueous	  
solutions.	  It	  was	  obtained	  from	  a	  MilliQ-­‐RG	  device	  equipped	  with	  a	  QPAK2	  cartridge	  or	  
a	  MilliQ-­‐Academic	  device	  equipped	  with	  a	  QuantumEx	  and	  a	  Q-­‐Gard	  2	  cartridge	  (both:	  




The	  pH-­‐values	  of	  solutions	  at	  room	  temperature	  were	  determined	  with	  a	  Professional	  
Meter	  PP-­‐20	  (Sartorius	  AG,	  Göttingen,	  Germany)	  equipped	  with	  a	  SenTix	  Mic	  electrode	  
(WTW	   Wissenschaftlich-­‐Technische	   Werkstätten	   GmbH,	   Weilheim,	   Germany)	   or	   a	  
Professional	  Meter	  PP-­‐20	  equipped	  with	  a	  PY-­‐P11	  electrode	  (Sartorius	  AG,	  Göttingen,	  
Germany).	   Inside	   the	   cooling	   chamber	   a	   WTW	   pH	   720	   meter	   with	   a	   SenTix	   81	  
electrode	   (WTW	   Wissenschaftlich-­‐Technische	   Werkstätten	   GmbH,	   Weilheim,	  
Germany)	   was	   used.	   The	   electrodes	   were	   regularly	   checked	   with	   pH	   standards	   and	  
calibrated	   if	   necessary.	   For	   the	   pH	   electrodes	   that	   operated	   at	   room	   temperature	  
standards	  of	  pH	  values	  4.0,	  7.0	  and	  10.0	  at	  20°𝐶𝐶	  (reference	  numbers	  A1250,	  A1251	  and	  
A1252,	  AppliChem	  GmbH,	  Darmstadt,	  Germany)	  were	  used.	  No	  temperature	  correction	  
of	   any	   kind	   was	   performed.	   For	   the	   pH	   electrode	   inside	   the	   cooling	   chamber	   pH	  
standards	   (pH	   values	   9.180,	   6.865	   and	   4.008	   at	  25°𝐶𝐶)	   according	   to	  DIN	  19266	  were	  
used	   (reference	   codes	   33595,	   33594	   and	   33593,	   formerly	   Fluka,	   Sigma-­‐Aldrich,	   St.	  
Louis,	  MO,	  USA)	   since	   the	  WTW	  pH	  720	  meter	  was	   able	   to	   correct	   for	   the	   solution’s	  
temperature	  automatically.	  
Occasionally	   the	   inner	   electrolyte	   of	   the	   pH	   electrodes	   (3  𝑀𝑀	  KCl)	   was	   replaced.	   The	  
potassium	   chloride	   (puriss.	   p.a.,	   reference	   code	   31248,	   Sigma-­‐Aldrich,	   St.	   Louis,	  MO,	  
USA)	  solution	  was	  prepared	  at	  room	  temperature.	  
pH	   values	   were	   adjusted	   with	   HCl	   (37%	   AnalaR	   NORMAPUR	   analytical	   reagent,	  
reference	  code	  20252.335,	  VWR	  International	  GmbH,	  Darmstadt,	  Germany)	  and	  NaOH	  
(pellets	   for	   analysis,	  ACS,	  Reag.	   Ph	  Eur,	   product	  number	  1.06469.1000,	  Merck	  KGaA,	  
Darmstadt,	  Germany)	  solutions	  of	  different	  concentrations.	  
Although	  the	  pH	  value	  adjustment	  of	  the	  elution	  buffer	  solution	  for	  SEC	  was	  performed	  
in	   the	   cooling	   chamber	   and	   the	   solutions	   were	   allowed	   to	   cool	   down	   to	   the	  
temperature	   level	   in	   the	   cooling	   chamber,	   continuous	   stirring	   during	   the	   pH	   value	  
adjustment	  led	  to	  a	  slightly	  increased	  temperature	  of	  the	  buffer	  solutions.	  
	  
Two	  further	  issues	  regarding	  pH	  measurements	  have	  to	  be	  addressed.	  These	  concern	  
the	  preparation	  of	  the	  buffer	  solution	  (25  𝑚𝑚𝑚𝑚	  Bis-­‐Tris,	  1  𝑀𝑀	  NaCl,	  0.02  %	  NaN3,	  pH	  7.3	  
at	  cooling	  chamber	  temperature)	  used	  for	  the	  SEC	  experiments	  described	   in	  the	  next	  
sections.	  Four	  times	  buffer	  solutions	  were	  prepared	  for	  the	  SEC	  runs	  that	  summed	  up	  
to	  ≈ 6  𝑙𝑙.	  	  
The	   first	   issue	   is	   the	  pH	  meter	   calibration.	   It	   is	   helpful	   to	   notice	   that	   the	   calibration	  
buffer	  solutions	  were	  stored	  in	  the	  plastic	  containers	  from	  the	  manufacturer	  as	  well	  as	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in	   small	   glass	   beakers	   or	   flasks	   containing	   magnetic	   stirrers	   for	   the	   actual	  
measurements.	  On	  the	  first	  time	  (27/04/12)	  the	  above	  mentioned	  buffer	  solution	  was	  
prepared	   it	   was	   noticed	   that	   the	   pH	   meter	   calibration	   –	   with	   calibration	   buffer	  
solutions	   taken	   from	  the	  storage	  containers	  –	   led	   to	  a	   calculated	   “electrode	  slope”	  of	  
97.3%	  (100%	  refer	  to	  the	  theoretically	  expected	  slope	  in	  𝑚𝑚𝑚𝑚/𝑝𝑝𝑝𝑝).	  This	  was	  clearly	  not	  
optimal	  but	  accepted.	  Prior	  to	  the	  next	  pH	  meter	  calibration	  (07/05/12)	  the	  electrolyte	  
solution	   inside	   the	   electrode	  was	   replaced	   by	   solution	   delivered	  with	   the	   electrode.	  
Additionally	  at	  least	  the	  buffer	  calibration	  solution	  with	  an	  expected	  pH	  of	  9.18	  in	  the	  
small	  glass	  beaker/flask	  was	  replaced	  with	  solution	  from	  the	  container.	   It	   turned	  out	  
that	   the	  electrode	   slope	  was	  again	  around	  97%.	  On	   the	  17/05/12	   the	  pH	  meter	  was	  
calibrated	  again	  with	  replaced	  calibration	  buffer	  solutions.	  The	  electrode	  slope	  was	  not	  
noted	  but	  concerns	  over	  the	  pH	  9	  calibration	  buffer	  solution	  state	  rose.	  Before	  the	  last	  
pH	   adjustment	   of	   the	  Bis-­‐Tris	   buffer	   solution	  on	  24/05/12	   the	   calibration	  of	   the	  pH	  
meter	  was	  checked	  (not	  calibrated).	  It	  turned	  out	  that	  in	  the	  case	  of	  the	  pH	  4	  and	  pH	  7	  
buffer	   solutions	   the	   deviations	   between	   measured	   and	   expected	   pH	   value	   did	   not	  
exceed	   +0.02	   pH	   units.	   In	   the	   case	   of	   the	   pH	   9	   buffer	   solution	   there	   was	   a	   larger	  
difference	  of	  about	   -­‐0.16	  pH	  units.	  This	  was	   interpreted	  as	  strong	   indication	   that	   the	  
pH	   9	   buffer	   solution	   was	   perished	   or	   perished	   fast	   when	   having	   contact	   to	   air.	  
Therefore	  the	  pH	  meter	  was	  not	  calibrated	  at	  this	  point	  again.	  On	  the	  27/08/12	  the	  pH	  
meter	  was	   calibrated	  with	  new	   calibration	  buffer	   solutions.	   The	   electrode	   slope	  was	  
99.3%.	  Then	   the	  pH	  value	  of	   a	   remnant	   (possibly	  pooled)	  of	   the	  25  𝑚𝑚𝑚𝑚	  Bis-­‐Tris,	  1  𝑀𝑀	  
NaCl,	  0.02  %	  NaN3,	   pH	   7.3	   (at	   cooling	   chamber	   temperature)	   buffer	   solution(s)	   was	  
measured	  and	  turned	  out	  to	  be	  7.27	  (6.6  °𝐶𝐶).	  Based	  on	  this	  measurement	  it	  was	  judged	  
that	  the	  issue	  with	  the	  calibration	  buffer	  solution	  is	  of	  minor	  importance	  for	  the	  results	  
presented	  in	  this	  thesis.	  
The	  second	  point	  concerns	  the	  pH	  adjustment	  of	  the	  Bis-­‐Tris	  buffer	  solution.	  Note	  that	  
pH	  value	  of	  the	  solution	  was	  adjusted	  by	  addition	  of	  HCl	  or	  NaOH	  after	  the	  salts	  (here	  
NaCl	  and	  Bis-­‐Tris)	  were	  dissolved	   in	   the	  appropriate	  amount	  of	  DI	  water	   to	   the	   final	  
concentration	   (here	  1  𝑀𝑀	  NaCl	   and	  25  𝑚𝑚𝑚𝑚	  Bis-­‐Tris).	   This	   leads	   to	   slightly	   smaller	   salt	  
concentrations	  than	  indicated.	  In	  one	  case	  –	  Bis-­‐Tris	  buffer	  solution	  pH	  adjustment	  on	  
27/04/12	  –	  it	  was	  noted	  that	  approximately	  9  𝑚𝑚𝑚𝑚	  of	  a	  5  𝑀𝑀	  HCl	  and	  some	  droplets	  of	  a	  
5  𝑀𝑀	  NaOH	  solution	  were	  added	  to	  a	  25  𝑚𝑚𝑚𝑚	  Bis-­‐Tris,	  1  𝑀𝑀	  NaCl,	  0.02  %	  NaN3	  solution	  to	  
achieve	  a	  pH	  value	  of	  7.3.	  The	  total	  volume	  of	  the	  solution	  before	  pH	  adjustment	  was	  
probably	   two	   litres.	   Therefore	   the	   addition	   of	   approximately	  10  𝑚𝑚𝑚𝑚	  acid/base	   to	   the	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2000  𝑚𝑚𝑚𝑚	  buffer	  solution	  led	  to	  actual	  concentrations	  of	  24.88  𝑚𝑚𝑚𝑚	  Bis-­‐Tris	  and	  0.995  𝑀𝑀	  
NaCl.	  This	  was	  considered	  as	  tolerable	  deviation.	  In	  the	  two	  cases	  of	  pH	  adjustment	  it	  
was	  neither	  noted	  what	  acid/base	  nor	  the	  volume	  that	  was	  used.	  In	  the	  fourth	  case	  of	  
pH	   adjustment	   it	  was	   only	   noted	   that	  5  𝑀𝑀	  HCl	   and	  5  𝑀𝑀	  NaOH	  was	   used.	   Therefore	   it	  
was	  assumed	  that	  the	  pH	  adjustment	  procedures	  differed	  not	  significantly.	  
	  
Prior	   to	   the	   first	   connection	   of	   the	   (buffer)	   solutions	   to	   the	   SEC	   system	   they	   were	  
filtered	  and	  degassed.	  The	  elution	  buffer	  solution	  was	  filtered	  with	  a	  vacuum	  filtration	  
assembly	   that	   consisted	  of	   the	   following	  parts:	   a	   vacuum	   flask	  attached	   to	  a	  vacuum	  
pump	   (diaphragm	   vacuum	   pump,	   model	   MD4C,	   VACUUBRAND	   GMBH	   +	   CO	   KG,	  
Wertheim,	  Germany),	  a	  glass	  base	  with	  an	  integrated	  frit	  or	  a	  glass	  base	  that	  supports	  a	  
frit,	   rubber	  bungs	   that	  hold	   the	  glass	  base	   in	   the	   flask	  and	   seal	   it,	   a	   filter	  membrane	  
with	  0.22  𝜇𝜇𝜇𝜇	  pore	  size	  (Durapore	  membrane,	  material:	  hydrophilic	  PVDF,	  type:	  GVWP,	  
Millipore	  Corporation,	  Billerica,	  MA,	  USA)	  resting	  on	  the	  frit	  and	  a	  glass	  funnel	  on	  top	  
of	  the	  filter	  membrane	  fixed	  with	  a	  clamp.	  
The	  sodium	  hydroxide	  solution	  was	  either	  filtrated	  with	  the	  assembly	  described	  above	  
or	   a	   with	   a	   syringe	   filter	   with	  0.22  𝜇𝜇𝜇𝜇	  pore	   size	   (membrane:	   PES,	   product	   number	  
99722,	  TPP	  Techno	  Plastic	  Products	  AG,	  Trasadingen,	  Switzerland).	  
Degassing	   of	   the	   elution	   buffer	   solutions	   and	   the	   sodium	   hydroxide	   solution	   was	  
performed	   in	   a	   vacuum	   chamber	   (chamber	   volume:	  8.3  𝑙𝑙,	   part	   number	   5305-­‐0910,	  
Nalgene,	  now	  distributed	  by	  Thermo	  Fisher	  Scientific	  Inc.,	  Waltham,	  MA,	  USA)	  attached	  
to	   a	   vacuum	  pump	   (diaphragm	  vacuum	  pump,	  model	  MD4C,	  VACUUBRAND	  GMBH	  +	  
CO	  KG,	  Wertheim,	  Germany).	  The	  degassing	  time	  was	  not	   fixed	  but	   lasted	  at	   least	   for	  
30  𝑚𝑚𝑚𝑚𝑚𝑚.	  
	  
Most	  buffer	  solutions	  contained	  0.02%	  NaN3	  (BioUltra,	  reference	  code	  71289,	  Sigma-­‐
Aldrich,	  St.	  Louis,	  MO,	  USA)	  to	  reduce/prevent	  the	  growth	  of	  microorganisms.	  Usually	  
the	  NaN3	  is	  added	  to	  the	  corresponding	  solution	  with	  the	  appropriate	  volume	  of	  a	  10%	  
NaN3	  stock	  solution.	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4.4.1.	  Reference	  proteins	  
Commercially	  available	  proteins	  were	  used	  to	  correlate	  the	  elution	  volume	  during	  SEC	  
to	   the	  molecular	  weight.	   Following	   proteins	  were	   used:	   albumin	   from	  bovine	   serum	  
(reference	  code	  A0281,	  Sigma-­‐Aldrich,	  St.	  Louis,	  MO,	  USA),	  β-­‐lactoglobulin	  from	  bovine	  
milk	   (reference	   code	   L3908,	   Sigma-­‐Aldrich,	   St.	   Louis,	   MO,	   USA),	   cytochrome	   C	   from	  
bovine	   heart	   (reference	   code	   C3131,	   Sigma-­‐Aldrich,	   St.	   Louis,	   MO,	   USA)	   and	  
immunoglobulin	  G	  from	  bovine	  serum	  (reference	  code	  I5506,	  Sigma-­‐Aldrich,	  St.	  Louis,	  
MO,	   USA).	   Every	   protein	  was	   delivered	   as	   a	   powder.	   Cytochrome	   C	  was	   stored	   in	   a	  
freezer	  at	  approximately	  −20°𝐶𝐶.	  The	  remaining	  proteins	  were	  stored	  at	  a	  refrigerator	  
(approximately	  7°𝐶𝐶)	  or	  cold	  storage	  room	  (approximately	  5°𝐶𝐶	  to	  7°𝐶𝐶).	  
Throughout	  the	  SEC	  experiments	  different	  stock	  solutions	  were	  prepared	  and	  used.	  In	  
general	  the	  dry	  protein	  powder	  was	  put	   in	  small	  amounts	  (in	  the	  order	  of	  one	  to	  ten	  
milligrams)	  into	  cryo	  tubes	  (graduated	  to	  1.5  𝑚𝑚𝑚𝑚,	  product	  number	  89020,	  TPP	  Techno	  
Plastic	  Products	  AG,	  Trasadingen,	  Switzerland)	  and	  then	  the	  cryo	  tubes	  were	  weighted	  
(balance	   CD225D,	   Sartorius	   AG,	   Göttingen,	   Germany).	   It	   was	   noticed	   that	   especially	  
when	  the	  laboratory	  air	  was	  dry	  (for	  example	  during	  the	  winter	  months)	  electrostatic	  
charging	  of	  the	  cryo	  tube	  influenced	  the	  mass	  determination	  of	  the	  substances	   inside	  







net	  weight	  and	  
concentration	  
composition	  of	  buffer	  solution	  and	  
volume	  added	  to	  the	  protein	  
sample	  
02/05/2011	   A1	   BSA,	  9.0  𝑚𝑚𝑚𝑚,	  
10  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚	  
20  𝑚𝑚𝑚𝑚	  TRIS,	   pH	   7.3	   at	   RT,	  0.22  𝜇𝜇𝜇𝜇	  
filtered,	   stored	   in	   a	   refrigerator	   or	  
cooling	  chamber;	  0.90  𝑚𝑚𝑚𝑚	  
	   B1	   β-­‐Lg,	  1.7  𝑚𝑚𝑚𝑚,	  
2  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚	  
buffer	  solution	  as	  above;	  0.84  𝑚𝑚𝑚𝑚	  
	   C1	   CytC,	  3.8  𝑚𝑚𝑚𝑚,	  
3  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚	  
buffer	  solution	  as	  above;	  1.25  𝑚𝑚𝑚𝑚	  
	   I1	   IgG,	  1.1  𝑚𝑚𝑚𝑚,	  
1  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚	  
buffer	  solution	  as	  above;	  1.1  𝑚𝑚𝑚𝑚	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14/05/2011	   I2	   IgG,	  11  𝑚𝑚𝑚𝑚,	  
5.5  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚	  
buffer	  solution	  as	  above;	  2  𝑚𝑚𝑚𝑚	  
16/06/2011	   B2	   β-­‐Lg,	  6.5  𝑚𝑚𝑚𝑚,	  
6.5  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚	  
20  𝑚𝑚𝑚𝑚	  TRIS,	  pH	  7.3	  at	  10°𝐶𝐶,	  0.22  𝜇𝜇𝜇𝜇	  
filtered,	   stored	   in	   the	   refrigerator	  or	  
cooling	  chamber;	  1  𝑚𝑚𝑚𝑚	  
25/08/2011	   A2	   BSA,	  5  𝑚𝑚𝑚𝑚,	  
5  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚	  
20  𝑚𝑚𝑚𝑚 	  TRIS,	   pH	   7.3	   at	   RT,	  
150  𝑚𝑚𝑚𝑚NaCl,	   0.02%	  NaN3,	   stored	   in	  
the	   refrigerator	   or	   cooling	   chamber;	  
1  𝑚𝑚𝑚𝑚	  
	   B3	   β-­‐Lg,	  6  𝑚𝑚𝑚𝑚,	  
6  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚	  
buffer	  solution	  as	  above;	  1  𝑚𝑚𝑚𝑚	  
	   C2	   CytC,	  1.3  𝑚𝑚𝑚𝑚,	  
3  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚	  
buffer	  solution	  as	  above;	  0.5  𝑚𝑚𝑚𝑚	  
10/05/2012	   C3	   CytC,	  5.2  𝑚𝑚𝑚𝑚,	  
3.5  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚	  
50  𝑚𝑚𝑚𝑚 	  TRIS,	   pH	   7.9	   at	   9.6°𝐶𝐶 ,	  
150  𝑚𝑚𝑚𝑚NaCl,	   0.02%	  NaN3,	   stored	   in	  
the	   refrigerator	   or	   cooling	   chamber;	  
1.5  𝑚𝑚𝑚𝑚	  
	  
Table	  4.4.1.	  Summary	  of	  details	  of	  the	  reference	  protein	  stock	  solutions.	  
	  
Since	   the	   concentration	   of	   the	   protein	   stock	   solution	   was	   not	   determined	   with	   an	  
alternative	  method	  the	  concentration	  values	  given	  in	  Table	  4.4.1.	  are	  only	  approximate	  
values.	   The	   table	   above	   summarises	   the	   different	   prepared	   stock	   solutions,	   their	  
preparation	  date	  and	  details	  of	  the	  solution	  buffer.	  
On	   the	   10th	   of	  Mai	   2012	   a	  mixture	   of	   reference	   proteins	  was	   prepared.	   It	   contained	  
90  𝜇𝜇𝜇𝜇	  of	   “I2”,	  50  𝜇𝜇𝜇𝜇	  of	   “A1”,	  77  𝜇𝜇𝜇𝜇	  of	   “B2”	   and	  100  𝜇𝜇𝜇𝜇	  of	   “C3”.	   This	  ≈ 317  𝜇𝜇𝜇𝜇	  of	   protein	  
solution	   were	   diluted	   with	  ≈ 2.183  𝑚𝑚𝑚𝑚	  of	   the	   buffer	   solution	   that	   was	   also	   used	   to	  
solvate	   sample	   “C3”	   (see	   Table	   4.4.1.).	   This	   should	   result	   in	  ≈ 2.5  𝑚𝑚𝑚𝑚	  of	   a	   protein	  
solution	   with	   protein	   concentrations	   of	  ≈ 0.14  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚	  for	   CytC	   and	  ≈ 0.2  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚	  for	  
the	  remaining	  three	  substances.	  In	  section	  3.4.2.	  implications	  of	  the	  sample	  age	  for	  the	  
SEC	  results	  are	  discussed.	  
A	  dialysis	  tube	  (Spectra/Por	  Dialysis	  Membrane,	  MWCO	  3.5  𝑘𝑘𝑘𝑘𝑘𝑘,	  nominal	  flat	  width	  of	  
18  𝑚𝑚𝑚𝑚,	  Spectrum	  Laboratories,	  Inc.,	  reorder	  number	  132720,	  Rancho	  Dominguez,	  CA,	  
USA)	  was	  boiled	  in	  DI	  water	  together	  with	  some	  tube	  clamps.	  After	  boiling,	  the	  tubes	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and	   clamps	   were	   purged	   with	   DI	   water.	   The	   protein	   mixture	   was	   pipetted	   into	   the	  
dialysis	  tube	  and	  sealed	  with	  the	  clamps.	  The	  tube	  was	  placed	  in	  ≈ 400  𝑚𝑚𝑚𝑚	  of	  a	  25  𝑚𝑚𝑚𝑚	  
Bis-­‐Tris	   (BioReagent,	   reference	   code	   B4429,	   Sigma-­‐Aldrich,	   St.	   Louis,	   MO,	   USA), 1𝑀𝑀
NaCl	  (molecular	  biology	  grade,	  reference	  number	  A2942	  AppliChem	  GmbH,	  Darmstadt,	  
Germany),	  0.02  %	  NaN3,	   pH	   7.3	   (at	  8°𝐶𝐶	  to	  9°𝐶𝐶)	   buffer	   solution.	   The	   dialysis	   solution	  
was	  stirred	  overnight	  in	  the	  cooling	  chamber.	  
The	  next	   day	   the	  dialysed	  protein	  mixture	  was	  pipetted	   into	   reaction	   test	   tubes	   and	  
centrifuged	   (Heraeus	   Biofuge	   primo	   R,	   Kendro	   Laboratory	   Products	   GmbH,	   Hanau,	  
Germany,	  for	  rotor	  details	  see	  Appendix	  II.B.1.)	  for	  45  𝑚𝑚𝑚𝑚𝑚𝑚	  at	  15000  𝑟𝑟𝑟𝑟𝑟𝑟	  at	  10°𝐶𝐶.	  Note	  
that	   it	  was	  not	   checked	  whether	   a	   single	   dialysis	   overnight	  was	   sufficient.	   Given	   the	  
volumes	  of	  the	  dialysis	  buffer	  solution	  and	  the	  protein	  solution	  it	  was	  assumed	  that	  the	  
final	   concentration	   of	   the	   buffer	   solution	   salts	   was	   still	   appropriate.	   Supernatant	  
protein	  mixture	  (a	  pellet	  was	  not	  mentioned	  in	  the	  lab	  book)	  was	  pipetted	  into	  a	  5  𝑚𝑚𝑚𝑚	  
syringe	  (Injekt	  Solo,	  product	  number	  4606051V,	  B.	  Braun	  Melsungen	  AG,	  Melsungen,	  
Germany).	  Following	  construction	  was	  used	  as	  pipette	  (see	  Fig.	  4.4.1.A).	  
Fig.	   4.4.1.	   The	   pipette	   construction	   A)	   used	   for	   pipetting	   a	   protein	   solution	   (here	   a	  
phenolsulfonphthalein	  solution	  is	  shown	  for	  illustrative	  purposes)	  into	  a	  syringe	  B).	  
	  
A	   pipette	   tip	   (20  𝜇𝜇𝜇𝜇 ,	   epTIPS,	   most	   probably	  40  𝑚𝑚𝑚𝑚 	  length,	   Eppendorf,	   Wesseling-­‐
Berzdorf,	   Germany)	   was	   fixed	   with	   laboratory	   film	   (Parafilm	   M,	   PM-­‐996,	   Pechiney	  
Plastic	   Packaging,	   Menasha,	   WI,	   USA)	   at	   the	   end	   of	   a	   Pasteur	   glass	   pipette	   (length	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150  𝑚𝑚𝑚𝑚,	   catalogue	   number	   747715,	   Brand	   GmbH	   +	   Co,	   Wertheim,	   Germany).	   The	  
protein	   mixture	   was	   soaked	   up	   with	   this	   pipette	   and	   was	   injected	   into	   the	   syringe	  
through	  its	  Luer	  connector	  (see	  Fig.	  4.4.1.B).	  
The	  syringe	  with	  the	  protein	  mixture	  was	  left	  in	  the	  cooling	  chamber	  until	  trapped	  air	  
bubbles	  in	  the	  solution	  vanished.	  Note	  that	  it	  was	  occasionally	  necessary	  to	  remove	  air	  
bubbles	   from	  the	  syringe	  cylinder	  wall	  by	  “clicking”	  with	  a	   finger	  against	   the	  syringe	  
wall	  and/or	  moving	  the	  syringe	  piston.	  
A	   SEC	   run	   with	   the	   same	   buffer	   solution	   composition	   (25  𝑚𝑚𝑚𝑚 	  Bis-­‐Tris,	  1  𝑀𝑀 	  NaCl,	  
0.02  %	  NaN3,	  pH	  7.3	  at	  8°𝐶𝐶	  to	  9°𝐶𝐶)	  was	  performed	  on	  09/05/12.	  Therefore	  the	  column	  
was	  purged	  with	  at	  least	  240  𝑚𝑚𝑚𝑚	  of	  the	  appropriate	  buffer	  solution.	  
The	   flow	   rate	   of	  0.1  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚 	  of	   the	   GradiFrac	   system	   was	   checked	   with	   a	  10  𝑚𝑚𝑚𝑚	  
graduated	  cylinder	  and	  a	  stop	  watch.	  The	  pumped	  volume	  was	  read	  directly	  from	  the	  
grading	   of	   the	   cylinder	   (resolution	  0.2  𝑚𝑚𝑚𝑚	  per	   grading).	   Two	   readings	   were	   made:	  
9.0  𝑚𝑚𝑚𝑚 	  after	   87  𝑚𝑚𝑚𝑚𝑚𝑚 	  and	   7.0  𝑚𝑚𝑚𝑚 	  after	   68  𝑚𝑚𝑚𝑚𝑚𝑚 .	   The	   flow	   rate	   was	   slightly	   above	  
0.1  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚.	  Unfortunately	   it	   could	   not	   retrieved	   anymore	   if	   the	   column	   and/or	   the	  
sample	   loop	   was/were	   purged	   during	   the	   calibration	   procedure	   or	   if	   they	   were	  
bypassed.	  
The	   elution	   buffer	   solution	   (25  𝑚𝑚𝑚𝑚	  Bis-­‐Tris,	  1  𝑀𝑀	  NaCl,	  0.02  %	  NaN3,	   pH	   7.3	   at	  8°𝐶𝐶	  to	  
9°𝐶𝐶)	   was	   pumped	   (0.1  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚.)	   through	   the	   column	   for	   approximately	   five	   hours	  
prior	   to	  sample	   injection.	  During	  that	  period	  the	  reference	  cuvette	  of	   the	  optical	  unit	  
was	  manually	  purged	  with	   the	  elution	  buffer	  solution.	  Furthermore	   the	  sensitivity	  of	  
the	  UV	  detector	  was	  set	  to	  0.1  𝐴𝐴𝐴𝐴	  while	  the	  elution	  buffer	  solution	  was	  flowing.	  
The	  syringe	  with	  the	  sample	  was	  connected	  directly	  to	  the	  sample	  loop.	  Then	  the	  valve	  
was	  set	  to	  the	  “load”	  mode	  and	  the	  sample	  was	  loaded	  into	  the	  sample	  loop.	  The	  speed	  
of	  the	  chart	  recorder	  was	  set	  to	  0.5  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚.	  After	  the	  above	  mentioned	  valve	  was	  set	  
to	   “injection”	  mode	   the	  procedure	   that	  distributes	  135  𝑚𝑚𝑚𝑚	  into	  90	   reaction	   test	   tubes	  
(see	  preceding	  section)	  was	  started.	  
	  
On	  the	  03/08/2012	  samples	  of	  the	  reference	  proteins	  obtained	  from	  the	  SEC	  run	  and	  
the	   stock	   solutions	  were	   subjected	   to	   a	   sodium	  dodecyl	   sulphate	   polyacrylamide	   gel	  
electrophoresis	   (SDS-­‐PAGE).	   The	   SEC	   fractions	  with	  number	  26,	   30,	   36	   and	  45	  were	  
chosen	  for	  SDS-­‐PAGE.	  Four	  empty	  reaction	  test	  tubes	  were	  weighted.	  30  𝜇𝜇𝜇𝜇	  from	  each	  
of	  the	  four	  fractions	  stated	  above	  was	  pipetted	  into	  one	  separate	  reaction	  test	  tubes	  of	  
known	  weight.	   The	   reaction	   test	   tubes	  were	  placed	   into	   a	   heated	   vacuum	  centrifuge	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(Savant	   SpeedVac	   SPD121P,	   formerly	   distributed	   by	   schütt	   labortechnik,	   now	  
distributed	   by	   Thermo	   Fisher	   Scientific	   Inc.,	   Waltham,	   MA,	   USA)	   connected	   to	   a	  
vacuum	   pump	   (MD4C	   NT	   +	   AK	   +	   EK,	   VACUUBRAND	   GMBH	   +	   CO	   KG,	   Wertheim,	  
Germany)	   to	   reduce	   the	   solvent	   volume.	   After	   a	   run	   time	   of	   approximately	  20  𝑚𝑚𝑚𝑚𝑚𝑚	  a	  
precipitate	   became	   visible	   in	   the	   reaction	   test	   tubes.	   Therefore	  5  𝜇𝜇𝜇𝜇	  of	   DI	  water	  was	  
added	   to	  each	  of	   the	   reaction	   test	   tubes	   to	  dissolve	   the	  precipitate.	  The	  reaction	   test	  
tubes	  were	  weighted	  again	  to	  estimate	  the	  remaining	  volume	  of	   the	  protein	  solution.	  
The	  remaining	  volume	  in	  each	  of	  the	  four	  tubes	  was	  approximately	  10  𝜇𝜇𝜇𝜇.	  
The	   stock	   solutions	  of	   the	   reference	  proteins	   labelled	   “I2”,	   “A1”,	   “B2”,	   “C3”,	   “B3”	  and	  
“A2”	   (see	   Table	   4.4.1.	   for	  more	   details	   on	   the	   stock	   solutions)	  were	   diluted	  with	   DI	  
water.	   Except	   for	   “C3”	   the	   final	   concentrations	   of	   the	   diluted	   stock	   solutions	   were	  
approximately	  1  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚.	  The	  final	  concentration	  of	  “C3”	  was	  approximately	  0.6  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚	  
to	  0.7  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚.	  10  𝜇𝜇𝜇𝜇	  of	  each	  of	   the	  diluted	  stock	  solutions	  were	  pipetted	   into	  separate	  
reaction	  test	  tubes	  for	  SDS-­‐PAGE	  assessment.	  
Uncertainty	  about	  the	  concentrations	  of	  the	  diluted	  stock	  solutions	  aroused	  since	  the	  
author	  of	  the	  thesis	  was	  not	  sure	  anymore	  how	  he	  interpreted	  the	  term	  “1:n”	  dilution	  
(initial	  concentration	  divided	  by	  “n”	  or	  divided	  by	  “n+1”).	  
20  𝑚𝑚𝑚𝑚	  of	   the	   20-­‐fold	   concentrated	   SDS-­‐PAGE	   running	   buffer	   solution	   (NuPAGE	   MES	  
SDS	  Running	  Buffer	   (20X),	   catalogue	  number	  NP0002,	   invitrogen,	  Carlsbad,	  CA,	  USA)	  
were	   diluted	   with	   DI	   water	   and	  1  𝑚𝑚𝑚𝑚 	  antioxidant	   (NuPAGE	   Antioxidant,	   catalogue	  
number	  NP005,	  invitrogen,	  Carlsbad,	  CA,	  USA)	  to	  a	  final	  volume	  of	  400  𝑚𝑚𝑚𝑚.	  A	  SDS-­‐PAGE	  
gel	   (NuPAGE	   Novex	   12%	   Bis-­‐Tris	   Gels,	  1  𝑚𝑚𝑚𝑚 	  thick,	   15	   wells,	   catalogue	   number	  
NP0343BOX,	   invitrogen,	  Carlsbad,	  CA,	  USA)	  was	  unpacked,	  purged	  with	  DI	  water	  and	  
mounted	  in	  the	  SDS-­‐PAGE	  cell	  (Novex	  Mini-­‐cell,	  invitrogen).	  The	  cell	  was	  filled	  with	  the	  
running	  buffer	  solution.	  
Aliquots	   of	   the	   sample	   buffer	   solution,	  1  𝑀𝑀	  dithiothreitol	   (DTT)	   solution	   and	  marker	  
proteins	  (Mark12	  Unstained	  Standard,	  catalogue	  number	  LC5677,	  invitrogen,	  Carlsbad,	  
CA,	  USA)	  were	  thawed.	  The	  sample	  buffer	  consisted	  of	  130  𝑚𝑚𝑚𝑚	  TRIS-­‐HCl	  pH	  6.8,	  20%	  
glycerol,	  6.6%	  SDS	  and	  at	   least	  0.01%	  bromphenol	  blue	   (BPB,	   reference	  code	  B-­‐8026,	  
Sigma-­‐Aldrich,	  St.	  Louis,	  MO,	  USA).	  This	  was	  a	  2-­‐fold	  concentrated	  buffer	  solution	  and	  
its	  composition	  was	  a	  modification	  of	  those	  of	  Laemmli	  (Laemmli	  [1970]).	  
18  𝜇𝜇𝜇𝜇	  of	   the	  1  𝑀𝑀	  DTT	   solution	   was	   pipetted	   into	  180  𝜇𝜇𝜇𝜇	  of	   the	   sample	   buffer	   solution	  
and	  the	  mixture	  was	  shaken	  (VORTEX	  GENIUS	  3,	  IKA-­‐Werke	  GmbH	  &	  CO.	  KG,	  Staufen,	  
Germany).	  Of	  this	  solution	  10  𝜇𝜇𝜇𝜇	  was	  added	  to	  each	  reference	  protein	  sample	  prepared	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for	  the	  SDS-­‐PAGE	  assessment.	  The	  protein	  samples	  were	  shaken	  and	  then	  centrifuged	  
for	   a	   few	   seconds	   afterwards	   (Centrifuge	   5415C,	   Eppendorf-­‐Netheler-­‐Hinz	   GmbH,	  
Hamburg,	  Germany).	  The	  well	  mixed	  samples	  were	  placed	  in	  a	  water	  bath	  (Typ	  1002,	  
Gesellschaft	  für	  Labortechnik	  mbH,	  Burgwedel,	  Germany)	  for	  approximately	  5  𝑚𝑚𝑚𝑚𝑚𝑚	  at	  a	  
temperature	   of	  95°𝐶𝐶.	   Afterwards	   approximately	  12.5  𝜇𝜇𝜇𝜇	  each	   of	   the	   reduced	   protein	  
samples	   were	   added	   (25  𝜇𝜇𝜇𝜇 	  syringe,	   Model	   1702	   N	   SYR,	   Hamilton	   Bonaduz	   AG,	  
Bonaduz,	  Switzerland)	   into	  separate	  wells	  of	   the	  gel.	   It	  was	  noticed	   that	   the	  samples	  
from	   the	   SEC	   run	   appeared	   turbid	   and	   cloggy	   whereas	   the	   samples	   from	   the	   stock	  
solutions	   not.	   Marker	   aliquots	   were	   additionally	   diluted	   with	   approximately	  5  𝜇𝜇𝜇𝜇	  of	  
running	   buffer	   solution.	   Empty	   wells	   were	   filled	   with	  10  𝜇𝜇𝜇𝜇 	  of	   the	   sample	   buffer	  
solution	   without	   DTT.	   The	   electrophoresis	   was	   performed	   at	   a	   constant	   voltage	   of	  
125  𝑉𝑉	  and	  was	  stopped	  after	  approximately	  65  𝑚𝑚𝑚𝑚𝑚𝑚.	  
The	  gel	  was	  extracted	  from	  its	  plastic	  container	  and	  shaken	  two	  times	  in	  DI	  water	  for	  
approximately	  5  𝑚𝑚𝑚𝑚𝑚𝑚.	  Then	   the	  gel	  was	   immersed	   in	  a	  Coomassie	  Brilliant	  Blue	  G250	  
(reference	   code	   27815,	   Sigma-­‐Aldrich,	   St.	   Louis,	   MO,	   USA)	   dye/staining	   solution	  
(general	   composition	   of	  1000  𝑚𝑚𝑚𝑚:	  2.5  𝑔𝑔	  dye	   were	   dissolved	   in	   a	   solution	   of	  450  𝑚𝑚𝑚𝑚	  
methanol,	  90  𝑚𝑚𝑚𝑚	  concentrated	  acetic	  acid	  and	  460  𝑚𝑚𝑚𝑚	  DI	  water)	  under	  constant	  shaking	  
for	   approximately	  10  𝑚𝑚𝑚𝑚𝑚𝑚 .	   Afterwards	   the	   dye	   solution	   was	   exchanged	   with	   an	  
“undye”/”de-­‐staining”	   solution	   (general	   composition	   of	  1000  𝑚𝑚𝑚𝑚:	  75  𝑚𝑚𝑚𝑚	  concentrated	  
acetic	   acid,	  50  𝑚𝑚𝑚𝑚 	  methanol,	  875  𝑚𝑚𝑚𝑚 	  DI	   water)	   and	   shaken	   for	   approximately	  1  ℎ .	  
Finally	   the	  de-­‐staining	   solution	  was	   replaced	  with	   a	   diluted	  de-­‐staining	   solution	   and	  
the	  gel	  was	  shaken	   in	   this	   solution	  over	  night.	   It	  was	  noted	   that	  a	   “1: 5	  dilution”	  was	  
used.	   The	   same	  uncertainty	   concerning	   the	  dilution	   as	   described	   above	   persists	   also	  
here	  but	  most	  probably	  50  𝑚𝑚𝑚𝑚	  concentrated	  de-­‐staining	  solution	  was	  diluted	  to	  250  𝑚𝑚𝑚𝑚.	  
After	   approximately	  22  ℎ	  the	   gel	   was	   purged	   and	   shaken	   two	   times	   in	   DI	   water	   for	  
approximately	  5  𝑚𝑚𝑚𝑚𝑚𝑚.	  Then	  the	  gel	  was	  immersed	  together	  with	  two	  pieces	  of	  pre-­‐cut	  
cellophane	   sheets	   (DryEase	  Mini	   Cellophane,	   catalogue	   number:	   NC2380,	   invitrogen,	  
Carlsbad,	   CA,	   USA)	   in	   a	   gel	   drying	   solution	   (general	   composition	   of	  500  𝑚𝑚𝑚𝑚:	  50  𝑚𝑚𝑚𝑚	  
glycerol,	  75  𝑚𝑚𝑚𝑚 	  ethanol,	  375  𝑚𝑚𝑚𝑚 	  DI	   water)	   for	   approximately	  2  𝑚𝑚𝑚𝑚𝑚𝑚 	  under	   constant	  
shaking.	  Then	  the	  gel	  was	  placed	  between	  the	  two	  sheets	  of	  cellophane	  and	  fixed	  in	  a	  
frame	  (also	  from	  the	  invitrogen	  DryEase	  system)	  for	  drying	  overnight.	  The	  dry	  gel	  was	  
digitalized	  with	  a	  common	  office	  scanner	  and/or	  a	  digital	  camera.	  
Not	  every	  aliquot	  and	  solution	  mentioned	  above	  were	  prepared	  by	  the	  author	  during	  
the	  period	  of	   the	   thesis.	  Exceptions	  were	   the	  de-­‐staining	  and	  drying	  solutions,	  which	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were	  prepared	  on	  a	  few	  occasions.	  Therefore	  it	  was	  not	  possible	  to	  retrace	  full	  details	  
of	  every	  used	  substances	  related	  to	  the	  SDS-­‐PAGE	  preparations.	  
4.4.2.	  Perlucin	  variants	  and	  nacre	  proteins	  
In	   total	   four	   different	   protein	   samples	   containing	   nacre	   proteins	   were	   prepared	   for	  
SEC.	   All	   samples	   contained	   nacre	   proteins	   extracted	   from	   the	   nacreous	   layer	   of	   the	  
shell	   of	   the	   marine	   gastropod	  Haliotis	   laevigata.	   However	   two	   samples	   consisted	   of	  
afore	   lyophilised	   proteins	   (kindly	   provided	   by	   Dr.	   Meike	   Gummich,	   Institute	   of	  
Biophysics,	   University	   of	   Bremen)	   whereas	   the	   remaining	   two	   samples	   contained	  
proteins	  that	  were	  kept	  in	  solution	  since	  their	  extraction	  from	  the	  nacre	  layer.	  
The	   two	  non-­‐lyophilised	  samples	  were	  obtained	   from	  two	   independent	  and	  different	  
preparations	  of	  nacre.	  In	  the	  following	  one	  of	  these	  preparations	  (named	  “Präp9A”)	  of	  
the	  soluble	  proteins	  from	  nacre	  is	  described	  in	  full	  detail	  and	  afterwards	  differences	  of	  
the	  other	  preparation	  (named	  “Präp6”)	  are	  given.	  
	  
Shells	   of	   Haliotis	   laevigata	   were	   kindly	   provided	   by	   Fred	   Glasbrenner	   (collected	   in	  
Australia	  and	  sent	  to	  the	  Institute	  of	  Biophysics	  in	  2009).	  For	  “Präp9A”	  one	  shell	  was	  
chosen	   and	   on	   the	   24/10/11	   the	   calcitic	   outside	   (distal)	   layer	   was	   roughly	   cleaned	  
with	  tap	  water	  and	  a	  steel	  brush.	  The	  next	  step	  was	  the	  removal	  of	  the	  non-­‐nacreous	  
layers	  of	  the	  shell	  with	  a	  corundum	  slurry	  blaster	  (blaster:	  WA-­‐70,	  Sigg	  Strahltechnik	  
GmbH,	  Jestetten,	  Germany;	  blasting	  material:	  Al2O3	  [corundum],	  0.12-­‐0.25	  F70,	  article	  
number	  100395,	  Sigg	  Strahltechnik	  GmbH).	  Then	  the	  processed	  shell	  was	  immersed	  in	  
an	  approximately	  6%	  NaOCl	   (sodium	  hypochlorite	  solution,	  12%	  Cl,	  product	  number	  
9062.4,	   Carl	   Roth	   GmbH	   +	   Co.	   KG,	   Karlsruhe,	   Germany)	   solution	   and	   shaken	   for	  
approximately	  2  𝑚𝑚𝑚𝑚𝑚𝑚.	  Then	  the	  shell	  was	  purged	  thoroughly	  with	  DI	  water.	  
It	   shall	  be	  mentioned	   that	   the	   last	   two	  steps	  were	  not	  mentioned	   in	   the	  author’s	   lab	  
notes.	  But	   since	   they	   are	  part	   of	   the	   standard	   shell	   preparation	  protocol	   in	   the	  Fritz	  
group	  and	  for	  two	  preceding	  shell	  preparations	  these	  two	  steps	  were	  noted	  in	  the	  lab	  
notes	   the	   author	   of	   this	   thesis	   is	   confident	   that	   the	   cleaning	   with	   NaOCl	   was	   also	  
performed	  in	  this	  case.	  
After	   rinsing	  with	  DI	  water	   the	   shell	  was	  wrapped	   in	   paper	   towel	   and	   stored	   in	   the	  
cooling	  chamber	  overnight.	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The	  next	  day	  the	  shell	  was	  crushed	  into	  coarse	  pieces	  with	  a	  hammer.	  Suitable	  pieces	  –	  
without	   impurities,	   without	   damages	   and	   not	   thick	   parts	   of	   the	   shell	   rim	   –	   were	  
collected	   in	   a	   beaker	   glass	   and	   weighted.	   Approximately	  81  𝑔𝑔	  of	   shell	   material	   was	  
obtained.	   These	   coarse	   shell	   pieces	   were	   further	   ground	   with	   a	   jaw	   crusher	  
(Pulverisette,	  order	  number	  01.5020,	  Fritsch,	  Idar-­‐Oberstein,	  Germany)	  several	  times.	  
Approximately	  2  𝑔𝑔	  of	  shell	  material	  was	  lost	  during	  this	  procedure.	  
A	  dialysis	  tube	  (Spectra/Por	  Dialysis	  Membrane,	  MWCO	  3.5  𝑘𝑘𝑘𝑘𝑘𝑘,	  nominal	  flat	  width	  of	  
54  𝑚𝑚𝑚𝑚,	  Spectrum	  Laboratories,	  Inc.,	  reorder	  number	  132725,	  Rancho	  Dominguez,	  CA,	  
USA)	   and	   clamps	   were	   boiled	   in	   DI	   water	   and	   purged	   afterwards	   in	   DI	   water.	  
Additionally	   a	  6% 	  acetic	   acid	   (HAc,	   most	   probably:	   puriss.	   p.a.,	   assay	  ≥ 99.8% ,	  
reference	   code	   33209,	   Sigma-­‐Aldrich,	   St.	   Louis,	   MO,	   USA)	   solution	   was	   prepared	  
(usually	  3.5	  to	  4.5  𝑙𝑙)	   for	   demineralisation	   of	   the	   crushed	   nacre	   pieces.	  With	   a	   plastic	  
funnel	  the	  nacre	  pieces	  were	  filled	  into	  the	  dialysis	  tube.	  A	  3%	  HAc	  solution	  was	  filled	  
into	  the	  tube	  and	  the	  filling	  of	  the	  tube	  was	  shaken	  to	  mix	  the	  acetic	  acid	  solution	  and	  
the	   nacre	   pieces.	   Afterwards	   the	   tube	   was	   placed	   in	   the	   6%	   HAc	   solution	   for	  
demineralisation.	   The	   demineralisation	   solution	   was	   placed	   in	   the	   cooling	   chamber	  
and	  continuously	  stirred.	  Occasionally	  the	  dialysis	  tube	  had	  to	  be	  ventilated	  due	  to	  the	  
production	   of	   carbon	   dioxide	   during	   the	   demineralisation.	   The	   demineralisation	  
solution	  was	  replaced	  with	  a	  fresh	  one	  on	  the	  28/10/11,	  08/11/11	  and	  18/11/11.	  
On	  the	  28/11/11	  the	  dialysis	  tube	  containing	  the	  soluble	  and	  insoluble	  organic	  fraction	  
from	  nacre	  was	   removed	   from	   the	   acetic	   acid	   solution.	   The	   content	   of	   the	   tube	  was	  
filtered	  with	  a	   filter	  of	  0.45  𝜇𝜇𝜇𝜇	  pore	  size	   (Durapore	  membrane,	  material:	  hydrophilic	  
PVDF,	  type:	  HVLP,	  Millipore	  Corporation,	  Billerica,	  MA,	  USA)	  and	  the	  vacuum	  filtration	  
device	  as	  described	  at	  the	  beginning	  of	  section	  4.4.	  The	  filtered	  solution	  –	  the	  so-­‐called	  
acetic	  acid	  soluble	  organic	  matrix	  –	  was	  filled	  into	  new	  dialysis	  tubes	  of	  the	  same	  type.	  
In	   this	   case	   dialysis	   tubes	   that	   were	   already	   boiled	   on	   22/11/11	   were	   used.	   These	  
tubes	   were	   stored	   in	   the	   cooling	   chamber	   and	   boiled	   again	   in	   DI	   water	   before	   use.	  
Approximately	  20  𝑚𝑚𝑚𝑚	  of	   soluble	   organic	   matrix	   could	   not	   be	   filled	   in	   a	   dialysis	   tube	  
since	  its	  volume	  was	  not	  sufficient.	  It	  has	  to	  be	  mentioned	  that	  on	  the	  same	  day	  organic	  
matrices	   from	   three	   independent	  preparations	  were	   filtered	  with	   the	   same	   filtration	  
devices.	  Between	  those	  three	  preparations	  the	  glass	  ware	  was	  purged	  with	  DI	  water.	  
Stock	   solutions	   of	  200  𝑚𝑚𝑚𝑚 	  citric	   acid	   (HCit,	   citric	   acid	   monohydrate,	   for	   analysis,	  
product	   number	   1.00244.0500,	   Merck	   KGaA,	   Darmstadt,	   Germany;	   or:	   citric	   acid	  
monohydrate,	   puriss.	   p.a.,	   reference	   code	   33114,	   Sigma-­‐Aldrich,	   St.	   Louis,	  MO,	   USA),	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0.02%	   NaN3	   and	  200  𝑚𝑚𝑚𝑚	  sodium	   citrate	   (NaCit,	   sodium	   citrate	   tribasic	   dihydrate,	  
purum	   p.a.,	   reference	   code	   71406,	   Sigma-­‐Aldrich,	   St.	   Louis,	   MO,	   USA),	   0.02%	   NaN3	  
were	   used	   to	   prepare	  20  𝑚𝑚𝑚𝑚	  solutions	   of	   each	   substance.	   Appropriate	   volumes	   of	  
NaN3	   were	   added	   to	   the	   diluted	   solutions	   so	   that	   the	   final	   azide	   concentration	   was	  
approximately	   0.02%.	   Both	   solutions	   were	  mixed	   to	   obtain	   a	   citrate	   buffer	   solution	  
with	  a	  pH	  value	  of	  4.8	  at	  room	  temperature.	  The	  final	  volume	  of	  the	  buffer	  solution	  was	  
approximately	  4  𝑙𝑙.	  The	  dialysis	  tube	  with	  the	  filtered	  organic	  matrix	  was	  immersed	  in	  
the	  citrate	  buffer	  solution,	  which	  was	  placed	  in	  the	  cooling	  chamber	  and	  continuously	  
stirred.	  The	  citrate	  buffer	  solution	  was	  exchanged	  on	  the	  30/11/11	  and	  01/12/12.	  
On	   the	  02/12/11	   the	   soluble	  organic	  matrix	   in	   the	  dialysis	   tube	   in	   the	   citrate	  buffer	  
solution	  was	   filtered	  using	   a	   filter	  with	   a	  pore	   size	  of	  0.22  𝜇𝜇𝜇𝜇	  (Durapore	  membrane,	  
material:	   hydrophilic	   PVDF,	   type:	   GVWP,	   Millipore	   Corporation,	   Billerica,	   MA,	   USA).	  
The	  same	  vacuum	  filtration	  assembly	  as	  described	  above	  was	  used.	  On	  the	  same	  day	  
the	  soluble	  organic	  matrices	  of	   two	   further	  preparations	  were	   filtered.	  Therefore	   the	  
same	  glass	  ware	  was	  possibly	  used	   for	  at	   least	  one	   filtration.	  Afterwards	   the	   filtered	  
organic	  matrix	  was	  stored	  in	  the	  cooling	  chamber.	  
On	  the	  08/12/11	  the	  soluble	  organic	  matrix	  was	  divided	  into	  two	  parts	  of	  250  𝑚𝑚𝑚𝑚	  each	  
(one	  part	  constituted	  the	  actual	  “Präp9A”	  sample	  and	  the	  other	  was	  termed	  “Präp9B”	  
that	   is	   not	   related	   to	   this	   thesis).	   A	  100  𝑚𝑚𝑚𝑚 	  CaCl2	   (calcium	   chloride	   dihydrate,	  
molecular	   biology	   grade,	   order	   number	   A4689,	   AppliChem	   GmbH,	   Darmstadt,	  
Germany)	   stock	   solution	   was	   prepared	   by	   adding	   CaCl2	   to	   a	   degassed	   citrate	   buffer	  
solution	   (20  𝑚𝑚𝑚𝑚,	   0.02%	   NaN3,	   pH	   4.8	   at	   RT)	   and	   filtered	   with	   a	   syringe	   filter	   of	  
0.22  𝜇𝜇𝜇𝜇 	  pore	   size	   (membrane:	   PES,	   product	   number	   99722,	   TPP	   Techno	   Plastic	  
Products	   AG,	   Trasadingen,	   Switzerland)	   afterwards.	  2.5  𝑚𝑚𝑚𝑚 	  of	   the	   calcium	   chloride	  
stock	   solution	   was	   added	   to	   the	   soluble	   organic	   matrix	   “Präp9A”.	   The	   solution	   was	  
degassed	  and	  placed	  on	  a	  shaker	  in	  the	  cooling	  chamber	  overnight.	  
A	   cation	   exchanger	   column	   (HiTrap	   CM	   FF,	  5  𝑚𝑚𝑚𝑚 ,	   product	   code	   17-­‐5155-­‐01,	   GE	  
Healthcare	   BioSciences	   AB,	   Uppsala,	   Sweden)	   mounted	   into	   the	   GradiFrac	  
chromatographic	   system	  was	   used	   for	   further	   purification	   of	   the	   acetic	   acid	   soluble	  
organic	  matrix.	  In	  every	  case	  the	  flow	  rate	  during	  ion	  exchange	  chromatography	  (IEC)	  
was	   set	   to	  5  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚.	   Two	   buffer	   solutions	   were	   prepared	   for	   the	   IEC	   run	   between	  
02/12/11	   and	   19/12/11.	   The	   initial	   buffer	   solution	   was	   a	  20  𝑚𝑚𝑚𝑚 	  citrate	   buffer	  
solution	  with	  0.02%	  NaN3	  and	  pH	  4.8	  at	  RT.	  One	  buffer	  solution	  contained	  finally	  1  𝑀𝑀	  
NaCl	   and	  1  𝑚𝑚𝑚𝑚	  CaCl2.	   A	   second	   citrate	   buffer	   solution	   contained	   additionally	  1  𝑚𝑚𝑚𝑚	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CaCl2.	  Although	  not	  stated	  explicitly	  in	  the	  lab	  notes	  of	  the	  author	  these	  solutions	  were	  
most	  probably	  filtered	  (filter	  of	  0.22  𝜇𝜇𝜇𝜇	  pore	  size	  as	  above)	  using	  a	  vacuum	  filtration	  
device	  (as	  above)	  since	  this	  was	  usually	  the	  case	  for	  chromatography	  buffer	  solutions.	  
The	  pH	  value	  of	  both	  solutions	  was	  adjusted	  to	  4.8	  in	  the	  cooling	  chamber	  but	  it	  cannot	  
be	   reconstructed	   anymore	   if	   this	   was	   done	   before	   or	   after	   filtration.	   Both	   buffer	  
solutions	  were	  stored	  in	  the	  cooling	  chamber.	  
The	  next	  day	   (20/12/11)	  both	  buffer	   solutions	  as	  well	   as	   the	   soluble	  organic	  matrix	  
sample	  were	  degassed	  again.	  The	  reference	  cuvette	  of	  the	  UV	  detector	  was	  purged	  with	  
citrate	   buffer	   (most	   probably	   without	   added	   NaCl).	   Both	   buffer	   solutions	   were	  
connected	  to	  the	  GradiFrac	  system.	  The	  sensitivity	  of	  the	  absorbance	  detector	  was	  set	  
to	  0.2  𝐴𝐴𝐴𝐴 	  and	   the	   chart	   paper	   speed	   to	  2  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚 .	   The	   standard	   column	   purge	  
procedure	  was	  executed	  at	  least	  once.	  
One	   purge	   procedure	   lasted	   for	  25  𝑚𝑚𝑚𝑚𝑚𝑚	  in	   total.	   In	   an	   alternating	   fashion	   the	   citrate	  
buffer	   solutions	  with	   and	  without	  1  𝑀𝑀	  NaCl	  were	  pumped	   through	   the	   IEC	  media	   for	  
5  𝑚𝑚𝑚𝑚𝑚𝑚	  each.	  The	  procedure	  started	  and	  ended	  with	  the	  citrate	  buffer	  without	  1  𝑀𝑀	  NaCl.	  
On	  21/12/11	  the	  soluble	  organic	  matrix	  was	  applied	  on	  the	  IEC	  media	  with	  a	  flow	  rate	  
of	  5  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚	  (chart	   paper	   speed	   and	   detector	   sensitivity	   were	   left	   unchanged).	   The	  
intake	  socket	  of	  the	  pump	  was	  placed	  directly	  in	  the	  protein	  solution.	  Afterwards	  the	  
column	  media	  was	  purged	  with	   the	   citrate	  buffer	  without	  1  𝑀𝑀	  NaCl	   for	  15  𝑚𝑚𝑚𝑚𝑚𝑚	  (chart	  
paper	   speed	   and	  detector	   sensitivity	  were	   left	   unchanged).	   Forty	   reaction	   test	   tubes	  
were	   loaded	   into	   the	   fraction	   collector	   and	   the	   elution	   method	   was	   started	   (chart	  
paper	   speed	   was	   set	   to	  10  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚,	   the	   detector	   sensitivity	   was	   left	   unchanged;	  
absorbance	   recorder	  volt	   range	  was	  20  𝑚𝑚𝑚𝑚).	  The	  elution	   started	  with	  a	   continuously	  
increasing	  salt	  concentration	  in	  the	  elution	  buffer.	  Under	  the	  given	  conditions	  the	  salt	  
concentration	   rose	   with	  0.05  𝑀𝑀/𝑚𝑚𝑚𝑚𝑚𝑚	  up	   to	  0.5  𝑀𝑀	  after	  10  𝑚𝑚𝑚𝑚𝑚𝑚	  (or	   equivalently	  50  𝑚𝑚𝑚𝑚	  
elution	   buffer	   volume).	   This	   salt	   concentration	   was	   kept	   constant	   for	  7  𝑚𝑚𝑚𝑚𝑚𝑚.	   Finally	  
followed	   the	   pumping	   of	   the	   buffer	   solution	  without	   NaCl	   trough	   the	   IEC	  media	   for	  
5  𝑚𝑚𝑚𝑚𝑚𝑚.	  Forty	  fractions	  of	  1.5  𝑚𝑚𝑚𝑚	  each	  were	  collected	  continuously	  from	  the	  beginning	  of	  
the	  elution	  procedure.	  The	  absorbance	  at	  280  𝑛𝑛𝑛𝑛	  of	  the	  eluted	  volume	  was	  monitored	  
(see	  Fig.	  3.4.4.).	  Note	  that	  the	  reference	  cell	  of	  the	  UV	  detection	  device	  was	  filled	  at	  all	  
time	  with	  the	  same	  citrate	  buffer	  solution	  manually	  applied	  before	  the	  elution.	  
100  𝜇𝜇𝜇𝜇	  of	  several	  collected	  fractions	  (numbers	  9,	  12,	  14,	  16,	  18,	  19,	  20,	  22,	  24,	  26,	  28,	  
30,	   35)	   were	   pipetted	   into	   separate	   reaction	   test	   tubes	   and	   concentrated	   with	   the	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heated	  vacuum	  centrifuge	  to	  a	  usual	  target	  volume	  between	  10	  and	  20  𝜇𝜇𝜇𝜇	  as	  estimated	  
by	  crude	  visual	  inspection.	  
These	   samples	  were	   further	   subjected	   to	   SDS-­‐PAGE	   (denaturing	   conditions)	   analysis	  
(kindly	  performed	  by	  Meike	  Gummich).	  The	  principles	  of	  the	  method	  were	  the	  same	  as	  
described	  above.	  Some	  details	   like	  added	  sample	  buffer	  volume	  and	  incubation	  times	  
might	   have	   varied	   but	   this	   is	   considered	   non	   critical	   since	   the	   SDS-­‐PAGE	   gel	   (see	  
Fig.	  3.4.4.)	  was	  only	  used	  qualitatively.	  	  
	  
The	   preparation	   of	   the	   acetic	   acid	   soluble	   protein	   fraction	   termed	   “Präp6”	   is	   not	  
described	   in	   full	   detail	   here.	   Only	   important	   differences	   to	   the	   methods	   described	  
above	  are	  noted.	  
The	   shell	   was	   chosen	   and	   freed	   of	   the	   calcitic	   layer	   on	   the	   23/08/11.	   When	   the	  
demineralisation	   of	   the	   ground	   nacre	   pieces	   was	   started	   two	   days	   later	   the	   sample	  
(≈ 73  𝑔𝑔)	  produced	  initially	  a	  large	  amount	  of	  foam.	  This	  foam	  was	  discarded.	  However	  
due	  to	  the	  foam	  production	  solid	  nacre	  pieces	  adhered	  on	  the	  inner	  dialysis	  tube	  walls	  
even	  close	  to	  the	  open	  end	  of	  the	  tube.	  To	  avoid	  damage	  of	  the	  tube	  when	  sealing	  the	  
tube	  with	  the	  clamp,	  DI	  water	  was	  used	  to	  purge	  the	  inner	  and	  outer	  tube	  walls.	  It	  was	  
noticed	  that	  some	  kind	  of	  black	  coloured	  impurity	  was	  among	  the	  ground	  nacre.	  It	  was	  
removed	  from	  the	  dialysis	  tube	  and	  discarded.	  
The	   demineralisation	   was	   started	   on	   25/08/11.	   The	   first	   exchange	   of	   the	  
demineralisation	  was	  kindly	  performed	  by	  Meike	  Gummich	  during	  the	  first	  or	  second	  
week	   of	   September.	   The	   second	   exchange	   was	   performed	   on	   the	   13/09/11.	   The	  
organic	  matrix	  was	  put	  in	  the	  last	  fresh	  acetic	  acid	  solution	  on	  21/09/11.	  
The	   citrate	   buffer	   dialysis	   was	   started	   five	   days	   later.	   The	  0.45  𝜇𝜇𝜇𝜇	  filtration	   of	   the	  
organic	  matrix	  was	  not	  explicitly	  stated	   in	   the	   lab	  notes	  but	  since	  new	  dialysis	   tubes	  
were	  washed	   it	   can	  be	   safely	   assumed	   that	   the	   filtration	  was	  performed.	  The	   citrate	  
buffer	  solution	  was	  exchanged	  on	  the	  29/09	  and	  07/10/11.	  The	  0.22  𝜇𝜇𝜇𝜇	  filtration	  was	  
done	  ten	  days	  later.	  
The	  purification	  of	   the	   soluble	  organic	  matrix	  with	   IEC	  was	   conducted	  on	  28/10/11.	  
Since	  no	  statements	  about	  IEC	  buffer	  solution	  preparations	  were	  made	  in	  the	  lab	  book	  
it	   is	   assumed	   that	   the	   standard	   protocol	   of	   the	   Fritz	   group	   was	   used.	   The	   major	  
differences	  to	  the	  aforementioned	  IEC	  of	  “Präp9A”	  were	  then	  the	  following.	  No	  calcium	  
was	   added	   to	   the	   IEC	   buffer	   solutions	   and	   the	   pH	   was	   neither	   adjusted	   after	   the	  
addition	  of	  1  𝑀𝑀	  NaCl	  nor	  after	  the	  cooling	  in	  the	  cooling	  chamber.	  The	  chromatogram	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can	  be	  found	  in	  Appendix	  III.R.7.	  Note	  that	  during	  the	  elution	  the	  absorbance	  recorder	  
volt	   range	   was	   changed	   from	   10  𝑚𝑚𝑚𝑚 	  to	   20  𝑚𝑚𝑚𝑚 .	   This	   explains	   the	   jump	   in	   the	  
absorbance	  signal.	  
100  𝜇𝜇𝜇𝜇	  of	  several	  collected	  fractions	  (numbers	  11,	  15,	  17,	  19,	  21,	  23,	  25,	  27,	  29,	  31,	  33,	  
35,	  37	  an	  39)	  were	  pipetted	  into	  separate	  reaction	  test	  tubes.	  The	  concentration	  of	  the	  
samples	   by	   heating	   in	   a	   vacuum	   centrifuge	   as	   well	   as	   the	   SDS-­‐PAGE	   was	   kindly	  
performed	  by	  Meike	  Gummich.	  
	  
Samples	  from	  a	  nacre	  protein	  preparation	  from	  November	  to	  December	  2010	  (labelled	  
“SP52”)	  were	  used	   for	  SEC	  experiments	  as	  well.	  This	  preparation	  was	  not	  performed	  
by	   the	   author	  of	   this	   thesis.	  The	  nacre	  protein	  preparation	   (“SP52”)	   and	  purification	  
was	  performed	  most	  probably	  by	  the	  standard	  protocol	  (similar	  to	  the	  above	  described	  
“Präp6”).	   The	   IEC	   chromatogram	   is	   given	   in	  Appendix	   III.R.7.	   and	   a	   SDS-­‐PAGE	  gel	   of	  
some	   IEC	   fractions	   in	   Fig.	   3.4.4.	   Some	   samples	   of	   “SP52”	  were	   lyophilised	   by	  Meike	  
Gummich.	  Briefly	  (Meike	  Gummich,	  pers.	  comm.),	   the	  IEC	  fractions	  25	  to	  33	  of	  “SP52”	  
were	   pooled	   and	   dialysed	   in	   a	  5  𝑚𝑚𝑚𝑚	  acetate,	   pH	   5	   (at	   room	   temperature)	   buffer	  
solution	  in	  the	  cooling	  chamber.	  The	  dialysed	  samples	  were	  distributed	  into	  eight	  2  𝑚𝑚𝑚𝑚	  
reaction	  test	  tubes.	  Prior	  to	  the	   lyophilisation	  the	  test	  tubes	  were	  immersed	  in	   liquid	  
nitrogen.	   The	   tube	   lids	   were	   punctured	   and	   stored	   upright	   in	   a	   glass	   beaker.	   This	  
beaker	  was	  placed	  on	   the	  bottom	  plate	  of	   the	   freeze	  dryer	   (Alpha	  1-­‐2,	   type:	  100200,	  
fabrication	   number:	   6030,	   building	   year:	   Sept.	   1994,	   Martin	   Christ	  
Gefriertrocknungsanlagen	  GmbH,	  Osterode	  am	  Harz,	  Germany)	  connected	  to	  a	  vacuum	  
pump	  (Pfeiffer-­‐Balzers,	  type:	  DUO	  004	  B,	  number:	  PK	  D42	  305	  G1	  259,	  probably	  now	  
Pfeiffer	   Vacuum	   GmbH).	   It	   has	   to	   be	   mentioned	   that	   the	   combined	  
temperature/pressure	  display	  did	  not	  operate	   reliably.	  The	  quality	  of	   the	   lyophilised	  
products	  was	  not	  assessed	  independently.	  
From	   the	   eight	   lyophilised	   samples	   of	   “SP52”	   four	   samples	   were	   used	   for	   SEC	  
experiments.	  These	  are	  denoted	  in	  the	  following	  as	  “L25”,	  “L26”,	  “L27”	  and	  “L28”.	  The	  
prefix	   “L”	   is	   used	   to	   indicated	   the	   lyophilised	   samples.	   Note	   that	   the	   actual	   number	  
following	  the	  “L”	  prefix	  does	  not	  refer	  to	  an	  IEC	  fraction.	  
	  
In	   general	   the	   elution	   buffer	   solution	   used	   for	   SEC	   runs	   performed	   with	   the	  
perlucin/nacre	   protein	   samples	  was	   a	  25  𝑚𝑚𝑚𝑚	  Bis-­‐Tris,	  1  𝑀𝑀	  NaCl,	  0.02  %	  NaN3,	   pH	   7.3	  
(at	   cooling	   chamber	   temperature)	   buffer	   solution.	   The	   elution	   buffer	   solution	   was	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filtered	   (pore	   size	  0.22  𝜇𝜇𝜇𝜇)	   with	   a	   vacuum	   filtration	   assembly	   and	   degassed	   before	  
connection	  to	  the	  GradiFrac	  system.	  For	  further	   information	  on	  the	  pH	  adjustment	  of	  
the	  buffer	  solution	  see	  section	  4.4.	  
	  
Prior	  to	  the	  SEC	  run	  with	  samples	  from	  “Präp6”	  the	  SEC	  media	  was	  equilibrated	  with	  
400	   to	  500  𝑚𝑚𝑚𝑚	  at	   a	   flow	   rate	   of	  0.1  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚.	   On	   the	   02/05/12	  0.75  𝑚𝑚𝑚𝑚	  of	   each	   of	   the	  
fractions	  14,	  15	  and	  16	  of	  “Präp6”	  were	  pipetted	  into	  a	  dialysis	  tube	  (MWCO	  3.5  𝑘𝑘𝑘𝑘𝑘𝑘,	  
flat	  width	  18  𝑚𝑚𝑚𝑚).	  The	   filled	  dialysis	   tube	  was	  placed	   in	  approximately	  400  𝑚𝑚𝑚𝑚	  of	   the	  
aforementioned	  buffer	  solution,	  which	  was	  continuously	  stirred	  in	  the	  cooling	  chamber	  
overnight.	  The	  dialysis	  tubes	  and	  tube	  clamps	  were	  boiled	  in	  and	  washed	  with	  DI	  water	  
prior	  to	  the	  dialysis.	  
The	  next	  day	  –	   after	   approximately	  22  ℎ	  of	  dialysis	   –	   the	   content	  of	   the	  dialysis	   tube	  
was	   pipetted	   into	   two	   reaction	   test	   tubes	   of	   equal	   volume.	   It	   turned	   out	   that	   the	  
volume	   of	   the	   dialysed	   protein	   solution	  was	   approximately	  2  𝑚𝑚𝑚𝑚.	   Therefore	  100  𝜇𝜇𝜇𝜇	  of	  
elution	  buffer	  solution	  was	  added	  to	  each	  of	  the	  reaction	  test	  tubes.	  Both	  reaction	  test	  
tubes	  were	  centrifuged	   (15000  𝑟𝑟𝑟𝑟𝑟𝑟,	  10°𝐶𝐶)	   for	  45  𝑚𝑚𝑚𝑚𝑚𝑚.	  Approximately	  1  𝑚𝑚𝑚𝑚	  from	  each	  
reaction	   test	   tube	   was	   pipetted	   into	   a	  5  𝑚𝑚𝑚𝑚	  syringe	   (see	   Fig.	   4.4.1.).	   A	   pellet	   in	   the	  
reaction	  test	  tubes	  was	  not	  mentioned	  in	  the	  lab	  book.	  
The	  SEC	  column	  was	  purged	  with	  elution	  buffer	   solution	  at	  0.1  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚,	   the	  detector	  
sensitivity	  was	  set	  to	  0.05  𝐴𝐴𝐴𝐴,	  the	  baseline	  was	  adjusted	  during	  elution	  buffer	  solution	  
flow	  and	  the	  fractionation	  device	  was	  loaded	  with	  reaction	  test	  tubes.	  After	  the	  manual	  
removal	  of	  air	  bubbles	  from	  the	  protein	  sample	  in	  the	  syringe	  the	  sample	  was	  loaded	  
into	   the	   sample	   loop.	   The	   chart	   recorder	   speed	   was	   set	   to	  0.5  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚 	  and	   the	  
programmed	  elution	  method	  –	  where	  the	  elution	  volume	  is	  fractionated	  up	  to	  135  𝑚𝑚𝑚𝑚	  –	  
was	  started.	  The	  flow	  rate	  was	  not	  checked.	  
248	  
	  








A	   28,	  29,	  30,	  31	   4  ×  500  𝜇𝜇𝜇𝜇	   2.265 0.031 ≈ 73	  
B	   35,	  36,	  37	   3  ×  666  𝜇𝜇𝜇𝜇	   2.224 0.047 ≈ 47	  
C	   38,	  39,	  40	   3  ×  666  𝜇𝜇𝜇𝜇	   2.121 0.040 ≈ 53	  
D	   41,	  42,	  43	   3  ×  666  𝜇𝜇𝜇𝜇	   2.189 0.031 ≈ 71	  
E	   44,	  45,	  46	   3  ×  666  𝜇𝜇𝜇𝜇	   2.201 0.033 ≈ 67	  
F	   47,	  48,	  49,	  50	   4  ×  500  𝜇𝜇𝜇𝜇	   2.213 0.034 ≈ 65	  
G	   SEC	  sample	   	   0.304 0.035 ≈ 8.7	  
Table	  4.4.2.	  Composition	  of	  the	  samples	  obtained	  from	  SEC	  of	  “Präp6”	  fractions	  14,	  15	  and	  16	  
that	  were	  subjected	   to	  SDS-­‐PAGE	  assessment.	  The	   first	  column	  denotes	   the	  sample	   identifier	  
used	  during	   SDS-­‐PAGE	   and	   for	   gel	   lane	   labelling.	   The	   column	   “SEC	   fractions”	   shows	   the	   SEC	  
fractions	   that	  were	  pooled	   to	  obtain	  a	  new	  sample.	  The	  next	   column	  gives	   the	  volume	   taken	  
from	  the	  SEC	  fractions.	  The	  final	  column	  indicates	  the	  concentration	  factor	  of	  the	  samples	  prior	  
to	  SDS-­‐PAGE	  analysis.	  They	  were	  obtained	  as	  follows.	  The	  pooled	  SEC	  fractions	  were	  dialysed	  
against	  a	  citrate	  buffer	  solution	  and	  then	  pipetted	  into	  a	  weighted	  test	  tube.	  The	  initial	  mass	  of	  
the	   sample	   prior	   to	   concentration	   was	   determined	   with	   a	   second	  mass	   determination	   (this	  
mass	   is	   given	   as	   numerator).	   Then	   after	   the	   last	   run	   of	   the	   sample	   in	   the	   heated	   vacuum	  
centrifuge	  it	  was	  weighted	  again	  and	  the	  remaining	  sample	  mass	  was	  calculated	  (value	  in	  the	  
denominator).	   This	   gives	   an	   estimation	   of	   the	   concentration	   factor.	   Note	   that	   if	   this	  
concentration	  factor	  is	  interpreted	  as	  a	  volume	  concentration	  factor	  then	  this	  assumes	  that	  the	  
sample	  density	  remains	  constant	  during	  solvent	  reduction.	   In	  this	  case	  the	  “SEC	  sample”	  was	  
most	  probably	   recovered	   from	   the	   injection	   syringe.	  This	  was	   inferred	   from	   the	  observation	  
that	  in	  the	  container	  of	  the	  SEC	  fractions	  two	  liquid	  filled	  test	  tubes	  labelled	  “0”	  and	  “0P”	  were	  
found.	  The	  label	  “0P”	  was	  used	  by	  the	  author	  of	  this	  thesis	  to	  denote	  the	  remaining	  liquid	  after	  
centrifugation	  that	  was	  not	  pipetted	  into	  the	  5  𝑚𝑚𝑚𝑚	  syringe	  used	  for	  sample	  application	  into	  the	  
sample	  loop.	  In	  the	  lab	  notes	  it	  is	  explicitly	  stated	  that	  the	  sample	  “0”	  was	  used.	  
	  
For	  SDS-­‐PAGE	  analysis	  of	  the	  afore	  described	  SEC	  run	  following	  fractions	  were	  pooled	  
as	   shown	   in	   Table	   4.4.2.	   (especially	   note	   the	   comment	   on	   the	   SEC	   sample).	   The	   pH	  
value	   of	   a	  20  𝑚𝑚𝑚𝑚	  citric	   acid,	   0.02%	  NaN3	   solution	  was	   adjusted	   to	   4.8	   in	   the	   cooling	  
chamber.	   Note	   that	   the	   pH	   meter	   was	   not	   calibrated	   beforehand	   since	   the	   buffer	  
solution	   was	   intended	   to	   reduce	   the	   high	   salt	   concentration	   and	   to	   provide	   a	   mild	  
acidic	   environment.	   Dialysis	   tubes	   (MWCO	  3.5  𝑘𝑘𝑘𝑘𝑘𝑘,	   flat	   width	  18  𝑚𝑚𝑚𝑚)	   and	   clamps	  
were	  boiled	  in	  and	  purged	  with	  DI	  water.	  The	  samples	  were	  pipetted	  into	  the	  tubes	  and	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the	   tubes	   were	   put	   into	  1  𝑙𝑙 	  of	   the	   aforementioned	   citrate	   buffer	   solution.	   After	  
overnight	  dialysis	  the	  samples	  were	  pipetted	  into	  reaction	  test	  tubes	  and	  concentrated	  
in	   the	   heated	   vacuum	   centrifuge.	   The	   final	   volume	   of	   the	   samples	  was	   estimated	   by	  
weighting	  the	  empty	  and	  the	  filled	  reaction	  test	  tubes	  mentioned	  before.	  
	  
Concerning	  the	  SEC	  run	  with	  proteins	  from	  “Präp9A”	  the	  IEC	  fractions	  24	  to	  31	  were	  
chosen	   for	   analysis.	   On	   the	   07/05/12	   a	   volume	   of	  500  𝜇𝜇𝜇𝜇	  from	   each	   of	   the	   above	  
mentioned	   IEC	   fraction	   was	   reduced	   in	   the	   heated	   vacuum	   centrifuge.	   The	   heating	  
device	  of	  the	  vacuum	  centrifuge	  was	  turned	  off.	  The	  heat	  generated	  during	  operation	  of	  
the	  centrifuge	  was	  sufficient	  for	  solvent	  reduction	  in	  a	  reasonable	  time.	  Of	  course	  this	  
resulted	   in	   prolonged	   vacuum	   centrifuging	   compared	   to	   active	   heating.	   The	   actual	  
temperature	   inside	   the	   centrifuge	   was	   not	   monitored.	   Since	   the	   lowest	   heating	  
temperature	  that	  can	  be	  set	  is	  35°𝐶𝐶	  it	  was	  assumed	  that	  the	  actual	  temperature	  did	  not	  
exceed	  this	  value	  when	  the	  active	  heating	  was	  switched	  off.	  Finally	  the	  volume	  of	  the	  
samples	  was	  reduced	  to	  approximately	  2  𝑚𝑚𝑚𝑚.	  A	  dialysis	  tube	  (MWCO	  3.5  𝑘𝑘𝑘𝑘𝑘𝑘,	  flat	  width	  
18  𝑚𝑚𝑚𝑚)	   and	   corresponding	   clamps	   were	   boiled	   in	   and	   purged	   with	   DI	   water.	   The	  
samples	  were	  pipetted	  into	  the	  single	  dialysis	  tube	  and	  the	  tube	  was	  put	  into	  a	  25  𝑚𝑚𝑚𝑚	  
Bis-­‐Tris,	  1  𝑀𝑀 	  NaCl,	  0.02  % 	  NaN3,	   pH	   7.3	   (at	   cooling	   chamber	   temperature)	   buffer	  
solution.	   The	   buffer	   solution	   was	   placed	   in	   the	   cooling	   chamber	   and	   continuously	  
stirred.	   Two	   days	   later	   (08/05/12)	   the	   used	   buffer	   solution	   was	   replaced	   by	  
approximately	  400  𝑚𝑚𝑚𝑚	  fresh	  solution.	  The	  same	  day	  the	  elution	  buffer	  solution	  (25  𝑚𝑚𝑚𝑚	  
Bis-­‐Tris,	  1  𝑀𝑀	  NaCl,	  0.02  %	  NaN3,	  pH	  7.3	  at	  cooling	  chamber	  temperature)	  flow	  through	  
the	  SEC	  column	  was	  started	  with	  0.1  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚.	  Note	  that	  a	  prolonged	  purging	  of	  the	  SEC	  
column	   with	   the	   aforementioned	   buffer	   solution	   was	   supposed	   to	   be	   not	   necessary	  
since	   the	   last	   SEC	   run	   (fractions	   of	   “Präp6”)	   was	   performed	   with	   the	   same	   buffer	  
solution	  composition.	  
The	  next	  day	  (09/05/12)	  the	  protein	  sample	  was	  pipetted	  into	  two	  reaction	  test	  tubes	  
and	   centrifuged	   (15000  𝑟𝑟𝑟𝑟𝑟𝑟,	  10°𝐶𝐶)	   for	  45  𝑚𝑚𝑚𝑚𝑚𝑚.	   Leaving	   a	   small	   amount	   of	   sample	   at	  
the	  bottom	  of	   the	   reaction	   test	   tubes	   the	   sample	  was	  pipetted	   (see	  Fig.	  4.4.1.)	   into	  a	  
5  𝑚𝑚𝑚𝑚	  syringe	  and	  placed	  in	  the	  cooling	  chamber.	  A	  pellet	  was	  not	  mentioned	  in	  the	  lab	  
book.	  
The	  SEC	  column	  was	  purged	  with	  elution	  buffer	   solution	  at	  0.1  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚,	   the	  detector	  
sensitivity	  was	  set	  to	  0.05  𝐴𝐴𝐴𝐴,	  the	  baseline	  was	  adjusted	  during	  elution	  buffer	  solution	  
flow	  and	  the	  fractionation	  device	  was	  loaded	  with	  reaction	  test	  tubes.	  After	  residual	  air	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bubbles	  disappeared	   from	   the	  protein	   sample	   in	   the	   syringe,	   the	   sample	  was	   loaded	  
into	   the	   sample	   loop.	   The	   chart	   recorder	   speed	   was	   set	   to	  0.5  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚 	  and	   the	  
programmed	  elution	  method	  –	  where	  the	  elution	  volume	  is	  fractionated	  up	  to	  135  𝑚𝑚𝑚𝑚	  –	  
was	  started.	  The	  flow	  rate	  was	  not	  checked.	  
	  






from	  SEC	  fractions	  
approximate	  
concentration	  factor	  
I	   30	  to	  33	   4  ×  500  𝜇𝜇𝜇𝜇	   2.283 0.025 ≈ 91	  
J	   34	  to	  37	   4  ×  500  𝜇𝜇𝜇𝜇	   2.296 0.017 ≈ 135	  
K	   SEC	  sample	   	   0.118 0.013 ≈ 9.1	  
Table	  4.4.3.	  Composition	  of	  the	  samples	  obtained	  from	  SEC	  of	  “Präp9A”	  fractions	  24	  to	  31	  that	  
were	  subjected	  to	  SDS-­‐PAGE	  assessment.	  The	  first	  column	  denotes	  the	  sample	  identifier	  used	  
during	  SDS-­‐PAGE	  and	  for	  gel	  lane	  labelling.	  The	  column	  “SEC	  fractions”	  shows	  the	  SEC	  fractions	  
that	  were	  pooled	   to	  obtain	  a	  new	  sample.	  The	  next	   column	  gives	   the	  volume	   taken	   from	   the	  
SEC	  fractions.	  The	  final	  column	  indicates	  the	  concentration	  factor	  of	  the	  samples	  prior	  to	  SDS-­‐
PAGE	  analysis.	  They	  were	  obtained	  as	  follows.	  The	  pooled	  SEC	  fractions	  were	  dialysed	  against	  
a	   citrate	   buffer	   solution	   and	   then	   pipetted	   into	   a	  weighted	   test	   tube.	   The	   initial	  mass	   of	   the	  
sample	  prior	  to	  concentration	  was	  determined	  with	  a	  second	  mass	  determination	  (this	  mass	  is	  
given	  as	  numerator).	  Then	  after	  the	  last	  run	  of	  the	  sample	  in	  the	  heated	  vacuum	  centrifuge	  it	  
was	  weighted	  again	  and	  the	  remaining	  sample	  mass	  was	  calculated	  (value	  in	  the	  denominator).	  
This	   gives	   an	   estimation	   of	   the	   concentration	   factor.	  Note	   that	   if	   this	   concentration	   factor	   is	  
interpreted	   as	   a	   volume	   concentration	   factor	   then	   this	   assumes	   that	   the	   sample	   density	  
remains	  constant	  during	  solvent	   reduction.	   In	   this	  case	   the	   “SEC	  sample”	  was	  most	  probably	  
constituted	  of	  remnants	  in	  the	  injection	  syringe	  (tube	  label	  “0”)	  and	  the	  remaining	  liquid	  after	  
centrifugation	  (that	  was	  not	  pipetted	  into	  the	  5  𝑚𝑚𝑚𝑚	  syringe	  used	  for	  sample	  application	  into	  the	  
sample	   loop;	   tube	   label	   “0P”).	   In	   the	   lab	  notes	   it	   is	   explicitly	   stated	   that	   the	   samples	   “0”	  and	  
“0P”	  were	  used.	  
	  
For	  SDS-­‐PAGE	  analysis	  of	  the	  afore	  described	  SEC	  run	  fractions	  were	  pooled	  as	  shown	  
in	  Table	  4.4.3.	  These	  samples	  were	  dialysed	  in	  ≈ 700  𝑚𝑚𝑚𝑚	  citrate	  buffer	  as	  described	  for	  
the	  samples	  of	  “Präp6”	  overnight.	  Afterwards	  the	  sample	  concentration	  was	  increased	  
by	  using	  the	  heated	  vacuum	  centrifuge.	  
	  
The	  dialysed	  and	  concentrated	  SEC	  samples	  of	  “Präp6”	  (see	  Table	  4.4.2.)	  and	  “Präp9A”	  
(see	   Table	   4.4.3.)	   were	   assessed	   with	   SDS-­‐PAGE	   (15/05/12).	   In	   the	   following	   only	  
differences	   compared	   to	   SDS-­‐PAGE	   assessments	   of	   the	   reference	   proteins	   (see	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preceding	   section)	   and	   important	   steps	   are	   noted.	  10  𝜇𝜇𝜇𝜇	  of	   sample	   buffer	   solution	   –	  
including	  reducing	  agent	  –	  were	  added	  to	  15  𝜇𝜇𝜇𝜇	  of	  protein	  sample	  except	  for	  samples	  J	  
and	  K	  where	  the	  complete	  volume	  (17  𝜇𝜇𝜇𝜇	  and	  13  𝜇𝜇𝜇𝜇)	  was	  used.	  Afterwards	  the	  samples	  
were	   heated	   for	  3.5  𝑚𝑚𝑚𝑚𝑚𝑚.	   During	   application	   of	   the	   samples	   in	   the	   gel	  wells	   in	   some	  
samples	   larger	   aggregates	  were	   observed.	   Approximately  12.5  𝜇𝜇𝜇𝜇	  sample	   volume	   and	  
7.5  𝜇𝜇𝜇𝜇	  marker	   volume	   were	   loaded	   in	   the	   gel	   wells.	   One	   marker	   aliquot	   had	   to	   be	  
diluted	  with	  5  𝜇𝜇𝜇𝜇	  running	  buffer.	   It	  could	  not	  be	  retrieved	  if	  the	  marker	  aliquots	  were	  
additionally	  diluted.	  In	  the	  reaction	  test	  tube	  of	  the	  reduced	  sample	  J	  dense	  aggregates	  
emerged	  so	  that	  only	  7	  to	  10  𝜇𝜇𝜇𝜇	  could	  be	  soaked	  up	  with	  the	  Hamilton	  syringe.	  Empty	  
wells	  were	  not	  filled	  with	  sample	  buffer	  solution.	  The	  total	  run	  time	  of	  the	  SDS-­‐PAGE	  
was	  between	  73  𝑚𝑚𝑚𝑚𝑚𝑚	  and	  74  𝑚𝑚𝑚𝑚𝑚𝑚.	  
Before	  staining,	  the	  gel	  was	  purged	  for	  5  𝑚𝑚𝑚𝑚𝑚𝑚	  and	  for	  20  𝑚𝑚𝑚𝑚𝑚𝑚	  in	  DI	  water.	  The	  staining	  
solution	  was	  applied	  for	  13  𝑚𝑚𝑚𝑚𝑚𝑚.	  Afterwards	  the	  gel	  was	  shaken	  for	  8  𝑚𝑚𝑚𝑚𝑚𝑚	  in	  used	  de-­‐
staining	   solution	   then	   for	  1  ℎ	  in	   fresh	   de-­‐staining	   solution.	   Finally	   the	   de-­‐staining	  
solution	  was	  replaced	  with	  a	  diluted	  de-­‐staining	  solution	  and	  the	  gel	  was	  shaken	  in	  this	  
solution	  over	  night.	  It	  was	  noted	  that	  a	  “1:10	  dilution”	  was	  used.	  The	  same	  uncertainty	  
concerning	  the	  dilution	  as	  described	  above	  persists	  also	  here	  but	  most	  probably	  25  𝑚𝑚𝑚𝑚	  
concentrated	   de-­‐staining	   solution	   was	   diluted	   to	  250  𝑚𝑚𝑚𝑚.	   The	   next	   day	   the	   gel	   was	  










from	  SEC	  fractions	  
approximate	  
concentration	  factor	  
SDS-­‐PAGE	  analysis	  of	  SEC	  run	  of	  “Präp6”	  (fractions	  14,	  15,	  16)	  
A	   30	   600  𝜇𝜇𝜇𝜇	   0.627 0.015 ≈ 42	  
B	   33	   600  𝜇𝜇𝜇𝜇	   0.691 0.021 ≈ 33	  
C	   36	   600  𝜇𝜇𝜇𝜇	   0.658 0.013 ≈ 51	  
D	   39	   600  𝜇𝜇𝜇𝜇	   0.513 0.012 ≈ 43	  
E	   42	   600  𝜇𝜇𝜇𝜇	   0.681 0.017 ≈ 40	  
F	   45	   600  𝜇𝜇𝜇𝜇	   0.565 0.016 ≈ 35	  
G	   48	   600  𝜇𝜇𝜇𝜇	   0.663 0.019 ≈ 35	  
SDS-­‐PAGE	  analysis	  of	  SEC	  run	  of	  “Präp9A”	  (fractions	  24	  to	  31)	  
H	   29	   600  𝜇𝜇𝜇𝜇	   0.697 0.017 ≈ 41	  
I	   33	   600  𝜇𝜇𝜇𝜇	   0.675 0.014 ≈ 48	  
J	   36	   600  𝜇𝜇𝜇𝜇	   0.693 0.016 ≈ 43	  
K	   39	   600  𝜇𝜇𝜇𝜇	   0.716 0.019 ≈ 38	  
L	   42	   600  𝜇𝜇𝜇𝜇	   0.690 0.016 ≈ 43	  
Table	  4.4.4.	  Composition	  of	  the	  samples	  obtained	  from	  SEC	  of	  “Präp9A”	  (fractions	  24	  to	  31)	  and	  
“Präp6”	  (fractions	  14,	  15,	  16)	  that	  were	  subjected	  to	  another	  SDS-­‐PAGE	  assessment.	  The	  first	  
column	   denotes	   the	   sample	   identifier	   used	   during	   SDS-­‐PAGE	   and	   for	   gel	   lane	   labelling.	   The	  
column	  “SEC	  fractions”	  shows	  the	  SEC	  fractions	  that	  were	  chosen	  for	  SDS-­‐PAGE	  analysis.	  The	  
next	   column	   gives	   the	   volume	   taken	   from	   the	   SEC	   fractions.	   The	   final	   column	   indicates	   the	  
concentration	  factor	  of	  the	  samples	  prior	  to	  SDS-­‐PAGE	  analysis.	  They	  were	  obtained	  as	  follows.	  
The	  pooled	  SEC	  fractions	  were	  dialysed	  against	  a	  citrate	  buffer	  solution	  and	  then	  pipetted	  into	  
a	  weighted	   test	   tube.	   The	   initial	  mass	   of	   the	   sample	   prior	   to	   concentration	  was	   determined	  
with	  a	  second	  mass	  determination	  (this	  mass	  is	  given	  as	  numerator).	  Then	  after	  the	  last	  run	  of	  
the	  sample	  in	  the	  heated	  vacuum	  centrifuge	  it	  was	  weighted	  again	  and	  the	  remaining	  sample	  
mass	  was	  calculated	  (value	  in	  the	  denominator).	  This	  gives	  an	  estimation	  of	  the	  concentration	  
factor.	   Note	   that	   if	   this	   concentration	   factor	   is	   interpreted	   as	   a	   volume	   concentration	   factor	  
then	  this	  assumes	  that	  the	  sample	  density	  remains	  constant	  during	  solvent	  reduction.	  
	  
Since	  the	  results	  of	  the	  SDS-­‐PAGE	  were	  not	  satisfying	  the	  SDS-­‐PAGE	  analysis	  of	  the	  SEC	  
runs	  of	  “Präp6”	  and	  “Präp9A”	  was	  modified	  and	  repeated.	  Table	  4.4.4.	  summarises	  the	  
samples	  from	  the	  two	  SEC	  runs	  used	  for	  second	  SDS-­‐PAGE	  analysis.	  The	  samples	  were	  
dialysed	  in	  a	  citrate	  buffer	  solution	  overnight	  as	  described	  previously.	  Afterwards	  the	  
sample	  volumes	  were	   reduced	  with	  a	  heated	  vacuum	  centrifuge.	  Concentrated	  acetic	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acid	  was	   roughly	  diluted	   to	  50%.	  Each	  of	   the	   samples	  described	   in	  Table	  4.4.4.	  were	  
diluted	  with	   this	  50%	  acetic	  acid	  so	   that	   the	  concentration	   factor	  was	  approximately	  
35.	  But	  at	  least	  1  𝜇𝜇𝜇𝜇	  of	  50%	  acetic	  acid	  was	  added	  to	  each	  sample.	  
In	  the	  following	  only	  differences	  compared	  to	  SDS-­‐PAGE	  assessments	  of	  the	  reference	  
proteins	  (see	  preceding	  section)	  and	  important	  steps	  are	  noted.	  10  𝜇𝜇𝜇𝜇	  of	  sample	  buffer	  
solution	   –	   including	   reducing	   agent	   –	   were	   added	   to	  10  𝜇𝜇𝜇𝜇	  of	   each	   protein	   sample.	  
Afterwards	  the	  samples	  were	  heated	   for	  3.5	   to	  4.5  𝑚𝑚𝑚𝑚𝑚𝑚.	  According	  to	   the	   lab	  book	  no	  
aggregates	   in	   the	   protein	   samples	   were	   observed	   during	   sample	   application.	  
Approximately  12.5  𝜇𝜇𝜇𝜇 	  sample	   volume	   and	  10  𝜇𝜇𝜇𝜇 	  marker	   volume	   (prior	   the	   marker	  
aliquots	  were	  diluted	  with	  5  𝜇𝜇𝜇𝜇	  running	  buffer	   solution)	  were	   loaded	   in	   the	  gel	  wells.	  
The	  total	  run	  time	  of	  the	  SDS-­‐PAGE	  was	  72  𝑚𝑚𝑚𝑚𝑚𝑚.	  
Before	   staining	   the	   gel	   was	   purged	   two	   times	   for	  5  𝑚𝑚𝑚𝑚𝑚𝑚	  in	   DI	   water.	   The	   staining	  
solution	  was	   applied	   for	  10  𝑚𝑚𝑚𝑚𝑚𝑚.	   Afterwards	   the	   gel	   was	   shaken	   shortly	   in	   used	   de-­‐
staining	   solution	   then	   for	  1  ℎ 	  in	   fresh	   de-­‐staining	   solution.	   Finally	   the	   gel	   was	  
immersed	  in	  a	  diluted	  (half	  volume	  de-­‐staining	  solution	  plus	  half	  volume	  DI	  water)	  de-­‐
staining	   solution	   overnight.	   The	   next	   day	   the	   gel	   was	   dried	   between	   to	   sheets	   of	  
cellophane.	  The	  SDS-­‐PAGE	  gel	  is	  shown	  in	  Fig.	  III.R.28.B	  in	  Appendix	  III.R.9.	  
	  
The	  next	  described	  SEC	  runs	  were	  performed	  with	   lyophilised	  nacre	  protein	  samples	  
kindly	   obtained	   from	   Meike	   Gummich.	   The	   protein	   samples	   were	   the	   lyophilised	  
content	  of	  the	  pooled	  IEC	  fractions	  25	  to	  33	  of	  the	  nacre	  protein	  preparation	  “SP52”.	  
The	   lyophilised	  sample	   “L27”	   from	  nacre	  protein	  preparation	  “SP52”	  was	  solvated	   in	  
2  𝑚𝑚𝑚𝑚	  of	  a	  0.22  𝜇𝜇𝜇𝜇	  filtered	  20  𝑚𝑚𝑚𝑚	  citric	  acid,	  0.02%	  NaN3,	  150  𝑚𝑚𝑚𝑚	  NaCl,	  pH	  4.8	  (in	  the	  
cooling	  chamber)	  buffer	  solution.	  Afterwards	   it	  was	  shaken	  and	  stored	   in	  the	  cooling	  
chamber	   overnight	   (19/05/12).	   Remnants	   of	   the	  25  𝑚𝑚𝑚𝑚 	  Bis-­‐Tris,	  1  𝑀𝑀 	  NaCl,	  0.02  %	  
NaN3,	   pH	   7.3	   (at	   cooling	   chamber	   temperature)	   buffer	   solution	   from	   previous	   SEC	  
experiments	  were	  combined	  and	  degassed.	  A	  dialysis	  tube	  and	  clamps	  were	  boiled	  in	  
DI	  water	  (on	  19/05/12	  or	  20/05/12).	  
The	   next	   day	   the	   dialysis	   tube	   and	   clamps	  were	  washed	  with	  DI	  water.	   The	   protein	  
sample	   was	   pipetted	   into	   this	   dialysis	   tube	   and	   the	   tube	   was	   immersed	   in	  
approximately	  500  𝑚𝑚𝑚𝑚	  the	   aforementioned	   buffer	   solution.	   The	   dialysis	   solution	   was	  
stirred	   in	   the	   cooling	   chamber	  overnight.	  Meanwhile	   a	   flow	  of	  0.1  𝑚𝑚𝑙𝑙/𝑚𝑚𝑚𝑚𝑚𝑚	  was	   set	   at	  
the	   GradiFrac	   system	   purged	   the	   SEC	   column	   with	   the	  25  𝑚𝑚𝑚𝑚 	  Bis-­‐Tris,	  1  𝑀𝑀 	  NaCl,	  
0.02  %	  NaN3,	  pH	  7.3	  (at	  cooling	  chamber	  temperature)	  elution	  buffer	  solution.	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On	   the	   morning	   of	   the	   21/05/12	   approximately	  1.8  𝑚𝑚𝑚𝑚	  of	   the	   protein	   sample	   could	  
extracted	  from	  the	  dialysis	  tube	  and	  were	  pipetted	  into	  two	  reaction	  test	  tubes.	  Then	  
approximately	  0.2  𝑚𝑚𝑚𝑚	  of	  the	  buffer	  solution	  was	  added	  to	  each	  reaction	  test	  tube.	  Both	  
tubes	   were	   centrifuged	   (15000  𝑟𝑟𝑟𝑟𝑟𝑟,	  10°𝐶𝐶)	   for	  60  𝑚𝑚𝑚𝑚𝑚𝑚.	   Leaving	   a	   small	   amount	   of	  
sample	  at	  the	  bottom	  of	  the	  reaction	  test	  tubes	  the	  sample	  was	  pipetted	  (see	  Fig.	  4.4.1.)	  
into	   a	  5  𝑚𝑚𝑚𝑚	  syringe	   and	   placed	   in	   the	   cooling	   chamber.	   There	   it	   was	   left	   for	   30	   to	  
45  𝑚𝑚𝑚𝑚𝑚𝑚	  until	  air	  bubbles	  disappeared	  from	  the	  protein	  sample.	  
Meanwhile	   the	   detector	   sensitivity	   was	   set	   to	  0.05  𝐴𝐴𝐴𝐴,	   the	   baseline	   was	   adjusted	  
during	   elution	   buffer	   solution	   flow	   and	   the	   fractionation	   device	   was	   loaded	   with	  
reaction	   test	   tubes.	   Finally	   the	   sample	   was	   loaded	   into	   the	   sample	   loop.	   The	   chart	  
recorder	  speed	  was	  set	  to	  0.5  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚	  and	  the	  programmed	  elution	  method	  –	  where	  
the	  elution	  volume	   is	   fractionated	  up	   to	  135  𝑚𝑚𝑚𝑚	  –	  was	   started.	  The	   flow	  rate	  was	  not	  
checked	  since	  the	  SEC	  run	  with	  the	  reference	  proteins	  on	  11/05/12.	  
	  
The	  fractions	  31,	  32,	  33,	  34,	  35	  and	  38	  from	  the	  aforementioned	  SEC	  run	  were	  chosen	  
for	  SDS-­‐PAGE	  analysis	  as	  well	  as	  the	  protein	  sample	  before	  the	  SEC	  run	  (labelled	  “0”).	  
The	  latter	  mentioned	  sample	  includes	  the	  dead	  volume	  of	  the	  syringe	  used	  to	  load	  the	  
sample	  into	  the	  sample	  loop	  and	  most	  probably	  not	  the	  remnants	  from	  the	  purification	  
step	  performed	  with	   the	   centrifuge.	  But	   this	   could	  not	   unambiguously	   inferred	   from	  
the	  lab	  notes	  anymore.	  
The	  filled	  test	  tubes	  from	  the	  SEC	  run	  (except	  for	  the	  initially	  applied	  sample	  “0”)	  were	  
loaded	  directly	  –	  without	  dialysis	  –	  into	  the	  heated	  vacuum	  centrifuge	  after	  they	  were	  
weighted	  (with	  lid).	  The	  volume	  was	  reduced	  until	  a	  precipitate	  (most	  probably	  NaCl)	  
was	   visible.	   Then	  150  𝜇𝜇𝜇𝜇 	  of	   the	   SEC	   elution	   buffer	   solution	   was	   added	   to	   each	  
concentrated	   sample.	   They	   were	   shaken	   until	   the	   precipitate	   dissolved.	   Then	   the	  
samples	  were	  stored	  in	  the	  cooling	  chamber.	  
A	  few	  days	  later	  the	  initial	  sample	  “0”	  was	  split	  into	  several	  samples.	  The	  sample	  “0A”	  
were	  200  𝜇𝜇𝜇𝜇	  of	   “0”,	   the	   sample	   “0B”	   were	  200  𝜇𝜇𝑙𝑙	  of	   “0”	   plus	  2  𝜇𝜇𝜇𝜇	  concentrated	   acetic	  
acid	  and	  “0C”	  were	  only	  50  𝜇𝜇𝜇𝜇	  of	  “0”.	  	  
On	   the	   same	  day	   it	  was	   noted	   that	   in	   the	   sample	   “31”	  was	   still	   a	   precipitate	   visible.	  
Nonetheless	  10  𝜇𝜇𝜇𝜇	  of	   each	  of	   the	   concentrated	   SEC	   fractions	   (“31”,	   “32”	   and	   so	   forth)	  
were	  pipetted	  into	  a	  new	  test	  tube	  and	  labelled	  “31A”,	  “32A”	  and	  so	  forth.	  
To	   the	   samples	   “31”	   to	   “35”	   and	   “38”	  2  𝜇𝜇𝜇𝜇	  concentrated	   acetic	   acid	  was	   added.	   Then	  
these	  samples	  and	  “0A”	  and	  “0B”	  were	   further	  concentrated	  with	   the	  heated	  vacuum	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centrifuge.	   (At	   least)	   In	   the	   samples	   “31”	   to	   “35”	   and	   “38”	   a	   precipitate	  was	   visible.	  
Therefore	  the	  next	  day	  these	  samples	  were	  shortly	  centrifuged	  again	  with	  the	  “5415C”	  
centrifuge	  and	  the	  supernatant	  was	  pipetted	  into	  new	  test	  tubes	  labelled	  “31B”,	  “32B”	  
and	   so	   forth.	   Erroneously	   the	   supernatant	   of	   sample	   “38”	  was	   pipetted	   into	   sample	  
“35B”.	  
Since	   the	   samples	   “0A”	   and	   “0B”	   seemed	   to	   be	   to	   highly	   concentrated	   by	   visual	  
inspection	  10  𝜇𝜇𝜇𝜇	  DI	   water	   were	   added	   to	   them	   and	   directly	   after	   the	   addition	   the	  
supernatant	  was	  pipetted	  into	  new	  test	  tubes	  labelled	  “0A1”	  and	  “0B1”.	  
From	   all	   of	   the	   above	   described	   samples	   only	   11	  were	   considered	   for	   a	   single	   SDS-­‐
PAGE	   gel	   since	   three	   lanes	   were	   reserved	   for	   marker	   proteins	   and	   one	   lane	   for	   a	  
protein	   sample	  not	   related	   to	   the	   results	  presented	   in	   this	   thesis.	  Except	   for	   the	   last	  
mentioned	  samples	  as	  well	  as	  the	  samples	  “0A”	  and	  “0A1”	  to	  every	  other	  sample	  1  𝜇𝜇𝜇𝜇	  of	  
50%	  acetic	  acid	  was	  added.	  
The	   SDS-­‐PAGE	   preparations	   as	   described	   in	   the	   preceding	   section	   and	   paragraphs	  
were	  performed.	  To	  the	  samples	  “33”,	  “34”,	  “0A”	  and	  “0B”	  –	  those	  with	  the	  (assumed)	  
precipitate	  –	  20  𝜇𝜇𝜇𝜇	  of	  SDS-­‐PAGE	  sample	  buffer	  solution	  was	  added.	  The	  samples	  “33A”	  
and	   “34A”	   were	   mixed	   with	  10  𝜇𝜇𝜇𝜇 	  sample	   buffer	   solution.	   And	   for	   the	   remaining	  
samples	  the	  added	  buffer	  solution	  volumes	  corresponded	  to	  the	  sample	  volume:	  23  𝜇𝜇𝜇𝜇	  
(“0C”),	  26  𝜇𝜇𝜇𝜇	  (“0A1”),	  14  𝜇𝜇𝜇𝜇	  (“0B1”),	  46  𝜇𝜇𝜇𝜇	  (“33B”)	  and	  53  𝜇𝜇𝜇𝜇	  (“34B”).	  The	  heating	  of	  the	  
samples	  lasted	  for	  3.5  𝑚𝑚𝑚𝑚𝑚𝑚.	  The	  marker	  aliquots	  were	  diluted	  with	  5  𝜇𝜇𝜇𝜇	  running	  buffer	  
solution	   and	  10  𝜇𝜇𝜇𝜇 	  of	   the	   marker	   protein	   solution	   were	   added	   into	   the	   gel	   wells.	  
Concerning	  the	  remaining	  protein	  samples	  12.5  𝜇𝜇𝜇𝜇	  were	  loaded	  in	  the	  wells	  except	  for	  
sample	  “33”	  were	  only	  10  𝜇𝜇𝜇𝜇	  were	  pipetted.	  
The	   total	   run	   time	  of	   the	  SDS-­‐PAGE	  was	  70  𝑚𝑚𝑚𝑚𝑚𝑚.	  After	   staining	   the	  gel	   it	  was	   shaken	  
shortly	  in	  a	  used	  de-­‐staining	  solution,	  then	  immersed	  in	  fresh	  concentrated	  de-­‐staining	  
solution	  for	  3  ℎ	  and	  finally	  shaken	  in	  a	  diluted	  (50  𝑚𝑚𝑚𝑚	  de-­‐staining	  solution	  	  diluted	  with	  
DI	  water	  to	  250  𝑚𝑚𝑚𝑚	  volume)	  de-­‐staining	  solution	  overnight.	  
The	  next	  day	  the	  gel	  was	  fixed	  and	  dried	  between	  two	  sheets	  of	  cellophane.	  
	  
The	  lyophilised	  samples	  “L25”,	  “L26”	  and	  “L28”	  from	  nacre	  protein	  preparation	  “SP52”	  
were	   solvated	   in	  0.22  𝜇𝜇𝜇𝜇	  filtered	  25  𝑚𝑚𝑚𝑚	  Bis-­‐Tris,	  1  𝑀𝑀	  NaCl,	  0.02  %	  NaN3,	   pH	   7.3	   (at	  
cooling	   chamber	   temperature)	   buffer	   solution	   on	   28/05/12.	   The	   samples	   were	  
lyophilised	  in	  separate	  reaction	  test	  tubes	  and	  the	  buffer	  solution	  was	  directly	  pipetted	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into	   these	   test	   tubes.	  Unfortunately	   the	  added	  buffer	  solution	  volume	  was	  not	  noted.	  
Finally	  the	  sample	  was	  well	  shaken	  and	  stored	  in	  the	  cooling	  chamber	  overnight.	  
The	  next	  day	   the	   reaction	   test	   tubes	  were	   centrifuged	   (15000  𝑟𝑟𝑟𝑟𝑟𝑟,	  10°𝐶𝐶)	   for	  45  𝑚𝑚𝑚𝑚𝑚𝑚	  
two	  times.	  After	  the	  first	  centrifuge	  run	  a	  pellet	  was	  noted	  in	  at	  least	  one	  test	  tube.	  The	  
samples	  were	  shaken	  and	  pipetted	  into	  new	  reaction	  test	  tubes	  and	  centrifuged	  again.	  
Then	   the	   supernatant	   was	   pipetted	   into	   new	   reaction	   test	   tubes.	   The	   samples	  were	  
stored	  in	  the	  cooling	  chamber.	  
Two	  days	   later	   (31/05/12)	   the	  aforementioned	  supernatants	  were	  pipetted	   (see	  Fig.	  
4.4.1.)	  into	  a	  5  𝑚𝑚𝑚𝑚	  syringe	  and	  placed	  in	  the	  cooling	  chamber.	  A	  small	  amount	  of	  buffer	  
solution	   was	   additionally	   pipetted	   into	   the	   syringe	   so	   that	   the	   final	   volume	   was	  
approximately	  2.2  𝑚𝑚𝑚𝑚.	   The	   SEC	   column	   was	   purged	   with	   elution	   buffer	   solution	   at	  
0.1  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚,	   the	  detector	  sensitivity	  was	  set	  to	  0.05  𝐴𝐴𝐴𝐴	  and	  the	  baseline	  was	  adjusted	  
during	   elution	   buffer	   solution	   flow.	   After	   the	   air	   bubbles	   vanished	   from	   the	   protein	  
sample	   it	   was	   loaded	   into	   the	   sample	   loop.	   Then	   the	   elution	   method	   that	   collects	  
fractions	  in	  the	  elution	  volume	  range	  between	  39.5  𝑚𝑚𝑚𝑚	  and	  66.5  𝑚𝑚𝑚𝑚	  (ninety	  fractions	  of	  
0.3  𝑚𝑚𝑚𝑚	  volume	  each).	  Afterwards	  the	  fractionation	  device	  was	  loaded	  with	  reaction	  test	  
tubes.	  The	  flow	  rate	  was	  not	  checked	  since	  the	  SEC	  run	  with	  the	  reference	  proteins	  on	  
11/05/12.	  
	  






from	  SEC	  fractions	  
approximate	  
concentration	  factor	  
0	   SEC	  sample	   	   0.293 0.013 ≈ 23	  
A	   20	  to	  28	   9  ×300  𝜇𝜇𝜇𝜇	   3.124 0.013 ≈ 240	  
B	   29	  to	  37	   9  ×300  𝜇𝜇𝜇𝜇	   3.072 0.013 ≈ 236	  
C	   38	  to	  46	   9  ×300  𝜇𝜇𝜇𝜇	   3.396 0.013 ≈ 261	  
D	   47	  to	  55	   9  ×300  𝜇𝜇𝜇𝜇	   3.143 0.013 ≈ 242	  
E	   56	  to	  64	   9  ×300  𝜇𝜇𝜇𝜇	   3.092 0.014 ≈ 221	  
F	   65	  to	  73	   9  ×300  𝜇𝜇𝜇𝜇	   3.126 0.013 ≈ 240	  
G	   74	  to	  82	   9  ×300  𝜇𝜇𝜇𝜇	   3.175 0.014 ≈ 227	  
Table	  4.4.5.	  Composition	  of	  the	  samples	  obtained	  from	  SEC	  of	  “SP52”	  samples	  “L25”,	  “L26”	  and	  
“L28”	   that	   were	   subjected	   to	   SDS-­‐PAGE	   assessment.	   The	   first	   column	   denotes	   the	   sample	  
identifier	  used	  during	  SDS-­‐PAGE	  and	  for	  gel	   lane	  labelling.	  The	  column	  “SEC	  fractions”	  shows	  
the	  SEC	  fractions	  that	  were	  pooled	  to	  obtain	  a	  new	  sample.	  The	  next	  column	  gives	  the	  volume	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taken	   from	   the	   SEC	   fractions.	   The	   final	   column	   indicates	   the	   concentration	   factor	   of	   the	  
samples	  prior	  to	  SDS-­‐PAGE	  analysis.	  They	  were	  obtained	  as	  follows.	  The	  pooled	  SEC	  fractions	  
were	  dialysed	  against	  a	  citrate	  buffer	  solution	  and	  then	  pipetted	  into	  a	  weighted	  test	  tube.	  The	  
initial	   mass	   of	   the	   sample	   prior	   to	   concentration	   was	   determined	   with	   a	   second	   mass	  
determination	  (this	  mass	   is	  given	  as	  numerator).	  Then	  after	  the	   last	  run	  of	   the	  sample	   in	  the	  
heated	   vacuum	   centrifuge	   it	   was	   weighted	   again	   and	   the	   remaining	   sample	   mass	   was	  
calculated	   (value	   in	   the	   denominator).	   This	   gives	   an	   estimation	   of	   the	   concentration	   factor.	  
Note	  that	  if	  this	  concentration	  factor	  is	  interpreted	  as	  a	  volume	  concentration	  factor	  then	  this	  
assumes	   that	   the	   sample	  density	   remains	   constant	  during	   solvent	   reduction.	   In	   this	   case	   the	  
“SEC	  sample”	  was	  most	  probably	  recovered	  from	  the	  injection	  syringe.	  This	  was	  inferred	  from	  
the	  observation	   that	   in	   the	  container	  of	   the	  SEC	   fractions	   liquid	   filled	   test	   tubes	   labelled	   “0”,	  
“25P”,	  “26P”	  and	  “28P”	  were	  found.	  The	  label	  suffix	  “P”	  was	  used	  by	  the	  author	  of	  this	  thesis	  to	  
denote	   the	   remaining	   liquid	   after	   centrifugation	   that	   was	   not	   pipetted	   into	   the	  5  𝑚𝑚𝑚𝑚	  syringe	  
used	  for	  sample	  application	  into	  the	  sample	  loop.	  In	  the	  lab	  notes	  it	  is	  explicitly	  stated	  that	  the	  
sample	  “0”	  was	  used.	  
	  
For	  SDS-­‐PAGE	  analysis	  of	  the	  afore	  described	  SEC	  run	  following	  fractions	  were	  pooled	  
(27/06/12)	  as	  shown	  in	  Table	  4.4.5.	  (especially	  note	  the	  comment	  on	  the	  SEC	  sample).	  
After	  pooling	  the	  content	  of	  the	  fractions	  30  𝜇𝜇𝜇𝜇	  concentrated	  acetic	  acid	  was	  added	  to	  
the	  samples	  except	  for	  sample	  “0”	  which	  received	  2  𝜇𝜇𝜇𝜇	  concentrated	  acetic	  acid.	  
Two	  times	  2  𝑙𝑙	  of	  a	  10  𝑚𝑚𝑚𝑚	  citric	  acid,	  0.02%	  NaN3,	  pH	  4.8	  (at	  room	  temperature)	  buffer	  
solution	  was	  prepared.	  An	  appropriate	  number	  of	  dialysis	  tubes	  and	  clamps	  was	  boiled	  
in	   and	  purged	  with	  DI	  water.	   The	  protein	   samples	  were	  pipetted	   into	   the	   tubes	   and	  
immersed	  in	  the	  dialysis	  solution	  (approximately	  1.8  𝑙𝑙).	  The	  buffer	  solution	  was	  stirred	  
continuously	  in	  the	  cooling	  chamber.	  The	  next	  day	  the	  buffer	  solution	  was	  replaced	  by	  
fresh	  citrate	  buffer	  solution.	  
On	   29/06/12	   the	   protein	   samples	   were	   pipetted	   into	   reaction	   test	   tubes	   of	   known	  
weight.	  On	  subsequent	  days	  (until	  03/07/12)	  the	  concentration	  of	  the	  protein	  samples	  
was	  increased	  by	  reduction	  of	  the	  solvent	  in	  the	  heated	  vacuum	  centrifuge.	  
The	   SDS-­‐PAGE	   assessment	   of	   the	   samples	   was	   performed	   on	   the	   11/07/12.	   The	  
samples	   were	   acidified	   by	   the	   addition	   of	  1  𝜇𝜇𝜇𝜇	  concentrated	   acetic	   acid.	   SDS-­‐PAGE	  
sample	   buffer	   solution,	   running	   buffer	   solution	   and	   electrophoresis	   chamber	   were	  
prepared	  as	  described	  in	  the	  preceding	  paragraphs.	  
Every	  sample	  was	  mixed	  with	  14  𝜇𝜇𝜇𝜇	  of	  sample	  buffer	  solution	  except	  sample	  “E”	  which	  
was	  diluted	  by	   the	  addition	  of	  15  𝜇𝜇𝜇𝜇	  of	  SDS-­‐PAGE	  sample	  buffer	  solution.	  The	  protein	  
samples	   were	   heated	   for	  4  𝑚𝑚𝑚𝑚𝑚𝑚 .	   Afterwards	  12.5  𝜇𝜇𝜇𝜇 	  of	   each	   of	   the	   nacre	   protein	  
samples	  were	  loaded	  into	  the	  gel	  wells.	  It	  was	  noted	  that	  in	  some	  samples	  aggregates	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were	  observed.	  The	  marker	  aliquots	  were	  diluted	  with	  5  𝜇𝜇𝜇𝜇	  running	  buffer	  solution	  and	  
10  𝜇𝜇𝜇𝜇	  of	  the	  marker	  solution	  was	  used	  for	  SDS-­‐PAGE.	  The	  time	  from	  the	  sample	  buffer	  
solution	   addition	   to	   the	   start	   of	   the	   electrophoresis	   was	   30  𝑚𝑚𝑚𝑚𝑚𝑚 .	   The	   total	  
electrophoresis	  run	  time	  was	  69  𝑚𝑚𝑚𝑚𝑚𝑚.	  
The	  gel	  was	  immersed	  for	  10  𝑚𝑚𝑚𝑚𝑚𝑚	  in	  the	  staining	  solution.	  Afterwards	  it	  was	  shaken	  in	  
fresh	   de-­‐staining	   solution	   for	  1  ℎ.	   Finally	   the	   gel	   was	   shaken	   in	   a	   diluted	   (50  𝑚𝑚𝑚𝑚	  de-­‐
staining	   solution	   diluted	   with	   DI	   water	   to	  250  𝑚𝑚𝑚𝑚 	  volume)	   de-­‐staining	   solution	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  next	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  the	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  sheets	  of	  cellophane.	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5.	  Summary	  and	  Outlook	  
The	   following	   two	   sections	   summarise	   the	   results	   obtained	   during	   this	   thesis	   and	  
contain	   suggestions	   for	   further	   research.	   One	   section	   is	   dedicated	   to	   the	   results	  
obtained	  by	  computational	  methods	  as	  well	  as	  the	  next	  computational	  steps	  that	  could	  
be	  performed	  to	  investigate	  the	  function	  of	  perlucin.	  The	  second	  section	  considers	  the	  
experimental	   results	   of	   the	   size-­‐exclusion	   chromatography,	   reports	   some	  
preliminary/non-­‐reproduced	   results	   not	   discussed	   in	   the	   preceding	   sections	   and	  
includes	  some	  suggestions	  for	  further	  research.	  
5.1.	  Computational	  aspects	  
An	  experimentally	  determined	  structure	  of	  the	  nacre	  protein	  perlucin	  is	  currently	  not	  
available.	   Nonetheless	   it	   is	   desirable	   to	   have	   at	   least	   a	   three	   dimensional	   model	   of	  
perlucin	  at	  hand	  to	  predict	  possible	  functions	  and	  behaviour	  of	  the	  protein	  in	  solution	  
at	  least	  in	  silico.	  
Using	   the	   perlucin	   amino	   acid	   sequence	   similar	   protein	   sequences	   with	   known	  
structures	   were	   chosen	   as	   templates	   for	   modelling	   of	   the	   perlucin	   structure.	   The	  
selection	   of	   template	   structures	   was	   facilitated	   by	   the	   fact	   that	   perlucin	   is	   a	   C-­‐type	  
lectin	  with	  characteristic	  sequence	  motifs.	  However	  different	  combinations	  of	  template	  
sequences	   (or	   template	   structures)	   might	   serve	   as	   useful	   starting	   points	   for	   the	  
modelling	   process.	   Therefore	   the	   initial	   sequence	   alignment	   used	   in	   this	   thesis	  
represents	  only	  one	  possibility.	  Nonetheless	  a	  model	  of	  the	  C-­‐type	  lectin-­‐like	  domain	  of	  
perlucin	  was	  generated	  despite	  of	  some	  technical	  difficulties.	  
This	  model	  of	  the	  CTLD	  was	  then	  tested	  with	  molecular	  dynamics	  simulations	  of	  10  𝑛𝑛𝑛𝑛	  
length	  each.	  The	  obtained	  trajectories	  were	  analysed	  with	  respect	  to	  backbone	  RMSd,	  
backbone	   fluctuations	   per	   residue,	   secondary	   structure	   stability,	   Ca2+	   association,	  
solvent	   accessible	   surface	   area	   and	   backbone	   dihedral	   angles.	   The	   results	   were	  
compared	  to	  the	  MD	  simulations	  of	  the	  CTLD	  of	  MBP-­‐A	  with	  known	  X-­‐ray	  structure.	  
Several	   conclusions	   can	  be	  drawn	   from	   the	   results.	   First	   of	   all	  most	  probably	  due	   to	  
missing	  template	  structure	  information	  the	  C-­‐terminal	  end	  of	  the	  α2	  helix	  and/or	  the	  
segment	   between	   the	   α2	   helix	   and	   the	   β2	   strand	   was	   not	   correctly	   modelled.	   This	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probably	  expressed	  in	  a	  reduced	  stability	  of	  the	  secondary	  structure	  of	  the	  α2	  helix	  as	  
well	  as	  high	  backbone	  fluctuation	  of	  the	  segment	  between	  α2	  and	  β2.	  Nonetheless	  the	  
characteristic	  secondary	  structure	  elements	  of	  CTLDs	  can	  be	  clearly	   identified	  during	  
the	  MD	  simulations	  of	  perlucin.	  
The	   RMSd	   values	   obtained	   from	   the	   trajectories	   of	   the	   perlucin	   models	   are	   clearly	  
larger	   than	   those	   of	  MBP-­‐A.	   Significant	   contributions	   to	   the	   RMSd	   values	   have	   their	  
origin	   in	  the	   flexible	   loop	  regions.	  The	  RMSd	  graphs	   indicate	  that	  10  𝑛𝑛𝑛𝑛	  were	  still	  not	  
sufficient	  to	  arrive	  at	  stable	  RMSd	  values.	  
The	   solvent	   accessible	   surface	   estimations	   of	   the	  whole	   protein	   as	  well	   as	   on	   a	   per	  
residue	   basis	   reveals	   not	   only	   that	   overall	   SASA	   development	   of	   perlucin	   in	   the	  MD	  
simulations	  was	  similar	  to	  that	  of	  the	  reference	  CTLD	  of	  MBP-­‐A.	  But	  additionally	  many	  
of	   the	   residues	   that	   were	   estimated	   to	   be	   buried	   during	   the	   simulations	   are	   also	  
expected	  to	  form	  characteristic	  hydrophobic	  cores	  in	  the	  general	  CTLD	  fold.	  
The	   heuristic	   algorithm	   used	   for	   the	   calculation	   of	   the	   average	   backbone	   dihedral	  
angles	   from	   the	   simulation	   trajectories	   performed	   reasonably	   well.	   The	   perlucin	  
models	  score	  not	  as	  optimal	  as	  the	  simulated	  X-­‐ray	  structures	  but	  the	  differences	  are	  
not	  large.	  
Some	  calcium	   ions	  stayed	  associated	   to	   the	  perlucin	  model	  at	  different	  characteristic	  
positions	  during	  the	  simulations.	  Since	  the	  Ca2+	  ion	  parameters	  were	  not	  optimized	  for	  
the	  interactions	  with	  sidechain	  oxygen	  atoms	  those	  results	  should	  only	  be	  interpreted	  
qualitatively.	  However	  the	  backbone	  fluctuation	  data	  suggest	  a	  stabilizing	  effect	  of	  the	  
ion	  at	  position	  Ca-­‐2	  on	  the	  long	  loop	  region.	  
	  
So	   far	  only	   the	  CTLD	  of	  perlucin	  was	  modelled	  and	  simulated	   in	  a	  water	  box.	  The	  C-­‐
terminal	   end	  was	   not	   simulated	   since	   the	   CTLD	   template	   structures	   did	   not	   provide	  
structural	  information	  for	  this	  sequence	  segment.	  Therefore	  simulating	  the	  CTLD	  with	  
the	  terminal	  peptide	  would	  only	  had	  increased	  the	  computational	  time	  without	  getting	  
useful	   information	  about	  the	  peptide	  structure	  (at	   least	  due	  to	  the	   limited	  number	  of	  
MD	   simulations).	   In	   the	   worst	   case	   it	   could	   interact	   with	   the	   CTLD	   in	   a	   non-­‐native	  
fashion	  during	  the	  simulations.	  
Nonetheless	   molecular	   dynamic	   simulations	   can	   be	   used	   to	   obtain	   a	   folded	   –	  
potentially	  native	  –	  peptide	  structure	  starting	  from	  an	  unfolded	  state.	  Replica	  exchange	  
simulations	  (for	  example	  Sugita	  &	  Okamoto	   [1999])	  can	  be	  used	   to	  obtain	   the	  native	  
structure	   of	   short	   peptides	   (see	   for	   example	   folding	   of	   the	   Trp-­‐cage	   miniprotein	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Paschek	  et	  al.	   [2007]).	  This	  might	  be	   suitable	   to	  determine	   the	  potential	   structure	  of	  
the	  C-­‐terminal	  segment	  of	  perlucin.	  Proposals	  for	  accompanying	  experimental	  methods	  
to	  determine	  its	  structure	  are	  given	  in	  the	  next	  section.	  
	  
A	   reliable	  model	  of	  perlucin	  and/or	   its	  C-­‐terminal	  peptide	  offers	   the	  opportunity	   for	  
further	  computational	  investigations	  concerning	  the	  function	  of	  the	  protein.	  
One	  method	  –	  computational	  docking	  –	  was	  performed	  in	  this	  thesis	  with	  the	  CTLD	  of	  
perlucin.	  Not	  every	  capability	  of	  the	  ATTRACT	  docking	  program	  was	  exploited	  in	  this	  
thesis.	   As	   long	   as	   some	   uncertainties	   –	   in	   particular	   the	   aforementioned	   segment	  
between	   α2	   helix	   and	   the	   β2	   strand	   and	   the	   C-­‐terminal	   peptide	   –	   it	   seemed	   not	  
appropriate	   to	   include	   more	   elaborate	   techniques	   like	   flexible	   docking	   methods	   or	  
rigorous	  testing	  of	  the	  calculated	  complexes	  with	  MD.	  So	  far	  the	  results	  obtained	  with	  
the	  rigid	  docking	  method	  suggest	  some	  residues	  that	  might	  be	  involved	  in	  a	  potential	  
(homo)dimer	  formation	  of	  the	  CTLD	  of	  perlucin.	  These	  proposed	  residues	  may	  serve	  as	  
starting	  points	  for	  mutations	  to	  investigate	  their	  effect	  on	  dimerization	  experimentally	  
and	  computationally.	  
	  
Furthermore	   it	  would	  be	   interesting	  to	  calculate	   the	  electrostatic	  potential	  as	  well	  as	  
the	   solvation	   free	   energy	   of	   perlucin	   (see	   Honig	   &	   Nicholls	   [1995]	   for	   a	   review	   on	  
electrostatics	  in	  biology)	  monomers	  and/or	  complexes.	  This	  could	  provide	  information	  
about	   the	   –	   potentially	   pH	   and	   ionic	   strength	   dependent	   –	   stability/aggregation	   of	  
perlucin	  in	  solution.	  
Apart	  from	  proteins	  as	  potential	  interaction	  partner	  of	  perlucin	  there	  are	  at	  least	  two	  
other	   possibilities.	   As	   perlucin	   is	   a	   C-­‐type	   lectin	   and	   associated	   to	   the	   carbohydrate	  
framework	   of	   the	   insoluble	   organic	   matrix	   the	   interactions	   between	   perlucin	   and	  
certain	   carbohydrates	   –	   like	   chitin	   –	   should	   assessed	   computationally.	   A	   systematic	  
docking	   approach	   might	   be	   useful	   in	   determining	   potential	   binding	   sites	   of	  
carbohydrates	  whereas	  a	  MM-­‐PBSA	  (molecular	  mechanics-­‐Poisson-­‐Boltzmann	  surface	  
area;	   see	   for	   example	   Kollman	   et	   al.	   [2000]	   for	   a	   brief	   overview)	   approach	   could	  
estimate	  the	  binding	  free	  energy	  of	  a	  carbohydrate	  ligand	  to	  perlucin.	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Fig.	  5.1.1.	  Carbohydrates	  –	  monomeric	  A)	  and	  oligomeric	  B)	  –	  associated	  to	  the	  perlucin	  CTLD.	  
The	  monomer	  is	  located	  in	  the	  supposed	  CRD	  of	  CTLDs.	  The	  oligomer	  was	  manually	  positioned	  
close	   to	   the	   CRD	   near	   the	   Ca-­‐2	   position.	   These	   two	   images	   have	   to	   be	   understood	   as	   an	  
illustration	  of	  future	  research	  possibilities.	  The	  molecules	  are	  rendered	  with	  VMD	  (Humphrey	  
et	  al.	  [1996]	  version	  1.9.1)	  and	  labels	  are	  added	  with	  Inkscape	  (http://inkscape.org).	  The	  “New	  
Cartoon”	   representation	   of	   the	   protein	   involves	   the	   STRIDE	   algorithm	   (Frishman	   &	   Argos	  
[1995]).	   Oligomer	   created	   with	   the	   GLYCAM	   builder	   (http://glycam.ccrc.uga.edu/ccrc/)	   and	  
placed	  with	  SIRIUS	  (http://www.ngbw.org/sirius/).	  	  
	  
The	   second	   possible	   “ligand”	   for	   perlucin	   is	   calcium	   carbonate	   either	   in	   crystalline	  
form	   (calcite	   or	   aragonite,	   see	   for	   example	   Yang	   et	   al.	   [2009]	   for	   simulations	   of	  
peptides	  on	  a	  calcite	  surface)	  or	  as	  an	  amorphous	  particle	  (see	  for	  example	  Freeman	  et	  
al.	   [2010]).	   Studying	   the	   behaviour	   of	   the	   CTLD	   of	   perlucin	   and/or	   the	   C-­‐terminal	  
peptide	   of	   perlucin	   near	   calcium	   carbonate	  mineral	   surfaces	  would	   be	   of	   interest	   to	  
elucidate	  the	  role	  of	  this	  protein	  in	  nacre	  or/and	  in	  nacre	  formation.	  
5.2.	  Experimental	  aspects	  
In	   this	   thesis	   the	   results	   of	   size-­‐exclusion	   chromatography	   experiments	   with	  
(hypothetical)	  perlucin	  variants	  are	  reported.	  In	  general	  the	  SEC	  method	  is	  suitable	  to	  
give	  estimations	  of	  the	  size	  of	  the	  proteins	  (or	  other	  molecules)	  in	  the	  corresponding	  
aqueous	  environment.	  After	  several	  tries	  to	  obtain	  meaningful	  SEC	  chromatograms	  of	  
samples	   including	  perlucin	   variants	   finally	   one	   appropriate	  buffer	   solution	   condition	  
was	  found.	  Using	  a	  near-­‐neutral	  pH	  7.3	  buffer	  solution	  with	  1  𝑀𝑀	  NaCl	  led	  to	  distinctive	  
absorption	   signals	   which	   could	   in	   one	   case	   attributed	   to	   the	   suggested	   perlucin	  
variants.	  The	  determined	  elution	  volume	  of	  the	  perlucin	  variants	  suggests	  that	  further	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investigation	  in	  the	  oligomerisation	  behaviour	  of	  this	  protein	  might	  be	  promising.	  The	  
SEC	  chromatograms	  obtained	  from	  perlucin	  samples	  give	  a	  hint	  of	  a	  possible	  perlucin-­‐
perlucin	  interaction.	  
The	  buffer	  solution	  that	  turned	  out	  to	  be	  useful	  here	  may	  serve	  as	  a	  starting	  point	  for	  
future	  systematic	  variations	  of	  the	  buffers	  solution	  conditions	  –	  in	  terms	  of	  pH	  value	  as	  
well	  as	  ion	  species	  and	  their	  concentrations	  –	  in	  SEC	  runs	  with	  perlucin.	  
Future	   investigations	  of	   the	  oligomerisation	  behaviour	  of	  perlucin	  variants	  should	  be	  
performed	  with	  isolated	  perlucin	  variants.	  Additionally	  the	  influence	  of	  the	  C-­‐terminal	  
peptide	  following	  the	  CTLD	  of	  perlucin	  can	  be	  investigated.	  	  
For	  example	  perlucin	  could	  be	  treated	  with	  suitable	  proteases	  in	  an	  attempt	  to	  cleave	  
the	   C-­‐terminal	   region	   from	   the	   CTLD	   domain	   (see	   e.g.	  Weis	   et	   al.	   [1991]).	   However	  
such	   a	   cleavage	   would	   require	   a	   separation	   of	   the	   cleaved	   peptides	   and	   analysis	  
whether	   the	   intact	   CTLD	   without	   the	   C-­‐terminal	   peptide	   is	   part	   of	   the	   cleavage	  
products.	  Then	  SEC	  runs	  of	  the	  isolated	  perlucin	  CTLD	  could	  be	  performed.	  
Since	  the	  amount	  of	  protein	  required	  for	  SEC	  analysis	  is	  quite	  large	  following	  method	  
for	  detecting	  the	  oligomerisation	  behaviour	  of	  perlucin	  might	  be	  suitable	  as	  well.	  The	  
proteins	   in	   solution	   could	   be	   chemically	   cross-­‐linked	   (see	   e.g.	   Weis	   et	   al.	   [1991]	   or	  
Staros	   [1982])	  directly	   in	  a	  buffer	   solution	  and	   then	  analysed	  by	  gel	  electrophoresis.	  
However	  in	  this	  approach	  the	  buffer	  conditions	  that	  can	  be	  used	  might	  be	  limited	  due	  
to	  solution	  requirements	  (pH	  value	  and/or	  composition)	  of	  the	  cross-­‐linker.	  
Concerning	  the	  results	  of	  the	  SEC	  experiments	  it	  would	  be	  interesting	  to	  investigate	  the	  
aggregation	  behaviour	  of	   the	  perlucin	  variants	   in	   solutions	  differing	   in	  pH	  value	  and	  
ionic	   composition.	   One	   could	   think	   of	   a	   simple	   experiment	   starting	   with	   dialysis	   of	  
perlucin	   samples	   of	   known	   concentration	   against	   different	   buffer	   solutions	   and	  
observe	   if	   the	   protein	   starts	   to	   precipitate.	   A	   determination	   of	   the	   protein	  
concentration	   and	   composition	   of	   the	   dialysed	   solution	   and	   the	   possible	   precipitate	  




Experimental	   determination	   of	   the	   perlucin	   structure	   –	   for	   example	   by	   X-­‐ray	  
crystallography	   –	   is	   the	   most	   desirable	   aim.	   However	   this	   requires	   not	   only	   the	  
purified	   protein	   in	   sufficient	   amounts	   but	   also	   a	   suitable	   protocol	   to	   crystallize	   the	  
protein	  of	  interest.	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More	   easily	   information	   on	   the	   secondary	   structure	   of	   a	   protein	   can	   be	   obtained	   by	  
circular	   dichroism	   (CD)	   spectroscopy	   (see	   e.g.	   Kelly	   et	   al.	   [2005]	   for	   a	   review	   and	  
Greenfield	  [2006]	  for	  experimental	  protocols).	  This	  method	  requires	  only	  the	  purified	  
biomolecule	  of	  interest	  solvated	  in	  a	  suitable	  buffer	  solution.	  
CD	   spectroscopy	   was	   performed	   with	   a	   sample	   of	   the	   synthetic	   C-­‐terminal	   peptide	  
(perlucin	  residues	  132	  to	  155,	  acetylated	  N-­‐terminus,	   lyophilised,	  trifluoroacetat	  salt;	  
JPT	  Peptide	  Technologies	  GmbH,	  Berlin,	  Germany)	  that	  was	  directly	  solvated	  in	  buffer	  
solution.	  	  
	  
Fig.	   5.2.1.	   Circular	   dichroism	   spectra	   of	   the	   C-­‐terminal	   peptide	   in	   a	  25  𝑚𝑚𝑚𝑚 	  TRIS,	  50  𝑚𝑚𝑚𝑚	  
Na2SO4,	  pH	  7.6	  (adjusted	  with	  H2SO4)	  buffer	  solution.	  The	  red	  curve	  with	  crosses	  (every	  third	  
data	   point)	   shows	   the	   raw	   ellipticity	   of	   the	   peptide	   sample	   (estimated	   concentration	  ≈
0.3  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚 )	   and	   its	   absorbance	   (yellow	   curve	   with	   squares	   every	   third	   data	   point).	  
Additionally	  the	  buffer	  solution	  ellipticity	  (blue	  curve	  with	  circles	  every	  third	  data	  point)	  and	  
its	   absorbance	   (cyan	   with	   triangles	   every	   third	   data	   point)	   are	   shown.	   Data	   shown	   are	  
preliminary	   and	   not	   yet	   reproduced	   and	   thoroughly	   interpreted.	   Data	  were	   collected	   in	   the	  
labs	  of	  Prof.	  Werner	  Nau	  (Jacobs	  University	  Bremen)	  who	  kindly	  gave	  access	  to	  his	  equipment.	  
The	  author	  of	  this	  thesis	  also	  thanks	  Roy	  Dsouza	  for	  his	  assistance	  during	  CD	  measurements.	  
	  
Figure	  5.2.1.	   shows	   the	  raw	  CD	  spectrum	  of	  a	  C-­‐terminal	  peptide	  sample	   in	  a	  25  𝑚𝑚𝑚𝑚	  
TRIS,	  50  𝑚𝑚𝑚𝑚	  Na2SO4,	   pH	   7.6	   (adjusted	   with	   H2SO4)	   buffer	   solution	   (red	   curve	   with	  
crosses	   every	   third	   data	   point).	   Note	   that	   data	   shown	   are	   preliminary	   and	   not	   yet	  
reproduced	   and	   thoroughly	   interpreted.	   With	   the	   “naked	   eye”	   on	   can	   only	   roughly	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state	   that	   the	   overall	   shape	   of	   the	   spectrum	   has	   some	   similarity	   to	   that	   of	   heat	  
denatured	   human	   placental	   collagen	   (see	   Fig.	   4	   in	   Bentz	   et	   al.	   [1978],	   note	   that	   the	  
spectra	   given	   therein	   are	   normalized)	   and	   interestingly	   to	   that	   of	   the	   MPB-­‐A	   neck	  
region	  (see	  Weis	  &	  Drickamer	  [1994]	  and	  esp.	  Figs.	  4c	  and	  4d	  therein)	  as	  explained	  in	  
the	   following.	   In	   the	   native	   trimeric	   MBP-­‐A	   the	   “neck	   regions”	   (approximately	   30	  
residues	  N-­‐terminal	  to	  the	  CTLD	  and	  in	  α-­‐helical	  conformation)	  form	  a	  coiled	  coil.	  This	  
neck	   region	  and	   the	  CTLD	  of	  MBP-­‐A	  are	   sufficient	   for	   trimer	   formation	  although	   the	  
native	   MBP-­‐A	   trimer	   contains	   additionally	   a	   coiled	   collagenous	   domain	   (Weis	   &	  
Drickamer	  [1994])	  N-­‐terminal	  to	  the	  neck	  region.	  The	  CD	  spectrum	  of	  the	  isolated	  neck	  
region	  in	  solution	  (5  𝑚𝑚𝑚𝑚	  Na3PO4,	  pH	  7.8)	  does	  not	  suggest	  an	  α-­‐helical	  conformation.	  
However	   in	   presence	   of	   a	   certain	   amount	   of	   trifluoroethanol	   in	   solution	   the	  
characteristic	  CD	  spectrum	  of	  a	  helical	  conformation	  appears.	  
Since	  CD	  spectroscopy	   is	  performed	  with	  UV	   light	   the	  use	  of	   some	  buffer	   substances	  
and	   salts	   in	   particular	   in	   high	   concentrations	   is	   not	   possible	   due	   to	   light	   absorption	  
(see	  e.g.	  Table	  1	  in	  Kelly	  et	  al.	  [2005]).	  This	  may	  be	  limit	  its	  use	  in	  terms	  of	  observing	  
ionic	  strength	  dependent	  conformational	  changes.	  
Nonetheless	   in	   principle	   it	   could	   be	   possible	   to	   estimate	   the	   conformation	   of	   the	   C-­‐
terminal	  peptide	  in	  solution	  with	  help	  of	  a	  CD	  spectrum	  of	  the	  native	  perlucin	  structure	  
and	   the	   secondary	   structure	   content	   of	   the	   CTLD	   expected	   from	   the	  
modelling/simulation	  studies.	  The	  secondary	  structure	  content	  of	   the	  native	  perlucin	  
structure	  can	  be	  estimated	  from	  recorded	  CD	  spectra	  (see	  e.g.	  Greenfield	  [2006]).	  This	  
can	   be	   compared	   with	   the	   secondary	   structure	   content	   of	   the	   perlucin	   CTLD	   as	  
obtained	   from	   the	   MD	   simulations.	   Differences	   of	   the	   secondary	   structure	   content	  
could	  then	  be	  attributed	  to	  the	  C-­‐terminal	  peptide	  if	  experimental	  uncertainties	  do	  not	  
interfere.	  Note	  that	  such	  a	  procedure	  would	  require	  one	  purified	  perlucin	  variant	  and	  a	  
precise	  knowledge	  of	  the	  protein	  concentration	  during	  CD	  measurement.	  
	  
Using	  the	  AFM	  to	  monitor	  mineral	  surfaces	  in	  aqueous	  solutions	  
	  
Monitoring	  the	  interaction	  of	  the	  nacre	  protein	  perlucin	  (or	  other	  nacre	  proteins)	  with	  
different	   mineral	   surfaces	   in	   an	   aqueous	   environment	   using	   the	   atomic	   force	  
microscope	  (AFM)	  can	  provide	  information	  on	  the	  potential	  role	  of	  the	  protein	  in	  nacre	  
formation.	   Blank	   et	   al.	   (Blank	   et	   al.	   [2003])	   observed	   that	   perlucin	   initiated	   the	  
formation	  of	  new	  crystal	  layers	  on	  a	  cleaved	  surface	  of	  geological	  calcite	  in	  presence	  of	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a	   saturated	   calcium	   carbonate	   solution.	   In	   the	   following	   paragraphs	   two	   potential	  
refinements	   for	   future	   AFM	   experiments	   in	   the	   Fritz	   group	   are	   described.	   The	   one	  
concerns	  the	  solution	  delivery	  at	  a	  constant	  flow	  rate	  into	  the	  AFM	  (see	  e.g.	  Fig.	  10	  in	  
De	  Yoreo	  et	  al.	   [2001])	   and	   the	   other	   the	   use	   of	   speciation	   software	   to	   calculate	   the	  
saturation	   degree	   of	   calcium	   carbonate	   solutions	   with	   elevated	   NaCl	   concentrations	  
(see	  e.g.	  Walters	  et	  al.	   [1997]).	   Since	  both	  approaches	  are	  not	  new	   the	  next	   remarks	  
have	  to	  be	  understood	  as	  information	  on	  progress	  and	  challenges	  of	  their	  realisation	  in	  
the	  Fritz	  group.	  
	  
	  
Fig.	  5.2.2.	   Set-­‐up	   for	  delivering	  an	  aqueous	   solution	  at	   a	   constant	   flow	  rate	   through	   the	  AFM	  
fluid	  cell.	  The	  fluid	  level	  inside	  the	  glass	  syringe	  body	  is	  always	  higher	  than	  the	  AFM	  fluid	  cell.	  
Note	   the	   broken	   red	   lines,	  which	   indicate	   the	   level	   of	   the	   glass	   syringe	   outlet	   as	  well	   as	   the	  
level	  of	   the	   fluid	  cell.	  This	  generates	  a	  hydrostatic	  pressure	   that	  drives	   the	  solution	   from	  the	  
syringe	  body	   through	   the	  AFM	   fluid	   cell	   into	   the	  waste	   reservoir.	  The	   fluid	  has	   to	  pass	  glass	  
capillaries	  (connected	  in	  series)	  with	  a	  small	  diameter	  that	  serve	  as	  “flow	  resistor”	  to	  achieve	  
roughly	  the	  desired	  flow	  rates	  in	  the	  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚	  range.	  The	  fluid	  leaving	  the	  fluid	  cell	  is	  collected	  
in	   a	   waste	   reservoir	   whose	   weight	   is	   continuously	   measured	   with	   a	   balance.	   The	   varying	  
weight	  on	  the	  balance	  is	  read	  with	  a	  PC	  running	  an	  IGOR	  Pro	  routine.	  The	  weight	  increments	  
are	  used	  to	  calculate	  the	  current	  flow	  rate.	  If	  the	  current	  flow	  rate	  is	  lower	  than	  user-­‐set	  value	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the	  software	  activates	  the	  peristaltic	  pump.	  The	  pump	  delivers	  fluid	  from	  the	  reservoir	  into	  the	  
glass	  syringe	  body.	  This	  increases	  or	  keeps	  the	  fluid	  level	  constant	  to	  increase	  or	  maintain	  the	  
current	   flow	   rate.	   The	   author	   thanks	   Holger	   Doschke	   (Institute	   of	   Biophysics,	   University	   of	  
Bremen)	  for	  help	  during	  the	  design	  of	  the	  device.	  
	  
The	  author	  of	  this	  thesis	  designed	  a	  device	  (see	  Fig.	  5.2.2.)	  that	  allows	  pumping	  large	  
volumes	  (several	  100  𝑚𝑚𝑚𝑚)	  of	  liquid	  through	  the	  AFM	  measurement	  compartment	  –	  the	  
so	  called	  “fluid	  cell”	  (see	  Fig.	  5.2.6.)	  –	  at	  a	  defined	  flow	  rate	  (usually	  around	  1  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚).	  
This	   is	   advantageous	   since	   it	   allows	   long-­‐term	   AFM	   experiments	   with	   well-­‐defined	  
solution	  composition	  in	  the	  fluid	  cell	  at	  a	  defined	  flow	  rate.	  
	  
Another	   issue	   considering	   the	   growth/dissolution	   of	   calcium	   carbonate	   mineral	  
surfaces	  –	  either	  in	  presence	  of	  polypeptides	  or	  not	  –	  is	  the	  preparation	  of	  an	  aqueous	  
solution	  with	  defined	  properties	  in	  terms	  of	  the	  saturation	  degree	  –	  with	  respect	  to	  a	  
given	  calcium	  carbonate	  polymorph	  surface	  –	  and	  pH	  value.	  Considering	  the	  results	  of	  
the	  SEC	  experiments	  one	  might	  even	  want	  to	  investigate	  the	  influence	  of	  different	  ionic	  
strengths	  on	  the	  interaction	  between	  polypeptides	  and	  mineral	  surfaces.	  The	  solution	  
composition	   might	   influence	   the	   polypeptide	   conformation,	   the	   interaction	   between	  
the	  mineral	  surface	  and	  the	  polypeptide	  and/or	  the	  surface	  state	  of	  the	  mineral	  surface	  
(see	   Van	   Cappellen	   et	   al.	   [1993]	   as	   an	   arbitrary	   example	   of	   the	   influence	   of	   the	   pH	  
value	  on	  the	  surface	  charge	  of	  carbonate	  minerals).	  
Regarding	   the	   chemical	   equilibrium	  of	   carbonate	   species	   in	  water	  one	   can	   state	   (e.g.	  
Plummer	  &	  Busenberg	   [1982])	   following	  equilibria	   (as	  already	   introduced	   in	   section	  
2.2.)	  
	  
CO! g 	   ⇌	   CO!
∗ 	   log!" 𝐾𝐾! = −1.47	   (5.2.1a.)	  
CO!
∗ + H!O	   ⇌	   H! + HCO!
!	   log!" 𝐾𝐾! = −6.35	   (5.2.1b.)	  
HCO!
!	   ⇌	   H! + CO!
!!	   log!" 𝐾𝐾! = −10.33	   (5.2.1c.)	  
net  reaction:  CO! g + H!O ⇌ 2H! + CO!
!!	   	   (5.2.1d.)	  
	  
where	  CO!
∗ = CO! aq + H!CO! 	  denotes	   the	   sum	   of	   hydrated	   carbon	   dioxide	   and	  
carbonic	  acid.	  The	  amount	  of	  carbon	  dioxide	  solvated	   in	   liquid	  water	  depends	  on	  the	  
partial	  pressure	  of	  carbon	  dioxide	  in	  the	  gas	  phase,	  which	  is	  in	  contact	  with	  the	  liquid	  
phase	  according	  to	  Henry´s	  law.	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The	  carbonate	  (CO!
!!)	  and	  the	  calcium	  activities	  in	  a	  solution	  determine	  the	  saturation	  
degree	  of	  this	  solution	  with	  respect	  to	  a	  solid	  calcium	  carbonate	  phase.	  Obviously	  (see	  
equations	  5.2.1.)	  the	  carbonate	  activity	  in	  a	  solution	  depends	  on	  the	  pH	  value	  and	  the	  
carbon	  dioxide	  partial	  pressure	  of	   the	  gas	  phase	   (additionally	   from	   temperature	  and	  
ionic	   composition	   of	   solution).	   It	   would	   be	   challenging	   to	   establish	   and	   maintain	   a	  
different	   carbon	   dioxide	   partial	   pressure	   different	   from	   the	   environmental	   one	   (the	  
mole	  fraction	  of	  carbon	  dioxide	  in	  dry	  air	  was	  around	  389  𝑝𝑝𝑝𝑝𝑝𝑝	  in	  the	  year	  2011;	  data	  
was	  obtained	   from	   the	  Earth	   System	  Research	  Laboratory	   of	   the	  National	  Oceanic	  &	  
Atmospheric	   Administration,	   www.esrl.noaa.gov/gmd/ccgg/trends/,	   last	   visit	  
10/12/2013)	  during	  the	  preparation	  and	  use	  of	  the	  solution	  in	  the	  AFM.	  
More	   easily	   it	   can	   be	   achieved	   to	   equilibrate	   the	   carbonate	   solution	   with	   the	  
environmental	   gaseous	   carbon	   dioxide.	   Additionally	   desired	   amounts	   of	   salts	   –	   for	  
example	  NaCl	  or	  MgCl2	  –	  can	  be	  added	  prior	  to	  the	  equilibration.	  The	  desired	  pH	  value	  
of	  the	  solution	  can	  be	  adjusted	  through	  addition	  of	  a	  base	  like	  NaOH	  or	  NaHCO3.	  Note	  
that	  pure	  water	  acidifies	  through	  the	  uptake	  of	  carbon	  dioxide	  from	  the	  environment	  
when	  in	  contact	  with	  the	  environmental	  gas	  phase.	  
Unfortunately	  if	  several	  hundreds	  𝑚𝑚𝑚𝑚	  of	  a	  salt	  like	  NaCl	  are	  added	  into	  a	  solution	  then	  
the	  activity	  coefficient	  𝛾𝛾! 	  of	  an	  ion	  species	  𝑖𝑖	  cannot	  be	  approximated	  by	  unity	  anymore.	  
Considering	  all	  these	  aforementioned	  issues	  following	  idea	  was	  developed	  during	  this	  
thesis.	   First	   of	   all	   the	   speciation	   software	   PHREEQC	   (Parkhurst	   &	   Appelo	   [1999],	  
http://wwwbrr.cr.usgs.gov/projects/GWC_coupled/phreeqc/,	   last	   access	   03/12/13,	  
note	   that	   version	   2	   was	   used	   by	   the	   author	   of	   this	   thesis	   but	   a	   newer	   version	   3	   is	  
currently	   available)	  was	   used	   to	   calculate	   the	   speciation	   of	   ionic	   species	   in	   solution.	  
The	   presence	   of	   high	   salt	   concentrations	   in	   an	   aqueous	   solution	   requires	   the	  
calculation	   of	   activities	   (or	   activity	   coefficients).	   PHREEQC	   can	   use	   the	   Pitzer	   ion	  
interaction	   approach	   (see	   e.g.	   Pitzer	   [1973]	   or	   Pitzer	   [1991]),	   which	   allows	   the	  
calculation	   of	   the	   activities	   of	   ion	   species	   when	   they	   are	   present	   at	   higher	  
concentrations	   in	   solution.	  A	   database	   containing	  Pitzer	   parameters	   and	   equilibrium	  
constants	   is	   included	   in	  the	  PHREEQC	  program.	   It	  was	  decided	  to	  review	  and	  modify	  
those	  values	  mainly	  because	  of	   the	   following	  reasons.	  No	  references	  of	   the	   tabulated	  
values	  as	  well	  as	  the	  temperature	  and	  pressure	  associated	  with	  the	  given	  values	  could	  
be	  found	  in	  the	  standard	  PHREEQC	  database.	  
In	  a	  preliminary	  work	  several	  parameters	  of	  the	  database	  were	  changed	  or	  calculated	  
if	  possible	  at	  𝑇𝑇 = 20°𝐶𝐶	  and	  𝑝𝑝 = 1013  ℎ𝑃𝑃𝑃𝑃.	  The	  equilibrium	  constants	  of	  the	  carbonate	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species	  and	  the	  solubility	  products	  of	  calcite	  and	  aragonite	  were	  taken	  from	  Plummer	  
and	  Busenberg	  (Plummer	  &	  Busenberg	   [1982]).	  The	  water	  dissociation	  constant	  was	  
adapted	   from	   Marion	   (Marion	   [2001]).	   This	   “adaption”	   was	   actual	   a	   necessary	  
recalculation	   of	   the	   coefficients	   of	   the	   analytical	   expression	   of	   the	   temperature	  
dependency	  of	  the	  dissociation	  constant	  of	  water.	  Pitzer	  parameters	  of	  several	  species	  
were	  taken	  from	  He	  and	  Morse	  (He	  &	  Morse	  [1993])	  and	  references	  given	  therein.	  
Since	   neither	   every	   Pitzer	   parameter	   was	   changed	   or	   available	   nor	   its	   temperature	  
dependency	  was	   known,	   the	   preliminary	   database	  was	   tested	  with	   calcite	   solubility	  
data	  and	  apparent	  dissociation	  constant	  calculations	  similar	  to	  He	  and	  Morse.	  
	  
	  
Fig.	   5.2.3.	   Negative	   decadic	   logarithm	   of	   the	   stoichiometric	   second	   dissociation	   constant	   of	  
carbonic	   acid	   dependent	   of	   the	   NaCl	   concentration	   in	   solution	   calculated	   with	   different	  
speciation	  models	  and	  compared	  with	  experimental	  values.	  The	  second	  dissociation	  constant	  
of	   carbonic	   acid	   refers	   to	   the	   reaction	  HCO!
! ⇌ H! + CO!
!!.	   The	   stoichiometric	   dissociation	  
constant	  was	  calculated	  as	  𝑚𝑚 H! ⋅𝑚𝑚(CO!
!!)/𝑚𝑚(HCO!
!)	  where	  𝑚𝑚	  denotes	  the	  mass	  or	  molality	  
of	   the	   given	   substance.	   All	   calculations	   were	   performed	   at	  25°𝐶𝐶	  and	   with	   a	   carbon	   dioxide	  
partial	   pressure	  of	  389 ⋅ 10!!  𝑎𝑎𝑎𝑎𝑚𝑚	  with	  PHREEQC.	  The	   red	   curve	   (without	  markers)	   resulted	  
from	  a	  calculation	  that	  used	  the	  modified	  parameters	  as	  described	  in	  the	  text.	  The	  green	  curve	  
(squares	   every	   20th	   data	   point)	   employed	   the	   Pitzer	   database	   supplied	   with	   PHREEQC.	   The	  
blue	   curve	   (triangles	   every	   20th	   data	   points)	   employed	   the	   standard	   activity	   coefficient	  
calculation	   (Davies	   equation	   or	   Debye-­‐Hückel	   equation)	   implemented	   in	   PHREEQC.	   The	   red	  
crosses	  are	  experimental	  values	  obtained	  from	  titration	  (closed	  system)	  by	  He	  and	  Morse	  (He	  
&	  Morse	  [1993]).	  Note	  that	  the	  experimental	  values	  were	  obtained	  in	  a	  closed	  system	  whereas	  
the	  calculated	  values	  implied	  a	  gas	  phase.	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Figure	   5.2.3.	   shows	   a	   preliminary	   result	   of	   one	   of	   those	   tests.	   As	   it	   can	   be	   seen	   the	  
calculated	   value	  𝑚𝑚 H! ⋅𝑚𝑚(CO!
!!)/𝑚𝑚 HCO!
! 	  of	   the	   speciation	   calculations	   with	   the	  
modified	   database	   (red	   curve	   without	   markers)	   performs	   similar	   as	   the	   PHREEQC	  
original	  database	  (green	  curve	  with	  squares).	  Both	  speciation	  calculations	  describe	  the	  
experimental	   data	   (red	   crosses)	   reasonable.	   It	   is	   obvious	   that	   even	   at	   NaCl	  
concentrations	  between	  0.5	  and	  1	  molal	  a	  more	  sophisticated	  model	  –	  compared	  to	  the	  
standard	   Davies	   or	   Debye-­‐Hückel	   equations	   as	   implemented	   in	   PHREEQC	   (see	   blue	  
curve	  with	  triangles)	  –	  is	  required	  to	  calculate	  the	  activity	  coefficients.	  
Returning	  to	  the	  task	  of	  preparing	  a	  well-­‐defined	  (super)saturated	  calcium	  carbonate	  
solution	  for	  the	  AFM	  experiments	  the	  Pitzer	  model	   in	  PHREEQC	  can	  be	  helpful	   in	  the	  
following	  manner.	   Prior	   to	   the	   experiment	   one	   can	  now	  choose	   the	   concentration	  of	  
NaCl	  and	  the	  pH	  value	  of	  the	  solution	  that	  will	  contain	  the	  polypeptides	  and	  be	  brought	  
into	  contact	  with	  the	  mineral	  surface	  in	  the	  AFM.	  The	  ionic	  strength	  and	  the	  pH	  value	  
might	  be	  important	  for	  the	  interaction	  of	  proteins/peptides	  with	  a	  calcium	  carbonate	  
mineral	   surface.	   Those	   parameters	   might	   influence	   the	   interaction	   between	   the	  
biopolymer	  and	  the	  surface	  directly	  or	  indirectly	  via	  the	  biopolymer	  conformation.	  In	  
the	   next	   step	   one	   determines	   the	   amount	   of	   Ca2+	   needed	   to	   establish	   the	   desired	  
(super)saturation	   degree	   of	   the	   solution	   with	   respect	   to	   the	   mineral	   whose	   surface	  
shall	  be	  monitored	  with	  the	  AFM.	  The	  pH	  value	  can	  be	  adjusted	  with	  a	  base	  like	  NaOH	  
or	  NaHCO3	  .	  The	  necessary	  amount	  of	   the	  aforementioned	  bases	  can	  be	  calculated	  as	  
well.	  
Fig.	  5.2.4.	  illustrates	  a	  preliminary	  proof-­‐of-­‐principle	  of	  the	  AFM	  flow	  control	  unit	  (see	  
Fig.	   5.2.2.)	   and	   the	   preparation	   method	   of	   the	   well-­‐defined	   supersaturated	   calcium	  
carbonate	  solution.	  Two	  consecutive	  AFM	  height	  images	  –	  time	  difference	  between	  the	  
two	   uppermost	   scan	   lines	   is	  135  𝑠𝑠	  –	   of	   a	   calcite	   mineral	   surface	   in	   presence	   of	   a	  
supersaturated	  calcium	  carbonate	  solution.	  The	  main	  steps	  in	  the	  solution	  preparation	  
were	   as	   follows.	   A	   pre-­‐calculated	   amount	   of	   NaOH	   was	   added	   to	   DI	   water	   and	   the	  





Fig.	  5.2.4.	  Preliminary	  proof-­‐of-­‐principle	  of	  the	  AFM	  flow	  control	  unit	  (see	  Fig.	  5.2.2.)	  and	  the	  
preparation	   method	   of	   the	   well-­‐defined	   supersaturated	   calcium	   carbonate	   solution	   as	  
described	  in	  the	  text.	  Two	  consecutive	  AFM	  height	  images	  –	  time	  difference	  between	  the	  two	  
uppermost	   scan	   lines	   is	  135  𝑠𝑠	  –	   of	   a	   calcite	  mineral	   surface	   in	   presence	   of	   a	   supersaturated	  
calcium	  carbonate	  solution.	  The	  main	  steps	  in	  the	  solution	  preparation	  were	  as	  follows.	  A	  pre-­‐
calculated	  amount	  of	  NaOH	  was	  added	  to	  DI	  water	  and	  the	  solution	  was	  allowed	  to	  equilibrate	  
with	   environmental	   carbon	   dioxide	   (the	   necessary	   equilibration	   time	   depends	   on	   the	  
experimental	   set-­‐up).	   The	   expected	   pH	   value	   for	   this	   solution	   after	   equilibration	   is	   8.2	  
(measured	  8.18-­‐8.21).	  To	  this	  solution	  10  𝑚𝑚𝑚𝑚	  CaCl2	  and	  0.5  𝑀𝑀	  NaCl	  were	  added	  and	  allowed	  to	  
equilibrate	  with	   the	   environmental	   gas	   phase	   again	   over	   night.	   The	   expected	   pH	   value	   after	  
equilibration	  is	  8.0.	  Since	  only	  a	  value	  of	  7.94	  to	  7.96	  was	  measured	  a	  small	  volume	  of	  a	  NaOH	  
solution	   was	   added	   to	   achieve	   a	   pH	   value	   of	   8.0.	   Knowing	   the	   pH	   value	   and	   the	   solution	  
composition	   its	  supersaturation	  degree	  with	  respect	   to	  calcite	  can	  be	  estimated	  as	  1.7	  to	  1.8.	  
The	   calcite	   surface	   was	   imaged	   in	   this	   solution	   with	   a	   constant	   flow	   rate	   of	  1.5  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚.	  
However	  a	   few	  impurities	   in	  the	  solution	  are	  obvious	  (black	  solid	  arrows).	  Unfortunately	  the	  
quality/purity	   of	   the	   solution	   as	   far	   as	   it	   can	   be	   deduced	   from	   the	   AFM	   images	   could	   not	  
reproduced	   again.	   Possible	   reasons	   are	   given	   in	   the	   text.	   Although	   the	   mineral	   layers	   are	  
growing,	  in	  some	  cases	  (dashed	  arrows)	  steps	  appear	  slightly	  rugged.	  Since	  this	  could	  be	  due	  
to	   solution	   impurities	   affecting	   the	   mineral	   step	   growth	   such	   impurities	   hamper	   the	  
interpretation	   of	   images	   of	  mineral	   surfaces	   in	   presence	   of	   polypeptides.	  Note	   that	   the	  AFM	  
images	  are	  scanning	  images	  of	  a	  changing	  surface.	  Therefore	  each	  line	  depicts	  the	  surface	  at	  a	  
different	  time	  point.	  The	  height	  images	  shown	  here	  are	  “first	  order	  flattened”:	  a	  straight	  line	  is	  
fitted	  to	  the	  data	  in	  each	  horizontal	  line	  and	  then	  subtracted	  from	  it.	  
	  
The	  expected	  pH	  value	  for	  this	  solution	  after	  equilibration	  is	  8.2	  (measured	  8.18-­‐8.21).	  
To	   this	   solution	  10  𝑚𝑚𝑚𝑚	  CaCl2	   and	  0.5  𝑀𝑀	  NaCl	   were	   added	   and	   allowed	   to	   equilibrate	  
with	   the	   environmental	   gas	   phase	   again	   over	   night.	   The	   expected	   pH	   value	   after	  
equilibration	  is	  8.0.	  Since	  only	  a	  value	  of	  7.94	  to	  7.96	  was	  measured	  a	  small	  volume	  of	  a	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NaOH	  solution	  was	  added	  to	  achieve	  a	  pH	  value	  of	  8.0.	  Knowing	  the	  pH	  value	  and	  the	  
solution	   composition	   its	   supersaturation	   degree	   with	   respect	   to	   calcite	   can	   be	  
estimated	  as	  1.7	  to	  1.8.	  The	  calcite	  surface	  was	  imaged	  in	  this	  solution	  with	  a	  constant	  
flow	  rate	  of	  1.5  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚.	  However	  a	   few	   impurities	   in	   the	  solution	  are	  obvious	  (black	  
solid	   arrows).	   Unfortunately	   the	   quality/purity	   of	   the	   solution	   as	   far	   as	   it	   can	   be	  
deduced	   from	   the	   AFM	   images	   could	   not	   reproduced	   again.	   Although	   the	   mineral	  
layers	  are	  growing,	  in	  some	  cases	  (dashed	  arrows)	  steps	  appear	  slightly	  rugged.	  Since	  
this	   could	   be	   due	   to	   solution	   impurities	   affecting	   the	   mineral	   step	   growth	   such	  
impurities	   hamper	   the	   interpretation	   of	   images	   of	   mineral	   surfaces	   in	   presence	   of	  
polypeptides.	   Note	   that	   the	   AFM	   images	   are	   scanning	   images	   of	   a	   changing	   surface.	  
Therefore	  each	  line	  depicts	  the	  surface	  at	  a	  different	  time	  point.	  
Sources	   of	   the	   impurities	   that	   were	   frequently	   encountered	   with	   the	   flow	   control	  
device	   and	   the	   carbon	   dioxide	   equilibrated	   calcium	   carbonate	   solution	  might	   be	   the	  
following.	   In	   general	   the	   flow	   control	   device	   comprises	   several	   parts	   like	   tubes,	  
connectors,	  capillaries	  and	  glassware.	  These	  parts	  introduce	  a	  lot	  of	  additional	  surface	  
area	   exposed	   to	   the	   solution	   flowing	   through	   the	   AFM	   fluid	   cell.	   Since	   surfaces	   are	  
prone	   to	   attract	   unwanted	   dirt	   they	   have	   to	   be	   thoroughly	   cleaned	   before	   each	  
experiment.	   It	   may	   be	   the	   case	   that	   a	   suitable	   cleaning	   procedure	   has	   yet	   to	   be	  
developed.	   Another	   source	   of	   unwanted	   particles	   turned	   out	   to	   be	   the	   coated	   (most	  
probably	  with	  PTFE)	  magnetic	  stirrers.	  Long	  term	  and/or	  fast	  stirring	  of	  solutions	  can	  
cause	  abrasion	  of	  the	  PTFE	  coating	  as	  depicted	  exemplarily	  in	  Fig.	  5.2.5.	  
Furthermore	  the	  equilibration	  of	  a	  solution	  with	  the	  environmental	  gas	  phase	  is	  prone	  
to	  attract	  dirt	  particles	  from	  the	  laboratory	  air.	  
Several	  attempts	  to	  prepare	  suitable	  solutions	  for	  the	  AFM	  similar	  as	  described	  above	  
and	   to	   clean	   the	   parts	   of	   the	   constant	   flow	   device	   were	   undertaken.	   Finally	   the	  
equilibration	  of	   the	  AFM	  solutions	  with	   the	  environmental	   carbon	  dioxide	  as	  well	   as	  
the	  feedback	  operation	  of	  the	  constant	  flow	  device	  was	  skipped.	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Fig.	  5.2.5.	  Exemplary	  abrasion	  of	  the	  coating	  of	  a	  magnetic	  stirrer.	  “Flakes”	  as	  attached	  to	  the	  
tweezers	   could	   be	   found	   swimming	   on	   the	   surface	   of	   the	   stirred	   solution.	   Note	   that	   this	  
particular	  magnetic	   stirrer	  was	  used	   in	  a	   long	   term	  stirring	   (seven	  months)	  of	  an	  acetic	  acid	  
solution.	   Nonetheless	   the	   phenomenon	   depicted	   here	   was	   also	   observed	   during	   the	  
preparation	  of	  AFM	  solutions.	  
	  
Interactions	  between	  proteins/peptides	  and	  mineral	  surfaces	  in	  aqueous	  solutions	  
	  
A	   preliminary	   test	   of	   the	   influence	   of	   the	   perlucin	   C-­‐terminal	   peptide	  was	   therefore	  
performed	  with	  a	  supersaturated	  solution	  prepared	  in	  the	  following	  manner.	  
On	   the	   day	   the	   AFM	   experiment	  were	   performed,	   supersaturated	   calcium	   carbonate	  
solutions	   were	   prepared	   by	   dissolving	   0.9  𝑚𝑚𝑚𝑚 	  NaHCO3	   and	   10  𝑚𝑚𝑚𝑚 	  CaCl2	   in	   a	  
graduated	   cylinder	   by	   shaking.	   Neither	   NaCl	   was	   added	   nor	   a	   magnetic	   stirrer	   was	  
used.	  The	  cylinder	  was	  loosely	  capped.	  The	  pH	  value	  of	  the	  solution	  was	  measured	  in	  a	  
separate	  open	  beaker.	  This	   latter	  point	   requires	  attention	  since	   it	   cannot	  guaranteed	  
that	  the	  pH	  value	  of	  the	  solution	  in	  the	  open	  beaker	  is	  identical	  to	  those	  of	  the	  solution	  
in	  the	  graduate	  cylinders.	  It	  is	  very	  likely	  that	  the	  solution	  in	  the	  cylinders	  is	  not	  fully	  
equilibrated	  with	   the	  environmental	  gas	  phase.	  However	   the	  pH	  measurement	   in	   the	  
solution	  for	  the	  AFM	  was	  avoided	  due	  to	  potential	  spoiling	  of	  the	  solution.	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Two	  solutions	  of	  250  𝑚𝑚𝑚𝑚	  volume	  each	  were	  prepared	  independently	  and	  their	  pH	  value	  
ranges	  were	  7.95	  to	  8.08	  and	  7.94	  to	  8.02	  respectively.	  No	  further	  pH	  adjustment	  was	  
performed.	  
The	   AFM	   height	   images	   given	   in	   Fig.	   5.2.6.A	   and	   B	   show	  moving	   steps	   on	   a	   calcite	  
surface	  in	  presence	  of	  the	  supersaturated	  calcium	  carbonate	  solution	  described	  above.	  
The	  estimated	  saturation	  degree	  was	  around	  4	  with	  a	  considerable	  uncertainty	  given	  
by	   the	   pH	   range.	   The	   lyophilised	   C-­‐terminal	   perlucin	   peptide	   was	   solvated	   in	   the	  
second	  prepared	  supersaturated	  solution	  and	  filtered	  prior	  to	  the	  use	  within	  the	  AFM.	  
The	  estimated	  concentration	  –	   from	  peptide	  weight	  –	  was	  around	  8  𝜇𝜇𝜇𝜇/𝑚𝑚𝑚𝑚.	  Note	  that	  
the	  steps	  begin	  to	  roughen	  (Fig.	  5.2.6.D)	  in	  the	  presence	  of	  the	  peptide.	  
Unfortunately	  the	  author	  of	  this	  thesis	  was	  not	  able	  to	  reproduce	  this	  result	  in	  several	  
attempts.	   The	   reasons	   are	   not	   entirely	   clear	   at	   present.	   Apart	   from	   an	   artefact	   one	  
possible	  reason	  might	  be	  that	  the	  peptide	  concentration	  in	  the	  other	  AFM	  experiments	  
seemed	  to	  be	  lower	  as	  suggested	  by	  280  𝑛𝑛𝑛𝑛	  absorption	  measurements.	  
Furthermore	   one	   could	   speculate	   about	   unspecific	   adsorption	   of	   the	   peptide	   (and	  
biomolecules	   in	  general)	  on	  the	  rough	  surface	  of	   the	  drillings	   in	  the	  fluid	  cell	  serving	  
for	  solution	  delivering	  to	  the	   imaged	  mineral	  surface	  (see	  Fig.	  5.2.6.).	  Possible	  effects	  
could	  be	  that	  the	  peptide	  did	  not	  enter	  the	  fluid	  cell	  in	  the	  necessary	  concentration	  or	  
that	  the	  peptide	  was	  not	  removed	  during	  the	  cleaning	  of	  the	  fluid	  cell	  prior	  to	  an	  AFM	  
experiment	  end	  therefore	  cause	  the	  control	  images	  of	  the	  growing	  calcite	  surface	  to	  be	  
meaningless.	  
Concerning	   the	   latter	  point	   it	   seems	   to	  be	   advisable	   to	   clean	   the	   channels	   inside	   the	  
AFM	  fluid	  cell	  with	  an	  aggressive	  Piranha	  solution	  (mixture	  of	  concentrated	  H2SO4	  and	  
H2O2).	  
Additionally	  one	  should	  try	  the	  tapping	  mode	  for	  imaging	  instead	  of	  the	  contact	  mode.	  
The	   latter	   imaging	   mode	   might	   “scratch	   off”	   the	   polypeptides	   from	   the	   surface	   and	  






Fig.	  5.2.6.	  Preliminary	  AFM	  height	  images	  demonstrating	  the	  effect	  of	  the	  synthetic	  C-­‐terminal	  
peptide	  of	  perlucin	  on	  a	  calcite	  surface	  in	  presence	  of	  a	  supersaturated	  solution.	  Note	  that	  this	  
effect	  could	  not	  be	  reproduced	  in	  several	  attempts	  (see	  text	  for	  details)	  so	  far.	  The	  shown	  AFM	  
height	  images	  are	  consecutive	  downward	  scans.	  The	  scan	  rate	  was	  4  𝐻𝐻𝐻𝐻	  in	  the	  images	  A)	  to	  E)	  
and	  2  𝐻𝐻𝐻𝐻	  in	  the	  remaining	  images.	  Note	  that	  the	  images	  D)	  to	  G)	  have	  a	  smaller	  scan	  size.	  In	  the	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images	   A)	   and	  B)	   the	  mineral	   surface	   is	   exposed	   to	   a	  10  𝑚𝑚𝑚𝑚	  CaCl2	   solution	  with	   a	   pH	   value	  
around	  8.	  Note	  that	  the	  pH	  value	  was	  measured	  in	  a	  separate	  open	  beaker.	  This	  corresponds	  to	  
an	  estimated	  supersaturation	  degree	  of	  around	  4.	  Beginning	  with	  image	  C)	  the	  supersaturated	  
solution	  containing	  the	  peptide	  at	  a	  concentration	  of	  roughly	  8  𝜇𝜇𝜇𝜇/𝑚𝑚𝑚𝑚	  can	  get	  into	  contact	  with	  
the	  mineral	  surface.	  A	  nearly	  constant	  flow	  rate	  of	  1  𝑚𝑚𝑚𝑚/𝑚𝑚𝑚𝑚𝑚𝑚	  was	  set	  during	  imaging.	  Note	  that	  
the	  steps	  appear	  roughened	  when	  the	  peptide	  is	  present	  in	  solution.	  The	  white	  “streaks”	  in	  the	  
image	  that	  appear	  when	  the	  tip	  scans	  over	  a	  pit	  on	  the	  surface	  might	  be	  a	  result	  of	  non-­‐optimal	  
gain	   settings	   during	   imaging.	   The	   height	   images	   shown	   here	   are	   “first	   order	   flattened”:	   a	  
straight	  line	  is	  fitted	  to	  the	  data	  in	  each	  horizontal	  line	  and	  then	  subtracted	  from	  it.	  
	  
Fig.	  5.2.6.	  Close-­‐up	  view	  of	  an	  AFM	  fluid	  cell	   resting	  on	  a	  Petri	  dish.	  The	  drillings	   serving	   for	  
solution	  in-­‐	  and	  outlet	  have	  a	  rough	  surface	  as	  judged	  by	  visual	  inspection.	  Note	  that	  the	  O-­‐ring	  
can	  be	  replaced	  by	  a	  S-­‐ring	  (resting	  in	  the	  Petri	  dish	  below	  the	  fluid	  cell).	  
	  
Despite	   the	   challenges	   that	   occurred	   during	   the	   preparation	   of	   a	   (super)saturated	  
calcium	   carbonate	   solution	   with	   added	   NaCl	   and	   equilibrated	   with	   environmental	  
carbon	   dioxide	   it	   was	   decided	   to	   explore	   the	   general	   capabilities	   of	   the	   above	  
described	  approach	  for	  the	  solution	  preparation	  further.	  On	  the	  one	  hand	  it	  was	  tested	  
if	  it	  is	  possible	  to	  obtain	  a	  saturated	  calcium	  carbonate	  solution	  and	  one	  the	  other	  hand	  
what	   effect	   the	  perlucin	   species	   have	   on	   a	   calcite	   surface	   in	   such	   a	   solution.	  Neither	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NaCl	   nor	   the	   constant	   flow	   device	   was	   used	   in	   these	   preliminary	   experiments.	   The	  
solutions	  were	  injected	  with	  a	  syringe.	  
	  
Fig.	  5.2.7.	  Preliminary	  deflection	  AFM	  images	  of	  a	  calcite	  surface	  in	  different	  calcium	  carbonate	  
solutions	  with	   and	  without	   perlucin	   (both	  hypothetical	   perlucin	   species	  were	  present	   in	   the	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protein	   sample	   where	   the	   heavier	   one	   dominates	   on	   a	   SDS-­‐PAGE	   gel).	   In	   every	   case	   the	  
solution	  was	  injected	  with	  a	  syringe	  and	  no	  constant	  solution	  flow	  was	  established.	  The	  images	  
A)	  and	  B)	  (consecutive	  down	  scan	   images	  with	  a	  scan	  rate	  of	  4  𝐻𝐻𝐻𝐻)	  show	  growing	  steps	  on	  a	  
calcite	   surface	   (see	   for	   example	   black	   arrows)	   in	   presence	   of	   a	   supersaturated	   calcium	  
carbonate	  solution	  (10  𝑚𝑚𝑚𝑚	  CaCl2,	  0.83  𝑚𝑚𝑚𝑚	  NaHCO3,	  measured	  pH	  value	  range	  7.85	  to	  7.97	  in	  a	  
separate	  open	  beaker).	  See	  text	   for	  additional	  details.	  Those	  pH	  values	  and	  the	  given	  calcium	  
concentration	  result	  an	  estimated	  maximal	  supersaturation	  of	  4.	  Note	  that	  this	  holds	  only	  if	  the	  
concentrations	   of	   the	   chemicals	   can	   be	   determined	   exactly,	   which	   was	   difficult	   due	   to	   the	  
hygroscopic	   behaviour	   of	   CaCl2	   and	   the	   use	   of	   weighing	   paper	   (to	   which	   the	   substances	  
adhere).	  The	  images	  C)	  and	  D)	  (D	  is	  the	  third	  consecutive	  down	  scan	  images	  with	  a	  scan	  rate	  of	  
4  𝐻𝐻𝐻𝐻)	   were	   recorded	   on	   the	   mineral	   surface	   in	   presence	   of	   a	   solution	   consisting	   of	  10  𝑚𝑚𝑚𝑚	  
CaCl2,	  0.38  𝑚𝑚𝑚𝑚	  NaHCO3,	  measured	   pH	   value	   range	   7.64	   to	   7.66	   (in	   a	   separate	   open	   beaker).	  
The	   estimated	   maximal	   supersaturation	   is	   0.8	   (actually	   a	   slight	   undersaturation).	   However	  
note	  that	  a	  slow	  step	  growth	  can	  be	  noticed	  (e.g.	  black	  arrows).	  Currently	  it	  is	  not	  clear	  to	  the	  
author	  why	  a	  growth	  could	  be	  observed.	  The	  following	  deflection	  images	  E)	  to	  H)	  (consecutive	  
down	  scan	  images	  with	  a	  scan	  rate	  of	  2  𝐻𝐻𝐻𝐻)	  show	  the	  effect	  of	  the	  perlucin	  species	  in	  the	  last	  
mentioned	  solution	  on	  calcite	  step	  growth.	  Note	  the	  increasing	  corrugation	  of	  steps	  (e.g.	  in	  the	  
black	  dashed	   rectangle).	  The	  protein	   sample	   contained	  both	  hypothetical	  perlucin	   species.	   It	  
was	  dialysed	  against	  a	  30  𝑚𝑚𝑚𝑚	  NaCl	  solution,	  then	  reduced	  with	  a	  vacuum	  centrifuge	  and	  finally	  
diluted	  with	  the	  last	  mentioned	  calcium	  carbonate	  solution.	  Note	  however	  that	  the	  pH	  values	  
might	  differ.	  
	  
Fig.	   5.2.7.	   shows	   preliminary	   deflection	   AFM	   images	   of	   a	   calcite	   surface	   in	   different	  
calcium	   carbonate	   solutions	   with	   and	   without	   perlucin.	   Both	   hypothetical	   perlucin	  
species	  were	  present	  in	  the	  protein	  sample	  where	  the	  heavier	  one	  dominates	  on	  a	  SDS-­‐
PAGE	  gel	  (data	  not	  shown).	  The	  images	  A)	  and	  B)	  (consecutive	  down	  scan	  images	  with	  
a	   scan	   rate	   of	  4  𝐻𝐻𝐻𝐻)	   show	   growing	   steps	   on	   a	   calcite	   surface	   (see	   for	   example	   black	  
arrows)	   in	   presence	   of	   a	   supersaturated	   calcium	   carbonate	   solution	   (10  𝑚𝑚𝑚𝑚	  CaCl2,	  
0.83  𝑚𝑚𝑚𝑚	  NaHCO3,	  measured	  pH	  value	  range	  7.85	  to	  7.97).	  	  
The	   substances	  were	  weighted	  on	  weighing	  paper	   and	  added	   into	   a	   Schott	   flask	  and	  
dissolved	  in	  DI	  water.	  Then	  the	  solution	  was	  allowed	  to	  equilibrate	  with	  the	  gas	  phase	  
inside	  the	  flask.	  The	  gas	  phase	  above	  the	  solution	  level	  inside	  the	  flask	  was	  not	  actively	  
exchanged.	  The	  lid	  was	  loosely	  fitted	  on	  the	  flask.	  Note	  that	  the	  pH	  value	  of	  the	  solution	  
was	   measured	   in	   a	   separate	   open	   beaker.	   This	   was	   not	   optimal	   but	   thought	   to	   be	  
necessary	  to	  avoid	  solution	  contamination.	  It	  is	  very	  likely	  that	  the	  solution	  in	  the	  flask	  
was	  not	  fully	  equilibrated	  with	  the	  environmental	  gas	  phase.	  
The	  last	  mentioned	  pH	  values	  and	  the	  given	  calcium	  concentration	  result	  an	  estimated	  
maximal	   supersaturation	   of	   4.	   Note	   that	   this	   holds	   only	   if	   the	   concentrations	   of	   the	  
chemicals	   can	   be	   determined	   exactly	   which	   was	   difficult	   due	   to	   the	   hygroscopic	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behaviour	  of	   CaCl2	   and	   the	  use	   of	  weighing	  paper	   (to	  which	   the	   substances	   adhere).	  
Additionally	  it	  was	  assumed	  that	  the	  pH	  value	  in	  the	  open	  beaker	  corresponds	  to	  those	  
in	  the	  flask.	  However	  this	  was	  not	  tested	  to	  avoid	  contamination	  of	  the	  solutions	  for	  the	  
AFM.	  
The	  images	  C)	  and	  D)	  (D	  is	  the	  third	  consecutive	  down	  scan	  images	  with	  a	  scan	  rate	  of	  
4  𝐻𝐻𝐻𝐻)	   were	   recorded	   on	   the	   mineral	   surface	   in	   presence	   of	   a	   solution	   consisting	   of	  
10  𝑚𝑚𝑚𝑚	  CaCl2,	  0.38  𝑚𝑚𝑚𝑚	  NaHCO3,	   measured	   pH	   value	   range	   7.64	   to	   7.66	   (prepared	   as	  
described	   above).	   The	   estimated	   maximal	   supersaturation	   is	   0.8	   (actually	   a	   slight	  
undersaturation).	   However	   note	   that	   a	   slow	   step	   growth	   can	   be	   noticed	   (e.g.	   black	  
arrows).	   Currently	   it	   is	   not	   clear	   to	   the	   author	  why	   a	   growth	   can	   be	   observed.	   One	  
possibility	  could	  be	  that	  the	  solution	  is	  not	  proper	  equilibrated	  with	  the	  environmental	  
gas	  phase	  another	  that	  the	  concentrations	  of	  the	  substances	  were	  not	  precisely	  known.	  
The	   following	  deflection	   images	  E)	   to	  H)	   (consecutive	  down	  scan	   images	  with	  a	  scan	  
rate	  of	  2  𝐻𝐻𝐻𝐻)	  show	  the	  effect	  of	  the	  hypothetical	  perlucin	  variants	  in	  the	  last	  mentioned	  
solution	   on	   calcite	   step	   growth.	   Note	   the	   increasing	   corrugation	   of	   steps	   (e.g.	   in	   the	  
black	   dashed	   rectangle).	   The	   protein	   sample	   contained	   both	   hypothetical	   perlucin	  
species.	   It	  was	   dialysed	   against	   a	  30  𝑚𝑚𝑚𝑚	  NaCl	   solution,	   then	   reduced	  with	   a	   vacuum	  
centrifuge	  and	  finally	  diluted	  with	  the	  last	  mentioned	  calcium	  carbonate	  solution.	  Note	  
however	  that	  the	  pH	  values	  might	  differ.	  
	  
These	   preliminary	   results	   show	   that	   the	   principal	   approach	   of	   adjusting	   the	  
(super)saturation	   degree	   of	   a	   calcium	   carbonate	   solution	   through	   calcium	  
concentration	   and	   the	   pH	   value	   in	   equilibrium	  with	   the	   environmental	   gas	   phase	   is	  
possible.	  The	  use	  of	  a	  suitable	  software	  with	  appropriate	  parameters	  allows	  to	  include	  
high	  –	  around	  500  𝑚𝑚𝑚𝑚	  and	  above	  –	  salt	  concentrations	  in	  the	  calculation	  of	  carbonate	  
speciation.	   Nonetheless	   a	   feasible	   experimental	   procedure	   for	   preparing	   clean	  
solutions	  is	  challenging.	  A	  useful	  technique	  to	  achieve	  the	  equilibration	  of	  the	  solution	  
with	   carbon	   dioxide	   without	   introducing	   impurities	   in	   the	   AFM	   solution	   must	   be	  
developed.	  
An	  influence	  of	  the	  synthetic	  C-­‐terminal	  on	  calcite	  step	  growth	  was	  observed	  only	  once	  
and	   could	   not	   reproduced	   so	   far.	   However	   this	   should	   be	   tried	   with	   an	   improved	  
cleaning	  protocol	  of	  the	  AFM	  fluid	  cell	  and	  defined	  peptide	  concentrations.	  
The	  device	  designed	  for	  flow	  control	  for	  AFM	  experiment	  works	  well	  but	  the	  additional	  
surfaces	   introduced	  need	  special	  attention	  since	   they	  tend	  to	  contaminate.	  A	  suitable	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cleaning	  procedure	  has	  to	  be	  developed	  for	  using	  this	  device	  to	  monitor	  the	  interaction	  
between	  mineral	  surfaces	  and	  polypeptides	  with	  the	  AFM.	  
Nonetheless	   the	   procedures	   tested	   in	   this	   thesis	   for	   the	   refinement	   of	   AFM	  
experiments	  will	  aid	  to	  mimic	  the	  natural	  aqueous	  environment	  of	  perlucin	  in	  the	  AFM.	  
This	  should	  set	  a	  basis	  for	  monitoring	  of	  the	  interaction	  between	  perlucin	  (and	  other	  
polypeptides)	  and	  mineral	  surfaces.	  
	  
Interaction	  between	  perlucin	  and	  carbohydrates	  
	  
Finally	   –	   as	   already	   mentioned	   in	   section	   5.1.	   on	   computational	   aspects	   of	   future	  
research	  on	  perlucin	  –	  the	  interaction	  between	  perlucin	  and	  carbohydrates	  (especially	  
chitin)	   should	   be	   investigated	   experimentally.	   A	   first	   step	   was	   made	   by	   Hanna	  
Rademaker	  in	  her	  Master	  thesis	  (Rademaker	  [2012]).	  Perlucin	  was	  covalently	  linked	  to	  
gold	   surfaces	   via	   amino	   groups	   of	   the	   sidechains.	   With	   surface	   plasmon	   resonance	  
spectroscopy	   it	   was	   tried	   to	   investigate	   whether	   chitin	   monomers	   or	   oligomers	  
interact	  with	  the	  perlucin-­‐functionalised	  gold	  surfaces.	  Unfortunately	  this	  could	  not	  be	  
detected	  with	  the	  used	  technique.	  At	  present	  it	  is	  not	  clear	  if	  perlucin	  does	  not	  interact	  
with	   the	   carbohydrates	   used	   by	   Rademaker	   in	   general	   or	   it	   simply	   could	   not	   be	  
detected	  by	  the	  employed	  method.	  
However	   it	   seems	   that	   the	   covalent	   linkage	   of	   perlucin	   and	   the	   gold	   surface	   was	  
successfully	   established.	   This	   result	   could	   be	   used	   for	   following	   –	   maybe	   more	  
sensitive	  –	  AFM	  experiments.	  AFM	  tips	  could	  be	  functionalized	  with	  perlucin	  and	  then	  
force	   spectroscopy	  measurements	   (see	   for	   example	   Ratto	   et	  al.	   [2004]	   for	   a	   general	  
example	  of	  the	  use	  of	  AFM	  force	  spectroscopy	  for	  determining	  the	  interaction	  between	  
a	  C-­‐type	   lectin	  and	  a	   carbohydrate)	   could	  be	  performed	  with	  chitin	   substrates	  as	   for	  
example	   the	   demineralised	   and	   deproteinated	   organic	   matrix	   and/or	   artificially	  
prepared	   chitin	   films	   or	   even	   a	   carbohydrate	   functionalized	   substrate.	   Those	  
measurements	  might	   be	   useful	   in	   determining	   the	   interaction	   between	   perlucin	   and	  
chitin	  or	  even	  between	  perlucin	  proteins.	  
	  
Regarding	  the	  interaction	  between	  CTLDs	  and	  carbohydrates	  it	  is	  interesting	  to	  notice	  
that	   CTLDs	   can	   be	   part	   of	   the	   immune	   system	   (as	   an	   arbitrary	   example	   see	   Fujita	  
[2002]).	  It	  would	  be	  interesting	  to	  investigate	  if	  the	  marine	  gastropod	  CTLD	  containing	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I. Abbreviations,	  Symbols	  and	  Terminology	  
I.A.	   Abbreviations	  
ACC	   	  amorphous	  calcium	  carbonate;	  it	  seems	  to	  the	  author	  of	  this	  thesis	  
that	   there	   exist	   currently	   no	   general	   agreement	   on	   the	  
composition	  of	  ACC	  
AFM	   	   	   atomic	  force	  microscopy	  /	  microscope	  
AFP	   	   	   antifreeze	  protein	  
AMBER	   	   Assisted	  Model	  Building	  with	  Energy	  Refinement	  
ASGR	   	  asialoglycoprotein	  receptor	  (UniProt	  accession	  number:	  P07306)	  
BASH	   	   	   Bourne-­‐again	  shell	  
β-­‐Lg	   	  β-­‐lactoglobulin	   (here	   from	   bovine	   milk;	   exemplary	   UniProt	  
accession	  number:	  P02754)	  
Bis-­‐Tris	   bis(2-­‐hydroxyethyl)amino-­‐tris(hydroxymethyl)methane	  
BLOSUM	   Blocks	  Substitution	  Matrix	  (Henikoff	  &	  Henikoff	  [1992])	  
BuSA	   	  buried	  surface	  area	  in	  a	  complex	  of	  proteins;	  here	  the	  BuSA	  value	  
includes	   the	   interface	   areas	   of	   every	   protein	   involved	   in	   the	  
complexes	  
BSA	   	  albumin	   (here	   from	   bovine	   serum;	   exemplary	   UniProt	   accession	  
number:	  P02769)	  
CD	   circular	  dichroism	  
cD	   	   	   critical	  distance	  
cDNA	   	   	   complementary	  deoxyribonucleic	  acid	  
CD69	   	   	   refers	  to	  the	  CTLD	  of	  the	  early	  human	  activation	  antigen	  CD69	  
CEL-­‐I	   	  C-­‐type	   lectin	   from	   Cucumaria	   echinata	   (UniProt	   accession	  
number:	  Q7M462)	  
CL-­‐P1	   	   	   collectin-­‐12	  (UniProt	  accession	  number:	  Q8K4Q8)	  
CRD	   	   	   carbohydrate	  recognition	  domain	  
CTLD	   	   	   C-­‐type	  lectin-­‐like	  domain	  
CytC	   	  cytochrome	   C	   (here	   from	   bovine	   heart;	   exemplary	   UniProt	  
accession	  number:	  P62894)	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DBI	   	   	   Davies-­‐Bouldin-­‐Index	  
DIN	   	   	   Deutsches	  Institut	  für	  Normung	  
DI	  water	   	  deionized	   water	   (water	   obtained	   from	   the	   MilliQ	   water	  
purification	  devices)	  
DOPE	   	   	   discrete	  optimized	  protein	  energy	  
DSSP	   	  Define	   Secondary	   Structure	   of	   Proteins;	   algorithm	   from	   Kabsch	  
and	   Sander	   for	   secondary	   structure	   determination	   (Kabsch	   &	  
Sander	  [1983])	  
DTT	   dithiothreitol	  
EDTA	   ethylenediaminetetraacetic	  acid	  
EOF	   end	  of	  file	  
EPF	   extrapallial	  fluid	  
GuHCl	   guanidine	  hydrochloride	  
GlcNAc	   N-­‐acetyl-­‐D-­‐glucosamine	  
HAc	   acetic	  acid	  
HC	   	   	   hydrophobic	  core	  
HCit	   	   	   citric	  acid	  
HPLC	   	   	   high	  pressure	  liquid	  chromatography	  
IEC	   	   	   ion	  exchange	  chromatography	  
IgG	   	   	   immunoglobulin	  G	  (here	  from	  bovine	  serum)	  
IUPAC	  	   	   International	  Union	  of	  Pure	  and	  Applied	  Chemistry	  
LIT	   	   	   lithostathine	  (UniProt	  accession	  number:	  P05451)	  
LJ	   	   	   Lennard-­‐Jones	  
LLR	   	   	   long	  loop	  region	  
LLRHC	   	   long	  loop	  region	  hydrophobic	  core	  
Man	   	   	   mannose	  
MD	   	   	   molecular	  dynamic(s)	  
MM-­‐PBSA	   	   molecular	  mechanics-­‐Poisson-­‐Boltzmann	  surface	  area	  
MPB-­‐A	   	  mannose-­‐binding	  protein	  A	  (UniProt	  accession	  number:	  P19999)	  
MSA	   	   	   multiple	  sequence	  alignment	  
MW	   	   	   molecular	  weight	  
MWCO	   	   molecular	  weight	  cut-­‐off	  
NaCit	   sodium	  citrate	  
NAG	   	   	   N-­‐acetyl-­‐D-­‐glucosamine	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NCBI	   	  National	  Center	  for	  Biotechnology	  Information,	  Bethesda	  MD,	  USA	  
NGA	   N-­‐acetyl-­‐D-­‐galactosamine	  
OC-­‐17	   	  ovocleidin-­‐17	  (UniProt	  accession	  number:	  Q9PRS8)	  
PAGE	   polyacrylamide	  gel	  electrophoresis	  
PBC	   periodic	  boundary	  conditions	  
PC	   polycarbonate	  
PDB	   Protein	  Data	  Bank	  (Berman	  et	  al.	  [2000],	  http://www.rcsb.org)	  
PDF	   probability	  density	  function	  
PEI	   polyetherimide	  
PES	   polyether	  sulfate	  
pH	   negative	  decadic	  logarithm	  of	  hydrogen	  activity	  in	  solution	  
PHC	   primary	  hydrophobic	  core	  
pI	   isoelectric	  point	  
PME	   	   	   Particle	  Mesh	  Ewald	  
pSF	   	   	   pseudo	  F-­‐statistic	  
PTFE	   	   	   polytetrafluoroethylene	  
PVDF	   	   	   polyvinylidene	  fluoride	  
RMSd	   	   	   root-­‐mean-­‐square	  deviation	  
rSASA	  	   	   relative	  SASA	  
RT	   	   room	   temperature;	   around	   20°𝐶𝐶 	  to	   23°𝐶𝐶 	  in	   the	   laboratory;	  
	   300  𝐾𝐾	  in	  the	  ATTRACT	  software	  package	  
SASA	   	   	   solvent	  accessible	  surface	  area	  
SDS	   	   	   sodium	  dodecyl	  sulphate	  
SEC	   	   	   size-­‐exclusion	  chromatography	  
SHC	   	   	   small	  hydrophobic	  core	  
SSE	   	   	   secondary	  structure	  element	  
STRIDE	   	  secondary	   STRuctural	   IDEntification;	   algorithm	   from	   Frishman	  
and	   Argos	   for	   secondary	   structure	   determination	   (Frishman	   &	  
Argos	  [1995])	  
TC14	   	   	   tunicate	  C-­‐type	  lectin	  (UniProt	  accession	  number:	  P16108)	  
TIP3P	   	  “TIP”:	   transferable	   intermolecular	   potential,	   “3P”:	   three	   point	  
[charges,	  note	  from	  the	  author]	  
TRIS	   tris(hydroxymethyl)-­‐aminomethan	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UniProt	   	  Universal	   Protein	   Resource	   (The	   UniProt	   Consortium	   [2012],	  
www.uniprot.org)	  
UV	   	   	   ultraviolet	  	  
vdW	   	   	   van	  der	  Waals	  
VMD	   	   	   Visual	  Molecular	  Dynamics	  
	  
Abbreviations	  for	  residue	  characteristics	  in	  CTLDs	  
	  
characteristic	  	   	   Zelensky	  and	  Gready	  (2003)	   monospace	  font	  
	  
aliphatic	   	   	   	   Θ	   	   	   	   	   f	  
aromatic	   	   	   	   Φ	   	   	   	   	   m	  
aromatic	  or	  aliphatic	   	   Ω	   	   	   	   	   o	  
charged	   	   	   	   Ψ	   	   	   	   	   r	  
	  
Otherwise	  a	  capital	  Latin	   letter	   indicates	  conserved	  residue	  (for	  example	  W	  indicates	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I.B.	   Symbols	  and	  Constants	  
1  Å = 10!!"  𝑚𝑚	   Ångstrom	  
𝐴𝐴,𝐴𝐴!" 	   Lennard-­‐Jones	  interaction	  parameter	  
1  𝑎𝑎𝑎𝑎𝑎𝑎 = 1013.25  ℎ𝑃𝑃𝑃𝑃	   pressure	  unit	  
𝐴𝐴𝐴𝐴	  
absorbance	  unit;	  	  





where	  𝐼𝐼	  refers	  to	  the	  measured	  light	  intensity	  (at	  given	  
wave	  length)	  transmitted	  through	  the	  reference	  and	  
the	  sample	  cell	  respectively.	  
𝑎𝑎	   acceleration	  
𝐵𝐵,𝐵𝐵!" 	   Lennard-­‐Jones	  interaction	  parameter	  
𝛽𝛽	   isothermal	  compressibility	  
𝑐𝑐	   concentration	  	  
𝐷𝐷	   diffusion	  constant	  
𝛿𝛿!"	   mass	  of	  bound	  solvent	  per	  mass	  of	  solute	  
𝐸𝐸′(𝑠𝑠 ≥ 𝑥𝑥)	  
expected	  number	  of	  alignments	  of	  two	  sequences	  with	  
score	  greater	  or	  equal	  to	  𝑥𝑥	  
𝐸𝐸(𝑠𝑠 ≥ 𝑥𝑥)	  
expected	  number	  of	  scores	  greater	  or	  equal	  to	  𝑥𝑥	  in	  a	  
comparison	  of	  a	  sequence	  against	  a	  database	  of	  
sequences	  
𝐸𝐸	   total	  energy	  
𝜀𝜀	   dielectric	  constant	  or	  function	  
𝜖𝜖	  
Lennard-­‐Jones	  potential	  well	  depth;	  Lennard-­‐Jones	  
interaction	  parameter	  
𝜂𝜂	   viscosity	  
[𝜂𝜂]	   intrinsic	  viscosity	  
𝐹𝐹	   force	  
𝛷𝛷	   backbone	  dihedral	  angle	  
	  
294	  
𝐼𝐼	   ionic	  strength	  
𝐾𝐾	  
dissociation	  constant;	  parameter	  in	  statistical	  
assessment	  of	  similarity	  scores;	  force	  constant	  
𝐾𝐾!	   distribution	  (or	  partition)	  coefficient	  
𝑘𝑘! ≈ 1.381 ⋅ 10!!"
𝐽𝐽
𝐾𝐾
	   Boltzmann	  constant	  
1  𝑙𝑙 = 1  𝐿𝐿 = 1000  𝑐𝑐𝑚𝑚!	   litre	  
𝜆𝜆	  
scale	  parameter	  in	  statistical	  assessment	  of	  similarity	  
scores	  
𝑀𝑀	  
molecular	  weight,	  usually	  as	  mass	  per	  amount	  of	  
substance;	  unit	  of	  concentration	  1𝑀𝑀 = 1  𝑚𝑚𝑚𝑚𝑚𝑚/𝑙𝑙	  
𝑚𝑚	   mass	  
𝑁𝑁	   particle	  number	  
𝑁𝑁! ≈ 6.022 ⋅ 10!"  𝑚𝑚𝑚𝑚𝑙𝑙!!	   Avogadro	  constant	  
𝜈𝜈	   specific	  volume	  
𝜈𝜈∗	   partial	  specific	  volume	  
𝑃𝑃	   pressure	  
𝑝𝑝!" 	  
expected	  probability/frequency	  of	  amino	  acid	  pair	  
(𝑖𝑖, 𝑗𝑗)	  according	  to	  a	  random	  model	  
pH = − log!" 𝑎𝑎(𝐻𝐻!)	  
negative	  decadic	  logarithm	  of	  hydrogen	  activity	  in	  
solution	  
p𝐾𝐾! = − log!" 𝐾𝐾!	  
negative	  decadic	  logarithm	  of	  the	  acid	  dissociation	  
constant	  
𝛹𝛹	   backbone	  dihedral	  angle	  
𝑞𝑞	   (electric)	  charge	  
𝑞𝑞!" 	  
observed	  probability/frequency	  of	  amino	  acid	  pair	  




	   gas	  constant	  	  
𝑟𝑟	   radius	  or	  distance	  
𝑟𝑟!	   Lennard-­‐Jones	  interaction	  equilibrium	  distance	  
𝑟𝑟	   vector;	  point	  in	  space	  with	  respect	  to	  a	  defined	  origin	  
𝑟𝑟! 	   radius	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𝑅𝑅!" , 𝑟𝑟!" 	   distance	  
𝑟𝑟!"	   Stokes	  radius	  
𝜌𝜌	   (charge)	  density	  
𝑆𝑆	   solvent	  accessible	  surface	  area	  (SASA),	  usually	  in	  [Å!]	  
𝑆𝑆!"#$%
! 	   SASA	  of	  residue	  𝑖𝑖	  in	  a	  docked	  protein	  complex	  
𝑆𝑆!"##
! 	   SASA	  of	  the	  isolated	  residue	  𝑖𝑖	  
𝑆𝑆!"#"! 	   SASA	  of	  residue	  𝑖𝑖	  in	  an	  isolated	  protein	  monomer	  	  
𝑠𝑠	   total	  score	  of	  a	  sequence	  comparison	  
𝑠𝑠!" 	   score	  of	  a	  residue	  pair	  (𝑖𝑖, 𝑗𝑗)	  in	  a	  sequence	  comparison	  
𝜎𝜎	   dimensionless	  shape	  factor	  
𝑇𝑇	   temperature	  
𝑡𝑡, 𝑡𝑡!	   time;	  time	  step	  
𝜏𝜏	   time	  constant	  
𝑉𝑉	   potential	  energy;	  volume	  
𝑉𝑉!	   (extra-­‐particle)	  void	  volume	  
𝑉𝑉! 	   geometrical	  inner	  SEC	  column	  volume	  
𝑉𝑉! 	   elution	  (or	  retention)	  volume	  
𝑉𝑉!	   hydrated	  volume	  
𝑉𝑉! 	   inner	  (intra-­‐particle)	  pore	  volume	  
𝑉𝑉!	   total	  liquid	  volume	  
𝑣𝑣	   velocity	  
𝛺𝛺! 	  
relative	  change	  of	  relative	  solvent	  accessible	  surface	  
area	  of	  residue	  𝑖𝑖	  
𝜉𝜉	   number	  of	  degrees	  of	  freedom	  




I.C.	   Terminology	  
backbone	  atoms	   the	   heavy	   atoms	   labelled	   N,	   Cα,	   C	   –	   including	   O	   –	   that	  
connect	   adjacent	   residues	   as	   well	   as	   attached	   hydrogen	  
atoms	  
bound	  conformation	   conformation	  of	  a	  protein	  in	  a	  protein-­‐protein	  complex	  
complex	   	   	   in	  ATTRACT:	  receptor	  and	  its	  docked	  ligand	  
docking	   generating	  and	  evaluating	  protein-­‐protein	  complexes	  with	  
computer	  algorithms	  
equivalent	  residues	   equivalent	   residues	  are	  aligned	   residues	   in	   the	   target	   and	  
template	  sequence	  alignment	  used	  for	  modelling	  
frame	   a	   set	   of	   coordinates	   (and	   under	   certain	   conditions	  
velocities	  as	  well)	  for	  molecules	  during	  a	  MD	  simulation	  at	  
a	  certain	  point	  in	  time	  
heavy	  atoms	   atoms	   that	   are	   not	   hydrogen	   atoms	   (or	   ions	   if	   not	   stated	  
otherwise)	  
helical	  conformation	  	   α-­‐helical,	  3/10-­‐helical	  or	  π-­‐helical	  conformation	  
homology	   	   	   common	  ancestry	  
Lennard-­‐Jones	  interaction	   interaction	  described	  by	  the	  common	  6-­‐12	  potential	  
ligand	   in	  ATTRACT:	   the	  protein	  structure	   that	   is	  able	   to	  move	   in	  
the	  docking	  procedure	  
loop	   here:	  protein	  segment	  not	  in	  helical	  or	  strand	  conformation	  
and	  not	  completely	  buried	  inside	  a	  protein	  
receptor	   in	  ATTRACT:	  the	  protein	  structure	  that	  is	  kept	  fixed	  during	  
the	  docking	  procedure	  
reduced	   in	   context	   of	   ATTRACT	   “reduced”	   means	   a	   reduced	  
coordinate	   representation	   where	   the	   atoms	   of	   the	   side-­‐
chains	  are	  replaced	  by	  up	  to	  two	  pseudo	  atoms	  
residue	   the	   atoms	   of	   the	   complete	   amino	   acid	   inside	   a	   protein	  
structure;	   consists	   of	   the	   backbone	   and	   the	   sidechain	  
atoms	  
rigid	  docking	   docking	   procedures	   where	   the	   structures	   are	   treated	   as	  
rigid	  bodies	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shell	   command-­‐line	   interpreter	   or	   protective	   mineralised	  
envelope	  of	  an	  organism	  
sidechain	   the	  characteristic	  atoms	  of	  amino	  acids	  extending	  from	  the	  
Cα	  atom	  which	  are	  not	  involved	  in	  the	  covalent	  connection	  
of	  adjacent	  amio	  acids	  (ignoring	  disulphide	  bridges)	  
strand	  conformation	  	   a	  residue	  in	  parallel	  or	  anti-­‐parallel	  strand	  conformation	  
target	   protein	   with	   unknown	   structure	   subjected	   to	   a	  
computational	  modelling	  process	  
template	   protein	   structure	   serving	   as	   structural	   template	   in	   a	  
comparative	  modelling	  process	  of	  a	  target	  
trajectory	   a	  set	  of	  frames	  ordered	  with	  respect	  to	  time	  obtained	  from	  
a	  MD	  simulations	  
unbound	  conformation	   conformation	  of	  an	  spatially	  isolated	  protein	  that	  is	  known	  
to	  form	  protein-­‐protein	  complexes	  
van	  der	  Waals-­‐radius	   Bondi	   (Bondi	   [1964])	   states	   “…the	   volume	   occupied	   by	   a	  
molecule,	   i.e.,	   impenetrable	   for	   other	   molecules	   with	  
thermal	   energies	   at	   ordinary	   temperatures.	   This	   volume,	  
called	   here	   the	   van	   der	  Waals	   volume	   (𝑉𝑉!),	   is	   to	   serve	   as	  
reducing	  parameter	  in	  the	  study	  of	  the	  physical	  properties	  
of	  condensed	  phases.”	  (p.	  441-­‐442).	  This	  volume	  allows	  the	  
calculation	  of	  the	  van	  der	  Waals-­‐radius.	  The	  actual	  value	  of	  
the	   radii	   depends	   on	   the	   methods	   of	   derivation.	   There	  
might	   be	   other	   definitions	   and	  usage	   of	   this	   term	  but	   the	  
one	  given	  by	  Bondi	  seems	  to	  be	  illustrative	  and	  suitable	  in	  
the	   scope	   of	   this	   thesis.	   See	   III.H.	   for	   use	   of	   the	   term	   in	  











II.A.	   Computer	  hard-­‐	  and	  software	  
workstation	   	   	   	   	   	   some	  hardware	  (lshw):	  
	   	   	   	   	   	   	   FUJITSU	  CELSIUS	  R670	  
	   	   	   	   	   	   	   mainboard	  D2618-­‐B1	  
	   	   	   	   	   	   	   CPU	  Intel	  Xeon	  W5580	  3.2	  GHz	  
	   	   	   	   	   	   	   RAM	  6x2	  GB	  Hynix	  HMT125U7AFP8C-­‐H9	  
	   	   	   	   	   	   	   	  
	   	   	   	   	   	   	   operating	  system:	  
Ubuntu	   Linux	   9.04	   (kernel	   2.6.28-­‐19	  
generic)	  
	  
	   	   	   	   	   	   	   compiler:	  
	   	   	   	   	   	   	   gcc	  4.3.3.	  
	   	   	   	   	   	   	   gfortran	  4.3.3.	  
	  
	   	   	   	   	   	   	   MPI:	  mpich2-­‐1.2.1p1	  
	  
cluster	  (courtesy	  Rosenauer	  TEM	  group)	   Linux	   operating	   system;	   Intel	   Xeon	  
CPUs;	   most	   probably	   Intel	   compilers	  
were	   used	   for	   generation	   of	   AMBER	  
executables;	  OpenMPI	  
	  
sequence	  data	  bank	  searching	   Smith-­‐Waterman	   algorithm	   from	  
FASTA	   program	   package;	   v.	   36.06	  
(Smith	   &	   Waterman	   [1981],	   Pearson	  
[1991])	  
	  




comparative	  modelling	   MODELLER;	  9.8	  r7145	  (Šali	  &	  Blundell	  
[1993])	  
	  
secondary	  structure	  assignment	   STRIDE	   (stand	  alone);	  download	   June	  
2010;	  (Frishman	  &	  Argos	  [1995])	  
	  
molecular	  dynamics	   AMBER	  10	  and	  AmberTools	  1.2;	  (Case	  
et	  al.	  [2008],	  Case	  et	  al.	  [2005])	  
	  
protein	  structure	  visualisation	  and	  analysis	   VMD	   (Humphrey	   et	   al.	   [1996]);	   v.	  
1.8.7.	   for	   analyses	   on	   Linux	   and	   v.	  
1.9.1.	   on	  Mac	   for	   figures	   shown	  here;	  
the	   figures	   were	   rendered	   with	   the	  
Tachyon	   renderer	   (Stone	   [1998])	  
included	  in	  VMD	  
	  
data	  analysis	  and	  visualisation	   IGOR	   Pro;	   6.22A;	   WaveMetrics,	   Lake	  
Oswego,	  OR,	  USA	  
	  
drawing	   	   	   	   	   	   Inkscape	  v.	  0.48;	  inkscape.org	  
	  
docking	   ATTRACT;	  obtained	  directly	  from	  Prof.	  
Martin	   Zacharias	   (TU	   München,	   T38	  
Lehrstuhl	  für	  Theoretische	  Biophysik	  -­‐	  
Molekulardynamik)	   in	   July	   2011	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II.B.	   Laboratory	  chemicals	  and	  equipment	  
II.B.1.	  Laboratory	  equipment	  
balances	  	   milligram	  to	  gram,	  inorganic	  substances:	  
	   BP210D	  (Sartorius	  AG,	  Göttingen,	  Germany)	  	  
	  
	   milligram	  to	  gram,	  organic	  substances:	  
	   CP225D	  (Sartorius	  AG,	  Göttingen,	  Germany)	  
	  
	   several	  grams	  to	  hundreds	  of	  grams:	  
	   CP2202S	  (Sartorius	  AG,	  Göttingen,	  Germany)	  
	  
cation	  exchanger	   	  HiTrap	  CM	  FF	  5  𝑚𝑚𝑚𝑚,	  product	  code	  17-­‐5155-­‐01	  
(GE	   Healthcare	   BioSciences	   AB,	   Uppsala,	  
Sweden)	  
	  
centrifuge	   for	  preparations	  related	  to	  SEC:	  
	   Heraeus	  Biofuge	  primo	  R	  (Kendro	  Laboratory	  
Products	  GmbH,	  Hanau,	  Germany)	  
	  
	   for	  preparations	  related	  to	  SDS-­‐PAGE:	  
	   Centrifuge	   5415C	   (Eppendorf-­‐Netheler-­‐Hinz	  
GmbH,	  Hamburg,	  Germany)	  
	  
centrifuge	  rotor	   for	  use	  with	  1.5  𝑚𝑚𝑚𝑚	  reaction	   test	   tubes	   in	   the	  
Biofuge	  centrifuge:	  
static	   angle	   rotor	   (part	   number	   75007593),	  
maximal	   relative	   centrifugal	   acceleration	  
28106	  at	  17000  𝑟𝑟𝑟𝑟𝑟𝑟.	  
	  
centrifuge	  tubes	   15  𝑚𝑚𝑚𝑚 	  and	  50  𝑚𝑚𝑚𝑚 	  nominal	   volume,	   material:	  
PP,	  product	  numbers	  91015	  and	  91050	  (TPP	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Techno	   Plastic	   Products	   AG,	   Trasadingen,	  
Switzerland)	  
	  
chromatography	  system	   GradiFrac	   system	   (Pharmacia	   Biotech	   AB,	  
Uppsala,	   Sweden)	   including:	   an	   analogue	  
chart	   recorder	   REC112,	   a	   pump	   P-­‐50	  
equipped	   with	   a	   solenoid	   valve	   PSV-­‐50,	   a	  
control	   unit	  UV1,	   an	  optical	   unit	  UV1	  with	   a	  
280  𝑛𝑛𝑛𝑛	  filter	  and	  converter,	  a	  mixing	  unit	  of	  
60  𝜇𝜇𝜇𝜇	  volume,	  a	  seven	  port	  valve	  IV-­‐7	  as	  well	  
as	  a	  1  𝑚𝑚𝑚𝑚	  sample	  loop.	  
	  
cryo	  tubes	  	   graduated	   to	  1.5  𝑚𝑚𝑚𝑚,	   product	   number	   89020	  
(TPP	   Techno	   Plastic	   Products	   AG,	  
Trasadingen,	  Switzerland)	  
	  
dialysis	  membrane	  tubes	   Spectra/Por	   Dialysis	   Membrane,	   MWCO	  
3.5  𝑘𝑘𝑘𝑘𝑘𝑘 ,	   nominal	   flat	   width	   of	  54  𝑚𝑚𝑚𝑚 	  for	  
protein	   preparation	   from	   solid	   nacre	   or	   flat	  
width	  of	  18  𝑚𝑚𝑚𝑚	  for	   buffer	   solution	   exchange	  
in	   small	   volume	   samples	   (Spectrum	  
Laboratories,	  Inc.,	  reorder	  number	  132725	  or	  
132720,	  Rancho	  Dominguez,	  CA,	  USA)	  
	  
filter	  membranes	   0.22  𝜇𝜇𝜇𝜇 	  pore	   size,	   Durapore	   membrane,	  
material:	  hydrophilic	  PVDF,	  diameter	  47  𝑚𝑚𝑚𝑚,	  
type:	   GVWP,	   reference	   code	   GVWP04700	  
(Millipore	  Corporation,	  Billerica,	  MA,	  USA)	  
	  
	   0.45  𝜇𝜇𝜇𝜇 	  pore	   size,	   Durapore	   membrane,	  
material:	  hydrophilic	  PVDF,	  diameter	  47  𝑚𝑚𝑚𝑚,	  
type:	   HVLP,	   reference	   code	   HVLP04700	  
(Millipore	  Corporation,	  Billerica,	  MA,	  USA)	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heated	  vacuum	  centrifuge	   Savant	  SpeedVac	  SPD121P	  (formerly	  
(concentrator)	   distributed	   by	   schütt	   labortechnik,	   now	  
distributed	   by	   Thermo	   Fisher	   Scientific	   Inc.,	  
Waltham,	  MA,	  USA);	  the	  rotor	  type	  could	  not	  
be	  determined;	  most	  probably	  it	  is	  of	  the	  type	  
RH40-­‐11	  
	  
jaw	  crusher	   Pulverisette,	  order	  number	  01.5020	  (Fritsch,	  
Idar-­‐Oberstein,	  Germany)	  
	  
laboratory	  film	   Parafilm	   M,	   PM-­‐996	   (Pechiney	   Plastic	  
Packaging,	  Menasha,	  WI,	  USA)	  
	  
Pasteur	  glass	  pipettes	   length	  150  𝑚𝑚𝑚𝑚 ,	   catalogue	   number	   747715	  
(Brand	  GmbH	  +	  Co,	  Wertheim,	  Germany)	  
	  
pH	  meters	  and	  electrodes	   	   	   for	  use	  at	  room	  temperature:	  
(Two)	   Professional	   Meter	   PP-­‐20	   (Sartorius	  
AG,	  Göttingen,	  Germany),	  one	  equipped	  with	  
a	  PY-­‐P11	  electrode	   (Sartorius	  AG,	  Göttingen,	  
Germany)	   the	   other	   with	   a	   SenTix	   Mic	  
electrode	   (WTW	   Wissenschaftlich-­‐
Technische	   Werkstätten	   GmbH,	   Weilheim,	  
Germany)	  
	  
	   	   	   	   	   	   for	  use	  inside	  the	  cooling	  chamber:	  
WTW	  pH	  720	  meter	  equipped	  with	  SenTix	  81	  
electrode	   (WTW	   Wissenschaftlich-­‐
Technische	   Werkstätten	   GmbH,	   Weilheim,	  
Germany)	  
	  
pipette	  tips	   20  𝜇𝜇𝜇𝜇	  pipette	  tips:	  
epTIPS,	   most	   probably	   40  𝑚𝑚𝑚𝑚 	  length	  
(Eppendorf,	  Wesseling-­‐Berzdorf,	  Germany)	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   other	  (up	  to	  200  𝜇𝜇𝜇𝜇	  and	  up	  to	  1000  𝜇𝜇𝜇𝜇):	  
	   	  varying	  suppliers	  (Brand,	  Eppendorf,	  Gilson)	  
	  
reaction	  test	  tubes	   standard	   reaction	   test	   tubes	   3810X	   or	   Safe-­‐
Lock	   test	   tubes	   (Eppendorf,	   Wesseling-­‐
Berzdorf,	  Germany)	  
	  
SDS-­‐PAGE	   electrophoresis	  cell:	  
	   Novex	   Mini-­‐cell	   (invitrogen)	   with	   XCell	  
SureLock	  cover	  
	  
	   electrophoresis	  power	  supply:	  
	   Consort	   EV231	   (Consort	   nv,	   Turnhout,	  
Belgium)	  
	  
SEC	  column	  and	  media	   HiPrep	   16/60	   with	   Sephacryl	   S-­‐100	   High	  
Resolution	   (GE	   Healthcare	   Bio-­‐Sciences	   AB,	  
Uppsala,	  Sweden)	  
	  
shaker	   VORTEX	  GENIUS	  3	   (IKA-­‐Werke	  GmbH	  &	  CO.	  
KG,	  Staufen,	  Germany)	  
	  
slurry	  blaster	   blaster:	  
WA-­‐70	   (Sigg	   Strahltechnik	   GmbH,	   Jestetten,	  
Germany)	  
	   blasting	  material:	  	  
Al2O3	   (corundum),	   0.12-­‐0.25	   F70,	   article	  
number	  100395	  (Sigg	  Strahltechnik	  GmbH)	  
	  
syringes	   5  𝑚𝑚𝑚𝑚	  syringe:	  
	   Injekt	   Luer	   Solo,	   product	  number	  4606051V	  




	   25  𝜇𝜇𝜇𝜇	  syringe:	  	  
Model	   1702	   N	   SYR	   (Hamilton	   Bonaduz	   AG,	  
Bonaduz,	  Switzerland)	  
	  
syringe	  filter	  (0.22  𝜇𝜇𝜇𝜇)	   	  pore	   size:	  0.22  𝜇𝜇𝜇𝜇,	   membrane:	   PES,	   product	  
number	  99722	  (TPP	  Techno	  Plastic	  Products	  
AG,	  Trasadingen,	  Switzerland)	  
	  
ultrapure/deionized	  water	   	  MilliQ-­‐RG	   device	   equipped	   with	   a	   QPAK2	  
cartridge	   or	   a	   MilliQ-­‐Academic	   device	  
equipped	  with	  a	  QuantumEx	  and	  a	  Q-­‐Gard	  2	  
cartridge	   (both	   Millipore	   Corporation,	  
Billerica,	  MA,	  USA)	  
	  
vacuum	  chamber	   	  jar	  material:	  PEI,	  plate	  material:	  PC,	  chamber	  
volume:	   8.3  𝑙𝑙 ,	   part	   number	   5305-­‐0910	  
(Nalgene,	  now	  distributed	  by	  Thermo	  Fisher	  
Scientific	  Inc.,	  Waltham,	  MA,	  USA)	  
	  
vacuum	  pump	   	  connected	  to	  vacuum	  chamber:	  
diaphragm	   vacuum	   pump,	   model	   MD4C	  
(VACUUBRAND	   GMBH	   +	   CO	   KG,	   Wertheim,	  
Germany)	  
	  
connected	  to	  heated	  vacuum	  centrifuge:	  
diaphragm	  vacuum	  pump,	  model	  MD4C	  NT	  +	  
AK	   +	   EK	   (VACUUBRAND	   GMBH	   +	   CO	   KG,	  
Wertheim,	  Germany)	  
	  
water	  bath	   	  Typ	   1002	   (Gesellschaft	   für	   Labortechnik	  
mbH,	  Burgwedel,	  Germany)	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II.B.2.	  Laboratory	  chemicals	  
acetic	  acid	  (HAc)	   	  most	   probably:	   puriss.	   p.a.,	   assay	  ≥ 99.8%,	  
reference	   code	   33209	   (Sigma-­‐Aldrich,	   St.	  
Louis,	  MO,	  USA)	  
	  
albumin	  from	  bovine	  serum	   lyophilized	  powder,	  essentially	  fatty	  acid	  and	  
globulin	   free,	   purity	   at	   least	   99%	   (gel	  
electrophoresis),	   reference	   code	   A0281	  
(Sigma-­‐Aldrich,	  St.	  Louis,	  MO,	  USA)	  
	  
β-­‐lactoglobulin	  from	  bovine	  milk	   lyophilized	   powder,	   purity	   at	   least	   90%	   (gel	  
electrophoresis),	   reference	   code	   L3908	  
(Sigma-­‐Aldrich,	  St.	  Louis,	  MO,	  USA)	  
	  
Bis-­‐Tris	   BioReagent,	   cell	   culture	   tested,	   at	   least	   98%	  
by	   titration,	   reference	   code	   B4429	   (Sigma-­‐
Aldrich,	  St.	  Louis,	  MO,	  USA)	  
	  
calcium	  chloride	  (CaCl2)	   	  calcium	   chloride	   dihydrate,	   molecular	  
biology	   grade,	   order	   number	   A4689	  
(AppliChem	  GmbH,	  Darmstadt,	  Germany)	  
	  
citric	  acid	   	  citric	  acid	  monohydrate,	  for	  analysis,	  product	  
number	   1.00244.0500	   (Merck	   KGaA,	  
Darmstadt,	  Germany)	  
	   	  or:	  
	   citric	   acid	   monohydrate,	   puriss.	   p.a.,	  
reference	   code	   33114	   (Sigma-­‐Aldrich,	   St.	  
Louis,	  MO,	  USA)	  
	  
C-­‐terminal	  peptide	   perlucin	   residues	   132	   to	   155,	   acetylated	   N-­‐
terminus,	  lyophilised,	  trifluoroacetat	  salt	  (JPT	  
307	  
Peptide	   Technologies	   GmbH,	   Berlin,	  
Germany)	  
	  
cytochrome	  C	  from	  bovine	  heart	   powder,	   purity	   at	   least	   95%,	   reference	   code	  
C3131	  (Sigma-­‐Aldrich,	  St.	  Louis,	  MO,	  USA)	  
	  
hydrochloric	  acid	  (HCl)	   37%,	  AnalaR	  NORMAPUR	   analytical	   reagent,	  
reference	   code	   20252.335	   (VWR	  
International	  GmbH,	  Darmstadt,	  Germany)	  
	  
immunoglobulin	  G	  from	  bovine	  serum	   lyophilized	   powder,	   essentially	   salt-­‐free,	  
reagent	   grade,	   purity	   at	   least	   95%	   (gel	  
electrophoresis),	   reference	   code	   I5506	  
(Sigma-­‐Aldrich,	  St.	  Louis,	  MO,	  USA)	  
	  
pH	  standards	   for	  use	  room	  temperature:	  
	   pH	  values	  4.0,	  7.0	  and	  10.0	  at	  20°𝐶𝐶,	  reference	  
numbers	   A1250,	   A1251	   and	   A1252	  
(AppliChem	  GmbH,	  Darmstadt,	  Germany)	  
	  
	   for	  use	  inside	  the	  cooling	  chamber:	  
	   pH	   values	   9.180,	   6.865	   and	   4.008	   at	  25°𝐶𝐶	  
according	   to	   DIN	   19266,	   reference	   codes	  
33595,	   33594	   and	   33593	   (formerly	   Fluka,	  
now	  Sigma-­‐Aldrich,	  St.	  Louis,	  MO,	  USA)	  
	  
potassium	  chloride	  (KCl)	   	  puriss.	   p.a.,	   reference	   code	   31248	   (Sigma-­‐
Aldrich,	  St.	  Louis,	  MO,	  USA)	  
	  
SDS-­‐PAGE	  chemicals	   running	  buffer	  solution:	  
	   NuPAGE	   MES	   SDS	   Running	   Buffer	   (20X),	  
catalogue	   number	   NP0002	   (invitrogen,	  
Carlsbad,	  CA,	  USA)	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   antioxidant:	  
	   NuPAGE	   Antioxidant,	   catalogue	   number	  
NP005	  (invitrogen,	  Carlsbad,	  CA,	  USA)	  
	  
	   precast	  SDS-­‐PAGE	  gels:	  
	   NuPAGE	   Novex	   12%	   Bis-­‐Tris	   Gels,	   1  𝑚𝑚𝑚𝑚	  
thick,	   15	   wells,	   catalogue	   number	  
NP0343BOX	  (invitrogen,	  Carlsbad,	  CA,	  USA)	  
	   	  
	   protein	  standards:	  
	   frozen	   aliquots	   of	   Mark12	   Unstained	  
Standard,	   catalogue	   number	   LC5677	  
(invitrogen,	  Carlsbad,	  CA,	  USA)	  
	  
	   note:	  invitrogen	  seems	  to	  be	  currently	  part	  of	  
Life	  Technologies	  Corporation	  
	  
sample	   buffer	   composition	   (2-­‐fold	  
concentrated):	  
	   frozen	  aliquots	  of	  a	  solution	  of	  130  𝑚𝑚𝑚𝑚	  TRIS-­‐
HCl	   pH	   6.8,	  20%	  glycerol,	  6.6%	  SDS,	   at	   least	  
0.01%	  bromphenol	  blue	  (BPB,	  reference	  code	  
B-­‐8026,	  Sigma-­‐Aldrich,	  St.	  Louis,	  MO,	  USA).	  
	  
	   dye/staining	   solution	   composition	   of	  
1000  𝑚𝑚𝑚𝑚:	  
2.5  𝑔𝑔 	  Coomassie	   Brilliant	   Blue	   G250	  
(reference	   code	   27815,	   Sigma-­‐Aldrich,	   St.	  
Louis,	   MO,	   USA)	   dissolved	   in	   a	   solution	   of	  
450  𝑚𝑚𝑚𝑚 	  methanol,	  90  𝑚𝑚𝑚𝑚 	  concentrated	   acetic	  
acid	  and	  460  𝑚𝑚𝑚𝑚	  DI	  water	  
	  
	   “undye”/”de-­‐staining”	   solution	   composition	  
of	  1000  𝑚𝑚𝑚𝑚:	  
309	  
	   75  𝑚𝑚𝑚𝑚 	  concentrated	   acetic	   acid,	   50  𝑚𝑚𝑚𝑚	  
methanol,	  875  𝑚𝑚𝑚𝑚	  DI	  water	  
	  
	   drying	  solution	  composition	  of	  500  𝑚𝑚𝑚𝑚:	  




DryEase	  Mini	  Cellophane,	   catalogue	  number:	  
NC2380	  (invitrogen,	  Carlsbad,	  CA,	  USA)	  
	  
shells	  of	  Haliotis	  laevigata	   kindly	   provided	   by	   Fred	   Glasbrenner	  
(collected	   in	   Australia	   and	   sent	   to	   the	  
Institute	  of	  Biophysics	  in	  2009)	  
	  
sodium	  azide	  (NaN3)	   BioUltra,	  at	   least	  99.5%	  pure,	  reference	  code	  
71289	  (Sigma-­‐Aldrich,	  St.	  Louis,	  MO,	  USA)	  
	  
sodium	  chloride	  (NaCl)	   molecular	   biology	   grade,	   reference	   number	  
A2942	   (AppliChem	   GmbH,	   Darmstadt,	  
Germany)	  
	  
sodium	  citrate	   	  sodium	  citrate	  tribasic	  dihydrate,	  purum	  p.a.,	  
reference	   code	   71406	   (formerly	   Fluka,	   now	  
Sigma-­‐Aldrich,	  St.	  Louis,	  MO,	  USA)	  
	  
sodium	  hydroxide	  (NaOH)	   pellets	   for	   analysis,	   ACS,	   Reag.	   Ph	   Eur,	  
product	  number	  1.06469.1000	  (Merck	  KGaA,	  
Darmstadt,	  Germany)	  
	  
sodium	  hypochlorite	  (NaOCl)	   sodium	   hypochlorite	   solution,	   12%	   Cl,	  
product	   number	   9062.4	   (Carl	   Roth	   GmbH	   +	  
Co.	  KG,	  Karlsruhe,	  Germany)	  
	  
310	  
TRIS	   Trizma	   base,	   BioPerformance	   certified,	   at	  
least	   99.9%	   by	   titration,	   reference	   code	  





III. Additional	  Information	  
III.A.	  IUPAC	  recommended	  atom	  identifiers	  in	  amino	  acids	  
The	  following	  figure	  is	  taken	  as	  is	  from	  Fig.	  1.	  (p.	  122)	  in	  
	  
John	  L.	  Markley,	  Ad	  Bax,	  Yoji	  Arata,	  C.W.	  Hilbers,	  Robert	  Kaptein,	  Brian	  D.	  Sykes,	  Peter	  
E.	  Wright	  and	  Kurt	  Wüthrich	  
	  
RECOMMENDATIONS	  FOR	  THE	  PRESENTATION	  OF	  NMR	  STRUCTURES	  OF	  PROTEINS	  
AND	  NUCLEIC	  ACIDS	  
(IUPAC	  Recommendations	  1998)	  
	  
Pure	  &	  Applied	  Chemistry,	  Vol.	  70,	  No.	  1,	  pp.	  117-­‐142,	  1998,	  ©IUPAC	  
	  
and	  reproduced	  here	  with	  kind	  permission	  from	  IUPAC.	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III.B.	  PROSITE	  CTLD	  pattern	  (PS00615)	  
PROSITE	  pattern	  PS00615	  C-­‐type	  lectin	  domain	  signature	  





The	   letters	   indicate	   the	   corresponding	   amino	   acids.	   The	   expression	   x(5,12)	   (and	  
x(5,6)	   analogously)	   denotes	   an	   amino	   acid	   segment	   consisting	   of	   5	   to	   12	   arbitrary	  
amino	   acids.	   Square	   brackets	   indicate	   the	   allowed	   amino	   acids	   at	   the	   given	   position	  
and	  curly	  brackets	  the	  disallowed	  amino	  acids	  at	  this	  position.	  
So	   the	   pattern	   starts	   with	   a	   Cys	   followed	   by	   an	   amino	   acid	   from	   the	   selection	  
[LIVMFYATG].	  Then	  a	  segment	  of	  arbitrary	  amino	  acid	  composition	  follows	  that	  must	  
be	  at	  least	  5	  amino	  acids	  long	  but	  must	  not	  exceed	  the	  length	  of	  12	  amino	  acids.	  And	  so	  




III.C.	   Perlucin	  splice	  variants	  (Dodenhof	  et	  al.)	  
Alignment	  generated	  on	  15/01/2014	  on	  the	  UniProt	  site	  (www.uniprot.org).	  UniProt	  
accession	  numbers	  are	  given	  in	  third	  column	  on	  the	  left	  side	  of	  the	  alignment.	  UniProt	  

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table	  III.E.1.	   Summary	  and	  calculation	   (during	  preparation	  of	   this	   thesis)	  of	   some	   features	  of	  
the	  perlucin-­‐template	  sequence	  alignments	  of	   the	  database	  (database	  of	  unique	  sequences	  of	  
all	   PDB	   protein	   structures)	   search	   using	   the	   Smith-­‐Waterman	   algorithm.	   The	   first	   column	  
contains	   the	   PDB	   code	   of	   the	   template	   structure.	   In	   the	   case	   of	   MBP-­‐A	   (PDB	   codes	   1KWV,	  
1KWT,	  1RTM	  and	  more	   structures)	   several	   identical	   sequences	  with	  different	   structures	   are	  
subsumed	  under	   the	   same	   sequence	  entry.	   “Rank”	   refers	   to	   the	   rank	  of	   the	   alignment	   in	   the	  
results	   of	   the	   database	   search.	   “S-­‐W	   score”	   is	   the	   score	   of	   the	   sequence	   alignment	   obtained	  
with	  the	  Smith-­‐Waterman	  algorithm	  using	  the	  BLOSUM50	  substitution	  matrix	  and	  the	  default	  
gap	  penalties	  (gap	  open	  penalty	  -­‐10,	  gap	  extension	  penalty	  -­‐2).	  The	  number	  given	  in	  “E-­‐value”	  
is	   the	  calculated	  expectation	  value	  of	   the	  alignment	  given	  the	  database	  size	  of	  46690	  entries.	  
The	   next	   column	   contains	   the	   length	   of	   the	   local	   alignment	   (the	   overlap	   between	   the	   two	  
aligned	   sequences)	   and	   which	   residue	   range	   is	   part	   of	   the	   local	   alignment.	   The	   residue	  
numbering	  of	  perlucin	  and	  the	  template	  sequences	  starts	   in	  both	  cases	  with	  1	  (in	  contrast	  to	  
the	  numbering	  in	  some	  protein	  structure	  files).	  The	  next	  two	  columns	  give	  information	  on	  the	  
percentage	  of	  identical	  and	  similar	  residues	  in	  the	  calculated	  alignment.	  All	  these	  information	  
were	   extracted	  directly	   from	   the	   alignment	  program´s	   output.	   The	  numbers	   in	   the	   following	  
columns	   were	   obtained	   by	   manual	   counting.	   The	   perlucin	   sequence	   was	   divided	   into	   three	  
segments.	  The	  residue	  range	  and	  total	  length	  is	  given	  in	  the	  column	  headers.	  For	  each	  perlucin	  
segment	   the	  number	  of	   identical	  residues	  (marked	  with	  “:”	   in	   the	  calculated	  alignments)	  and	  
similar	  residues	  (marked	  with	  “.”	   in	   the	  calculated	  alignments)	   in	   the	  given	  alignment	  with	  a	  
template	   sequence	   was	   counted	   manually.	   So	   are	   the	   number	   of	   gaps	   wheras	   it	   was	  
discriminated	  if	  the	  gaps	  occur	  in	  the	  perlucin	  sequence	  (p)	  or	  in	  the	  template	  sequence	  (t).	  In	  
the	   case	   of	   1KWT/1KWV/1RTM	   some	   values	   are	   given	   in	   brackets.	   There	   seems	   to	   be	   one	  
obvious	  misalignment	  of	  two	  residues	  in	  the	  calculated	  alignment.	  If	  it	  was	  manually	  corrected	  
then	  the	  values	  given	  in	  the	  brackes	  are	  valid.	  In	  the	  final	  three	  columns	  the	  counted	  identical	  




III.F.	   MODELLER	  scripts	  and	  input	  files	  
III.F.1.	  Sequence	  alignment	  of	  the	  template	  structures	  for	  superposition	  
alltemplates_mod.aln	  
>P1;2OX9 





































Note	  that	  the	  structure	  1KWV	  was	  superposed	  with	  the	  remaining	  template	  structures	  
(see	   III.F.2.,	   fit_structures_2.py)	   as	  well	   as	   the	   template	   structure	   1KWT	   (see	   III.F.2.,	  
fit_structures_1.py)	  in	  a	  separate	  run.	  In	  both	  cases	  the	  same	  alignment	  input	  file	  was	  
used	  but	  with	  different	  structure	  identifiers.	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III.F.2.	  Scripts	  for	  template	  superposition	  
fit_structures_v1.py	  








#load all Modeller submodules  
from modeller import * 
 
#display all log output except memory information 
log.level(output=1, notes=1, warnings=1, errors=1, memory=0) 
 
#create new Modeller environment object 
env = environ() 
 
env.io.atom_files_directory = ['templates/'] 
 
#file names 
aln_file = 'alltemplates_mod.aln' 
 
#create alignment 
aln = alignment(env) 
 
#compare structures 
#increase cutoff value 
#use c_alpha atoms for fit and RMS calculation 
#pairs of positions are identified as equivalent if they have the selected 
atoms within 2*cutoff A distance 
cutoff_list =[0.5, 1.00, 1.5, 1.75] 
 
for cutoff in cutoff_list:       
    aln.clear() 
    aln.append(file=aln_file, align_codes='all', remove_gaps=False, 
alignment_format='PIR', io=None, allow_alternates=False) 
    aln.malign3d(off_diagonal=100, overhang=0, local_alignment=False, 
matrix_offset=0.0, gap_penalties_3d=(0.0, cutoff), fit=False, 
fit_atoms='CA', output='LONG', write_whole_pdb=False, 











#>write_whole_pdb=True so dass auch die HETATMs mit 
#>das neue file geschrieben werden 
 
#load all Modeller submodules  
from modeller import * 
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#display all log output except memory information 
log.level(output=1, notes=1, warnings=1, errors=1, memory=0) 
 
#create new Modeller environment object 
env = environ() 
 
env.io.atom_files_directory = ['templates/'] 
 
#file names 
aln_file = 'alltemplates_mod.aln' 
 
#create alignment 
aln = alignment(env) 
 
#compare structures 
#increase cutoff value 
#use c_alpha atoms for fit and RMS calculation 
#pairs of positions are identified as equivalent if they have the selected 
atoms within 2*cutoff A distance 
cutoff_list =[0.5, 1.00, 1.5, 1.75] 
 
for cutoff in cutoff_list:       
    aln.clear() 
    aln.append(file=aln_file, align_codes='all', remove_gaps=False, 
alignment_format='PIR', io=None, allow_alternates=False) 
    aln.malign3d(off_diagonal=100, overhang=0, local_alignment=False, 
matrix_offset=0.0, gap_penalties_3d=(0.0, cutoff), fit=False, 
fit_atoms='CA', output='LONG', write_whole_pdb=True, 





Two	  points	  are	  noteworthy.	  Firstly	  the	  difference	  between	  the	  two	  scripts	  given	  above	  
is	  the	  write_whole_pdb=True/False	  option	  in	  aln.malign3d.	  “True”	  ensures	  that	  every	  
part	  of	   the	   superposed	   structures	   is	  written	  out	   (especially	   the	   calcium	   ions	  and	   the	  
carbohydrate	  monomer)	   and	   not	   only	   the	   residues	   in	   the	   alignment	   file.	   Secondly	   a	  
superposition	   with	   cutoff=0.5	   and	   cutoff=1.75	   as	   parameters	   for	   the	  
gap_penalties_3d	  option	  led	  to	  the	  same	  pairwise	  RMSd	  values	  (based	  on	  Cα	  atoms)	  of	  
the	  template	  structures.	  It	  might	  be	  the	  case	  that	  the	  cutoff	  value	  has	  only	  an	  effect	  in	  
conjunction	   with	   fit=True	   option	   (“fit”	   in	   this	   case	   means	   the	   construction	   of	   a	  




III.F.3.	  Script	  for	  perlucin	  modelling	  with	  soft-­‐sphere	  overlap	  restraints	  
automodel_v7_perl_run06.py	  (note:	  a	  commented	  section	  was	  removed)	  
#comparative modeling  
#using automodel class 






#>set patch_default=False in generate_topology() 
#>26-07-10 
#>use own optimizer schedule 
#>23-07-10 
#>use allh-models; turn lennard-jones and coulomb on; switch off soft-sphere 
#>set spline_on_site=False 
#>new optimizer schedule  
#>22-07-10 
#>modifications for Perlucin modelling: 
#>change directory for template structures 
#>apply additional CYS bridges restraints 




#>implement DOPE-profile and ENERGY-profile for every model 
#>09-07-10 
#>use own class for modelling (derivative of ORIGINAL automodel class) 
#>implement correct reading of alignment 
#>implement RMSD comparison for loop and core regions 
#>30-06-10 
#>comparison and fit of models w/ and on templates respectively 
#>is done seperately since the automodel class is not able to use 
#>the initial alignment for structure comparison and structure fit  
#>29-06-10 
#>in automodel.py (source of automodel class definition) every remove_gaps flag 
#>has been set to FALSE 
#>28-06-10 
#>extensive structure comparison and fit routines added to automodel.py 
#>in the automodel.fit_models_on_templates() routine (but this routine in combin#>ation w/ 
read_alignment() cannot reproduce the correct INITIAL alignment  
 
#load all Modeller submodules  
from modeller import * 
from modeller.automodel import * 
 
#load modules for schedules as in autosched.py 
from modeller import physical 
from modeller.schedule import schedule, step 
from modeller.optimizers import conjugate_gradients as CG 
 
#display all log output except memory information 
log.level(output=1, notes=1, warnings=1, errors=1, memory=0) 
 
#create new Modeller environment object 
env = environ() 
 
#set path to the pdb template files 




#!!!use already superposed template structures!!! 
#!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! 
 
aln_file = 'perlucin_all_mod.pir' 
known_structures = ['1DV8', '2OX9', '1WMZ', '1KWT', '2VUV', '2OX9_Cter'] 
target_sequence = 'PERL' 
 
#set dynamic restraints 
#defaults used for 
#contact_shell, update_dynamics, lennard_jones_switch, coulomb_switch 
#radii_factor 
env.edat.dynamic_sphere = True 
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env.edat.dynamic_lennard = False 
env.edat.dynamic_coulomb = False 
 
env.edat.lennard_jones_switch = [6.5,7.5] 
env.edat.coulomb_switch = [6.5,7.5] 
 
env.edat.contact_shell = -999 
env.edat.update_dynamic = 0.38 
 
 
#make new class for modelling as a derivative of automodel 
class my_automodel(automodel): 
 
     #----------------------------------------------------------------------- 
     #allhmodel.py  
     # """Automatically build all-atom model(s) using template information""" 
  
     toplib = '${LIB}/top_allh.lib' 
  
     def __init__(self, env, alnfile, knowns, sequence, deviation=None, 
                   library_schedule=None, csrfile=None, inifile=None, 
                   assess_methods=None): 
         automodel.__init__(self, env, alnfile, knowns, sequence, deviation, 
                            library_schedule, csrfile, inifile, assess_methods) 
           # Modeling won't work unless we read/write hydrogen atoms! 
         self.env.io.hydrogen = True 
    #----------------------------------------------------------------------- 
 
     def select_atoms(self): 




     def build_charmm_restraints(self, atmsel, rsr, aln): 
         """Build restraints from CHARMM libraries""" 
         rsr.make(atmsel, restraint_type='stereo', 
                  spline_on_site=self.spline_on_site, 
                  residue_span_range=(0, 99999)) 
  
         rsr.make(atmsel, aln=aln, restraint_type='phi-psi_binormal', 
                  spline_on_site=self.spline_on_site, 
                  residue_span_range=(0, 99999))  
 
         for type in ['omega', 'chi1', 'chi2', 'chi3', 'chi4']: 
             rsr.make(atmsel, aln=aln, restraint_type=type+'_dihedral', 
                      spline_range=4.0, spline_dx=0.3, spline_min_points=5, 
                      spline_on_site=self.spline_on_site, 
                      residue_span_range=(0, 99999)) 
 
 
     def special_restraints(self, aln): 
         pass 
         #rsr = self.restraints 
         #rsr.add(secondary_structure.strand(self.residue_range('12', '17'))) 
         #rsr.add(secondary_structure.strand(self.residue_range('102', '130'))) 




     def special_patches(self, aln): 
         #the disulfide bridge from res 2 to 13 is correctly set w/ patch_ss_templates()          
  self.patch(residue_type='DISU', residues=(self.residues['30'],self.residues['127'])) 
  self.patch(residue_type='DISU', 
residues=(self.residues['102'],self.residues['119'])) 
   
 
     def read_alignment(self, aln=None): 
         """Read the template-sequence alignment needed for modeling""" 
         """set remove_gaps=False otherwise initial alignment is lost""" 
         if aln is None: 
              aln = alignment(self.env) 
         aln.clear() 
         aln.append(file=self.alnfile, align_codes=self.knowns+[self.sequence], 
remove_gaps=False) 
         return aln 
 
 
     def model_analysis(self, atmsel, filename, out, num): 
         """Energy evaluation and assessment, and write out the model""" 
         e = atmsel.energy(output='VERY_LONG VIOLATIONS_PROFILE', 
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                              file=modfile.default(file_id='.V', file_ext='', 
                                                   root_name=self.sequence, 
                                                   id1=9999, id2=num)) 
         (out['molpdf'], out['pdfterms']) = e 
 
         # Write the final model; Biso contains the violations profile; 
  # !!!Biso contains the last calculated atmsel.energy!!! 
         self.write(file=filename) 
 
         # Do model assessment if requested 
         self.assess(atmsel, self.assess_methods, out) 
          
         #Now the energy profiles are calculated after the self.write command so that Biso 
colums now contain 
  #the violations profile and not the energy profile (this values are to large to fit 
in the column!)  
         self.user_after_single_model(atmsel, filename) 
 
     
     def user_after_single_model(self, atmsel, filename): 
         #atmsel.assess_dope(output='ENERGY_PROFILE NO_REPORT', file=filename[:-
4]+'.dope_profile',normalize_profile=True,smoothing_window=0) 
         atmsel.energy(output='ENERGY_PROFILE NO_REPORT', file=filename[:-
4]+'.energy_profile', normalize_profile=False, smoothing_window=0) 
 
  
    #set patch_default=False in self.generate_topology() 
     def create_topology(self, aln, sequence=None): 
        """Build the topology for this model""" 
        if sequence is None: 
            sequence = self.sequence 
        self.clear_topology() 
        self.generate_topology(aln[sequence], patch_default=False) 
        self.default_patches(aln) 
        self.special_patches(aln) 
 
#end of class definition 
#-------------------------------------------------------------------------------------------




#define own schedule and additional function as in autosched.py 
# mk_scale taken as is from autosched.py 
def mk_scale(default, nonbond, spline=None): 
    """Utility function for generating scaling values""" 
    v = physical.values(default=default) 
    for term in (physical.soft_sphere, physical.lennard_jones, physical.coulomb, 
                 physical.gbsa, physical.em_density, physical.saxs): 
        v[term] = nonbond 
    if spline is not None: 
        v[physical.nonbond_spline] = spline 
    return v 
 
#now increase the nonbond interactions more carefully  
#modification of 'slow' in autosched.py 
user_slow = schedule(0, 
       [ step(CG, 2, mk_scale(default=0.01, nonbond=0.0)), 
         step(CG, 4, mk_scale(default=0.10, nonbond=0.0)), 
         step(CG, 6, mk_scale(default=0.50, nonbond=0.0)) ] + \ 
       [ step(CG, rng, mk_scale(default=1.00, nonbond=0.0)) for rng in \ 
         (8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,120,140,154)] + \ 
       [ step(CG, 154, mk_scale(default=1.00, nonbond=0.00001)), 
         step(CG, 154, mk_scale(default=1.00, nonbond=0.0001)), 
         step(CG, 154, mk_scale(default=1.00, nonbond=0.001)), 
         step(CG, 154, mk_scale(default=1.00, nonbond=0.01)), 
  step(CG, 154, mk_scale(default=1.00, nonbond=0.1)), 
         step(CG, 154, mk_scale(default=1.00, nonbond=0.2)), 
         step(CG, 154, mk_scale(default=1.00, nonbond=0.3)), 
         step(CG, 154, mk_scale(default=1.00, nonbond=0.4)), 
         step(CG, 154, mk_scale(default=1.00, nonbond=0.5)), 
         step(CG, 154, mk_scale(default=1.00, nonbond=0.6)), 
         step(CG, 154, mk_scale(default=1.00, nonbond=0.75)), 
         step(CG, 9999, physical.values(default=1.00)) ]) 
 
user_slow_2 = schedule(0, 
       [ step(CG, rng, mk_scale(default=0.001, nonbond=0.0)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,120,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=0.01, nonbond=0.00001)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,120,140,154)] + \ 
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       [ step(CG, rng, mk_scale(default=0.1, nonbond=0.0001)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,120,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=0.5, nonbond=0.001)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,120,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.01)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,120,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.1)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,120,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.25)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,120,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.5)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,120,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.75)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,120,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=1.0)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,120,140,154)] + \ 
       [ step(CG, 9999, physical.values(default=1.00)) ]) 
 
user_slow_3 = schedule(0, 
       [ step(CG, rng, mk_scale(default=0.01, nonbond=0.0)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,120,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=0.1, nonbond=0.0)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,120,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=0.5, nonbond=0.0)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,120,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.0)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,120,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.0001)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,110,120,130,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.001)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,110,120,130,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.01)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,110,120,130,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.1)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,110,120,130,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.25)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,110,120,130,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.5)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,110,120,130,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.75)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,110,120,130,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=1.0)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,110,120,130,140,154)] + \ 
       [ step(CG, 9999, physical.values(default=1.00)) ]) 
 
user_slow_4 = schedule(0, 
       [ step(CG, rng, mk_scale(default=0.01, nonbond=0.0)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,120,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=0.1, nonbond=0.0)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,120,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=0.5, nonbond=0.00001)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,110,120,130,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.0001)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,110,120,130,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.001)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,110,120,130,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.01)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,110,120,130,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.1)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,110,120,130,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.2)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,110,120,130,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.3)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,110,120,130,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.4)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,110,120,130,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.5)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,110,120,130,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.6)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,110,120,130,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.7)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,110,120,130,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.8)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,110,120,130,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.9)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,110,120,130,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=1.0)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,110,120,130,140,154)] + \ 
       [ step(CG, 9999, physical.values(default=1.00)) ]) 
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user_slow_5 = schedule(0, 
       [ step(CG, rng, mk_scale(default=0.01, nonbond=0.0)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,120,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=0.1, nonbond=0.0)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,120,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=0.5, nonbond=0.00001)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,110,120,130,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.0001)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,110,120,130,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.001)) for rng in \ 
         
(10,20,30,40,50,60,70,80,90,100,105,110,115,120,123,125,127,130,132,135,137,140,142,145,147,
150,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.01)) for rng in \ 
         
(10,20,30,40,50,60,70,80,90,100,105,110,115,120,123,125,127,130,132,135,137,140,142,145,147,
150,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.1)) for rng in \ 
         
(10,20,30,40,50,60,70,80,90,100,105,110,115,120,123,125,127,130,132,135,137,140,142,145,147,
150,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.2)) for rng in \ 
         
(10,20,30,40,50,60,70,80,90,100,105,110,115,120,123,125,127,130,132,135,137,140,142,145,147,
150,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.3)) for rng in \ 
         
(10,20,30,40,50,60,70,80,90,100,105,110,115,120,123,125,127,130,132,135,137,140,142,145,147,
150,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.4)) for rng in \ 
         
(10,20,30,40,50,60,70,80,90,100,105,110,115,120,123,125,127,130,132,135,137,140,142,145,147,
150,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.5)) for rng in \ 
         
(10,20,30,40,50,60,70,80,90,100,105,110,115,120,123,125,127,130,132,135,137,140,142,145,147,
150,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.6)) for rng in \ 
         
(10,20,30,40,50,60,70,80,90,100,105,110,115,120,123,125,127,130,132,135,137,140,142,145,147,
150,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.7)) for rng in \ 
         
(10,20,30,40,50,60,70,80,90,100,105,110,115,120,123,125,127,130,132,135,137,140,142,145,147,
150,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.8)) for rng in \ 
         
(10,20,30,40,50,60,70,80,90,100,105,110,115,120,123,125,127,130,132,135,137,140,142,145,147,
150,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.9)) for rng in \ 
         
(10,20,30,40,50,60,70,80,90,100,105,110,115,120,123,125,127,130,132,135,137,140,142,145,147,
150,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=1.0)) for rng in \ 
         
(10,20,30,40,50,60,70,80,90,100,105,110,115,120,123,125,127,130,132,135,137,140,142,145,147,
150,154)] + \ 
       [ step(CG, 9999, physical.values(default=1.00)) ]) 
 
user_slow_6 = schedule(0, 
       [ step(CG, rng, mk_scale(default=0.01, nonbond=0.0)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,120,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=0.1, nonbond=0.0)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,120,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=0.5, nonbond=0.0)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,120,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.0)) for rng in \ 
         (2,4,6,8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,120,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.0001)) for rng in \ 
         (2,10,20,30,40,50,60,70,80,90,100,110,120,130,140,154)] + \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.001)) for rng in \ 
         
(2,10,20,30,40,50,60,70,80,90,100,110,120,121,122,123,124,125,126,127,128,129,130,140,154)] 
+ \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.01)) for rng in \ 
         
(2,10,20,30,40,50,60,70,80,90,100,110,120,121,122,123,124,125,126,127,128,129,130,140,154)] 
+ \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.05)) for rng in \ 
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(2,10,20,30,40,50,60,70,80,90,100,110,120,121,122,123,124,125,126,127,128,129,130,140,154)] 
+ \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.1)) for rng in \ 
         
(2,10,20,30,40,50,60,70,80,90,100,110,120,121,122,123,124,125,126,127,128,129,130,140,154)] 
+ \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.2)) for rng in \ 
         
(2,10,20,30,40,50,60,70,80,90,100,110,120,121,122,123,124,125,126,127,128,129,130,140,154)] 
+ \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.3)) for rng in \ 
         
(2,10,20,30,40,50,60,70,80,90,100,110,120,121,122,123,124,125,126,127,128,129,130,140,154)] 
+ \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.4)) for rng in \ 
         
(2,10,20,30,40,50,60,70,80,90,100,110,120,121,122,123,124,125,126,127,128,129,130,140,154)] 
+ \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.5)) for rng in \ 
         
(2,10,20,30,40,50,60,70,80,90,100,110,120,121,122,123,124,125,126,127,128,129,130,140,154)] 
+ \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.6)) for rng in \ 
         
(2,10,20,30,40,50,60,70,80,90,100,110,120,121,122,123,124,125,126,127,128,129,130,140,154)] 
+ \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.7)) for rng in \ 
         
(2,10,20,30,40,50,60,70,80,90,100,110,120,121,122,123,124,125,126,127,128,129,130,140,154)] 
+ \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.8)) for rng in \ 
         
(2,10,20,30,40,50,60,70,80,90,100,110,120,121,122,123,124,125,126,127,128,129,130,140,154)] 
+ \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=0.9)) for rng in \ 
         
(2,10,20,30,40,50,60,70,80,90,100,110,120,121,122,123,124,125,126,127,128,129,130,140,154)] 
+ \ 
       [ step(CG, rng, mk_scale(default=1.0, nonbond=1.0)) for rng in \ 
         
(2,10,20,30,40,50,60,70,80,90,100,110,120,121,122,123,124,125,126,127,128,129,130,140,154)] 
+ \ 





a = my_automodel(env, alnfile=aln_file, knowns=known_structures, sequence=target_sequence, 
assess_methods=[assess.GA341, assess.DOPE, assess.normalized_dope]) 
 
#build topology 
a.generate_method = generate.transfer_xyz 
 
#randomization 
a.rand_method = randomize.xyz 
a.deviation = 4.0 
 
#models to build 




#VTFM (variable target function method)  
#using conjugate gradients  
a.library_schedule = user_slow 
a.max_var_iterations = 500 
 
#automodel MD level 
a.md_level = refine.very_slow 
 
#repeat optimization 
a.repeat_optimization = 1 
a.max_molpdf = 1e11 
 
#write no intermediates 
a.write_intermediates = False 
 
#trace output: every 0 steps 




a.optimize_output = 'REPORT' 
 
#cutoff distances for restraints 
a.max_ca_ca_distance = 14.0 
a.max_n_o_distance = 11.0 
a.max_sc_mc_distance = 5.5 
a.max_sc_sc_distance = 5.0 
 
#do not use spline-fits for potentials 





#perform a RMSD calculation between each model and each template-region 
 
#load the given alignment again 
#no manipulation of the initial alignment for safety 
 
aln_file='perlucin_all_mod_2.pir' 
aln2 = alignment(env) 
aln2.append(file=aln_file, align_codes='all', remove_gaps=False) 
 
output = a.outputs 
 
print ' ' 
print 'user_RMS>' 
print '---------------------------------------------' 
print '-RMS comparison between templates and models-' 
print '---------------------------------------------' 
          
for seq in aln2: 
     if seq.code not in known_structures: 
          for model_pdb in output: 
              if model_pdb['failure'] is None: 
                 #change perlucin seq.code in alignment to  
          #model name 
                 filename=model_pdb['name'] 
                 seq.atom_file=filename[:-4] 
                 seq.code=filename[:-4] 
               
          #compare structures w/o cutoffs for RMS 
               
                 #use mainchain: 
                 #CA: C_alpha - C: carbon between C_alpha and N - N: nitrogen 
                 #O: oxygen - OXT/OT1/OT2: carboxy terminal oxygen 
                 print '-> using mainchain' 
                 aln2.compare_structures(compare_mode=3, fit=True, fit_atoms='O OT1 OT2 OXT 
C CA N', matrix_file='family.mat', output='LONG', asgl_output=False, refine_local=True, 
rms_cutoffs=[999]*11, varatom='CA', edat=None, io=None) 
 
                 #use mainchain and C_beta 
                 print 'using mainchain and C_beta atoms' 
                 aln2.compare_structures(compare_mode=3, fit=True, fit_atoms='O OT1 OT2 OXT 
C CA N CB', matrix_file='family.mat', output='LONG', asgl_output=False, refine_local=True, 





III.F.4.	  Script	  for	  perlucin	  modelling	  with	  Lennard-­‐Jones	  and	  electrostatic	  
	   	  restraints	  
automodel_v7_perl_run33.py	  (note:	  a	  commented	  section	  was	  removed)	  
#comparative modeling  
#using automodel class 






#>set patch_default=False in generate_topology() 
#>26-07-10 
#>use own optimizer schedule 
#>23-07-10 
#>use allh-models; turn lennard-jones and coulomb on; switch off soft-sphere 
#>set spline_on_site=False 
#>new optimizer schedule  
#>22-07-10 
#>modifications for Perlucin modelling: 
#>change directory for template structures 
#>apply additional CYS bridges restraints 




#>implement DOPE-profile and ENERGY-profile for every model 
#>09-07-10 
#>use own class for modelling (derivative of ORIGINAL automodel class) 
#>implement correct reading of alignment 
#>implement RMSD comparison for loop and core regions 
#>30-06-10 
#>comparison and fit of models w/ and on templates respectively 
#>is done seperately since the automodel class is not able to use 
#>the initial alignment for structure comparison and structure fit  
#>29-06-10 
#>in automodel.py (source of automodel class definition) every remove_gaps flag 
#>has been set to FALSE 
#>28-06-10 
#>extensive structure comparison and fit routines added to automodel.py 
#>in the automodel.fit_models_on_templates() routine (but this routine in combin#>ation w/ 
read_alignment() cannot reproduce the correct INITIAL alignment  
 
#load all Modeller submodules  
from modeller import * 
from modeller.automodel import * 
 
#load modules for schedules as in autosched.py 
from modeller import physical 
from modeller.schedule import schedule, step 
from modeller.optimizers import conjugate_gradients as CG 
 
#display all log output except memory information 
log.level(output=1, notes=1, warnings=1, errors=1, memory=0) 
 
#create new Modeller environment object 
env = environ() 
 
#set path to the pdb template files 




#!!!use already superposed template structures!!! 
#!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! 
 
aln_file = 'perlucin_all_mod_3.pir' 
known_structures = ['1DV8', '2OX9', '1WMZ', '1KWT', '2VUV', '2OX9_Cter', 'PERL.B99990006'] 
target_sequence = 'PERL' 
 
#set dynamic restraints 
#defaults used for 
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#contact_shell, update_dynamics, lennard_jones_switch, coulomb_switch 
#radii_factor 
env.edat.dynamic_sphere = False 
env.edat.dynamic_lennard = True 
env.edat.dynamic_coulomb = True 
 
env.edat.lennard_jones_switch = [6.5,7.5] 
env.edat.coulomb_switch = [6.5,7.5] 
 
env.edat.contact_shell = -999 
env.edat.update_dynamic = 0.38 
 
 
#make new class for modelling as a derivative of automodel 
class my_automodel(automodel): 
 
     #----------------------------------------------------------------------- 
     #allhmodel.py  
     # """Automatically build all-atom model(s) using template information""" 
  
     toplib = '${LIB}/top_allh.lib' 
  
     def __init__(self, env, alnfile, knowns, sequence, deviation=None, 
                   library_schedule=None, csrfile=None, inifile=None, 
                   assess_methods=None): 
         automodel.__init__(self, env, alnfile, knowns, sequence, deviation, 
                            library_schedule, csrfile, inifile, assess_methods) 
           # Modeling won't work unless we read/write hydrogen atoms! 
         self.env.io.hydrogen = True 
    #----------------------------------------------------------------------- 
 
     def select_atoms(self): 




     def build_charmm_restraints(self, atmsel, rsr, aln): 
         """Build restraints from CHARMM libraries""" 
         rsr.make(atmsel, restraint_type='stereo', 
                  spline_on_site=self.spline_on_site, 
                  residue_span_range=(0, 99999)) 
  
         rsr.make(atmsel, aln=aln, restraint_type='phi-psi_binormal', 
                  spline_on_site=self.spline_on_site, 
                  residue_span_range=(0, 99999))  
 
         for type in ['omega', 'chi1', 'chi2', 'chi3', 'chi4']: 
             rsr.make(atmsel, aln=aln, restraint_type=type+'_dihedral', 
                      spline_range=4.0, spline_dx=0.3, spline_min_points=5, 
                      spline_on_site=self.spline_on_site, 
                      residue_span_range=(0, 99999)) 
 
 
     def special_restraints(self, aln):        
         rsr = self.restraints 
         at = self.atoms 
         rsr.add(secondary_structure.alpha(self.residue_range('43', '52'))) 
         rsr.add(secondary_structure.alpha(self.residue_range('23', '33'))) 
         rsr.add(secondary_structure.strand(self.residue_range('62', '67'))) 
         rsr.add(forms.gaussian(group=physical.xy_distance, 
                               feature=features.distance(at['CD:45'], 
                                                         at['CD:128']), 
                               mean=4.82, stdev=0.75)) 
         rsr.add(forms.gaussian(group=physical.xy_distance, 
                               feature=features.distance(at['CG:16'], 
                                                         at['CG:52']), 
                               mean=4.84, stdev=0.75)) 
          
         rsr.add(forms.gaussian(group=physical.xy_distance, 
                               feature=features.distance(at['CZ:16'], 
                                                         at['CZ:52']), 
                               mean=5.00, stdev=0.75)) 
 
         #pass 
          
 
     def special_patches(self, aln): 
         #the disulfide bridge from res 2 to 13 is correctly set w/ patch_ss_templates()          
  self.patch(residue_type='DISU', residues=(self.residues['30'],self.residues['127'])) 
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  self.patch(residue_type='DISU', 
residues=(self.residues['102'],self.residues['119'])) 
   
 
     def read_alignment(self, aln=None): 
         """Read the template-sequence alignment needed for modeling""" 
         """set remove_gaps=False otherwise initial alignment is lost""" 
         if aln is None: 
              aln = alignment(self.env) 
         aln.clear() 
         aln.append(file=self.alnfile, align_codes=self.knowns+[self.sequence], 
remove_gaps=False) 
         return aln 
 
 
     def model_analysis(self, atmsel, filename, out, num): 
         """Energy evaluation and assessment, and write out the model""" 
         e = atmsel.energy(output='VERY_LONG VIOLATIONS_PROFILE', 
                              file=modfile.default(file_id='.V', file_ext='', 
                                                   root_name=self.sequence, 
                                                   id1=9999, id2=num)) 
         (out['molpdf'], out['pdfterms']) = e 
 
         # Write the final model; Biso contains the violations profile; 
  # !!!Biso contains the last calculated atmsel.energy!!! 
         self.write(file=filename) 
 
         # Do model assessment if requested 
         self.assess(atmsel, self.assess_methods, out) 
          
         #Now the energy profiles are calculated after the self.write command so that Biso 
colums now contain 
  #the violations profile and not the energy profile (this values are to large to fit 
in the column!)  
         self.user_after_single_model(atmsel, filename) 
 
     
     def user_after_single_model(self, atmsel, filename): 
         #atmsel.assess_dope(output='ENERGY_PROFILE NO_REPORT', file=filename[:-
4]+'.dope_profile',normalize_profile=True,smoothing_window=0) 
         atmsel.energy(output='ENERGY_PROFILE NO_REPORT', file=filename[:-
4]+'.energy_profile', normalize_profile=False, smoothing_window=0) 
 
  
    #set patch_default=False in self.generate_topology() 
     def create_topology(self, aln, sequence=None): 
        """Build the topology for this model""" 
        if sequence is None: 
            sequence = self.sequence 
        self.clear_topology() 
        self.generate_topology(aln[sequence], patch_default=False) 
        self.default_patches(aln) 
        self.special_patches(aln) 
 
#end of class definition 
#-------------------------------------------------------------------------------------------




#define own schedule and additional function as in autosched.py 
# mk_scale taken as is from autosched.py 
def mk_scale(default, nonbond, spline=None): 
    """Utility function for generating scaling values""" 
    v = physical.values(default=default) 
    for term in (physical.soft_sphere, physical.lennard_jones, physical.coulomb, 
                 physical.gbsa, physical.em_density, physical.saxs): 
        v[term] = nonbond 
    if spline is not None: 
        v[physical.nonbond_spline] = spline 
    return v 
 
#now increase the nonbond interactions more carefully  
#modification of 'slow' in autosched.py 
user_slow = schedule(0, 
       [ step(CG, 2, mk_scale(default=0.01, nonbond=0.0)), 
         step(CG, 4, mk_scale(default=0.10, nonbond=0.0)), 
         step(CG, 6, mk_scale(default=0.50, nonbond=0.0)) ] + \ 
       [ step(CG, rng, mk_scale(default=1.00, nonbond=0.0)) for rng in \ 
         (8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,120,140,154)] + \ 
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       [ step(CG, 154, mk_scale(default=1.00, nonbond=0.00001)), 
         step(CG, 154, mk_scale(default=1.00, nonbond=0.0001)), 
         step(CG, 154, mk_scale(default=1.00, nonbond=0.001)), 
         step(CG, 154, mk_scale(default=1.00, nonbond=0.01)), 
  step(CG, 154, mk_scale(default=1.00, nonbond=0.1)), 
         step(CG, 154, mk_scale(default=1.00, nonbond=0.2)), 
         step(CG, 154, mk_scale(default=1.00, nonbond=0.3)), 
         step(CG, 154, mk_scale(default=1.00, nonbond=0.4)), 
         step(CG, 154, mk_scale(default=1.00, nonbond=0.5)), 
         step(CG, 154, mk_scale(default=1.00, nonbond=0.6)), 
         step(CG, 154, mk_scale(default=1.00, nonbond=0.75)), 





a = my_automodel(env, alnfile=aln_file, knowns=known_structures, sequence=target_sequence, 
assess_methods=[assess.GA341, assess.DOPE, assess.normalized_dope]) 
 
#build topology 
a.generate_method = generate.transfer_xyz 
 
#randomization 
a.rand_method = randomize.xyz 
a.deviation = 4.0 
 
#models to build 




#VTFM (variable target function method)  
#using conjugate gradients  
a.library_schedule = user_slow 
a.max_var_iterations = 500 
 
#automodel MD level 
a.md_level = None 
#a.md_level = refine.very_slow 
 
#repeat optimization 
a.repeat_optimization = 1 
a.max_molpdf = 1e11 
 
#write no intermediates 
a.write_intermediates = False 
 
#trace output: every 0 steps 
a.trace_output = 0 
 
#optimizer output 
a.optimize_output = 'REPORT' 
 
#cutoff distances for restraints 
a.max_ca_ca_distance = 14.0 
a.max_n_o_distance = 11.0 
a.max_sc_mc_distance = 5.5 
a.max_sc_sc_distance = 5.0 
 
#do not use spline-fits for potentials 





#perform a RMSD calculation between each model and each template-region 
 
#load the given alignment again 
#no manipulation of the initial alignment for safety 
 
aln_file='perlucin_all_mod_4.pir' 
aln2 = alignment(env) 
aln2.append(file=aln_file, align_codes='all', remove_gaps=False) 
 
output = a.outputs 
 
print ' ' 
print 'user_RMS>' 
print '---------------------------------------------' 
print '-RMS comparison between templates and models-' 
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print '---------------------------------------------' 
          
for seq in aln2: 
     if seq.code not in known_structures: 
          for model_pdb in output: 
              if model_pdb['failure'] is None: 
                 #change perlucin seq.code in alignment to  
          #model name 
                 filename=model_pdb['name'] 
                 seq.atom_file=filename[:-4] 
                 seq.code=filename[:-4] 
               
          #compare structures w/o cutoffs for RMS 
               
                 #use mainchain: 
                 #CA: C_alpha - C: carbon between C_alpha and N - N: nitrogen 
                 #O: oxygen - OXT/OT1/OT2: carboxy terminal oxygen 
                 print '-> using mainchain' 
                 aln2.compare_structures(compare_mode=3, fit=True, fit_atoms='O OT1 OT2 OXT 
C CA N', matrix_file='family.mat', output='LONG', asgl_output=False, refine_local=True, 
rms_cutoffs=[999]*11, varatom='CA', edat=None, io=None) 
 
                 #use mainchain and C_beta 
                 print 'using mainchain and C_beta atoms' 
                 aln2.compare_structures(compare_mode=3, fit=True, fit_atoms='O OT1 OT2 OXT 
C CA N CB', matrix_file='family.mat', output='LONG', asgl_output=False, refine_local=True, 






III.F.5.	  Script	  for	  calculation	  of	  restraint	  violation	  profiles	  
The	  following	  script	  was	  used	  for	  the	  template	  structures	  as	  well	  as	  for	  perlucin.	  The	  
residues	   involved	   in	   the	   disulphide	   bridges	   had	   to	   be	   set	   manually.	   Note	   that	   the	  
restraints.condense()	   command	  was	   added	   for	   recalculation	   of	   the	   profiles	   while	  
writing	  this	  thesis.	  
	  
templ_energy_v2.py	  












from modeller import * 
 
#set up environment 
env = environ() 
#env.io.atom_files_directory = ['../templates'] 
 
#use all-hydrogen models 





#set dynamic restraints 
#defaults used for 
#contact_shell, update_dynamics, lennard_jones_switch, coulomb_switch 
#radii_factor 
env.edat.dynamic_sphere = False 
env.edat.dynamic_lennard = True 
env.edat.dynamic_coulomb = True 
 
env.edat.lennard_jones_switch = [6.5,7.5] 
env.edat.coulomb_switch = [6.5,7.5] 
 
env.edat.contact_shell = -999 
env.edat.update_dynamic = 0.38 
 
#the structure 
structure = 'PERL.B99990053.pdb' 
chain = ' ' 
first_res = 'FIRST' 
last_res = 'LAST' 
 
#load structure 
mdl = model(env) 
mdl.read(file=structure, model_format='PDB', model_segment=(first_res+':'+chain, 
last_res+':'+chain)) 
 
aln = alignment(env) 
aln.append_model(mdl, atom_files=structure, align_codes='struc') 






#the default value patch_default=None does the same thing like 




#patch disulfide bridges 
#1DV8 
#SSBOND   1 CYS A  153    CYS A  164                          1555   1555  2.03   
#SSBOND   2 CYS A  181    CYS A  276                          1555   1555  2.03   
#SSBOND   3 CYS A  254    CYS A  268                          1555   1555  2.04   
#-152 
#mdl.patch(residue_type='DISU', residues=(mdl.residues['1:'], mdl.residues['12:'])) 
#mdl.patch(residue_type='DISU', residues=(mdl.residues['29:'], mdl.residues['124:'])) 
#mdl.patch(residue_type='DISU', residues=(mdl.residues['102:'], mdl.residues['116:'])) 
 
#2OX9 
#SSBOND   1 CYS A  607    CYS A  618                          1555   1555  2.03   
#SSBOND   2 CYS A  635    CYS A  730                          1555   1555  2.04   
#SSBOND   3 CYS A  708    CYS A  722                          1555   1555  2.04   
#-605 
#mdl.patch(residue_type='DISU', residues=(mdl.residues['2:'], mdl.residues['13:'])) 
#mdl.patch(residue_type='DISU', residues=(mdl.residues['30:'], mdl.residues['125:'])) 
#mdl.patch(residue_type='DISU', residues=(mdl.residues['103:'], mdl.residues['117:'])) 
 
#1KWT 
#SSBOND   1 CYS A  128    CYS A  217                          1555   1555  2.04   
#SSBOND   2 CYS A  195    CYS A  209                          1555   1555  2.04  
#-72   
#mdl.patch(residue_type='DISU', residues=(mdl.residues['56:'], mdl.residues['145:'])) 
#mdl.patch(residue_type='DISU', residues=(mdl.residues['123:'], mdl.residues['137:'])) 
 
#1WMZ 
#SSBOND   1 CYS A    3    CYS A   14                          1555   1555  2.04   
#SSBOND   2 CYS A   31    CYS A  135                          1555   1555  2.02   
#mdl.patch(residue_type='DISU', residues=(mdl.residues['3:'], mdl.residues['14:'])) 
#mdl.patch(residue_type='DISU', residues=(mdl.residues['31:'], mdl.residues['135:'])) 
 
#2VUV 
#SSBOND   1 CYS A    2    CYS A   13                          1555   1555  2.05   
#SSBOND   3 CYS A   30    CYS A  124                          1555   1555  2.06   
#SSBOND   4 CYS A  103    CYS A  116                          1555   1555  2.08   
#HETATM in sequence 
#mdl.patch(residue_type='DISU', residues=(mdl.residues['2:'], mdl.residues['13:'])) 
#mdl.patch(residue_type='DISU', residues=(mdl.residues['30:'], mdl.residues['123:'])) 
#mdl.patch(residue_type='DISU', residues=(mdl.residues['102:'], mdl.residues['115:'])) 
 
#PERLUCIN 
mdl.patch(residue_type='DISU', residues=(mdl.residues['2:'], mdl.residues['13:'])) 
mdl.patch(residue_type='DISU', residues=(mdl.residues['30:'], mdl.residues['127:'])) 
mdl.patch(residue_type='DISU', residues=(mdl.residues['102:'], mdl.residues['119:'])) 
 
#save original seq_id, as transfer_xyz sets it 
seq_id = mdl.seq_id 
 
#copy structure coordinates to the model 
mdl.transfer_xyz(aln) 
mdl.seq_id = seq_id 
 
#build the model 
mdl.build(initialize_xyz=False, build_method='INTERNAL_COORDINATES') 
 
#transfer residue numbers 
mdl2 = model(env) 





mdl.write('model.pdb', model_format='PDB', no_ter=False)  
 
#make restraints 
atmsel = selection(mdl)#.residue_range('6:A','142:A')) 
mdl.restraints.make(atmsel, restraint_type='stereo', spline_on_site=False, 
residue_span_range=(0, 99999)) 
 
mdl.restraints.make(atmsel, aln=aln, restraint_type='phi-psi_binormal', 
spline_on_site=False, residue_span_range=(0, 99999),dih_lib_only=True) 
 
for type in ['omega', 'chi1', 'chi2', 'chi3', 'chi4']: 




stdres = atmsel.only_std_residues() 
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calpha = stdres.only_atom_types('CA') 
nitrogen = stdres.only_atom_types('N') 
oxygen = stdres.only_atom_types('O') 
mainchain = stdres.only_mainchain() 
sidechain = stdres - mainchain 
 
max_ca_ca_distance = 14.0 
max_n_o_distance   = 11.0 
max_sc_mc_distance =  5.5 
max_sc_sc_distance =  5.0 
 
for (dmodel, maxdis, rsrrng, rsrsgn, rsrgrp, sel1, sel2, stdev) in \ 
    ((5, max_ca_ca_distance, (2, 99999), True, 
      physical.ca_distance, calpha, calpha, (0, 1.0)), 
     (6, max_n_o_distance,   (2, 99999), False, 
      physical.n_o_distance, nitrogen, oxygen, (0, 1.0)), 
     (6, max_sc_mc_distance, (1, 2), False, 
      physical.sd_mn_distance, sidechain, mainchain, (0.5, 1.5)), 
     (6, max_sc_sc_distance, (2, 99999), True, 
      physical.sd_sd_distance, sidechain, sidechain, (0.5, 2.0))): 
     if len(sel1) > 0 and len(sel2) > 0: 
        mdl.restraints.make_distance(sel1, sel2, aln=aln, 
                                  spline_on_site=False, 
                                  distance_rsr_model=dmodel, 
                                  restraint_group=rsrgrp, 
                                  maximal_distance=maxdis, 
                                  residue_span_range=rsrrng, 





atmsel.energy(normalize_profile=False, residue_span_range=(0, 99999), output='VERY_LONG 
VIOLATIONS_PROFILE', file=structure+'.nn_viol_profile', 
viol_report_cut=physical.values(default=4.500000, chi1_dihedral=999.000000, 
chi2_dihedral=999.000000, chi3_dihedral=999.000000, chi4_dihedral=999.000000, 
chi5_dihedral=999.000000, phi_psi_dihedral=6.500000), 
viol_report_cut2=physical.values(default=2.000000), smoothing_window=0, schedule_scale=None, 
edat=None) 
 
atmsel.energy(normalize_profile=False, residue_span_range=(0, 99999), output='VERY_LONG 
ENERGY_PROFILE', file=structure+'.nn_energy_profile', 
viol_report_cut=physical.values(default=4.500000, chi1_dihedral=999.000000, 
chi2_dihedral=999.000000, chi3_dihedral=999.000000, chi4_dihedral=999.000000, 
chi5_dihedral=999.000000, phi_psi_dihedral=6.500000), 
viol_report_cut2=physical.values(default=2.000000), smoothing_window=0, schedule_scale=None, 
edat=None) 
 
atmsel.energy(normalize_profile=True, residue_span_range=(0, 99999), output='NO_REPORT 
VIOLATIONS_PROFILE', file=structure+'.viol_profile', 
viol_report_cut=physical.values(default=4.500000, chi1_dihedral=999.000000, 
chi2_dihedral=999.000000, chi3_dihedral=999.000000, chi4_dihedral=999.000000, 
chi5_dihedral=999.000000, phi_psi_dihedral=6.500000), 
viol_report_cut2=physical.values(default=2.000000), smoothing_window=0, schedule_scale=None, 
edat=None) 
 
atmsel.energy(normalize_profile=True, residue_span_range=(0, 99999), output='NO_REPORT 
ENERGY_PROFILE', file=structure+'.energy_profile', 
viol_report_cut=physical.values(default=4.500000, chi1_dihedral=999.000000, 
chi2_dihedral=999.000000, chi3_dihedral=999.000000, chi4_dihedral=999.000000, 
chi5_dihedral=999.000000, phi_psi_dihedral=6.500000), 
viol_report_cut2=physical.values(default=2.000000), smoothing_window=0, schedule_scale=None, 
edat=None) 
 
atmsel.assess_dope(output='ENERGY_PROFILE NO_REPORT', file=structure+'.dope_profile', 
              normalize_profile=True, smoothing_window=0) 
 
atmsel.assess_dope(output='ENERGY_PROFILE NO_REPORT', file=structure+'.nn_dope_profile', 







III.F.6.	  Script	  for	  refinement	  of	  short	  residue	  segments	  of	  a	  protein	  model	  
loopmodel_v0_run34.py	  
#comparative modeling  








#load all Modeller submodules  
from modeller import * 
from modeller.automodel import * 
from modeller.util.modobject import modobject 
from modeller import group_restraints, physical, gbsa 
 
#display all log output except memory information 
log.level(output=1, notes=1, warnings=1, errors=1, memory=0) 
 
#create new Modeller environment object 
env = environ() 
 
#atom files to be stored in same directory  
#otherwise set path to the pdb template files 
#env.io.atom_files_directory = ['.', '../../../templates'] 
 
#file names and loop range 
model_pdb = 'PERL53_run33' 
aln_file = '' 
target_sequence = 'PERL' 
 
# create a new class based on 'loopmodel' 
# redefine select_loop_atoms (necessary) 
class my_loopmodel(loopmodel): 
    # this routine picks the residues to be refined by loop modeling 
    def select_loop_atoms(self): 
        #one loop from residue first_res to last_res inclusive 
        return selection(self.residue_range('4:', '4:'), 
    self.residue_range('17:', '18:'), 
    self.residue_range('21:', '21:'), 
    self.residue_range('31:', '32:'), 
     self.residue_range('38:', '38:'), 
    self.residue_range('42:', '43:'), 
    self.residue_range('53:', '55:'), 
    self.residue_range('68:', '70:'), 
    self.residue_range('64:', '65:'), 
    self.residue_range('80:', '82:'), 
    self.residue_range('92:', '92:'), 
    self.residue_range('96:', '96:'), 
    self.residue_range('106:', '108:')) 
    
       
 
    def __init__(self, env, sequence, alnfile=None, knowns=[], inimodel=None, 
                 deviation=None, library_schedule=None, csrfile=None, 
                 inifile=None, assess_methods=None, loop_assess_methods=None): 
        automodel.__init__(self, env, alnfile, knowns, sequence, deviation, 
                           library_schedule, csrfile, inifile, assess_methods) 
        self.inimodel = inimodel 
        self.loop = my_LoopData(env) 
        self.loop.assess_methods = loop_assess_methods 
     
    def read_potential(self): 
        """Reads in the group_restraints statistical potential used for 
           loop modeling. Redefine if you want to use a different potential""" 
        #older statistical potential Fiser, Melo 2000? 
        #return group_restraints(self.env, classes='$(LIB)/atmcls-melo.lib', 
        #                        parameters='$(LIB)/melo1-dist.lib') 
        #statistical potential using DOPE potential 
        return group_restraints(self.env, classes='$(LIB)/atmcls-mf.lib', 
                                parameters='$(LIB)/dist-mf.lib') 
     
    #DOPE potential needs different restraints; does not use Phi-Psi-Binormal 
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    #restraints from CHARMM 'phi-psi_binormal' 
    def loop_restraints(self, atmsel, aln): 
        dih_lib_only = True 
        mnch_lib = 1 
        res_at = 1 
        self.restraints.clear() 
        for typ in ('bond', 'angle', 'improper', 'dihedral'): 
            self.restraints.make(atmsel, aln=aln, restraint_type=typ, 
                                 spline_on_site=self.spline_on_site, 
                                 dih_lib_only=dih_lib_only, 
                                 mnch_lib=mnch_lib, restraint_sel_atoms=res_at) 
        for typ in ('omega', 'chi1', 'chi2', 'chi3', 'chi4'): 
            self.restraints.make(atmsel, aln=aln, 
                                 restraint_type=typ+'_dihedral', 
                                 spline_on_site=self.spline_on_site, 
                                 dih_lib_only=dih_lib_only, mnch_lib=mnch_lib, 
                                 restraint_sel_atoms=res_at, spline_range=4.0, 
                                 spline_dx=0.3, spline_min_points=5) 
        # Generate restraints on all non-standard residues: 
        self.nonstd_restraints(aln) 
     
        self.special_restraints(aln) 
   
 
 
    def loop_model_analysis(self, atmsel, ini_model, filename, out, id1, num): 
        """Energy evaluation and assessment, and write out the loop model""" 
 
        atmsel.energy(output='LONG VIOLATIONS_PROFILE', file=filename[:-
4]+'.loop_viol_profile')  
 
        self.user_after_single_loop_model(atmsel,filename) 
 
        if self.loop.write_selection_only: 
            self.select_loop_atoms().write(file=filename) 
        else: 
            self.write(file=filename) 
 
        # Do model assessment if requested 
        self.assess(atmsel, self.loop.assess_methods, out) 
 
 
    def user_after_single_loop_model(self, atmsel,filename): 
        pass 
         
 
#create a derivative of the LoopData class 
class my_LoopData(modobject): 
    """Methods and data unique to loop modeling""" 
 
    starting_model = 1 
    ending_model = 1 
    write_selection_only = False 
    md_level = None 
    env = None 
    outputs = None 
    assess_methods = None 
    library_restraints = None 
    max_var_iterations = 200 
    library_schedule = autosched.loop 
 
    def __init__(self, env): 
        #parameters for old statistical potential 
        self.md_level = refine.slow 
        self.env = env.copy() 
        self.env.edat.contact_shell = 7.0 
        self.env.edat.dynamic_modeller = True 
        self.env.edat.dynamic_sphere = True 
        self.outputs = [] 
        #---------------------------------------- 
 
        #parameters for DOPE statistical potential 
        self.env.schedule_scale = physical.values(default=1.0, 
                                                       nonbond_spline=0.6) 
        self.env.edat.contact_shell=8.00 
        self.env.edat.dynamic_sphere=False 
        self.env.edat.dynamic_lennard=True 
        self.env.edat.dynamic_coulomb=False 
        self.env.edat.relative_dielectric=1.0 
        self.env.edat.dynamic_modeller=True 
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        self.env.edat.energy_terms.append(gbsa.Scorer(cutoff=self.env.edat.contact_shell)) 
        #----------------------------------------------------------------------- 
 
    def use_library_restraints(self, librestraints): 
        """Use a restraints library""" 





m = my_loopmodel(env, sequence=target_sequence,inimodel=model_pdb) 
 
#loop assessmethods 
m.loop.assess_methods = [assess.DOPE]  
 
#models to build 




#VTFM (variable target function method)  
#using conjugate gradients 
#default: autoshed.loop  
m.loop.library_schedule = autosched.loop 
m.loop.max_var_iterations = 500 
 
#automodel MD level 





#calculate the energy and violations profile for the complete models 
 
#create new environment (switch Coulomb and LJ on) 
env = environ() 
 
#use all-hydrogen models 





#set path to the pdb template files 
env.io.atom_files_directory = ['.', '../fittemplates'] 
 
#set dynamic restraints 
#defaults used for 
#contact_shell, update_dynamics, lennard_jones_switch, coulomb_switch 
#radii_factor 
env.edat.dynamic_sphere = False 
env.edat.dynamic_lennard = True 
env.edat.dynamic_coulomb = True 
 
env.edat.lennard_jones_switch = [6.5,7.5] 
env.edat.coulomb_switch = [6.5,7.5] 
 
env.edat.contact_shell = -999 
env.edat.update_dynamic = 0.38 
 
chain = '' 
first_res = 'FIRST' 
last_res = 'LAST' 
 
#load the given alignment again 
#no manipulation of the initial alignment for safety 
aln_file='perlucin_all_mod_2.pir' 
aln2 = alignment(env) 
aln2.append(file=aln_file, align_codes='all', remove_gaps=False) 
 
aln = alignment(env) 
 
for loopmodels in [a for a in m.loop.outputs if a['failure'] is None]: 
    filename = loopmodels['name'] 
    
    #change perlucin seq.code in alignment to  
    #model name 
    aln2[-1].atom_file=filename[:-4] 
    aln2[-1].code=filename[:-4] 
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    #load structure 
    mdl = model(env) 
    mdl.read(file=filename, model_format='PDB', model_segment=(first_res+':'+chain, 
last_res+':'+chain))   
 
    aln.clear() 
    aln.append_model(mdl, atom_files=filename, align_codes='struc') 
    aln.append_model(mdl, atom_files=filename+'.ini', align_codes='struc-ini') 
 
    #generate topology 
    mdl.clear_topology() 
 
    #set patch_default=False; 
    #the default value patch_default=None does the same thing like 
    #patch_default=True and produces a weird terminus 
    mdl.generate_topology(aln[-1], patch_default=False) 
 
    mdl.patch(residue_type='DISU', residues=(mdl.residues['2:'], mdl.residues['13:'])) 
    mdl.patch(residue_type='DISU', residues=(mdl.residues['30:'], mdl.residues['127:'])) 
    mdl.patch(residue_type='DISU', residues=(mdl.residues['102:'], mdl.residues['119:'])) 
 
    #save original seq_id, as transfer_xyz sets it 
    seq_id = mdl.seq_id 
 
    #copy structure coordinates to the model 
    mdl.transfer_xyz(aln) 
    mdl.seq_id = seq_id 
 
    #build the model 
    mdl.build(initialize_xyz=False, build_method='INTERNAL_COORDINATES') 
 
    #transfer residue numbers 
    mdl2 = model(env) 
    mdl2.read(file=filename, model_format='PDB', model_segment=(first_res+':'+chain, 
last_res+':'+chain)) 
    mdl.res_num_from(mdl2, aln) 
 
    #make restraints 
    atmsel = selection(mdl) 
    mdl.restraints.clear() 
    mdl.restraints.make(atmsel, restraint_type='stereo', spline_on_site=False, 
residue_span_range=(0, 99999)) 
 
    #dih_lib_only=True and aln=aln OR dih_lib_only=False and aln=aln2 
    mdl.restraints.make(atmsel, aln=aln, restraint_type='phi-psi_binormal', 
spline_on_site=False, residue_span_range=(0, 99999),dih_lib_only=True) 
 
    for type in ['omega', 'chi1', 'chi2', 'chi3', 'chi4']: 




        stdres = atmsel.only_std_residues() 
        calpha = stdres.only_atom_types('CA') 
        nitrogen = stdres.only_atom_types('N') 
        oxygen = stdres.only_atom_types('O') 
        mainchain = stdres.only_mainchain() 
        sidechain = stdres - mainchain 
 
        max_ca_ca_distance = 14.0 
        max_n_o_distance   = 11.0 
        max_sc_mc_distance =  5.5 
        max_sc_sc_distance =  5.0 
 
    for (dmodel, maxdis, rsrrng, rsrsgn, rsrgrp, sel1, sel2, stdev) in \ 
        ((5, max_ca_ca_distance, (2, 99999), True, physical.ca_distance, calpha, calpha, (0, 
1.0)), 
         (6, max_n_o_distance,   (2, 99999), False, physical.n_o_distance, nitrogen, oxygen, 
(0, 1.0)), 
         (6, max_sc_mc_distance, (1, 2), False, physical.sd_mn_distance, sidechain, 
mainchain, (0.5, 1.5)), 
         (6, max_sc_sc_distance, (2, 99999), True, physical.sd_sd_distance, sidechain, 
sidechain, (0.5, 2.0))): 
        
         if len(sel1) > 0 and len(sel2) > 0: 
            mdl.restraints.make_distance(sel1, sel2, aln=aln, 
                                  spline_on_site=False, 
                                  distance_rsr_model=dmodel, 
                                  restraint_group=rsrgrp, 
                                  maximal_distance=maxdis, 
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                                  residue_span_range=rsrrng, 
                                  residue_span_sign=rsrsgn, restraint_stdev=stdev) 
 
   #calculate energy 
    atmsel.energy(normalize_profile=False, residue_span_range=(0, 99999), output='VERY_LONG 
VIOLATIONS_PROFILE', file=filename[:-4]+'.nn_viol_profile', 
viol_report_cut=physical.values(default=4.500000, chi1_dihedral=999.000000, 
chi2_dihedral=999.000000, chi3_dihedral=999.000000, chi4_dihedral=999.000000, 
chi5_dihedral=999.000000, phi_psi_dihedral=6.500000), 
viol_report_cut2=physical.values(default=2.000000), smoothing_window=0, schedule_scale=None, 
edat=None) 
 
    atmsel.energy(normalize_profile=True, residue_span_range=(0, 99999), output='NO_REPORT 
VIOLATIONS_PROFILE', file=filename[:-4]+'.viol_profile', 
viol_report_cut=physical.values(default=4.500000, chi1_dihedral=999.000000, 
chi2_dihedral=999.000000, chi3_dihedral=999.000000, chi4_dihedral=999.000000, 
chi5_dihedral=999.000000, phi_psi_dihedral=6.500000), 
viol_report_cut2=physical.values(default=2.000000), smoothing_window=0, schedule_scale=None, 
edat=None) 
 
    atmsel.energy(normalize_profile=False, residue_span_range=(0, 99999), output='NO_REPORT 
ENERGY_PROFILE', file=filename[:-4]+'.nn_energy_profile', 
viol_report_cut=physical.values(default=4.500000, chi1_dihedral=999.000000, 
chi2_dihedral=999.000000, chi3_dihedral=999.000000, chi4_dihedral=999.000000, 
chi5_dihedral=999.000000, phi_psi_dihedral=6.500000), 
viol_report_cut2=physical.values(default=2.000000), smoothing_window=0, schedule_scale=None, 
edat=None) 
 
    atmsel.energy(normalize_profile=True, residue_span_range=(0, 99999), output='NO_REPORT 
ENERGY_PROFILE', file=filename[:-4]+'.energy_profile', 
viol_report_cut=physical.values(default=4.500000, chi1_dihedral=999.000000, 
chi2_dihedral=999.000000, chi3_dihedral=999.000000, chi4_dihedral=999.000000, 
chi5_dihedral=999.000000, phi_psi_dihedral=6.500000), 
viol_report_cut2=physical.values(default=2.000000), smoothing_window=0, schedule_scale=None, 
edat=None) 
 
    atmsel.assess_dope(output='ENERGY_PROFILE NO_REPORT', file=filename[:-
4]+'.dope_profile', 




Note	   that	   the	   part	   starting	   after	   #calculate the energy and violations profile 
for the complete models	  lacks	  the	  command	  mdl.restraints.condense()	  but	  which	  
is	   necessary	   to	   remove	   “all	   the	   unselected	   or	   redundant	   restraints	   from	   memory”	  
(MODELLER	  manual	  entry	  for	  restraints.condense).	  Since	  the	  use	  of	  this	  command	  is	  
recommended,	  the	  violation	  profiles	  had	  to	  be	  recalculated	  during	  preparation	  of	  this	  




III.F.7.	  Sequence	  alignment	  including	  calcium	  ions	  and	  an	   	   	  







































































III.F.8.	  Script	  for	  perlucin	  modelling	  with	  calcium	  ions	  and	  an	  	   	  
	   	  acetylglucosamine	  monomer	  
automodel_v9_perl_run45.py	  
#comparative modeling  
#using automodel class 






#>set patch_default=False in generate_topology() 
#>26-07-10 
#>use own optimizer schedule 
#>23-07-10 
#>use allh-models; turn lennard-jones and coulomb on; switch off soft-sphere 
#>set spline_on_site=False 
#>new optimizer schedule  
#>22-07-10 
#>modifications for Perlucin modelling: 
#>change directory for template structures 
#>apply additional CYS bridges restraints 




#>implement DOPE-profile and ENERGY-profile for every model 
#>09-07-10 
#>use own class for modelling (derivative of ORIGINAL automodel class) 
#>implement correct reading of alignment 
#>implement RMSD comparison for loop and core regions 
#>30-06-10 
#>comparison and fit of models w/ and on templates respectively 
#>is done seperately since the automodel class is not able to use 
#>the initial alignment for structure comparison and structure fit  
#>29-06-10 
#>in automodel.py (source of automodel class definition) every remove_gaps flag 
#>has been set to FALSE 
#>28-06-10 
#>extensive structure comparison and fit routines added to automodel.py 
#>in the automodel.fit_models_on_templates() routine (but this routine in combin#>ation w/ 
read_alignment() cannot reproduce the correct INITIAL alignment  
 
#load all Modeller submodules  
from modeller import * 
from modeller.automodel import * 
 
#load modules for schedules as in autosched.py 
from modeller import physical 
from modeller.schedule import schedule, step 
from modeller.optimizers import conjugate_gradients as CG 
 
#display all log output except memory information 
log.level(output=1, notes=1, warnings=1, errors=1, memory=0) 
 
#create new Modeller environment object 
env = environ() 
 
#set path to the pdb template files 




#!!!use already superposed template structures!!! 
#!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! 
 
aln_file = 'perlucin_all_mod_4_hetatm.pir' 
known_structures = ['1DV8', '2OX9', '1WMZ', '1KWV', '2VUV', '2OX9_Cter', 'PERL99_run34'] 
target_sequence = 'PERL' 
 
#set dynamic restraints 
#defaults used for 
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#contact_shell, update_dynamics, lennard_jones_switch, coulomb_switch 
#radii_factor 
env.edat.dynamic_sphere = False 
env.edat.dynamic_lennard = True 
env.edat.dynamic_coulomb = True 
 
env.edat.lennard_jones_switch = [6.5,7.5] 
env.edat.coulomb_switch = [6.5,7.5] 
 
env.edat.contact_shell = -999 





#make new class for modelling as a derivative of automodel 
class my_automodel(automodel): 
 
     #----------------------------------------------------------------------- 
     #allhmodel.py  
     # """Automatically build all-atom model(s) using template information""" 
  
     toplib = '${LIB}/top_allh.lib' 
  
     def __init__(self, env, alnfile, knowns, sequence, deviation=None, 
                   library_schedule=None, csrfile=None, inifile=None, 
                   assess_methods=None): 
         automodel.__init__(self, env, alnfile, knowns, sequence, deviation, 
                            library_schedule, csrfile, inifile, assess_methods) 
           # Modeling won't work unless we read/write hydrogen atoms! 
         self.env.io.hydrogen = True 
    #----------------------------------------------------------------------- 
 
     def select_atoms(self): 
         return selection(self)#-selection(self.residue_range('120', '130')) 
 
 
     def build_charmm_restraints(self, atmsel, rsr, aln): 
         """Build restraints from CHARMM libraries""" 
         rsr.make(atmsel, restraint_type='stereo', 
                  spline_on_site=self.spline_on_site, 
                  residue_span_range=(0, 99999)) 
  
         rsr.make(atmsel, aln=aln, restraint_type='phi-psi_binormal', 
                  spline_on_site=self.spline_on_site, 
                  residue_span_range=(0, 99999))  
 
         for type in ['omega', 'chi1', 'chi2', 'chi3', 'chi4']: 
             rsr.make(atmsel, aln=aln, restraint_type=type+'_dihedral', 
                      spline_range=4.0, spline_dx=0.3, spline_min_points=5, 
                      spline_on_site=self.spline_on_site, 
                      residue_span_range=(0, 99999)) 
 
 
     def special_restraints(self, aln):        
         rsr = self.restraints 
         at = self.atoms 
         rsr.add(secondary_structure.alpha(self.residue_range('43', '52'))) 
         rsr.add(secondary_structure.alpha(self.residue_range('23', '33'))) 
         rsr.add(secondary_structure.strand(self.residue_range('62', '67'))) 
         rsr.add(forms.gaussian(group=physical.xy_distance, 
                               feature=features.distance(at['CD:45'], 
                                                         at['CD:128']), 
                               mean=4.82, stdev=0.75)) 
         rsr.add(forms.gaussian(group=physical.xy_distance, 
                               feature=features.distance(at['CG:16'], 
                                                         at['CG:52']), 
                               mean=4.84, stdev=0.75)) 
          
         rsr.add(forms.gaussian(group=physical.xy_distance, 
                               feature=features.distance(at['CZ:16'], 
                                                         at['CZ:52']), 
                               mean=5.00, stdev=0.75)) 
 
  rsr.add(forms.gaussian(group=physical.xy_distance, 
                               feature=features.distance(at['OH:52'], 
                                                         at['ND1:7']), 
                               mean=5.00, stdev=2.00)) 
 
  rsr.add(forms.gaussian(group=physical.xy_distance, 
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                               feature=features.distance(at['OH:52'], 
                                                         at['NE2:7']), 
                               mean=5.00, stdev=2.00)) 
 
  #pass 
 
 
     def special_patches(self, aln): 
         #the disulfide bridge from res 2 to 13 is correctly set w/ patch_ss_templates()          
  self.patch(residue_type='DISU', residues=(self.residues['30'],self.residues['127'])) 
  self.patch(residue_type='DISU', 
residues=(self.residues['102'],self.residues['119'])) 
   
 
     def read_alignment(self, aln=None): 
         """Read the template-sequence alignment needed for modeling""" 
         """set remove_gaps=False otherwise initial alignment is lost""" 
         if aln is None: 
              aln = alignment(self.env) 
         aln.clear() 
         aln.append(file=self.alnfile, align_codes=self.knowns+[self.sequence], 
remove_gaps=False) 
         return aln 
 
 
     def model_analysis(self, atmsel, filename, out, num): 
         """Energy evaluation and assessment, and write out the model""" 
         e = atmsel.energy(output='VERY_LONG VIOLATIONS_PROFILE', 
                              file=modfile.default(file_id='.V', file_ext='', 
                                                   root_name=self.sequence, 
                                                   id1=9999, id2=num)) 
         (out['molpdf'], out['pdfterms']) = e 
 
         # Write the final model; Biso contains the violations profile; 
  # !!!Biso contains the last calculated atmsel.energy!!! 
         self.write(file=filename) 
 
         # Do model assessment if requested 
         self.assess(atmsel, self.assess_methods, out) 
          
         #Now the energy profiles are calculated after the self.write command so that Biso 
colums now contain 
  #the violations profile and not the energy profile (this values are to large to fit 
in the column!)  
         self.user_after_single_model(atmsel, filename) 
 
     
     def user_after_single_model(self, atmsel, filename): 
         atmsel.assess_dope(output='ENERGY_PROFILE NO_REPORT', file=filename[:-
4]+'.dope_profile',normalize_profile=True,smoothing_window=0) 
         atmsel.energy(output='ENERGY_PROFILE NO_REPORT', file=filename[:-
4]+'.nn_energy_profile', normalize_profile=False, smoothing_window=0) 
         atmsel.energy(output='ENERGY_PROFILE NO_REPORT', file=filename[:-
4]+'.energy_profile', normalize_profile=True, smoothing_window=0) 
         atmsel.energy(output='VIOLATIONS_PROFILE NO_REPORT', file=filename[:-
4]+'.viol_profile', normalize_profile=True, smoothing_window=0) 
 
  
    #set patch_default=False in self.generate_topology() 
     def create_topology(self, aln, sequence=None): 
        """Build the topology for this model""" 
        if sequence is None: 
            sequence = self.sequence 
        self.clear_topology() 
        self.generate_topology(aln[sequence], patch_default=False) 
        self.default_patches(aln) 
        self.special_patches(aln) 
 
 
     def nonstd_restraints(self, aln): 
         """Create restraints on HETATM and BLK residues.""" 
         # Select all HETATM residues plus any ATOM residues that have 
         # no defined topology (generally speaking, BLK residues) 
         allatoms = selection(self) 
         selhet = allatoms.only_het_residues() | allatoms.only_no_topology() 
  
         rsrgrp = physical.xy_distance 
         self.het_std_restraints(aln, selhet, 10.0, 2.3, rsrgrp) 
         self.het_het_restraints(aln, selhet, 7.0, 2.3, rsrgrp) 




#end of class definition 
#-------------------------------------------------------------------------------------------




#define own schedule and additional function as in autosched.py 
# mk_scale taken as is from autosched.py 
def mk_scale(default, nonbond, spline=None): 
    """Utility function for generating scaling values""" 
    v = physical.values(default=default) 
    for term in (physical.soft_sphere, physical.lennard_jones, physical.coulomb, 
                 physical.gbsa, physical.em_density, physical.saxs): 
        v[term] = nonbond 
    if spline is not None: 
        v[physical.nonbond_spline] = spline 
    return v 
 
#now increase the nonbond interactions more carefully  
#modification of 'slow' in autosched.py 
user_slow = schedule(0, 
       [ step(CG, 2, mk_scale(default=0.01, nonbond=0.0)), 
         step(CG, 4, mk_scale(default=0.10, nonbond=0.0)), 
         step(CG, 6, mk_scale(default=0.50, nonbond=0.0)) ] + \ 
       [ step(CG, rng, mk_scale(default=1.00, nonbond=0.0)) for rng in \ 
         (8,10,14,18,20,24,30,35,40,45,50,55,60,70,80,90,100,120,140,154)] + \ 
       [ step(CG, 154, mk_scale(default=1.00, nonbond=0.00001)), 
         step(CG, 154, mk_scale(default=1.00, nonbond=0.0001)), 
         step(CG, 154, mk_scale(default=1.00, nonbond=0.001)), 
         step(CG, 154, mk_scale(default=1.00, nonbond=0.01)), 
  step(CG, 154, mk_scale(default=1.00, nonbond=0.1)), 
         step(CG, 154, mk_scale(default=1.00, nonbond=0.2)), 
         step(CG, 154, mk_scale(default=1.00, nonbond=0.3)), 
         step(CG, 154, mk_scale(default=1.00, nonbond=0.4)), 
         step(CG, 154, mk_scale(default=1.00, nonbond=0.5)), 
         step(CG, 154, mk_scale(default=1.00, nonbond=0.6)), 
         step(CG, 154, mk_scale(default=1.00, nonbond=0.75)), 





a = my_automodel(env, alnfile=aln_file, knowns=known_structures, sequence=target_sequence, 
assess_methods=[assess.GA341, assess.DOPE, assess.normalized_dope]) 
 
#build topology 
a.generate_method = generate.transfer_xyz 
 
#randomization 
a.rand_method = randomize.xyz 
a.deviation = 4.0 
 
#models to build 




#VTFM (variable target function method)  
#using conjugate gradients  
a.library_schedule = user_slow 
a.max_var_iterations = 500 
 
#automodel MD level 
a.md_level = refine.slow 
#repeat optimization 
a.repeat_optimization = 1 
a.max_molpdf = 1e11 
 
#write no intermediates 
a.write_intermediates = False 
 
#trace output: every 0 steps 
a.trace_output = 0 
 
#optimizer output 
a.optimize_output = 'REPORT' 
 
#cutoff distances for restraints 
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a.max_ca_ca_distance = 14.0 
a.max_n_o_distance = 11.0 
a.max_sc_mc_distance = 5.5 
a.max_sc_sc_distance = 5.0 
 
#do not use spline-fits for potentials 





#perform a RMSD calculation between each model and each template-region 
 
#load the given alignment again 
#no manipulation of the initial alignment for safety 





aln2 = alignment(env) 
aln2.append(file=aln_file, align_codes='all', remove_gaps=False) 
 
output = a.outputs 
 
print ' ' 
print 'user_RMS>' 
print '---------------------------------------------' 
print '-RMS comparison between templates and models-' 
print '---------------------------------------------' 
          
for seq in aln2: 
     if seq.code not in known_structures: 
          for model_pdb in output: 
              if model_pdb['failure'] is None: 
                 #change perlucin seq.code in alignment to  
          #model name 
                 filename=model_pdb['name'] 
                 seq.atom_file=filename[:-4] 
                 seq.code=filename[:-4] 
               
          #compare structures w/o cutoffs for RMS 
               
                 #use mainchain: 
                 #CA: C_alpha - C: carbon between C_alpha and N - N: nitrogen 
                 #O: oxygen - OXT/OT1/OT2: carboxy terminal oxygen 
                 print '-> using mainchain' 
                 aln2.compare_structures(compare_mode=3, fit=True, fit_atoms='O OT1 OT2 OXT 
C CA N', matrix_file='family.mat', output='LONG', asgl_output=False, refine_local=True, 
rms_cutoffs=[999]*11, varatom='CA', edat=None, io=None) 
 
                 #use mainchain and C_beta 
                 print 'using mainchain and C_beta atoms' 
                 aln2.compare_structures(compare_mode=3, fit=True, fit_atoms='O OT1 OT2 OXT 
C CA N CB', matrix_file='family.mat', output='LONG', asgl_output=False, refine_local=True, 





III.G.	  Coordinates	  of	  a	  model	  of	  the	  perlucin	  CTLD	  
The	  following	  coordinates	  are	  those	  that	  were	  loaded	  into	  the	  “leap”	  software	  module	  
to	  prepare	  the	  coordinate	  and	  topology	  files	  for	  MD	  “run09”.	  They	  contain	  the	  perlucin	  
residues	  1	   to	  135.	  Four	   calcium	   ions	  –	   three	   from	  modelling,	  one	  manually	   set	   –	   are	  
present.	   The	   Cys	   residues	   are	   named	   CYX	   to	   indicate	   that	   they	   are	   involved	   in	  
disulphide	   bridges.	   His	   residues	   are	   named	   HIE	   to	   indicate	   the	   corresponding	  
protonation	  state.	  Hydrogen	  atoms	  are	  not	  present.	  Note	  that	  neither	  MD	  simulations	  
nor	  minimizations	  were	  performed	  for	  this	  structure	  yet.	  
	  
PERL52_run46_HETATM_Ca2_woCTerm_CYXHIE.pdb	  
ATOM      1  N   GLY     1      51.139  57.836  21.398  1.00  7.17           N 
ATOM      2  CA  GLY     1      52.312  58.416  21.955  1.00  7.17           C 
ATOM      3  C   GLY     1      52.598  57.338  22.916  1.00  7.17           C 
ATOM      4  O   GLY     1      51.792  57.136  23.834  1.00  7.17           O 
ATOM      5  N   CYX     2      53.710  56.610  22.681  1.00 28.14           N 
ATOM      6  CA  CYX     2      53.970  55.588  23.620  1.00 28.14           C 
ATOM      7  CB  CYX     2      53.200  54.242  23.829  1.00 28.14           C 
ATOM      8  SG  CYX     2      51.868  54.299  25.043  1.00 28.14           S 
ATOM      9  C   CYX     2      55.373  55.817  23.925  1.00 28.14           C 
ATOM     10  O   CYX     2      55.907  56.732  23.269  1.00 28.14           O 
ATOM     11  N   PRO     3      56.030  55.219  24.877  1.00  0.00           N 
ATOM     12  CA  PRO     3      57.402  55.424  24.824  1.00  0.00           C 
ATOM     13  CD  PRO     3      55.580  55.501  26.230  1.00  0.00           C 
ATOM     14  CB  PRO     3      57.997  55.607  26.220  1.00  0.00           C 
ATOM     15  CG  PRO     3      56.801  55.180  27.123  1.00  0.00           C 
ATOM     16  C   PRO     3      57.973  54.985  23.550  1.00  0.00           C 
ATOM     17  O   PRO     3      57.301  54.268  22.813  1.00  0.00           O 
ATOM     18  N   LEU     4      59.169  55.391  23.239  1.00  0.00           N 
ATOM     19  CA  LEU     4      59.605  54.949  21.985  1.00  0.00           C 
ATOM     20  CB  LEU     4      60.826  55.695  21.461  1.00  0.00           C 
ATOM     21  CG  LEU     4      61.105  55.586  19.947  1.00  0.00           C 
ATOM     22  CD1 LEU     4      59.959  56.152  19.058  1.00  0.00           C 
ATOM     23  CD2 LEU     4      62.420  56.324  19.651  1.00  0.00           C 
ATOM     24  C   LEU     4      59.861  53.519  22.282  1.00  0.00           C 
ATOM     25  O   LEU     4      60.196  53.131  23.418  1.00  0.00           O 
ATOM     26  N   GLY     5      59.564  52.695  21.282  1.00  9.19           N 
ATOM     27  CA  GLY     5      59.649  51.286  21.355  1.00  9.19           C 
ATOM     28  C   GLY     5      58.249  50.822  21.645  1.00  9.19           C 
ATOM     29  O   GLY     5      58.044  49.837  22.337  1.00  9.19           O 
ATOM     30  N   PHE     6      57.186  51.513  21.225  1.00 52.62           N 
ATOM     31  CA  PHE     6      55.879  51.053  21.419  1.00 52.62           C 
ATOM     32  CB  PHE     6      55.160  51.841  22.531  1.00 52.62           C 
ATOM     33  CG  PHE     6      55.829  51.369  23.827  1.00 52.62           C 
ATOM     34  CD1 PHE     6      56.990  51.784  24.468  1.00 52.62           C 
ATOM     35  CD2 PHE     6      55.249  50.335  24.439  1.00 52.62           C 
ATOM     36  CE1 PHE     6      57.447  51.206  25.639  1.00 52.62           C 
ATOM     37  CE2 PHE     6      55.662  49.735  25.581  1.00 52.62           C 
ATOM     38  CZ  PHE     6      56.786  50.162  26.228  1.00 52.62           C 
ATOM     39  C   PHE     6      55.407  51.427  20.081  1.00 52.62           C 
ATOM     40  O   PHE     6      55.943  52.458  19.661  1.00 52.62           O 
ATOM     41  N   HIE     7      54.664  50.566  19.415  1.00  0.00           N 
ATOM     42  CA  HIE     7      54.017  50.948  18.261  1.00  0.00           C 
ATOM     43  ND1 HIE     7      56.422  49.904  16.448  1.00  0.00           N 
ATOM     44  CG  HIE     7      55.414  49.192  17.067  1.00  0.00           C 
ATOM     45  CB  HIE     7      53.994  49.748  17.320  1.00  0.00           C 
ATOM     46  NE2 HIE     7      57.277  47.844  16.855  1.00  0.00           N 
ATOM     47  CD2 HIE     7      55.968  47.955  17.314  1.00  0.00           C 
ATOM     48  CE1 HIE     7      57.504  49.046  16.353  1.00  0.00           C 
ATOM     49  C   HIE     7      52.754  51.236  18.969  1.00  0.00           C 
ATOM     50  O   HIE     7      52.640  50.771  20.134  1.00  0.00           O 
ATOM     51  N   GLN     8      51.823  52.117  18.476  1.00672.50           N 
ATOM     52  CA  GLN     8      50.621  52.195  19.210  1.00672.50           C 
ATOM     53  CB  GLN     8      50.264  52.856  20.503  1.00672.50           C 
ATOM     54  CG  GLN     8      48.983  53.704  20.303  1.00672.50           C 
ATOM     55  CD  GLN     8      48.490  53.588  21.650  1.00672.50           C 
ATOM     56  OE1 GLN     8      49.369  54.131  22.300  1.00672.50           O 
ATOM     57  NE2 GLN     8      47.332  53.122  22.116  1.00672.50           N 
ATOM     58  C   GLN     8      49.465  51.797  18.493  1.00672.50           C 
ATOM     59  O   GLN     8      49.270  52.201  17.337  1.00672.50           O 
ATOM     60  N   ASN     9      48.526  51.001  19.131  1.00572.69           N 
ATOM     61  CA  ASN     9      47.416  50.562  18.330  1.00572.69           C 
ATOM     62  CB  ASN     9      47.284  49.043  17.993  1.00572.69           C 
ATOM     63  CG  ASN     9      48.527  48.823  17.250  1.00572.69           C 
ATOM     64  OD1 ASN     9      49.622  48.834  17.789  1.00572.69           O 
ATOM     65  ND2 ASN     9      48.325  49.374  16.039  1.00572.69           N 
ATOM     66  C   ASN     9      46.303  50.623  19.209  1.00572.69           C 
ATOM     67  O   ASN     9      46.391  49.921  20.204  1.00572.69           O 
ATOM     68  N   ARG    10      45.320  51.500  18.889  1.00128.74           N 
ATOM     69  CA  ARG    10      44.036  51.143  19.460  1.00128.74           C 
ATOM     70  CB  ARG    10      43.438  49.756  19.019  1.00128.74           C 
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ATOM     71  CG  ARG    10      42.410  49.617  17.880  1.00128.74           C 
ATOM     72  CD  ARG    10      42.916  49.722  16.462  1.00128.74           C 
ATOM     73  NE  ARG    10      44.066  48.809  16.342  1.00128.74           N 
ATOM     74  CZ  ARG    10      44.948  48.976  15.282  1.00128.74           C 
ATOM     75  NH1 ARG    10      45.223  50.123  14.568  1.00128.74           N 
ATOM     76  NH2 ARG    10      45.631  47.852  14.933  1.00128.74           N 
ATOM     77  C   ARG    10      44.084  51.094  20.926  1.00128.74           C 
ATOM     78  O   ARG    10      43.498  50.267  21.598  1.00128.74           O 
ATOM     79  N   ARG    11      44.563  52.181  21.607  1.00999.99           N 
ATOM     80  CA  ARG    11      44.419  52.458  23.057  1.00999.99           C 
ATOM     81  CB  ARG    11      43.024  52.144  23.714  1.00999.99           C 
ATOM     82  CG  ARG    11      42.832  52.404  25.225  1.00999.99           C 
ATOM     83  CD  ARG    11      41.882  51.418  25.927  1.00999.99           C 
ATOM     84  NE  ARG    11      41.980  51.602  27.409  1.00999.99           N 
ATOM     85  CZ  ARG    11      42.303  50.541  28.209  1.00999.99           C 
ATOM     86  NH1 ARG    11      42.646  49.339  27.662  1.00999.99           N 
ATOM     87  NH2 ARG    11      42.253  50.669  29.568  1.00999.99           N 
ATOM     88  C   ARG    11      45.509  51.942  23.992  1.00999.99           C 
ATOM     89  O   ARG    11      45.796  52.548  25.027  1.00999.99           O 
ATOM     90  N   SER    12      46.217  50.841  23.682  1.00348.22           N 
ATOM     91  CA  SER    12      47.016  50.260  24.725  1.00348.22           C 
ATOM     92  CB  SER    12      46.237  48.962  25.067  1.00348.22           C 
ATOM     93  OG  SER    12      44.869  49.218  25.417  1.00348.22           O 
ATOM     94  C   SER    12      48.468  50.297  24.092  1.00348.22           C 
ATOM     95  O   SER    12      48.444  50.721  22.921  1.00348.22           O 
ATOM     96  N   CYX    13      49.740  49.986  24.613  1.00999.99           N 
ATOM     97  CA  CYX    13      50.892  50.180  23.718  1.00999.99           C 
ATOM     98  CB  CYX    13      51.748  51.367  24.146  1.00999.99           C 
ATOM     99  SG  CYX    13      50.670  52.770  24.519  1.00999.99           S 
ATOM    100  C   CYX    13      51.800  48.958  23.733  1.00999.99           C 
ATOM    101  O   CYX    13      52.581  48.758  24.674  1.00999.99           O 
ATOM    102  N   TYR    14      52.136  48.528  22.499  1.00395.59           N 
ATOM    103  CA  TYR    14      52.565  47.192  22.671  1.00395.59           C 
ATOM    104  CB  TYR    14      52.349  46.030  21.652  1.00395.59           C 
ATOM    105  CG  TYR    14      50.887  46.005  21.388  1.00395.59           C 
ATOM    106  CD1 TYR    14      50.302  47.073  20.741  1.00395.59           C 
ATOM    107  CD2 TYR    14      50.107  44.936  21.786  1.00395.59           C 
ATOM    108  CE1 TYR    14      48.963  47.062  20.536  1.00395.59           C 
ATOM    109  CE2 TYR    14      48.756  44.945  21.570  1.00395.59           C 
ATOM    110  CZ  TYR    14      48.187  46.025  20.936  1.00395.59           C 
ATOM    111  OH  TYR    14      46.824  46.162  20.670  1.00395.59           O 
ATOM    112  C   TYR    14      53.913  47.391  22.456  1.00395.59           C 
ATOM    113  O   TYR    14      54.136  48.077  21.433  1.00395.59           O 
ATOM    114  N   TRP    15      54.675  46.748  23.399  1.00306.17           N 
ATOM    115  CA  TRP    15      56.121  46.690  23.213  1.00306.17           C 
ATOM    116  CB  TRP    15      56.936  46.706  24.530  1.00306.17           C 
ATOM    117  CG  TRP    15      58.438  46.794  24.466  1.00306.17           C 
ATOM    118  CD2 TRP    15      59.432  45.823  24.826  1.00306.17           C 
ATOM    119  CD1 TRP    15      59.126  47.905  24.174  1.00306.17           C 
ATOM    120  NE1 TRP    15      60.465  47.672  24.231  1.00306.17           N 
ATOM    121  CE2 TRP    15      60.688  46.412  24.661  1.00306.17           C 
ATOM    122  CE3 TRP    15      59.317  44.558  25.240  1.00306.17           C 
ATOM    123  CZ2 TRP    15      61.856  45.728  24.907  1.00306.17           C 
ATOM    124  CZ3 TRP    15      60.473  43.888  25.556  1.00306.17           C 
ATOM    125  CH2 TRP    15      61.711  44.445  25.392  1.00306.17           C 
ATOM    126  C   TRP    15      56.305  45.343  22.668  1.00306.17           C 
ATOM    127  O   TRP    15      55.669  44.507  23.277  1.00306.17           O 
ATOM    128  N   PHE    16      57.082  45.136  21.590  1.00 29.02           N 
ATOM    129  CA  PHE    16      57.254  43.796  21.072  1.00 29.02           C 
ATOM    130  CB  PHE    16      57.194  43.620  19.571  1.00 29.02           C 
ATOM    131  CG  PHE    16      55.815  43.948  19.070  1.00 29.02           C 
ATOM    132  CD1 PHE    16      55.206  45.191  19.076  1.00 29.02           C 
ATOM    133  CD2 PHE    16      55.097  42.916  18.555  1.00 29.02           C 
ATOM    134  CE1 PHE    16      53.940  45.352  18.547  1.00 29.02           C 
ATOM    135  CE2 PHE    16      53.853  43.061  18.028  1.00 29.02           C 
ATOM    136  CZ  PHE    16      53.275  44.281  18.020  1.00 29.02           C 
ATOM    137  C   PHE    16      58.615  43.659  21.452  1.00 29.02           C 
ATOM    138  O   PHE    16      59.294  44.654  21.276  1.00 29.02           O 
ATOM    139  N   SER    17      58.972  42.526  21.915  1.00  0.00           N 
ATOM    140  CA  SER    17      60.137  42.253  22.564  1.00  0.00           C 
ATOM    141  CB  SER    17      59.639  41.194  23.454  1.00  0.00           C 
ATOM    142  OG  SER    17      60.634  40.364  23.905  1.00  0.00           O 
ATOM    143  C   SER    17      61.168  41.779  21.679  1.00  0.00           C 
ATOM    144  O   SER    17      61.001  41.278  20.585  1.00  0.00           O 
ATOM    145  N   THR    18      62.345  42.148  22.109  1.00  0.00           N 
ATOM    146  CA  THR    18      63.560  41.641  21.691  1.00  0.00           C 
ATOM    147  CB  THR    18      64.306  42.531  20.796  1.00  0.00           C 
ATOM    148  OG1 THR    18      64.217  43.880  21.250  1.00  0.00           O 
ATOM    149  CG2 THR    18      64.462  42.023  19.342  1.00  0.00           C 
ATOM    150  C   THR    18      64.153  40.551  22.483  1.00  0.00           C 
ATOM    151  O   THR    18      64.816  39.673  21.934  1.00  0.00           O 
ATOM    152  N   ILE    19      64.027  40.720  23.798  1.00  0.00           N 
ATOM    153  CA  ILE    19      64.582  39.918  24.829  1.00  0.00           C 
ATOM    154  CB  ILE    19      64.508  40.857  25.986  1.00  0.00           C 
ATOM    155  CG2 ILE    19      63.011  40.964  26.358  1.00  0.00           C 
ATOM    156  CG1 ILE    19      65.563  40.613  27.067  1.00  0.00           C 
ATOM    157  CD1 ILE    19      65.593  39.327  27.854  1.00  0.00           C 
ATOM    158  C   ILE    19      63.721  38.679  24.817  1.00  0.00           C 
ATOM    159  O   ILE    19      62.638  38.775  24.247  1.00  0.00           O 
ATOM    160  N   LYS    20      64.275  37.487  25.187  1.00  0.00           N 
ATOM    161  CA  LYS    20      63.587  36.271  25.076  1.00  0.00           C 
ATOM    162  CB  LYS    20      64.380  35.095  24.476  1.00  0.00           C 
ATOM    163  CG  LYS    20      64.739  35.327  23.016  1.00  0.00           C 
ATOM    164  CD  LYS    20      65.253  34.089  22.286  1.00  0.00           C 
ATOM    165  CE  LYS    20      65.355  34.469  20.812  1.00  0.00           C 
ATOM    166  NZ  LYS    20      64.026  34.537  20.104  1.00  0.00           N 
ATOM    167  C   LYS    20      63.554  36.107  26.489  1.00  0.00           C 
ATOM    168  O   LYS    20      64.495  36.669  27.074  1.00  0.00           O 
ATOM    169  N   SER    21      62.531  35.479  27.001  1.00  1.07           N 
ATOM    170  CA  SER    21      62.580  35.457  28.372  1.00  1.07           C 
ATOM    171  CB  SER    21      62.027  36.771  28.916  1.00  1.07           C 
ATOM    172  OG  SER    21      61.200  37.364  27.904  1.00  1.07           O 
ATOM    173  C   SER    21      61.730  34.379  28.802  1.00  1.07           C 
ATOM    174  O   SER    21      60.838  33.899  28.093  1.00  1.07           O 
ATOM    175  N   SER    22      62.015  33.851  29.990  1.00  8.36           N 
ATOM    176  CA  SER    22      61.036  32.991  30.509  1.00  8.36           C 
ATOM    177  CB  SER    22      61.371  31.835  31.483  1.00  8.36           C 
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ATOM    178  OG  SER    22      62.694  31.234  31.396  1.00  8.36           O 
ATOM    179  C   SER    22      59.665  33.701  30.645  1.00  8.36           C 
ATOM    180  O   SER    22      59.570  34.916  30.442  1.00  8.36           O 
ATOM    181  N   PHE    23      58.600  32.891  30.931  1.00103.73           N 
ATOM    182  CA  PHE    23      57.220  33.343  31.167  1.00103.73           C 
ATOM    183  CB  PHE    23      56.065  32.362  31.207  1.00103.73           C 
ATOM    184  CG  PHE    23      54.753  33.150  31.386  1.00103.73           C 
ATOM    185  CD1 PHE    23      53.983  33.772  30.377  1.00103.73           C 
ATOM    186  CD2 PHE    23      54.255  33.233  32.687  1.00103.73           C 
ATOM    187  CE1 PHE    23      52.844  34.423  30.759  1.00103.73           C 
ATOM    188  CE2 PHE    23      53.115  33.884  33.046  1.00103.73           C 
ATOM    189  CZ  PHE    23      52.431  34.480  32.047  1.00103.73           C 
ATOM    190  C   PHE    23      57.177  34.088  32.492  1.00103.73           C 
ATOM    191  O   PHE    23      56.685  35.209  32.624  1.00103.73           O 
ATOM    192  N   ALA    24      57.871  33.575  33.548  1.00 63.27           N 
ATOM    193  CA  ALA    24      57.953  34.417  34.667  1.00 63.27           C 
ATOM    194  CB  ALA    24      57.427  33.997  36.042  1.00 63.27           C 
ATOM    195  C   ALA    24      58.825  35.619  34.401  1.00 63.27           C 
ATOM    196  O   ALA    24      58.594  36.743  34.818  1.00 63.27           O 
ATOM    197  N   GLU    25      59.912  35.433  33.679  1.00171.50           N 
ATOM    198  CA  GLU    25      60.747  36.578  33.422  1.00171.50           C 
ATOM    199  CB  GLU    25      62.267  36.263  33.243  1.00171.50           C 
ATOM    200  CG  GLU    25      63.057  35.553  34.420  1.00171.50           C 
ATOM    201  CD  GLU    25      63.525  36.691  35.322  1.00171.50           C 
ATOM    202  OE1 GLU    25      63.397  37.761  34.658  1.00171.50           O 
ATOM    203  OE2 GLU    25      63.999  36.583  36.478  1.00171.50           O 
ATOM    204  C   GLU    25      60.048  37.670  32.640  1.00171.50           C 
ATOM    205  O   GLU    25      60.118  38.852  32.994  1.00171.50           O 
ATOM    206  N   ALA    26      59.257  37.312  31.586  1.00852.16           N 
ATOM    207  CA  ALA    26      58.502  38.221  30.790  1.00852.16           C 
ATOM    208  CB  ALA    26      57.704  37.496  29.752  1.00852.16           C 
ATOM    209  C   ALA    26      57.484  38.921  31.636  1.00852.16           C 
ATOM    210  O   ALA    26      57.174  40.093  31.378  1.00852.16           O 
ATOM    211  N   ALA    27      56.822  38.165  32.544  1.00999.99           N 
ATOM    212  CA  ALA    27      55.786  38.856  33.301  1.00999.99           C 
ATOM    213  CB  ALA    27      55.018  37.996  34.295  1.00999.99           C 
ATOM    214  C   ALA    27      56.388  39.904  34.143  1.00999.99           C 
ATOM    215  O   ALA    27      55.811  40.991  34.274  1.00999.99           O 
ATOM    216  N   GLY    28      57.510  39.619  34.805  1.00665.08           N 
ATOM    217  CA  GLY    28      58.143  40.580  35.641  1.00665.08           C 
ATOM    218  C   GLY    28      58.561  41.791  34.858  1.00665.08           C 
ATOM    219  O   GLY    28      58.286  42.910  35.342  1.00665.08           O 
ATOM    220  N   TYR    29      59.182  41.656  33.664  1.00999.99           N 
ATOM    221  CA  TYR    29      59.553  42.838  32.915  1.00999.99           C 
ATOM    222  CB  TYR    29      60.194  42.581  31.541  1.00999.99           C 
ATOM    223  CG  TYR    29      60.562  43.741  30.605  1.00999.99           C 
ATOM    224  CD1 TYR    29      61.812  44.307  30.660  1.00999.99           C 
ATOM    225  CD2 TYR    29      59.717  44.257  29.620  1.00999.99           C 
ATOM    226  CE1 TYR    29      62.143  45.294  29.762  1.00999.99           C 
ATOM    227  CE2 TYR    29      60.046  45.248  28.708  1.00999.99           C 
ATOM    228  CZ  TYR    29      61.316  45.794  28.773  1.00999.99           C 
ATOM    229  OH  TYR    29      61.863  46.799  27.901  1.00999.99           O 
ATOM    230  C   TYR    29      58.352  43.638  32.561  1.00999.99           C 
ATOM    231  O   TYR    29      58.401  44.886  32.580  1.00999.99           O 
ATOM    232  N   CYX    30      57.219  43.003  32.129  1.00999.99           N 
ATOM    233  CA  CYX    30      56.083  43.751  31.700  1.00999.99           C 
ATOM    234  CB  CYX    30      54.794  42.917  31.417  1.00999.99           C 
ATOM    235  SG  CYX    30      54.841  42.127  29.816  1.00999.99           S 
ATOM    236  C   CYX    30      55.641  44.580  32.765  1.00999.99           C 
ATOM    237  O   CYX    30      55.295  45.711  32.437  1.00999.99           O 
ATOM    238  N   ARG    31      55.535  44.069  34.013  1.00999.99           N 
ATOM    239  CA  ARG    31      55.003  44.800  35.128  1.00999.99           C 
ATOM    240  CB  ARG    31      54.667  43.928  36.341  1.00999.99           C 
ATOM    241  CG  ARG    31      53.443  43.013  36.147  1.00999.99           C 
ATOM    242  CD  ARG    31      52.073  43.683  35.862  1.00999.99           C 
ATOM    243  NE  ARG    31      51.724  44.654  36.948  1.00999.99           N 
ATOM    244  CZ  ARG    31      50.435  44.799  37.381  1.00999.99           C 
ATOM    245  NH1 ARG    31      49.472  43.916  36.988  1.00999.99           N 
ATOM    246  NH2 ARG    31      50.109  45.829  38.219  1.00999.99           N 
ATOM    247  C   ARG    31      55.913  45.927  35.538  1.00999.99           C 
ATOM    248  O   ARG    31      55.449  46.960  36.000  1.00999.99           O 
ATOM    249  N   TYR    32      57.234  45.806  35.374  1.00999.99           N 
ATOM    250  CA  TYR    32      58.160  46.899  35.655  1.00999.99           C 
ATOM    251  CB  TYR    32      59.677  46.525  35.573  1.00999.99           C 
ATOM    252  CG  TYR    32      60.653  47.637  35.920  1.00999.99           C 
ATOM    253  CD1 TYR    32      60.807  48.122  37.203  1.00999.99           C 
ATOM    254  CD2 TYR    32      61.485  48.199  34.969  1.00999.99           C 
ATOM    255  CE1 TYR    32      61.716  49.117  37.487  1.00999.99           C 
ATOM    256  CE2 TYR    32      62.394  49.188  35.248  1.00999.99           C 
ATOM    257  CZ  TYR    32      62.535  49.679  36.532  1.00999.99           C 
ATOM    258  OH  TYR    32      63.449  50.703  36.933  1.00999.99           O 
ATOM    259  C   TYR    32      57.885  48.008  34.682  1.00999.99           C 
ATOM    260  O   TYR    32      58.010  49.190  35.043  1.00999.99           O 
ATOM    261  N   LEU    33      57.582  47.702  33.398  1.00999.99           N 
ATOM    262  CA  LEU    33      57.160  48.647  32.419  1.00999.99           C 
ATOM    263  CB  LEU    33      57.478  48.486  30.926  1.00999.99           C 
ATOM    264  CG  LEU    33      58.935  48.643  30.546  1.00999.99           C 
ATOM    265  CD1 LEU    33      59.004  48.826  29.041  1.00999.99           C 
ATOM    266  CD2 LEU    33      59.575  49.783  31.336  1.00999.99           C 
ATOM    267  C   LEU    33      55.830  49.274  32.695  1.00999.99           C 
ATOM    268  O   LEU    33      55.701  50.479  32.426  1.00999.99           O 
ATOM    269  N   GLU    34      54.910  48.477  33.212  1.00999.99           N 
ATOM    270  CA  GLU    34      53.581  48.808  33.575  1.00999.99           C 
ATOM    271  CB  GLU    34      53.354  49.857  34.675  1.00999.99           C 
ATOM    272  CG  GLU    34      51.962  49.889  35.348  1.00999.99           C 
ATOM    273  CD  GLU    34      51.212  48.617  35.815  1.00999.99           C 
ATOM    274  OE1 GLU    34      51.429  47.405  35.421  1.00999.99           O 
ATOM    275  OE2 GLU    34      50.138  49.043  36.337  1.00999.99           O 
ATOM    276  C   GLU    34      53.021  48.920  32.232  1.00999.99           C 
ATOM    277  O   GLU    34      52.358  49.871  31.744  1.00999.99           O 
ATOM    278  N   SER    35      53.065  47.669  31.791  1.00999.99           N 
ATOM    279  CA  SER    35      52.660  47.079  30.609  1.00999.99           C 
ATOM    280  CB  SER    35      53.949  46.950  29.768  1.00999.99           C 
ATOM    281  OG  SER    35      53.763  46.849  28.367  1.00999.99           O 
ATOM    282  C   SER    35      52.138  45.774  31.170  1.00999.99           C 
ATOM    283  O   SER    35      52.662  45.187  32.115  1.00999.99           O 
ATOM    284  N   HIE    36      50.984  45.306  30.718  1.00999.99           N 
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ATOM    285  CA  HIE    36      50.579  44.066  31.275  1.00999.99           C 
ATOM    286  ND1 HIE    36      47.859  46.149  32.101  1.00999.99           N 
ATOM    287  CG  HIE    36      48.515  44.984  32.438  1.00999.99           C 
ATOM    288  CB  HIE    36      49.054  43.973  31.455  1.00999.99           C 
ATOM    289  NE2 HIE    36      47.965  46.109  34.323  1.00999.99           N 
ATOM    290  CD2 HIE    36      48.566  44.978  33.798  1.00999.99           C 
ATOM    291  CE1 HIE    36      47.554  46.785  33.265  1.00999.99           C 
ATOM    292  C   HIE    36      51.013  43.121  30.229  1.00999.99           C 
ATOM    293  O   HIE    36      51.443  43.593  29.183  1.00999.99           O 
ATOM    294  N   LEU    37      51.020  41.789  30.441  1.00999.99           N 
ATOM    295  CA  LEU    37      51.299  41.065  29.239  1.00999.99           C 
ATOM    296  CB  LEU    37      51.591  39.528  29.220  1.00999.99           C 
ATOM    297  CG  LEU    37      53.051  39.074  29.448  1.00999.99           C 
ATOM    298  CD1 LEU    37      53.407  39.138  30.917  1.00999.99           C 
ATOM    299  CD2 LEU    37      53.394  37.700  28.868  1.00999.99           C 
ATOM    300  C   LEU    37      50.054  41.179  28.524  1.00999.99           C 
ATOM    301  O   LEU    37      48.976  41.273  29.104  1.00999.99           O 
ATOM    302  N   ALA    38      50.258  41.336  27.243  1.00999.99           N 
ATOM    303  CA  ALA    38      49.227  41.388  26.242  1.00999.99           C 
ATOM    304  CB  ALA    38      49.455  41.437  24.762  1.00999.99           C 
ATOM    305  C   ALA    38      48.062  40.580  26.388  1.00999.99           C 
ATOM    306  O   ALA    38      48.214  39.385  26.679  1.00999.99           O 
ATOM    307  N   ILE    39      46.909  41.180  26.268  1.00999.99           N 
ATOM    308  CA  ILE    39      45.663  40.527  26.376  1.00999.99           C 
ATOM    309  CB  ILE    39      44.638  40.586  27.523  1.00999.99           C 
ATOM    310  CG2 ILE    39      43.397  41.441  27.573  1.00999.99           C 
ATOM    311  CG1 ILE    39      44.876  39.748  28.715  1.00999.99           C 
ATOM    312  CD1 ILE    39      46.031  40.397  29.397  1.00999.99           C 
ATOM    313  C   ILE    39      45.267  40.727  25.029  1.00999.99           C 
ATOM    314  O   ILE    39      45.386  41.915  24.756  1.00999.99           O 
ATOM    315  N   ILE    40      44.905  39.702  24.277  1.00450.39           N 
ATOM    316  CA  ILE    40      44.612  39.821  22.932  1.00450.39           C 
ATOM    317  CB  ILE    40      45.295  38.757  22.002  1.00450.39           C 
ATOM    318  CG2 ILE    40      44.584  38.995  20.682  1.00450.39           C 
ATOM    319  CG1 ILE    40      46.827  38.923  21.628  1.00450.39           C 
ATOM    320  CD1 ILE    40      47.882  39.121  22.691  1.00450.39           C 
ATOM    321  C   ILE    40      43.131  39.751  22.989  1.00450.39           C 
ATOM    322  O   ILE    40      42.529  38.677  22.995  1.00450.39           O 
ATOM    323  N   SER    41      42.442  40.899  23.140  1.00817.07           N 
ATOM    324  CA  SER    41      41.037  40.834  23.352  1.00817.07           C 
ATOM    325  CB  SER    41      40.447  42.126  23.985  1.00817.07           C 
ATOM    326  OG  SER    41      39.042  42.062  24.235  1.00817.07           O 
ATOM    327  C   SER    41      40.455  40.515  22.052  1.00817.07           C 
ATOM    328  O   SER    41      39.469  39.748  22.038  1.00817.07           O 
ATOM    329  N   ASN    42      41.133  41.074  20.979  1.00 13.82           N 
ATOM    330  CA  ASN    42      40.605  40.996  19.639  1.00 13.82           C 
ATOM    331  CB  ASN    42      39.455  41.940  19.126  1.00 13.82           C 
ATOM    332  CG  ASN    42      38.104  41.299  19.448  1.00 13.82           C 
ATOM    333  OD1 ASN    42      37.697  40.189  19.095  1.00 13.82           O 
ATOM    334  ND2 ASN    42      37.281  41.930  20.312  1.00 13.82           N 
ATOM    335  C   ASN    42      41.396  40.315  18.536  1.00 13.82           C 
ATOM    336  O   ASN    42      42.523  39.798  18.594  1.00 13.82           O 
ATOM    337  N   LYS    43      40.591  40.123  17.504  1.00  0.00           N 
ATOM    338  CA  LYS    43      40.888  39.546  16.281  1.00  0.00           C 
ATOM    339  CB  LYS    43      39.666  39.219  15.453  1.00  0.00           C 
ATOM    340  CG  LYS    43      38.531  38.964  16.402  1.00  0.00           C 
ATOM    341  CD  LYS    43      37.510  38.059  15.802  1.00  0.00           C 
ATOM    342  CE  LYS    43      37.917  36.657  16.276  1.00  0.00           C 
ATOM    343  NZ  LYS    43      37.230  35.534  15.610  1.00  0.00           N 
ATOM    344  C   LYS    43      41.783  40.542  15.624  1.00  0.00           C 
ATOM    345  O   LYS    43      42.651  40.285  14.802  1.00  0.00           O 
ATOM    346  N   ASP    44      41.473  41.825  15.828  1.00  0.00           N 
ATOM    347  CA  ASP    44      42.165  42.971  15.147  1.00  0.00           C 
ATOM    348  CB  ASP    44      41.313  44.199  14.791  1.00  0.00           C 
ATOM    349  CG  ASP    44      41.065  45.062  15.990  1.00  0.00           C 
ATOM    350  OD1 ASP    44      41.050  44.470  17.076  1.00  0.00           O 
ATOM    351  OD2 ASP    44      40.894  46.309  15.835  1.00  0.00           O 
ATOM    352  C   ASP    44      43.583  43.339  15.785  1.00  0.00           C 
ATOM    353  O   ASP    44      44.521  43.939  15.204  1.00  0.00           O 
ATOM    354  N   GLU    45      43.572  42.964  17.079  1.00  0.33           N 
ATOM    355  CA  GLU    45      44.622  42.983  18.009  1.00  0.33           C 
ATOM    356  CB  GLU    45      44.413  42.761  19.464  1.00  0.33           C 
ATOM    357  CG  GLU    45      45.811  42.586  20.082  1.00  0.33           C 
ATOM    358  CD  GLU    45      45.404  42.619  21.427  1.00  0.33           C 
ATOM    359  OE1 GLU    45      44.172  42.844  21.508  1.00  0.33           O 
ATOM    360  OE2 GLU    45      46.203  42.813  22.337  1.00  0.33           O 
ATOM    361  C   GLU    45      45.405  41.854  17.639  1.00  0.33           C 
ATOM    362  O   GLU    45      46.617  42.002  17.507  1.00  0.33           O 
ATOM    363  N   ASP    46      44.766  40.714  17.284  1.00  0.00           N 
ATOM    364  CA  ASP    46      45.594  39.573  17.073  1.00  0.00           C 
ATOM    365  CB  ASP    46      44.901  38.160  17.090  1.00  0.00           C 
ATOM    366  CG  ASP    46      44.533  37.365  15.815  1.00  0.00           C 
ATOM    367  OD1 ASP    46      45.468  37.390  14.939  1.00  0.00           O 
ATOM    368  OD2 ASP    46      43.362  36.789  15.637  1.00  0.00           O 
ATOM    369  C   ASP    46      46.250  39.869  15.841  1.00  0.00           C 
ATOM    370  O   ASP    46      47.439  39.604  15.752  1.00  0.00           O 
ATOM    371  N   SER    47      45.596  40.490  14.816  1.00  0.00           N 
ATOM    372  CA  SER    47      46.280  40.689  13.550  1.00  0.00           C 
ATOM    373  CB  SER    47      45.517  41.347  12.354  1.00  0.00           C 
ATOM    374  OG  SER    47      46.416  41.774  11.289  1.00  0.00           O 
ATOM    375  C   SER    47      47.382  41.633  13.787  1.00  0.00           C 
ATOM    376  O   SER    47      48.415  41.370  13.138  1.00  0.00           O 
ATOM    377  N   PHE    48      47.235  42.647  14.695  1.00  0.00           N 
ATOM    378  CA  PHE    48      48.331  43.563  14.691  1.00  0.00           C 
ATOM    379  CB  PHE    48      48.081  44.737  15.621  1.00  0.00           C 
ATOM    380  CG  PHE    48      49.228  45.559  15.993  1.00  0.00           C 
ATOM    381  CD1 PHE    48      49.673  46.559  15.160  1.00  0.00           C 
ATOM    382  CD2 PHE    48      49.786  45.358  17.234  1.00  0.00           C 
ATOM    383  CE1 PHE    48      50.726  47.333  15.550  1.00  0.00           C 
ATOM    384  CE2 PHE    48      50.822  46.144  17.596  1.00  0.00           C 
ATOM    385  CZ  PHE    48      51.305  47.106  16.762  1.00  0.00           C 
ATOM    386  C   PHE    48      49.514  42.838  15.171  1.00  0.00           C 
ATOM    387  O   PHE    48      50.600  42.987  14.618  1.00  0.00           O 
ATOM    388  N   ILE    49      49.335  41.941  16.168  1.00  0.00           N 
ATOM    389  CA  ILE    49      50.490  41.372  16.789  1.00  0.00           C 
ATOM    390  CB  ILE    49      50.303  40.656  18.097  1.00  0.00           C 
ATOM    391  CG2 ILE    49      48.954  40.053  18.493  1.00  0.00           C 
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ATOM    392  CG1 ILE    49      51.499  40.229  18.858  1.00  0.00           C 
ATOM    393  CD1 ILE    49      50.858  39.868  20.181  1.00  0.00           C 
ATOM    394  C   ILE    49      51.158  40.465  15.829  1.00  0.00           C 
ATOM    395  O   ILE    49      52.397  40.435  15.883  1.00  0.00           O 
ATOM    396  N   ARG    50      50.347  39.708  15.029  1.00  0.00           N 
ATOM    397  CA  ARG    50      51.129  38.862  14.139  1.00  0.00           C 
ATOM    398  CB  ARG    50      50.281  38.339  12.973  1.00  0.00           C 
ATOM    399  CG  ARG    50      51.069  37.679  11.863  1.00  0.00           C 
ATOM    400  CD  ARG    50      50.175  37.118  10.809  1.00  0.00           C 
ATOM    401  NE  ARG    50      50.940  35.919  10.344  1.00  0.00           N 
ATOM    402  CZ  ARG    50      50.409  34.825   9.710  1.00  0.00           C 
ATOM    403  NH1 ARG    50      49.207  35.035   9.063  1.00  0.00           N 
ATOM    404  NH2 ARG    50      51.201  33.663   9.815  1.00  0.00           N 
ATOM    405  C   ARG    50      52.120  39.616  13.340  1.00  0.00           C 
ATOM    406  O   ARG    50      53.319  39.296  13.233  1.00  0.00           O 
ATOM    407  N   GLY    51      51.541  40.677  12.771  1.00  0.00           N 
ATOM    408  CA  GLY    51      52.137  41.439  11.740  1.00  0.00           C 
ATOM    409  C   GLY    51      53.285  42.125  12.327  1.00  0.00           C 
ATOM    410  O   GLY    51      54.376  42.030  11.737  1.00  0.00           O 
ATOM    411  N   TYR    52      53.195  42.776  13.508  1.00  0.00           N 
ATOM    412  CA  TYR    52      54.342  43.549  13.898  1.00  0.00           C 
ATOM    413  CB  TYR    52      54.135  44.754  14.878  1.00  0.00           C 
ATOM    414  CG  TYR    52      53.725  46.094  14.251  1.00  0.00           C 
ATOM    415  CD1 TYR    52      52.602  46.217  13.477  1.00  0.00           C 
ATOM    416  CD2 TYR    52      54.443  47.281  14.377  1.00  0.00           C 
ATOM    417  CE1 TYR    52      52.189  47.416  12.934  1.00  0.00           C 
ATOM    418  CE2 TYR    52      54.023  48.501  13.834  1.00  0.00           C 
ATOM    419  CZ  TYR    52      52.861  48.589  13.101  1.00  0.00           C 
ATOM    420  OH  TYR    52      52.262  49.750  12.500  1.00  0.00           O 
ATOM    421  C   TYR    52      55.515  42.773  14.328  1.00  0.00           C 
ATOM    422  O   TYR    52      56.503  43.032  13.654  1.00  0.00           O 
ATOM    423  N   ALA    53      55.417  41.772  15.272  1.00  0.00           N 
ATOM    424  CA  ALA    53      56.422  40.959  15.909  1.00  0.00           C 
ATOM    425  CB  ALA    53      56.486  39.427  15.582  1.00  0.00           C 
ATOM    426  C   ALA    53      57.694  41.534  15.542  1.00  0.00           C 
ATOM    427  O   ALA    53      57.915  42.662  15.949  1.00  0.00           O 
ATOM    428  N   THR    54      58.620  40.624  15.130  1.00  0.00           N 
ATOM    429  CA  THR    54      59.763  41.108  14.409  1.00  0.00           C 
ATOM    430  CB  THR    54      60.901  40.548  15.208  1.00  0.00           C 
ATOM    431  OG1 THR    54      60.564  39.185  15.439  1.00  0.00           O 
ATOM    432  CG2 THR    54      60.955  41.306  16.579  1.00  0.00           C 
ATOM    433  C   THR    54      59.838  40.904  12.844  1.00  0.00           C 
ATOM    434  O   THR    54      60.003  41.851  12.027  1.00  0.00           O 
ATOM    435  N   ARG    55      59.710  39.606  12.482  1.00  0.00           N 
ATOM    436  CA  ARG    55      59.936  39.057  11.199  1.00  0.00           C 
ATOM    437  CB  ARG    55      61.341  38.695  10.719  1.00  0.00           C 
ATOM    438  CG  ARG    55      62.459  39.565  11.328  1.00  0.00           C 
ATOM    439  CD  ARG    55      63.811  39.055  10.879  1.00  0.00           C 
ATOM    440  NE  ARG    55      63.690  37.557  10.854  1.00  0.00           N 
ATOM    441  CZ  ARG    55      64.318  36.710  11.752  1.00  0.00           C 
ATOM    442  NH1 ARG    55      65.177  37.098  12.763  1.00  0.00           N 
ATOM    443  NH2 ARG    55      64.101  35.351  11.734  1.00  0.00           N 
ATOM    444  C   ARG    55      59.014  38.023  10.787  1.00  0.00           C 
ATOM    445  O   ARG    55      59.406  36.852  10.906  1.00  0.00           O 
ATOM    446  N   LEU    56      57.902  38.446  10.164  1.00  0.00           N 
ATOM    447  CA  LEU    56      56.801  37.565   9.810  1.00  0.00           C 
ATOM    448  CB  LEU    56      56.089  37.719   8.431  1.00  0.00           C 
ATOM    449  CG  LEU    56      54.844  36.862   8.086  1.00  0.00           C 
ATOM    450  CD1 LEU    56      55.193  35.385   7.880  1.00  0.00           C 
ATOM    451  CD2 LEU    56      53.693  36.982   9.103  1.00  0.00           C 
ATOM    452  C   LEU    56      56.404  36.537  10.861  1.00  0.00           C 
ATOM    453  O   LEU    56      56.712  35.321  10.666  1.00  0.00           O 
ATOM    454  N   GLY    57      55.778  37.095  11.932  1.00  0.00           N 
ATOM    455  CA  GLY    57      55.224  36.420  13.047  1.00  0.00           C 
ATOM    456  C   GLY    57      56.145  35.349  13.266  1.00  0.00           C 
ATOM    457  O   GLY    57      55.650  34.282  12.838  1.00  0.00           O 
ATOM    458  N   GLU    58      57.322  35.625  13.856  1.00  0.00           N 
ATOM    459  CA  GLU    58      58.503  34.867  13.834  1.00  0.00           C 
ATOM    460  CB  GLU    58      59.624  35.537  14.613  1.00  0.00           C 
ATOM    461  CG  GLU    58      60.977  35.158  14.137  1.00  0.00           C 
ATOM    462  CD  GLU    58      61.924  35.862  15.048  1.00  0.00           C 
ATOM    463  OE1 GLU    58      61.570  36.139  16.235  1.00  0.00           O 
ATOM    464  OE2 GLU    58      63.133  36.092  14.739  1.00  0.00           O 
ATOM    465  C   GLU    58      58.224  33.500  14.289  1.00  0.00           C 
ATOM    466  O   GLU    58      57.111  33.112  14.688  1.00  0.00           O 
ATOM    467  N   ALA    59      59.096  32.602  13.722  1.00  0.00           N 
ATOM    468  CA  ALA    59      58.817  31.227  14.029  1.00  0.00           C 
ATOM    469  CB  ALA    59      59.461  30.039  13.257  1.00  0.00           C 
ATOM    470  C   ALA    59      59.094  31.015  15.438  1.00  0.00           C 
ATOM    471  O   ALA    59      58.528  30.111  16.045  1.00  0.00           O 
ATOM    472  N   PHE    60      60.070  31.691  16.041  1.00  0.00           N 
ATOM    473  CA  PHE    60      60.233  31.684  17.436  1.00  0.00           C 
ATOM    474  CB  PHE    60      61.555  32.221  18.012  1.00  0.00           C 
ATOM    475  CG  PHE    60      62.603  31.252  17.594  1.00  0.00           C 
ATOM    476  CD1 PHE    60      62.817  30.138  18.376  1.00  0.00           C 
ATOM    477  CD2 PHE    60      63.336  31.451  16.434  1.00  0.00           C 
ATOM    478  CE1 PHE    60      63.782  29.237  17.965  1.00  0.00           C 
ATOM    479  CE2 PHE    60      64.305  30.551  16.032  1.00  0.00           C 
ATOM    480  CZ  PHE    60      64.530  29.428  16.809  1.00  0.00           C 
ATOM    481  C   PHE    60      59.240  32.646  17.842  1.00  0.00           C 
ATOM    482  O   PHE    60      59.426  33.843  17.639  1.00  0.00           O 
ATOM    483  N   ASN    61      58.450  32.140  18.736  1.00  0.00           N 
ATOM    484  CA  ASN    61      57.267  32.492  19.338  1.00  0.00           C 
ATOM    485  CB  ASN    61      56.244  31.438  19.653  1.00  0.00           C 
ATOM    486  CG  ASN    61      56.952  30.094  19.399  1.00  0.00           C 
ATOM    487  OD1 ASN    61      58.148  29.764  19.422  1.00  0.00           O 
ATOM    488  ND2 ASN    61      55.972  29.204  19.399  1.00  0.00           N 
ATOM    489  C   ASN    61      57.270  33.563  20.192  1.00  0.00           C 
ATOM    490  O   ASN    61      58.358  34.104  20.467  1.00  0.00           O 
ATOM    491  N   TYR    62      56.043  33.826  20.713  1.00  0.44           N 
ATOM    492  CA  TYR    62      55.843  34.946  21.661  1.00  0.44           C 
ATOM    493  CB  TYR    62      55.227  36.241  21.068  1.00  0.44           C 
ATOM    494  CG  TYR    62      56.226  36.601  20.033  1.00  0.44           C 
ATOM    495  CD1 TYR    62      56.233  35.962  18.821  1.00  0.44           C 
ATOM    496  CD2 TYR    62      57.140  37.597  20.240  1.00  0.44           C 
ATOM    497  CE1 TYR    62      57.168  36.127  17.891  1.00  0.44           C 
ATOM    498  CE2 TYR    62      58.105  37.779  19.292  1.00  0.44           C 
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ATOM    499  CZ  TYR    62      58.137  37.028  18.140  1.00  0.44           C 
ATOM    500  OH  TYR    62      59.190  37.275  17.264  1.00  0.44           O 
ATOM    501  C   TYR    62      54.850  34.480  22.671  1.00  0.44           C 
ATOM    502  O   TYR    62      53.964  33.728  22.222  1.00  0.44           O 
ATOM    503  N   TRP    63      54.973  34.924  23.988  1.00363.88           N 
ATOM    504  CA  TRP    63      54.221  34.677  25.244  1.00363.88           C 
ATOM    505  CB  TRP    63      55.080  35.093  26.522  1.00363.88           C 
ATOM    506  CG  TRP    63      56.276  34.299  27.040  1.00363.88           C 
ATOM    507  CD2 TRP    63      56.259  32.898  27.237  1.00363.88           C 
ATOM    508  CD1 TRP    63      57.529  34.692  27.432  1.00363.88           C 
ATOM    509  NE1 TRP    63      58.240  33.636  27.961  1.00363.88           N 
ATOM    510  CE2 TRP    63      57.472  32.532  27.784  1.00363.88           C 
ATOM    511  CE3 TRP    63      55.309  31.993  26.988  1.00363.88           C 
ATOM    512  CZ2 TRP    63      57.738  31.253  28.046  1.00363.88           C 
ATOM    513  CZ3 TRP    63      55.545  30.661  27.245  1.00363.88           C 
ATOM    514  CH2 TRP    63      56.777  30.313  27.764  1.00363.88           C 
ATOM    515  C   TRP    63      52.966  35.577  25.325  1.00363.88           C 
ATOM    516  O   TRP    63      53.124  36.734  24.909  1.00363.88           O 
ATOM    517  N   LEU    64      51.795  35.123  25.905  1.00282.56           N 
ATOM    518  CA  LEU    64      50.560  35.782  26.090  1.00282.56           C 
ATOM    519  CB  LEU    64      49.122  35.490  25.695  1.00282.56           C 
ATOM    520  CG  LEU    64      48.835  35.136  24.276  1.00282.56           C 
ATOM    521  CD1 LEU    64      49.403  33.829  23.835  1.00282.56           C 
ATOM    522  CD2 LEU    64      47.653  35.857  23.663  1.00282.56           C 
ATOM    523  C   LEU    64      50.359  35.793  27.518  1.00282.56           C 
ATOM    524  O   LEU    64      50.966  35.031  28.212  1.00282.56           O 
ATOM    525  N   GLY    65      49.514  36.644  28.071  1.00999.99           N 
ATOM    526  CA  GLY    65      49.237  36.894  29.451  1.00999.99           C 
ATOM    527  C   GLY    65      48.514  35.818  30.150  1.00999.99           C 
ATOM    528  O   GLY    65      48.046  35.970  31.270  1.00999.99           O 
ATOM    529  N   ALA    66      48.062  34.772  29.459  1.00821.97           N 
ATOM    530  CA  ALA    66      47.304  33.855  30.224  1.00821.97           C 
ATOM    531  CB  ALA    66      45.876  33.257  30.074  1.00821.97           C 
ATOM    532  C   ALA    66      48.190  32.752  30.506  1.00821.97           C 
ATOM    533  O   ALA    66      48.985  32.389  29.627  1.00821.97           O 
ATOM    534  N   SER    67      47.983  32.177  31.688  1.00922.65           N 
ATOM    535  CA  SER    67      48.629  31.141  32.327  1.00922.65           C 
ATOM    536  CB  SER    67      50.081  31.246  32.712  1.00922.65           C 
ATOM    537  OG  SER    67      50.650  31.634  31.496  1.00922.65           O 
ATOM    538  C   SER    67      47.709  30.343  33.153  1.00922.65           C 
ATOM    539  O   SER    67      46.566  30.660  33.192  1.00922.65           O 
ATOM    540  N   ASP    68      48.222  29.461  33.943  1.00915.22           N 
ATOM    541  CA  ASP    68      47.588  28.582  34.804  1.00915.22           C 
ATOM    542  CB  ASP    68      48.744  27.958  35.567  1.00915.22           C 
ATOM    543  CG  ASP    68      48.541  26.584  35.854  1.00915.22           C 
ATOM    544  OD1 ASP    68      49.147  25.867  35.071  1.00915.22           O 
ATOM    545  OD2 ASP    68      48.418  26.052  36.940  1.00915.22           O 
ATOM    546  C   ASP    68      46.915  29.335  35.755  1.00915.22           C 
ATOM    547  O   ASP    68      45.767  29.131  36.018  1.00915.22           O 
ATOM    548  N   LEU    69      47.636  30.352  36.320  1.00999.99           N 
ATOM    549  CA  LEU    69      47.283  31.368  37.307  1.00999.99           C 
ATOM    550  CB  LEU    69      46.203  32.390  36.799  1.00999.99           C 
ATOM    551  CG  LEU    69      46.050  33.807  37.451  1.00999.99           C 
ATOM    552  CD1 LEU    69      45.174  33.872  38.720  1.00999.99           C 
ATOM    553  CD2 LEU    69      47.424  34.466  37.664  1.00999.99           C 
ATOM    554  C   LEU    69      46.904  30.632  38.551  1.00999.99           C 
ATOM    555  O   LEU    69      45.932  30.961  39.221  1.00999.99           O 
ATOM    556  N   ASN    70      47.683  29.580  38.893  1.00999.99           N 
ATOM    557  CA  ASN    70      47.515  28.742  40.054  1.00999.99           C 
ATOM    558  CB  ASN    70      47.721  29.426  41.417  1.00999.99           C 
ATOM    559  CG  ASN    70      49.221  29.430  41.705  1.00999.99           C 
ATOM    560  OD1 ASN    70      50.029  29.063  40.852  1.00999.99           O 
ATOM    561  ND2 ASN    70      49.606  29.837  42.946  1.00999.99           N 
ATOM    562  C   ASN    70      46.253  27.926  40.081  1.00999.99           C 
ATOM    563  O   ASN    70      46.208  26.967  40.850  1.00999.99           O 
ATOM    564  N   ILE    71      45.186  28.204  39.291  1.00692.39           N 
ATOM    565  CA  ILE    71      44.138  27.269  39.380  1.00692.39           C 
ATOM    566  CB  ILE    71      42.757  27.814  39.086  1.00692.39           C 
ATOM    567  CG2 ILE    71      41.745  26.737  39.425  1.00692.39           C 
ATOM    568  CG1 ILE    71      42.429  29.101  39.880  1.00692.39           C 
ATOM    569  CD1 ILE    71      42.670  30.316  39.004  1.00692.39           C 
ATOM    570  C   ILE    71      44.574  26.548  38.242  1.00692.39           C 
ATOM    571  O   ILE    71      44.521  27.077  37.120  1.00692.39           O 
ATOM    572  N   GLU    72      45.205  25.348  38.349  1.00999.99           N 
ATOM    573  CA  GLU    72      45.707  24.689  37.137  1.00999.99           C 
ATOM    574  CB  GLU    72      46.501  23.347  37.323  1.00999.99           C 
ATOM    575  CG  GLU    72      46.674  22.364  36.128  1.00999.99           C 
ATOM    576  CD  GLU    72      47.451  22.886  34.941  1.00999.99           C 
ATOM    577  OE1 GLU    72      48.718  22.889  35.043  1.00999.99           O 
ATOM    578  OE2 GLU    72      46.809  23.334  33.922  1.00999.99           O 
ATOM    579  C   GLU    72      44.483  24.376  36.478  1.00999.99           C 
ATOM    580  O   GLU    72      43.572  24.065  37.220  1.00999.99           O 
ATOM    581  N   GLY    73      44.409  24.367  35.122  1.00931.80           N 
ATOM    582  CA  GLY    73      43.165  24.179  34.594  1.00931.80           C 
ATOM    583  C   GLY    73      42.706  25.538  34.189  1.00931.80           C 
ATOM    584  O   GLY    73      42.057  25.452  33.176  1.00931.80           O 
ATOM    585  N   ARG    74      42.997  26.756  34.753  1.00999.99           N 
ATOM    586  CA  ARG    74      42.244  27.906  34.230  1.00999.99           C 
ATOM    587  CB  ARG    74      41.270  28.618  35.183  1.00999.99           C 
ATOM    588  CG  ARG    74      39.896  27.963  35.067  1.00999.99           C 
ATOM    589  CD  ARG    74      39.088  28.425  33.821  1.00999.99           C 
ATOM    590  NE  ARG    74      38.016  27.397  33.463  1.00999.99           N 
ATOM    591  CZ  ARG    74      37.132  27.313  32.342  1.00999.99           C 
ATOM    592  NH1 ARG    74      37.441  28.065  31.175  1.00999.99           N 
ATOM    593  NH2 ARG    74      36.091  26.370  32.417  1.00999.99           N 
ATOM    594  C   ARG    74      43.228  28.837  33.652  1.00999.99           C 
ATOM    595  O   ARG    74      44.406  28.646  33.935  1.00999.99           O 
ATOM    596  N   TRP    75      42.766  29.584  32.599  1.00947.34           N 
ATOM    597  CA  TRP    75      43.698  30.490  32.051  1.00947.34           C 
ATOM    598  CB  TRP    75      44.193  30.199  30.515  1.00947.34           C 
ATOM    599  CG  TRP    75      45.019  28.901  30.245  1.00947.34           C 
ATOM    600  CD2 TRP    75      44.503  27.563  30.329  1.00947.34           C 
ATOM    601  CD1 TRP    75      46.373  28.740  30.034  1.00947.34           C 
ATOM    602  NE1 TRP    75      46.721  27.395  29.986  1.00947.34           N 
ATOM    603  CE2 TRP    75      45.570  26.676  30.234  1.00947.34           C 
ATOM    604  CE3 TRP    75      43.249  27.115  30.519  1.00947.34           C 
ATOM    605  CZ2 TRP    75      45.358  25.336  30.435  1.00947.34           C 
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ATOM    606  CZ3 TRP    75      43.001  25.779  30.616  1.00947.34           C 
ATOM    607  CH2 TRP    75      44.068  24.892  30.612  1.00947.34           C 
ATOM    608  C   TRP    75      42.893  31.735  32.357  1.00947.34           C 
ATOM    609  O   TRP    75      41.685  31.743  32.088  1.00947.34           O 
ATOM    610  N   LEU    76      43.492  32.665  33.126  1.00999.99           N 
ATOM    611  CA  LEU    76      42.944  33.914  33.561  1.00999.99           C 
ATOM    612  CB  LEU    76      42.777  34.177  35.089  1.00999.99           C 
ATOM    613  CG  LEU    76      41.434  33.805  35.753  1.00999.99           C 
ATOM    614  CD1 LEU    76      41.443  34.361  37.198  1.00999.99           C 
ATOM    615  CD2 LEU    76      40.245  34.350  34.889  1.00999.99           C 
ATOM    616  C   LEU    76      44.087  34.679  33.189  1.00999.99           C 
ATOM    617  O   LEU    76      45.053  33.932  33.009  1.00999.99           O 
ATOM    618  N   TRP    77      44.075  36.006  33.199  1.00999.99           N 
ATOM    619  CA  TRP    77      45.131  36.794  32.653  1.00999.99           C 
ATOM    620  CB  TRP    77      44.783  37.983  31.678  1.00999.99           C 
ATOM    621  CG  TRP    77      43.913  37.279  30.692  1.00999.99           C 
ATOM    622  CD2 TRP    77      44.415  36.630  29.529  1.00999.99           C 
ATOM    623  CD1 TRP    77      42.590  36.972  30.774  1.00999.99           C 
ATOM    624  NE1 TRP    77      42.306  36.040  29.836  1.00999.99           N 
ATOM    625  CE2 TRP    77      43.391  35.851  29.007  1.00999.99           C 
ATOM    626  CE3 TRP    77      45.641  36.642  28.978  1.00999.99           C 
ATOM    627  CZ2 TRP    77      43.603  35.064  27.883  1.00999.99           C 
ATOM    628  CZ3 TRP    77      45.840  35.932  27.832  1.00999.99           C 
ATOM    629  CH2 TRP    77      44.860  35.155  27.303  1.00999.99           C 
ATOM    630  C   TRP    77      45.544  37.429  33.839  1.00999.99           C 
ATOM    631  O   TRP    77      44.682  37.670  34.731  1.00999.99           O 
ATOM    632  N   GLU    78      46.839  37.761  33.748  1.00999.99           N 
ATOM    633  CA  GLU    78      47.456  38.491  34.812  1.00999.99           C 
ATOM    634  CB  GLU    78      48.989  38.325  34.938  1.00999.99           C 
ATOM    635  CG  GLU    78      49.590  38.709  33.636  1.00999.99           C 
ATOM    636  CD  GLU    78      51.019  39.008  33.786  1.00999.99           C 
ATOM    637  OE1 GLU    78      51.395  40.024  34.442  1.00999.99           O 
ATOM    638  OE2 GLU    78      51.742  38.080  33.356  1.00999.99           O 
ATOM    639  C   GLU    78      46.852  39.841  35.161  1.00999.99           C 
ATOM    640  O   GLU    78      46.679  40.250  36.312  1.00999.99           O 
ATOM    641  N   GLY    79      46.561  40.586  34.063  1.00999.99           N 
ATOM    642  CA  GLY    79      46.082  41.945  33.868  1.00999.99           C 
ATOM    643  C   GLY    79      44.653  42.122  34.313  1.00999.99           C 
ATOM    644  O   GLY    79      44.008  43.172  34.130  1.00999.99           O 
ATOM    645  N   GLN    80      44.076  40.942  34.632  1.00999.99           N 
ATOM    646  CA  GLN    80      42.745  40.556  34.944  1.00999.99           C 
ATOM    647  CB  GLN    80      42.396  40.441  36.438  1.00999.99           C 
ATOM    648  CG  GLN    80      43.060  39.204  37.056  1.00999.99           C 
ATOM    649  CD  GLN    80      42.416  38.918  38.402  1.00999.99           C 
ATOM    650  OE1 GLN    80      41.475  39.607  38.792  1.00999.99           O 
ATOM    651  NE2 GLN    80      42.920  37.882  39.126  1.00999.99           N 
ATOM    652  C   GLN    80      41.763  41.341  34.200  1.00999.99           C 
ATOM    653  O   GLN    80      40.972  42.038  34.834  1.00999.99           O 
ATOM    654  N   ARG    81      41.817  41.305  32.834  1.00999.99           N 
ATOM    655  CA  ARG    81      40.630  41.868  32.304  1.00999.99           C 
ATOM    656  CB  ARG    81      40.851  42.262  30.830  1.00999.99           C 
ATOM    657  CG  ARG    81      41.926  43.432  30.799  1.00999.99           C 
ATOM    658  CD  ARG    81      42.009  44.195  29.420  1.00999.99           C 
ATOM    659  NE  ARG    81      43.266  45.052  29.094  1.00999.99           N 
ATOM    660  CZ  ARG    81      43.511  45.388  27.748  1.00999.99           C 
ATOM    661  NH1 ARG    81      42.786  44.837  26.644  1.00999.99           N 
ATOM    662  NH2 ARG    81      44.605  46.209  27.494  1.00999.99           N 
ATOM    663  C   ARG    81      39.498  40.904  32.610  1.00999.99           C 
ATOM    664  O   ARG    81      38.562  41.337  33.287  1.00999.99           O 
ATOM    665  N   ARG    82      39.592  39.585  32.238  1.00999.99           N 
ATOM    666  CA  ARG    82      38.714  38.492  32.455  1.00999.99           C 
ATOM    667  CB  ARG    82      37.224  38.704  32.712  1.00999.99           C 
ATOM    668  CG  ARG    82      36.748  37.658  33.708  1.00999.99           C 
ATOM    669  CD  ARG    82      35.412  38.085  34.315  1.00999.99           C 
ATOM    670  NE  ARG    82      34.414  38.395  33.228  1.00999.99           N 
ATOM    671  CZ  ARG    82      33.204  37.670  33.105  1.00999.99           C 
ATOM    672  NH1 ARG    82      33.107  36.457  33.815  1.00999.99           N 
ATOM    673  NH2 ARG    82      32.169  38.254  32.363  1.00999.99           N 
ATOM    674  C   ARG    82      38.806  37.756  31.176  1.00999.99           C 
ATOM    675  O   ARG    82      39.119  38.318  30.117  1.00999.99           O 
ATOM    676  N   MET    83      38.537  36.459  31.262  1.00646.28           N 
ATOM    677  CA  MET    83      38.534  35.614  30.157  1.00646.28           C 
ATOM    678  CB  MET    83      38.145  34.172  30.556  1.00646.28           C 
ATOM    679  CG  MET    83      38.501  33.138  29.491  1.00646.28           C 
ATOM    680  SD  MET    83      40.302  32.916  29.326  1.00646.28           S 
ATOM    681  CE  MET    83      40.370  31.155  28.874  1.00646.28           C 
ATOM    682  C   MET    83      37.477  36.206  29.377  1.00646.28           C 
ATOM    683  O   MET    83      36.493  36.708  29.926  1.00646.28           O 
ATOM    684  N   ASN    84      37.616  36.200  28.047  1.00999.99           N 
ATOM    685  CA  ASN    84      36.591  36.678  27.158  1.00999.99           C 
ATOM    686  CB  ASN    84      36.633  38.201  26.854  1.00999.99           C 
ATOM    687  CG  ASN    84      35.831  38.986  27.889  1.00999.99           C 
ATOM    688  OD1 ASN    84      34.610  38.853  27.968  1.00999.99           O 
ATOM    689  ND2 ASN    84      36.521  39.835  28.698  1.00999.99           N 
ATOM    690  C   ASN    84      36.899  35.959  25.896  1.00999.99           C 
ATOM    691  O   ASN    84      36.227  35.013  25.491  1.00999.99           O 
ATOM    692  N   TYR    85      37.991  36.425  25.284  1.00280.80           N 
ATOM    693  CA  TYR    85      38.661  35.955  24.098  1.00280.80           C 
ATOM    694  CB  TYR    85      39.422  37.061  23.293  1.00280.80           C 
ATOM    695  CG  TYR    85      39.484  36.540  21.909  1.00280.80           C 
ATOM    696  CD1 TYR    85      38.327  36.345  21.210  1.00280.80           C 
ATOM    697  CD2 TYR    85      40.667  36.222  21.315  1.00280.80           C 
ATOM    698  CE1 TYR    85      38.343  35.812  19.971  1.00280.80           C 
ATOM    699  CE2 TYR    85      40.670  35.676  20.062  1.00280.80           C 
ATOM    700  CZ  TYR    85      39.493  35.453  19.376  1.00280.80           C 
ATOM    701  OH  TYR    85      39.396  34.877  18.090  1.00280.80           O 
ATOM    702  C   TYR    85      39.688  34.955  24.447  1.00280.80           C 
ATOM    703  O   TYR    85      40.201  34.824  25.563  1.00280.80           O 
ATOM    704  N   THR    86      39.828  33.921  23.535  1.00601.41           N 
ATOM    705  CA  THR    86      40.621  32.699  23.536  1.00601.41           C 
ATOM    706  CB  THR    86      40.268  31.674  24.641  1.00601.41           C 
ATOM    707  OG1 THR    86      40.178  32.172  25.953  1.00601.41           O 
ATOM    708  CG2 THR    86      40.470  30.164  24.442  1.00601.41           C 
ATOM    709  C   THR    86      40.923  32.189  22.103  1.00601.41           C 
ATOM    710  O   THR    86      39.939  32.440  21.380  1.00601.41           O 
ATOM    711  N   ASN    87      42.083  31.549  21.721  1.00335.09           N 
ATOM    712  CA  ASN    87      42.117  31.023  20.384  1.00335.09           C 
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ATOM    713  CB  ASN    87      42.481  32.267  19.412  1.00335.09           C 
ATOM    714  CG  ASN    87      42.879  31.869  18.004  1.00335.09           C 
ATOM    715  OD1 ASN    87      42.712  32.042  19.208  1.00335.09           O 
ATOM    716  ND2 ASN    87      42.280  32.462  16.922  1.00335.09           N 
ATOM    717  C   ASN    87      43.120  29.863  20.529  1.00335.09           C 
ATOM    718  O   ASN    87      44.311  30.050  20.257  1.00335.09           O 
ATOM    719  N   TRP    88      42.697  28.678  20.973  1.00716.70           N 
ATOM    720  CA  TRP    88      43.616  27.616  21.225  1.00716.70           C 
ATOM    721  CB  TRP    88      43.309  26.589  22.333  1.00716.70           C 
ATOM    722  CG  TRP    88      43.226  27.012  23.775  1.00716.70           C 
ATOM    723  CD2 TRP    88      44.326  27.010  24.669  1.00716.70           C 
ATOM    724  CD1 TRP    88      42.143  27.327  24.522  1.00716.70           C 
ATOM    725  NE1 TRP    88      42.503  27.581  25.842  1.00716.70           N 
ATOM    726  CE2 TRP    88      43.854  27.329  25.922  1.00716.70           C 
ATOM    727  CE3 TRP    88      45.624  26.782  24.449  1.00716.70           C 
ATOM    728  CZ2 TRP    88      44.695  27.407  26.940  1.00716.70           C 
ATOM    729  CZ3 TRP    88      46.500  26.821  25.500  1.00716.70           C 
ATOM    730  CH2 TRP    88      46.011  27.118  26.740  1.00716.70           C 
ATOM    731  C   TRP    88      43.516  26.686  20.089  1.00716.70           C 
ATOM    732  O   TRP    88      42.405  26.151  19.887  1.00716.70           O 
ATOM    733  N   SER    89      44.727  26.415  19.455  1.00284.98           N 
ATOM    734  CA  SER    89      44.924  25.321  18.563  1.00284.98           C 
ATOM    735  CB  SER    89      45.966  25.246  17.452  1.00284.98           C 
ATOM    736  OG  SER    89      45.465  25.684  16.200  1.00284.98           O 
ATOM    737  C   SER    89      44.542  24.100  19.157  1.00284.98           C 
ATOM    738  O   SER    89      45.261  23.795  20.092  1.00284.98           O 
ATOM    739  N   PRO    90      43.514  23.409  18.566  1.00999.99           N 
ATOM    740  CA  PRO    90      42.870  22.151  18.913  1.00999.99           C 
ATOM    741  CD  PRO    90      43.188  23.675  17.164  1.00999.99           C 
ATOM    742  CB  PRO    90      42.779  21.329  17.623  1.00999.99           C 
ATOM    743  CG  PRO    90      42.527  22.417  16.576  1.00999.99           C 
ATOM    744  C   PRO    90      42.966  21.324  20.160  1.00999.99           C 
ATOM    745  O   PRO    90      42.019  21.409  20.941  1.00999.99           O 
ATOM    746  N   GLY    91      44.035  20.516  20.433  1.00356.85           N 
ATOM    747  CA  GLY    91      43.964  19.656  21.562  1.00356.85           C 
ATOM    748  C   GLY    91      44.389  20.521  22.722  1.00356.85           C 
ATOM    749  O   GLY    91      44.758  20.046  23.802  1.00356.85           O 
ATOM    750  N   GLN    92      44.797  21.794  22.400  1.00660.44           N 
ATOM    751  CA  GLN    92      45.339  22.711  23.342  1.00660.44           C 
ATOM    752  CB  GLN    92      46.705  23.509  23.045  1.00660.44           C 
ATOM    753  CG  GLN    92      48.007  22.692  23.235  1.00660.44           C 
ATOM    754  CD  GLN    92      48.351  21.657  22.124  1.00660.44           C 
ATOM    755  OE1 GLN    92      49.486  21.314  21.704  1.00660.44           O 
ATOM    756  NE2 GLN    92      47.305  21.124  21.467  1.00660.44           N 
ATOM    757  C   GLN    92      44.195  23.335  24.206  1.00660.44           C 
ATOM    758  O   GLN    92      43.200  23.791  23.620  1.00660.44           O 
ATOM    759  N   PRO    93      44.361  23.454  25.556  1.00375.97           N 
ATOM    760  CA  PRO    93      45.518  23.141  26.356  1.00375.97           C 
ATOM    761  CD  PRO    93      43.205  23.778  26.398  1.00375.97           C 
ATOM    762  CB  PRO    93      45.111  23.591  27.806  1.00375.97           C 
ATOM    763  CG  PRO    93      43.595  23.435  27.839  1.00375.97           C 
ATOM    764  C   PRO    93      45.681  21.708  26.498  1.00375.97           C 
ATOM    765  O   PRO    93      44.678  21.020  26.733  1.00375.97           O 
ATOM    766  N   ASP    94      46.899  21.200  26.463  1.00347.36           N 
ATOM    767  CA  ASP    94      46.895  19.825  26.867  1.00347.36           C 
ATOM    768  CB  ASP    94      47.451  18.671  25.969  1.00347.36           C 
ATOM    769  CG  ASP    94      48.444  19.267  24.987  1.00347.36           C 
ATOM    770  OD1 ASP    94      49.343  20.177  25.282  1.00347.36           O 
ATOM    771  OD2 ASP    94      48.303  18.634  23.877  1.00347.36           O 
ATOM    772  C   ASP    94      47.282  19.814  28.200  1.00347.36           C 
ATOM    773  O   ASP    94      46.388  19.356  28.939  1.00347.36           O 
ATOM    774  N   ASN    95      48.297  20.579  28.611  1.00  0.00           N 
ATOM    775  CA  ASN    95      48.920  20.481  29.907  1.00  0.00           C 
ATOM    776  CB  ASN    95      48.049  19.867  30.926  1.00  0.00           C 
ATOM    777  CG  ASN    95      48.713  20.141  32.120  1.00  0.00           C 
ATOM    778  OD1 ASN    95      49.293  19.419  32.951  1.00  0.00           O 
ATOM    779  ND2 ASN    95      48.557  21.434  32.555  1.00  0.00           N 
ATOM    780  C   ASN    95      50.016  19.493  29.741  1.00  0.00           C 
ATOM    781  O   ASN    95      50.497  18.866  30.680  1.00  0.00           O 
ATOM    782  N   ALA    96      50.504  19.400  28.496  1.00  0.00           N 
ATOM    783  CA  ALA    96      51.450  18.378  28.200  1.00  0.00           C 
ATOM    784  CB  ALA    96      51.822  18.319  26.757  1.00  0.00           C 
ATOM    785  C   ALA    96      52.755  18.363  28.867  1.00  0.00           C 
ATOM    786  O   ALA    96      53.812  18.984  28.653  1.00  0.00           O 
ATOM    787  N   GLY    97      52.849  17.207  29.500  1.00  0.00           N 
ATOM    788  CA  GLY    97      53.960  16.776  30.257  1.00  0.00           C 
ATOM    789  C   GLY    97      53.656  17.270  31.610  1.00  0.00           C 
ATOM    790  O   GLY    97      52.528  17.127  32.094  1.00  0.00           O 
ATOM    791  N   GLY    98      54.779  17.671  32.251  1.00  0.00           N 
ATOM    792  CA  GLY    98      54.788  17.939  33.643  1.00  0.00           C 
ATOM    793  C   GLY    98      53.720  18.990  33.773  1.00  0.00           C 
ATOM    794  O   GLY    98      52.576  18.813  34.185  1.00  0.00           O 
ATOM    795  N   ILE    99      53.831  20.224  33.338  1.00  0.00           N 
ATOM    796  CA  ILE    99      52.703  21.013  33.259  1.00  0.00           C 
ATOM    797  CB  ILE    99      52.056  21.618  34.564  1.00  0.00           C 
ATOM    798  CG2 ILE    99      51.263  22.778  34.181  1.00  0.00           C 
ATOM    799  CG1 ILE    99      51.221  20.672  35.459  1.00  0.00           C 
ATOM    800  CD1 ILE    99      50.566  21.050  36.726  1.00  0.00           C 
ATOM    801  C   ILE    99      53.069  21.961  32.334  1.00  0.00           C 
ATOM    802  O   ILE    99      54.248  22.121  32.546  1.00  0.00           O 
ATOM    803  N   GLU   100      52.194  22.611  31.563  1.00  0.00           N 
ATOM    804  CA  GLU   100      52.720  23.636  30.776  1.00  0.00           C 
ATOM    805  CB  GLU   100      52.455  23.359  29.197  1.00  0.00           C 
ATOM    806  CG  GLU   100      52.091  21.958  28.793  1.00  0.00           C 
ATOM    807  CD  GLU   100      52.863  21.385  27.572  1.00  0.00           C 
ATOM    808  OE1 GLU   100      54.071  21.418  27.650  1.00  0.00           O 
ATOM    809  OE2 GLU   100      52.407  21.188  26.428  1.00  0.00           O 
ATOM    810  C   GLU   100      51.862  24.734  31.391  1.00  0.00           C 
ATOM    811  O   GLU   100      50.689  24.352  31.469  1.00  0.00           O 
ATOM    812  N   HIE   101      52.310  25.940  31.694  1.00554.51           N 
ATOM    813  CA  HIE   101      51.390  26.834  32.296  1.00554.51           C 
ATOM    814  ND1 HIE   101      51.833  25.659  34.790  1.00554.51           N 
ATOM    815  CG  HIE   101      52.571  26.764  34.505  1.00554.51           C 
ATOM    816  CB  HIE   101      51.971  27.653  33.491  1.00554.51           C 
ATOM    817  NE2 HIE   101      53.665  25.538  36.043  1.00554.51           N 
ATOM    818  CD2 HIE   101      53.729  26.699  35.253  1.00554.51           C 
ATOM    819  CE1 HIE   101      52.561  24.945  35.692  1.00554.51           C 
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ATOM    820  C   HIE   101      50.823  27.860  31.384  1.00554.51           C 
ATOM    821  O   HIE   101      49.844  28.244  31.999  1.00554.51           O 
ATOM    822  N   CYX   102      51.594  28.366  30.426  1.00113.08           N 
ATOM    823  CA  CYX   102      51.489  29.503  29.549  1.00113.08           C 
ATOM    824  CB  CYX   102      52.757  30.372  29.475  1.00113.08           C 
ATOM    825  SG  CYX   102      54.188  29.457  30.152  1.00113.08           S 
ATOM    826  C   CYX   102      50.897  29.198  28.235  1.00113.08           C 
ATOM    827  O   CYX   102      50.674  27.995  28.010  1.00113.08           O 
ATOM    828  N   LEU   103      50.435  30.283  27.555  1.00  3.62           N 
ATOM    829  CA  LEU   103      49.685  30.109  26.428  1.00  3.62           C 
ATOM    830  CB  LEU   103      48.655  31.125  26.064  1.00  3.62           C 
ATOM    831  CG  LEU   103      47.571  31.303  27.017  1.00  3.62           C 
ATOM    832  CD1 LEU   103      47.011  32.696  26.908  1.00  3.62           C 
ATOM    833  CD2 LEU   103      46.890  30.010  27.294  1.00  3.62           C 
ATOM    834  C   LEU   103      50.561  30.687  25.618  1.00  3.62           C 
ATOM    835  O   LEU   103      51.224  31.605  26.113  1.00  3.62           O 
ATOM    836  N   GLU   104      50.811  30.218  24.465  1.00  0.00           N 
ATOM    837  CA  GLU   104      51.582  31.195  23.801  1.00  0.00           C 
ATOM    838  CB  GLU   104      53.116  30.910  23.688  1.00  0.00           C 
ATOM    839  CG  GLU   104      53.772  29.715  23.185  1.00  0.00           C 
ATOM    840  CD  GLU   104      55.234  29.885  23.667  1.00  0.00           C 
ATOM    841  OE1 GLU   104      55.360  29.189  24.683  1.00  0.00           O 
ATOM    842  OE2 GLU   104      56.307  30.396  23.135  1.00  0.00           O 
ATOM    843  C   GLU   104      50.762  31.320  22.635  1.00  0.00           C 
ATOM    844  O   GLU   104      49.568  30.880  22.580  1.00  0.00           O 
ATOM    845  N   LEU   105      51.495  31.886  21.651  1.00  0.00           N 
ATOM    846  CA  LEU   105      50.982  31.816  20.328  1.00  0.00           C 
ATOM    847  CB  LEU   105      51.011  32.951  19.314  1.00  0.00           C 
ATOM    848  CG  LEU   105      50.302  34.209  19.849  1.00  0.00           C 
ATOM    849  CD1 LEU   105      48.838  33.929  20.229  1.00  0.00           C 
ATOM    850  CD2 LEU   105      51.097  34.875  20.979  1.00  0.00           C 
ATOM    851  C   LEU   105      51.983  30.995  19.767  1.00  0.00           C 
ATOM    852  O   LEU   105      53.079  30.992  20.373  1.00  0.00           O 
ATOM    853  N   ARG   106      51.564  30.190  18.780  1.00  5.80           N 
ATOM    854  CA  ARG   106      52.355  29.306  18.057  1.00  5.80           C 
ATOM    855  CB  ARG   106      52.274  27.773  18.092  1.00  5.80           C 
ATOM    856  CG  ARG   106      53.627  27.110  18.298  1.00  5.80           C 
ATOM    857  CD  ARG   106      53.624  25.692  17.758  1.00  5.80           C 
ATOM    858  NE  ARG   106      52.360  25.106  18.320  1.00  5.80           N 
ATOM    859  CZ  ARG   106      51.893  23.802  17.966  1.00  5.80           C 
ATOM    860  NH1 ARG   106      52.648  23.057  17.135  1.00  5.80           N 
ATOM    861  NH2 ARG   106      50.753  23.194  18.545  1.00  5.80           N 
ATOM    862  C   ARG   106      52.166  29.783  16.714  1.00  5.80           C 
ATOM    863  O   ARG   106      51.032  30.200  16.469  1.00  5.80           O 
ATOM    864  N   ARG   107      53.216  30.096  15.919  1.00  0.00           N 
ATOM    865  CA  ARG   107      53.033  30.278  14.482  1.00  0.00           C 
ATOM    866  CB  ARG   107      53.896  31.267  13.615  1.00  0.00           C 
ATOM    867  CG  ARG   107      53.770  31.329  12.081  1.00  0.00           C 
ATOM    868  CD  ARG   107      54.983  30.634  11.429  1.00  0.00           C 
ATOM    869  NE  ARG   107      54.819  30.016  10.041  1.00  0.00           N 
ATOM    870  CZ  ARG   107      55.640  28.931   9.749  1.00  0.00           C 
ATOM    871  NH1 ARG   107      56.711  28.840  10.642  1.00  0.00           N 
ATOM    872  NH2 ARG   107      55.708  28.341   8.480  1.00  0.00           N 
ATOM    873  C   ARG   107      52.559  29.062  13.759  1.00  0.00           C 
ATOM    874  O   ARG   107      51.763  29.175  12.822  1.00  0.00           O 
ATOM    875  N   ASP   108      53.235  27.971  14.003  1.00  0.00           N 
ATOM    876  CA  ASP   108      52.761  26.886  13.203  1.00  0.00           C 
ATOM    877  CB  ASP   108      53.570  25.668  13.004  1.00  0.00           C 
ATOM    878  CG  ASP   108      54.582  26.270  12.128  1.00  0.00           C 
ATOM    879  OD1 ASP   108      54.571  26.967  11.065  1.00  0.00           O 
ATOM    880  OD2 ASP   108      55.557  26.060  12.881  1.00  0.00           O 
ATOM    881  C   ASP   108      51.556  26.448  13.825  1.00  0.00           C 
ATOM    882  O   ASP   108      51.170  26.875  14.913  1.00  0.00           O 
ATOM    883  N   LEU   109      50.858  25.552  13.147  1.00275.48           N 
ATOM    884  CA  LEU   109      49.513  25.269  13.370  1.00275.48           C 
ATOM    885  CB  LEU   109      48.924  24.334  14.440  1.00275.48           C 
ATOM    886  CG  LEU   109      49.190  22.850  14.182  1.00275.48           C 
ATOM    887  CD1 LEU   109      48.987  21.949  15.377  1.00275.48           C 
ATOM    888  CD2 LEU   109      49.074  22.319  12.740  1.00275.48           C 
ATOM    889  C   LEU   109      48.825  26.460  12.980  1.00275.48           C 
ATOM    890  O   LEU   109      47.623  26.531  13.186  1.00275.48           O 
ATOM    891  N   GLY   110      49.456  27.528  12.441  1.00  0.00           N 
ATOM    892  CA  GLY   110      48.624  28.607  11.962  1.00  0.00           C 
ATOM    893  C   GLY   110      48.820  29.815  12.831  1.00  0.00           C 
ATOM    894  O   GLY   110      48.957  29.746  14.066  1.00  0.00           O 
ATOM    895  N   ASN   111      48.582  30.955  12.180  1.00  0.00           N 
ATOM    896  CA  ASN   111      48.911  32.182  12.719  1.00  0.00           C 
ATOM    897  CB  ASN   111      48.481  33.344  11.873  1.00  0.00           C 
ATOM    898  CG  ASN   111      48.738  34.577  12.698  1.00  0.00           C 
ATOM    899  OD1 ASN   111      49.931  34.639  13.048  1.00  0.00           O 
ATOM    900  ND2 ASN   111      47.710  35.416  13.043  1.00  0.00           N 
ATOM    901  C   ASN   111      48.029  32.394  13.794  1.00  0.00           C 
ATOM    902  O   ASN   111      46.849  32.486  13.479  1.00  0.00           O 
ATOM    903  N   TYR   112      48.728  32.479  14.962  1.00  0.00           N 
ATOM    904  CA  TYR   112      48.163  32.963  16.257  1.00  0.00           C 
ATOM    905  CB  TYR   112      47.458  34.440  16.196  1.00  0.00           C 
ATOM    906  CG  TYR   112      46.586  34.925  17.368  1.00  0.00           C 
ATOM    907  CD1 TYR   112      47.046  35.566  18.489  1.00  0.00           C 
ATOM    908  CD2 TYR   112      45.213  34.756  17.335  1.00  0.00           C 
ATOM    909  CE1 TYR   112      46.202  35.913  19.534  1.00  0.00           C 
ATOM    910  CE2 TYR   112      44.361  35.103  18.351  1.00  0.00           C 
ATOM    911  CZ  TYR   112      44.834  35.677  19.502  1.00  0.00           C 
ATOM    912  OH  TYR   112      43.996  36.034  20.630  1.00  0.00           O 
ATOM    913  C   TYR   112      47.269  31.953  16.974  1.00  0.00           C 
ATOM    914  O   TYR   112      46.361  32.305  17.718  1.00  0.00           O 
ATOM    915  N   LEU   113      47.624  30.703  16.907  1.00291.20           N 
ATOM    916  CA  LEU   113      46.829  29.827  17.667  1.00291.20           C 
ATOM    917  CB  LEU   113      45.959  28.765  17.011  1.00291.20           C 
ATOM    918  CG  LEU   113      45.246  29.226  15.699  1.00291.20           C 
ATOM    919  CD1 LEU   113      45.868  28.786  14.386  1.00291.20           C 
ATOM    920  CD2 LEU   113      43.752  29.541  15.729  1.00291.20           C 
ATOM    921  C   LEU   113      47.459  29.576  19.005  1.00291.20           C 
ATOM    922  O   LEU   113      48.694  29.560  19.048  1.00291.20           O 
ATOM    923  N   TRP   114      46.747  29.338  20.137  1.00412.85           N 
ATOM    924  CA  TRP   114      47.420  29.196  21.398  1.00412.85           C 
ATOM    925  CB  TRP   114      46.619  29.916  22.475  1.00412.85           C 
ATOM    926  CG  TRP   114      46.264  31.408  22.170  1.00412.85           C 
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ATOM    927  CD2 TRP   114      45.403  32.016  23.105  1.00412.85           C 
ATOM    928  CD1 TRP   114      46.423  32.348  21.143  1.00412.85           C 
ATOM    929  NE1 TRP   114      45.760  33.560  21.425  1.00412.85           N 
ATOM    930  CE2 TRP   114      45.124  33.308  22.636  1.00412.85           C 
ATOM    931  CE3 TRP   114      44.853  31.489  24.246  1.00412.85           C 
ATOM    932  CZ2 TRP   114      44.279  34.076  23.333  1.00412.85           C 
ATOM    933  CZ3 TRP   114      44.011  32.302  24.963  1.00412.85           C 
ATOM    934  CH2 TRP   114      43.723  33.589  24.506  1.00412.85           C 
ATOM    935  C   TRP   114      47.784  27.755  21.877  1.00412.85           C 
ATOM    936  O   TRP   114      47.243  26.636  21.601  1.00412.85           O 
ATOM    937  N   ASN   115      49.049  27.682  22.359  1.00133.39           N 
ATOM    938  CA  ASN   115      49.422  26.364  22.794  1.00133.39           C 
ATOM    939  CB  ASN   115      50.522  25.769  21.880  1.00133.39           C 
ATOM    940  CG  ASN   115      51.065  24.431  22.424  1.00133.39           C 
ATOM    941  OD1 ASN   115      50.625  23.415  21.910  1.00133.39           O 
ATOM    942  ND2 ASN   115      52.069  24.517  23.284  1.00133.39           N 
ATOM    943  C   ASN   115      49.743  26.679  24.158  1.00133.39           C 
ATOM    944  O   ASN   115      49.685  27.865  24.478  1.00133.39           O 
ATOM    945  N   ASP   116      50.059  25.715  25.074  1.00  0.00           N 
ATOM    946  CA  ASP   116      50.385  25.997  26.368  1.00  0.00           C 
ATOM    947  CB  ASP   116      49.854  25.093  27.519  1.00  0.00           C 
ATOM    948  CG  ASP   116      48.526  24.518  27.337  1.00  0.00           C 
ATOM    949  OD1 ASP   116      48.565  23.396  26.730  1.00  0.00           O 
ATOM    950  OD2 ASP   116      47.771  25.200  28.106  1.00  0.00           O 
ATOM    951  C   ASP   116      51.817  25.553  26.333  1.00  0.00           C 
ATOM    952  O   ASP   116      51.978  24.381  25.967  1.00  0.00           O 
ATOM    953  N   TYR   117      52.835  26.287  26.731  1.00  0.00           N 
ATOM    954  CA  TYR   117      54.196  25.803  26.755  1.00  0.00           C 
ATOM    955  CB  TYR   117      55.285  26.731  26.274  1.00  0.00           C 
ATOM    956  CG  TYR   117      55.297  26.338  24.883  1.00  0.00           C 
ATOM    957  CD1 TYR   117      54.236  26.714  24.115  1.00  0.00           C 
ATOM    958  CD2 TYR   117      56.354  25.597  24.401  1.00  0.00           C 
ATOM    959  CE1 TYR   117      54.219  26.408  22.832  1.00  0.00           C 
ATOM    960  CE2 TYR   117      56.323  25.246  23.100  1.00  0.00           C 
ATOM    961  CZ  TYR   117      55.250  25.679  22.365  1.00  0.00           C 
ATOM    962  OH  TYR   117      55.179  25.391  21.027  1.00  0.00           O 
ATOM    963  C   TYR   117      54.478  25.767  28.118  1.00  0.00           C 
ATOM    964  O   TYR   117      53.455  25.890  28.818  1.00  0.00           O 
ATOM    965  N   GLN   118      55.753  25.394  28.443  1.00  0.00           N 
ATOM    966  CA  GLN   118      56.438  25.319  29.729  1.00  0.00           C 
ATOM    967  CB  GLN   118      57.613  24.283  30.097  1.00  0.00           C 
ATOM    968  CG  GLN   118      57.523  22.786  30.549  1.00  0.00           C 
ATOM    969  CD  GLN   118      56.651  22.009  29.576  1.00  0.00           C 
ATOM    970  OE1 GLN   118      56.714  21.703  28.374  1.00  0.00           O 
ATOM    971  NE2 GLN   118      55.369  21.879  29.953  1.00  0.00           N 
ATOM    972  C   GLN   118      56.758  26.766  30.222  1.00  0.00           C 
ATOM    973  O   GLN   118      57.287  27.648  29.511  1.00  0.00           O 
ATOM    974  N   CYX   119      56.510  27.071  31.510  1.00  1.25           N 
ATOM    975  CA  CYX   119      56.706  28.477  31.849  1.00  1.25           C 
ATOM    976  CB  CYX   119      55.815  29.144  32.944  1.00  1.25           C 
ATOM    977  SG  CYX   119      54.296  29.864  32.181  1.00  1.25           S 
ATOM    978  C   CYX   119      58.162  28.842  31.920  1.00  1.25           C 
ATOM    979  O   CYX   119      58.482  30.040  31.812  1.00  1.25           O 
ATOM    980  N   GLN   120      59.068  27.818  32.042  1.00  0.00           N 
ATOM    981  CA  GLN   120      60.482  27.934  32.032  1.00  0.00           C 
ATOM    982  CB  GLN   120      61.177  26.611  32.472  1.00  0.00           C 
ATOM    983  CG  GLN   120      60.599  26.045  33.758  1.00  0.00           C 
ATOM    984  CD  GLN   120      61.527  24.932  34.328  1.00  0.00           C 
ATOM    985  OE1 GLN   120      61.441  23.821  33.774  1.00  0.00           O 
ATOM    986  NE2 GLN   120      62.281  25.140  35.467  1.00  0.00           N 
ATOM    987  C   GLN   120      61.093  28.198  30.684  1.00  0.00           C 
ATOM    988  O   GLN   120      62.301  28.359  30.738  1.00  0.00           O 
ATOM    989  N   LYS   121      60.414  27.861  29.577  1.00  0.00           N 
ATOM    990  CA  LYS   121      60.921  27.861  28.232  1.00  0.00           C 
ATOM    991  CB  LYS   121      59.967  27.115  27.197  1.00  0.00           C 
ATOM    992  CG  LYS   121      60.176  27.191  25.663  1.00  0.00           C 
ATOM    993  CD  LYS   121      59.720  28.533  24.991  1.00  0.00           C 
ATOM    994  CE  LYS   121      58.553  28.591  23.917  1.00  0.00           C 
ATOM    995  NZ  LYS   121      58.792  27.710  22.715  1.00  0.00           N 
ATOM    996  C   LYS   121      61.225  29.285  27.899  1.00  0.00           C 
ATOM    997  O   LYS   121      61.077  30.204  28.706  1.00  0.00           O 
ATOM    998  N   PRO   122      62.181  29.349  27.020  1.00  0.00           N 
ATOM    999  CA  PRO   122      62.297  30.623  26.293  1.00  0.00           C 
ATOM   1000  CD  PRO   122      63.517  28.999  27.500  1.00  0.00           C 
ATOM   1001  CB  PRO   122      63.760  30.997  26.148  1.00  0.00           C 
ATOM   1002  CG  PRO   122      64.483  29.701  26.523  1.00  0.00           C 
ATOM   1003  C   PRO   122      61.381  31.276  25.246  1.00  0.00           C 
ATOM   1004  O   PRO   122      61.432  30.825  24.089  1.00  0.00           O 
ATOM   1005  N   SER   123      60.655  32.388  25.456  1.00  0.00           N 
ATOM   1006  CA  SER   123      59.665  32.711  24.420  1.00  0.00           C 
ATOM   1007  CB  SER   123      58.084  32.567  24.341  1.00  0.00           C 
ATOM   1008  OG  SER   123      57.660  32.733  22.980  1.00  0.00           O 
ATOM   1009  C   SER   123      59.942  34.068  24.224  1.00  0.00           C 
ATOM   1010  O   SER   123      60.699  34.405  25.116  1.00  0.00           O 
ATOM   1011  N   HIE   124      59.532  34.792  23.122  1.00  7.74           N 
ATOM   1012  CA  HIE   124      59.747  36.167  23.298  1.00  7.74           C 
ATOM   1013  ND1 HIE   124      60.736  35.667  20.139  1.00  7.74           N 
ATOM   1014  CG  HIE   124      60.925  36.571  21.180  1.00  7.74           C 
ATOM   1015  CB  HIE   124      59.865  36.998  22.086  1.00  7.74           C 
ATOM   1016  NE2 HIE   124      62.691  36.774  19.820  1.00  7.74           N 
ATOM   1017  CD2 HIE   124      62.141  37.182  21.015  1.00  7.74           C 
ATOM   1018  CE1 HIE   124      61.796  35.856  19.335  1.00  7.74           C 
ATOM   1019  C   HIE   124      58.488  36.565  23.925  1.00  7.74           C 
ATOM   1020  O   HIE   124      57.679  35.763  24.408  1.00  7.74           O 
ATOM   1021  N   PHE   125      58.245  37.864  24.084  1.00367.29           N 
ATOM   1022  CA  PHE   125      57.045  38.132  24.817  1.00367.29           C 
ATOM   1023  CB  PHE   125      57.225  38.332  26.269  1.00367.29           C 
ATOM   1024  CG  PHE   125      58.017  39.450  26.792  1.00367.29           C 
ATOM   1025  CD1 PHE   125      59.341  39.298  26.964  1.00367.29           C 
ATOM   1026  CD2 PHE   125      57.441  40.645  27.074  1.00367.29           C 
ATOM   1027  CE1 PHE   125      60.055  40.315  27.524  1.00367.29           C 
ATOM   1028  CE2 PHE   125      58.151  41.671  27.629  1.00367.29           C 
ATOM   1029  CZ  PHE   125      59.470  41.497  27.876  1.00367.29           C 
ATOM   1030  C   PHE   125      56.438  39.345  24.416  1.00367.29           C 
ATOM   1031  O   PHE   125      57.143  40.265  24.025  1.00367.29           O 
ATOM   1032  N   ILE   126      55.119  39.420  24.629  1.00999.99           N 
ATOM   1033  CA  ILE   126      54.378  40.527  24.172  1.00999.99           C 
357	  
ATOM   1034  CB  ILE   126      53.288  40.124  23.227  1.00999.99           C 
ATOM   1035  CG2 ILE   126      53.231  41.337  22.275  1.00999.99           C 
ATOM   1036  CG1 ILE   126      53.742  38.851  22.464  1.00999.99           C 
ATOM   1037  CD1 ILE   126      52.698  37.968  21.794  1.00999.99           C 
ATOM   1038  C   ILE   126      53.896  40.982  25.483  1.00999.99           C 
ATOM   1039  O   ILE   126      53.855  40.121  26.346  1.00999.99           O 
ATOM   1040  N   CYX   127      53.660  42.293  25.548  1.00999.99           N 
ATOM   1041  CA  CYX   127      53.332  43.196  26.625  1.00999.99           C 
ATOM   1042  CB  CYX   127      54.701  43.487  27.213  1.00999.99           C 
ATOM   1043  SG  CYX   127      54.605  43.882  28.921  1.00999.99           S 
ATOM   1044  C   CYX   127      52.574  44.477  26.063  1.00999.99           C 
ATOM   1045  O   CYX   127      53.023  45.066  25.044  1.00999.99           O 
ATOM   1046  N   GLU   128      51.511  44.998  26.756  1.00999.99           N 
ATOM   1047  CA  GLU   128      50.662  46.096  26.255  1.00999.99           C 
ATOM   1048  CB  GLU   128      49.180  45.654  26.143  1.00999.99           C 
ATOM   1049  CG  GLU   128      48.203  46.533  25.413  1.00999.99           C 
ATOM   1050  CD  GLU   128      46.858  45.637  25.247  1.00999.99           C 
ATOM   1051  OE1 GLU   128      46.832  44.512  25.865  1.00999.99           O 
ATOM   1052  OE2 GLU   128      45.836  45.960  24.560  1.00999.99           O 
ATOM   1053  C   GLU   128      50.730  47.137  27.338  1.00999.99           C 
ATOM   1054  O   GLU   128      50.980  46.587  28.395  1.00999.99           O 
ATOM   1055  N   LYS   129      50.402  48.460  27.198  1.00999.99           N 
ATOM   1056  CA  LYS   129      50.519  49.404  28.262  1.00999.99           C 
ATOM   1057  CB  LYS   129      51.516  50.623  27.951  1.00999.99           C 
ATOM   1058  CG  LYS   129      52.996  50.503  27.538  1.00999.99           C 
ATOM   1059  CD  LYS   129      54.061  50.212  28.609  1.00999.99           C 
ATOM   1060  CE  LYS   129      54.486  51.392  29.472  1.00999.99           C 
ATOM   1061  NZ  LYS   129      54.999  52.472  28.566  1.00999.99           N 
ATOM   1062  C   LYS   129      49.274  50.117  28.007  1.00999.99           C 
ATOM   1063  O   LYS   129      48.703  49.721  26.979  1.00999.99           O 
ATOM   1064  N   GLU   130      48.893  51.064  28.898  1.00999.99           N 
ATOM   1065  CA  GLU   130      47.948  52.084  28.498  1.00999.99           C 
ATOM   1066  CB  GLU   130      47.014  52.658  29.691  1.00999.99           C 
ATOM   1067  CG  GLU   130      46.088  51.658  30.547  1.00999.99           C 
ATOM   1068  CD  GLU   130      45.014  52.400  31.535  1.00999.99           C 
ATOM   1069  OE1 GLU   130      45.000  53.672  31.602  1.00999.99           O 
ATOM   1070  OE2 GLU   130      44.379  51.665  32.362  1.00999.99           O 
ATOM   1071  C   GLU   130      48.820  53.196  27.721  1.00999.99           C 
ATOM   1072  O   GLU   130      50.042  53.409  27.824  1.00999.99           O 
ATOM   1073  N   ARG   131      48.076  53.890  26.784  1.00308.65           N 
ATOM   1074  CA  ARG   131      48.370  54.942  25.855  1.00308.65           C 
ATOM   1075  CB  ARG   131      47.219  55.222  24.907  1.00308.65           C 
ATOM   1076  CG  ARG   131      47.632  55.953  23.653  1.00308.65           C 
ATOM   1077  CD  ARG   131      47.210  57.362  23.343  1.00308.65           C 
ATOM   1078  NE  ARG   131      48.071  57.614  22.164  1.00308.65           N 
ATOM   1079  CZ  ARG   131      47.750  57.607  20.782  1.00308.65           C 
ATOM   1080  NH1 ARG   131      46.476  57.226  20.354  1.00308.65           N 
ATOM   1081  NH2 ARG   131      48.548  58.099  19.731  1.00308.65           N 
ATOM   1082  C   ARG   131      48.348  56.203  26.606  1.00308.65           C 
ATOM   1083  O   ARG   131      47.349  56.393  27.330  1.00308.65           O 
ATOM   1084  N   ILE   132      49.434  56.946  26.566  1.00274.17           N 
ATOM   1085  CA  ILE   132      49.471  58.180  27.223  1.00274.17           C 
ATOM   1086  CB  ILE   132      50.247  58.229  28.517  1.00274.17           C 
ATOM   1087  CG2 ILE   132      50.987  56.908  28.930  1.00274.17           C 
ATOM   1088  CG1 ILE   132      50.634  59.609  28.968  1.00274.17           C 
ATOM   1089  CD1 ILE   132      51.841  60.151  28.219  1.00274.17           C 
ATOM   1090  C   ILE   132      49.169  59.235  26.192  1.00274.17           C 
ATOM   1091  O   ILE   132      49.529  58.892  25.071  1.00274.17           O 
ATOM   1092  N   PRO   133      48.459  60.321  26.323  1.00 20.76           N 
ATOM   1093  CA  PRO   133      48.480  61.100  25.090  1.00 20.76           C 
ATOM   1094  CD  PRO   133      47.069  60.059  26.692  1.00 20.76           C 
ATOM   1095  CB  PRO   133      47.071  61.376  24.630  1.00 20.76           C 
ATOM   1096  CG  PRO   133      46.215  61.090  25.914  1.00 20.76           C 
ATOM   1097  C   PRO   133      49.637  61.782  24.373  1.00 20.76           C 
ATOM   1098  O   PRO   133      49.929  61.433  23.214  1.00 20.76           O 
ATOM   1099  N   TYR   134      50.247  62.781  25.043  1.00  0.00           N 
ATOM   1100  CA  TYR   134      51.310  63.703  24.578  1.00  0.00           C 
ATOM   1101  CB  TYR   134      52.249  63.173  23.480  1.00  0.00           C 
ATOM   1102  CG  TYR   134      53.511  63.905  23.219  1.00  0.00           C 
ATOM   1103  CD1 TYR   134      54.569  63.783  24.074  1.00  0.00           C 
ATOM   1104  CD2 TYR   134      53.675  64.668  22.094  1.00  0.00           C 
ATOM   1105  CE1 TYR   134      55.739  64.433  23.827  1.00  0.00           C 
ATOM   1106  CE2 TYR   134      54.851  65.309  21.850  1.00  0.00           C 
ATOM   1107  CZ  TYR   134      55.911  65.206  22.722  1.00  0.00           C 
ATOM   1108  OH  TYR   134      57.198  65.795  22.625  1.00  0.00           O 
ATOM   1109  C   TYR   134      50.603  64.864  23.911  1.00  0.00           C 
ATOM   1110  O   TYR   134      49.429  64.640  23.599  1.00  0.00           O 
ATOM   1111  N   THR   135      51.231  66.058  23.776  1.00  0.00           N 
ATOM   1112  CA  THR   135      50.866  67.226  23.048  1.00  0.00           C 
ATOM   1113  CB  THR   135      49.490  67.917  23.093  1.00  0.00           C 
ATOM   1114  OG1 THR   135      48.314  67.118  22.876  1.00  0.00           O 
ATOM   1115  CG2 THR   135      49.490  69.427  22.678  1.00  0.00           C 
ATOM   1116  C   THR   135      52.201  67.929  22.903  1.00  0.00           C 
ATOM   1117  O   THR   135      53.026  67.529  23.728  1.00  0.00           O 
TER    1118      THR   135 
ATOM   2460 Ca   Ca2   136      48.543  24.127  32.874  1.00 43.50          CA 
TER     
ATOM   2461 Ca   Ca2   137      50.890  22.037  25.081  1.00 52.54          CA 
TER 
ATOM   2462 Ca   Ca2   138      50.139  24.229  37.346  1.00 53.14          CA 
TER 






III.H.	  AMBER	  Lennard-­‐Jones	  pair	  potential	  and	  mixing	  rules	  
Following	   the	   information	   given	   on	   the	   AMBER	   webpage	  
(http://ambermd.org/Questions/vdwequation.pdf;	   last	   accessed	  on	  02/07/2013)	   the	  
Lennard-­‐Jones	  parameters	  in	  the	  AMBER	  force	  field	  correspond	  to	  the	  expression	  
	  

















The	   “mixing	   rules”	   determining	   the	   interaction	   parameters	   between	   two	   atom	   types	  
used	  by	  AMBER	  are	  
	  
𝑟𝑟!"
! = 𝑟𝑟! + 𝑟𝑟! 	  




Here	  𝜖𝜖!" 	  denotes	  the	  minimum	  energy	  of	  the	  Lennard-­‐Jones	  interaction	  if	  two	  atoms	  of	  
type	  𝑖𝑖	  and	  𝑗𝑗	  interact.	  𝑟𝑟!"
! 	  is	  the	  position	  of	  that	  minimum.	  	  




III.I.	   Force	  field	  modification	  and	  AMBER	  library	  file	  for	  calcium	  
ions	  
frcmod.Ca2	  





C0 1.3264 0.44966 (adjusted, from Aqvist) 
	  
Ca2.lib	  
!!index array str 
 "Ca2" 
!entry.Ca2.unit.atoms table  str name  str type  int typex  int resx  int flags  int seq  
int elmnt  dbl chg 
 "Ca" "C0" 0 1 17825795 1 20 2.000000 
!entry.Ca2.unit.atomspertinfo table  str pname  str ptype  int ptypex  int pelmnt  dbl pchg 
 "Ca" "C0" 0 -1 0.0 






!entry.Ca2.unit.childsequence single int 
 2 
!entry.Ca2.unit.connect array int 
 0 
 0 
!entry.Ca2.unit.hierarchy table  str abovetype  int abovex  str belowtype  int belowx 
 "U" 0 "R" 1 
 "R" 1 "A" 1 
!entry.Ca2.unit.name single str 
 "Ca2" 
!entry.Ca2.unit.positions table  dbl x  dbl y  dbl z 
 4.296297 -2.814815 0.0 
!entry.Ca2.unit.residueconnect table  int c1x  int c2x  int c3x  int c4x  int c5x  int c6x 
 0 0 0 0 0 0 
!entry.Ca2.unit.residues table  str name  int seq  int childseq  int startatomx  str restype  
int imagingx 
 "Ca2" 1 2 1 "?" 0 
!entry.Ca2.unit.residuesPdbSequenceNumber array int 
 0 






!entry.Ca2.unit.velocities table  dbl x  dbl y  dbl z 
 0.0 0.0 0.0 
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III.J.	   SANDER	  input	  files	  and	  BASH	  script	  
The	  “sander”	  module	  input	  files	  (min.in	  as	  well	  as	  mdwat2.in	  to	  mdwat9.in)	  and	  a	  shell	  
script	  were	  kindly	  provided	  by	  Prof.	  Dr.	  Martin	  Zacharias.	  Only	  minor	  adaptions	  had	  to	  
be	  made	  to	  the	  input	  files	  that	  describe	  the	  heating	  phase	  (the	  restraint	  mask	  and	  the	  
initial	  temperature).	  The	  input	  files	  for	  the	  unconstrained	  simulations	  based	  on	  those	  
of	  the	  constrained	  simulations.	  The	  provided	  shell	  script	  was	  used	  as	  template	  for	  the	  
BASH	  script.	  
III.J.1.	  SANDER	  input	  files	  
In	   the	   following	   the	   complete	   sander	   input	   files	   that	   were	   used	   during	   one	   MD	  
simulation	  of	  perlucin	  with	  four	  calcium	  ions	  are	  given.	  The	  filenames	  are	  given	  in	  bold	  
face.	  They	  are	  not	  part	  of	  the	  input	  data	  whereas	  the	  terminating	  eof	  is.	  
	  
min.in	  
#  1500 steps minimization 
 &cntrl 
    maxcyc=1500, imin=1, ntmin=2, cut=9.0, nsnb=20, igb=0, 






molecular dynamics long time run (PME, restart) 
 &cntrl 
    imin=0,irest=0, ntx=1, 
    scee=1.2, dielc=1.0, cut=9.0, 
    ntt=1, temp0=100.0, tautp=0.1, 
    ntp=1, taup=0.1, 
    ntb=2, ntc=2, ntf=2,iwrap=1, 
    nstlim=10000, dt=0.002, 
    ntr=1,restraint_wt=25.0,restraintmask=':1-139', 





molecular dynamics long time run (PME, restart) 
 &cntrl 
    imin=0,irest=1, ntx=5, 
    scee=1.2, dielc=1.0, cut=9.0, 
    ntt=1, temp0=200.0, tautp=0.1, 
    ntp=1, taup=0.1,  
    ntb=2, ntc=2, ntf=2,iwrap=1, 
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    nstlim=10000, dt=0.002, 
    ntr=1,restraint_wt=25.0,restraintmask=':1-139', 





molecular dynamics long time run (PME, restart) 
 &cntrl 
    imin=0,irest=1, ntx=5, 
    scee=1.2, dielc=1.0, cut=9.0, 
    ntt=1, temp0=300.0, tautp=0.1, 
    ntp=1, taup=0.1,  
    ntb=2, ntc=2, ntf=2,iwrap=1, 
    nstlim=10000, dt=0.002, 
    ntr=1,restraint_wt=25.0,restraintmask=':1-139', 





molecular dynamics long time run (PME, restart) 
 &cntrl 
    imin=0,irest=1, ntx=5, 
    scee=1.2, dielc=1.0, cut=9.0, 
    ntt=1, temp0=300.0, tautp=0.1, 
    ntp=1, taup=0.1,  
    ntb=2, ntc=2, ntf=2,iwrap=1, 
    nstlim=10000, dt=0.002, 
    ntr=1,restraint_wt=12.0,restraintmask=':1-139', 





molecular dynamics long time run (PME, restart) 
 &cntrl 
    imin=0,irest=1, ntx=5, 
    scee=1.2, dielc=1.0, cut=9.0, 
    ntt=1, temp0=300.0, tautp=0.1, 
    ntp=1, taup=0.1,  
    ntb=2, ntc=2, ntf=2,iwrap=1, 
    nstlim=10000, dt=0.002, 
    ntr=1,restraint_wt=6.0,restraintmask=':1-139', 





molecular dynamics long time run (PME, restart) 
 &cntrl 
    imin=0,irest=1, ntx=5, 
    scee=1.2, dielc=1.0, cut=9.0, 
    ntt=1, temp0=300.0, tautp=0.1, 
    ntp=1, taup=0.1,  
    ntb=2, ntc=2, ntf=2,iwrap=1, 
    nstlim=10000, dt=0.002, 
    ntr=1,restraint_wt=2.0,restraintmask=':1-139', 






molecular dynamics long time run (PME, restart) 
 &cntrl 
    imin=0,irest=1, ntx=5, 
    scee=1.2, dielc=1.0, cut=9.0, 
    ntt=1, temp0=300.0, tautp=0.1, 
    ntp=1, taup=0.1,  
    ntb=2, ntc=2, ntf=2,iwrap=1, 
    nstlim=10000, dt=0.002, 
    ntr=1,restraint_wt=1.0,restraintmask=':1-139', 





molecular dynamics long time run (PME, restart) 
 &cntrl 
    imin=0,irest=1, ntx=5, 
    scee=1.2, dielc=1.0, cut=9.0, 
    ntt=1, temp0=300.0, tautp=0.1, 
    ntp=1, taup=0.1,  
    ntb=2, ntc=2, ntf=2,iwrap=1, 
    nstlim=30000, dt=0.002, 
    ntr=1,restraint_wt=0.5,restraintmask=':1-139', 





molecular dynamics long time run (PME, restart) 
 &cntrl 
    imin=0,irest=1, ntx=5, 
    scee=1.2, dielc=1.0, cut=10.0, 
    ntt=1, temp0=300.0, tautp=2.5, 
    ntp=1, taup=2.5,  
    ntb=2, ntc=2, ntf=2,iwrap=1, 
    nstlim=1000000, dt=0.002, 





molecular dynamics long time run - very long (PME, restart) 
 &cntrl 
    imin=0,irest=1, ntx=5, 
    scee=1.2, dielc=1.0, cut=10.0, 
    ntt=1, temp0=300.0, tautp=2.5, 
    ntp=1, taup=2.5,  
    ntb=2, ntc=2, ntf=2,iwrap=1, 
    nstlim=4000000, dt=0.002, 






III.J.2.	  Exemplary	  BASH	  script	  calling	  SANDER	  




echo "Start minimization" 
 
mpiexec -n 4 sander.MPI -O -i min.in -c PERL52r46_run09_0.crd -p PERL52r46_run09_0.top -r 








while [ $b -lt 10 ] 
do 
 echo "Start equilibration $b" 
 mpiexec -n 4 sander.MPI -O -i mdwat$b.in -c PERL52r46_run09e_$a.crd -p 
PERL52r46_run09_0.top -r PERL52r46_run09e_$b.crd -o PERL52r46_run09e_$b.out -ref 
PERL52r46_run09e_$c.crd 
 echo "$b done" 
 a=$((a + 1)) 




echo "Start 2ns equilibration w/o restraints" 
 
mpiexec -n 4 sander.MPI -O -i mdwat10.in -c PERL52r46_run09e_9.crd -p PERL52r46_run09_0.top 




echo "Start 10ns equilibration w/o restraints" 
 
mpiexec -n 4 sander.MPI -O -i mdwat11.in -c PERL52r46_run09e_10.crd -p PERL52r46_run09_0.top 







III.K.	  Workstation	  or	  cluster	  used	  for	  MD	  simulations	  
run	   minimization	  
and	  2	  ns	  MD	  
8	  ns	  MD	  
perlucin	  with	  four	  calcium	  ions	  (run09)	   	   	  
run09	   W(4)	   W	  (2)	  
run09b	   W(4)	   W	  (2)	  
run09c	   W	  (4)	   C	  (4)	  
run09d	   C	  (4)	   C	  (4)	  
run09e	   W	  (4)	   W	  (4)	  
run09f	   C	  (4)	   C	  (4)	  
perlucin	  with	  two	  calcium	  ions	  (run21)	   	   	  
run21	   W	  (4)	   W	  (4)	  
run21b	   W	  (4)	   W	  (4)	  
run21c	   C	  (4)	   C	  (4)	  
perlucin	  without	  calcium	  ions	  (run22)	   	   	  
run22	   W	  (4)	   W	  (4)	  
run22b	   C	  (4)	   C	  (4)	  
run22c	   W	  (4)	   W	  (4)	  
CTLD	  of	  MBP-­‐A	  with	  three	  calcium	  ions	  (run07)	   	   	  
run07	   W	  (4)	   W	  (4)	  
run07b	   C	  (4)	   C	  (4)	  
run07c	   C	  (4)	   C	  (4)	  
CTLD	  of	  MBP-­‐A	  with	  one	  calcium	  ion	  (run10)	   	   	  
run10	   W	  (4)	   W	  (4)	  
run10b	   C	  (4)	   C	  (4)	  
run10c	   C	  (4)	   C	  (4)	  
CTLD	  of	  MBP-­‐A	  without	  calcium	  ions	  (run02)	   	   	  
run02	   W	  (4)	   W	  (4)	  
run02b	   C	  (4)	   C	  (4)	  
run02c	   C	  (4)	   C	  (4)	  
	  
Table	   III.K.1.	   The	  devices	  used	   in	   the	  different	  MD	  simulation	   runs.	   Simulations	  were	   carried	  
out	  either	  on	  a	  workstation	  (W)	  or	  a	  cluster	  (C).	  In	  brackets	  the	  number	  of	  nodes	  used	  for	  the	  
simulation	  is	  given.	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III.L.	  Exemplary	  data	  characterising	  the	  MD	  simulations	  
	  
Fig.	   III.L.1.	   Total	   energy	   of	   one	   exemplary	  MD	   simulation	   of	   perlucin	  with	   four	   calcium	   ions	  
(run09c).	   Note	   that	   after	   2.2	   ns	   simulation	   time	   on	   a	   workstation	   the	   MD	   simulation	   was	  
restarted	  on	  a	   cluster	   (see	   III.K.	   for	  details).	  The	  black	   line	   is	  a	   linear	   fit	  between	  2.2	  ns	  and	  




Fig.	   III.L.2.	   (preceding	   page)	   Total	   potential	   and	   kinetic	   of	   one	   exemplary	   MD	   simulation	   of	  
perlucin	   with	   four	   calcium	   ions	   (run09c).	   Note	   that	   after	   2.2	   ns	   simulation	   time	   on	   a	  
workstation	  the	  MD	  simulation	  was	  restarted	  on	  a	  cluster	  (see	  III.K.	  for	  details).	  The	  black	  lines	  
are	  linear	  fits	  between	  2.2	  ns	  and	  10.2	  ns	  (see	  Table	  III.L.1.).	  
Fig.	   III.L.3.	   Density	   and	   box	   volume	   of	   one	   exemplary	   MD	   simulation	   of	   perlucin	   with	   four	  
calcium	   ions	   (run09c).	   Note	   that	   after	   2.2	   ns	   simulation	   time	   on	   a	   workstation	   the	   MD	  
simulation	   was	   restarted	   on	   a	   cluster	   (see	   III.K.	   for	   details).	   The	   black	   lines	   are	   linear	   fits	  




Fig.	  III.L.4.	  (preceding	  page)	  Temperature	  and	  pressure	  during	  one	  exemplary	  MD	  simulation	  of	  
perlucin	   with	   four	   calcium	   ions	   (run09c).	   Note	   that	   after	   2.2	   ns	   simulation	   time	   on	   a	  
workstation	  the	  MD	  simulation	  was	  restarted	  on	  a	  cluster	  (see	  III.K.	  for	  details).	  The	  black	  lines	  
are	  linear	  fits	  between	  2.2	  ns	  and	  10.2	  ns	  (see	  Table	  III.L.1.).	  
	  
	  
Fig.	   III.L.5.	   Total	   energy	   of	   one	   exemplary	   MD	   simulation	   of	   the	   CTLD	   of	   MBP-­‐A	   with	   three	  
calcium	   ions	   (run07b).	   All	   MD	   simulations	   were	   performed	   on	   a	   workstation	   (see	   III.K.	   for	  
details).	  The	  black	  line	  is	  a	  linear	  fits	  between	  2.2	  ns	  and	  10.2	  ns	  (see	  Table	  III.L.1.).	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Fig.	  III.L.6.	  (preceding	  page)	  Total	  kinetic	  and	  potential	  energy	  of	  one	  exemplary	  MD	  simulation	  
of	  the	  CTLD	  of	  MBP-­‐A	  with	  three	  calcium	  ions	  (run07).	  All	  MD	  simulations	  were	  performed	  on	  
a	  workstation	  (see	  III.K.	  for	  details).	  The	  black	  lines	  are	  linear	  fits	  between	  2.2	  ns	  and	  10.2	  ns	  
(see	  Table	  III.L.1.).	  
	  
Fig.	  III.L.7.	  Density	  and	  box	  volume	  of	  one	  exemplary	  MD	  simulation	  of	  the	  CTLD	  of	  MBP-­‐A	  with	  
three	  calcium	  ions	  (run07).	  All	  MD	  simulations	  were	  performed	  on	  a	  workstation	  (see	  III.K.	  for	  




Fig.	  III.L.8.	  (preceding	  page)	  Temperature	  and	  pressure	  during	  one	  exemplary	  MD	  simulation	  of	  
the	  CTLD	  of	  MBP-­‐A	  with	  three	  calcium	  ions	  (run07).	  All	  MD	  simulations	  were	  performed	  on	  a	  
workstation	   (see	   III.K.	   for	  details).	  The	  black	   lines	  are	   linear	   fits	  between	  2.2	  ns	  and	  10.2	  ns	  
(see	  Table	  III.L.1.).	  
	  
physical	  quantity	   run09b	  (perlucin)	  
linear	  fit	  	  
between	  2.2	  and	  10.2	  ns	  
run07	  (MBP-­‐A)	  
linear	  fit	  	  
between	  2.2	  and	  10.2	  ns	  
total	  energy	  	   −0.0076
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘
𝑚𝑚𝑚𝑚𝑚𝑚  𝑝𝑝𝑝𝑝










total	  potential	  energy	   −0.0076
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘
𝑚𝑚𝑚𝑚𝑚𝑚  𝑝𝑝𝑝𝑝










total	  kinetic	  energy	   −3.6 ⋅ 10!!
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘
𝑚𝑚𝑚𝑚𝑚𝑚  𝑝𝑝𝑝𝑝
⋅ 𝑡𝑡 + 15997
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘
𝑚𝑚𝑚𝑚𝑚𝑚
	   +25.6 ⋅ 10!!
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘
𝑚𝑚𝑚𝑚𝑚𝑚  𝑝𝑝𝑝𝑝




temperature	   −0.68 ⋅ 10!!
𝐾𝐾
  𝑝𝑝𝑝𝑝
⋅ 𝑡𝑡 + 299.95  𝐾𝐾	   +6.8 ⋅ 10!!
𝐾𝐾
  𝑝𝑝𝑝𝑝




⋅ 𝑡𝑡 − 2.75  𝑏𝑏𝑏𝑏𝑏𝑏	  





⋅ 𝑡𝑡 − 8.63  𝑏𝑏𝑏𝑏𝑏𝑏	  
arithmetic	  mean	  over	  this	  interval	  
−0.129  𝑏𝑏𝑏𝑏𝑏𝑏	  
density	   −4.9 ⋅ 10!!
𝑔𝑔
𝑐𝑐𝑚𝑚!  𝑝𝑝𝑝𝑝
⋅ 𝑡𝑡 + 1.0135
𝑔𝑔
𝑐𝑐𝑚𝑚!
	   −2.3 ⋅ 10!!
𝑔𝑔
𝑐𝑐𝑚𝑚!  𝑝𝑝𝑝𝑝








⋅ 𝑡𝑡 + 2.64 ⋅ 10!Å!	   +0.0042
Å!
𝑝𝑝𝑝𝑝
⋅ 𝑡𝑡 + 1.87 ⋅ 10!  Å!	  
	  
Table	  III.L.1.	  Linear	  fit	  of	  the	  physical	  quantities	  of	  two	  exemplary	  MD	  simulations	  between	  2.2	  
ns	  and	  10.2	  ns.	  The	  black	  lines	  in	  Fig.	  III.L.1.	  to	  III.L.8.	  show	  the	  fit	  range.	  The	  time	  resolution	  
was	  𝛥𝛥𝑡𝑡 = 1  𝑝𝑝𝑝𝑝	  which	  means	  that	  8000	  data	  points	  were	  used	  for	  the	  fit.	  These	  data	  values	  were	  
extracted	   from	   the	   “sander”	   output	   with	   an	   IGOR	   procedure	   (see	   III.P.1.).	   Note	   that	   the	  
pressure	  offset	  obtained	  from	  the	  fit	  deviates	  strongly	  from	  the	  arithmetic	  mean	  calculated	  on	  
the	  same	  data	  points.	  Additionally	  the	  average	  pressure	  over	  the	  same	  simulation	  time	  (2.2	  ns	  
to	  10.2	  ns)	   that	   is	  stated	   in	   the	  “sander”	  output	   is	  𝑝𝑝 = 1  𝑏𝑏𝑏𝑏𝑏𝑏	  in	  both	  cases.	  The	  author	  of	   this	  
thesis	  can	  only	  speculate	  what	  leads	  to	  those	  differences.	  The	  values	  of	  the	  physical	  quantities	  
during	   the	   simulation	  were	  written	  out	   at	   a	  user	   specified	   inteval.	  Here	   every	  500	   steps	   the	  
data	   was	   written	   out	   and	   the	   time	   increment	   per	   step	   is	  𝛥𝛥𝑡𝑡 = 0.002  𝑝𝑝𝑝𝑝.	   This	   results	   in	   the	  
aforementioned	   time	   interval	   of	  𝛥𝛥𝑡𝑡 = 1  𝑝𝑝𝑝𝑝	  between	   the	  data	  points.	   It	  might	  be	   the	   case	   that	  
the	   average	   values	   that	   were	   calculated	   by	   “sander”	   and	   written	   out	   at	   the	   end	   of	   the	  
simulation	  include	  more	  data	  points.	  But	  if	  the	  mean	  over	  the	  sparser	  data	  set	  differs	  from	  that	  
of	  the	  complete	  data	  set	  then	  this	  would	  suggest	  that	  the	  fluctuations	  and/or	  amplitudes	  were	  




III.M.	  PTRAJ	  input	  scripts	  
In	   the	   following	   exemplary	   “ptraj”	   input	   scripts	   that	   were	   used	   for	   the	   analysis	   of	  
simulation	  trajectories	  are	  given.	  Only	  scripts	  that	  were	  used	  for	  one	  MD	  simulation	  of	  
the	  perlucin	  series	  “run09”	  are	  stated.	  The	  essential	  commands	  were	  the	  same	  for	  the	  
analysis	  of	  every	  trajectory	  but	  file	  names	  and	  residue	  ranges	  had	  to	  be	  changed.	  The	  
order	   is	   interchangeable	   except	   for	   the	   first	   script	  which	   images	   the	  molecules	   back	  
into	   the	   primary	   cell	   and	   concatenates	   the	   restart	   files	   and	   trajectory	   files	   must	   be	  
called	  first	  for	  the	  following	  scripts	  to	  work	  properly.	  Note:	  First	  the	  file	  name	  is	  given	  
(bold	  font).	  Then	  in	  a	  monospace	  font	  the	  actual	  code	  is	  given.	  The	  bold	  “EOF”	  signals	  
the	  end	  of	  the	  content	  and	  is	  NOT	  a	  part	  of	  the	  script.	  
	  















center :1-131 origin 
 
















Calcium	  ion	  association:	  
contacts.ptraj	  




donor mask ":1-131 & @N=,O="  
donor print 
 
acceptor Ca2 Ca Ca 
acceptor print 
 
hbond distance 5.0 angle -1 nosort print 0.05 series testA out 
run09_Ca2_cut50.out 
 
hbond distance 4.0 angle -1 nosort print 0.05 series testB out 
run09_Ca2_cut40.out 
 
hbond distance 3.5 angle -1 nosort print 0.05 series testC out 
run09_Ca2_cut35.out 
 




RMSd	  and	  atomic	  positional	  fluctuations	  per	  residue:	  
atomicfluc_rmsfirst_bb.ptraj	  




rms first mass out run09_rms_bb.out "(:1-131) & (@CA,C,N,O)" name dump 
 









rms first mass out run09_rms_bb_noloopA.out "(:1-51,62-131) & (@CA,C,N,O)" 
name dumpA 
 
rms first mass out run09_rms_bb_noloopAB.out "(:1-51,62-67,76-131) & 
(@CA,C,N,O)" name dumpB 
 
rms first mass out run09_rms_bb_noloopABC.out "(:1-51,62-67,76-77,88-131) 
& (@CA,C,N,O)" name dumpC 
 
rms first mass out run09_rms_bb_noloopABCD.out "(:1-51,62-67,76-77,88-
89,102-131) & (@CA,C,N,O)" name dumpD 
 
rms first mass out run09_rms_bb_noloopABCDE.out "(:1-51,62-67,76-77,88-
89,102-105,114-131) & (@CA,C,N,O)" name dumpE 
372	  
 
atomicfluct out run09_resfluct_rmsfirst_bb_rmsfitnoloopABCDE.out "(:1-135) 
& (@CA,C,N,O)" byres 
EOF	  
	  
The	  order	  of	  the	  following	  scripts	  cannot	  be	  changed.	  









First	  cluster	  round:	  
cluster_cc1_full.ptraj	  
trajin ../mdcrd_run09_10ns_noWAT 10 5010 1 
 
cluster out run09_cc1_full representative pdb average pdb all none 
averagelinkage clusters 1 rms sieve 0 verbose verb mass "(:1-131) & (@CA)" 
EOF	  
Note:	   the	   argument	   “verb”	   for	   “verbose”	   is	   probably	   wrong.	   It	   raised	   a	   warning	   in	  
“ptraj”.	  If	  “verbose	  verb”	  was	  obmitted	  no	  different	  clustering	  results	  were	  obtained	  (in	  
one	   test	   case).	   Furthermore	   the	  use	   of	   the	  modified	   trajectory	   file	   in	   “ptraj”	   needs	   a	  
modified	  topology	  file	  as	  well.	  
	  
“Second”	  cluster	  round:	  
cluster_ccx_ReadMerge.ptraj	  
trajin ../mdcrd_run09_10ns_noWAT 10 5010 1 
 
cluster out run09_cc2_ReadMerge representative pdb average pdb all none 
ReadMerge clusters 2 rms mass "(:1-131) & (@CA)" 
cluster out run09_cc3_ReadMerge representative pdb average pdb all none 
ReadMerge clusters 3 rms mass "(:1-131) & (@CA)" 
cluster out run09_cc4_ReadMerge representative pdb average pdb all none 
ReadMerge clusters 4 rms mass "(:1-131) & (@CA)" 
cluster out run09_cc5_ReadMerge representative pdb average pdb all none 
ReadMerge clusters 5 rms mass "(:1-131) & (@CA)" 
cluster out run09_cc6_ReadMerge representative pdb average pdb all none 
ReadMerge clusters 6 rms mass "(:1-131) & (@CA)" 
cluster out run09_cc7_ReadMerge representative pdb average pdb all none 
ReadMerge clusters 7 rms mass "(:1-131) & (@CA)" 
cluster out run09_cc8_ReadMerge representative pdb average pdb all none 
ReadMerge clusters 8 rms mass "(:1-131) & (@CA)" 
cluster out run09_cc9_ReadMerge representative pdb average pdb all none 
ReadMerge clusters 9 rms mass "(:1-131) & (@CA)" 
cluster out run09_cc10_ReadMerge representative pdb average pdb all none 
ReadMerge clusters 10 rms mass "(:1-131) & (@CA)" 
373	  
cluster out run09_cc12_ReadMerge representative pdb average pdb all none 
ReadMerge clusters 12 rms mass "(:1-131) & (@CA)" 
cluster out run09_cc14_ReadMerge representative pdb average pdb all none 
ReadMerge clusters 14 rms mass "(:1-131) & (@CA)" 
cluster out run09_cc16_ReadMerge representative pdb average pdb all none 
ReadMerge clusters 16 rms mass "(:1-131) & (@CA)" 
cluster out run09_cc18_ReadMerge representative pdb average pdb all none 
ReadMerge clusters 18 rms mass "(:1-131) & (@CA)" 
cluster out run09_cc20_ReadMerge representative pdb average pdb all none 





III.N.	  VMD	  scripts	  
The	  following	  functions	  were	  written	  in	  the	  Tcl	  scripting	  language	  and	  executed	  via	  the	  
Tcl/Tk	  console	  implemented	  in	  VMD.	  
III.N.1.	  vdW-­‐radii	  assignment	  
The	   following	   tcl	   script	   was	   used	   to	   assign	   the	   vdW-­‐radii	   from	   the	   “parm99.dat”	  
parameter	  file	  to	  the	  corresponding	  atom	  types	  in	  VMD.	  It	   is	  necessary	  that	  the	  atom	  
types	  are	  in	  the	  AMBER	  format.	  
	  
#17-01-13 17:15  
#modifies the vdw-radii of an amber trajectory 
#uses the vdw-radii as specified in parm99.dat and frcmod.ff03 
# 
#here is the section from parm99.dat 
#------------------------------------------------------------------------------ 
#N   NA  N2  N*  NC  NB  NT  NY 
#C*  CA  CB  CC  CD  CK  CM  CN  CQ  CR  CV  CW  CY  CZ 
# 
#MOD4      RE 
#  H           0.6000  0.0157            !Ferguson base pair geom. 
#  HO          0.0000  0.0000             OPLS Jorgensen, JACS,110,(1988),1657 
#  HS          0.6000  0.0157             W. Cornell CH3SH --> CH3OH FEP 
#  HC          1.4870  0.0157             OPLS 
#  H1          1.3870  0.0157             Veenstra et al JCC,8,(1992),963  
#  H2          1.2870  0.0157             Veenstra et al JCC,8,(1992),963  
#  H3          1.1870  0.0157             Veenstra et al JCC,8,(1992),963  
#  HP          1.1000  0.0157             Veenstra et al JCC,8,(1992),963 
#  HA          1.4590  0.0150             Spellmeyer  
#  H4          1.4090  0.0150             Spellmeyer, one electrowithdr. neighbor 
#  H5          1.3590  0.0150             Spellmeyer, two electrowithdr. neighbor 
#  HW          0.0000  0.0000             TIP3P water model 
#  HZ          1.4590  0.0150             H bonded to sp C (Howard et al JCC 16) 
#  O           1.6612  0.2100             OPLS 
#  O2          1.6612  0.2100             OPLS 
#  OW          1.7683  0.1520             TIP3P water model 
#  OH          1.7210  0.2104             OPLS  
#  OS          1.6837  0.1700             OPLS ether 
#  C*          1.9080  0.0860             Spellmeyer 
#  CT          1.9080  0.1094             Spellmeyer 
#  C           1.9080  0.0860             OPLS 
#  N           1.8240  0.1700             OPLS 
#  N3          1.8240  0.1700             OPLS 
#  NY          1.8240  0.1700             N in nitrile 
#  S           2.0000  0.2500             W. Cornell CH3SH and CH3SCH3 FEP's 
#  SH          2.0000  0.2500             W. Cornell CH3SH and CH3SCH3 FEP's 
#  P           2.1000  0.2000             JCC,7,(1986),230;  
#  IM          2.47    0.1                Cl- Smith & Dang, JCP 1994,100:5,3757 
#  Li          1.1370  0.0183             Li+ Aqvist JPC 1990,94,8021. (adapted) 
#  IP          1.8680  0.00277            Na+ Aqvist JPC 1990,94,8021. (adapted) 
#  Na          1.8680  0.00277            Na+ Aqvist JPC 1990,94,8021. (adapted) 
#  K           2.6580  0.000328           K+  Aqvist JPC 1990,94,8021. (adapted) 
#  Rb          2.9560  0.00017            Rb+ Aqvist JPC 1990,94,8021. (adapted) 
#  Cs          3.3950  0.0000806          Cs+ Aqvist JPC 1990,94,8021. (adapted) 
#  MG          0.7926  0.8947             Mg2+ Aqvist JPC 1990,94,8021.(adapted) 
#  C0          1.7131  0.459789           Ca2+ Aqvist JPC 1990,94,8021.(adapted) 
#  Zn          1.10    0.0125             Zn2+, Merz,PAK, JACS,113,8262,(1991)  
#  F           1.75    0.061              Gough et al. JCC 13,(1992),963. 
#  Cl          1.948   0.265              Fox, JPCB,102,8070,(98),flex.mdl CHCl3 
#  Br          2.22    0.320              Junmei(?) 
#  I           2.35    0.40               JCC,7,(1986),230;   
#  IB          5.0     0.1                solvated ion for vacuum approximation 




#here is the H0 type from frcmod.ff03 
#NONBON 
#  H0       1.3870   0.0157             Veenstra et al JCC,8,(1992),963  
 
 
proc convert_vdw_radii {mol_ID start_frame last_frame first_res last_res outfile} { 
 
#setting radii 
array set radii [list \ 
{H} {0.6000} \ 
{HO} {0.0000} \ 
{H0} {1.3870} \ 
{HS} {0.6000} \ 
{HC} {1.4870} \ 
{H1} {1.3870} \ 
{H2} {1.2870} \ 
{H3} {1.1870} \ 
{HP} {1.1000} \ 
{HA} {1.4590} \ 
{H4} {1.4090} \ 
{H5} {1.3590} \ 
{HW} {0.0000} \ 
{HZ} {1.4590} \ 
{O} {1.6612} \ 
{O2} {1.6612} \ 
{OW} {1.7683} \ 
{OH} {1.7210} \ 
{OS} {1.6837} \ 
{C*} {1.9080} \ 
{CA} {1.9080} \ 
{CB} {1.9080} \ 
{CC} {1.9080} \ 
{CD} {1.9080} \ 
{CK} {1.9080} \ 
{CM} {1.9080} \ 
{CN} {1.9080} \ 
{CQ} {1.9080} \ 
{CR} {1.9080} \ 
{CV} {1.9080} \ 
{CW} {1.9080} \ 
{CY} {1.9080} \ 
{CZ} {1.9080} \ 
{CT} {1.9080} \ 
{C} {1.9080} \ 
{N} {1.8240} \ 
{NA} {1.8240} \ 
{N2} {1.8240} \ 
{N*} {1.8240} \ 
{NC} {1.8240} \ 
{NB} {1.8240} \ 
{NT} {1.8240} \ 
{NY} {1.8240} \ 
{N3} {1.8240} \ 
{S} {2.0000} \ 
{SH} {2.0000} \ 
{P} {2.1000} \ 
{IM} {2.47} \ 
{IP} {1.8680} \ 
{Na} {1.8680} \ 
{C0} {1.7131} \ 
{Cl} {1.948}  \ 
{LP} {0.00}] 
 
#ACHTUNG: "C*" wird als regexp interpretiert und findet "C" und "CC" 
#double quotes -> regexp interpretation 
#single quotes -> no regexp interpretation 
 
set totalatomsfound 0 
 
foreach amberatom [array names radii] { 
 puts "===" 
 puts "Data on $amberatom: $radii($amberatom)" 
 
 set sel [atomselect $mol_ID "(resid $first_res to $last_res) and (type 
\'$amberatom\')" frame 0] 
 set numatoms [llength [$sel get index]] 
 puts "\'$amberatom\' found $numatoms times" 
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 set oldradiuslst [$sel get radius] 
 set oldradiuslstlngth [llength [lsort -unique $oldradiuslst]] 
  
 if {$oldradiuslstlngth > 1} { 
  puts "WARNING: multiple radii found for atom type $amberatom" 
 } else {  
  set oldradius [lsort -unique $oldradiuslst] 
  puts "Old radius for type $amberatom is $oldradius" 
 } 
 
 $sel set radius $radii($amberatom) 
 
 set newradiuslst [$sel get radius] 
 set newradiuslstlngth [llength [lsort -unique $newradiuslst]] 
 
   
 if {$newradiuslstlngth > 1} { 
  puts "WARNING: multiple radii found for atom type $amberatom" 
 } else {  
  set newradius [lsort -unique $newradiuslst] 
  puts "New radius for type $amberatom is $newradius" 
 } 
 
 set totalatomsfound [expr {$totalatomsfound + $numatoms}] 
 $sel delete 
} 
 
#check that substitution worked in every frame 
for {set j $start_frame} {$j <= $last_frame} {incr j} { 
 
foreach amberatom [array names radii] { 
 
 set sel [atomselect $mol_ID "(resid $first_res to $last_res) and (type 
\'$amberatom\')" frame $j] 
 
 set newradiuslst [$sel get radius] 
 set newradiuslstlngth [llength [lsort -unique $newradiuslst]] 
   
 if {$newradiuslstlngth > 1} { 
  puts "WARNING: multiple radii found for atom type $amberatom in frame $j" 
 }  
 
 if {$newradiuslstlngth == 1} {  
  set newradius [lsort -unique $newradiuslst] 
 
  if {$radii($amberatom) != 0} { 
   set relerror [expr {abs((($newradius-
$radii($amberatom))/$radii($amberatom))*10e6)}] 
    
   if {$relerror >= [expr {1}]} { 
    puts "relative error (10e-6) for type $amberatom is $relerror" 
   } 
 
  } else {         
   set abserror [expr {abs(($newradius-$radii($amberatom))*10e6)}] 
   if {$abserror >= [expr {1}]} { 
    puts "absolute error (10e-6)for type $amberatom is $abserror" 
   } 






         




set sel [atomselect $mol_ID "resid $first_res to $last_res" frame 0] 
set numatoms [llength [$sel get index]] 
 
puts "Number of atoms in selection of residue $first_res to $last_res is: $numatoms" 





III.N.2.	  SASA	  calculation	  
#17-01-2013  17:30Uhr 
#calculate SASA per residue of AMBER trajectory 
#frame numbering acc. to VMD 
 
proc sasa_amber {mol_ID start_frame last_frame step first_res last_res outputfile} { 
 
#select protein structure from first frame 
set ProtStruc [atomselect $mol_ID "resid $first_res to $last_res" frame 0] 
 
set outputstr "frame total" 
 
#loop through residues 
for {set j $first_res} {$j <= $last_res} {incr j} { 
 set outputstr "$outputstr $j"  
} 
 
set outputstr "$outputstr SumFreeRes" 




set outputfile [open $outputfile w] 
flush $outputfile 
 
puts $outputfile "Calculate SASAs from AMBER traj. w/ VMD" 
puts $outputfile "TIME: [clock format $systemTime -format %H:%M:%S]" 
puts $outputfile "DATE: [clock format $systemTime -format %D]" 
 
puts $outputfile $outputstr 
  
#loop through AMBER trajectory frames 
for {set i $start_frame} {$i <= $last_frame} {set i [expr {$i+$step}]} { 
  
 puts "$i von $last_frame" 
 
 set outputstr "$i" 
 
 #select protein from frame 
 set ProtStruc [atomselect $mol_ID "resid $first_res to $last_res"  frame [expr {$i}]] 
 
 set sasaprot [measure sasa 1.7683 $ProtStruc] 
 
 #puts "SASA protein: $sasaprot" 
 
 set outputstr "$outputstr $sasaprot" 
 
 set sumsasavalres 0 
  
 #loop through residues 
 for {set j $first_res} {$j <= $last_res} {incr j} { 
  set resid [atomselect $mol_ID "resid $j" frame [expr {$i}]] 
  set sasaval [measure sasa 1.7683 $ProtStruc -restrict $resid] 
                set sasavalres [measure sasa 1.7683 $resid] 
                set relsasa [expr {$sasaval*100/$sasavalres}] 
  set sumsasavalres [expr {$sumsasavalres + $sasavalres}]   
 
  #puts "$j $sasaval $sasavalres  $relsasa" 
   
  set outputstr "$outputstr $relsasa"  
   
  $resid delete 
 } 
 
 set outputstr "$outputstr $sumsasavalres" 
 
 puts $outputfile $outputstr 








III.N.3.	  Backbone	  dihedral	  angle	  calculation	  
#11-01-2013  20:00Uhr 
#calculate phi psi dihedral angles per residue of AMBER trajectory 
#frame numbering acc. to VMD 
 
proc phipsi_amber {mol_ID start_frame last_frame step first_res last_res phioutputfile 
psioutputfile} { 
 
set outputstr "frame" 
 
#loop through residues 
for {set j $first_res} {$j <= $last_res} {incr j} { 
 set outputstr "$outputstr $j"  
} 
 
set systemTime [clock seconds] 
 
set phioutfile [open $phioutputfile w] 
flush $phioutfile 
 




puts $phioutfile "Calculate phi/psi angles from AMBER traj. w/ VMD" 
puts $phioutfile "TIME: [clock format $systemTime -format %H:%M:%S]" 
puts $phioutfile "DATE: [clock format $systemTime -format %D]" 
puts $phioutfile $outputstr 
 
 
puts $psioutfile "Calculate phi/psi angles from AMBER traj. w/ VMD" 
puts $psioutfile "TIME: [clock format $systemTime -format %H:%M:%S]" 
puts $psioutfile "DATE: [clock format $systemTime -format %D]" 
puts $psioutfile $outputstr 
 
  
#loop through AMBER trajectory frames 
for {set i $start_frame} {$i <= $last_frame} {set i [expr {$i+$step}]} { 
  
 puts "$i von $last_frame" 
 
 set outputstr_psi "$i" 
 set outputstr_phi "$i" 
 
 #loop through residues 
 for {set j $first_res} {$j <= $last_res} {incr j} { 
  set resid_CA [atomselect $mol_ID "resid $j and name CA" frame [expr {$i}]] 
  set resid_phi [$resid_CA get phi] 
  set resid_psi [$resid_CA get psi] 
 
  #puts "$j $resid_phi $resid_psi" 
   
  set outputstr_phi "$outputstr_phi $resid_phi" 
  set outputstr_psi "$outputstr_psi $resid_psi"  
 
  $resid_CA delete 
 } 
 
 puts $phioutfile $outputstr_phi 









III.N.4.	  RMSd	  superposition	  and	  calculation	  





proc pair_rmsd {mol_ID first last fit_sel_str rmsd_sel_str outputfilename} { 
 
set outputfile [open $outputfilename w] 
flush $outputfile 
 
set systemTime [clock seconds] 
 
puts $outputfile "Calculate pairwise RMSd in a trajectory" 
puts $outputfile "TIME: [clock format $systemTime -format %H:%M:%S]" 
puts $outputfile "DATE: [clock format $systemTime -format %D]" 
puts $outputfile "fit selection: $fit_sel_str" 
puts $outputfile "RMSd selection: $rmsd_sel_str" 
 
for {set i $first} {$i <= $last} {incr i} { 
 
 set prot_struc_i_fit [atomselect $mol_ID $fit_sel_str frame $i] 
 set prot_struc_i_rmsd [atomselect $mol_ID $rmsd_sel_str frame $i] 
 
 for {set j $i} {$j <= $last} {incr j} { 
 
  #first step: selection for fit of j to i 
  set prot_struc_j_fit [atomselect $mol_ID $fit_sel_str frame $j] 
 
  #second step: calulate the transformation matrix 
  #use fit_sel_str as selection for fit 
  set transmat [measure fit $prot_struc_j_fit $prot_struc_i_fit weight mass] 
   
  #third step: perform transformation  
  #on the whole structure j! otherwise the structure is distorted  
  set prot_struc_j_whole [atomselect $mol_ID "all" frame $j]  
 
         $prot_struc_j_whole move $transmat 
 
  #fourth step: perform RMSd calculation for rmsd_sel_str 
  set prot_struc_j_rmsd [atomselect $mol_ID $rmsd_sel_str frame $j] 
                set rmsd_ij [measure rmsd $prot_struc_i_rmsd $prot_struc_j_rmsd weight mass] 
   
  puts "$i     $j     $rmsd_ij" 
  puts $outputfile "$i     $j     $rmsd_ij"   
 
  $prot_struc_j_rmsd delete 
  $prot_struc_j_fit delete 
  $prot_struc_j_whole delete 
 } 
  
        $prot_struc_i_rmsd delete 








III.N.5.	  Analysis	  of	  ATTRACT	  complexes	  





#implement vdW radii from Bondi 
# 
#20-03-13 15:45 
#trajectories of reduced complexes 
 
 
proc analyse_attract_vdwrad_red {mol_ID_redtra mol_ID start_frame last_frame first_res 
last_res outputfile_rec outputfile_lig} { 
 
set systemTime [clock seconds] 
 
#ini outputfile 
set outfile_rec [open $outputfile_rec w] 
flush $outfile_rec 
 





puts $outfile_rec "Calculate SASAs from ATTRACT trajectory w/ VMD" 
puts $outfile_rec "TIME: [clock format $systemTime -format %H:%M:%S]" 
puts $outfile_rec "DATE: [clock format $systemTime -format %D]" 
puts $outfile_rec "STATIC RECEPTOR" 
 
puts $outfile_lig "Calculate SASAs from ATTRACT trajectory w/ VMD" 
puts $outfile_lig "TIME: [clock format $systemTime -format %H:%M:%S]" 
puts $outfile_lig "DATE: [clock format $systemTime -format %D]" 
puts $outfile_lig "DOCKED LIGAND" 
 
#write column identifier 
set outputstr "frame sasa_rec sasa_lig sasa_cmplx" 
 
#add residues to column identifier string 
for {set j $first_res} {$j <= $last_res} {incr j} { 
        set outputstr "$outputstr $j" 
} 
 
puts $outfile_rec $outputstr 
puts $outfile_lig $outputstr 
 
set outputstr " " 
 
#implement vdW radii from Bondi 1964 
#this is esp. for AMBER generated pdb-files lacking the element identifier column -> 
different radii assigned than to 
#standard pdb files 
 
#mol_ID must be the complex structure with two chains 
#and not the trajectory 
 
set ProtStruc_Complex_Hydrogen [atomselect $mol_ID "hydrogen" frame 0] 
set ProtStruc_Complex_Oxygen [atomselect $mol_ID "oxygen" frame 0] 
set ProtStruc_Complex_Carbon [atomselect $mol_ID "carbon" frame 0] 
set ProtStruc_Complex_Nitrogen [atomselect $mol_ID "nitrogen" frame 0] 
set ProtStruc_Complex_Sulfur [atomselect $mol_ID "sulfur" frame 0] 
 
$ProtStruc_Complex_Hydrogen set radius 1.2 
$ProtStruc_Complex_Oxygen set radius 1.52 
$ProtStruc_Complex_Carbon set radius 1.70 
$ProtStruc_Complex_Nitrogen set radius 1.55 
$ProtStruc_Complex_Sulfur set radius 1.80 
 
#frame -2: receptor and SASA per residue in structure 
#frame -1: receptor and SASA per free residue 
#receptor (static) is chain B  
#take frame 0 since structures in every frame are the same 
 
set outputstr "-2" 
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set outputstr2 "-1" 
 
set ProtStruc_Rec [atomselect $mol_ID "resid $first_res to $last_res and chain B"  frame 0] 
set sasa_rec [measure sasa 1.4 $ProtStruc_Rec] 
 
set outputstr "$outputstr $sasa_rec 0 0" 
set outputstr2 "$outputstr2 $sasa_rec 0 0" 
 
#loop through residues 
for {set j $first_res} {$j <= $last_res} {incr j} { 
     set resid_rec [atomselect $mol_ID "resid $j and chain B" frame 0] 
     set sasaval [measure sasa 1.4 $ProtStruc_Rec -restrict $resid_rec] 
     set sasavalres [measure sasa 1.4 $resid_rec] 
 
     set outputstr "$outputstr $sasaval" 
     set outputstr2 "$outputstr2 $sasavalres" 
 
     $resid_rec delete 
} 
 
puts $outfile_rec $outputstr 
puts $outfile_rec $outputstr2 
 
set outputstr " " 




#frame -2: ligand and SASA per residue in structure 
#frame -1: ligand and SASA per free residue 
#ligand (not static) is chain A 
#take frame 0 since structures in every frame are the same 
 
set outputstr "-2" 
set outputstr2 "-1" 
 
set ProtStruc_Lig [atomselect $mol_ID "resid $first_res to $last_res and chain A"  frame 0] 
set sasa_lig [measure sasa 1.4 $ProtStruc_Lig] 
 
set outputstr "$outputstr 0 $sasa_lig 0" 
set outputstr2 "$outputstr2 0 $sasa_lig 0" 
 
#loop through residues 
for {set j $first_res} {$j <= $last_res} {incr j} { 
     set resid_lig [atomselect $mol_ID "resid $j and chain A" frame 0] 
     set sasaval [measure sasa 1.4 $ProtStruc_Lig -restrict $resid_lig] 
     set sasavalres [measure sasa 1.4 $resid_lig] 
 
     set outputstr "$outputstr $sasaval" 
     set outputstr2 "$outputstr2 $sasavalres" 
 
     $resid_lig delete 
} 
 
puts $outfile_lig $outputstr 
puts $outfile_lig $outputstr2 
 
set outputstr " " 




#now loop through trajectory 
for {set i $start_frame} {$i <= $last_frame} {incr i} { 
 
        puts "$i von $last_frame" 
 
        set outputstr_rec "$i" 
        set outputstr_lig "$i" 
 
  
        #select CA receptor atoms from frame 
        #set current_rec_red_CA [atomselect $mol_ID_redtra "(resid $first_res to $last_res) 
and (chain B) and (name CA)"  frame [expr {$i}]] 
        set current_rec_red_CA [atomselect $mol_ID_redtra "(chain B) and (name CA)"  frame 
[expr {$i}]] 
 
 #select CA ligand atoms from frame 
        #set current_lig_red_CA [atomselect $mol_ID_redtra "(resid $first_res to $last_res) 
and (chain A) and (name CA)"  frame [expr {$i}]] 
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        set current_lig_red_CA [atomselect $mol_ID_redtra "(chain A) and (name CA)"  frame 
[expr {$i}]] 
 
        #select chains from full atom complex 
 #this assumes that the two chains are identical and can be used as receptor or ligand 
 #otherwise change chain IDs 
 
 #set ProtStruc_fullatom_chainA [atomselect $mol_ID "(resid $first_res to $last_res) 
and (chain A)" frame 0] 
 #set ProtStruc_fullatom_chainB [atomselect $mol_ID "(resid $first_res to $last_res) 
and (chain B)" frame 0] 
 
 set ProtStruc_fullatom_chainA [atomselect $mol_ID "chain A" frame 0] 
 set ProtStruc_fullatom_chainB [atomselect $mol_ID "chain B" frame 0] 
   
 #set ProtStruc_fullatom_chainA_CA [atomselect $mol_ID "(resid $first_res to 
$last_res) and (chain A) and (name CA)" frame 0] 
 #set ProtStruc_fullatom_chainB_CA [atomselect $mol_ID "(resid $first_res to 
$last_res) and (chain B) and (name CA)" frame 0] 
 
 set ProtStruc_fullatom_chainA_CA [atomselect $mol_ID "(chain A) and (name CA)" frame 
0] 




 set rmsd_A [measure rmsd $ProtStruc_fullatom_chainA_CA $current_lig_red_CA] 
 set rmsd_B [measure rmsd $ProtStruc_fullatom_chainB_CA $current_rec_red_CA] 
  
 puts "CA rmsd & superposition" 
 puts "$rmsd_A $rmsd_B" 
 
 #calculate transformation matrices 
 #fullatom_chainA -> currect_lig 
 #fullatom_chainB -> current_rec 
 
 set transmat_chainA [measure fit $ProtStruc_fullatom_chainA_CA $current_lig_red_CA] 
 set transmat_chainB [measure fit $ProtStruc_fullatom_chainB_CA $current_rec_red_CA] 
 
 #move all atoms of chain A and chain B respectively 
 $ProtStruc_fullatom_chainA move $transmat_chainA 
 $ProtStruc_fullatom_chainB move $transmat_chainB  
 
 set rmsd_A [measure rmsd $ProtStruc_fullatom_chainA_CA $current_lig_red_CA] 
 set rmsd_B [measure rmsd $ProtStruc_fullatom_chainB_CA $current_rec_red_CA] 
  
 puts "$rmsd_A $rmsd_B" 
 
 $ProtStruc_fullatom_chainA_CA delete 
 $ProtStruc_fullatom_chainB_CA delete 
 $current_lig_red_CA delete 
 $current_rec_red_CA delete 
  
 #now the two chains of the full atom structures are superpositioned on the reduced 
chains 
 puts "SASA calculation" 
  
 #now use the superpositioned full atom structures 
        #select receptor / chain B 
        set sasaprot_rec [measure sasa 1.4 $ProtStruc_fullatom_chainB] 
 
        set outputstr_rec "$outputstr_rec $sasaprot_rec" 
        set outputstr_lig "$outputstr_lig $sasaprot_rec" 
 
        #select ligand / chain A 
        set sasaprot_lig [measure sasa 1.4 $ProtStruc_fullatom_chainA] 
 
        set outputstr_rec "$outputstr_rec $sasaprot_lig" 
        set outputstr_lig "$outputstr_lig $sasaprot_lig" 
 
        #select complex 
        #set ProtStruc_Cmplx [atomselect $mol_ID "(resid $first_res to $last_res) and (chain 
A or chain B)" frame 0] 
        set ProtStruc_Cmplx [atomselect $mol_ID "chain A or chain B" frame 0] 
        set sasaprot_cmplx [measure sasa 1.4 $ProtStruc_Cmplx] 
 
        set outputstr_rec "$outputstr_rec $sasaprot_cmplx" 





        #loop through residues 
        for {set j $first_res} {$j <= $last_res} {incr j} { 
                set selresid_rec [atomselect $mol_ID "resid $j and chain B" frame 0] 
                set sasavalrecres_cmplx [measure sasa 1.4 $ProtStruc_Cmplx -restrict 
$selresid_rec] 
  set sasavalrecres_rec [measure sasa 1.4 $ProtStruc_fullatom_chainB -restrict 
$selresid_rec] 
  set sasavalrecres_free [measure sasa 1.4 $selresid_rec] 
 
                set selresid_lig [atomselect $mol_ID "resid $j and chain A" frame 0] 
                set sasavalligres_cmplx [measure sasa 1.4 $ProtStruc_Cmplx -restrict 
$selresid_lig] 
  set sasavalligres_lig [measure sasa 1.4 $ProtStruc_fullatom_chainA -restrict 
$selresid_lig] 
  set sasavalligres_free [measure sasa 1.4 $selresid_lig] 
 
                #to avoid potential division by zero 
  #residues with a relative SASA < than 5% are considered to be buried and 
cannot be part of the interface 
                #diff_ratio_* is 1 when residue SASA in complex is zero    
 
  set relsasarecres [expr {($sasavalrecres_rec/$sasavalrecres_free)*100}] 
  set relsasaligres [expr {($sasavalligres_lig/$sasavalligres_free)*100}] 
 
  if {$relsasarecres <= 5} { 
     set diff_ratio_rec [expr {-1}] 
  } else { 
            set diff_ratio_rec [expr {(1-
($sasavalrecres_cmplx/$sasavalrecres_rec))*100}] 
  } 
 
  if {$relsasaligres <= 5} { 
     set diff_ratio_lig [expr {-1}] 
  } else { 
                   set diff_ratio_lig [expr {(1-
($sasavalligres_cmplx/$sasavalligres_lig))*100}] 
  } 
 
                set outputstr_rec "$outputstr_rec $diff_ratio_rec" 
  set outputstr_lig "$outputstr_lig $diff_ratio_lig" 
 
                $selresid_rec delete 
  $selresid_lig delete 
        } 
 
        puts $outfile_rec $outputstr_rec 
 puts $outfile_lig $outputstr_lig    
 
 $ProtStruc_fullatom_chainA delete 
 $ProtStruc_fullatom_chainB delete 










III.O.	  Remark	  on	  the	  SASA	  calculation	  with	  VMD	  
The	  following	  values	  are	  intended	  to	  give	  an	  impression	  of	  the	  influence	  of	  the	  number	  
of	   points	   used	   for	   the	   SASA	   calculation	   (see	   section	   3.2.3.	   for	   more	   details).	   The	  
arbitrarily	   chosen	   structure	  was	   the	   “leap”	   generated	   perlucin	   structure	   for	   the	  MD	  
simulation	   without	   calcium	   ions.	   The	   vdW-­‐radii	   of	   the	   “parm99.dat”	   were	   assigned	  
before	  SASA	  calculation.	  General	  VMD	  commands	  were	  
	  
>Main< (compnpnts) 28 % atomselect 0 "resid 1 to 131" 
atomselect110 
>Main< (compnpnts) 29 % puts [measure sasa 1.7683 atomselect110 -samples 500] 
6851.8427734375 
	  
and	  with	  an	  arbitrarily	  chosen	  residue	  
	  
>Main< (compnpnts) 40 % atomselect 0 "resid 10" 
atomselect111 
>Main< (compnpnts) 41 % puts [measure sasa 1.7683 atomselect111 -samples 500] 
442.86077880859375 
	  
-­‐samples	   	   SASA	  (full	  protein	  structure)	   	   SASA	  (single	  residue)	  
500	   	   	   6851.8	   	   	   	   	   442.9	  
1000	   	   	   6858.0	   	   	   	   	   441.4	  
2000	   	   	   6851.9	   	   	   	   	   439.0	  
3000	   	   	   6874.4	   	   	   	   	   436.3	  
4000	   	   	   6887.3	   	   	   	   	   436.9	  
5000	   	   	   6892.5	   	   	   	   	   434.0	  
6000	   	   	   6894.9	   	   	   	   	   434.1	  
7000	   	   	   6897.2	   	   	   	   	   434.4	  
8000	   	   	   6898.2	   	   	   	   	   434.8	  
9000	   	   	   6895.4	   	   	   	   	   435.1	  




III.P.	   IGOR	  scripts	  for	  post-­‐processing	  
III.P.1.	  Post-­‐processing	  of	  SANDER	  output	  
Function OpenSeriesMDout(FolderName) 
 String FolderName 
  
 SetDataFolder root: 
 FolderName = "root:" + FolderName 
 NewDataFolder /O/S $FolderName 
   
 String/G FileList 
 String FileListName = FolderName + ":FileList" 
 SVAR FileList = $FileListName 
 FileList = "" 
  
 String NewSubfolder = FolderName + ":dummy" 
 NewDataFolder/O/S $NewSubfolder 
  
 make /D/N=0 nstep, time_ps, ektot, eptot, bond, angle, dihed, nb14, eel14,vdw, eelec, 
ehbond, restraint, ekcmt, virial, volume, density, temp_k, etot, press 
 Variable/G nstep_avg, time_ps_avg, ektot_avg, eptot_avg, bond_avg, angle_avg, 
dihed_avg, nb14_avg, eel14_avg,vdw_avg, eelec_avg, ehbond_avg, restraint_avg, ekcmt_avg, 
virial_avg, volume_avg, density_avg, temp_k_avg, etot_avg, press_avg 
 Variable/G nstep_rms, time_ps_rms, ektot_rms, eptot_rms, bond_rms, angle_rms, 
dihed_rms, nb14_rms, eel14_rms,vdw_rms, eelec_rms, ehbond_rms, restraint_rms, ekcmt_rms, 
virial_rms, volume_rms, density_rms, temp_k_rms, etot_rms, press_rms 
 
 ReadInAllLinesInFile("") 
       
      String FirstFile=StringFromList(0,FileList,";") 
 Variable SuffixStart=strsearch(FirstFile, ".out",Inf,1) 
 Variable LastUnderScore=strsearch(FirstFile,"_",Inf,1) 
 Variable FileNumber = str2num(FirstFile[LastUnderScore+1,SuffixStart-1]) 
  
 String CurrentDataFolder = GetDataFolder(1) 
 NewSubfolder = num2str(FileNumber) + "_out" 
 RenameDataFolder $CurrentDataFolder, $NewSubfolder  
  
 Variable i 
 String FileToOpen = "" 
  
 for(i=FileNumber;i<=10;i+=1) 
  FileNumber+=1 
  FileToOpen=FirstFile[0,LastUnderScore] + num2str(FileNumber) + ".out" 
   
  SetDataFolder FolderName 
   
  NewSubfolder = num2str(FileNumber) + "_out" 
  NewDataFolder/O/S $NewSubfolder 
  
  make /D/N=0 nstep, time_ps, ektot, eptot, bond, angle, dihed, nb14, eel14,vdw, 
eelec, ehbond, restraint, ekcmt, virial, volume, density, temp_k, etot, press 
  Variable/G nstep_avg, time_ps_avg, ektot_avg, eptot_avg, bond_avg, angle_avg, 
dihed_avg, nb14_avg, eel14_avg,vdw_avg, eelec_avg, ehbond_avg, restraint_avg, ekcmt_avg, 
virial_avg, volume_avg, density_avg, temp_k_avg, etot_avg, press_avg 
  Variable/G nstep_rms, time_ps_rms, ektot_rms, eptot_rms, bond_rms, angle_rms, 
dihed_rms, nb14_rms, eel14_rms,vdw_rms, eelec_rms, ehbond_rms, restraint_rms, ekcmt_rms, 
virial_rms, volume_rms, density_rms, temp_k_rms, etot_rms, press_rms 
 
  ReadInAllLinesInFile(FileToOpen) 
 endfor 
  








 String FileName 
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 String CurrentDataFolder = GetDataFolder(1) 
 Variable FolderNameLength = strlen(CurrentDataFolder) 
 Variable VorletzterDoppelpunkt = strsearch(CurrentDataFolder,":", FolderNameLength-
2,1) 
 String FolderBase = CurrentDataFolder[0,VorletzterDoppelpunkt] 
  
 String FileListName = FolderBase + "FileList" 
 SVAR FileList = $FileListName 
  
 Variable refNum 
  
 Open/R refNum as FileName // Display dialog 
 if (refNum == 0) 
  return -1    // User canceled 
 endif 
  
 FileList = FileList + S_filename + ";" 
 
 Print "Reading: " + FileName 
 
 Variable lineNumber, len, NoNSTEP, NSTEPfound, LastNSTEPline, EAMBERfound 
 String buffer, PathStr 
 lineNumber = 0 
 NoNSTEP = 0 
 NSTEPfound = -1 
 EAMBERfound = -1 
 LastNSTEPline = -10 
 PathStr = CurrentDataFolder 
  
 do 
  FReadLine refNum, buffer 
  len = strlen(buffer) 
  if (len == 0) 
   break      // No more lines to be 
read 
  endif 
   
  NSTEPfound = strsearch(buffer, "NSTEP", 0) 
   
  if (NSTEPfound != -1) 
        ExtractDataFromLine("NSTEP",NoNSTEP, buffer, PathStr) 
   NoNSTEP += 1 
   LastNSTEPline = lineNumber    
   //print lineNumber 
   //print buffer 
  endif 
   
  if (lineNumber==(LastNSTEPline+1)) 
    ExtractDataFromLine("Etot",NoNSTEP, buffer, PathStr) 
  endif 
   
  if (lineNumber==(LastNSTEPline+2)) 
    ExtractDataFromLine("BOND",NoNSTEP, buffer, PathStr) 
  endif 
   
  if (lineNumber==(LastNSTEPline+3)) 
    ExtractDataFromLine("1-4 NB",NoNSTEP, buffer, PathStr) 
  endif 
   
  if (lineNumber==(LastNSTEPline+4)) 
    ExtractDataFromLine("EELEC",NoNSTEP, buffer, PathStr) 
  endif 
   
  if (lineNumber==(LastNSTEPline+5)) 
   EAMBERfound = strsearch(buffer, "EAMBER", 0) 
  endif 
   
  if(EAMBERfound != -1) 
   if (lineNumber==(LastNSTEPline+6)) 
     ExtractDataFromLine("EKCMT",NoNSTEP, buffer, PathStr) 
   endif 
    
   if (lineNumber==(LastNSTEPline+7)) 
     ExtractDataFromLine("Density",NoNSTEP, buffer, PathStr) 
   endif 
  else 
   if (lineNumber==(LastNSTEPline+5)) 
     ExtractDataFromLine("EKCMT",NoNSTEP, buffer, PathStr) 
   endif 
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   if (lineNumber==(LastNSTEPline+6)) 
     ExtractDataFromLine("Density",NoNSTEP, buffer, PathStr) 
   endif 
  endif 
   
    
  //Printf "Line number  %d: %s", lineNumber, buffer 
  //if (CmpStr(buffer[len-1],"\r") != 0)  // Last line has no CR ? 
  // Printf "\r" 
  //endif 
   
 lineNumber += 1 
 while (1) 
 
 Close refNum 
  
 String TheWaveName, TheVarName 
  
 TheWaveName = PathStr + "nstep" 
 WAVE/D nstep = $TheWaveName 
  
 TheVarName = PathStr + "nstep_avg" 
 NVAR nstep_avg = $TheVarName 
  
 TheVarName = PathStr + "nstep_rms" 
 NVAR nstep_rms = $TheVarName 
  
 
 TheWaveName = PathStr + "time_ps" 
 WAVE/D time_ps = $TheWaveName 
  
 TheVarName = PathStr + "time_ps_avg" 
 NVAR time_ps_avg = $TheVarName 
  
 TheVarName = PathStr + "time_ps_rms" 
 NVAR time_ps_rms = $TheVarName 
 
 
 TheWaveName = PathStr + "temp_k" 
 WAVE/D temp_k = $TheWaveName 
  
 TheVarName = PathStr + "temp_k_avg" 
 NVAR temp_k_avg = $TheVarName 
  
 TheVarName = PathStr + "temp_k_rms" 
 NVAR temp_k_rms = $TheVarName 
 
 
 TheWaveName = PathStr + "press" 
 WAVE/D press = $TheWaveName 
  
 TheVarName = PathStr + "press_avg" 
 NVAR press_avg = $TheVarName 
  
 TheVarName = PathStr + "press_rms" 
 NVAR press_rms = $TheVarName 
 
  
 TheWaveName = PathStr + "etot" 
 WAVE/D etot = $TheWaveName 
  
 TheVarName = PathStr + "etot_avg" 
 NVAR etot_avg = $TheVarName 
  
 TheVarName = PathStr + "etot_rms" 
 NVAR etot_rms = $TheVarName 
 
 
 TheWaveName = PathStr + "ektot" 
 WAVE/D ektot = $TheWaveName 
  
 TheVarName = PathStr + "ektot_avg" 
 NVAR ektot_avg = $TheVarName 
  
 TheVarName = PathStr + "ektot_rms" 
 NVAR ektot_rms = $TheVarName 
 
  
 TheWaveName = PathStr + "eptot" 
 WAVE/D eptot = $TheWaveName 
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 TheVarName = PathStr + "eptot_avg" 
 NVAR eptot_avg = $TheVarName 
  
 TheVarName = PathStr + "eptot_rms" 
 NVAR eptot_rms = $TheVarName 
 
  
 TheWaveName = PathStr + "bond" 
 WAVE/D bond = $TheWaveName 
  
 TheVarName = PathStr + "bond_avg" 
 NVAR bond_avg = $TheVarName 
  
 TheVarName = PathStr + "bond_rms" 
 NVAR bond_rms = $TheVarName 
 
 
 TheWaveName = PathStr + "angle" 
 WAVE/D angle = $TheWaveName 
 
 TheVarName = PathStr + "angle_avg" 
 NVAR angle_avg = $TheVarName 
  
 TheVarName = PathStr + "angle_rms" 
 NVAR angle_rms = $TheVarName 
 
  
 TheWaveName = PathStr + "dihed" 
 WAVE/D dihed = $TheWaveName 
  
 TheVarName = PathStr + "dihed_avg" 
 NVAR dihed_avg = $TheVarName 
  
 TheVarName = PathStr + "dihed_rms" 
 NVAR dihed_rms = $TheVarName 
 
  
 TheWaveName = PathStr + "nb14" 
 WAVE/D nb14 = $TheWaveName 
  
 TheVarName = PathStr + "nb14_avg" 
 NVAR nb14_avg = $TheVarName 
  
 TheVarName = PathStr + "nb14_rms" 
 NVAR nb14_rms = $TheVarName 
 
  
 TheWaveName = PathStr + "eel14" 
 WAVE/D eel14 = $TheWaveName 
  
 TheVarName = PathStr + "eel14_avg" 
 NVAR eel14_avg = $TheVarName 
  
 TheVarName = PathStr + "eel14_rms" 
 NVAR eel14_rms = $TheVarName 
 
 
 TheWaveName = PathStr + "vdw" 
 WAVE/D vdw = $TheWaveName 
  
 TheVarName = PathStr + "vdw_avg" 
 NVAR vdw_avg = $TheVarName 
  
 TheVarName = PathStr + "vdw_rms" 
 NVAR vdw_rms = $TheVarName 
 
  
 TheWaveName = PathStr + "eelec" 
 WAVE/D eelec = $TheWaveName 
  
 TheVarName = PathStr + "eelec_avg" 
 NVAR eelec_avg = $TheVarName 
  
 TheVarName = PathStr + "eelec_rms" 
 NVAR eelec_rms = $TheVarName 
 
 
 TheWaveName = PathStr + "ehbond" 
 WAVE/D ehbond = $TheWaveName 
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 TheVarName = PathStr + "ehbond_avg" 
 NVAR ehbond_avg = $TheVarName 
  
 TheVarName = PathStr + "ehbond_rms" 
 NVAR ehbond_rms = $TheVarName 
 
  
 TheWaveName = PathStr + "restraint" 
 WAVE/D restraint = $TheWaveName 
  
 TheVarName = PathStr + "restraint_avg" 
 NVAR restraint_avg = $TheVarName 
  
 TheVarName = PathStr + "restraint_rms" 
 NVAR restraint_rms = $TheVarName 
 
 
 TheWaveName = PathStr + "ekcmt" 
 WAVE/D ekcmt = $TheWaveName 
  
 TheVarName = PathStr + "ekcmt_avg" 
 NVAR ekcmt_avg = $TheVarName 
  
 TheVarName = PathStr + "ekcmt_rms" 
 NVAR ekcmt_rms = $TheVarName 
 
 
 TheWaveName = PathStr + "virial" 
 WAVE/D virial = $TheWaveName 
  
 TheVarName = PathStr + "virial_avg" 
 NVAR virial_avg = $TheVarName 
  
 TheVarName = PathStr + "virial_rms" 
 NVAR virial_rms = $TheVarName 
 
 
 TheWaveName = PathStr + "volume" 
 WAVE/D volume = $TheWaveName 
  
 TheVarName = PathStr + "volume_avg" 
 NVAR volume_avg = $TheVarName 
  
 TheVarName = PathStr + "volume_rms" 
 NVAR volume_rms = $TheVarName 
 
 
 TheWaveName = PathStr + "density" 
 WAVE/D density = $TheWaveName 
  
 TheVarName = PathStr + "density_avg" 
 NVAR density_avg = $TheVarName 
  
 TheVarName = PathStr + "density_rms" 
 NVAR density_rms = $TheVarName 
  
 Variable nstep_dim = DimSize(nstep,0) 
 
 Print "AVG and RMS" 
  
 nstep_avg = nstep[nstep_dim-2] 
 nstep_rms = nstep[nstep_dim-1] 
 
 time_ps_avg = time_ps[nstep_dim-2] 
 time_ps_rms = time_ps[nstep_dim-1] 
  
 temp_k_avg = temp_k[nstep_dim-2] 
 temp_k_rms = temp_k[nstep_dim-1] 
  
 press_avg = press[nstep_dim-2] 
 press_rms = press[nstep_dim-1] 
  
 etot_avg = etot[nstep_dim-2] 
 etot_rms = etot[nstep_dim-1] 
 
 ektot_avg = ektot[nstep_dim-2] 
 ektot_rms = ektot[nstep_dim-1] 
 
 eptot_avg = eptot[nstep_dim-2] 
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 eptot_rms = eptot[nstep_dim-1] 
 
 bond_avg = bond[nstep_dim-2] 
 bond_rms = bond[nstep_dim-1] 
 
 angle_avg = angle[nstep_dim-2] 
 angle_rms = angle[nstep_dim-1] 
 
 dihed_avg = dihed[nstep_dim-2] 
 dihed_rms = dihed[nstep_dim-1] 
 
 nb14_avg = nb14[nstep_dim-2] 
 nb14_rms = nb14[nstep_dim-1] 
 
 eel14_avg = eel14[nstep_dim-2] 
 eel14_rms = eel14[nstep_dim-1] 
 
 vdw_avg = vdw[nstep_dim-2] 
 vdw_rms = vdw[nstep_dim-1] 
 
 eelec_avg = eelec[nstep_dim-2] 
 eelec_rms = eelec[nstep_dim-1] 
 
 ehbond_avg = ehbond[nstep_dim-2] 
 ehbond_rms = ehbond[nstep_dim-1] 
 
 restraint_avg = restraint[nstep_dim-2] 
 restraint_rms = restraint[nstep_dim-1] 
 
 ekcmt_avg = ekcmt[nstep_dim-2] 
 ekcmt_rms = ekcmt[nstep_dim-1] 
 
 virial_avg = virial[nstep_dim-2] 
 virial_rms = virial[nstep_dim-1] 
 
 volume_avg = volume[nstep_dim-2] 
 volume_rms = volume[nstep_dim-1] 
 
 density_avg = density[nstep_dim-2] 
 density_rms = density[nstep_dim-1] 
 
 DeletePoints /M=0 nstep_dim-2, 2, nstep, time_ps, etot, ektot, eptot, bond, angle, 
dihed, nb14, eel14,vdw, eelec, ehbond, restraint, ekcmt, virial, volume, density, temp_k, 
press 
  
 //Print "NSTEP: " + num2str(nstep_avg) + " (" + num2str(nstep_rms)+")" + "\t" + 
"TIME: " + num2str(time_ps_avg) + " (" + num2str(time_ps_rms)+")" + "\t" + "TEMP: " + 
num2str(temp_k_avg) + "(" + num2str(temp_k_rms)+")" + "\t" + "PRESS: " + num2str(press_avg) 
+ " (" + num2str(press_rms)+")" 
 //Print "Etot: " + num2str(etot_avg) + " (" + num2str(etot_rms)+")" + "\t" + "EKtot: 
" + num2str(ektot_avg) + " (" + num2str(ektot_rms)+")" + "\t" + "EPtot: " + 
num2str(eptot_avg) + " (" + num2str(eptot_rms)+")" 
 //Print "BOND: " + num2str(bond_avg) + " (" + num2str(bond_rms)+")" + "\t" + "ANGLE: 
" + num2str(angle_avg) + " (" + num2str(angle_rms)+")" + "\t" + "DIHED: " + 
num2str(dihed_avg) + " (" + num2str(dihed_rms)+")" 
 //Print "1-4 NB: " + num2str(nb14_avg) + " (" + num2str(nb14_rms)+")" + "\t" + "1-4 
EEL: " + num2str(eel14_avg) + " (" + num2str(eel14_rms)+")" + "\t" + "VDWAALS: " + 
num2str(vdw_avg) + " (" + num2str(vdw_rms)+")" 
 //Print "EELEC: " + num2str(eelec_avg) + " (" + num2str(eelec_rms)+")" + "\t" + 
"EHBOND: " + num2str(ehbond_avg) + " (" + num2str(ehbond_rms)+")" + "\t" + "RESTRAINT: " + 
num2str(restraint_avg) + " (" + num2str(restraint_rms)+")" 
 //Print "EKCMT: " + num2str(ekcmt_avg) + " (" + num2str(ekcmt_rms)+")" + "\t" + 
"VIRIAL: " + num2str(virial_avg) + " (" + num2str(virial_rms)+")" + "\t" + "VOLUME: " + 
num2str(volume_avg) + " (" + num2str(volume_rms)+")" 
 //Print "Density: " + num2str(density_avg) + " (" + num2str(density_rms)+")" 
  
 Printf "NSTEP: %8.0f (%8.0f) \t TIME: %6.2f (%6.3f) \t TEMP: %3.2f (%3.2f) \t PRESS: 
%+3.1f (%3.1f)\r", nstep_avg, nstep_rms, time_ps_avg, time_ps_rms, temp_k_avg, temp_k_rms, 
press_avg, press_rms 
 Printf "Etot\t: %+6.4f (%6.4f) \t EKtot\t: %+6.4f (%6.4f) \t EPtot\t: %+6.4f 
(%6.4f)\r", etot_avg, etot_rms, ektot_avg, ektot_rms, eptot_avg, eptot_rms 
 Printf "BOND\t: %+6.4f (%6.4f) \t ANGLE\t: %+6.4f (%6.4f) \t DIHED\t: %+6.4f 
(%6.4f)\r", bond_avg, bond_rms, angle_avg, angle_rms, dihed_avg, dihed_rms 
 Printf "1-4 NB\t: %+6.4f (%6.4f) \t 1-4 EEL\t: %+6.4f (%6.4f) \t VDWAALS\t: %+6.4f 
(%6.4f)\r", nb14_avg, nb14_rms, eel14_avg, eel14_rms, vdw_avg, vdw_rms 
 Printf "EELEC\t: %+6.4f (%6.4f) \t EHBOND\t: %+6.4f (%6.4f) \t RESTRAINT\t: %+6.4f 
(%6.4f)\r", eelec_avg, eelec_rms, ehbond_avg, ehbond_rms, restraint_avg, restraint_rms 
 Printf "EKCMT\t: %+6.4f (%6.4f) \t VIRIAL\t: %+6.4f (%6.4f) \t VOLUME\t: %8.4f 
(%8.4f)\r", ekcmt_avg, ekcmt_rms, virial_avg, virial_rms, volume_avg, volume_rms 
 Printf "Density\t: %2.4f (%2.4f)\r", density_avg, density_rms 
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 return 0 
End 
 
Function ExtractDataFromLine(SearchStr, Counter, buffer, PathStr) 
 String SearchStr 
 Variable Counter 
 String buffer 
 String PathStr 
  
 String TheWaveName, TheVarName 
  
 TheWaveName = PathStr + "nstep" 
 WAVE/D nstep = $TheWaveName 
  
 TheVarName = PathStr + "nstep_avg" 
 NVAR nstep_avg = $TheVarName 
  
 TheVarName = PathStr + "nstep_rms" 
 NVAR nstep_rms = $TheVarName 
  
 
 TheWaveName = PathStr + "time_ps" 
 WAVE/D time_ps = $TheWaveName 
  
 TheVarName = PathStr + "time_ps_avg" 
 NVAR time_ps_avg = $TheVarName 
  
 TheVarName = PathStr + "time_ps_rms" 
 NVAR time_ps_rms = $TheVarName 
 
 
 TheWaveName = PathStr + "temp_k" 
 WAVE/D temp_k = $TheWaveName 
  
 TheVarName = PathStr + "temp_k_avg" 
 NVAR temp_k_avg = $TheVarName 
  
 TheVarName = PathStr + "temp_k_rms" 
 NVAR temp_k_rms = $TheVarName 
 
 
 TheWaveName = PathStr + "press" 
 WAVE/D press = $TheWaveName 
  
 TheVarName = PathStr + "press_avg" 
 NVAR press_avg = $TheVarName 
  
 TheVarName = PathStr + "press_rms" 
 NVAR press_rms = $TheVarName 
 
  
 TheWaveName = PathStr + "etot" 
 WAVE/D etot = $TheWaveName 
  
 TheVarName = PathStr + "etot_avg" 
 NVAR etot_avg = $TheVarName 
  
 TheVarName = PathStr + "etot_rms" 
 NVAR etot_rms = $TheVarName 
 
 
 TheWaveName = PathStr + "ektot" 
 WAVE/D ektot = $TheWaveName 
  
 TheVarName = PathStr + "ektot_avg" 
 NVAR ektot_avg = $TheVarName 
  
 TheVarName = PathStr + "ektot_rms" 
 NVAR ektot_rms = $TheVarName 
 
  
 TheWaveName = PathStr + "eptot" 
 WAVE/D eptot = $TheWaveName 
  
 TheVarName = PathStr + "eptot_avg" 
 NVAR eptot_avg = $TheVarName 
  
 TheVarName = PathStr + "eptot_rms" 




 TheWaveName = PathStr + "bond" 
 WAVE/D bond = $TheWaveName 
  
 TheVarName = PathStr + "bond_avg" 
 NVAR bond_avg = $TheVarName 
  
 TheVarName = PathStr + "bond_rms" 
 NVAR bond_rms = $TheVarName 
 
 
 TheWaveName = PathStr + "angle" 
 WAVE/D angle = $TheWaveName 
 
 TheVarName = PathStr + "angle_avg" 
 NVAR angle_avg = $TheVarName 
  
 TheVarName = PathStr + "angle_rms" 
 NVAR angle_rms = $TheVarName 
 
  
 TheWaveName = PathStr + "dihed" 
 WAVE/D dihed = $TheWaveName 
  
 TheVarName = PathStr + "dihed_avg" 
 NVAR dihed_avg = $TheVarName 
  
 TheVarName = PathStr + "dihed_rms" 
 NVAR dihed_rms = $TheVarName 
 
  
 TheWaveName = PathStr + "nb14" 
 WAVE/D nb14 = $TheWaveName 
  
 TheVarName = PathStr + "nb14_avg" 
 NVAR nb14_avg = $TheVarName 
  
 TheVarName = PathStr + "nb14_rms" 
 NVAR nb14_rms = $TheVarName 
 
  
 TheWaveName = PathStr + "eel14" 
 WAVE/D eel14 = $TheWaveName 
  
 TheVarName = PathStr + "eel14_avg" 
 NVAR eel14_avg = $TheVarName 
  
 TheVarName = PathStr + "eel14_rms" 
 NVAR eel14_rms = $TheVarName 
 
 
 TheWaveName = PathStr + "vdw" 
 WAVE/D vdw = $TheWaveName 
  
 TheVarName = PathStr + "vdw_avg" 
 NVAR vdw_avg = $TheVarName 
  
 TheVarName = PathStr + "vdw_rms" 
 NVAR vdw_rms = $TheVarName 
 
  
 TheWaveName = PathStr + "eelec" 
 WAVE/D eelec = $TheWaveName 
  
 TheVarName = PathStr + "eelec_avg" 
 NVAR eelec_avg = $TheVarName 
  
 TheVarName = PathStr + "eelec_rms" 
 NVAR eelec_rms = $TheVarName 
 
 
 TheWaveName = PathStr + "ehbond" 
 WAVE/D ehbond = $TheWaveName 
 
 TheVarName = PathStr + "ehbond_avg" 
 NVAR ehbond_avg = $TheVarName 
  
 TheVarName = PathStr + "ehbond_rms" 




 TheWaveName = PathStr + "restraint" 
 WAVE/D restraint = $TheWaveName 
  
 TheVarName = PathStr + "restraint_avg" 
 NVAR restraint_avg = $TheVarName 
  
 TheVarName = PathStr + "restraint_rms" 
 NVAR restraint_rms = $TheVarName 
 
 
 TheWaveName = PathStr + "ekcmt" 
 WAVE/D ekcmt = $TheWaveName 
  
 TheVarName = PathStr + "ekcmt_avg" 
 NVAR ekcmt_avg = $TheVarName 
  
 TheVarName = PathStr + "ekcmt_rms" 
 NVAR ekcmt_rms = $TheVarName 
 
 
 TheWaveName = PathStr + "virial" 
 WAVE/D virial = $TheWaveName 
  
 TheVarName = PathStr + "virial_avg" 
 NVAR virial_avg = $TheVarName 
  
 TheVarName = PathStr + "virial_rms" 
 NVAR virial_rms = $TheVarName 
 
 
 TheWaveName = PathStr + "volume" 
 WAVE/D volume = $TheWaveName 
  
 TheVarName = PathStr + "volume_avg" 
 NVAR volume_avg = $TheVarName 
  
 TheVarName = PathStr + "volume_rms" 
 NVAR volume_rms = $TheVarName 
 
 
 TheWaveName = PathStr + "density" 
 WAVE/D density = $TheWaveName 
  
 TheVarName = PathStr + "density_avg" 
 NVAR density_avg = $TheVarName 
  
 TheVarName = PathStr + "density_rms" 
 NVAR density_rms = $TheVarName 
  
  
 String expr, str1, val1, str2, val2, str3, val3, str4, val4 
 Variable debug_flag = 0 
  
 if (strsearch(SearchStr, "NSTEP", 0) != -1) 
  Redimension /N=(Counter+1) nstep, time_ps, etot, ektot, eptot, bond, angle, 
dihed, nb14, eel14,vdw, eelec, ehbond, restraint, ekcmt, virial, volume, density, temp_k, 
press 
   
  //  NSTEP =   997000   TIME(PS) =    2194.000  TEMP(K) =   300.86  PRESS =    
74.9 
  expr="( +NSTEP += +)([0-9]+)( +TIME\(PS\) += +)([0-9]+\.[0-9]+)( +TEMP\(K\) += 
+)([0-9]+\.[0-9]+)( +PRESS += +)([\- ][0-9]+\.[0-9]+)" 
  SplitString/E=(expr) buffer, str1, val1,  str2, val2, str3, val3, str4, val4
  
   
  nstep[counter]=str2num(val1) 
  time_ps[counter]=str2num(val2) 
  temp_k[counter]=str2num(val3) 
  press[counter]=str2num(val4)   
  
  if(debug_flag != 0) 
   Print "Extracted line:" + buffer 
   //Print "NSTEP: " + num2str(nstep[counter]) + "\t" + "TIME: " + 
num2str(time_ps[counter]) + "\t" + "TEMP: " + num2str(temp_k[counter]) + "\t" + "PRESS: " + 
num2str(press[counter])  
   Printf "NSTEP: %8.0f \t TIME: %6.2f\t TEMP: %3.2f\t PRESS: %+3.1f\r", 
nstep[counter], time_ps[counter], temp_k[counter], press[counter] 
 




    
 if (strsearch(SearchStr, "Etot", 0) != -1) 
  //  Etot   =    -47579.5706  EKtot   =     12048.4570  EPtot      =    -
59628.0276 
  expr="( +Etot += +)([\- ][0-9]+\.[0-9]+)( +EKtot += +)([\- ][0-9]+\.[0-9]+)( 
+EPtot += +)([\- ][0-9]+\.[0-9]+)" 
  SplitString/E=(expr) buffer, str1, val1,  str2, val2, str3, val3  
  
  etot[counter]=str2num(val1) 
  ektot[counter]=str2num(val2) 
  eptot[counter]=str2num(val3) 
 
  if(debug_flag != 0) 
   Print "Extracted line:" + buffer 
   //Print "Etot: " + num2str(Etot[counter]) + "\t" + "EKtot: " + 
num2str(ektot[counter]) + "\t" + "EPtot: " + num2str(eptot[counter]) 
   Printf "Etot\t: %+6.4f \t EKtot\t: %+6.4f\t EPtot\t: %+6.4f\r", 
etot[counter], ektot[counter], eptot[counter] 
  endif   
 endif 
  
 if (strsearch(SearchStr, "BOND", 0) != -1) 
  //  BOND   =       385.8633  ANGLE   =       994.7866  DIHED      =      
1403.1103 
  expr="( +BOND += +)([\- ][0-9]+\.[0-9]+)( +ANGLE += +)([\- ][0-9]+\.[0-9]+)( 
+DIHED += +)([\- ][0-9]+\.[0-9]+)" 
  SplitString/E=(expr) buffer, str1, val1,  str2, val2, str3, val3  
  
  bond[counter]=str2num(val1) 
  angle[counter]=str2num(val2) 
  dihed[counter]=str2num(val3) 
 
  if(debug_flag != 0) 
   Print "Extracted line:" + buffer 
   //Print "BOND: " + num2str(bond[counter]) + "\t" + "ANGLE: " + 
num2str(angle[counter]) + "\t" + "DIHED: " + num2str(dihed[counter]) 
   Printf "BOND\t: %+6.4f\t ANGLE\t: %+6.4f\t DIHED\t: %+6.4f\r", 
bond[counter], angle[counter], dihed[counter] 
  endif   
 endif 
 
 if (strsearch(SearchStr, "1-4 NB", 0) != -1) 
  //  1-4 NB =       461.3687  1-4 EEL =      5340.6995  VDWAALS    =      
7204.4151 
  expr="( +1\-4 NB += +)([\- ][0-9]+\.[0-9]+)( +1\-4 EEL += +)([\- ][0-9]+\.[0-
9]+)( +VDWAALS += +)([\- ][0-9]+\.[0-9]+)" 
  SplitString/E=(expr) buffer, str1, val1,  str2, val2, str3, val3  
  
  nb14[counter]=str2num(val1) 
  eel14[counter]=str2num(val2) 
  vdw[counter]=str2num(val3) 
   
  if(debug_flag != 0) 
   Print "Extracted line:" + buffer 
   //Print "1-4 NB: " + num2str(nb14[counter]) + "\t" + "1-4 EEL: " + 
num2str(eel14[counter]) + "\t" + "VDWAALS: " + num2str(vdw[counter]) 
   Printf "1-4 NB\t: %+6.4f\t 1-4 EEL\t: %+6.4f\t VDWAALS\t: %+6.4f\r", 
nb14[counter], eel14[counter], vdw[counter] 
  endif   
 endif 
 
 if (strsearch(SearchStr, "EELEC", 0) != -1) 
  //  EELEC  =    -75219.3947  EHBOND  =         0.0000  RESTRAINT  =         
0.0000 
  expr="( +EELEC += +)([\- ][0-9]+\.[0-9]+)( +EHBOND += +)([\- ][0-9]+\.[0-9]+)( 
+RESTRAINT += +)([\- ][0-9]+\.[0-9]+)" 
  SplitString/E=(expr) buffer, str1, val1,  str2, val2, str3, val3  
  
  eelec[counter]=str2num(val1) 
  ehbond[counter]=str2num(val2) 
  restraint[counter]=str2num(val3) 
   
  if(debug_flag != 0) 
   Print "Extracted line:" + buffer 
   //Print "EELEC: " + num2str(eelec[counter]) + "\t" + "EHBOND: " + 
num2str(ehbond[counter]) + "\t" + "RESTRAINT: " + num2str(restraint[counter]) 
   Printf "EELEC\t: %+6.4f\t EHBOND\t: %+6.4f\t RESTRAINT\t: %+6.4f\r", 
eelec[counter], ehbond[counter], restraint[counter] 
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  endif   
   
 endif 
 
 if (strsearch(SearchStr, "EKCMT", 0) != -1) 
  //  EKCMT  =      5325.6894  VIRIAL  =      5337.1662  VOLUME     =    
195216.1429 
  expr="( +EKCMT += +)([\- ][0-9]+\.[0-9]+)( +VIRIAL += +)([\- ][0-9]+\.[0-9]+)( 
+VOLUME += +)([\- ][0-9]+\.[0-9]+)" 
  SplitString/E=(expr) buffer, str1, val1,  str2, val2, str3, val3  
  
  ekcmt[counter]=str2num(val1) 
  virial[counter]=str2num(val2) 
  volume[counter]=str2num(val3) 
   
  if(debug_flag != 0) 
   Print "Extracted line:"+ buffer 
   //Print "EKCMT: " + num2str(ekcmt[counter]) + "\t" + "VIRIAL: " + 
num2str(virial[counter]) + "\t" + "VOLUME: " + num2str(volume[counter]) 
   Printf "EKCMT\t: %+6.4f\t VIRIAL\t: %+6.4f\t VOLUME\t: %8.4f\r", 
ekcmt[counter], virial[counter], volume[counter] 
  endif   
   
 endif 
 
 if (strsearch(SearchStr, "Density", 0) != -1) 
  //                                                     Density    =         
1.0215 
  expr="( +Density += +)([\- ][0-9]+\.[0-9]+)" 
  SplitString/E=(expr) buffer, str1, val1 
  
  density[counter]=str2num(val1) 
   
  if(debug_flag != 0) 
   Print "Extracted line:" +buffer 
   //Print "Density: " + num2str(density[counter]) 
   Printf "Density\t: %2.4f\r", density[counter] 







 String FolderName 
  
 SetDataFolder FolderName 
  
 String FolderList = DataFolderDir(1) 
 variable ListLength = strlen(FolderList) 
 FolderList = FolderList[8,ListLength-3] 
  
 Variable FolderListSize = ItemsInList(FolderList,",") 
  




 String NextDataFolder 
  
 for(i=0; i<FolderListSize; i+=1) 
  NextDataFolder = StringFromList(i,FolderList,",") 
  SetDataFolder NextDataFolder 
   
  //print NextDataFolder 
   
  WAVE/D nstep = nstep 
  CumDimSize += DimSize(nstep,0)  
  
  //print CumDimSize  
  SetDataFolder FolderName 
 endfor 
  
 //Print CumDimSize 
  
 make /D/N=(CumDimSize) nstep, time_ps, ektot, eptot, bond, angle, dihed, nb14, 
eel14,vdw, eelec, ehbond, restraint, ekcmt, virial, volume, density, temp_k, etot, press 
 
 String PathStr=FolderName 
 String TheWaveName 
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 TheWaveName = PathStr + "nstep" 
 WAVE/D nstep_all = $TheWaveName 
 
 TheWaveName = PathStr + "time_ps" 
 WAVE/D time_ps_all = $TheWaveName 
  
 TheWaveName = PathStr + "temp_k" 
 WAVE/D temp_k_all = $TheWaveName 
 
 TheWaveName = PathStr + "press" 
 WAVE/D press_all = $TheWaveName 
 
 TheWaveName = PathStr + "etot" 
 WAVE/D etot_all = $TheWaveName 
  
 TheWaveName = PathStr + "ektot" 
 WAVE/D ektot_all = $TheWaveName 
  
 TheWaveName = PathStr + "eptot" 
 WAVE/D eptot_all = $TheWaveName 
  
 TheWaveName = PathStr + "bond" 
 WAVE/D bond_all = $TheWaveName 
  
 TheWaveName = PathStr + "angle" 
 WAVE/D angle_all = $TheWaveName 
 
 TheWaveName = PathStr + "dihed" 
 WAVE/D dihed_all = $TheWaveName 
  
 TheWaveName = PathStr + "nb14" 
 WAVE/D nb14_all = $TheWaveName 
  
 TheWaveName = PathStr + "eel14" 
 WAVE/D eel14_all = $TheWaveName 
  
 TheWaveName = PathStr + "vdw" 
 WAVE/D vdw_all = $TheWaveName 
  
 TheWaveName = PathStr + "eelec" 
 WAVE/D eelec_all = $TheWaveName 
  
 TheWaveName = PathStr + "ehbond" 
 WAVE/D ehbond_all = $TheWaveName 
 
 TheWaveName = PathStr + "restraint" 
 WAVE/D restraint_all = $TheWaveName 
  
 TheWaveName = PathStr + "ekcmt" 
 WAVE/D ekcmt_all = $TheWaveName 
  
 TheWaveName = PathStr + "virial" 
 WAVE/D virial_all = $TheWaveName 
 
 TheWaveName = PathStr + "volume" 
 WAVE/D volume_all = $TheWaveName 
  
 TheWaveName = PathStr + "density" 
 WAVE/D density_all = $TheWaveName 
 
 Variable LastDimSize = 0 
 Variable CurrentDimSize = 0 
 Variable j 
 
 for(i=0; i<FolderListSize; i+=1) 
  NextDataFolder = StringFromList(i,FolderList,",") 
  SetDataFolder NextDataFolder 
   
  //print NextDataFolder 
   
  PathStr = GetDataFolder(1) 
   
  TheWaveName = PathStr + "nstep" 
  WAVE/D nstep = $TheWaveName 
 
  TheWaveName = PathStr + "time_ps" 
  WAVE/D time_ps = $TheWaveName 
  
  TheWaveName = PathStr + "temp_k" 
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  WAVE/D temp_k = $TheWaveName 
 
  TheWaveName = PathStr + "press" 
  WAVE/D press = $TheWaveName 
 
  TheWaveName = PathStr + "etot" 
  WAVE/D etot = $TheWaveName 
  
  TheWaveName = PathStr + "ektot" 
  WAVE/D ektot = $TheWaveName 
  
  TheWaveName = PathStr + "eptot" 
  WAVE/D eptot = $TheWaveName 
  
  TheWaveName = PathStr + "bond" 
  WAVE/D bond = $TheWaveName 
  
  TheWaveName = PathStr + "angle" 
  WAVE/D angle = $TheWaveName 
 
  TheWaveName = PathStr + "dihed" 
  WAVE/D dihed = $TheWaveName 
  
  TheWaveName = PathStr + "nb14" 
  WAVE/D nb14 = $TheWaveName 
  
  TheWaveName = PathStr + "eel14" 
  WAVE/D eel14 = $TheWaveName 
  
  TheWaveName = PathStr + "vdw" 
  WAVE/D vdw = $TheWaveName 
  
  TheWaveName = PathStr + "eelec" 
  WAVE/D eelec = $TheWaveName 
  
  TheWaveName = PathStr + "ehbond" 
  WAVE/D ehbond = $TheWaveName 
 
  TheWaveName = PathStr + "restraint" 
  WAVE/D restraint = $TheWaveName 
  
  TheWaveName = PathStr + "ekcmt" 
  WAVE/D ekcmt = $TheWaveName 
  
  TheWaveName = PathStr + "virial" 
  WAVE/D virial = $TheWaveName 
 
  TheWaveName = PathStr + "volume" 
  WAVE/D volume = $TheWaveName 
  
  TheWaveName = PathStr + "density" 
  WAVE/D density = $TheWaveName 
 
  CurrentDimSize = DimSize(nstep,0) 
   
  for(j=0; j<CurrentDimSize;j+=1) 
   nstep_all[LastDimSize+j] = nstep[j] 
   time_ps_all[LastDimSize+j] = time_ps[j] 
   temp_k_all[LastDimSize+j] = temp_k[j] 
   press_all[LastDimSize+j] = press[j] 
   etot_all[LastDimSize+j] = etot[j] 
   ektot_all[LastDimSize+j] = ektot[j] 
   eptot_all[LastDimSize+j] = eptot[j] 
   bond_all[LastDimSize+j] = bond[j] 
   angle_all[LastDimSize+j] = angle[j] 
   dihed_all[LastDimSize+j] = dihed[j] 
   nb14_all[LastDimSize+j] = nb14[j] 
   eel14_all[LastDimSize+j] = eel14[j] 
   vdw_all[LastDimSize+j] = vdw[j] 
   eelec_all[LastDimSize+j] = eelec[j] 
   ehbond_all[LastDimSize+j] = ehbond[j] 
   restraint_all[LastDimSize+j] = restraint[j] 
   ekcmt_all[LastDimSize+j] = ekcmt[j] 
   virial_all[LastDimSize+j] = virial[j] 
   volume_all[LastDimSize+j] = volume[j] 
   density_all[LastDimSize+j] = density[j] 
  endfor 
   
  LastDimSize += CurrentDimSize 








 String FolderName 
 
 Display temp_k vs time_ps; AppendToGraph/R density vs time_ps 
 SetAxis/A 
 Legend/C/N=text0/A=MC 
 ModifyGraph rgb(density)=(1,4,52428) 
  
 String LabelString = " " 
 LabelString=FolderName + " - temp & density" 
 TextBox/C/N=text1/A=MT/E LabelString 
 Label left "temperature in [K]" 
 Label right "density in [g/cm^3]" 
  
 Display eelec,eptot,etot vs time_ps; AppendToGraph/R ektot,vdw vs time_ps 
 ModifyGraph rgb(eelec)=(1,4,52428),rgb(eptot)=(2,39321,1) 
 ModifyGraph rgb(ektot)=(39321,1,31457),rgb(vdw)=(0,0,0) 
 Legend/C/N=text0/A=MC 
  
 Label left "energy in [kcal/mol of system] - ETOT, EPTOT, EELEC" 
 Label right "energy in [kcal/mol of system] - EKOT, VDW" 
  
 LabelString=FolderName + " - total energy (solute + solvent)" 




III.P.2.	  Post-­‐processing	  of	  secondary	  structure	  data	  obtained	  from	  PTRAJ	  
#pragma rtGlobals=1  // Use modern global access method. 
 
Function process_secstruc(NRes, RunName) 
 Variable NRes 
 String RunName 
  
 //SetDataFolder root: 
  
 String TheWaveName = "helix_sum" 
 Make /O/n=(NRes) $TheWaveName 
 WAVE HelixSum = $TheWaveName 
  
 HelixSum = NaN 
  
 TheWaveName = "sheet_sum" 
 Make /O/n=(NRes) $TheWaveName 
 WAVE SheetSum = $TheWaveName 
  
 SheetSum = NaN 
  
 //TheWaveName = "turn" 
 //Make /O/n=(NRes) $TheWaveName 
 //WAVE TheTurn = $TheWaveName 
  
 WAVE X3_10_Helix = X3_10_Helix 
 WAVE alpha_helix = alpha_helix 
 WAVE PI_Helix = PI_Helix 
 WAVE parallel_Sheet = parallel_Sheet 
 WAVE antip__Sheet = antip__Sheet 
 WAVE Turn = Turn 
 WAVE NumRes = NumRes 
  
 HelixSum = X3_10_Helix + alpha_helix + PI_Helix 
 SheetSum = parallel_Sheet + antip__Sheet 
 //TheTurn = Turn 
  
 Display HelixSum,SheetSum,Turn vs ResNum 
  
 ModifyGraph mode=5,lsize=1,rgb(helix_sum)=(29524,1,58982) 
 ModifyGraph rgb(sheet_sum)=(65535,43690,0),rgb(Turn)=(1,39321,39321) 
 ModifyGraph grid(left)=2,nticks=10,minor=1 
 SetAxis bottom 1, NRes 
 
 String MyLabel = RunName + " - secondary structure" 
 TextBox/C/N=text0/A=MT/E MyLabel 
 Legend/C/N=text1/A=RC 
 Label left "%frames of trajectory" 





III.P.3.	  Post-­‐processing	  of	  SASA	  data	  obtained	  from	  VMD	  




Function process_SASA(first, last,ini) 
 Variable first 
 Variable last 
 Variable ini 
  
 Make /O/n=(last) TheAverage 
 WAVE Avg = TheAverage 
  
 Make /O/n=(last) TheAvgDev 
 WAVE Dev = TheAvgDev 
  
 Make /O/n=(last) TheTendency 
 Wave Tend = TheTendency 
  
 if (ini==0) 
  Make /O/n=201 sasa_time_ps 
  WAVE time_ps = sasa_time_ps 
  time_ps[0]=200 
  time_ps[1,]=200+50*p 
 else 
  Make /O/n=10 sasa_time_ps 
  WAVE time_ps_ini = sasa_time_ps 
  time_ps_ini[0]=NaN 
  time_ps_ini[9]=200 
  time_ps_ini[1,8]=20*(p-1) 
 endif 
  
 Variable i=0 
 Variable j=0 
 String TheWaveName 
  
 for(i=first; i<=last; i+=1) 
  TheWaveName = "wave" + num2str(i) 
  WAVE CurrentWave = $TheWaveName 
   
  WaveStats/Q CurrentWave 
  Avg[j] = V_avg 
  Dev[j] = V_adev 
   
  if (ini==0) 
   CurveFit/Q line CurrentWave /X=time_ps 
   WAVE W_coef = W_coef 
   Tend[j] = W_coef[1] 
  else 
   //the first entry of time_ps_ini is NaN 
   //time_ps_ini[0] wird daher nicht im Fit berücksichtigt 
   CurveFit/Q line CurrentWave /X=time_ps_ini 
   WAVE W_coef = W_coef 
   Tend[j] = W_coef[1]   
  endif 
   





Function concat_SASA(first, last, FolderName) 
 Variable first 
 Variable last 
 String FolderName 
  
 String TrajFolder = "root:" + FolderName + "_traj:" 
 String IniFolder = "root:" + FolderName + "_ini:" 
  
 SetDataFolder root: 
 NewDataFolder/O/S $FolderName 
  
 Make /O/n=(last) TheAverage 
 WAVE Avg = TheAverage 
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 Make /O/n=(last) TheAvgDev 
 WAVE Dev = TheAvgDev 
  
 Make /O/n=(last) TheTendency 
 Wave Tend = TheTendency 
  
 Make /O/n=(210,last) TheSIm 
 WAVE TheSIm = TheSIm 
  
 //the concatenated waves will have 9+201 entries 
 Variable i=0 
 Variable j=0 
 String TheDestWaveName = " " 
 String TheSourceWaveName = " " 
 String TheDestWaveNamePath = " " 
 String TheSourceWaveNamePath = " " 
  
  
 //process the time waves 
 String TheTimeWaveName = "sasa_time_ps" 
 TheSourceWaveName = "sasa_time_ps" 
   
 Make/O/n=(210) $TheTimeWaveName 
 String TheTimeWaveNamePath = "root:" + FolderName + ":" + TheTimeWaveName 
 WAVE TimeWave = $TheTimeWaveNamePath 
 TimeWave=NaN 
   
 //go to ini folder 
 SetDataFolder $IniFolder 
 TheSourceWaveNamePath = IniFolder + TheSourceWaveName 
 WAVE SourceWave = $TheSourceWaveNamePath 
   
 TimeWave[0,8] = SourceWave[p] 
   
 //go to traj folder 
 SetDataFolder $TrajFolder 
 TheSourceWaveName = TrajFolder + TheSourceWaveName 
 WAVE SourceWave = $TheSourceWaveName 
   
 TimeWave[9,] = SourceWave[p-9] 
   
 SetDataFolder root: 
 SetDataFolder $FolderName 
  
 for(i=first; i<=last; i+=1) 
  TheDestWaveName = "wave" + num2str(i) 
  TheSourceWaveName = "wave" + num2str(i) 
   
  Make/O/n=(210) $TheDestWaveName 
  TheDestWaveNamePath = "root:" + FolderName + ":" + TheDestWaveName 
  WAVE DestWave = $TheDestWaveNamePath 
  DestWave=NaN 
   
  //go to ini folder 
  SetDataFolder $IniFolder 
  TheSourceWaveNamePath = IniFolder + TheSourceWaveName 
  WAVE SourceWave = $TheSourceWaveNamePath 
   
  DestWave[0,8] = SourceWave[p] 
   
  //go to traj folder 
  SetDataFolder $TrajFolder 
  TheSourceWaveName = TrajFolder + TheSourceWaveName 
  WAVE SourceWave = $TheSourceWaveName 
   
  DestWave[9,] = SourceWave[p-9] 
   
  SetDataFolder root: 
  SetDataFolder $FolderName 
   
  WaveStats/Q DestWave 
  Avg[j] = V_avg 
  Dev[j] = V_adev 
   
  
  CurveFit/Q line DestWave /X=TimeWave 
  WAVE W_coef = W_coef 
  Tend[j] = W_coef[1] 
   
  TheSIm[][j] = DestWave[p] 
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ModifyImage TheSIm ctab= {*,60,ColdWarm,0} 
String MyLabel = FolderName + " - SASA per residue" 




SetAxis bottom 1,135 
SetAxis left 0,75 
ModifyGraph mode=4,lstyle=2 
ErrorBars TheAverage Y,wave=(TheAvgDev,TheAvgDev) 
ModifyGraph nticks=10,minor=1,sep=1 
ModifyGraph grid(left)=2,nticks(left)=20 
MyLabel = FolderName + " - SASA per residue" 
TextBox/C/N=text0/A=MT/E MyLabel 
Label left "relative SASA per residue[%]";DelayUpdate 







III.P.4.	  Post-­‐processing	  of	  backbone	  dihedral	  angle	  data	  obtained	  from	  VMD	  
Function concat_dihedrals(first, last, FolderName, type) 
 Variable first 
 Variable last 
 String FolderName 
 String type 
  
 String TrajFolder = "root:" + FolderName + "_traj:" + type + ":" 
 String IniFolder = "root:" + FolderName + "_ini:" + type + ":" 
  
 SetDataFolder root: 
 NewDataFolder/O/S $FolderName 
  
 String SubFolderName = FolderName + ":" + type 
  
 NewDataFolder /O/S $type 
  
 //Make /O/n=(last) TheAverage 
 //WAVE Avg = TheAverage 
  
 //Make /O/n=(last) TheAvgDev 
 //WAVE Dev = TheAvgDev 
  
 //Make /O/n=(last) TheTendency 
 //Wave Tend = TheTendency 
  
 Make /O/n=(210,last) TheTIm 
 WAVE TheTIm = TheTIm 
  
 //the concatenated waves will have 9+201 entries 
 Variable i=0 
 Variable j=0 
 String TheDestWaveName = " " 
 String TheSourceWaveName = " " 
 String TheDestWaveNamePath = " " 
 String TheSourceWaveNamePath = " " 
   
 //process the time waves 
 String TheTimeWaveName = type + "_time_ps"   
 String TheTimeWaveNamePath = "root:" + FolderName + ":" + type + ":" + 
TheTimeWaveName 
 
 Make/O/n=(210) $TheTimeWaveName 




 //assign times: 
 TimeWave[0]=NaN   //initial structure  
 TimeWave[1,8]=20*(p-1) //heating w/ restraints 
 TimeWave[9,]=200+50*(p-9) //unrestrained MD 
  
 //go to destination folder     
 SetDataFolder root: 
 SetDataFolder $FolderName 
 SetDataFolder $type 
  
 for(i=first; i<=last; i+=1) 
  TheDestWaveName = "wave" + num2str(i) 
  TheSourceWaveName = "wave" + num2str(i) 
   
  Make/O/n=(210) $TheDestWaveName 
  TheDestWaveNamePath = "root:" + FolderName + ":" + type + ":" + 
TheDestWaveName 
  WAVE DestWave = $TheDestWaveNamePath 
  DestWave=NaN 
   
  //go to ini folder 
  SetDataFolder $IniFolder 
  TheSourceWaveNamePath = IniFolder + TheSourceWaveName 
  WAVE SourceWave = $TheSourceWaveNamePath 
   
  DestWave[0,8] = SourceWave[p] 
   
  //go to traj folder 
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  SetDataFolder $TrajFolder 
  TheSourceWaveName = TrajFolder + TheSourceWaveName 
  WAVE SourceWave = $TheSourceWaveName 
   
  DestWave[9,] = SourceWave[p-9] 
   
  SetDataFolder root: 
  SetDataFolder $FolderName 
  SetDataFolder $type 
    
  TheTIm[][j] = DestWave[p] 
    





ModifyImage TheTIm ctab= {*,*,ColdWarm,0} 
ModifyGraph nticks(left)=10,minor(left)=1,sep(left)=1 
String MyLabel = FolderName + " - " + type 
TextBox/C/N=text0/A=MT/E MyLabel 
Label left "residue" 






 String FolderName 
 
 String ThePsiWave = "root:" + FolderName + ":psi:TheAveragePsi" 
 String ThePhiWave = "root:" + FolderName + ":phi:TheAveragePhi" 
 //WAVE psi = $ThePsiWave 
 //WAVE phi = $ThePhiWave 
  
 Display $ThePsiWave vs $ThePhiWave 
 AppendToGraph $ThePsiWave vs $ThePhiWave 
 ModifyGraph mode=3,marker(TheAveragePsi)=9,marker(TheAveragePsi#1)=10 
 ModifyGraph grid=2,nticks=10,minor=1 
 SetAxis left -180,180 
 SetAxis bottom -180,180 
  
 ThePsiWave = "root:" + FolderName + ":psi:TheAvgDevPsi" 
 ThePhiWave = "root:" + FolderName + ":phi:TheAvgDevPhi" 
  
 ModifyGraph msize=3,mrkThick=1,zColor(TheAveragePsi)={$ThePhiWave,0,180,ColdWarm,0} 
 ModifyGraph zColor(TheAveragePsi#1)={$ThePsiWave,0,180,ColdWarm,0} 
  
 ColorScale/C/N=text1/A=RC/E trace=TheAveragePsi 
  
 Label left "psi" 
 Label bottom "phi" 
  
 String MyLabel = FolderName + " - Ramachandran Plot" 




Function process_concat_dihedrals(first, last, folder) 
 Variable first 
 Variable last 
 String folder 
  
 //set up waves in phi folder 
 String PhiFolderPath = "root:" + folder + ":phi" 
 SetDataFolder $PhiFolderPath 
  
 String WavePath = PhiFolderPath + ":TheAveragePhi" 
 Make /O/n=(last) TheAveragePhi=NaN 
 WAVE AvgPhi = $WavePath 
  
 WavePath = PhiFolderPath + ":TheBiasedAveragePhi" 
 Make /O/n=(last) TheBiasedAveragePhi=NaN 
 WAVE BiasAvgPhi = $WavePath 
 
 WavePath = PhiFolderPath + ":TheAvgDevPhi" 
 Make /O/n=(last) TheAvgDevPhi=NaN 
 WAVE DevPhi = $WavePath 
  
 WavePath = PhiFolderPath + ":TheTendencyPhi" 
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 Make /O/n=(last) TheTendencyPhi=NaN 
 Wave TendPhi = $WavePath 
  
 WavePath = PhiFolderPath + ":ThePhiBackUp" 
 Make /O/n=(210) ThePhiBackUp=NaN 
 Wave PhiBackUp = $WavePath    
  
  
 //after concatenating there should be a time wave 
 WavePath = PhiFolderPath + ":phi_time_ps" 
 WAVE phitime = $WavePath 
 
 //set up waves in psi folder 
 String PsiFolderPath = "root:" + folder + ":psi" 
 SetDataFolder $PsiFolderPath 
 
 WavePath = PsiFolderPath + ":TheAveragePsi" 
 Make /O/n=(last) TheAveragePsi=NaN 
 WAVE AvgPsi = $WavePath 
  
 WavePath = PsiFolderPath + ":TheBiasedAveragePsi" 
 Make /O/n=(last) TheBiasedAveragePsi=NaN 
 WAVE BiasAvgPsi = $WavePath 
  
 WavePath = PsiFolderPath + ":TheAvgDevPsi"  
 Make /O/n=(last) TheAvgDevPsi=NaN 
 WAVE DevPsi = $WavePath 
  
 WavePath = PsiFolderPath + ":TheTendencyPsi" 
 Make /O/n=(last) TheTendencyPsi=NaN 
 Wave TendPsi = $WavePath 
  
 WavePath = PsiFolderPath + ":ThePsiBackUp" 
 Make /O/n=(210) ThePsiBackUp=NaN 
 Wave PsiBackUp = $WavePath    
  
 //after concatenating there should be a time wave 
 WavePath = PsiFolderPath + ":psi_time_ps" 
 WAVE psitime = $WavePath 
 
 //disarm WavePath 
 WavePath = " " 
  
 //set up some variables 
 Variable i=0 
 Variable j=0 
 Variable k=0 
 Variable CountsInside=0 
 Variable CountsUpper=0 
 Variable CountsLower=0 
 Variable maxk = 210 //time wave length 
 Variable Threshold = 0.9  
 String TheWaveName = " " 
    
 //loop through every wave for every residue from first to last    
 for(i=first; i<=last; i+=1) 
   
  SetDataFolder $PhiFolderPath 
   
   TheWaveName = "wave" + num2str(i) 
   WAVE CurrentWave = $TheWaveName 
    
   //account for periodicity in angles 
   //see if the angle turns 
   CountsInside=0 
   CountsUpper=0 
   CountsLower=0 
    
   for(k=1; k<maxk;k+=1) 
    //phi - look where the most points are located 
    if(CurrentWave[k]>130) 
     CountsUpper+=1 
    elseif (CurrentWave[k]<-50) 
     CountsLower+=1 
    else 
     CountsInside+=1 
    endif 
   endfor 
       
   //account for angle turn 
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   if(((CountsUpper+CountsLower)/maxk) > Threshold ) 
    PhiBackUp = NaN 
    PhiBackUp = CurrentWave 
     
    for(k=0; k<maxk; k+=1) 
      //shift the lower half or upper half 
      if((CountsLower > CountsUpper) && 
(CurrentWave[k]<0)) 
       CurrentWave[k] += 360 
      elseif ((CountsLower <= CountsUpper) && 
(CurrentWave[k]>0)) 
       CurrentWave[k] -= 360 
      endif 
    endfor 
   endif 
    
   WaveStats/Q CurrentWave 
     
    //account for shift of 360° when calculating the average 
   if(V_avg > 180)   
    AvgPhi[j] = V_avg -360 
   elseif(V_avg < -180) 
    AvgPhi[j] = V_avg+360 
   else 
    AvgPhi[j] = V_avg 
   endif 
    
   DevPhi[j] = V_adev 
    
   //calculate the tendency 
   CurveFit/Q line CurrentWave /X=phi_time_ps 
   WAVE W_coef = W_coef 
   TendPhi[j] = W_coef[1] 
    
   //restore original data if changed 
   if(((CountsUpper+CountsLower)/maxk) > Threshold ) 
    CurrentWave = PhiBackUp  
   endif 
  
   //Calculate avg w/o shift 
   WaveStats/Q CurrentWave 
   BiasAvgPhi[j] = V_avg 
 
   if((CountsUpper+CountsLower)/maxk > Threshold && abs(BiasAvgPhi[j] - 
AvgPhi[j]) >= 10) 
   //if(abs(BiasAvgPhi[j] - AvgPhi[j]) > 5) 
    Printf "Wave: %d - Phi - Inside: %d - Upper: %d  - Lower: %d - 
Outside:%g \r", i, CountsInside, CountsUpper, CountsLower, (CountsUpper+CountsLower)/maxk 
    Printf "Wave: %d - Avg: %g - Corrected Avg: %g\r", i, 
BiasAvgPhi[j], AvgPhi[j] 
   endif 
  
  SetDataFolder $PsiFolderPath 
   
   TheWaveName = "wave" + num2str(i) 
   WAVE CurrentWave = $TheWaveName 
    
   //account for periodicity in angles 
   //see if the angle turns 
   CountsInside=0 
   CountsUpper=0 
   CountsLower=0 
    
   for(k=1; k<maxk;k+=1) 
    //psi - look where the most points are located 
    if(CurrentWave[k]>100)  
     CountsUpper+=1 
    elseif (CurrentWave[k]<-130) 
     CountsLower+=1 
    else 
     CountsInside+=1 
    endif 
   endfor 
       
   //account for angle turn 
   if(((CountsUpper+CountsLower)/maxk) > Threshold ) 
    PsiBackUp = NaN 
    PsiBackUp = CurrentWave 
     
    for(k=0; k<maxk; k+=1) 
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      //shift the lower half or upper half 
      if((CountsLower > CountsUpper) && 
(CurrentWave[k]<0)) 
       CurrentWave[k] += 360 
      elseif ((CountsLower <= CountsUpper) && 
(CurrentWave[k]>0)) 
       CurrentWave[k] -= 360 
      endif 
    endfor 
   endif 
    
   WaveStats/Q CurrentWave 
     
    //account for shift of 360° when calculating the average 
   if(V_avg > 180)   
    AvgPsi[j] = V_avg -360 
   elseif(V_avg < -180) 
    AvgPsi[j] = V_avg+360 
   else 
    AvgPsi[j] = V_avg 
   endif 
 
   DevPsi[j] = V_adev 
 
   CurveFit/Q line CurrentWave /X=psi_time_ps 
   WAVE W_coef = W_coef 
   TendPsi[j] = W_coef[1] 
     
   //restore original data if changed 
   if(((CountsUpper+CountsLower)/maxk) > Threshold ) 
    CurrentWave = PsiBackUp  
   endif 
     
   //Calculate avg w/o shift 
   WaveStats/Q CurrentWave 
   BiasAvgPsi[j] = V_avg 
 
   if((CountsUpper+CountsLower)/maxk > Threshold && abs(BiasAvgPsi[j] - 
AvgPsi[j]) >= 10) 
   //if(abs(BiasAvgPsi[j] - AvgPsi[j]) > 5) 
    Printf "Wave: %d - Psi - Inside: %d - Upper: %d  - Lower: %d - 
Outside:%g \r", i, CountsInside, CountsUpper, CountsLower, (CountsUpper+CountsLower)/maxk 
    Printf "Wave: %d - Avg: %g - Corrected Avg: %g \r", i, 
BiasAvgPsi[j], AvgPsi[j] 
   endif 
      






 String FolderName 
  
 String FolderPath = "root:" + FolderName + "_ini" 
 NewDataFolder/S $FolderPath 
 NewDataFolder phi 
 NewDataFolder psi 
  
 SetDataFolder root: 
 FolderPath = "root:" + FolderName + "_traj" 
 NewDataFolder/S $FolderPath 
 NewDataFolder phi 
 NewDataFolder psi 
  




III.P.5.	  Post-­‐processing	  the	  RMSd	  values	  obtained	  from	  VMD	  
#pragma rtGlobals=1  // Use modern global access method. 
 
Function Generate_RMSd_Matrix(size,name) 
 Variable size 
 String name 
  
 WAVE strucA = wave0 
 WAVE strucB = wave1 
 WAVE rmsd = wave2 
  
 //Make /O/n=(size,size) $name 
 //WAVE rmsdmat = $name 
 Make /O/n=(size,size) PairWiseRMSd 
 WAVE rmsdmat = PairWiseRMSd 
 rmsdmat =NaN 
  
 Variable i=0 
 Variable imax = DimSize(strucA,0) 
  
 for(i=0; i<imax; i+=1) 
  rmsdmat[strucA[i]][strucB[i]] = rmsd[i] 
 endfor 
  




 AppendImage PairWiseRMSd 
 ColorScale/C/N=text0/A=RC/E image=PairWiseRMSd 
 TextBox/C/N=text1/A=MT/E name 
  
 Make/O/N=100/O wave2_Hist;DelayUpdate 
 wave2_Hist=NaN 
 Histogram/B={0,0.1,150} wave2,wave2_Hist;DelayUpdate 
 Display wave2_Hist 
 ModifyGraph mode=6 





 NewDataFolder fit_1to131_rmsd_1to131 
 NewDataFolder fit_noloops_rmsd_noloops 
 NewDataFolder fit_noloops_rmsd_allloops 
 NewDataFolder fit_noloops_rmsd_loopA 
 NewDataFolder fit_noloops_rmsd_loopB 
 NewDataFolder fit_noloops_rmsd_loopC 
 NewDataFolder fit_noloops_rmsd_loopD 





 WAVE wave2 
 WAVE wave1 
 WAVE wave0 
  
 Duplicate wave2, sortcut 
 WAVE sortcut 
  
 Sort sortcut sortcut 
  
 Variable imax = DimSize(wave2,0) 
 Variable lastzero = NaN 
 Variable i=0 
  
 for (i=0; i<imax; i+=1) 
  if (sortcut[i] != 0) 
   lastzero = i 
   break 
  endif 
 endfor 
  
 DeletePoints 0,lastzero, sortcut 
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 StatsQuantiles sortcut 
  
 Variable TrueMedian = V_Median 
  
 //this works only if the number of points in sortcut is odd 
 //then the calculated median is a real wave entry 
 //FIndValue /V=(V_Median) wave2 
  
 //Printf "Found Median %f between reps %d and %d\r",V_Median, wave0[V_value], 
wave1[V_value] 
 //Print "----"  
  
 //this is for even and odd numbered sortcut waves 
 //using the first sortcut entry above the median 
 FindLevel /P sortcut, V_Median 
 V_Median = sortcut[ceil(V_LevelX)] 
  
 FIndValue /V=(V_Median) wave2 
  
 Printf "True Median is: %f\r", TrueMedian 
 Printf "Use subseq. value %f between reps %d and %d\r",V_Median, wave0[V_value], 
wave1[V_value] 






III.Q.	  ATTRACT	  parameter	  input	  files	  
The	  following	  ATTRACT	  input	  files	  were	  taken	  from	  the	  “exp1”	  folder	  supplied	  with	  the	  
ATTRACT	  program	  package.	  
	  
attract.inp	  
    4    0    0 
  -0.09322  -0.24414  -0.27577   0.00025 
   30  2  1  1  0  0  0  0  1  1000.00    
   30  2  1  1  0  0  0  0  1   500.00    
   50  2  1  1  0  0  0  0  0    50.00    
  100  2  1  1  0  0  0  0  0    50.00    
EOF	  
Note	   that	   the	  second	   line	  (first	   three	  numbers)	  describes	   the	  restraining	  coordinates	  
during	   the	  minimization.	   These	   are	   calculated	   automatically	   as	   the	   geometric	   center	  
coordinates	   of	   the	   static	   receptor	   and	   do	   not	   need	   to	   be	   calculated	   and	   inserted	  
manually	  (Prof.	  Martin	  Zacharias,	  personal	  communication).	  
 
rotation.dat	  
   7   6 
    0.0   1 
   30.0   4 
   60.0   8 
   90.0  12 
  120.0   8 
  150.0  4 




III.R.	  Supporting	  Figures	  
III.R.1.	  “Knot”	  in	  an	  exemplary	  perlucin	  model	  
Fig.	   III.R.1.	   Knot	   in	   one	   exemplary	   perlucin	   model.	   In	   A)	   the	   C-­‐terminal	   end	   of	   the	   CTLD	   of	  
perlucin	  (black	  arrow)	  runs	   through	  the	  β-­‐hairpin.	  The	  disulphide	  bridge	   is	  shown	  as	  yellow	  
bond.	   The	   right-­‐hand	   image	   B)	   shows	   one	   possible	   cause	   of	   the	   occurrence	   of	   this	   knot.	   B)	  
shows	   the	   superposed	   (RMSd	   fit	   of	   the	   Cα	   atoms	   of	   residue	   1	   to	   120)	   initial	   structures	  
(backbone	   carbon	   and	   nitrogen	   atoms	   only)	   of	   two	   modelling	   runs.	   “Initial”	   means	   that	   no	  
optimization	  had taken	  place.	  The	  red	  trace	  is	  the	  initial	  structure	  from	  the	  same	  modelling	  run	  
in	  which	  the	  model	  in	  A)	  is	  calculated.	  Obviously	  already	  the	  C-­‐terminal	  end	  runs	  through	  the	  
β-­‐hairpin	   (black	   broken	   arrow)	   suggesting	   that	   there	   was	   an	   issue	   with	   the	   template	  
structures.	   If	   the	  aln.check function	  was not	   called	   in	   the	  automodel class	   then	   the	   green	  
initial	   structure	   was	   obtained.	   The	   black	   solid	   arrow	   points	   to	   the	   C-­‐terminal	   end	   which	  
adopted	  a	  more	  reasonable	  conformation.	  The	  molecules	  are	  rendered	  with	  VMD	  (Humphrey	  
et	  al. [1996] version	  1.9.1)	  and	  labels	  are	  added	  with	  Inkscape	  (http://inkscape.org).	  The	  “New	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III.R.2.	  Secondary	  structure	  of	  selected	  intermediate	  perlucin	  models	  	   	  
	   	  generated	  by	  MODELLER	  
REM  -------------------- Secondary structure summary -------------------  ~~~~ 
REM                                                                        ~~~~ 
CHN  ../PERL.B99990053.pdb -                                               ~~~~ 
REM                                                                        ~~~~ 
REM                .         .         .         .         .               ~~~~ 
SEQ  1    GCPLGFHQNRRSCYWFSTIKSSFAEAAGYCRYLESHLAIISNKDEDSFIR   50          ~~~~ 
STR         TTTTEEETTEEEEETTTTB HHHHHHHHHHH  EE     HHHHHHHH               ~~~~ 
REM                                                                        ~~~~ 
REM                .         .         .         .         .               ~~~~ 
SEQ  51   GYATRLGEAFNYWLGASDLNIEGRWLWEGQRRMNYTNWSPGQPDNAGGIE  100          ~~~~ 
STR       HH TTTTTTTTEEE EETTTTTTT EETTT       BTTTTTT TTTT                ~~~~ 
REM                                                                        ~~~~ 
REM                .         .         .         .         .               ~~~~ 
SEQ  101  HCLELRRDLGNYLWNDYQCQKPSHFICEKERIPYTNSLHANLQQRDSLHA  150          ~~~~ 
STR        EEEEETTTTTTEEEEETTTT BEEEEEEE                                   ~~~~ 
REM                                                                        ~~~~ 
REM                                                                        ~~~~ 
SEQ  151  NLQQR                                               155          ~~~~ 
STR                                                                        ~~~~ 
REM                                                                        ~~~~ 
REM                                                                        ~~~~ 
REM                                                                        ~~~~ 
LOC  AlphaHelix   PHE    23 -      LEU     33 -                            ~~~~ 
LOC  AlphaHelix   LYS    43 -      TYR     52 -                            ~~~~ 
LOC  Strand       HIS     7 -      ASN      9 -                            ~~~~ 
LOC  Strand       SER    12 -      PHE     16 -                            ~~~~ 
LOC  Strand       HIS    36 -      LEU     37 -                            ~~~~ 
LOC  Strand       TYR    62 -      LEU     64 -                            ~~~~ 
LOC  Strand       ALA    66 -      SER     67 -                            ~~~~ 
LOC  Strand       LEU    76 -      TRP     77 -                            ~~~~ 
LOC  Strand       CYS   102 -      ARG    106 -                            ~~~~ 
LOC  Strand       LEU   113 -      TYR    117 -                            ~~~~ 
LOC  Strand       HIS   124 -      GLU    130 -                            ~~~~ 
 
Fig.	  III.R.2.	  Excerpt	  of	   the	  summary	  of	   the	  secondary	  structure	  of	  a	  calculated	  perlucin	  model	  
used	  for	  further	  refinement.	  The	  secondary	  structure	  was	  calculated	  with	  STRIDE	  (Frishman	  &	  




REM  -------------------- Secondary structure summary -------------------  ~~~~ 
REM                                                                        ~~~~ 
CHN  ../PERL.BL00990001.pdb -                                              ~~~~ 
REM                                                                        ~~~~ 
REM                .         .         .         .         .               ~~~~ 
SEQ  1    GCPLGFHQNRRSCYWFSTIKSSFAEAAGYCRYLESHLAIISNKDEDSFIR   50          ~~~~ 
STR         TTTTEEETTEEEEETTTTB HHHHHHHHHHH  EE     HHHHHHHH               ~~~~ 
REM                                                                        ~~~~ 
REM                .         .         .         .         .               ~~~~ 
SEQ  51   GYATRLGEAFNYWLGASDLNIEGRWLWEGQRRMNYTNWSPGQPDNAGGIE  100          ~~~~ 
STR       HH TTTTTTTTEEE EETTTTTTT EETTT       BTTTTTT TTTT                ~~~~ 
REM                                                                        ~~~~ 
REM                .         .         .         .         .               ~~~~ 
SEQ  101  HCLELRRDLGNYLWNDYQCQKPSHFICEKERIPYTNSLHANLQQRDSLHA  150          ~~~~ 
STR        EEEEETTTTTTEEEEETTTT BEEEEEEE                                   ~~~~ 
REM                                                                        ~~~~ 
REM                                                                        ~~~~ 
SEQ  151  NLQQR                                               155          ~~~~ 
STR                                                                        ~~~~ 
REM                                                                        ~~~~ 
REM                                                                        ~~~~ 
REM                                                                        ~~~~ 
LOC  AlphaHelix   PHE    23 -      LEU     33 -                            ~~~~ 
LOC  AlphaHelix   LYS    43 -      TYR     52 -                            ~~~~ 
LOC  Strand       HIS     7 -      ASN      9 -                            ~~~~ 
LOC  Strand       SER    12 -      PHE     16 -                            ~~~~ 
LOC  Strand       HIS    36 -      LEU     37 -                            ~~~~ 
LOC  Strand       TYR    62 -      LEU     64 -                            ~~~~ 
LOC  Strand       ALA    66 -      SER     67 -                            ~~~~ 
LOC  Strand       LEU    76 -      TRP     77 -                            ~~~~ 
LOC  Strand       CYS   102 -      ARG    106 -                            ~~~~ 
LOC  Strand       LEU   113 -      TYR    117 -                            ~~~~ 
LOC  Strand       HIS   124 -      GLU    130 -                            ~~~~ 
LOC  TurnII       PRO     3 -      PHE      6 -                            ~~~~ 
LOC  TurnIV       ASN     9 -      SER     12 -                            ~~~~ 
LOC  TurnIV       SER    17 -      LYS     20 -                            ~~~~ 
LOC  TurnIV       THR    54 -      GLY     57 -                            ~~~~ 
LOC  TurnIV       ARG    55 -      GLU     58 -                            ~~~~ 
LOC  TurnIV       GLU    58 -      ASN     61 -                            ~~~~ 
LOC  TurnI'       ASP    68 -      ILE     71 -                            ~~~~ 
LOC  TurnII       ILE    71 -      ARG     74 -                            ~~~~ 
LOC  TurnIV       TRP    77 -      GLN     80 -                            ~~~~ 
LOC  TurnII       SER    89 -      GLN     92 -                            ~~~~ 
LOC  TurnIV       GLY    91 -      ASP     94 -                            ~~~~ 
LOC  TurnII'      ALA    96 -      ILE     99 -                            ~~~~ 
LOC  TurnVIII     ARG   106 -      LEU    109 -                            ~~~~ 
LOC  TurnII       ARG   107 -      GLY    110 -                            ~~~~ 
LOC  TurnIV       ASP   108 -      ASN    111 -                            ~~~~ 
LOC  TurnII       GLY   110 -      LEU    113 -                            ~~~~ 
LOC  TurnI        GLN   118 -      LYS    121 -                            ~~~~ 
	  
Fig.	  III.R.3.	  Excerpt	  of	   the	  summary	  of	   the	  secondary	  structure	  of	  a	  calculated	  perlucin	  model	  
used	  for	  initial	  MD	  simulations.	  The	  secondary	  structure	  is	  calculated	  with	  STRIDE	  (Frishman	  




REM  -------------------- Secondary structure summary -------------------  ~~~~ 
REM                                                                        ~~~~ 
CHN  ../PERL.B99990022.pdb -                                               ~~~~ 
REM                                                                        ~~~~ 
REM                .         .         .         .         .               ~~~~ 
SEQ  1    GCPLGFHQNRRSCYWFSTIKSSFAEAAGYCRYLESHLAIISNKDEDSFIR   50          ~~~~ 
STR         TTTTEEETTEEEEE    B HHHHHHHHHHH EE      HHHHHHHH               ~~~~ 
REM                                                                        ~~~~ 
REM                .         .         .         .         .               ~~~~ 
SEQ  51   GYATRLGEAFNYWLGASDLNIEGRWLWEGQRRMNYTNWSPGQPDNAGGIE  100          ~~~~ 
STR       HHTTTTTTTTTEEEEEETTTTTTT EETTT       BTTTTTT TTTTT               ~~~~ 
REM                                                                        ~~~~ 
REM                .         .         .         .         .               ~~~~ 
SEQ  101  HCLELRRDLGNYLWNDYQCQKPSHFICEKERIPYTNSLHANLQQRDSLHA  150          ~~~~ 
STR        EEEEETTTTTTEEEEETTTT BEEEEEE                                    ~~~~ 
REM                                                                        ~~~~ 
REM                                                                        ~~~~ 
SEQ  151  NLQQR                                               155          ~~~~ 
STR                                                                        ~~~~ 
REM                                                                        ~~~~ 
REM                                                                        ~~~~ 
REM                                                                        ~~~~ 
LOC  AlphaHelix   PHE    23 -      LEU     33 -                            ~~~~ 
LOC  AlphaHelix   LYS    43 -      TYR     52 -                            ~~~~ 
LOC  Strand       HIS     7 -      ASN      9 -                            ~~~~ 
LOC  Strand       SER    12 -      PHE     16 -                            ~~~~ 
LOC  Strand       SER    35 -      HIS     36 -                            ~~~~ 
LOC  Strand       TYR    62 -      SER     67 -                            ~~~~ 
LOC  Strand       LEU    76 -      TRP     77 -                            ~~~~ 
LOC  Strand       CYS   102 -      ARG    106 -                            ~~~~ 
LOC  Strand       LEU   113 -      TYR    117 -                            ~~~~ 
LOC  Strand       HIS   124 -      LYS    129 -                            ~~~~ 
LOC  TurnII       PRO     3 -      PHE      6 -                            ~~~~ 
LOC  TurnI'       ASN     9 -      SER     12 -                            ~~~~ 
LOC  TurnIV       ALA    53 -      LEU     56 -                            ~~~~ 
LOC  TurnIV       THR    54 -      GLY     57 -                            ~~~~ 
LOC  TurnIV       ARG    55 -      GLU     58 -                            ~~~~ 
LOC  TurnVIII     GLU    58 -      ASN     61 -                            ~~~~ 
LOC  TurnI'       ASP    68 -      ILE     71 -                            ~~~~ 
LOC  TurnIV       LEU    69 -      GLU     72 -                            ~~~~ 
LOC  TurnII       ILE    71 -      ARG     74 -                            ~~~~ 
LOC  TurnI        TRP    77 -      GLN     80 -                            ~~~~ 
LOC  TurnI        SER    89 -      GLN     92 -                            ~~~~ 
LOC  TurnIV       GLY    91 -      ASP     94 -                            ~~~~ 
LOC  TurnIV       ALA    96 -      ILE     99 -                            ~~~~ 
LOC  TurnIV       GLY    97 -      GLU    100 -                            ~~~~ 
LOC  TurnIV       ARG   106 -      LEU    109 -                            ~~~~ 
LOC  TurnIV       ARG   107 -      GLY    110 -                            ~~~~ 
LOC  TurnIV       ASP   108 -      ASN    111 -                            ~~~~ 
LOC  TurnII       GLY   110 -      LEU    113 -                            ~~~~ 
LOC  TurnI        GLN   118 -      LYS    121 -                            ~~~~ 
 
Fig.	  III.R.4.	  Excerpt	  of	   the	  summary	  of	   the	  secondary	  structure	  of	  a	  calculated	  perlucin	  model	  
used	   for	   further	  refinement.	  The	  secondary	  structure	   is	  calculated	  with	  STRIDE	   (Frishman	  &	  





REM  -------------------- Secondary structure summary -------------------  ~~~~ 
REM                                                                        ~~~~ 
CHN  ../PERL.BL00520001.pdb -                                              ~~~~ 
REM                                                                        ~~~~ 
REM                .         .         .         .         .               ~~~~ 
SEQ  1    GCPLGFHQNRRSCYWFSTIKSSFAEAAGYCRYLESHLAIISNKDEDSFIR   50          ~~~~ 
STR         TTTTEEETTEEEEE    B HHHHHHHHHHH EEE     HHHHHHHH               ~~~~ 
REM                                                                        ~~~~ 
REM                .         .         .         .         .               ~~~~ 
SEQ  51   GYATRLGEAFNYWLGASDLNIEGRWLWEGQRRMNYTNWSPGQPDNAGGIE  100          ~~~~ 
STR       HHTTTTTTTTTEEE EETTTTTTT EETTT       BTTTTTT TTTTT               ~~~~ 
REM                                                                        ~~~~ 
REM                .         .         .         .         .               ~~~~ 
SEQ  101  HCLELRRDLGNYLWNDYQCQKPSHFICEKERIPYTNSLHANLQQRDSLHA  150          ~~~~ 
STR        EEEEETTTTTTEEEEETTTT BEEEEEEB                                   ~~~~ 
REM                                                                        ~~~~ 
REM                                                                        ~~~~ 
SEQ  151  NLQQR                                               155          ~~~~ 
STR                                                                        ~~~~ 
REM                                                                        ~~~~ 
REM                                                                        ~~~~ 
REM                                                                        ~~~~ 
LOC  AlphaHelix   PHE    23 -      LEU     33 -                            ~~~~ 
LOC  AlphaHelix   LYS    43 -      TYR     52 -                            ~~~~ 
LOC  Strand       HIS     7 -      ASN      9 -                            ~~~~ 
LOC  Strand       SER    12 -      PHE     16 -                            ~~~~ 
LOC  Strand       SER    35 -      LEU     37 -                            ~~~~ 
LOC  Strand       TYR    62 -      LEU     64 -                            ~~~~ 
LOC  Strand       ALA    66 -      SER     67 -                            ~~~~ 
LOC  Strand       LEU    76 -      TRP     77 -                            ~~~~ 
LOC  Strand       CYS   102 -      ARG    106 -                            ~~~~ 
LOC  Strand       LEU   113 -      TYR    117 -                            ~~~~ 
LOC  Strand       HIS   124 -      LYS    129 -                            ~~~~ 
LOC  TurnII       PRO     3 -      PHE      6 -                            ~~~~ 
LOC  TurnI'       ASN     9 -      SER     12 -                            ~~~~ 
LOC  TurnIV       ALA    53 -      LEU     56 -                            ~~~~ 
LOC  TurnIV       THR    54 -      GLY     57 -                            ~~~~ 
LOC  TurnIV       ARG    55 -      GLU     58 -                            ~~~~ 
LOC  TurnVIII     GLU    58 -      ASN     61 -                            ~~~~ 
LOC  TurnI'       ASP    68 -      ILE     71 -                            ~~~~ 
LOC  TurnIV       LEU    69 -      GLU     72 -                            ~~~~ 
LOC  TurnII       ILE    71 -      ARG     74 -                            ~~~~ 
LOC  TurnI        TRP    77 -      GLN     80 -                            ~~~~ 
LOC  TurnIV       SER    89 -      GLN     92 -                            ~~~~ 
LOC  TurnIV       GLY    91 -      ASP     94 -                            ~~~~ 
LOC  TurnIV       ALA    96 -      ILE     99 -                            ~~~~ 
LOC  TurnIV       GLY    97 -      GLU    100 -                            ~~~~ 
LOC  TurnIV       ARG   106 -      LEU    109 -                            ~~~~ 
LOC  TurnIV       ARG   107 -      GLY    110 -                            ~~~~ 
LOC  TurnIV       ASP   108 -      ASN    111 -                            ~~~~ 
LOC  TurnII       GLY   110 -      LEU    113 -                            ~~~~ 
LOC  TurnI        GLN   118 -      LYS    121 -                            ~~~~ 
 
Fig.	  III.R.5.	  Excerpt	  of	   the	  summary	  of	   the	  secondary	  structure	  of	  a	  calculated	  perlucin	  model	  
used	   for	   MD	   simulations.	   The	   secondary	   structure	   is	   calculated	   with	   STRIDE	   (Frishman	   &	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III.R.3.	  Secondary	  structure	  of	  the	  CTLD	  of	  perlucin	  and	  MBP-­‐A	  
	  
Fig.	   III.R.6.	   Average	   secondary	   structure	   conformation	   from	   three	  10.2  ns 	  simulations	   of	  





Fig.	   III.R.7.	   (preceding	   page)	   Average	   secondary	   structure	   conformation	   from	   three	  10.2  ns	  
simulations	   of	   the	   CTLD	   of	   MBP-­‐A	   (PDB	   code	   1KWT,	   chain	   A,	   residues	   109-­‐221)	   without	  
calcium	  ions	  (run02).	  Full	  details	  are	  given	  at	  the	  end	  of	  the	  caption	  of	  Fig.	  III.R.9.	  
	  
	  
Fig.	   III.R.8.	   Average	   secondary	   structure	   conformation	   from	   three	  10.2  ns 	  simulations	   of	  




Fig.	   III.R.9.	   (preceding	   page)	   Average	   secondary	   structure	   conformation	   from	   three	  10.2  ns	  
simulations	   of	   the	   CTLD	   of	   MBP-­‐A	   (PDB	   code	   1KWV,	   chain	   A,	   residues	   104-­‐221)	   with	   one	  
calcium	  ion	  (run10).	  
	  
Fig.	  III.R.6.-­‐9.	  For	  every	  residue	  the	  percentage	  of	  frames	  the	  given	  residue	  adopted	  one	  of	  the	  
following	  conformations	  is	  given.	  The	  “general	  helical”	  (violet)	  conformation	  is	  the	  sum	  of	  the	  
α-­‐helix,	  3/10-­‐helix	  and	  π-­‐helix	  conformations	  and	  the	  “general	  strand”	  (yellow)	  is	  the	  sum	  of	  
parallel	  and	  anti-­‐parallel	  β-­‐strands	  (strictly	  it	  is	  the	  sum	  of	  parallel	  and	  anti-­‐parallel	  β-­‐bridges).	  
The	   third	   conformation	   is	   the	   “turn”	   (cyan)	   conformation.	   Note	   that	   due	   to	   the	   graphical	  
representation	  with	  “columns”	  or	  “bars”	  the	  scaling	  marker	  is	  positioned	  on	  the	  left	  edge	  of	  the	  
corresponding	   column/bar.	   The	   crosses	   (MBP-­‐A	   simulations	   only)	   in	   either	   violet	   or	   yellow	  
positioned	  at	  the	  100%	  value	  of	  some	  residues	   indicate	  the	  secondary	  structure	  obtained	  for	  
the	   crystal	   structure	   1KWV	   or	   1KWT	   (chain	   A)	   from	   the	   PDB	  web	   site.	   Here	   again	   all	   helix	  
types	  were	   subsumed	   in	   the	  violet	   crosses	  and	  as	  well	   as	   all	   β-­‐strands	  and	  β-­‐bridge	   content	  
was	  subsumed	  in	  the	  yellow	  crosses.	  Note	  that	  the	  crosses	  are	  attached	  on	  the	  left	  hand	  side	  of	  
the	   corresponding	   column.	   For	   better	   orientation	   the	   (presumed)	   identifiers	   of	   the	  
characteristic	   SSEs	   of	   CTLDs	   according	   to	   Zelensky	   et	   al.	   (Zelensky	  &	  Gready	   [2003],	   Fig.	   2a	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Fig.	   III.R.10.	   α-­‐helix	   (red)	   and	   3/10-­‐helix	   (blue)	   conformation	   of	   perlucin	   residues	   of	   one	  
arbitrary	  MD	  simulation	  trajectory	  from	  the	  MD	  series	  of	  perlucin	  with	  four	  calcium	  ions.	  For	  
every	   residue	   the	   percentage	   of	   frames	   the	   given	   residue	   adopts	   one	   of	   the	   two	   indicated	  
helical	  conformations	  is	  given.	  
	  
Fig.	   III.R.11.	   α-­‐helix	   (red)	   and	   3/10-­‐helix	   (blue)	   conformation	   of	   perlucin	   residues	   of	   one	  
arbitrary	  MD	  simulation	  trajectory	  from	  the	  MD	  series	  of	  perlucin	  with	  two	  calcium	  ions.	  For	  
every	   residue	   the	   percentage	   of	   frames	   the	   given	   residue	   adopts	   one	   of	   the	   two	   indicated	  




Fig.	   III.R.12.	   α-­‐helix	   (red)	   and	   3/10-­‐helix	   (blue)	   conformation	   of	  MBP-­‐A	   residues	   of	   one	  MD	  
simulation	  trajectory	  from	  the	  MD	  series	  of	  MBP-­‐A	  with	  three	  calcium	  ions.	  For	  every	  residue	  
the	   percentage	   of	   frames	   the	   given	   residue	   adopts	   one	   of	   the	   two	   indicated	   helical	  
conformations	  is	  given.	  
	  
421	  
III.R.4.	  SASA	  estimation	  of	  the	  CTLD	  of	  perlucin	  and	  MBP-­‐A	  
Fig.	  III.R.13.	  Average	  relative	  SASA	  per	  residue	  of	  perlucin	  without	  calcium	   ions	   (run22).	  The	  
error	  bars	  were	  obtained	   from	   the	   average	  deviation	   from	   the	  mean.	  The	   total	   length	  of	   the	  
error	  bars	  is	  twice	  the	  average	  deviation	  from	  the	  mean	  for	  the	  corresponding	  residue.	  
	  
Fig.	   III.R.14.	   Average	   relative	   SASA	   per	   residue	   of	   the	   CTLD	   of	   MBP-­‐A	   without	   calcium	   ions	  
(run02).	  The	   error	  bars	  were	  obtained	   from	   the	   average	  deviation	   from	   the	  mean.	  The	   total	  





Fig.	  III.R.15.	  Average	  relative	  SASA	  per	  residue	  of	  perlucin	  with	  two	  calcium	  ions	  (run21).	  The	  
error	  bars	  were	  obtained	   from	   the	   average	  deviation	   from	   the	  mean.	  The	   total	   length	  of	   the	  
error	  bars	  is	  twice	  the	  average	  deviation	  from	  the	  mean	  for	  the	  corresponding	  residue.	  
	  
	  
Fig.	   III.R.16.	   Average	   relative	   SASA	   per	   residue	   of	   the	   CTLD	   of	   MBP-­‐A	  with	   one	   calcium	   ion	  
(run10).	  The	   error	  bars	  were	  obtained	   from	   the	   average	  deviation	   from	   the	  mean.	  The	   total	  
length	  of	   the	  error	  bars	   is	   twice	   the	  average	  deviation	   from	   the	  mean	   for	   the	   corresponding	  
residue.	  
423	  
III.R.5.	  Ramachandran	  plots	  of	  the	  CTLD	  of	  perlucin	  and	  MBP-­‐A	  
	  
Fig.	   III.R.17.	   Ramachandran	  plot	   of	   the	   average	  backbone	  dihedral	   angles	   of	   the	   perlucin	  MD	  
simulation	  series	  with	  two	  calcium	  ions	  (run21).	  Full	  details	  are	  given	  at	  the	  end	  of	  the	  caption	  
of	  Fig.	  III.R.20.	  
	  
424	  
Fig.	   III.R.18.	   (preceding	  page)	  Ramachandran	  plot	  of	   the	  average	  backbone	  dihedral	   angles	  of	  
the	  perlucin	  MD	  simulation	  series	  without	   calcium	   ions	   (run22).	  Full	  details	  are	  given	  at	   the	  
end	  of	  the	  caption	  of	  Fig.	  III.R.20.	  
	  
Fig.	   III.R.19.	   Ramachandran	   plot	   of	   the	   average	   backbone	   dihedral	   angles	   of	   the	   MBP-­‐A	   MD	  
simulation	  series	  with	  one	  calcium	  ion	  (run10).	  Full	  details	  are	  given	  at	  the	  end	  of	  the	  caption	  
of	  Fig.	  III.R.20.	  
	  
425	  
Fig.	   III.R.20.	   (preceding	   page)	   Ramachandran	   plot	   (e.g.	   Ramachandran	   et	   al.	   [1963])	   of	   the	  
average	   backbone	   dihedral	   angles	   of	   the	  MBP-­‐A	  MD	   simulation	   series	   without	   calcium	   ions	  
(run02).	  In	  the	  plot	  distinctive	  regions	  are	  highlighted	  with	  backslashes	  (green,	  blue	  and	  red)	  
at	  their	  boundaries.	  The	  values	  of	  these	  boundaries	  were	  provided	  by	  Morris	  et	  al.	  (Morris	  et	  
al.	  [1992],	  Fig.	  5	  therein)	  and	  were	  obtained	  from	  the	  distribution	  of	  backbone	  dihedral	  angles	  
of	   protein	   crystal	   structures.	   In	   their	   data	   set	   81.9%	  of	   the	   residues	   had	   angle	   values	   in	   the	  
“core”	  region	  (green	  backslashes),	  14.8%	   in	   the	   “allowed”	  region	  (blue	  backslashes),	  2.0%	   in	  
the	  “generous”	  region	  (red	  backslashes)	  and	  1.3%	  of	  the	  residues	  were	  outside	  of	  these	  three	  
regions.	   The	   average	   backbone	   angles	   of	   the	   residues	   of	   MBP-­‐A	   and	   perlucin	   are	   given	   as	  
crosses	   in	  different	  colours.	  The	  colours	  correspond	   to	  different	  average	  deviations	   from	  the	  
mean	  angle	  as	  indicated	  by	  the	  colour	  scale	  bar	  at	  the	  right	  hand	  side.	  Additionally	  the	  dihedral	  
angle	  values	  of	  the	  initial	  structure	  of	  MBP-­‐A	  prior	  to	  any	  minimization	  or	  simulation	  are	  given	  
as	  black	  open	  circles.	  Note	   that	   the	  horizontal	  and	  vertical	  bars	  of	   the	  crosses	   that	  represent	  
the	   data	   points	   can	   have	   different	   colours	   (i.e.	   different	   average	   deviation	   values).	   The	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III.R.6.	  Exemplary	  results	  of	  the	  cluster	  analysis	  of	  the	  perlucin	  trajectories	  
In	   the	   following	   the	   “condensed	  maps”	   for	  a	  cluster	  count	  of	  10	  are	  shown	   for	  every	  
MD	  simulation	  trajectory	  of	  perlucin.	  
	  
perlucin	  with	  four	  calcium	  ions	  (run09)	  
	  
run09	  
#                                     Condensed Map                                          
#                                                                                                    
#    5001 points divided into 50 windows, each window contains 100 or 101 points.           
#              occurence == 0.0                                                             
#       0.0 <= occurence <  0.1     .                                                       
#       0.1 <= occurence <  0.2     1                                                       
#       0.2 <= occurence <  0.3     2                                                       
#       0.3 <= occurence <  0.4     3                                                       
#       0.4 <= occurence <  0.5     4                                                       
#       0.5 <= occurence <  0.6     5                                                       
#       0.6 <= occurence <  0.7     6                                                       
#       0.7 <= occurence <  0.8     7                                                       
#       0.8 <= occurence <  0.9     8                                                       
#       0.9 <= occurence <  1.0     9                                                       
#       1.0 == occurence            X                                                       
#                                                                                           
#Clustering: divide 5001 points into 10 clusters 
#Cluster    0: has    20 points, occurence 0.004 
#Cluster    1: has   338 points, occurence 0.068 
#Cluster    2: has   326 points, occurence 0.065 
#Cluster    3: has   419 points, occurence 0.084 
#Cluster    4: has   858 points, occurence 0.172 
#Cluster    5: has   290 points, occurence 0.058 
#Cluster    6: has  1206 points, occurence 0.241 
#Cluster    7: has   247 points, occurence 0.049 
#Cluster    8: has    66 points, occurence 0.013 
#Cluster    9: has  1231 points, occurence 0.246 
#Cluster    0   1                                                  
#Cluster    1   8XX5                                               
#Cluster    2      4XX8                                            
#Cluster    3         1XXXX.                                       
#Cluster    4              9XXXXXXX6                               
#Cluster    5                      4XX5                            
#Cluster    6                         5XXXXXXXXXXX5                
#Cluster    7                                     4XX.             
#Cluster    8                                        6             
#Cluster    9                                        3XXXXXXXXXXXX 
	  
run09b	  
#                                     Condensed Map                                          
#                                                                                                    
#    5001 points divided into 50 windows, each window contains 100 or 101 points.           
#              occurence == 0.0                                                             
#       0.0 <= occurence <  0.1     .                                                       
#       0.1 <= occurence <  0.2     1                                                       
#       0.2 <= occurence <  0.3     2                                                       
#       0.3 <= occurence <  0.4     3                                                       
#       0.4 <= occurence <  0.5     4                                                       
#       0.5 <= occurence <  0.6     5                                                       
#       0.6 <= occurence <  0.7     6                                                       
#       0.7 <= occurence <  0.8     7                                                       
#       0.8 <= occurence <  0.9     8                                                       
#       0.9 <= occurence <  1.0     9                                                       
#       1.0 == occurence            X                                                       
#                                                                                           
#Clustering: divide 5001 points into 10 clusters 
#Cluster    0: has     3 points, occurence 0.001 
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#Cluster    1: has   173 points, occurence 0.035 
#Cluster    2: has   128 points, occurence 0.026 
#Cluster    3: has   183 points, occurence 0.037 
#Cluster    4: has    85 points, occurence 0.017 
#Cluster    5: has   428 points, occurence 0.086 
#Cluster    6: has   206 points, occurence 0.041 
#Cluster    7: has   514 points, occurence 0.103 
#Cluster    8: has   365 points, occurence 0.073 
#Cluster    9: has  2916 points, occurence 0.583 
#Cluster    0   .                                                  
#Cluster    1   97                                                 
#Cluster    2    2X.                                               
#Cluster    3      98                                              
#Cluster    4       17                                             
#Cluster    5        2XXX9                                         
#Cluster    6            .XX.                                      
#Cluster    7               9XXXX1                                 
#Cluster    8                    8XX8                              
#Cluster    9                       1XXXXXXXXXXXXXXXXXXXXXXXXXXXXX 
	  
run09c	  
#                                     Condensed Map                                          
#                                                                                                    
#    5001 points divided into 50 windows, each window contains 100 or 101 points.           
#              occurence == 0.0                                                             
#       0.0 <= occurence <  0.1     .                                                       
#       0.1 <= occurence <  0.2     1                                                       
#       0.2 <= occurence <  0.3     2                                                       
#       0.3 <= occurence <  0.4     3                                                       
#       0.4 <= occurence <  0.5     4                                                       
#       0.5 <= occurence <  0.6     5                                                       
#       0.6 <= occurence <  0.7     6                                                       
#       0.7 <= occurence <  0.8     7                                                       
#       0.8 <= occurence <  0.9     8                                                       
#       0.9 <= occurence <  1.0     9                                                       
#       1.0 == occurence            X                                                       
#                                                                                           
#Clustering: divide 5001 points into 10 clusters 
#Cluster    0: has     3 points, occurence 0.001 
#Cluster    1: has   121 points, occurence 0.024 
#Cluster    2: has   686 points, occurence 0.137 
#Cluster    3: has  1180 points, occurence 0.236 
#Cluster    4: has     1 points, occurence 0.000 
#Cluster    5: has   500 points, occurence 0.100 
#Cluster    6: has   227 points, occurence 0.045 
#Cluster    7: has  1012 points, occurence 0.202 
#Cluster    8: has   595 points, occurence 0.119 
#Cluster    9: has   676 points, occurence 0.135 
#Cluster    0   .                                                  
#Cluster    1   92                                                 
#Cluster    2    7XXXXXX.                                          
#Cluster    3           9XXXXX9XXXX9                               
#Cluster    4                 .                                    
#Cluster    5                      1XXXX9                          
#Cluster    6                           1XX1                       
#Cluster    7                              8XXXXXXXXX2             
#Cluster    8                                        7XXXXX2       
#Cluster    9                                              7XXXXXX 
	  
run09d	  
#                                     Condensed Map                                          
#                                                                                                    
#    5001 points divided into 50 windows, each window contains 100 or 101 points.           
#              occurence == 0.0                                                             
#       0.0 <= occurence <  0.1     .                                                       
#       0.1 <= occurence <  0.2     1                                                       
#       0.2 <= occurence <  0.3     2                                                       
#       0.3 <= occurence <  0.4     3                                                       
#       0.4 <= occurence <  0.5     4                                                       
#       0.5 <= occurence <  0.6     5                                                       
#       0.6 <= occurence <  0.7     6                                                       
#       0.7 <= occurence <  0.8     7                                                       
#       0.8 <= occurence <  0.9     8                                                       
#       0.9 <= occurence <  1.0     9                                                       
#       1.0 == occurence            X                                                       
428	  
#                                                                                           
#Clustering: divide 5001 points into 10 clusters 
#Cluster    0: has     1 points, occurence 0.000 
#Cluster    1: has    11 points, occurence 0.002 
#Cluster    2: has    57 points, occurence 0.011 
#Cluster    3: has    87 points, occurence 0.017 
#Cluster    4: has   600 points, occurence 0.120 
#Cluster    5: has   292 points, occurence 0.058 
#Cluster    6: has   526 points, occurence 0.105 
#Cluster    7: has  1975 points, occurence 0.395 
#Cluster    8: has   179 points, occurence 0.036 
#Cluster    9: has  1273 points, occurence 0.255 
#Cluster    0   .                                                  
#Cluster    1   1                                                  
#Cluster    2   5                                                  
#Cluster    3   35                                                 
#Cluster    4    4XXXXX5                                           
#Cluster    5          4XX4                                        
#Cluster    6             5XXXX7                                   
#Cluster    7                  2XX4 8XXXXXXXXXXXXXXXX2             
#Cluster    8                     6X1                              
#Cluster    9                                        7XXXXXXXXXXXX 
	  
run09e	  
#                                     Condensed Map                                          
#                                                                                                    
#    5001 points divided into 50 windows, each window contains 100 or 101 points.           
#              occurence == 0.0                                                             
#       0.0 <= occurence <  0.1     .                                                       
#       0.1 <= occurence <  0.2     1                                                       
#       0.2 <= occurence <  0.3     2                                                       
#       0.3 <= occurence <  0.4     3                                                       
#       0.4 <= occurence <  0.5     4                                                       
#       0.5 <= occurence <  0.6     5                                                       
#       0.6 <= occurence <  0.7     6                                                       
#       0.7 <= occurence <  0.8     7                                                       
#       0.8 <= occurence <  0.9     8                                                       
#       0.9 <= occurence <  1.0     9                                                       
#       1.0 == occurence            X                                                       
#                                                                                           
#Clustering: divide 5001 points into 10 clusters 
#Cluster    0: has     1 points, occurence 0.000 
#Cluster    1: has    76 points, occurence 0.015 
#Cluster    2: has   532 points, occurence 0.106 
#Cluster    3: has    72 points, occurence 0.014 
#Cluster    4: has    97 points, occurence 0.019 
#Cluster    5: has    62 points, occurence 0.012 
#Cluster    6: has   263 points, occurence 0.053 
#Cluster    7: has  1067 points, occurence 0.213 
#Cluster    8: has   969 points, occurence 0.194 
#Cluster    9: has  1862 points, occurence 0.372 
#Cluster    0   .                                                  
#Cluster    1   7                                                  
#Cluster    2   2XXXXX.                                            
#Cluster    3         7                                            
#Cluster    4         27                                           
#Cluster    5          23                                          
#Cluster    6           6XX.                                       
#Cluster    7              9XXXXXXXXX6                             
#Cluster    8                        3XXXXXXXXX3                   
#Cluster    9                                  6XXXXXXXXXXXXXXXXXX 
	  
run09f	  
#                                     Condensed Map                                          
#                                                                                                    
#    5001 points divided into 50 windows, each window contains 100 or 101 points.           
#              occurence == 0.0                                                             
#       0.0 <= occurence <  0.1     .                                                       
#       0.1 <= occurence <  0.2     1                                                       
#       0.2 <= occurence <  0.3     2                                                       
#       0.3 <= occurence <  0.4     3                                                       
#       0.4 <= occurence <  0.5     4                                                       
#       0.5 <= occurence <  0.6     5                                                       
#       0.6 <= occurence <  0.7     6                                                       
#       0.7 <= occurence <  0.8     7                                                       
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#       0.8 <= occurence <  0.9     8                                                       
#       0.9 <= occurence <  1.0     9                                                       
#       1.0 == occurence            X                                                       
#                                                                                           
#Clustering: divide 5001 points into 10 clusters 
#Cluster    0: has     1 points, occurence 0.000 
#Cluster    1: has    30 points, occurence 0.006 
#Cluster    2: has   176 points, occurence 0.035 
#Cluster    3: has   112 points, occurence 0.022 
#Cluster    4: has   384 points, occurence 0.077 
#Cluster    5: has   200 points, occurence 0.040 
#Cluster    6: has   460 points, occurence 0.092 
#Cluster    7: has  1196 points, occurence 0.239 
#Cluster    8: has  2167 points, occurence 0.433 
#Cluster    9: has   275 points, occurence 0.055 
#Cluster    0   .                                                  
#Cluster    1   2                                                  
#Cluster    2   6X.                                                
#Cluster    3     91                                               
#Cluster    4      8XXX.                                           
#Cluster    5          9X.                                         
#Cluster    6            9XXX6                                     
#Cluster    7                3XXXXXXXXXXX5                         
#Cluster    8                            4XXXXXX. 2XXXXXXXXXXXXXXX 
#Cluster    9                                   9X8                
	  
perlucin	  with	  two	  calcium	  ions	  (run21)	  
	  
run21	  
#                                     Condensed Map                                          
#                                                                                                    
#    5001 points divided into 50 windows, each window contains 100 or 101 points.           
#              occurence == 0.0                                                             
#       0.0 <= occurence <  0.1     .                                                       
#       0.1 <= occurence <  0.2     1                                                       
#       0.2 <= occurence <  0.3     2                                                       
#       0.3 <= occurence <  0.4     3                                                       
#       0.4 <= occurence <  0.5     4                                                       
#       0.5 <= occurence <  0.6     5                                                       
#       0.6 <= occurence <  0.7     6                                                       
#       0.7 <= occurence <  0.8     7                                                       
#       0.8 <= occurence <  0.9     8                                                       
#       0.9 <= occurence <  1.0     9                                                       
#       1.0 == occurence            X                                                       
#                                                                                           
#Clustering: divide 5001 points into 10 clusters 
#Cluster    0: has     1 points, occurence 0.000 
#Cluster    1: has    65 points, occurence 0.013 
#Cluster    2: has   800 points, occurence 0.160 
#Cluster    3: has   475 points, occurence 0.095 
#Cluster    4: has   475 points, occurence 0.095 
#Cluster    5: has   232 points, occurence 0.046 
#Cluster    6: has   477 points, occurence 0.095 
#Cluster    7: has   584 points, occurence 0.117 
#Cluster    8: has   771 points, occurence 0.154 
#Cluster    9: has  1121 points, occurence 0.224 
#Cluster    0   .                                                  
#Cluster    1   6                                                  
#Cluster    2   3XXXXXXX6                                          
#Cluster    3           3XXXX4                                     
#Cluster    4                6XXXX1                                
#Cluster    5                     8X4                              
#Cluster    6                       5XXXX2                         
#Cluster    7                            7XXXXX.                   
#Cluster    8                                  9XXXXXX7            
#Cluster    9                                         2XXXXXXXXXXX 
	  
run21b	  
#                                     Condensed Map                                          
#                                                                                                    
#    5001 points divided into 50 windows, each window contains 100 or 101 points.           
#              occurence == 0.0                                                             
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#       0.0 <= occurence <  0.1     .                                                       
#       0.1 <= occurence <  0.2     1                                                       
#       0.2 <= occurence <  0.3     2                                                       
#       0.3 <= occurence <  0.4     3                                                       
#       0.4 <= occurence <  0.5     4                                                       
#       0.5 <= occurence <  0.6     5                                                       
#       0.6 <= occurence <  0.7     6                                                       
#       0.7 <= occurence <  0.8     7                                                       
#       0.8 <= occurence <  0.9     8                                                       
#       0.9 <= occurence <  1.0     9                                                       
#       1.0 == occurence            X                                                       
#                                                                                           
#Clustering: divide 5001 points into 10 clusters 
#Cluster    0: has    13 points, occurence 0.003 
#Cluster    1: has   127 points, occurence 0.025 
#Cluster    2: has   780 points, occurence 0.156 
#Cluster    3: has  1163 points, occurence 0.233 
#Cluster    4: has   635 points, occurence 0.127 
#Cluster    5: has   129 points, occurence 0.026 
#Cluster    6: has    86 points, occurence 0.017 
#Cluster    7: has   975 points, occurence 0.195 
#Cluster    8: has   102 points, occurence 0.020 
#Cluster    9: has   991 points, occurence 0.198 
#Cluster    0   1                                                  
#Cluster    1   83                                                 
#Cluster    2    6XXXXXXX1                                         
#Cluster    3            8XXXXXXXXXX8                              
#Cluster    4                       1XXXXXX1                       
#Cluster    5                              84                      
#Cluster    6                               53                     
#Cluster    7                                6XXXXXXXXX.           
#Cluster    8                                          9.          
#Cluster    9                                           9XXXXXXXXX 
	  
run21c	  
#                                     Condensed Map                                          
#                                                                                                    
#    5001 points divided into 50 windows, each window contains 100 or 101 points.           
#              occurence == 0.0                                                             
#       0.0 <= occurence <  0.1     .                                                       
#       0.1 <= occurence <  0.2     1                                                       
#       0.2 <= occurence <  0.3     2                                                       
#       0.3 <= occurence <  0.4     3                                                       
#       0.4 <= occurence <  0.5     4                                                       
#       0.5 <= occurence <  0.6     5                                                       
#       0.6 <= occurence <  0.7     6                                                       
#       0.7 <= occurence <  0.8     7                                                       
#       0.8 <= occurence <  0.9     8                                                       
#       0.9 <= occurence <  1.0     9                                                       
#       1.0 == occurence            X                                                       
#                                                                                           
#Clustering: divide 5001 points into 10 clusters 
#Cluster    0: has     2 points, occurence 0.000 
#Cluster    1: has    28 points, occurence 0.006 
#Cluster    2: has    67 points, occurence 0.013 
#Cluster    3: has   330 points, occurence 0.066 
#Cluster    4: has   596 points, occurence 0.119 
#Cluster    5: has   418 points, occurence 0.084 
#Cluster    6: has   645 points, occurence 0.129 
#Cluster    7: has   772 points, occurence 0.154 
#Cluster    8: has  1632 points, occurence 0.326 
#Cluster    9: has   511 points, occurence 0.102 
#Cluster    0   .                                                  
#Cluster    1   2                                                  
#Cluster    2   6                                                  
#Cluster    3   .XXX2                                              
#Cluster    4       7XXXXX2                                        
#Cluster    5             7XXX4                                    
#Cluster    6                 6XXXXX8                              
#Cluster    7                       1XXXXXXX5                      
#Cluster    8                               4XXXXXXXXXXXXXXX8      
#Cluster    9                                               1XXXXX 
 
	  




#                                     Condensed Map                                          
#                                                                                                    
#    5001 points divided into 50 windows, each window contains 100 or 101 points.           
#              occurence == 0.0                                                             
#       0.0 <= occurence <  0.1     .                                                       
#       0.1 <= occurence <  0.2     1                                                       
#       0.2 <= occurence <  0.3     2                                                       
#       0.3 <= occurence <  0.4     3                                                       
#       0.4 <= occurence <  0.5     4                                                       
#       0.5 <= occurence <  0.6     5                                                       
#       0.6 <= occurence <  0.7     6                                                       
#       0.7 <= occurence <  0.8     7                                                       
#       0.8 <= occurence <  0.9     8                                                       
#       0.9 <= occurence <  1.0     9                                                       
#       1.0 == occurence            X                                                       
#                                                                                           
#Clustering: divide 5001 points into 10 clusters 
#Cluster    0: has    27 points, occurence 0.005 
#Cluster    1: has    82 points, occurence 0.016 
#Cluster    2: has   181 points, occurence 0.036 
#Cluster    3: has   367 points, occurence 0.073 
#Cluster    4: has   240 points, occurence 0.048 
#Cluster    5: has  1169 points, occurence 0.234 
#Cluster    6: has  1174 points, occurence 0.235 
#Cluster    7: has   462 points, occurence 0.092 
#Cluster    8: has   469 points, occurence 0.094 
#Cluster    9: has   830 points, occurence 0.166 
#Cluster    0   2                                                  
#Cluster    1   7.                                                 
#Cluster    2    98                                                
#Cluster    3     1XXX5                                            
#Cluster    4         4X9                                          
#Cluster    5           .XXXX3  .XXXXXXX2                          
#Cluster    6                6XX9       7XXXXXXX3                  
#Cluster    7                                   6XXXX.             
#Cluster    8                                        9XXX7         
#Cluster    9                                            3XXXXXXXX 
	  
run22b	  
#                                     Condensed Map                                          
#                                                                                                    
#    5001 points divided into 50 windows, each window contains 100 or 101 points.           
#              occurence == 0.0                                                             
#       0.0 <= occurence <  0.1     .                                                       
#       0.1 <= occurence <  0.2     1                                                       
#       0.2 <= occurence <  0.3     2                                                       
#       0.3 <= occurence <  0.4     3                                                       
#       0.4 <= occurence <  0.5     4                                                       
#       0.5 <= occurence <  0.6     5                                                       
#       0.6 <= occurence <  0.7     6                                                       
#       0.7 <= occurence <  0.8     7                                                       
#       0.8 <= occurence <  0.9     8                                                       
#       0.9 <= occurence <  1.0     9                                                       
#       1.0 == occurence            X                                                       
#                                                                                           
#Clustering: divide 5001 points into 10 clusters 
#Cluster    0: has    40 points, occurence 0.008 
#Cluster    1: has   108 points, occurence 0.022 
#Cluster    2: has   247 points, occurence 0.049 
#Cluster    3: has   412 points, occurence 0.082 
#Cluster    4: has   670 points, occurence 0.134 
#Cluster    5: has   867 points, occurence 0.173 
#Cluster    6: has  1226 points, occurence 0.245 
#Cluster    7: has   435 points, occurence 0.087 
#Cluster    8: has   531 points, occurence 0.106 
#Cluster    9: has   465 points, occurence 0.093 
#Cluster    0   3                                                  
#Cluster    1   64                                                 
#Cluster    2    5X9                                               
#Cluster    3      .XXXX.                                          
#Cluster    4           9XXXXX7                                    
#Cluster    5                 2XXXXXXXX4                           
#Cluster    6                          5XXXXXXXXXXX6               
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#Cluster    7                                      3XXXX.          
#Cluster    8                                           9XXXX3     
#Cluster    9                                                6XXXX 
	  
run22c	  
#                                     Condensed Map                                          
#                                                                                                    
#    5001 points divided into 50 windows, each window contains 100 or 101 points.           
#              occurence == 0.0                                                             
#       0.0 <= occurence <  0.1     .                                                       
#       0.1 <= occurence <  0.2     1                                                       
#       0.2 <= occurence <  0.3     2                                                       
#       0.3 <= occurence <  0.4     3                                                       
#       0.4 <= occurence <  0.5     4                                                       
#       0.5 <= occurence <  0.6     5                                                       
#       0.6 <= occurence <  0.7     6                                                       
#       0.7 <= occurence <  0.8     7                                                       
#       0.8 <= occurence <  0.9     8                                                       
#       0.9 <= occurence <  1.0     9                                                       
#       1.0 == occurence            X                                                       
#                                                                                           
#Clustering: divide 5001 points into 10 clusters 
#Cluster    0: has     5 points, occurence 0.001 
#Cluster    1: has    54 points, occurence 0.011 
#Cluster    2: has   363 points, occurence 0.073 
#Cluster    3: has   909 points, occurence 0.182 
#Cluster    4: has   371 points, occurence 0.074 
#Cluster    5: has  1137 points, occurence 0.227 
#Cluster    6: has   368 points, occurence 0.074 
#Cluster    7: has   865 points, occurence 0.173 
#Cluster    8: has   569 points, occurence 0.114 
#Cluster    9: has   360 points, occurence 0.072 
#Cluster    0   .                                                  
#Cluster    1   5                                                  
#Cluster    2   4XXX2                                              
#Cluster    3       7XXXXXXXX3                                     
#Cluster    4                7XXX.                                 
#Cluster    5                    9XXXXXXXXXX3                      
#Cluster    6                               6XXX.                  
#Cluster    7                                   9XXXXXXX7          
#Cluster    8                                           2XXXXX4    




III.R.7.	  Photographs	  of	  IEC	  chromatograms	  of	  nacre	  protein	  preparations	  
Fig.	  III.R.21.	  Photograph	  of	   the	  IEC	  run	  of	  nacre	  protein	  preparation	  “Präp6”.	  The	   jump	  in	  the	  
absorbance	  signal	  resulted	  of	  a	  manual	  change	  of	  the	  chart	  recorder	  sensitivity.	  See	  section	  4.4.	  
	  
Fig.	   III.R.22.	   Photograph	  of	   the	   IEC	   run	  of	  nacre	  protein	  preparation	   “SP52”.	  The	   jump	   in	   the	  
absorbance	  signal	  resulted	  of	  a	  manual	  change	  of	  the	  chart	  recorder	  sensitivity.	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III.R.8.	  Photographs	  of	  SEC	  chromatograms	  
Fig.	  III.R.23.	  Photography	  of	  a	  part	  of	  the	  chromatogram	  obtained	  from	  a	  SEC	  run	  of	  a	  reference	  
protein	   mixture	   in	   a	  25  𝑚𝑚𝑚𝑚 	  Bis-­‐Tris,	  1  𝑀𝑀 	  NaCl,	  0.02  %	  NaN3,	   pH	   7.3	   (at	  8°𝐶𝐶 	  to	  9°𝐶𝐶)	   buffer	  
solution.	  Details	  of	  the	  preparation	  are	  given	  in	  section	  4.4.1.	  
Fig.	  III.R.24.	  Photography	  of	  a	  part	  of	  the	  chromatogram	  obtained	  from	  a	  SEC	  run	  of	  the	  samples	  
“L25”,	  “L26”	  and	  “L28”	  of	  “SP52”	  in	  a	  25  𝑚𝑚𝑚𝑚	  Bis-­‐Tris,	  1  𝑀𝑀	  NaCl,	  0.02  %	  NaN3,	  pH	  7.3	  (at	  cooling	  
chamber	  temperature)	  buffer	  solution.	  Details	  of	  the	  preparation	  are	  given	  in	  section	  4.4.2.	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Fig.	  III.R.25.	  Photography	  of	  a	  part	  of	  the	  chromatogram	  obtained	  from	  a	  SEC	  run	  of	  the	  sample	  
“L27”	   of	   “SP52”	   in	   a	  25  𝑚𝑚𝑚𝑚 	  Bis-­‐Tris,	  1  𝑀𝑀 	  NaCl,	  0.02  % 	  NaN3,	   pH	   7.3	   (at	   cooling	   chamber	  
temperature)	  buffer	  solution.	  Details	  of	  the	  preparation	  are	  given	  in	  section	  4.4.2.	  
	  
Fig.	   III.R.26.	   Photography	   of	   a	   part	   of	   the	   chromatogram	  obtained	   from	  a	   SEC	   run	   of	   the	   IEC	  
fractions	  24	   to	  31	  of	   “Präp9A”	   in	  a	  25  𝑚𝑚𝑚𝑚	  Bis-­‐Tris,	  1  𝑀𝑀	  NaCl,	  0.02  %	  NaN3,	  pH	  7.3	   (at	  cooling	  
chamber	  temperature)	  buffer	  solution.	  Details	  of	  the	  preparation	  are	  given	  in	  section	  4.4.2.	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Fig.	   III.R.27.	   Photography	   of	   a	   part	   of	   the	   chromatogram	  obtained	   from	  a	   SEC	   run	   of	   the	   IEC	  
fractions	   14,	   15	   and	   16	   of	   “Präp6”	   in	   a	  25  𝑚𝑚𝑚𝑚	  Bis-­‐Tris,	  1  𝑀𝑀	  NaCl,	  0.02  %	  NaN3,	   pH	   7.3	   (at	  





III.R.9.	   Images	  of	  SDS-­‐PAGE	  gels	  related	  to	  SEC	  
Fig.	  III.R.28.	  Three	  SDS-­‐PAGE	  gels	  related	  to	  the	  analysis	  of	  the	  SEC	  runs.	  A)	  and	  B)	  show	  gels	  of	  
selected	  fractions	  of	  the	  SEC	  runs	  of	  “Präp6”	  and	  “Präp9A”.	  C)	  shows	  a	  gel	  of	  selected	  fractions	  
of	  the	  SEC	  run	  of	  “SP52”	  sample	  “L27”.	  Here	  the	  “*”	  is	  a	  place	  holder.	  Full	  preparation	  details	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