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Supplemental Table 1: Primers used to generate linear DNA fragments
Primer Sequence
pHT vector fwd CAGACTTTCTAGAGGTCTCATAGCGCAGCC
pHT vector rev TGAGCTCCTCGAGGGTCTCTATATAGAGTC
Signal Peptide fwd TCCGCCTGACCTCCATGGGGTCTCAATATG
Signal peptide rev CTCCACCTAGCCTGATATCGGTCTCTAGCC
Gene of Interest fwd ATTCCGCCTGACCTGGTCTCAGGCTG
Gene of Interest rev CTGAGCCTCCACCTAGCCTGGTCTCTGCTA
Supplemental Table 2: Enzyme activity reaction conditions
Enzyme 
Class
Substrate Buffer Reaction Conditions
Amylase Red Starch 
(Megazyme)
50mM NaCl, 50mM BTP, 
50mM Citric acid, 50mM 
N-cyclohexyl-3-
aminopropanesulfonic 
acid (CAPS), pH 7.0
20ul of the cell supernatant were added to 10ul of 2% 
(w/v) Red Starch substrate in buffer and the mixture 
was incubated at 40 °C for 30 min.  Reactions were 
quenched with 50ul of 95% ethanol and the assay 
plate was centrifuged at 4000 rpm for 10 min. The 





100mM HEPES, pH 7.5, 
100mM NaCl, 20mM 
CaCl2, 0.1% Triton-100
10ul of the cell supernatant were added to 90ul of 0.8 
mM C8-PNP substrate in buffer. The absorbance was 
measured at 405nm kinetically for 15 min at a 31 sec 
interval. The initial reaction rate was calculated from 






100mM HEPES buffer, 
pH 7.5
10ul of the cell supernatant were added to 90ul of 
2mM AAPF substrate in buffer. The absorbance was 
measured at 410nm kinetically for 15 min at a 31 sec 
interval. The initial reaction rate was calculated from 




50mM NaCl, 50mM Bis-
tris propane (BTP), 
50mM Citric acid, 50mM 
N-cyclohexyl-3-
aminopropanesulfonic 
acid (CAPS), pH 7.0
20ul of the cell supernatant were added to 20ul of 2% 
(w/v) Azo-Xylan substrate in buffer and was 
incubated at 40 °C for 30 min. Reactions were 
quenched with 100ul of 95% Ethanol and the assay 
plate was centrifuged at 4000 rpm for 10 min. The 
absorbance was measured in 90ul of the supernatant 
solution at 590nm.
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ΔnprE ΔaprE Δepr Δmpr ΔnprB Δvpr Δbpr ΔsigF ΔskfA Δxpf ΔlytC 
ΔsdpC 
Provided by BASF
BS – Prot PY79 base strain ΔskfA ΔspbC ΔskfA Provided by BASF
BS – Amy PY79 base strain ΔskfA ΔspbC ΔskfA ΔAmyE Provided by BASF
BS – Xyl PY79 base strain ΔskfA ΔspbC ΔskfA ΔxynA ΔxynC Provided by BASF
BS – Lip PY79 base strain ΔskfA ΔspbC ΔskfA ΔestA ΔestB Provided by BASF
Supplemental Table 4: Control sequences generated by the trained Transformer for random inputs.
















Supplemental Table 5: Distribution of Protein and SP lengths, as obtained from UniProt. 
Length (Amino Acids) Signal Peptide Protein





Supp Section I: Comparing various generation approaches
In this section, we compare four methods of generating SP sequences for their efficacy: (A) a profile Hidden 
Markov Model (pHMM), (B) a heuristic-based generation approach, (C) a variational autoencoder (VAE)1 
trained on just SP sequences, and (D) the Transformer-based approach. In the first round of comparison, 
we query the SignalP 5.0 server with these SP sequences prepended to protein sequences to obtain SignalP’s 
probability of functioning.
(A) pHMM: We first generated an alignment with Clustal Omega2 of SPs from our training. We used 
4000 randomly selected SPs, as Clustal Omega is limited to 4000 sequences. From this point on, 
we use default settings in S. Eddy’s HMMER package.3 From the Clustal Omega alignment, we 
then use HMMER’s hmmbuild to build a profile HMM. From this profile HMM, we use HMMER’s 
hmmemit to generate protein samples. As HMMs typically follow the first order Markov property, 
the HMMs do not have a concept of length, and can generate longer sequences. We generate 1024 
constructs by emitting 1024 SP sequences from hmmemit, each of which is prepended to one of the 
41 enzymes tested.
(B) Heuristics: We follow the following heuristics from a recent review by Owji, Hajar, et al.4 The N-
region (1-6 residues) contains at least 1 positive residue (KR). The H-region (7-15 residues) 
contains hydrophobic residues (AILMFWYV). The C Region (3-7 residues) contains uncharged 
residues (STNQAVILMFYW) followed by an AXA motif, where X is not in C/P/A. 768 SPs were 
generated by heuristics and randomly matched to one of the 41 input proteins.
(C) VAE: We train a VAE with fully connected layers and ReLU activation on SP sequences. The sizes 
of the hidden layers are 400 and 20 each for the mean and variance of the latent encoding. We then 
randomly sample 1024 SP sequences, each of which is prepended to one of the 41 enzymes tested.
(D) Transformer: As described in the main text.
We then query these constructs with SignalP v5.0 to obtain the probability of containing a Signal Peptide 
in gram-positive hosts.5 The results are shown visually in the figure below, and summarized in its 
accompanying table.
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Figure S1: Probability of generated sequences as predicted by SignalP 5.0 The sequences are generated by 
either a pHMM, heuristic-based approach, VAE, or Transformer model. 
Table S1: Summary of probability of predictions for various generation methods, as predicted by SignalP 
5.0
Method Mean SignalP Probability
pHMM 15.6% ± 19.2%
heuristic 70.8% ± 25.3%
VAE 92.4% ± 15.2%
Transformer 90.4% ± 17.1%
The VAE and Transformer significantly outperform the other two methods (p-value < 10-20), but are not 
statistically different from each other (p-value = 0.251). As both are predicted to function with high 
probability by SignalP, we turn to other methods of analysis below.
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First, we compare the log-likelihood and percent (unaligned) sequence identity on an identical, withheld 
validation set of 5707 SP sequences for the VAE and Transformer, which are comparable between the 
two methods, although the VAE is more accurate by this metric. 
Method
Log likelihood on 
Validation Set




However, in closer examination of the sequences generated by the VAE and Transformer, an issue of 
repeated residues begins to emerge:






Namely, the hydrophobic region appears to be particularly saturated in repeating residues for VAE 
sequences. For a more comprehensive comparison, we determined the average length of substrings with 




Average longest substring from 
Transformer Seqs
R = 1 3.9 ± 1.9 2.1  ± 0.6
R = 2 7.2 ± 3.0 4.0 ± 1.0
R = 3 10.7 ± 3.5 6.3 ± 1.5
As biological sequences rarely contain such long repeats, we elect to proceed with the Transformer 
generated sequences in experimental validation.
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Supp Section II: Functionality classification from experimental validation
Classification Explanation
SP-enzyme constructs were generated stochastically and tested in biological replicates. Thus, some 
random SP-enzyme constructs contain the same SP and enzyme but are not part of the same set of 
biological replicates.
An SP-enzyme construct is classified as functional if any set of biological replicates satisfies two 
conditions (p-value and effect size):
1) The p-value for the set of replicates compared to the negative controls (constructs without 
either an SP or enzyme) was less than 0.05 in a two-sided t-test with unequal variance for 
two independent samples of scores. Biological replicates are grown from the same colony, 
after which they are processed separately. The null hypothesis is that these two independent 
samples have identical expected values. The scipy.stats implementation (ttest_ind) was 
used. (p-value)
2) The difference between the mean of the replicates and the mean of the incorrect constructs 
is greater than 2 times the difference between the mean of the incorrect constructs and the 
highest measured activity of the incorrect constructs. (effect size)
The second condition is incorporated to gain some concept of effect size: the activity of the SP-
enzyme construct must be high, not just statistically significant. 
In the following plots, constructs classified as functional are to the left of the “incorrect constructs”, 
which are shown in black. For functional constructs, some sets of replicates (picked from the same 
colony) would have been classified as nonfunctional. These are shown in blue. The functional sets 
of replicates are shown in green. Finally, constructs classified as nonfunctional are shown in grey. 
Summary statistics and notes highlighting important points are also provided.





Construct Functionality Classification Summary
0.33 : 1 out of 3 constructs with SPs generated for random inputs functional*
0.83 : 5 out of 6 constructs with natural SPs functional
0.50 : 4 out of 8 constructs with generated SPs functional
Assay information is provided in Supplemental Table 2.
*The SP sequence for the control generated for a randomized input that was 






Construct Functionality Classification Summary
0.00 : 0 out of 3 constructs with SPs generated for random inputs functional
0.83 : 5 out of 6 constructs with natural SPs functional
0.42 : 5 out of 12 constructs with generated SPs functional





Construct Functionality Classification Summary
No constructs with SPs generated for random inputs tested.
No constructs with natural SPs tested.
0.50 : 7 out of 14 constructs with generated SPs functional





Construct Functionality Classification Summary
No constructs with SPs generated for random inputs tested.
No constructs with natural SPs tested.
0.70 : 7 out of 10 constructs with generated SPs functional





Construct Functionality Classification Summary
0.00 : 0 out of 3 constructs with SPs generated for random inputs functional
1.00 : 5 out of 5 constructs with natural SPs functional
0.33 : 4 out of 12 constructs with generated SPs functional





Construct Functionality Classification Summary
No constructs with SPs generated for random inputs tested.
1.00 : 1 out of 1 constructs with natural SPs functional
0.70 : 7 out of 10 constructs with generated SPs functional





Construct Functionality Classification Summary
0.00 : 0 out of 3 constructs with SPs generated for random inputs functional
0.80 : 4 out of 5 constructs with natural SPs functional
0.58 : 7 out of 12 constructs with generated SPs functional





Construct Functionality Classification Summary
No constructs with SPs generated for random inputs tested.
No constructs with natural SPs tested.
0.18 : 2 out of 11 constructs with generated SPs functional





Construct Functionality Classification Summary
0.00 : 0 out of 3 constructs with SPs generated for random inputs functional
0.50 : 3 out of 6 constructs with natural SPs functional
0.20 : 2 out of 10 constructs with generated SPs functional





Construct Functionality Classification Summary
0.00 : 0 out of 3 constructs with SPs generated for random inputs functional
0.80 : 4 out of 5 constructs with natural SPs functional
0.67 : 8 out of 12 constructs with generated SPs functional
Assay information is provided in Supplemental Table 2.
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Supp Section III: Activity assays at higher dilution
While Supplemental Section 2 shows activity data for identifying functional constructs, we found 
that some amylase and xylanase constructs were outside of the linear range (activity was too high) 
to make accurate comparisons between the high functioning constructs. To address this, we 
performed the assays at higher dilution (10x for amylase, 50x for xylanase) to obtain data in the 










Supp Section IV: Characteristics of functional vs nonfunctional generated SPs 
We attempted to identify general characteristics of functional versus nonfunctional signal peptides 
that may help in discerning whether a signal peptide is functional or not. To do so, we separated 
the 27 signal peptides that are only present in functional constructs, and 30 signal peptides that are 
only present in nonfunctional constructs, and attempted to identify a distinguishing property. No 
property was identified for distinguishing between functional and nonfunctional constructs (p-












Supp Section V: All MSAs for functional SPs
MSAs for the top 10 closest matching natural Signal Peptides (by sequence identity) to each of 
the 43 generated SPs that were functional in any construct are provided. Alignments are sorted 
by closest sequence identity to the generated natural Signal Peptide (shown first).
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