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Resumen
Tener la capacidad para analizar un sistema desde un punto de vista dinámico puede ser muy útil en muchas circunstancias
(sistemas industriales, biológicos, económicos, . . . ). El análisis dinámico de un sistema permite conocer su comportamiento y la
respuesta que presentará a distintos estímulos de entrada, su estabilidad en lazo abierto, tanto local como global, o si está afec-
tado por fenómenos no lineales, como ciclos límites o bifurcaciones, entre otros. Si el sistema es desconocido o su dinámica es
lo suﬁcientemente compleja como para no poder obtener un modelo matemático del mismo, en principio no sería posible reali-
zar un análisis dinámico formal del sistema. En estos casos la lógica borrosa, y más concretamente los modelos borrosos de tipo
Takagi-Sugeno (TS), se presentan como una herramienta muy poderosa de análisis y diseño. Los modelos borrosos TS son aproxi-
madores universales tanto de una función como de su derivada, por lo que permiten modelar sistemas no lineales en base a datos
de entrada/salida. Puesto que un modelo borroso es un modelo matemático formalmente hablando, a partir del mismo es posible
estudiar aspectos de la dinámica del sistema real que modela tal como se hace en la teoría de control no lineal. En este artículo se
presenta una metodología para la obtención de los estados de equilibrio de un sistema no lineal, la linealización exacta de su modelo
borroso de estado completamente general, el estudio de la estabilidad local de los equilibrios a partir de dicha linealización, y la
utilización de la metodología de Poincare para el estudio de órbitas periódicas en modelos borrosos. A partir de esa información, es
posible estudiar la estabilidad local de los estados de equilibrio, así como la dinámica del sistema en su entorno y la presencia de
oscilaciones, obteniéndose una valiosa información del comportamiento dinámico del sistema. Copyright© 2015 CEA. Publicado
por Elsevier España, S.L. Todos los derechos reservados.
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1. Introducción
El análisis dinámico de un sistema permite conocer su com-
portamiento y la respuesta que el mismo presentará a distintos
estímulos de entrada. Si el sistema es desconocido o su dinámi-
ca es lo suﬁcientemente compleja como para no poder obtener
un modelo matemático del mismo (López-Baldán et al., 2002),
en principio no sería posible realizar un análisis dinámico for-
mal del sistema. Si no se posee un modelo matemático, bien sea
por desconocimiento del funcionamiento interno del sistema, o
por la excesiva complejidad del mismo, se puede generar un
modelo en base a datos de entrada-salida del sistema y, a partir
de este modelo, estudiar la dinámica del sistema original.
∗Autor en correspondencia.
Correos electrónicos: antonio.barragan@diesia.uhu.es (Antonio
Javier Barragán), basil@etsii.upm.es (Basil Mohammed Al-Hadithi),
andujar@diesia.uhu.es (José Manuel Andújar),
ajimenez@etsii.upm.es@etsii.upm.es (Agustín Jiménez)
La herencia tradicional de la ingeniería de control ha sido
lineal, de hecho, cuando es posible asumir, como ocurre en mu-
chas aplicaciones, que los problemas son suﬁcientemente loca-
les, es permisible obtener su solución usando métodos lineales.
Sin embargo, cuando los problemas son de naturaleza global, el
uso de métodos no lineales se convierte en una necesidad.
La razón fundamental que exige el uso de modelos no li-
neales es que la dinámica de los modelos lineales no es lo su-
ﬁcientemente rica como para describir una serie de fenómenos
que se dan de forma asidua en la vida real (Marquez, 2003, An-
dújar et al., 2004, Andújar y Bravo, 2005). El comportamiento
dinámico de los sistemas lineales, independientemente de su
orden, está gobernado esencialmente por los autovalores de su
matriz de estado. Sin embargo, los sistemas no lineales tienen
un comportamiento mucho más variado, pudiendo originar os-
cilaciones autoexcitadas, conocidas como ciclos límite, un com-
portamiento aperiódico y críticamente sensibles a las condicio-
nes iniciales, el caos (Wiggins, 2003), así como otros fenóme-
.U. Todos los derechos reservados.
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nos dinámicos exclusivos de los sistemas no lineales, como la
existencia de múltiples estados de equilibrio y las bifurcaciones
(Sastry, 1999), entre otros.
El punto de partida idóneo en el análisis de un sistema no
lineal es su representación mediante un modelo matemático, ge-
neralmente un modelo de estado. Cuando el sistema es conoci-
do y su dinámica no es excesivamente compleja, es posible ob-
tener un modelo de estado del sistema; sin embargo, en multitud
de ocasiones el sistema objeto de estudio puede ser demasiado
complejo, ya sea por su dinámica o por su dimensión, o simple-
mente porque se desconocen las ecuaciones que gobiernan su
funcionamiento. En estos casos, la lógica borrosa se presenta
como una poderosa herramienta ya que permite modelar siste-
mas altamente no lineales a partir de datos de entrada-salida.
Esta modelización puede ser cualitativa (Grande et al., 2005,
Andújar et al., 2006, Aroba et al., 2007, Jiménez et al., 2009)
o estrictamente analítica, aprovechando el hecho de que los sis-
temas TS son aproximadores universales tanto de la función
(Kosko, 1994, Wang, 1992) como de su derivada (Kreinovich
et al., 2000, Mencattini et al., 2005). Por lo tanto, aunque el
sistema sea desconocido, es factible obtener un modelo borroso
del mismo. Un modelo borroso es un modelo matemático for-
malmente hablando, así pues, a partir de este modelo es posible
estudiar aspectos de la dinámica del sistema real siempre que su
precisión sea suﬁciente. Esta forma de abordar el problema per-
mite enfrentarse a sistemas no lineales y de difícil modelización
por técnicas matemáticas usuales.
El conocimiento de los estados de equilibrio que posee un
sistema, así como la estabilidad de dichos estados, son datos
que pueden resultar muy interesantes a la hora de analizar o di-
señar un sistema de control. Si se parte de un sistema completa-
mente desconocido, esta información puede aclarar en muchos
aspectos el funcionamiento del mismo, así como facilitar el di-
seño de un sistema de control adecuado.
En este artículo se muestra una metodología para analizar
un sistema no lineal general, inicialmente desconocido, a par-
tir de un modelo borroso TS. El artículo está organizado como
sigue: en la sección 2 se introduce al lector en la formulación
del problema y se presentan las ecuaciones que se utilizarán pa-
ra la representación del modelo del sistema. En el apartado 3
se presenta la linealización exacta de un modelo TS completa-
mente general. Posteriormente, en la sección 4 se plantea una
propuesta de procedimiento para el análisis dinámico del sis-
tema para, en la sección 5 aplicar dicho procedimiento a dos
ejemplos. Finalmente se presentan algunas conclusiones.
2. Formulación del problema
Sea n el orden del sistema y m su número de entradas, un
modelo TS equivalente de un sistema continuo puede ser repre-
sentado por (Takagi y Sugeno, 1985, Babuška, 1995, Babuška
y Verbruggen, 1995, Nguyen et al., 1995):
R(l,i) : Si x1 es Al1i y . . . y xn es A
l
ni
y u1 es Bl1i y . . . y um es B
l
mi
Entonces x˙li =
n∑
k=0
alki x˜k+
m∑
j=1
bljiu j,
(1)
donde l = 1..Mi es el índice de la regla y Mi el número de
reglas que modelan la i-ésima ecuación diferencial del proceso,
x˙i. x˜k es la k-ésima coordenada del vector de estado extendido
(Andújar y Barragán, 2005, Andújar et al., 2009, 2014a), siendo
x˜ = (x˜0, x˜1, . . . , x˜n)T = (1, x1, . . . , xn)T.
De esta forma, la salida del modelo borroso puede calcular-
se a través de la expresión siguiente, que representa el modelo
borroso de estado del sistema (Wang, 1994, 1997):
x˙i = fi(x,u) =
n∑
k=0
aki x˜k +
m∑
j=1
b jiu j, (2)
donde aki(x,u) y b ji(x,u) son coeﬁcientes variables (Wong et al.,
1997) deﬁnidos por:
aki(x,u)=
Mi∑
l=1
wli(x,u)a
l
ki
Mi∑
l=1
wli(x,u)
, b ji(x,u)=
Mi∑
l=1
wli(x,u)b
l
ji
Mi∑
l=1
wli(x,u)
(3)
wli(x,u) representa el grado de activación de las reglas del
modelo del sistema, y los vectores σli y α
l
i representan los con-
juntos de parámetros adaptables de los antecedentes de las re-
glas en los universos de discurso de las variables de estado y las
señales de control, respectivamente.
wli(x,u) =
n∏
k=1
μlki(xk,σ
l
ki)
m∏
j=1
μlji(u j,α
l
ji) (4)
3. Linealización de un modelo borroso de estado
La linealización es una de las técnicas más empleadas en el
diseño de sistemas de control no lineales. Aunque es una técni-
ca no muy recomendable en muchos casos, ya que se desprecian
los efectos de las no linealidades de los sistemas controlados, sí
que puede ser válida para controlar sistemas no muy complejos,
o cuya dinámica sea conocida, en regiones donde su comporta-
miento sea aproximadamente lineal.
Además de como método de control, la linealización pue-
de emplearse para obtener información de un sistema no lineal.
Es sabido que, con algunas salvedades, el comportamiento de
un sistema no lineal en torno a un estado de equilibrio es muy
similar al del sistema linealizado en torno a dicho estado (Nij-
meijer y Schaft, 1990, Sastry, 1999, Slotine y Li, 1991); por lo
tanto, la obtención del sistema lineal equivalente de un mode-
lo borroso no lineal puede ser una herramienta muy útil para
obtener información del sistema original.
Sea el modelo de estado genérico de un sistema no lineal
dado por:
x˙(t) = f (x(t),u(t)) , (5)
el desarrollo en serie de Taylor hasta orden 1 de dicho sistema
en torno a un punto (x0,u0), determina que éste se puede apro-
ximar por la expresión (6), siendo x¯ = x − x0 y u¯ = u − u0, y
donde las matrices del sistema lineal se calculan mediante las
expresiones (7), (8) y (9).
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x˙(t) ≈ A0 + Ax¯(t) + Bu¯(t) (6)
A0 = f(x0,u0) (7)
A =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∂ f1(x(t),u(t))
∂x1
. . .
∂ f1(x(t),u(t))
∂xn
∂ f2(x(t),u(t))
∂x1
. . .
∂ f2(x(t),u(t))
∂xn
...
. . .
...
∂ fn(x(t),u(t))
∂x1
. . .
∂ fn(x(t),u(t))
∂xn
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(x0,u0)
(8)
B =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∂ f1(x(t),u(t))
∂u1
. . .
∂ f1(x(t),u(t))
∂um
∂ f2(x(t),u(t))
∂u1
. . .
∂ f2(x(t),u(t))
∂um
...
. . .
...
∂ fn(x(t),u(t))
∂u1
. . .
∂ fn(x(t),u(t))
∂um
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(x0,u0)
(9)
Si el punto (x0,u0) es un estado de equilibrio del sistema, la
matriz A0 será nula, ya que por deﬁnición un estado de equili-
brio hace nula la ecuación de estado.
Si el sistema (5) se representa mediante un modelo borroso,
su equivalente matemático viene dado por (2). Si se linealiza
esta expresión en torno al punto (x0,u0), se puede representar
el modelo matemático equivalente de un sistema borroso linea-
lizado como:
x˙i ≈ fi (x0,u0) +
n∑
q=1
∂ fi
∂xq
∣∣∣∣∣∣
(x0,u0)
x¯q +
m∑
v=1
∂ fi
∂uv
∣∣∣∣∣
(x0,u0)
u¯v, (10)
donde x¯q y u¯v son las componentes de los vectores x¯0 y u¯0,
respectivamente. Operando con la expresión anterior:
x˙i ≈ fi (x0,u0) +
n∑
q=1
⎡⎢⎢⎢⎢⎢⎣ ∂∂xq
(
n∑
k=0
aki x˜k +
m∑
j=1
b jiu j
)∣∣∣∣∣∣
(x0,u0)
x¯q
⎤⎥⎥⎥⎥⎥⎦+
+
m∑
v=1
⎡⎢⎢⎢⎢⎢⎣ ∂∂uv
(
n∑
k=0
aki x˜k +
m∑
j=1
b jiu j
)∣∣∣∣∣∣
(x0,u0)
u¯v
⎤⎥⎥⎥⎥⎥⎦ ,
(11)
que desarrollando se puede expresar como:
x˙i ≈ fi (x0,u0) +
n∑
q=1
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∂
(
n∑
k=0
aki x˜k
)
∂xq
+
∂
(
m∑
j=1
b jiu j
)
∂xq
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∣∣∣∣∣∣∣∣∣∣∣∣
(x0,u0)
x¯q+
+
m∑
v=1
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∂
(
n∑
k=0
aki x˜k
)
∂uv
+
∂
(
m∑
j=1
b jiu j
)
∂uv
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∣∣∣∣∣∣∣∣∣∣∣∣
(x0,u0)
u¯v.
(12)
A continuación se resolverán independientemente cada una
de las derivadas parciales anteriores. En primer lugar,
∂
(
n∑
k=0
aki x˜k
)
∂xq
=
n∑
k=0
∂ (aki x˜k)
∂xq
=
n∑
k=0
∂aki
∂xq
x˜k +
n∑
k=0
aki
∂x˜k
∂xq
. (13)
Puesto que
∂x˜k
∂xq
= 1 si k = q y 0 en caso contrario:
n∑
k=0
aki
∂x˜k
∂xq
= aqi. (14)
Teniendo en cuenta el valor de aki dado por (3):
∂aki
∂xq
=
∂
(
Mi∑
l=1
wlia
l
ki
)
∂xq
Mi∑
l=1
(
wli
)
−
∂
(
Mi∑
l=1
wli
)
∂xq
Mi∑
l=1
(
wlia
l
ki
)
(
Mi∑
l=1
wli
)2 . (15)
El grado de activación de las reglas del modelo, wli, es un
valor dependiente del vector de estado y del vector de control,
mientras que los elementos alki son los coeﬁcientes constantes
del consecuente de las reglas. De esta forma se puede resolver:
∂
(
Mi∑
l=1
wlia
l
ki
)
∂xq
=
Mi∑
l=1
⎛⎜⎜⎜⎜⎝∂w
l
i
∂xq
alki
⎞⎟⎟⎟⎟⎠ (16)
y
∂
(
Mi∑
l=1
wli
)
∂xq
=
Mi∑
l=1
⎛⎜⎜⎜⎜⎝∂w
l
i
∂xq
⎞⎟⎟⎟⎟⎠, (17)
con lo que se puede expresar:
∂aki
∂xq
=
Mi∑
l=1
⎛⎜⎜⎜⎜⎝∂w
l
i
∂xq
alki
⎞⎟⎟⎟⎟⎠ Mi∑
l=1
(
wli
)
−
Mi∑
l=1
⎛⎜⎜⎜⎜⎝∂w
l
i
∂xq
⎞⎟⎟⎟⎟⎠ Mi∑
l=1
(
wlia
l
ki
)
(
Mi∑
l=1
wli
)2 =
=
Mi∑
l=1
Mi∑
p=1
⎛⎜⎜⎜⎜⎝∂w
l
i
∂xq
alkiw
p
i
⎞⎟⎟⎟⎟⎠ − Mi∑
l=1
Mi∑
p=1
⎛⎜⎜⎜⎜⎝∂w
l
i
∂xq
apkiw
p
i
⎞⎟⎟⎟⎟⎠
(
Mi∑
l=1
wli
)2 ,
(18)
que simpliﬁcando, se obtiene:
∂aki
∂xq
=
Mi∑
l,p=1
⎛⎜⎜⎜⎜⎝∂w
l
i
∂xq
wpi (a
l
ki − apki)
⎞⎟⎟⎟⎟⎠
(
Mi∑
l=1
wli
)2 . (19)
Por lo tanto, la primera derivada de (12) se obtiene como:
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∂
(
n∑
k=0
aki x˜k
)
∂xq
= aqi +
n∑
k=0
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Mi∑
l,p=1
⎛⎜⎜⎜⎜⎝∂w
l
i
∂xq
wpi (a
l
ki − apki)
⎞⎟⎟⎟⎟⎠
(
Mi∑
l=1
wli
)2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
x˜k (20)
Nótese que en la expresión anterior falta por calcular la de-
rivada del grado de activación de las reglas del modelo borroso
con respecto a cada una de las variables de estado. Este punto
se resolverá una vez se hayan calculado todas las derivadas de
(12).
La segunda de las derivadas a calcular es:
∂
(
m∑
j=1
b jiu j
)
∂xq
=
m∑
j=1
∂
(
b jiu j
)
∂xq
=
m∑
j=1
∂b ji
∂xq
u j +
m∑
j=1
b ji
∂u j
∂xq
. (21)
En un sistema en lazo abierto las señales de control no son
dependientes de las variables de estado, por lo que ∂u j/∂xq = 0.
De esta forma:
∂
(
m∑
j=1
b jiu j
)
∂xq
=
m∑
j=1
∂b ji
∂xq
u j. (22)
Operando de forma similar, se puede obtener fácilmente
que:
∂
(
m∑
j=1
b jiu j
)
∂xq
=
m∑
j=1
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Mi∑
l,p=1
⎛⎜⎜⎜⎜⎝∂w
l
i
∂xq
wpi (b
l
ji − bpji)
⎞⎟⎟⎟⎟⎠
(
Mi∑
l=1
wli
)2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
u j. (23)
La tercera derivada a calcular es:
∂
(
n∑
k=0
aki x˜k
)
∂uv
=
n∑
k=0
∂ (aki x˜k)
∂uv
=
n∑
k=0
∂aki
∂uv
x˜k +
n∑
k=0
aki
∂x˜k
∂uv
. (24)
Puesto que no existe dependencia entre las señales de con-
trol y las variables de estado, ∂x˜k/∂uv = 0,
∂
(
n∑
k=0
aki x˜k
)
∂uv
=
n∑
k=0
∂aki
∂uv
x˜k. (25)
Sustituyendo aki por su valor:
∂aki
∂uv
=
∂
(
Mi∑
l=1
wlia
l
ki
)
∂uv
Mi∑
l=1
(
wli
)
−
∂
(
Mi∑
l=1
wli
)
∂uv
Mi∑
l=1
(
wlia
l
ki
)
(
Mi∑
l=1
wli
)2 . (26)
Puesto que el grado de activación de las reglas del modelo
borroso es dependiente del vector de control, y los parámetros
alki son constantes, se tiene que:
∂
(
Mi∑
l=1
wlia
l
ki
)
∂uv
=
Mi∑
l=1
⎛⎜⎜⎜⎜⎝∂w
l
i
∂uv
alki
⎞⎟⎟⎟⎟⎠, (27)
y
∂
(
Mi∑
l=1
wli
)
∂uv
=
Mi∑
l=1
⎛⎜⎜⎜⎜⎝∂w
l
i
∂uv
⎞⎟⎟⎟⎟⎠, (28)
de forma que
∂aki
∂uv
=
Mi∑
l=1
⎛⎜⎜⎜⎜⎝∂w
l
i
∂uv
alki
⎞⎟⎟⎟⎟⎠ Mi∑
l=1
(
wli
)
−
Mi∑
l=1
⎛⎜⎜⎜⎜⎝∂w
l
i
∂uv
⎞⎟⎟⎟⎟⎠ Mi∑
l=1
(
wlia
l
ki
)
(
Mi∑
l=1
wli
)2 =
=
Mi∑
l=1
Mi∑
p=1
⎛⎜⎜⎜⎜⎝∂w
l
i
∂uv
alkiw
p
i
⎞⎟⎟⎟⎟⎠ − Mi∑
l=1
Mi∑
p=1
⎛⎜⎜⎜⎜⎝∂w
l
i
∂uv
apkiw
p
i
⎞⎟⎟⎟⎟⎠
(
Mi∑
l=1
wli
)2 .
(29)
Simpliﬁcando se obtiene:
∂aki
∂uv
=
Mi∑
l,p=1
⎛⎜⎜⎜⎜⎝∂w
l
i
∂uv
wpi (a
l
ki − apki)
⎞⎟⎟⎟⎟⎠
(
Mi∑
l=1
wli
)2 . (30)
Por lo tanto, la tercera de las derivadas de (12) se obtiene
como:
∂
(
n∑
k=0
aki x˜k
)
∂uv
=
n∑
k=0
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Mi∑
l,p=1
⎛⎜⎜⎜⎜⎝∂w
l
i
∂uv
wpi (a
l
ki − apki)
⎞⎟⎟⎟⎟⎠
(
Mi∑
l=1
wli
)2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
x˜k. (31)
En la expresión anterior falta por calcular la derivada del
grado de activación de las reglas del modelo borroso con res-
pecto a las señales de control. Este punto se resolverá una vez
se hayan calculado todas las derivadas de (12).
Por último, para calcular la cuarta derivada de (12):
∂
(
m∑
j=1
b jiu j
)
∂uv
=
m∑
j=1
∂
(
b jiu j
)
∂uv
=
m∑
j=1
∂b ji
∂uv
u j +
m∑
j=1
b ji
∂u j
∂uv
. (32)
Puesto que
∂u j
∂uv
= 1 si j = v y 0 en caso contrario:
m∑
j=1
b ji
∂u j
∂uv
= bvi. (33)
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Teniendo en cuenta el valor de b ji dado por (3):
∂b ji
∂uv
=
∂
(
Mi∑
l=1
wlib
l
ji
)
∂uv
Mi∑
l=1
(
wli
)
−
∂
(
Mi∑
l=1
wli
)
∂uv
Mi∑
l=1
(
wlib
l
ji
)
(
Mi∑
l=1
wli
)2 . (34)
Operando como con las derivadas anteriores:
∂
(
m∑
j=1
b jiu j
)
∂uv
= bvi +
m∑
j=1
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Mi∑
l,p=1
⎛⎜⎜⎜⎜⎝∂w
l
i
∂uv
wpi (b
l
ji − bpji)
⎞⎟⎟⎟⎟⎠
(
Mi∑
l=1
wli
)2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
u j. (35)
Sustituyendo las expresiones (20), (23), (31) y (35) en (12),
el modelo matemático equivalente de un sistema borroso linea-
lizado en torno a un punto (x0,u0) viene dado por:
x˙i ≈ fi (x0,u0) +
+
n∑
q=1
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
aqi +
n∑
k=0
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Mi∑
l,p=1
⎛⎜⎜⎜⎜⎝∂w
l
i
∂xq
wpi (a
l
ki − apki)
⎞⎟⎟⎟⎟⎠
(
Mi∑
l=1
wli
)2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
x˜k
+
m∑
j=1
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Mi∑
l,p=1
⎛⎜⎜⎜⎜⎝∂w
l
i
∂xq
wpi (b
l
ji − bpji)
⎞⎟⎟⎟⎟⎠
(
Mi∑
l=1
wli
)2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
u j
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(x0,u0)
x¯q+
+
m∑
v=1
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
n∑
k=0
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Mi∑
l,p=1
⎛⎜⎜⎜⎜⎝∂w
l
i
∂uv
wpi (a
l
ki − apki)
⎞⎟⎟⎟⎟⎠
(
Mi∑
l=1
wli
)2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
x˜k
bvi +
m∑
j=1
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Mi∑
l,p=1
⎛⎜⎜⎜⎜⎝∂w
l
i
∂uv
wpi (b
l
ji − bpji)
⎞⎟⎟⎟⎟⎠
(
Mi∑
l=1
wli
)2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
u j
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(x0,u0)
u¯v.
(36)
Esta ecuación puede escribirse de una forma más compacta
como:
x˙i ≈ fi (x0,u0)+
+
n∑
q=1
(
aqi +
n∑
k=0
Γ
Aki
xq x˜k +
m∑
j=1
Γ
B ji
xq u j
)∣∣∣∣∣∣
(x0,u0)
x¯q+
+
m∑
v=1
(
bvi +
n∑
k=0
Γ
Aki
uv x˜k +
m∑
j=1
Γ
B ji
uv u j
)∣∣∣∣∣∣
(x0,u0)
u¯v,
(37)
donde
ΓAkixq =
Mi∑
l,p=1
⎛⎜⎜⎜⎜⎝∂w
l
i
∂xq
wpi (a
l
ki − apki)
⎞⎟⎟⎟⎟⎠
(
Mi∑
l=1
wli
)2 , (38)
Γ
B ji
xq =
Mi∑
l,p=1
⎛⎜⎜⎜⎜⎝∂w
l
i
∂xq
wpi (b
l
ji − bpji)
⎞⎟⎟⎟⎟⎠
(
Mi∑
l=1
wli
)2 , (39)
ΓAkiuv =
Mi∑
l,p=1
⎛⎜⎜⎜⎜⎝∂w
l
i
∂uv
wpi (a
l
ki − apki)
⎞⎟⎟⎟⎟⎠
(
Mi∑
l=1
wli
)2 , (40)
y
Γ
B ji
uv =
Mi∑
l,p=1
⎛⎜⎜⎜⎜⎝∂w
l
i
∂uv
wpi (b
l
ji − bpji)
⎞⎟⎟⎟⎟⎠
(
Mi∑
l=1
wli
)2 . (41)
3.0.1. Derivada del grado de activación de las reglas del mo-
delo borroso
El grado de activación de las reglas del modelo borroso es
dependiente del vector de estado y del vector de control, según
la expresión (4); de forma que:
∂wli(x,u)
∂xq
=
∂
(
n∏
k=1
μlki(xk,σ
l
ki)
)
∂xq
m∏
j=1
μlji(u j,α
l
ji)+
+
n∏
k=1
μlki(xk,σ
l
ki)
∂
(
m∏
j=1
μlji(u j,α
l
ji)
)
∂xq
(42)
∂wli(x,u)
∂uv
=
∂
(
n∏
k=1
μlki(xk,σ
l
ki)
)
∂uv
m∏
j=1
μlji(u j,α
l
ji)+
+
n∏
k=1
μlki(xk,σ
l
ki)
∂
(
m∏
j=1
μlji(u j,α
l
ji)
)
∂uv
(43)
En un sistema en lazo abierto las señales de control son in-
dependientes del vector de estado, por lo tanto:
∂
(
m∏
j=1
μlji(u j,α
l
ji)
)
∂xq
= 0 (44)
y
∂
(
n∏
k=1
μlki(xk,σ
l
ki)
)
∂uv
= 0. (45)
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De esta forma,
∂wli(x,u)
∂xq
=
∂
(
n∏
k=1
μlki(xk,σ
l
ki)
)
∂xq
m∏
j=1
μlji(u j,α
l
ji) (46)
y
∂wli(x,u)
∂uv
=
n∏
k=1
μlki(xk,σ
l
ki)
∂
(
m∏
j=1
μlji(u j,α
l
ji)
)
∂uv
. (47)
Puesto que
∂xk
∂xq
= 1 si k = q y 0 en caso contrario:
∂wli(x,u)
∂xq
=
∂μlqi(xq,σ
l
qi)
∂xq
n∏
k=1,kq
μlki(xk,σ
l
ki)
m∏
j=1
μlji(u j,α
l
ji). (48)
De la misma forma, puesto que
∂u j
∂uv
= 1 si j = v y 0 en caso
contrario:
∂wli(x,u)
∂uv
=
∂μlvi(uv,α
l
vi)
∂uv
n∏
k=1
μlki(xk,σ
l
ki)
m∏
j=1, jv
μlji(u j,α
l
ji). (49)
Téngase en cuenta que las derivadas de las funciones de per-
tenencia que aparecen en las expresiones anteriores se pueden
obtener directamente de la deﬁnición de la propia función. Note
que no es necesario que las funciones de pertenencia sean con-
tinuamente diferenciables, es suﬁciente que sean diferenciables
a trozos. Aunque las funciones derivables a trozos implican una
discontinuidad de salto en su derivada, ya que el conjunto de
puntos singulares es un conjunto nulo, en implementaciones nu-
méricas esto no es un problema real. Por ejemplo, sería posible
suponer que la derivada es un punto inﬁnitesimalmente cerca a
la derecha, a la izquierda, o el promedio de estos valores.
4. Procedimiento de análisis
4.1. Estados de equilibrio y estabilidad local
El primer paso necesario es obtener un modelo borroso de
estado del sistema a analizar como el dado por (1) mediante al-
guna de las muchas técnicas de modelado existentes (Andújar
y Barragán, 2014), ya sea en línea (Barragán et al., 2014, Al-
Hadithi et al., 2012, 2014, Andújar et al., 2014b), o fuera de
línea (Horikawa et al., 1992, Jang, 1993, Babuška, 1995, Ange-
lov y Buswell, 2002, Angelov y Filev, 2004, Denaï et al., 2007).
A continuación es importante localizar los estados de equilibrio
del sistema. La búsqueda de los estados de equilibrio de un sis-
tema de control es uno de los primeros problemas que se deben
resolver para proceder con el estudio de su dinámica. Como
análisis previo al diseño del sistema de control, la obtención de
los estados de equilibrio proporciona una valiosa información
sobre el comportamiento de éste, especialmente si se trata de
un sistema no lineal, ya que estos puntos son candidatos ideales
para el estudio de estos sistemas mediante técnicas de linea-
lización. Una vez diseñado el controlador, la obtención de los
estados de equilibrio del sistema realimentado puede ser útil pa-
ra comprobar que el diseño se ha realizado adecuadamente, así
como para poder aplicar análisis de estabilidad a dichos esta-
dos.
Para el caso de los sistemas borrosos, y dada la inherente
capacidad de este tipo de modelos para representar dinámicas
no lineales, se hace necesaria la utilización de métodos numé-
ricos capaces de resolver el sistema de ecuaciones no lineales
que se plantea:
n∑
k=0
ak1 x˜k +
m∑
j=1
b j1u j = 0
n∑
k=0
ak2 x˜k +
m∑
j=1
b j2u j = 0
...
n∑
k=0
akn x˜k +
m∑
j=1
b jnu j = 0
(50)
En el análisis de los sistemas dinámicos no lineales, el cálcu-
lo de los estados de equilibrio del sistema puede convertirse en
un problema de envergadura. A diferencia de los sistemas li-
neales que tienen uno o inﬁnitos estados de equilibrio, un siste-
ma no lineal puede tener uno, ninguno, cualquier número ﬁni-
to o inﬁnitos estados de equilibrio. En este trabajo se propone
emplear métodos numéricos para resolver el sistema de ecua-
ciones no lineales dado en (50), concretamente el método de
Levenberg-Marquardt (Levenberg, 1944, Moré, 1977). Este al-
goritmo requiere de un punto inicial para comenzar la búsque-
da. Con objeto de maximizar las posibilidades de encontrar to-
dos los estados de equilibrio existentes, se procede a inicializar
el algoritmo mediante un barrido de puntos a lo largo de todo el
universo de discurso, tanto de las variables de estado, como de
las variables de entrada del sistema. Existen otras alternativas
tanto dentro del ámbito de los algoritmos numéricos como en
el de los bioinspirados para poder realizar esta búsqueda, pero
los autores se han decantado por el algoritmo de Levenberg-
Marquardt por ofrecer una rápida convergencia y precisión en
los resultados. Según nuestra propia experiencia, este algorit-
mo inicializado en una malla de puntos es capaz de encontrar
los múltiples estados de equilibrio que pueden presentarse en
un sistema no lineal con mayor rapidez que los algoritmos ge-
néticos.
El funcionamiento del algoritmo de Levenberg-Marquardt
requiere del uso de la matriz Jacobiana del sistema, la cual pue-
de aproximarse o calcularse de forma explícita para mejorar la
convergencia. El cálculo de la matriz jacobiana de un modelo
borroso TS se ha resuelto de forma general en la sección ante-
rior, por lo que puede incluirse en el algoritmo numérico para
mejorar su precisión y velocidad de convergencia.
La misma matriz jacobiana empleada para la resolución de
los estados de equilibrio puede emplearse para linealizar el sis-
tema en cada una de las soluciones obtenidas. De esta forma
también es posible estudiar las características de los estados de
equilibrio encontrados a partir de los autovalores de la matriz
dinámica del sistema linealizado. Este análisis puede ayudar a
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comprender la dinámica del sistema, su estabilidad local, y a
los ojos de un experto, incluso se pueden observar comporta-
mientos más complejos como bifurcaciones o ciclos límite.
4.2. Localización de oscilaciones. Metodología de Poincaré
Además de los teoremas de Poincaré, Bendixon y Poincaré-
Bendixon para el estudio de órbitas periódicas (Slotine y Li,
1991), existen un procedimiento también ideado por Henri Poin-
caré que permite la localización y el estudio de estabilidad de
órbitas periódicas, las secciones de Poincaré o mapa de Poinca-
ré (Abraham y Shaw, 1997). El mapa de Poincaré, P(x) consiste
en reemplazar el ﬂujo de n-ésimo orden de un sistema de tiem-
po continuo por un sistema de tiempo discreto de orden n − 1.
Este sistema se construye a partir de las intersecciones de las
órbitas del sistema original con una sección transversal, lo que
permite distinguir las órbitas periódicas como sucesivos cortes
en dicha sección.
Para un sistema autónomo de orden n, si este posee una ór-
bita periódica Γ, y se aplica una sección Σ que la intercepte, la
trayectoria que se inicie en un punto x(0) ∈ Σ cortará Σ en suce-
sivos puntos x(k), k = 1..∞. Estos puntos constituyen el mapa
de Poincaré y nos pueden dar información sobre la naturaleza
de las soluciones de la ecuación diferencial, ya que hereda mu-
chas de las propiedades del sistema original (Abraham y Shaw,
1997).
Cuando no se conoce la localización de un punto que perte-
nezca a Σ y Γ, llamémoslo xp, éste puede localizarse estudiando
una secuencia de trayectorias cuyos puntos iniciales pertenez-
can a la sección Σ, por ejemplo mediante simulación. xp será
aquel punto de origen x(0) ∈ Σ cuyo siguiente punto de corte
x(1) ∈ Σ esté a una distancia nula del original en la superﬁcie de
Σ, x(0) = x(1). Este punto permitirá caracterizar la oscilación,
ya que el periodo de dicha oscilación será igual al tiempo que
tarde la trayectoria en cortar Σ.
La estabilidad de la oscilación también puede estudiarse a
partir del mapa de Poincaré ya que éste posee las siguientes
propiedades:
Cerca de una órbita periódica, el mapa de Poincaré es
monótono C1.
La órbita periódica Γ que se origina en xp ∈ Σ es asin-
tóticamente estable si P˙(x) < 1, e inestable si P˙(x) > 1
para el caso unidimensional. En el caso n-dimensional, la
estabilidad de la órbita Γ vendrá dada por los autovalores
de la aproximación lineal de P(x) en xp.
5. Ejemplos
En esta sección se presentan dos ejemplos de análisis a par-
tir de sus modelos borrosos de sistemas no lineales que inicial-
mente se considerarán desconocidos.
5.1. Circuito con diodo túnel
Sea el circuito diodo-túnel mostrado en la ﬁgura 1, donde
R = 1,5 kΩ, C = 2 pF y L = 5 μH, x1(t) = vC(t), x2(t) = iL(t)
son las variables de estado del sistema, y h(v) la característica
−
+
u(t)
R
L
iL(t)
C
iC(t)
+
vC(t)
−
+
vD(t)
−
iD(t)
Figura 1: Circuito diodo túnel.
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Figura 2: Característica V-I del diodo túnel.
vD − iD no lineal del diodo-túnel mostrada en la ﬁgura 2 (Chua
et al., 1987).
Suponiendo desconocida la dinámica del sistema, el proce-
dimiento a seguir es obtener un modelo borroso del sistema a
partir de datos de entrada-salida, y analizar a continuación di-
cho modelo con objeto de extraer conclusiones sobre la diná-
mica del sistema.
Para modelar el sistema se ha empleado un conjunto de
3000 datos distribuidos uniformemente en el universo de dis-
curso x1(t) ∈ [0, 1], x2(t) ∈ [0, 2] y u(t) ∈ [0, 2]. Se han genera-
do 20 reglas mediante el algoritmo de clustering c-means (Bez-
dek et al., 1984) para el modelado de x˙1(t) y 2 reglas para x˙2(t).
Realizando el ajuste de los parámetros mediante el algoritmo
neuroborroso ANFIS (Jang, 1993) se han obtenido unos erro-
res cuadráticos medios (MSE) durante la validación con otro
conjunto de datos de 0,096 V/ns y 1,46 × 10−9 mA/ns, respec-
tivamente.
A continuación se ha empleado el algoritmo de minimiza-
ción de Levenberg-Marquardt (Levenberg, 1944, Moré, 1977)
para buscar las soluciones al sistemas de ecuaciones planteado
en (50). Para ello se ha partido de una malla de puntos inicia-
les cuyos límites coinciden con el universo de discurso de cada
una de las variables del sistema, empleando un incremento de
0,05 en todas ellas. En la ﬁgura 3 se muestran las soluciones del
sistema real junto con las soluciones obtenidas por el algoritmo
numérico sobre el modelo borroso, descartando aquellas que se
sitúan fuera del universo de discurso por carecer de validez.
Empleando la linealización exacta desarrollada en este ar-
tículo se han obtenido los modelos linealizados en cada uno de
los estados de equilibrio mostrados en la ﬁgura, y se han carac-
terizado según su comportamiento (según los tipos de autova-
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Figura 3: Estados de equilibrio localizados dentro del universo de discurso del modelo borroso.
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Figura 4: Autovalores de los estados de equilibrio localizados.
lores de la matriz dinámica del sistema linealizado). Como se
puede apreciar en la ﬁgura, los estados de equilibrios del siste-
ma real han sido hallados con bastante exactitud, incluso su tipo
se corresponde con el obtenido a partir del modelo borroso. Ca-
be mencionar que el algoritmo numérico ha localizado una serie
de estados de equilibrio en el modelo borroso que no existen en
el sistema real. Este error puede deberse al propio error inhe-
rente de modelado o al algoritmo de minimización. Al menos
en este caso, estos estados son fácilmente descartables porque,
a diferencia del resto, no presentan un tipo de equilibrio cohe-
rente entre sí, coincidiendo prácticamente en un mismo punto
distinto tipos de estados de equilibrio.
En la ﬁgura 4 se muestran los autovalores correspondientes
al sistema linealizado en los estados de equilibrio localizados
por el algoritmo numérico. Dichos autovalores se han calculado
a partir de la linealización del modelo borroso.
Observando los resultados presentados anteriormente, se pue-
de comprobar que es posible obtener una gran cantidad de infor-
mación sobre un sistema desconocido a partir de un modelo bo-
rroso del mismo, por ejemplo la existencia de múltiples estados
de equilibrio o la aparición de bifurcaciones relacionadas con
su número. Tanto la localización aproximada de los estados de
equilibrio, como su estabilidad y comportamientos locales deri-
vados de los autovalores del sistema linealizado, proporcionan
una idea general del comportamiento del sistema en un amplio
rango de funcionamiento, y puede ayudar al ingeniero de con-
trol a interpretar el comportamiento del sistema real e incluso
ayudarlo a decidir sobre la estrategia de control a aplicar. Evi-
dentemente, los resultados serán más ﬁables cuanto menor sea
el error del modelo obtenido, y pueden ser completamente erró-
neos si los errores de modelado son excesivos. La posibilidad
de la existencia de este tipo de errores debe ser siempre tenida
en cuenta a la hora de analizar un sistema realmente descono-
cido, para no realizar interpretaciones erróneas sobre el funcio-
namiento del sistema.
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Figura 5: Retrato de Fase y sección de Poincaré.
5.2. Localización y estudio de órbitas periódicas
Sea el sistema
x˙(t) = −x(t) + cos(1,6πt) − 2,4π sin(1,6πt) (51)
supuesto desconocido, pero del que se dispone de un conjun-
to de datos de entrada/salida, se va a estudiar la presencia de
órbitas periódicas en el mismo, caracterizándolas y estudiando
su estabilidad en base a un modelo borroso del sistema. Para
ello se ha modelado a partir de 1000 datos de entrada/salida
distribuidos uniformemente en el universo de discurso de x ∈
[−3π, 3π] mediante un modelo TS. Se han generado 60 reglas
mediante el algoritmo de clustering c-means (Bezdek et al.,
1984), y posteriormente se han ajustado sus parámetros me-
diante el algoritmo neuroborroso ANFIS (Jang, 1993), obte-
niéndose un error cuadrático medio (MSE) durante la valida-
ción con otro conjunto de datos de 0,182.
El comportamiento del sistema (51) puede observarse en el
retrato de fase de la ﬁgura 5, realizado a partir del modelo bo-
rroso. En esta ﬁgura se ha trazado la sección de Poincaré P(x)
que se utilizará para su análisis, y se han dibujado los puntos
de corte de dos trayectorias (las iniciadas en −3π y en 3π) con
dicha sección. Analizando los incrementos producidos en el sis-
tema discreto x(1) − x(0) ∈ P(x) para distintos estados iniciales
de la simulación, mostrados en la ﬁgura 6, es posible localizar
un estado inicial perteneciente tanto a la sección de Poincaré
como a la oscilación, xp ≈ 1,4848, y estudiando su periodo, se
llega a la conclusión de que el periodo de la oscilación es de
1,2438 segundos. En este caso no se ha obtenido por simula-
ción el punto exacto, por lo que se ha ponderado su valor entre
los 2 puntos obtenidos más cercanos. Para el sistema real, este
punto está situado aproximadamente en 1,4813 y el periodo de
la oscilación es de 1,25 segundos, con lo que el procedimiento
sobre el modelo borroso ha proporcionado un valor muy simi-
lar al real. En la ﬁgura 7 se muestran varias trayectorias y la
trayectoria iniciada en xp.
La ﬁgura 8 muestra los puntos de intersección de la trayec-
toria originada en x(0) = −3π con la sección de Poincaré P(x).
Finalmente, analizando Δx(k) puede determinarse la estabili-
dad de la oscilación. En este caso, en las cercanías del punto xp
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Figura 6: Mapa de Poincaré.
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Figura 9: Estudio de estabilidad de la oscilación localizada.
Δx(k) < 0, por lo que queda demostrada formalmente la esta-
bilidad de la oscilación a partir del estudio del modelo borroso
del sistema (ver ﬁgura 9).
6. Conclusiones
En este artículo se ha planteado el análisis dinámico de un
sistema desconocido a través de la obtención de un modelo bo-
rroso tipo Takagi-Sugeno a partir de datos de entrada-salida del
mismo. Se ha demostrado mediante varios ejemplos cómo se
puede extraer información muy valiosa únicamente a partir del
análisis del modelo borroso, como la localización de los esta-
dos de equilibrio de un sistema y el estudio de su estabilidad
local, así como la presencia y estabilidad de oscilaciones en el
sistema.
English Summary
Formal methodology for analyzing the dynamic beha-
vior of nonlinear systems using fuzzy logic
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Having the ability to analyze a system from a dynamic point
of view can be very useful in many circumstances (industrial
systems, biological, economical, . . . ). The dynamic analysis of
a system allows to understand its behavior and response to dif-
ferent inputs, open loop stability, both locally and globally, or
if it is aﬀected by nonlinear phenomena, such as limit cycles,
or bifurcations, among others. If the system is unknown or its
dynamic is complex enough to obtain its mathematical model,
in principle it would not be possible to make a formal dynamic
analysis of the system. In these cases, fuzzy logic, and more
speciﬁcally fuzzy TS models is presented as a powerful tool for
analysis and design. The TS fuzzy models are universal appro-
ximators both of a function and its derivative, so it allows mode-
ling highly nonlinear systems based on input/output data. Since
a fuzzy model is a mathematical model formally speaking, it is
possible to study the dynamic aspects of the real system that it
models such as in the theory of nonlinear control.
This article describes a methodology for obtaining the equi-
librium states of a generic nonlinear system, the exact lineari-
zation of a completely general fuzzy model, and the use of the
Poincaré’s methodology for the study of periodic orbits in fuzzy
models. From this information it is possible to study the local
stability of the equilibrium states, the dynamics of the system
in its environment, and the presence of oscillations, yielding va-
luable information on the dynamic behavior of the system.
Keywords:
Dynamic analysis dynamic systems equilibrium state fuzzy con-
trol linearization fuzzy modeling Poincaré’s methodology sta-
bility Takagi-Sugeno (TS) model
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