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ON THE IMAGE IN THE TORUS OF SPARSE POINTS ON
DILATING ANALYTIC CURVES
MICHAEL BERSUDSKY
Abstract. It is known that the image in R2/Z2 of a circle of radius ρ in the plane
becomes equidistributed as ρ → ∞. We consider the following sparse version of this
phenomenon. Starting from a sequence of radii {ρn}
∞
n=1 which diverges to ∞ and an
angle ω ∈ R/Z, we consider the projection to R2/Z2 of the n’th roots of unity rotated
by angle ω and dilated by a factor of ρn. We prove that if ρn is bounded polynomially
in n, then the image of these sparse collections becomes equidistributed, and moreover,
if ρn grows arbitrarily fast, then we show that equidistribution holds for almost all
ω. Interestingly, we found that for any angle there is a sequence of radii growing to
∞ faster then any polynomial for which equidistribution fails dramatically. In greater
generality, we prove this type of results for dilations of varying analytic curves in Rd. A
novel component of the proof is the use of the theory of o-minimal structures to control
exponential sums.
1. Introduction
Limiting distribution results concerning the image in G/Γ of varying sets in G, where G
is a Lie group and Γ ≤ G is a lattice, have a long history and many interesting applications.
To name a few that seem relevant, we note [Ran84] which considers the projection to Rd/Zd
of dilating hyper-surfaces in Rd and [BF09,KSS18] which study the projection of dilating
curves in a simply connected nilpotent Lie group G to the quotient G/Γ where Γ is a
co-compact closed subgroup of G. Here we will consider varying curves in Rd of length
increasing to ∞ and study the images of their discrete subsets in the d-torus Rd/Zd. In a
rough description, the geometric phenomenon that arrises from our theorems is that there
is a certain threshold for the sparsity of the sampled discrete points so that if it is not
crossed, then their images in the d-torus become equidistributed (Theorem 1.2) and if this
threshold is crossed, then the mentioned equidistribution might fail (Theorems 1.3 and
1.4). Nevertheless, the equidistribution is always stable with respect to a certain type of
perturbation (Theorem 1.5).
1.1. Main results. For an analytic function φ : [0, 1]m × [0, 1] → Rd, and sequences
{ρn}∞n=1 ⊆ R, {xn}∞n=1 ⊆ [0, 1]m, we define the curves
(1.1) γn(t)
def
= ρnφ(xn, t).
Let π : Rd → Rd/Zd be the natural projection and consider the following measures
(1.2) µn
def
=
1
n
n∑
k=1
δπ(γn(k/n)).
Recall that {µn}∞n=1 equidistribute if
lim
n→∞
µn(f) =
∫
Rd/Zd
f dx, ∀f ∈ C
(
Rd/Zd
)
,
where dx denotes the normalized Haar measure. We note that the sparsity of the points{
γn(
k
n)
}n
k=1
can be quantified by the ratio ρn/n, yet we will not make it precise.
This project has received funding from the European Research Council (ERC) under the European
Union’s Horizon 2020 research and innovation programme (grant agreement No. 754475). The author also
acknowledges the support of ISF grant 871/17.
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Next, given j ∈ N and a smooth curve γ : [0, 1]→ Rd, we define
γ(j)(t)
def
=
(
γ
(j)
1 (t), .., γ
(j)
d (t)
)
, t ∈ [0, 1],
where γ
(j)
i is the j-th derivative of γi. The following is a certain rationality property which
will be used to give conditions for equidistribution.
Definition 1.1. We say that a smooth curve γ : [0, 1] → Rd is rationally non-degenerate
of order κ ∈ N ∪ {∞}, if
κ = sup
{
j ∈ N |
〈
h, γ(j)(t)
〉
is a non-zero function in t, ∀h ∈ Zd − {0}
}
,
and we say that a family of smooth curves φ : [0, 1]m × [0, 1] → Rd is rationally non-
degenerate of order κ ∈ N ∪ {∞} if
κ = inf { order of φ(x, ·) | x ∈[0, 1]m} .
Geometrically, a curve γ is rationally non-degenerate order κ <∞ if its κ’th derivative
is not contained in a rational hyperplane, but the (κ+ 1)’th is, and of order κ =∞ if none
of its derivatives is contained in a rational hyperplane. We will abbreviate “rationally
non-degenerate” by RND throughout the text.
1.2. Equidistribution with growth restrictions.
Theorem 1.2. Let φ : [0, 1]m × [0, 1] → Rd be a family of RND analytic curves of order
κ, with 2 ≤ κ ≤ ∞. Let ρn →∞ such that:
• ρn = o(nκ) if κ <∞.
• {ρn}∞n=1 grows polynomially if κ = ∞, namely, there exists l ∈ N such that ρn =
o(nl).
and choose {xn}∞n=1 ⊆ [0, 1]m. Then, the measures {µn}∞n=1 given by (1.2) for the curves
(1.1) equidistribute.
Remark. It is an artifact of our proof that Theorem 1.2 is stated for κ ≥ 2 and not for all
κ ∈ N. It seems to us that Theorem 1.2 with κ = 1 is also true, yet, since for ρn = o(n)
the points
{
ρnφ(xn,
k
n)
}n
k=1
don’t get sparse on the curves ρnφ(xn, t), we didn’t make the
effort to include a proof.
Remark. It is interesting to note that a result similar in spirit to Theorem 1.2 was
proved in [MS03] for Kronecker sequences on a dilating horocycle by the geodesic flow
in PSL2(R)/PSL2(Z).
We find the following examples to be noteworthy.
Example. Let ψ : [0, 1]m → GL2(R) be an analytic map, namely, the entries of the
matrices ψ(x) are analytic functions. Then the family of ellipses
φ(x, t) = (cos(2πt), sin(2πt)) · ψ(x),
is a RND family of analytic curves of order ∞ to which one may apply Theorem 1.2.
Example. Let α be an irrational number and consider the curves
γ1(t) = (t, αt), γ2(t) =
(
sin
(π
2
t
)
, α sin
(π
2
t
))
, t ∈ [0, 1] .
Then γ1 [0, 1] = γ2 [0, 1], yet γ1 is RND of order 1 and γ2 is RND of order∞. Assume that
ρn = n
κ for an arbitrary κ ∈ N, then {π (ρnγ1(k/n))}nk=1 will not equidistribute since
the first coordinate is zero modulo one. On the other-hand, Theorem 1.2 implies that
the points {π (ρnγ2(k/n))}nk=1 will equidistribute. Therefore, the way images of dilating
curves are sampled can have dramatic effects.
1.3. Counter examples.
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1.3.1. The case of RND curves of finite order. Consider dilations of a single curve
γn(t) = ρnγ(t),
where γ : [0, 1] → Rd is analytic. The content of Theorem 1.3 below is to show that for a
RND curve of order κ <∞, the condition ρn = o(nκ) of Theorem 1.2 is rather sharp.
Theorem 1.3. Assume that γ : [0, 1]→ Rd is RND analytic curve of order κ. Then there
exists a sequence {ρn}∞n=1 which satisfies nκ ≤ ρn ≤ n(κ+1)
2
, ∀n ∈ N, so that {µn}∞n=1
given by (1.2) for the curves γn = ρnγ will not equidistribute.
Example. There are RND analytic curves of order κ such that {µn}∞n=1 will not equidis-
tribute for ρn = n
κ. In fact, consider
γ(t) =
(
tκ, tκ+1
)
,
then the first coordinate of nκγ( jn) is zero modulo one.
Remark. Theorem 1.3 doesn’t treat dilations of families of curves since there exist RND
analytic families φ(x, t) of order κ for which there exists a sequence {xn}∞n=1 such that{
π
(
ρnφ(xn,
k
n)
)}n
k=1
equidistributes for any ρn →∞ growing polynomially. Such examples
can be constructed when there exist x ∈ [0, 1]m so that the curve γx(t) = φ(x, t) is RND
of order ∞. For example, the family φ(x, t) = (tκ + sin (π2 t) , αtκ + x sin (π2 t)) , (x, t) ∈
[0, 1]2, where κ ∈ N and α ∈ (0, 1)−Q are fixed, can be shown to be of order κ, but φ(α, ·)
is of order ∞.
1.3.2. The case of RND curves of order ∞. If we consider an arbitrary family of curves
φ : [0, 1]m × [0, 1]→ Rd, then the following is true.
Theorem 1.4. Let φ : [0, 1]m×[0, 1]→ Rd be a family of curves and fix {xn}∞n=1 ⊆ [0, 1]m .
Then there exists a sequence {ρn}∞n=1 diverging to ∞ with
(1.3) ρn ≪
(
(3.5)d
)n
, ∀n ∈ N,
for which {µn}∞n=1 given by (1.2) for the curves γn = ρnφ(xn, ·) will not equidistribute.
If φ : [0, 1]m × [0, 1] → Rd is a family of RND analytic curves of order ∞, then by
Theorem 1.2 it is necessary that the sequence {ρn}∞n=1 given in Lemma 1.4 satisfies for all
κ ∈ N that
lim
n→∞
nκ
ρn
= 0.
Namely, for RND curves of every order, the “bad dilations” necessarily exceed polyno-
mial growth, yet there are “bad dilations” which can be bounded exponentially.
1.4. Equidistribution failure is rare. To illustrate the content of the following result,
we first discuss a particular example which motivated us. For ω ∈ R/Z consider the
rotated n’th roots of unity on the unit circle
Un,ω =
{(
sin
(
2πk
n
+ ω
)
, cos
(
2πk
n
+ ω
))
, k = 1, .., n
}
,
and let {ρn}∞n=1 ⊆ R with ρn →∞. If ρn is bounded polynomially in n, then since γω(t) =
(sin (2πt+ ω) , cos (2πt+ ω)) is RND analytic curve of order ∞ for all ω ∈ R/Z, then by
Theorem 1.2 we get that the uniform probability measures on the sets π (ρnUn,ω) , n ∈ N,
equidistribute for all ω ∈ R/Z. On the contrary, Theorem 1.4 states that for all ω ∈ R/Z
there exist sequences {ρn}∞n=1 diverging to ∞ such that the sets π (ρnUn,ω) , n ∈ N, do
not equidistribute. The following result states that even if {ρn}∞n=1 is as in the latter case,
then the equidistribution of π (ρnUn,ω) , n ∈ N, is still attained for almost all ω ∈ R/Z.
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1.4.1. Almost all rotations. We say that a family of closed curves ϕ : [0, 1]m ×R/Z→ Rd
is RND analytic of order ∞, if the lift of ϕ defined by
φ(x, t) = ϕ(x, t + Z), (x, t) ∈ [0, 1]m × [0, 1] ,
is RND analytic of order ∞. Let {xn}∞n=1 ⊆ [0, 1]m, {ρn}∞n=1 ⊆ R and ω ∈ [0, 1]. We
denote
(1.4) γω,n(t)
def
= ρnϕ(xn, t+ ω + Z), t ∈ [0, 1] ,
and for γω,n we define the measure µω,n as in (1.2).
Theorem 1.5. Assume that ϕ : [0, 1]m ×R/Z→ Rd is an analytic family of RND curves
of order ∞. Fix {xn}∞n=1 ⊆ [0, 1]m and {ρn}∞n=1 ⊆ R such that ρn →∞. Then, {µω,n}∞n=1
equidistributes, for almost all ω ∈ [0, 1].
1.5. Proof ideas and organization of the paper. To prove equidistribution we esti-
mate exponential sums. In these estimates, it is crucial to control the sub-level sets of
the amplitude function (the one that appears as the argument of the exponential). This
control is reflected both in bounding the number of connected components and the mea-
sure of the sub-level sets as illustrated in Proposition 2.1. This connects our discussion
to the theory of o-minimal structures, which allows to prove such estimates in impressive
generality by a very elegant argument (see Section 2). As far as we know, this work is
novel in its use of o-minimality to control exponential sums, yet we note that the use of
o-minimality to control exponential integrals already appears in [PS19].
The structure of the paper is as follows. In Section 2 we establish the mentioned
properties of sub-level sets. In Sections 3 and 4 we prove Theorems 1.2 and 1.5 respectively.
Finally in Section 5 we discuss counter examples for equidistribution (Theorems 1.3 and
1.4).
Notational conventions.
• For n ∈ N, we set [n] def= {1, 2, .., n}.
• e(x) def= e2πix.
• Vectors will be denoted by bold letters, namely x will stand for a n-tuple, and by
small letters, as xj, we denote the coordinates of x.
• We will use the notations≪, o (·) , O(·), ≍, as in the book [IK04] (see introduction
in [IK04]).
Acknowledgements. The origins of this project is in a question raised by Uri Shapira
during exciting discussions with Erez Nesharim, Rene´ Ru¨hr, Shucheng Yu and Cheng
Zheng, where many interesting ideas brought up and I thank them for that. I am grateful
to Uri Shapira for his ideas, support, encouragement and remarks throughout my work on
this project. I am very thankful for many discussions with Rene´ Ru¨hr and Shucheng Yu
which influenced this work. I am indebted to Kobi Peterzil for a wonderful seminar talk
in our department from which I first noticed the connection between this problem and the
theory of o-minimal structures, and for many discussions and advice that followed. I am
in particular very thankful to Gal Binyamini for showing me the proof of Proposition 2.1
and for a very interesting discussion. I am also thankful for fruitful discussions with Zee´v
Rudnick and Sergei Yakovenko.
2. Preliminaries
Let N ∈ N and assume that F : [0, 1]N × [0, 1]→ R is a non-constant analytic function.
Let
(2.1) Σ =
{
x ∈ [0, 1]N | F (x, ·) ≡ 0
}
,
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then Σ is a proper closed subset of RN . We denote by dist(x, A) the usual euclidean
distance between x ∈ RN and a subset A ⊆ RN . Then, for all ǫ > 0 small enough, the
subset
(2.2) Σǫ :=
{
x ∈ [0, 1]N | dist(x,Σ) ≥ ǫ
}
,
is non-empty, and the function F (x, ·) is non-zero for all x ∈ Σǫ. We define for δ > 0 and
x ∈ [0, 1]N the set
Fx,δ def= {t ∈ [0, 1] | |φ(x, t)| ≥ δ} .
Proposition 2.1. Assume that F : [0, 1]N×[0, 1]→ R is a non-constant analytic function.
Then, there exist α > 0 such that for ǫ ∈ (0, 1) and x ∈ Σǫ it holds that Fx,ǫα is a union
of O(1) closed intervals, say
(2.3) Fx,ǫα = I1 ∪ .. ∪ Im, m = O(1),
and
(2.4) 1− |Fx,ǫα | ≪ ǫ.
In order to prove Proposition 2.1, we will use some facts regarding the o-minimal struc-
ture Ran on the real field generated by the restricted analytic functions (see [vdDM96],
Section 2, for concise introduction on o-minimal structures). First, by the uniform bounds
on fibers property of o-minimal structures (see [vdDM96], Section 4), there exists M =
M(F ) > 0 such that Fx,δ is a union of at most M intervals, whence (2.3) follows. The
bound (2.4) is more special, namely, it is not necessarily true in an arbitrary o-minimal
structure. The essential ingredient we will use below in the proof of (2.4) is that Ran is
polynomially bounded (see [vdDM96], Section 4). Let
A =
{
(ǫ, δ) ∈ (0, 1] | ∀x ∈ Σǫ, ∀ξ ∈ [0, 1] , (ξ − ǫ
2
, ξ +
ǫ
2
) ∩ Fx,δ 6= ∅
}
,
and note that A is definable in Ran.
Lemma 2.2. For all (ǫ, δ) ∈ A and all x ∈ Σǫ it holds
1− |Fx,δ| ≤ ǫ(M + 1).
Proof. Assume not, namely that
1− |Fx,δ| > ǫ (M + 1) .
Since [0, 1] − Fx,δ consists of at most m+ 1 ≤ M + 1 intervals, there exists one of them,
say
[0, 1] −Fx,δ ⊇ I0,
with length l > ǫM+1m+1 ≥ ǫ. Then for the center point of I0, say ξ0 ∈ I0, we have
I0 ⊇
(
ξ0 − ǫ
2
, ξ0 +
ǫ
2
)
.
Namely, there exists ξ0 ∈ [0, 1] such that (ξ0− ǫ2 , ξ0+ ǫ2)∩Fx,δ = ∅, which is a contradiction
to the choice of (ǫ, δ) ∈ A. 
Lemma 2.3. Let ǫ > 0 such that Σǫ 6= ∅, then there exists δ > 0 such that (ǫ, δ) ∈ A.
Proof. Fix arbitrary ǫ > 0 with Σǫ 6= ∅. Assume (for contradiction) that the state-
ment of the lemma is not true. Then, for all n ∈ N ∃xn ∈ Σǫ, ∃ξn ∈ [0, 1] , such that(
ξn − ǫ2 , ξn + ǫ2
) ⊆ [0, 1] −F
xn,
1
n
, namely
|F (xn, t)| < 1
n
, ∀t ∈
(
ξn − ǫ
2
, ξn +
ǫ
2
)
.
By compactness of Σǫ and [0, 1] we may assume that xn → x0 ∈ Σǫ and ξn → ξ0. By
taking the limit, this implies that there is a neighborhood of ξ0 in which φ(x0, ·) ≡ 0, and
since F (x0, ·) is analytic, we get that it vanishes on [0, 1], which is a contradiction since
x0 ∈ Σǫ. 
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Proof of Proposition 2.1, bound (2.4). By Lemma 2.3 there exists ǫ0 > 0 such that for all
ǫ ∈ (0, ǫ0) there is δ ∈ (0, 1) such that (ǫ, δ) ∈ A. Hence by the definable choice theorem
(see [vdDM96], Section 4), there is a definable function δ (·) : (0, ǫ0)→ (0, 1) whose graph
is in A. Now since Ran is polynomially bounded (see in particular [vdDM96], 5.2.), there
is α > 0 such that δ (ǫ) ≥ ǫα for all ǫ ∈ (0, ǫ′0) for some ǫ
′
0 > 0. This completes the proof
since
1− |Fx,ǫα | ≤ 1−
∣∣Fx,δ(ǫ)∣∣ ≤
Lemma 2.2
(M + 1)ǫ, ∀ǫ ∈ (0, ǫ′0) .

3. Proof of theorem 1.2
Given φ : [0, 1]m × [0, 1]→ Rd, x ∈ [0, 1]m, ρ ∈ R+ and h ∈ Zd − {0}, we define
(3.1) fn,x,ρ(t)
def
= ρ
〈
h, φ
(
x,
t
n
)〉
, t ∈ [0, n].
We shall always assume that φ is analytic. The main result of this section is the following.
Proposition 3.1. Let 2 ≤ l ∈ N and h ∈ Zd − {0} be such that for all x ∈ [0, 1]m the
function ∂
l
∂tl
〈h, φ (x, t)〉 is non-zero in t. Assume that {δn}∞n=1 , {ηn}∞n=1 ⊆ [0, 1) are such
that limn→∞ n
δn = limn→∞ n
ηn = ∞. Then there exists a sequence {En}∞n=1 converging
to zero such that for all x ∈ [0, 1]m and ρ ∈ [nδn , nl−ηn ] it holds
(3.2)
1
n
n∑
k=1
e (fn,x,ρ(k))≪ En,
where the implied constant is independent of x ∈ [0, 1]m and ρ ∈ [nδn , nl−ηn ].
Proof that Proposition 3.1 yields Theorem 1.2. Let φ : [0, 1]m × [0, 1] → Rd be a RND
analytic family of order κ ∈ N ∪ {∞}. Then by the definition of RND, it holds for all
h ∈ Zd − {0} and for all x ∈ [0, 1]m that ∂l
∂tl
〈h, φ (x, t)〉 is non-zero in t for all l ≤ κ.
Fix N ∋ l ≤ κ and let ρn → ∞ such that ρn = o(nl). Then there exist sequences
{δn}∞n=1 , {ηn}∞n=1 ⊆ [0, 1) that satisfy limn→∞ nδn = limn→∞ nηn =∞ for which
nδn ≤ ρn ≤ nl−ηn ,
for all large enough n. By (1.1) and (3.1) we see that
fxn,ρn,n(t) =
〈
h, γn
(
t
n
)〉
,
where xn ∈ [0, 1]m. This makes clear that Proposition 3.1 implies the equidistribution of
{µn}∞n=1 (see (1.2)) by Weyl’s equidistribution criterion (see [IK04], Chapter 21). 
The following theorem, which is attributed to Van der Corput, will be our main tool.
Theorem 3.2. For all 2 ≤ j ∈ N there exists a constant κj > 0 such that ∀g ∈ Cj(I)
where I = [a, b] with b− a ≥ 1 that satisfy
η ≤
∣∣∣∣ djdtj g(t)
∣∣∣∣ ≤ ση, ∀t ∈ I,
with η > 0 and σ ≥ 1, it holds∣∣∣∣∣∑
k∈I
e(g(k))
∣∣∣∣∣ ≤ κj (σ22−jητj |I|+ η−τj |I|1−22−j) ,
where τj =
(
2j − 2)−1.
Proof. See [IK04], Chapter 8, Theorem 8.20. 
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Before applying Theorem 3.2 to the exponential sums of our interest (see Lemma 3.3),
we need the following observation which follows from Section 2. Fix 2 ≤ l ∈ N and
h ∈ Zd − {0} such that for all x ∈ [0, 1]m the analytic function ∂l
∂tl
〈h, φ (x, t)〉 is non-
zero in t. Let N ∋ j ≤ l and observe that ∂j
∂tj
〈h, φ (x, t)〉 is also non-zero in t for all
x ∈ [0, 1]m. The latter is equivalent to that Σ (defined in (2.1)) is empty for the analytic
functions ∂
j
∂tj
〈h, φ (x, t)〉, for all j ≤ l. Then, by Proposition 2.1, we deduce that there
exist Mj , αj > 0 such that for all x ∈ [0, 1]m and ǫ ∈ (0, 1) it holds that
Fx,ǫ def=
{
t ∈ [0, 1] |
∣∣∣∣ ∂j∂tj 〈h, φ (x, t)〉
∣∣∣∣ ≥ ǫαj} ,
is a union of at most Mj intervals, say
(3.3) Fx,ǫ = I1,x ∪ .. ∪ Imx,x, mx ≤Mj ,
and 1− |Fx,ǫ| ≪ ǫ.
Lemma 3.3. Assume that 2 ≤ j ≤ l and let n ∈ N. Then for all x ∈ [0, 1]m and ǫ ∈ (0, 1)
we have
1
n
n∑
k = 1
e (fn,x,ρ(k))≪
(3.4) ǫαj(τj−2
2−j)
( ρ
nj
)τj
+ ǫ−τjαj
( ρ
nj
)−τj
n−2
2−j
+
1
n
+ ǫ.
where τj =
(
2j − 2)−1, and the implied constant is independent of x, n and ǫ.
Proof. Fix 2 ≤ j ≤ l. First, by the trivial estimate,
1
n
∑
k /∈ nFx,ǫ
e (fn,x,ρ(k))≪ ǫ.
Next, let
cj
def
= sup
{∣∣∣∣ ∂j∂tj 〈h, φ (x, t)〉
∣∣∣∣ | x ∈ [0, 1]m , t ∈ [0, 1]} ,
and note that by the chain rule,
dj
dtj
fn,x,ρ(t) =
1
nj
∂j
∂tj
〈
h, φ
(
x,
t
n
)〉
.
Therefore, for all t ∈ nIi,x
(3.5)
ρ
nj
ǫαj ≤
∣∣∣∣ djdtj fn,x,ρ(t)
∣∣∣∣ ≤ ρnj cj .
Now if we denote
η =
ρ
nj
ǫαj ,
σ = cjǫ
−αj ,
then, by (3.5) we get
η ≤
∣∣∣∣ djdtj fn,x,ρ(t)
∣∣∣∣ ≤ ση, ∀t ∈ nIi,x.
Assume |nIi,x| ≥ 1, then by Theorem 3.2
(3.6)
1
n
∑
k ∈ nIi,x e (fn,x,ρ(k))
≪ ǫαj(τj−22−j) ( ρ
nj
)τj + ǫ−τjαj ( ρ
nj
)−τj n−22−j .
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Together with the trivial estimate on the intervals nIi,x with |nIi,x| < 1, we find that
1
n
∑
k ∈ nFx,ǫ e (fn,x,ρ(k))
≪ ǫαj(τj−22−j ) ( ρ
nj
)τj + ǫ−τjαj ( ρ
nj
)−τj n−22−j + 1n .

Proof of Proposition 3.1. Fix 2 ≤ l ∈ N and let h ∈ Zd − {0} such that for all x ∈ [0, 1]m
the function ∂
l
∂tl
〈h, φ (x, t)〉 is non-zero in t. Let {δn}∞n=1 , {ηn}∞n=1 ⊆ [0, 1) be such that
limn→∞ n
δn = limn→∞ n
ηn =∞ and assume that
(3.7) nδn ≤ ρ ≤ nl−ηn .
We pick λ ∈ R such that
(3.8) ρ = nλ,
so that by (3.7)
δn ≤ λ ≤ l − ηn.
According to λ ∈ [δn, l − ηn], we define
(3.9) jn(λ)
def
=

2 δn ≤ λ ≤ 1,
⌈λ⌉+ 1 1 < λ < l − 1,
l l − 1 ≤ λ ≤ l − ηn,
and
(3.10) νn(λ)
def
=
1
2
min
 jn(λ)− λαjn(λ) (22−jn(λ)τjn(λ) − 1) ,
1
αjn(λ)
(
22−jn(λ)
τjn(λ)
− (jn(λ)− λ)
) ,
where τj is defined in Theorem 3.2 and αj is given in Lemma 3.3. We would like to plug
in
ǫn(λ)
def
= n−νn(λ)
into the estimate (3.4). For that to be useful, we would like first to verify that there exist
ǫn such that
ǫn(λ) ≤ ǫn,
and ǫn → 0 (this, by Lemma 3.3, will yield estimate (3.15) below). We verify this by
estimates from below for each of the terms appearing in the minimum of (3.10). It will be
useful to note that
(3.11)
22−j
τj
= 4− 23−j .
• The term jn(λ)−λ
αjn(λ)
(
22−jn(λ)
τjn(λ)
−1
) : An inspection of (3.9) implies that,
ηn ≤ jn(λ)− λ, ∀λ ∈ [δn, l − ηn],
and since jn(λ) ≥ 2, we deduce by (3.11) that 22−jn(λ)τjn(λ) − 1 ≤ 3. Hence
(3.12)
jn(λ)− λ
αjn(λ)
(
22−jn(λ)
τjn(λ)
− 1
) ≥ ηn
3αjn(λ)
.
• The term 1αjn(λ)
(
22−jn(λ)
τjn(λ)
− (jn(λ)− λ)
)
: First assume that λ > 1. Then, jn(λ) ≥
3, and as a consequence (see (3.11))
22−jn(λ)
τjn(λ)
≥ 3.
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Moreover, jn(λ)− λ ≤ 2. Hence
(3.13)
1
αjn(λ)
(
22−jn(λ)
τjn(λ)
− (jn(λ)− λ)
)
≥ 1
αjn(λ)
.
Next, assume λ ≤ 1. Then j(λ) = 2, and we have
jn(λ)− λ ≤ 2− δn,
whence
(3.14)
1
αjn(λ)
(
22−jn(λ)
τjn(λ)
− (jn(λ)− λ)
)
≥ δn
α2
.
We denote α = max{αi}li=1 and νn = 12 min
{
1
α ,
δn
α ,
ηn
3α
}
. Then we conclude from (3.10),
(3.12), (3.13) and (3.14) that νn(λ) ≥ νn. Importantly, we note that
ǫn(λ) =
1
nνn(λ)
≤ 1
nνn
def
= ǫn.
Recall that n−ηn → 0 and n−δn → 0, hence ǫn → 0. Now, by plugging in ǫn(λ) into (3.4),
we get that
(3.15)
1
n
n∑
k=1
e (fn,x,ρ(k))≪ nT1,n(λ) + nT2,n(λ) + 1
n
+ ǫn,
where
T1,n(λ)
def
= αjn(λ)νn(λ)
(
22−jn(λ) − τjn(λ)
)
− τjn(λ) (jn(λ)− λ) ,
T2,n(λ)
def
= τjn(λ)
(
αjn(λ)νn(λ) + jn(λ)− λ
)− 22−jn(λ).
To finish the proof it remains to show that there exists sequences {T1,n}∞n=1 , {T2,n}∞n=1
such that Ti,n(λ) ≤ Ti,n for i = 1, 2, and such that nT1,n → 0 and nT2,n → 0.
• The term T1,n(λ): By definition of νn(λ) we have
νn(λ) ≤ 1
2
jn(λ)− λ
αjn(λ)
(
22−jn(λ)
τjn(λ)
− 1
) ,
hence,
(3.16)
T1,n(λ) ≤ αjn(λ)
1
2
jn(λ)− λ
αjn(λ)
(
22−jn(λ)
τjn(λ)
− 1
) (22−jn(λ) − τjn(λ))−τjn(λ) (jn(λ)− λ) = −12τjn(λ) (jn(λ)− λ) .
An inspection of (3.9) shows that ηn ≤ jn(λ)−λ, which combined with (3.16) gives
T1,n(λ) ≤ −1
2
τjn(λ)ηn.
We define
T1,n = −1
2
min{τi}li=1ηn,
then T1,n(λ) ≤ T1,n and as n−ηn → 0, we obtain that nT1,n → 0.
• The term T2,n(λ): By our definition of νn(λ) we have
νn(λ) ≤ 1
2
1
αjn(λ)
(
22−jn(λ)
τjn(λ)
− (jn(λ)− λ)
)
,
hence
T2,n(λ) ≤ τjn(λ)
(
αjn(λ)
1
2
1
αjn(λ)
(
22−jn(λ)
τjn(λ)
− (jn(λ)− λ)
)
+ jn(λ)− λ
)
− 22−jn(λ)
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(3.17) = −τjn(λ)
2
(
22−jn(λ)
τjn(λ)
− (jn(λ)− λ)
)
.
By (3.13) and (3.14) we deduce from (3.17) that
T2,n(λ) ≤ −1
2
τjn(λ)αjn(λ)min
{
1
αjn(λ)
,
δn
α2
}
Define
T2,n = −1
2
min{τiαi}li=1
δn
max{αi}li=1
,
then T2,n(λ) ≤ T2,n and since n−δn → 0, we find that nT2,n → 0.

4. Proof of theorem 1.5
For ϕ : [0, 1]m × R/Z → Rd, {xn}∞n=1 ⊆ [0, 1]m , h ∈ Zd − {0} and {ρn}∞n=1 ⊆ R≥0, we
define the function
Sn(ω)
def
=
1
n
n∑
k=1
e
(〈
h, ρnϕ
(
xn,
k
n
+ ω + Z
)〉)
, ω ∈ [0, 1] .
The following proposition will imply Theorem 1.5.
Proposition 4.1. Assume that ϕ : [0, 1]m×R/Z→ Rd is a family of RND analytic curves
of order ∞. Let {xn}∞n=1 ⊆ [0, 1]m , h ∈ Zd − {0} and ρn → ∞ be arbitrary. Then, for
almost every ω ∈ [0, 1],
lim
n→∞
Sn(ω) = 0.
In fact, since a countable intersection of full measure sets is of full measure, it follows
from Proposition 4.1 that it holds that limn→∞ Sn(ω) = 0 for all h ∈ Zd−{0}, for almost
every ω ∈ [0, 1]. Hence Theorem 1.5 follows by Weyl’s equidistribution criterion.
To prove Proposition 4.1 we will use the Borel-Cantelli lemma with the following key
estimate of fourth moments.
Proposition 4.2. Assume that ϕ : [0, 1]m×R/Z→ Rd is a family of RND analytic curves
of order ∞ and fix h ∈ Zd − {0}. For x ∈ [0, 1]m, ρ > 0 and n ∈ N let
Sn(x, ρ, ω) =
1
n
n∑
k=1
e
(〈
h, ρϕ
(
x,
k
n
+ ω + Z
)〉)
, ω ∈ [0, 1] .
Then, there exists τ > 0 such that for n ∈ N, x ∈ [0, 1]m and ρ ≥ nτ , it holds
(4.1)
∫ 1
0
|Sn(x, ρ, ω)|4 dω ≪ 1
n2
,
where the implied constant is independent of the parameters n, x and ρ.
We now explain how the statement of Proposition 4.2 implies Proposition 4.1.
Proof that Proposition 4.2 implies Proposition 4.1 . Let ϕ : [0, 1]m×R/Z→ Rd be a fam-
ily of RND analytic curves of order ∞, {xn}∞n=1 ⊆ [0, 1]m , h ∈ Zd − {0} and ρn → ∞
be arbitrary. Let τ be the exponent stated to exist in Proposition 4.2. We partition the
sequence {ρn}∞n=1 into two subsequences,
S+
def
= {n ∈ N | ρn > nτ} , S− def= {n ∈ N | ρn ≤ nτ} .
If n ∈ S+, then∣∣∣{ω ∈ [0, 1] | |Sn(ω)| ≥ n−1/8}∣∣∣ = ∣∣∣{ω ∈ [0, 1] | |Sn(ω)|4 ≥ n−1/2}∣∣∣ ≤
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0 |Sn(ω)|4 dω
n−1/2
≪︸︷︷︸
Proposition 4.2
1
n3/2
,
and this is summable. Therefore, if S+ is infinite, the Borel-Cantelli lemma shows∣∣∣{ω ∈ [0, 1] | ∃N > 0 such that |Sn(ω)| < n−1/8, ∀n ∈ S+, n ≥ N}∣∣∣ = 1,
whence, ∣∣∣∣{ω ∈ [0, 1] | limS+∋n→∞Sn(ω) = 0
}∣∣∣∣ = 1.
Next, assume without loss of generality that S− is infinite (otherwise the proof is done by
the above). We note that the assumption on ϕ, the family
φω(x, t)
def
= ϕ(x, t + ω + Z), (x, t) ∈ [0, 1]m × [0, 1],
is a RND analytic of order ∞. Hence, Theorem 1.2 implies that for all ω ∈ [0, 1] it holds
lim
S−∋n→∞
Sn(ω) = 0.

4.1. Proof of Proposition 4.2. For the rest of the section we fix ϕ : [0, 1]m×R/Z→ Rd
to be a family of RND analytic curves of order ∞ and h ∈ Zd − {0}. We have∫ 1
0
|Sn(x, ρ, ω)|4 dω =
∫ 1
0
(
Sn(x, ρ, ω)Sn(x, ρ, ω)
)2
dω =
(4.2)
1
n4
∑
k∈[n]4
∫ 1
0
e
(
ρ
〈
h,
∑4
i=1(−1)i+1ϕ
(
x, kin + ω + Z
)〉 )
dω.
For k ∈ [n]4 and x ∈ [0, 1]m we define
(4.3) fx,n,k(ω)
def
=
〈
h,
∑4
i=1(−1)i+1ϕ
(
x, kin + ω + Z
)〉
, ω ∈ [0, 1] .
Next, we recall the following well known estimate which we will use below (see Lemma
4.4).
Lemma 4.3. There exists an absolute constant c > 0 such that ∀f ∈ C2(I) with I = [a, b]
that satisfy ∣∣∣∣ d2dω2 f(x)
∣∣∣∣ ≥ λ, ∀x ∈ I,
it holds
(4.4)
∣∣∣∣∫
I
e(f(x))dx
∣∣∣∣ ≤ c√λ.
Proof. See [IK04], Chapter 8. 
We consider the following analytic function
Φ(x,y, ω)
def
=
〈
h,
4∑
i=1
(−1)i+1 ∂
2
∂ω2
ϕ (x, yi + ω + Z)
〉
, (x,y, ω) ∈ [0, 1]m × [0, 1]4 × [0, 1] ,
which isn’t constant (since ϕ is RND of order ∞), and we note that it satisfies
(4.5) Φ
(
x,
1
n
k, ω
)
=
d2
dω2
fx,n,k(ω).
We denote (as in Section 2)
Σ =
{
(x,y) ∈ [0, 1]m × [0, 1]4 | Φ(x,y, t) ≡ 0
}
,
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and for n ∈ N (see (2.2)),
Σn =
{
(x,y) ∈ [0, 1]m × [0, 1]4 | dist((x,y) ,Σ) ≥ 1
n2
}
.
Lemma 4.4. There exists τ > 0 with the following property: for all n ∈ N, ρ ≥ nτ ,
x ∈ [0, 1]m and k ∈ [n]4 such that (x, 1nk) ∈ Σn it holds∫ 1
0
e
(
ρfx,n,k(ω)
)
dω ≪ 1
n2
,
where the implied constant is independent of the parameters x, n and k (it depends on Φ
only).
Proof. We apply Proposition 2.1 for the function Φ to get α = α(Φ),M =M(Φ) > 0 such
that for (x, 1nk) ∈ Σn it holds (we use (4.5))
Fn def=
{
ω ∈ [0, 1] |
∣∣∣∣ d2dω2 fx,n,k(ω)
∣∣∣∣ ≥ 1n2α
}
,
is a union of at most M intervals and
(4.6) 1− |Fn| ≪ 1
n2
,
where the implied constant depends on Φ only. Set τ
def
= 4 + 2α, then we deduce that for
ρ ≥ nτ it holds ∣∣∣∣ρ d2dω2 fx,n,k(ω)
∣∣∣∣ ≥ n4, ∀ω ∈ Fn.
An application of Lemma 4.3 on the intervals composing Fn gives
(4.7)
∫
Fn
e (ρfx,n,k(ω)) dω ≪ 1
n2
.
By (4.6) and (4.7) the proof is complete. 
With Lemma 4.4 at hand, in order to show (4.1) it remains to prove
(4.8)
∣∣∣∣{k ∈ [n]4 | (x, 1nk
)
∈ Σcn
}∣∣∣∣≪ n2.
In fact, the claim follows by the estimate of Lemma 4.4 on the terms of (4.2) for k ∈ [n]4
such that
(
x, 1nk
) ∈ Σn and by the trivial estimate on the terms of (4.2) for k ∈ [n]4 such
that
(
x, 1nk
) ∈ Σcn. To prove (4.8), the following lemma is needed.
Lemma 4.5. Consider the following parallelograms
H1
def
= {(a, a, b, b) | a, b ∈ [0, 1]} , H2 def= {(a, b, b, a) | a, b ∈ [0, 1]} ,
and for (l1, l2) ∈ Z2 let
l
def
= (l1 + l2, 0, l2 − l1, 0) .
Then there exists j0 ∈ N such that for x ∈ [0, 1]m it holds{
y ∈ [0, 1]4 | (x,y) ∈ Σ
}
⊆
⋃
‖l‖
∞
,‖l′‖
∞
≤j0
(
H1 +
1
j0
l ∪H2 + 1
j0
l′
)
.
Proof of Lemma 4.5. Since for any x ∈ [0, 1]m,
ψ(x, ω)
def
=
∂2
∂ω2
〈h, ϕ(x, ω)〉 , ω ∈ R/Z
is a non-constant analytic function, there exists j ∈ N such that
ψ̂(x, j) =
∫
R/Z
ψ(x, ω)e(−jω)dω 6= 0.
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We denote
j0(x) = min{j ∈ N | ψ̂(x, j) 6= 0},
and assume for contradiction that there exists a sequence {vi}∞i=1 ⊆ [0, 1]m such that
j0(vi) → ∞. By compactness, we may assume without loss of generality that vi → v ∈
[0, 1]m. By continuity, it follows that ψˆ(v, j) = 0 for all j ∈ N, which implies in turn
that ψ(v, t) ≡ 0 in t, contrary to our assumption ϕ. Whence we conclude that j0 (x) is
bounded. For α ∈ R/Z we denote
ταψ(x, ω) = ψ(x, ω + α),
and note that
τ̂αψ(x, j) = e (jα) ψ̂(x, j),
which shows that the j0(x)’th Fourier coefficient of Φ(x,y, ·) is
ψˆ(j0(x)) (e (j0(x)y1)− e (j0(x)y2) + e (j0(x)y3)− e (j0(x)y4)) ,
whence{
y ∈ [0, 1]4 | (x,y) ∈ Σ
}
⊆ {y ∈ [0, 1]4 | e (j0(x)y1)− e (j0(x)y2) + e (j0(x)y3)− e (j0(x)y4) = 0} .
Now, we recall the identity
e(a) + e(b) = 2 cos (π(a− b)) e
(
a+ b
2
)
, a, b ∈ R,
which yields
e (j0(x)y1)− e (j0(x)y2) + e (j0(x)y3)− e (j0(x)y4) = 0 ⇐⇒{
cos (πj0(x)(y1 − y3)) = cos (πj0(x)(y2 − y4)) ,
e
(
j0(x)
y1+y3
2
)
= e
(
j0(x)
y2+y4
2
)
,
⇐⇒
there exist l1, l2 ∈ Z such that{
y1 − y3 = y2 − y4 + 2l1j0(x) , or y1 − y3 = − (y2 − y4) +
2l1
j0(x)
,
y1 + y3 = y2 + y4 +
2l2
j0(x)
.
For any fixed l1, l2, l
′
1, l
′
2 ∈ Z, the solution to the equations above is{
H1 +
(
l1 + l2
j0(x)
, 0,
l2 − l1
j0(x)
, 0
)}⋃{
H2 +
(
l′1 + l
′
2
j0(x)
, 0,
l
′
2 − l
′
1
j0(x)
, 0
)}
.
Finally since we look for solutions only in the box [0, 1]4, in follows that ‖l‖∞ ,
∥∥∥l′∥∥∥
∞
≤
j0(x). Finally if N0 ∈ N is a bound for j0(x), then clearly the claim follows with j0 def=
lcm(1, ..., N0). 
Proof that (4.8) holds. Let x ∈ [0, 1]m and assume that y ∈
{
y′ ∈ [0, 1]4 | dist ((x,y′),Σ) ≤ 1n2
}
.
Then there exists (a,b) ∈ Σ such that ‖y − b‖2 ≤ 1n2 , and by Lemma 4.5 we deduce that
(4.9) b ∈
⋃
‖l‖
∞
,‖l′‖
∞
≤j0
(
H1 +
1
j0
l ∪H2 + 1
j0
l′
)
.
Clearly, this implies that the euclidean distance of y from one of the parallelograms ap-
pearing in union appearing in (4.9) is bounded by 1
n2
. Now, we note for any set of the
form {
y ∈ [0, 1]4 | dist (y,Hi + v) ≤ 1
n2
}
where v ∈ [0, 1]4 there is a cover
S1(n) ∪ ... ∪ Sm(n)(n), m(n) ≤ cn2,
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with some c > 0 independent of v, such that
Euclidean diameter of Sj(n) ≤ 1
n2
.
In particular, each set Sj(n) can contain at most one rational vector
1
nk, k ∈ [n]4. The
existence of such a cover for each of the parallelograms appearing in (4.9) finishes the
proof of (4.8). 
5. Counter examples
Our main tool to prove Theorems 1.3 and 1.4 is the well known Dirichlet’s simultaneous
approximation theorem, which we recall below.
Theorem 5.1. For any M ∈ N and x ∈ RN , there exists p ∈ ZN and q ∈ {1, ...,M} such
that
|qx− p|∞ ≤
1
M1/N
.
Proof of Theorem 1.3. Assume that γ is RND analytic curve of order κ ∈ N. Then, there
exists h ∈ Zd such that
(5.1)
〈
h, γ(κ+1)(t)
〉
≡ 0.
Then (5.1) implies that 〈h, γ(t)〉 is a polynomial of degree κ, say
〈h, γ(t)〉 = aκtκ + ..+ a0, t ∈ [0, 1] .
By Dirichlet’s theorem for each n ∈ N, M = nκ2+1 and the points
(aκ, aκ−1, ..., a1) ∈ Rκ,
we find that there exists ρ˜n ∈ N such that ρ˜n ≤ nκ2+1, and p = (p1, .., pκ) where pi ∈ Z,
such that
(5.2) |ρ˜nai − pi| ≤ 1
nκ+
1
κ
, ∀i ∈ {1, .., κ} .
We observe that
(5.3)
〈
h, (nκρ˜n) γ
(
j
n
)〉
= jκρ˜naκ + nj
κ−1ρ˜naκ−1 + ..+ n
κρ˜na0,
and that for all i ∈ {0, 1, .., κ − 1} , we have
(5.4)
∣∣nijκ−iρ˜naκ−i − nijκ−ipκ−i∣∣ = nijκ−i |ρ˜naκ−i − pκ−i| ≤︸︷︷︸
(5.2)
1
n
1
κ
.
By (5.3) and (5.4) we deduce for each j ∈ {1, .., n} that∣∣∣∣∣
(〈
h, (nκρ˜n) γ
(
j
n
)〉
− nκρ˜na0
)
−
n∑
i=1
nijκ−ipκ−i
∣∣∣∣∣ ≤ κn 1κ .
We denote
δn,j
def
=
(〈
h, (nκρ˜n) γ
(
j
n
)〉
− nκρ˜na0
)
−
n∑
i=1
nijκ−ipκ−i,
and we conclude that limn→∞ δn,j = 0, which implies in turn that
(5.5)
n∑
j=1
e
〈
h, nκρ˜nγ
(
j
n
)〉
= e (nκρ˜na0)
n∑
j=1
e(δn,j) ≍ n.
We define the sequence ρn
def
= nκρ˜n, and we note that n
κ ≤ ρn ≤ n(κ+1)2 . Finally, by (5.5),
we get that
{
1
n
∑n
j=1 e
(〈
h, ρnγ
(
j
n
)〉)}∞
n=1
will not converge to zero. 
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Proof of Theorem 1.4. Let φ : [0, 1]m × [0, 1]→ Rd be a family curves, {xn}∞n=1 ⊆ [0, 1]m.
Then by Dirichlet’s theorem for each n ∈ N, M = 3dn and the points
(log n) (φ(xn, 1/n), φ(xn, 2/n), ..., φ(xn , 1)) ∈ Rdn,
there exists ρ˜n ∈ N such that ρ˜n ≤ 3dn, and p = (p1, ..,pn) where pi ∈ Zd, such that
(5.6)
∣∣∣∣ρ˜n ((log n)φ(xn, jn
))
− pj
∣∣∣∣
∞
≤ 1
3
, ∀j ∈ {1, .., n} .
Denote ρn
def
= ρ˜n log n, and γn = ρnφ(xn, ·), then {π(γn(j/n))}∞j=1 is contained in a strict
subset of Rd/Zd for all n ∈ N, so that µn will not equidistribute. It is clear that ρn →∞
and ρn ≤ (3.5)dn for all large enough n. 
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