In this paper, we define and apply representational stability analysis (ReStA), an intuitive way of analyzing neural language models. ReStA is a variant of the popular representational similarity analysis (RSA) in cognitive neuroscience. While RSA can be used to compare representations in models, model components, and human brains, ReStA compares instances of the same model, while systematically varying single model parameter. Using ReStA, we study four recent and successful neural language models, and evaluate how sensitive their internal representations are to the amount of prior context. Using RSA, we perform a systematic study of how similar the representational spaces in the first and second (or higher) layers of these models are to each other and to patterns of activation in the human brain. Our results reveal surprisingly strong differences between language models, and give insights into where the deep linguistic processing, that integrates information over multiple sentences, is happening in these models. The combination of ReStA and RSA on models and brains allows us to start addressing the important question of what kind of linguistic processes we can hope to observe in fMRI brain imaging data. In particular, our results suggest that the data on story reading from Wehbe et al. (2014) contains a signal of shallow linguistic processing, but show no evidence on the more interesting deep linguistic processing.
Representational Similarity
Representational similarity analysis (RSA) is a technique which allows us to compare heterogeneous representational spaces (Laakso and Cottrell, 2000) . It is very common in cognitive neuroscience because it allows researchers to study the relation between patterns of activation in the brain and representations of stimuli in a computational model (Kriegeskorte et al., 2008) . The key idea is simple: instead of directly trying to map models to brains, we first construct two similarity matrices that record how similar brain responses are to each other for different stimuli, and how similar the computational model's representations for each stimulus are to each other. The representational similarity score is then defined as the similarity (typically: Pearson's correlation) of the two similarity matrices (or equivalently: the similarity of two distance matrices).
RSA can also be applied to deep learning models (Laakso and Cottrell, 2000; Dharmaretnam and Fyshe, 2018; Alvarez-Melis and Jaakkola, 2018; Wang et al., 2018; Chrupała and Alishahi, 2019) . In this paper, we present a large-scale study and comparison of both neural language models and fMRI data from brain imaging experiments with human subjects, using RSA. However, we extend standard RSA using an approach we call Representational Stability Analysis (ReStA). The idea is again simple: we apply RSA to compare instances of the same model, while systematically varying a model parameter.
We focus on a single parameter: the length of the prior context presented to the model. Varying the amount of context allows us to quantify the degree of context-dependence of different neural language models, and different components of those models. If internal representations are similarly organized regardless of how much additional context is presented to the model, contextdependence is low. If, on the other hand, representations change with each additional amount of context included, context-dependence is high. Using this approach, we find intriguing differences between some recent, successful neural language models (GoogleLM, ELMO, BERT and the Universal Sentence Encoder; Table 1) , and between the first and deeper layers of those models.
Context-dependence, in turn, gives us a handle on an important question in the research that tries Table 1 : Details of the third party computational models used in this paper, including a brief characterization of the optimization objective, the training corpus, and the dimensionality of representations we extract from them.
to link neural language models to brain activation: which aspects of language processing in the brain can we hope to observe in fMRI data using NLP and machine learning tools?
Bridging NLP Models and Neurolinguistics
An important motivation behind our work is to contribute to answering a big question in computational linguistics: how do we establish a relationship between NLP models and data on the human brain activation while they process language? Pioneering work of Mitchell et al. (2008) showed that techniques from distributional semantics could be used to predict and decode brain activation. In the decade since that paper, many efforts have been reported using brain data to evaluate computational models, or using NLP models to build predictive models of the human brain, or both (Murphy et al., 2012; Wehbe et al., 2014a; Ruan et al., 2016; Søgaard, 2016; Xu et al., 2016; Fyshe et al., 2014; Bingel et al., 2016; Bulat et al., 2017; Abnar et al., 2018; Pereira et al., 2018; Huth et al., 2016) . Most of that work is focused on lexical representations, reporting promising results for concrete nouns, presented in isolation. More recently researchers have tried to adapt the methodology to address words in context, in sentence and story processing tasks. Pereira et al. (2018) , for instance, used a bag of words model of sentence meaning to decode sentences from brain activation. Wehbe et al. (2014b); Qian et al. (2016) use the internal states of LSTMs trained for language modelling for encoding. Jain and Huth (2018) report that the higher layers of the LSTM are better at predicting the activation of brain regions that are known for higher level language functions (a finding seemingly at odds with results from section5).
In this effort, however, we run into a number of major conceptual, methodological and technical challenges. Most importantly: how do we determine what we are really observing in the brain data? Are we really seeing signatures of linguistic processes, or just neural correlates of general cognitive processes evoked by a correct understanding of the linguistic input? How do we adequately control for alternative explanations of the observed correlations? And how do we deal with the intricate temporal dynamics and the overwhelmingly high dimensionality of the brain, and the very indirect, delayed and/or coarse measurements that neuroimaging gives us of the processes in the brain? Merely demonstrating a correlation between two black boxes is clearly not sufficient.
We argue that experiments to find the model best correlated with brain activations should be accompanied by efforts for interpreting the internal representations and operations of the models. Applying ReStA for the prior context parameter gives us a way to roughly characterize the depth of linguistic processing in different language models and different components of these models. If a model component only tracks the lexical semantics of the current word, the representations it forms should not be sensitive to the amount of prior context. On the other hand, If a model component tracks long-distance syntactic dependen- Each fMRI scan lasts for 2 seconds during which the subject is reading four words sequentially. Delay is the amount of time in seconds between the time the first of the four word is shown to the subject and when the fMRI scan is started to be taken.
cies, semantic polarity, named entities, topics or story arcs, resolves anaphora or builds up situation models, its representations will be different whenever different amounts of prior context are available. Hence, in this paper, we will interpret context-dependence as an imperfect but useful signature of deep linguistic processing.
Models and Data
In this section, we explain the language encoding models we study in our experiments and the dataset from which we get the language stimuli and their corresponding brain data.
Neural Language Models
We study language models with different architectures trained with different objective functions (see Table 1 ). As a word level embedding model, we use GloVe (Pennington et al., 2014) . We consider a sentence as a bag of words and take the average of the GloVe embeddings of its individual words. We employ two high performing LSTM based language models: ELMO (Peters et al., 2018) and GoogleLM (Jozefowicz et al., 2016) . Both of these models have two LSTM layers; however, ELMO uses bidirectional LSTM layers, whereas in the GoogleLM the LSTM layers are uni-directional. From these models, we take the internal states of each of the LSTM layers as two different representation spaces.
In our comparisons, we also use BERT and the Universal Sentence Encoder (UniSentEnc), as Transformer based models. BERT is trained on masked language modelling and next sentence prediction tasks (Devlin et al., 2019) while the Universal Sentence Encoder is trained on a different objective than language modelling. The parameters of this model are optimized with respect to different language tasks such that it can better encode the meaning of complete sentences. These two models do not have the recurrent inductive bias of LSTMs, and hence the representations they learn can be completely different.
To study how and where the models integrate information over time, we modify the amount of context provided to the models to obtain the contextualized word representations. We do this at the sentence level. Thus, for the context length of 0, we only feed the target words to the models; For context length 1 we feed all the previous words in the current sentence to the models. For context length i where i > 1, in addition to the current sentence we feed all the words in the last i sentences. We operate on the sentence level to feed the model with independently meaningful pieces of text.
From prior work, we expect a relation between the depth of the layers and the level of abstraction of their representations. We study this intuition here empirically by analyzing the different layers of the models, and we focus on the first and last layers. Note that the last layer corresponds to the second layer for the LSTM architectures, but to the 12th layer for Bert.
Brain Data
We compare the representations of our model to human brain activations captured while reading a story. We use the dataset by (Wehbe et al., 2014a) which consists of the fMRI scans of 8 participants reading chapter 9 of Harry Potter and the Sorcerer's stone (Rowling, 1998) . 1 The story was presented to the participants word by word on a screen in four continuous blocks. 2 Each word was displayed for 0.5 seconds and an fMRI scan was taken every 2 seconds. Figure 1 visualizes an example for the beginning of the chapter. More detailed statistical information about the stimuli can be found in Table 2 .
Brain Regions The fMRI data contains activation values for approximately 40,000 voxels per scan, each reflecting the oxygen usage (the "BOLD response") in approximately 3mm 3 of brain tissue. To obtain the brain representations, we flatten the 3D fMRI images into vectors thereby ignoring the spatial relationships between the voxels. We do this either for the whole brain, or for specific regions separately. Not all of the scanned voxels are related to language processing, but the changes in activity might be associated with other cognitive processes like, for example, the noise perception in the scanner. A common reduction method is to restrict the brain response to voxels that fall within a pre-selected set of regions. In our analysis, we only include the voxels from the top k regions that are most similar across different subjects given the same stimuli. We heuristically set the value of k to 16 based on the distribution of the similarity scores. 3
Delay An important point to consider when dealing with fMRI data is the hemodynamic response delay: from the time neurons start firing, it takes 4 to 6 seconds until the Bold response reaches its peak (Buckner, 1998) . This means that from the time a stimulus is presented to a subject, it takes approximately 5 seconds before we can observe its response in the fMRI scan of the brain. We account for this delay by varying the alignment between stimuli and scans. If we apply a delay of 0 seconds, scan 3 in the example would be applied to the sequence boy he hated more, Figure 1 . With a delay of 2 seconds, it is aligned to the previous stimulus he would meet a and a delay of 4 would result in alignment with Harry had never believed. 
Analyzing Neural Language Models
In this section, we present the results of applying ReStA, Representational Stability Analysis, to three different language encoding models, GoogleLM, ELMO and BERT. We investigate what type of information is captured in the learned representations without making any explicit assumptions. Next, we apply standard RSA to, first, investigate the relations between different components of the language encoding models, and second to study the alignment of these components with the activity patterns in the human brain. 4
Representational Stability Analysis
We define the Representational Stability as the similarity between the representations obtained from a model, when a single condition is changed, i.e. increase in context length. We use RSA to measure the similarity between the representational spaces. And to compute RSA we use cosine similarity to measure the intra-space similarities and use Pearson correlation to quantify the similarities across representational spaces. In Figure 2 the representations of the different layers given different context lengths are compared for GoogleLM, ELMO and BERT. The values under the diagonal of these plots indicate the ReStA when the varying condition is context length. This is measured as
where k is the layer id and c i and c j are differ-ent conditions which in this case indicate different context lengths. We have depicted the trends of how the ReStA changes for different context length in Figures 4a and 4b .
Effect of depth As we can see in Figure 2 and more clearly in Figure 5 , for the LSTM based models, we observe a higher degree of similarity between the two layers (∼ 0.75 and ∼ 0.80) compared to BERT (∼ 0.35). This can be partly explained by the higher number of layers in BERT, i.e the first and last layer are further apart. Moreover, the relation between the first and last layers is almost the same for all context lengths and for all these three models the two layers are most similar when provided with the same amount of context.
Context sensitivity Next, we analyse the sensitivity of different layers of each model to context length. In Figures 4a and 2 , we see that for both LSTM based models, GoogleLM and ELMO, the first layer, L0, is less sensitive to the changes in the context length compared to the last layer, L1, i.e. the representations are not affected anymore by increasing the context length to more than 3 sentences. A hierarchical encoding mechanism, where the first layer is responsible for encoding the local context and the second(last) layer is encoding more global information, can justify these results.
We can see in Figure 4a , that the sensitivity to the context length is more significant in the Transformer based models compared to LSTM based models. In these models, the difference in the representations at different context lengths does not fade away as the context length increases but the rate of the changes becomes constant. As illustrated in Figures 4a and 2c we observe that in BERT, regardless of the current context length, adding more context leads to different representations. In addition, in this model, the representations from the first layer, L0 are more contextdependent than those from the last layer, L11. Since in self-attention layers, there is a direct connection between the representations at different positions, the higher degree of sensitivity to context length is not surprising. This is evidence that, for computing the representations of each position in the input, the representations from all positions, no matter how far they are, are in fact taken into account. We speculate that the last layer of BERT is less sensitive to context could be that in higher Shows for all models that we study, regardless of whether and how much their representations change by increasing context length, the amount of difference becomes almost constant after context length of 3 sentences. Note that in (b), we have scaled the plot and removed some of the models to increase the readability. layers, the representations correspond to more abstract meanings, and the representational space becomes denser than the lower layers.
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RSA across Models
In the second step, we study whether the computational models have learned inherently different representational spaces. According to representational similarity scores, among the models that we study, shown in Figure 3 , UniSentEnc seems to learn very different representations from ELMO, GoogleLM and BERT. While BERT and UniSentEnc are both Transformer based models, the representational space of BERT is more similar to the representations from ELMO and GoogleLM that are LSTM based models. This can be due to the fact that ELMO, GoogleLM and BERT are trained with language modelling objectives, while UniSentEnc is trained on skip-thought and classification tasks and this could indicate the effect of the training objective on the representational spaces. Figure 7 shows the similarity of different computational representation spaces with brain representations, with respect to different amounts of context provided to the models, averaged over all human subjects. Due to the hemodynamic response delay, we expect to see the peak in similarities after about 4s delay. As we can see in Figure 6 , the highest RSA for all models is at Delay = 4s, the ranking of the models based on their similarities with brain representations is the same for all amounts of delay. Interestingly, the performances of these models on the NLP tasks are not correlated with their similarity with the brain representations (but note the overall low correlations). The representations learned by LSTM based models are most similar to the brain data, and for both ELMO and GoogleLM the representations from lower layers, L0, have higher similarity scores compared to the higher layers, L1. Interestingly, for UniSentEnc, BERT(L11) and also GoogleLM(L1), increasing the context length, which usually boosts the performance of language encoding models in language understanding tasks (Wang and Cho, 2016) , leads to lower similarity with brain representations. It seems that the way these models integrate the context information, pushes the representation further away from the brain representations. This could mean: (1) These models are doing fairly well at encoding the local context, but not at a more global level. Alternatively, (2) The information about the more global aspects of the meaning is not encoded in the brain representations.
The Relation between the Models and the Activity Patterns in Human Brains
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Figure 6: Representational similarity of the models and brains averaged over all subjects and the four blocks at different time delays after the human subjects have read the target words, when the context provided to the models is three sentences. Here the delay is increasing from left to right and the error bars indicate the standard deviation across different blocks. Context Length
Bert ( Different Segments of the Story If during training the models are only trained on full sentences, it might be the case that the quality of their representations, when given complete sentences, is significantly better than when provided with incomplete sentences. On the other hand, the representation of sentences in the brain might also be more reliable when the full sentence is read. To take this into account, we look at the similarities of each of the models with brain representations, only at the steps in the story where an end of a sentence token is reached. Figure 8a presents the results. We see that in this case, the similarity of all the models with brain representations increases slightly, but this could be because of the reduced dimensionality of the similarity matrix, and we see that the general patterns stay similar.
In Figure 8b we observe that at the story segments where a name of a character is mentioned, the patterns of similarities change a bit, e.g. the last layer of BERT is less similar to the brain representations compared the first layer of BERT, when an intermediate amount of context is provided to the model. This finding is difficult to interpret, but warrants further research. Different Regions of the Brain We looked at the similarity scores of the computational representations with the representations at different regions of the brain. This is illustrated in Figure 9 for subject 4 as an example. We observe that the patterns of RSA of different models are very similar across different brain regions, i.e. the scores scale for all regions almost similarly across different models. Despite the low correlations between the models and the brain activation, we find that all the models are consistently best aligned with the regions in the Left Anterior Temporal Lobe (LATL). This region is known for semantic and sometimes syntactic processing of language Bemis and Pylkkänen, 2011; Leffel et al., 2014) . We also find some correlation with the Left Parietal Lobe, which is not known to be responsible for language processing. We also computed the average RSA between different brain regions for the eight subjects, both within and across subjects, and find that the different regions of a single brain are more similar (RSA = 0.4) than the same regions of different brains (RSA = 0.12). These are counterintuitive findings that warrant further investigation. If brain functions involved in story comprehension are spatially localized and brains are organized similarly across individuals, we would expect the same regions from different subjects to be more similar than different regions from the same subject.
Predictive Approach Besides, RSA, we can use a predictive approach to see which regions of the brain are more predictable, given the representations from a computational model. In the predictive approach, we train a linear regression model Context Length to predict the brain activity patterns at different steps of the story. This way, we can obtain more fine-grained insights into which parts of the model contribute more to which regions in the brain.
In Figure 10 , we show the results of using representations obtained from GoogleLM(L0) to predict brain activity patterns of different subjects. Similar to the results we obtained from RSA, the effect of hemodynamic response delay is clearly visible here. One of the difficulties of employing a predictive approach is to train a regression model for such high dimensions and with so little data. Hence, if the performance of the prediction is low, it is hard to tell if it is because we are not able to train a good regression model or because there is no correlation between the two models. To overcome this challenge, one solution could be to first use RSA to reduce the search space and then employ predictive modelling to gain more fine-grained insights. We postpone further analysis with the predictive approach to future studies.
Discussion and Conclusion
In this paper, we employ a representational similarity metric to compare the representations from the language encoding models with the brain activity patterns, i.e. measure the alignment between the brain activation patterns and activations of the internal state of the models. The main advantage of RSA is that it treats both the brain and the model as a blackbox; it does not need to know how brains or models represent objects, words or sentences, but only how similar representations are to each other. For N stimuli considered, the analysis only compares 1 2 N (N − 1) pairs of pairwise similarities (assuming similarities are symmetric), regardless of the dimensionality of two representational spaces. This bottleneck brings many advantages including computational efficiency, reuse of the similarity matrices in multiple comparisons, and not having to worry about how to map representations of very different nature to each other. It also brings important limitations and inevitable information loss, e.g. standard RSA, assumes all features of the representational spaces to have equal contributions.
One of our contributions in this paper is the introduction of ReStA, which uses RSA to measure the stability of the representations from the models when an input condition such as context length is changed. Comparing the representational similarity of different layers of different models, we find that both architectural differences and different training objectives have a noticeable impact on the representations learned by the models and the way they change under different conditions. We see a clear difference in the sensitivity to context size between L0 and L1 in the LSTM based models. This means, in line with results from previous work using different methods (e.g., Giulianelli et al., 2018) , that the L1 component integrates information over time steps while L0 does not. Using brain data to evaluate the representations learned at different layers of each of the language encoding models, we find that layers of the LSTM based models achieve higher similarity score with brain data compared to single word representation models like GloVe and the Transformer based models. This observation could show that the learning biases of the LSTM based language models are closer to what happens in the human brain. Zooming into the results, we see that while changing the conditions of the inputs to the models has a significant impact on the representations they compute and their performance on NLP tasks (Khandelwal et al., 2018) , these changes do not get reflected in their alignment with the brain representations.
Finally, evaluating computational models of language processing with brain imaging data for (a) GoogleLM (L0) (b) GoogleLM (L1) (c) ELMO (L0) (d) ELMO (L1) (e) UniSentEnc (f) BERT (L0) (g) BERT (L11) (h) GloVe Figure 9 : RSA of representations learned at different layers of different models with representations at different regions of Subject4's brain which is chosen randomly (the code accompanying this paper can be used to generate the plots for the other subjects). In order to emphasize the difference of the similarity of each model with different brain regions, the color bar is scaled independently for each model. The darkest region for all models is the Left Anterior Temporal Lobe. a task such as "story reading" is hard, because of the inherent issues in the brain data and also the complexity of the task (Beinborn et al., 2019) . Both the RSA framework and the predictive modelling approach make it possible to make a bridge between these black boxes, neural network models for language processing on the one hand and the human brain on the other. And while each of these approaches has its benefits and limitations, they might provide us with complementary information. Hence, it is invaluable to look at both of them.
In our experiments, we observe more similarities between representations learned by some architectures and brain representations. However, caution is required when interpreting these results, as the representational similarity between all models and the brain images remains very low. We plan to perform further analysis on various (bigger) datasets to get a better interpretation of what is happening in both the brain and these computational models.
