Abstract. The reduced implicate trie, introduced in [10] , is a data structure that may be used as a target language for knowledge compilation. It has the property that a query can be processed in time linear in the size of the query, regardless of the size of the compiled knowledge base. This data structure can be used with propositional databases, where a query amounts to asking whether a clause is an implicate of a logical formula. In this paper, reduced implicant tries are investigated, and the dual question is addressed: determining the implicants of a formula. The main result is that a single trie -the reduced implicate/implicant trie, with a structure that is similar to that of reduced implicate tries -can serve dual roles, representing both implicates and implicants. As a result, there can be significant savings in both time and space.
Introduction
Several investigators have represented knowledge bases as propositional theories. A query of such a propositional theory typically has the form, Is a CNF clause an implicate of the theory? However, since the question, Does N P = P? remains openi.e., there are no known polynomial algorithms for problems in the class N P -the time to answer queries is (in the worst case) exponential. The reduced implicate trie was developed [10, 11] as a solution to a problem posed by Kautz and Selman [8] in 1991. Their idea, known as knowledge compilation, was to pay the exponential penalty once by compiling the knowledge base into a target language that would guarantee fast response to queries. A number of languages -for example, Horn sets, ordered binary decision diagrams, sets of prime implicates/implicants, decomposable negation normal form, factored negation normal form, and pairwise-linked formulas -have been proposed as targets for knowledge compilation. (See, for example, [1-7, 9, 13, 15] .)
The reader is assumed to be familiar with the basic terminology of propositional logic. Consequences expressed as minimal clauses that are implied by a formula are its prime implicates; minimal conjunctions of literals that imply a formula are its prime implicants. Asking whether a given formula is entailed by a DNF clause is equivalent to asking whether the clause is an implicant of the formula. Throughout the paper, this question is what is meant by DNF query.
A trie is a simply labeled tree. They can be used to represent logical formulas: The nodes along each branch represent the literals of a clause, and the conjunction of all such clauses is a CNF equivalent of the formula represented by the trie. A reduced implicate trie (ri-trie) is a trie in which each branch represents an implicate, and every implicate is represented, possibly implicitly, by a branch. A data structure called a reduced implicate trie was Introduced in [10, 11] ; they have the property that response time is linear in the size of the query. The dual query is considered in this paper: Is a DNF clause an implicant of the theory? The reduced implicant trie is described in Section 2.1, and reduced implicate/implicant tries are introduced in Section 3.
A Data Structure That Enables Fast DNF Query Processing
Determining whether a DNF clause -i.e., a conjunction of literals -is an implicant of a logical formula is considered in this section. Tries can be used to represent prime implicants as well prime implicates [14] : The nodes along each branch represent the literals of a DNF clause, and the disjunction of all such clauses is a DNF equivalent of the formula represented by the trie. Tries that represent DNF formulas can be interpreted directly as formulas in negation normal form (NNF): A trie consisting of a single node represents the label of that node. Otherwise, the trie represents the conjunction of the label of the root with the disjunction of the formulas represented by its children.
A trie that stores all (non-contradictory) implicants of a formula is called a complete implicant trie. To define it formally, first select an ordering {p 1 , p 2 , ..., p n } of the variables that appear in the (propositional) formula F. Let q i be either the literal p i or the literal ¬p i , and order the literals by q i ≺ q j if i < j. (This can be extended to a total order by defining ¬p i ≺ p i , 1 ≤ i ≤ n. But neither queries nor branches in the trie will contain such complementary pairs.) A prefix of a DNF clause {q 1 , q 2 , ..., q k } is defined to be a clause of the form {q 1 , q 2 , ..., q i }, where 0 ≤ i ≤ k. If i = 0, then the prefix is the empty clause. This is extended in the obvious way to the nodes/labels of a branch.
The complete implicant trie for F, with respect to a given variable ordering, is a tree defined as follows: If F is truth constant, the tree consists of a root labeled with that constant. Otherwise, the complete implicate trie is a tree in which the root is labeled 1, all other nodes are labeled with literals, and the tree satisfies these properties:
1. No node has distinct children with the same label. 2. The set of labels of any prefix of any branch is a prefix of an implicant of F. 3. If a prefix of the labels of a branch represent an implicant, then the last node in that prefix is marked with the end symbol; all leaves are marked with the end symbol. 4. Every implicant is the (not necessarily proper) prefix of some branch.
Observations
1. Every leaf is labeled with q n (i.e., with p n or with ¬p n ). 2. Whether a clause is an implicant of D can be determined in time linear in the size of the clause simply by traversing the corresponding branch. 3. Since any superset of an implicant is an implicant, if a node labeled q k is marked with the end symbol, and if k < n, then the node will have as children nodes labeled ¬q k+1 and q k+1 , and these children will be marked with the end symbol. 4. Part 4 of the definition slightly abused the term branch by using it to mean the clause represented by its labels. Branch will be used in this way throughout this paper, typically assuming implicitly that any constants along the branch have been simplified away. (A ternary representation of reduced implicant tries in which branches may have multiple constants will be described below.)
Reduced Implicant Tries
The following simplification rules are useful (even if trivial).
Applications of SR1 and SR2 will be restricted to leaves of implicant tries. Any trie that is produced by a sequence of these rules and that has no leaves labeled with constants (other than the root) is called an implicant trie. Observe that some applications of the simplification rules will produce a trie that has nodes other than the root -necessarily leaves -labeled with constants. These are not implicant tries. Of course, such a trie can be simplified to an implicant trie. An implicant trie that cannot be simplified with these rules is called a reduced implicant trie or, more simply, an ri c -trie. Observations 1. Suppose q is (the label of) a node with two leaf children, ¬p and p. Then SR3 replaces the two children with a single leaf labeled 1, and SR1 deletes the new leaf. 2. If a node of an implicant trie is marked with the end symbol, then, since any superset of an implicant is an implicant, all extensions of that branch are implicants. As a result, if a node labeled q k is marked with the end symbol, k < n, it will have children labeled ¬q j and q j , k < j ≤ n, and they will be also be marked with the end symbol. Thus, repeated applications of the simplification rules will delete the entire subtrie below q k . 3. If the formula F is a contradiction, then repeated applications of the rules will produce a trie in which the root has a single child labeled 0; SR1 then produces the reduced implicant trie consisting of a root labeled 0.
The only nodes in an ri
c -trie with the end marker are leaves. In particular, no proper prefix of a branch in a reduced implicant trie represents an implicant of the trie. 5. Any implicant with no proper prefix as an implicant is a branch in the ri c -trie.
The last two observations lead naturally to a definition: If F is a logical formula, and if the variables of F are ordered, then a relatively prime implicant is one for which no proper prefix is also an implicant. The next theorem is now immediate. Theorem 1. Given a logical formula F and an ordering of the variables of F, then the branches of the corresponding reduced implicant trie represent precisely the relatively prime implicants. In particular, the prime implicants are relatively prime, and each is represented by a branch in the trie. 2
Computing Reduced Implicant Tries
In this section, techniques for computing reduced implicant tries are developed. Let Imp c (F) denote the set of all implicants of F.
Let F be a logical formula with variable set V = {p 1 , p 2 , ..., p n }, in that order. Then the RIT c operator 3 is defined by
where p i is the variable of lowest index in V . Implicit in this definition is the use of simplification rules SR1-3. The RIT c operator produces a forest; define ri cn (F, V ) = 1 ∨ RIT(F, V ) to produce the n-ary trie.
Theorem 2.
If F is any logical formula with variable set V , then RIT c (F, V ) is logically equivalent to F, and each branch of
The theorem below says, in essence, that reduced implicant tries have the desired property that determining whether a clause C = {q 1 , q 2 , ..., q k } is an implicant can be done by traversing a single branch. Clause C will be an implicant iff the labels of some branch form a prefix of C. Theorem 3. Let F be a logical formula with variable set V , and let C be an implicant of F. Then there is a unique branch of RIT(F, V ) that is a prefix of C, and every branch is a relatively prime implicant.
2
Corollary. Every prime implicant of F is a branch in RIT c (F, V )and every subsuming implicant (including any prime implicant) of a branch in RIT c (F, V ) contains the literal labeling the leaf of that branch. 2
Intersecting Reduced Implicant Tries
Observe that the RIT c operator essentially produces a disjunction of three tries. It is therefore natural to represent a reduced implicant trie as a ternary trie. In the ternary representation, the root of the third (right-most) subtrie is labeled 1. One advantage of this representation is that the ith variable appears only at level i. Another is that any subtrie (including the entire trie) is easily expressed as a four-tuple consisting of its root and the three subtries. For example, for a subtrie T we might write r, T + , T − , T 0 , where r is the root label of T , and T + , T − , and T 0 are the three subtries. Obtaining the ternary representation with the RIT c operator requires only a minor change, namely conjoining 1 to the third disjunct.
A trivial technical difficulty arises with the ternary representation: The ones along branches interfere with the prefix property of Theorem 3. But this is easily dealt with by interpreting the statement, A branch B is a prefix of a clause C, to mean The clause represented by B with ones simplified away is a prefix of C.
The notation ri c (F, V ) = 1 ∧ RIT(F, V ) will be used for the ternary reduced implicant trie of F with variable ordering V . For the remainder of this paper, we will generally assume this ternary representation. As a result, the forest denoted by RIT c (F, V ) will contain three tries whose roots are labeled by a variable, its complement, and one. Theorem 4. Let F and G be logically equivalent formulas. Then, with respect to a fixed variable ordering, RIT c (F) is isomorphic to RIT c (G).
Given any two formulas F and G, fix an ordering of the union of their variable sets, and let T F and T G be the corresponding reduced implicant tries. The intersection of T F and T G , is defined to be the trie that represents the intersection of the implicant sets with respect to the given variable ordering. By Theorems 2 and 4 and Lemma 1, this is the reduced implicant trie for F ∧ G.
The INT operator is defined for ri-tries in [11] and produces an ri-trie representing the intersection of the implicate sets of its arguments. The same operator when applied to ri c -tries produces an ri c -trie representing the intersection of the implicant sets of its arguments in a completely analogous way -see [12] . Therefore, due to space limitations, the details of the INT operator are omitted.
Theorem 5 provides a formal basis for a definition of the RIT c operator that produces ri c -tries using intersection and structure sharing: The third disjunct is replaced by
Theorem 5. Let T F and T G be the reduced implicant tries for F and G having the same variable ordering. Then INT(T F , T G ) is the reduced implicant trie that is the intersection of T F and T G and, as a result, is the reduced implicant trie for F ∧ G with respect to the given variable ordering. 2
Reduced Implicate/Implicant Tries
The goal in this section is to build a trie in which both the implicates and implicants of a formula are represented. Let V = {p 1 , . . . , p n } be the variable set of a logical formula F, and consider T F = ri(F, V ) and
Each is a ternary trie in which the i th variable appears at the i th level. Any node in either trie can be uniquely specified by its position. 4 Note that, from the definitions of RIT -see [11] -and RIT c , if N has label q, then N c , the node in the corresponding position in the ri c -trie, has the complementary label, which is equivalent to ¬q. Theorem 6. Let F 2 |= F 1 , and let T 1 and T c 2 be the ri-trie and ri c -trie, respectively, of F 1 and F 2 , under a given variable ordering. Then T 1 and T c 2 have no leaf positions in common. Also, if P is a position in both tries with no common extension, then the node at P in one trie has a first child but not a second, and the corresponding node in the other trie has a second child but not a first; neither has a third child.
2 Theorem 6 makes it easy to build a trie whose set of branches is the union of the branch set of T and the branch set of T c . In a simple recursive process, the tries can be traversed in parallel. A trie can be constructed that is isomorphic to the common parts of the two tries. When a node is encountered where the tries diverge, its children can be assigned the first child from one trie and the second child from the other. Note that the third child will be empty since it is empty in both tries being traversed.
F be the ri-trie for F, and let
be the ri c -trie for G under a fixed variable ordering, where G |= F. The merge of T F and T c G is defined to be the trie whose branches appear in either T F or T c G . To distinguish the branches in the merge according to their trie of origin, the leaf nodes will be marked as type-d or type-c, depending on whether they come from the ri-trie or from the ri ctrie, respectively. Branches leading to type-d (type-c) leaves are called type-d (type-c) branches. Since nodes in positions common to both tries have complementary labels, we will use a toggling symbol ∝ to indicate the label that a node at a given position would have if it were at that position in T F or in T c G . When considering implicates, ∝ is interpreted as identity, but for implicants it is interpreted as complement.
The tries T F and T c G can be interpreted as logical formulas using conjunction and disjunction. Their merge, in effect, by Theorem 6, represents both logical formulas: The type-d branches represent T F , and the type-c branches represent T c G .
Given an ri-trie T and an ri c -trie T c , d(T ) denotes the trie produced by marking the leaves of T as type-d and prepending the symbol ∝ to all its labels, and c(T c ) denotes the trie produced by marking the leaves of T c as type-c, complementing all nodes, and prepending ∝ to its labels.
The merge of T F and T c G is defined as follows.
Note that in the recursive call to MERGE (fourth case), the root labels of the two arguments are complementary. The root r of the constructed trie is defined to be the label of the ri-trie but with ∝ prepended. This yields exactly the correct label when these nodes are viewed for implicates, dually for implicants. For uniformity, ∝ is prepended to all labels in the base cases as well. For the second case, the construction requires only that the leaves be marked as type-d and that ∝ be added to the labels, which is precisely what d(T F ) does. For the third case, T c G is a correctly labeled ri c -trie. When searching for implicants, ∝ means complement, so, as a result, for this case the labels must be complemented and then prepended with ∝. In essence, evaluating c(T c G ) complements the correct labels twice. This proves Lemma 2 below; for details, see [12] . As a result, the rii-trie for F is defined to be MERGE(T F , T c F ). The goal, however, is to define the RIIT operator to compute this trie without first computing the ri-trie and the reduced implicant trie.
Intersecting rii-Tries
If an rii-trie is viewed as the MERGE of an ri-trie and a ri c -trie, then the notion of intersection need not be addressed explicitly. Intersections of implicates and implicants have already been computed as necessary in forming the tries to be merged. However, it is necessary to address intersection directly in order to compute rii-tries directly.
Given any two formulas F and G, fix an ordering of the union V of their variable sets, let T F and T G be the corresponding ri-tries, and let T 
, which, by Lemma 1 and its dual (see [11] ), and Theorem 6, is
This trie, while not necessarily the rii-trie of any formula, is the trie whose d-branches correspond precisely to the branches of RIT(F ∨ G, V ), and whose c-branches correspond precisely to the branches of RIT c (F ∧ G, V ). Note that this merge of the ri-trie and ri c -tries of, respectively, the different formulas (F ∨G) and (F ∧G) is well-defined because the latter entails the former -see [12] . Our goal here is to define IINT, the riitrie intersection operator, directly without the use of MERGE, RIT, or RIT c . The IINT operator is a recursion that traverses its trie arguments. The base cases that end the recursion involve either the empty trie or a leaf node. If one argument is empty, then so is the intersection. When one argument is a type-d leaf, then the intersection is all branches in the other argument that end in type-d leaves. Dually, when one argument is a type-c leaf, then the intersection is all branches in the other argument that end in type-c leaves.
Let T F and T G be the rii-tries for F and G, respectively. 5 Let r, T
G be the 4-tuples denoting T F and T G , respectively. Let T γ be the subtrie of T whose branches end in γ-leaves, γ = d, c, and let T F ii T G be the four-tuple r, IINT(T
Lemma 3. Let T F and T G be the rii-tries of F and of G with the same variable ordering. Let C F be a non-empty prefix of C G , where
Essentially, the converse of Lemma 3 also holds.
Lemma 4. Let T F and T G be rii-tries, and let C be a branch in IINT(T F , T G ). Then C is a branch in one of T F or T G , and a prefix of C is a branch in the other. 2 Theorem 7. Let T F and T G be the rii-tries for F and G with the same variable ordering. Then IINT(T F , T G ) is the trie that represents the intersection of T F and T G with respect to the given variable ordering. 2
Theorem 7 guarantees that when applied to rii-tries, IINT produces precisely the trie whose d-branches represent (uniquely) the implicates (CNF clauses) represented in both sub-tries and whose c-branches represent (uniquely) the implicants (DNF clauses) represented in both sub-tries. They coexist peacefully in one trie because branches may end in one type or the other, but not both.
The RIIT Operator
If T is the rii-trie for a logical formula F, and if L is an ordered set of literals, then, since L can be interpreted as either a disjunctive or a conjunctive clause, one can ask, respectively, whether L is an implicate or an implicant of F. The rii-trie will have the property that in either case, the answer is yes if and only if a unique prefix of L is a branch in T . The notation d-clause and c-clause will be used to indicate, respectively, disjunctive and conjunctive clauses. Similarly, d-search and c-search will be used to indicate that the trie is being searched for, respectively, d-clauses or c-clauses. The choice of interpretation will determine the connectives along branches and those between branches, node labels, and the truth constants labeling interior nodes. There is a straightforward duality of the logical connectives in these tries. For ri-tries, branches are disjunctions that are conjoined to each other; for reduced implicant tries, branches are conjunctions that are disjoined. In the rii-trie, the connectives must be interpreted; i.e., whether each connective is a disjunction or a conjunction depends upon whether implicates or implicants are being sought.
The root of an ri-trie of a non-contradictory, non-tautological formula is 0; for the ri c -trie its 1. With the ternary structure, the third sub-trie is rooted at 0 for an ri-trie; 1 for an ri c -trie. In ri-tries, interior zeros are disjoined to the conjunction of their children; in ri c -tries, interior ones are conjoined to the disjunction of their children. In each case, the ternary structure is maintained by not applying simplification rules to such interior nodes. This convention is the same in both types of trie because the simplification rules, if applied, would have the same effect on interior constants. In particular, as with connectives in an rii-trie, the value of constants labeling interior nodes depends on the search (d or c), but their behavior with respect to the structure of the trie is independent of the search.
The RIIT operator is defined using ⊗ and to represent, respectively, the connective between sub-tries and the connective along a branch. For example, with a d-search, ⊗ = ∧ and = ∨. It will also be convenient to regard the label of an interior node as either unnegated or negated, depending on the search. The symbol ∝ will be used as a unary operator representing the identity -i.e., unnegated -for a d-search, and negation for a c-search. In the ternary structure, the third child of a node is always labeled with the constant ∝0, producing 0 for an implicate search and 1 for implicants.
The definition of the RIIT operator requires the IINT operator and the simplification rules. The latter are more complicated than they are for ri-tries, because they must allow for the dual connectives between and along branches. The definitions of the required simplification rules follow the definition of RIIT.
where p i is the variable of lowest index in V ,
, and B 3 = IINT(B 1 , B 2 ). Notice that the truth constants substituted for variables in F are not preceded by the symbol ∝. The RIIT operator produces a forest and does not include the root labeled ∝ 0, which is similar to RIT and RIT c . The solution is also similar: define rii(F, V ) = ∝ 0 ⊗ RIIT(F, V ). Additional simplification rules are required; the asterisks indicate the presence of the interpretation-dependent operators ⊗ and .
Rules SR1 -SR3 are unchanged but are now applicable only in simplifying F after substituting truth values for variables and never along or between the trie branchesthe trie itself has no occurrences of ∨ or ∧. As a result, SR1 -SR3 cannot be extended to and ⊗. The result of such analogous operations is unknown unless the interpretation of the operator is known. The result is determined only after the choice of implicate or implicant search has been made: In one case the proposition (i.e., sub-trie) vanishes, and in the other the constant vanishes. To allow for both cases, these simplifications cannot be performed on the rii-trie but instead must be accounted for during each search.
Observe that nodes labeled with 0 or 1 can occur only as leaves 6 without siblings and can be simplified away with SR*4. A 0-leaf occurs exactly when the branch represents an implicate, and a 1-leaf occurs with an implicant. This distinction must be maintained when the leaves are simplified away, so SR*4 makes the parent into a type-d or type-c leaf by giving the label the appropriate superscript.
Constants also arise when the IINT operation produces the empty trie. In this case, the third sub-trie, whose root is labeled ∝0, can simply be removed. To see why, note that IINT produces a trie whose branches represent both the intersection of implicate sets and the intersection of implicant sets. Consider the implicate interpretation. An empty intersection of implicates is an empty conjunction and hence is equal to the constant 1; ∝0 ∝1 = 0 ∨ 1 = 1, and 1 ∧ G = G. Then SR*6 applies, and there is no third branch. Similarly, in the implicant interpretation, an empty intersection of implicants is an empty disjunction and hence is equal to 0; ∝0 ∝1 = 1 ∧ 0 = 0, 0 ∨ G = G, and again SR*6 applies.
Rule SR*5 reduces complementary sibling type-d leaves to 0 and complementary type-c leaves to 1. (It is easy to verify that this is correct under both implicate and implicant interpretations.) In essence, SR*5 eliminates sections of the trie that are implicit in one interpretation and ignored in the other. Note that complementary sibling leaves of opposite type cannot be reduced: One, but not the other, is treated as if it were not there once the type of search has been specified.
Lemma 2 can be reconsidered in the context of the simplification rules. If attention is restricted to implicates -i.e., if , ⊗, and ∝ are specified as ∨, ∧, and the identitythen the c-branches can be removed from the rii-trie for F; the result is (essentially) the ri-trie for F. In essence, the second half of SR*4 is replaced by the second half of SR2 since branches are disjunctions. Type-c leaves represent their label disjoined with 1 and are simplified away up to the first ancestor having another child. Similarly, if the d-branches are removed, the result is the reduced implicant trie for F.
Theorem 8 below states that the object built by the RIIT operator is exactly the rii-trie of its first argument .
