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Abstract
The core idea of the Semantic Web vision is the evolution from a Web of hyperlinked
human-readable web pages, the Web of Documents, to a machine-interpretable Web of
Data. Since natural language text is a suitable knowledge representation for humans
and not for machines, the knowledge representation formalism RDF was developed
and large amounts of RDF data are published. Now that machine-interpretable data is
available, the fact that RDF data is not human-readable poses challenges for humans
intending to interact with the data and to exploit the wealth of data. In this work, Natural
Language Generation is applied to bridge the gap from machine-interpretable data to
human-readable text to improve user interfaces to the Web of Data.
In the context of a concrete research practice, i.e., the qualitative and quantitative
analysis of a large digital corpus of educational lexica, we1 explore how Virtual Research
Environments based on Semantic Web technologies support research interactions with
RDF data in various stages of corpus-based analysis.
We analyze the human-readability of a large subset of the Web of Data in terms of
the availability of human-readable labels of entities and propose label-related quality
metrics. Since our analysis shows that labels are missing for a significant percentage
of entities we explore an approach to derive labels from names of variables in queries
formulated in SPARQL, which is an RDF query language.
In the context of search interfaces to RDF data a class of SPARQL query-generating
systems exists where users signify their information needs in the form of keywords or
(controlled) natural language questions. For the purpose of enabling a user to observe a
potential discrepancy between an intended question and the system-generated query we
created a method to verbalize SPARQL queries. Here, the meaning of a query encoded
in SPARQL is conveyed to the user via English text.
The different syntaxes of RDF are not suitable for the presentation to casual users. We
introduce a template-based approach to verbalize RDF graphs. Since manual creation
of these templates is tedious work we developed a language-independent approach to
induce RDF verbalization templates from a parallel corpus of text and data.
1I use the form we instead of I, since the work was published together with coauthors. In most publications,
however, I provided the main contribution and was acknowledged as first author. Using the form we instead
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The World Wide Web used to be merely a Web of Documents – it mostly consisted of
documents created by humans and intended to be viewed or read by humans. On the
Web, a vast source of humanity’s knowledge is available in textual form. A human with
a specific information need has to have tools available for the purpose of searching and
retrieving relevant information. While machines can process large quantities of data and
can scan billions of documents for specific terms, understanding the meaning of text
would require a machine to be capable of performing Natural Language Understanding
(NLU). NLU is a subtopic of artificial intelligence research that deals with machine
reading comprehension [Ovc12] and is an active area of research.
Scanning documents for search terms has limitations. A relevant search term might not
be explicitly mentioned in a document. Consider, for example, a document that describes
how to prepare a biscuit roll but does not contain the phrase cake recipe. Finding that
document using the search term cake recipe is difficult. While a human can derive
that the document contains a cake recipe, deriving the same conclusion is a difficult
task for machines. Besides detecting the topic of a document (here the topic is cake
recipe), consider a user being interested in all affective statements about a product (this
problem is known as opinion mining) from social media data or a user being interested
in particular events from a set of news documents (known as event detection). These
tasks require more than scanning documents for search terms.
NLU is difficult for several reasons. To mention just a few: Words may have multiple
meanings (homonyms, e.g. fluke, which can mean a flatfish, a lucky stroke, or flat
end of an arm of an anchor).1 Words may be vague (e.g., red, tall, near, expensive).
The capability to distinguish between literal and figurative meaning is relevant, for
example, to understand the expression Iraq is another Vietnam [EP09]. Humans make
use of their knowledge about the world when interpreting natural language expressions.
While, for example, for a machine the two sentences I like to eat pizza with mushrooms
and I like to eat pizza with friends are syntactically identical, having experiences in
the real world helps humans understand that mushrooms are a topping, friends are
companions, and toppings and companions are disjunct. Additionally, ambiguities
1Example taken from: The Online Etymological Dictionary. Retrieved 2014-07-21.
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present in a sentence such as The man sees the woman with the telescope2 need to be
either resolved or preserved when converting that sentence into a formal knowledge
representation. Finally, natural language utterances can be context-specific. "Bring me
some water" uttered in the dining room could mean something different when uttered in
the garden.
The vision of a Semantic Web is to publish machine-processable data on the Web, so
that machines can support humans in information retrieval tasks without understanding
natural language text. In traditional search on the Web, given a set of keywords a search
engine scans an index of documents for the occurrence of these keyword (or synonyms
of these keywords), ranks documents according to a relevance function, and presents
the user a list of links to these documents. Machine-processable data enables more
sophisticated search capabilities. For example, given a query language, an expert user
could write a query to retrieve flights this week-end from an airport near Karlsruhe for
a price below 300 EUR to a sunny destination where cultural festivals take place. Given
that, typically, for such a complex information need no single page exists on the Web
that answers this specific question and contains all keywords necessary so that the search
engine would find that page, addressing this information need is unfeasible without
the availability of machine-processable data. When searching on the Semantic Web,
information from multiple data providers would be incorporated, such as from a provider
of geographical information (to find airports near the city of Karlsruhe), the airlines (to
find flights below 300 EUR and the travel destinations), weather data providers (to filter
out non-sunny destinations), and event agencies (to find cultural festivals).
With RDF (Resource Description Framework) [CW14] a data model was created and
standardized that enables machine-processable data to be published on the Web as
Linked Data [HB11]. RDF represents information in the form of a graph built from
unique identifiers of entities (e.g., unique identifiers for a city or an airport) and unique
identifiers of relations (e.g., unique identifiers for the relations is located near or has
mean temperature). In the last years, more and more data has been published in RDF
and large quantities are available today, thus offering potential for interesting use-cases
exploiting this wealth of machine-processable data.
While RDF is primarily machine-processable, RDF data should be related to natural
language (e.g., English) for a couple of reasons:
• An expert user capable of writing queries in a formal query language needs to
understand which entities and relations to use when formulating the query. For
example, the user needs to know the unique identifier of the relation that expresses
that something is located geographically near something else. Ideally, these
entities and relations are explained in natural language.
2Is the man using the telescope to see the woman or does the man see the woman carrying the telescope?
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• The majority of users of the Web are not experts in Semantic Web technologies
and therefore not able to write formal queries. These users would communicate
their information need to a semantic search [GMM03] interface for example as
a set of keywords or as a natural language question. The interfaces then need to
identify entities and relations related to these keywords for the purpose of creating
a formal query. Furthermore, search interfaces trying to resolve ambiguities during
interpretation of the user’s information need may resolve ambiguities by engaging
in a clarification dialog with a user and therefore need to have natural language
expressions available so that the search interfaces can provide alternative options
in natural language.
• Once a search interface has executed a query and retrieved results, the data needs
to be communicated to the user. While some query results might be very simple
such as yes or no, a telephone number, or a set of links to documents and can
thus easily be displayed to the user, they can also be more complex, such as in
the example above, where the resulting RDF graph would consist of information
about airports, flights, dates, prices, destinations, events, and the relations between
the entities.
Where RDF data is not related to natural language this constitutes a gap. A gap between
RDF and natural language (be it English or any other natural language) would limit the
applicability of the Web of Data and impede realization of systems supporting interesting
use-cases. In this thesis we investigate which research interactions with RDF data need
to be supported by a Virtual Research Environment in the context of a concrete research
practice: the qualitative and quantitative analysis of a large digital corpus of educational
lexica in the field of History of Education. Furthermore, we propose a set of metrics to
study the gap between RDF and natural language. Given a large subset of the Web of
Data we find that the gap exists and therefore propose reducing it via an approach that
provides human-readable names for entities. We make the behavior of search interfaces
transparent by verbalizing system-generated formal queries – queries formulated in
the RDF query language SPARQL [PS08] – in English, introduce a template-based
approach to verbalize RDF graphs, and provide a method that automatically induces




The principal research question of this thesis concerns interfaces enabling human
users to interact with the Web of Data. This question is broken down into ten individ-
ual research questions which are briefly introduced.
Interaction with RDF data in a Virtual Research Environment
Research Question 1.1 How can capabilities of researchers be enhanced by a semanti-
cally-enhanced Virtual Research Environment?
In the context of a Virtual Research Environment (VRE) that is based on Semantic Web
technologies and where research objects are described in RDF, certain interactions with
research data in various stages of corpus-based analysis may be enabled or enhanced via
Semantic Web technologies. We give an example of a concrete research practice: the
qualitative and quantitative analysis of a large digital corpus of educational lexica in the
field of History of Education.
Research Question 1.2 How can research interactions be enabled by a semantically-
enhanced Virtual Research Environment?
Besides interactions between researchers and RDF data in the semantically-enhanced
Virtual Research Environment, we investigate how socio-technical interactions between
researchers and, for example, digital libraries can be enabled.
Labels in the Web of Data
Research Question 2.1 Which properties are used for the purpose of labeling?
Entities in the Web of Data need to have human-readable names, known as labels, so
that labels can be shown to humans in user interfaces, labels can be searched for in
search applications, and natural language can be generated from RDF data. The RDFS
vocabulary provides the property rdfs:label. However, several other properties are
in use for the same purpose and these properties are not always explicitly linked to the
property rdfs:label thus they cannot be automatically identified as labeling properties.
Research Question 2.2 Which metrics help study the properties of labeling within a
dataset?
The quality of an RDF dataset can be assessed in terms of the availability of labels.
Besides the availability of labels, further criteria, such as the availability of labels in
multiple languages, are also relevant. A set of label-related quality criteria and metrics
is required when studying the state of labeling in a dataset of the Web of Data.
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Research Question 2.3 What is the state of labeling in the Web of Data according to
these metrics?
Once a set of label-related metrics is defined, the Web of Data (or a subset thereof) can
be analyzed according to these metrics for the purpose of studying the state of labeling.
Insights gained through these analyses can be relevant for dataset providers as well as
developers of user interfaces to RDF datasets.
Analyzing SPARQL query logs
Research Question 3.1 How can human-readable labels be derived from variable
names in SPARQL queries?
Our assessment of the state of labeling in the Web of Data showed that a large percent-
age of entities lack a label. Human authors of SPARQL queries (SPARQL is a query
language for RDF data) may use meaningful variable names, thereby reflecting their
knowledge about entities. From variable names labels can potentially be derived.
Research Question 3.2 Which SPARQL graph patterns are common?
Knowing about frequent common structures of SPARQL queries and their number of
occurrence in a real dataset is valuable information for RDF database engine developers.
Knowledge about frequent common structures can be helpful for designing indexing and
caching strategies for the purpose of increasing the performance of query engines.
Verbalizing SPARQL queries
Research Question 4 How can SPARQL queries be verbalized in a mostly schema-
agnostic manner?
Search interfaces to RDF datasets exist that generate SPARQL queries based on the
interpretation of the user’s information need where the user provides hints about the
information need via keywords or a natural language question. For the purpose of
enabling a user to observe a potential discrepancy between the information need and the
system-generated query, the meaning of a SPARQL query needs to be communicated
to the user. Verbalizing a query is the task of rendering its meaning in the form of text.
Ideally, such an approach does not depend to a specific schema (e.g., specific entities or
relations) but is schema-agnostic: being applicable on any RDF dataset independently
of the entities and relations being used.
Verbalizing RDF graphs
Research Question 5.1 How can RDF graphs be verbalized as a single sentence using
a template?
The different syntaxes of RDF are not suitable for presentation to casual users. How-
ever, information encoded in RDF can be of interest to users: e.g. when RDF data is
returned by a search interface or a tool that extracts information from text, represents
the information as RDF and presents the information to a human user. Verbalizing an
5
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RDF data graph by verbalizing each triple individually, which is explored by related
approaches, results in unnatural texts since sentences in natural language usually express
multiple triples in a concise manner. Having templates where a template allows an RDF
graph to be verbalized as a single sentence would enable the concise verbalization of
RDF graphs.
Research Question 5.2 How can RDF verbalization templates be learned from a paral-
lel text-data corpus?
Manual creation of RDF verbalization templates is tedious work. Templates are domain-
specific and genre-specific – thus they cannot be reused for other domains and genres.
Therefore, an approach that automatically induces templates from examples is desirable.
From domain-specific and genre-specific examples it would automatically learn appro-
priate templates. A parallel text-data corpus consisting of texts where entities and their
relations expressed in texts are also expressed formally as RDF data can potentially be
used to learn how RDF graphs can be expressed in natural language. Resulting templates
are as concise as the example sentences the templates are learned from, and they are
natural since the example texts provide evidence for the naturalness of the extracted
patterns. This is in contrast to the results of verbalization approaches that verbalize each
triple individually.
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1.3 Contribution of the Thesis
This thesis makes the following contributions:
• To address RQ1.1 How can capabilities of researchers be enhanced by a semanti-
cally-enhanced Virtual Research Environment? and RQ1.2 How can research
interactions be enabled by a semantically-enhanced Virtual Research Environ-
ment? we engage with a concrete research community and identify and support a
set of research tasks: importing research data, enriching research data, linking to
external data, data cleansing, exploring and analyzing, and export and sharing and
enable previously unsupported interactions between life-cycles. The research in-
teractions are supported via a set of tools developed for this purpose as extensions
to MediaWiki (OfflineImport, SemanticImageAnnotator, SemanticTextAnnotator,
SemanticWebBrowser (co-developed), and AnalysisTool).
• For the purpose of addressing RQ2.1 Which properties are used for the purpose
of labeling? we analyze the Billion Triples Challenge (BTC) corpus,3 which is
a large snapshot of the Web of Data. From a set of 3,167,799,445 quadruples
we derive 36 properties (shown in Table 4.1, p. 53) as labeling properties. Most
of these properties are not connected to rdfs:label in a way that would allow
machines to automatically discover the alternative labeling property.
• We introduce four label-related metrics thus addressing RQ2.2 Which metrics help
study the properties of labeling within a dataset?: Completeness is defined as the
ratio of entities in a dataset that have a label; efficient accessibility is defined as
the ratio of RDF terms in a dataset that have a label; unambiguity is defined as the
ratio of entities that have more than one label; and multilinguality of a property is
the number of languages for which labels are provided for entities in a dataset.
• To address RQ2.3 What is the state of labeling in the Web of Data according to
these metrics? we analyze the BTC dataset and find that: regarding completeness,
only 38.2% of all non-information resources have a label; regarding efficient
accessibility, labels for non-vocabulary URIs are only provided within a dataset in
33.82% of cases; regarding unambiguity, most labels (98.0%) are unambiguous;
and multilinguality is a strongly underexploited feature. Either no language tag is
used, or few languages such as English, German, and French, dominate.
• We present and evaluate an approach to derive human-readable labels from vari-
able names in SPARQL queries from a large set of SPARQL queries which we
extracted from the DBpedia4 and SWDF5 query logs. The evaluation shows
3The Billion Triples Challenge (BTC) corpus is a dataset consisting of Linked Data crawled from the web.
The 2014 crawl is available at http://km.aifb.kit.edu/projects/btc-2014/ (last accessed 2015-01-02)
4DBpedia is a dataset extracted from Wikipedia, see [Aue+07].




that the approach is applicable for deriving human-readable labels, thus we ad-
dress RQ3.1 How can human-readable labels be derived from variable names in
SPARQL queries?
• For the purpose of addressing RQ3.2 Which SPARQL graph patterns are common?
we analyze a large set of SPARQL queries extracted from the DBpedia and SWDF
query logs. We develop a hypergraph-based visualization of the most frequently
occurring graph patterns and apply it to visualize our measurement results in
Figure 5.3 (p. 70) and Figure 5.4 (p. 71).
• We introduce a domain-independent SPARQL query verbalization approach based
on domain-independent templates to address RQ4 How can SPARQL queries be
verbalized in a mostly schema-agnostic manner? Being schema-independent
renders the verbalization system potentially applicable in many domains. The
approach is mostly schema-agnostic because, besides being tied to a set of prop-
erties known to be labeling properties (e.g., the property rdfs:label) and the
property rdf:type, all other elements (properties, classes, and instances) are
treated only based on linguistic cues found in their labels, their local name, or their
fragment identifier. In a comparative evaluation our approach outperforms the
state of the art approach SPARQL2NL by obtaining higher or equal accuracy (43
cases (37.72%) and 66 cases (57.89%) respectively); higher or equal syntactical
correctness (52 cases (45.61%) and 45 cases (39.47%) respectively); and higher or
equal understandability (74 cases (64.91%) and 16 cases (14.04%) respectively).
In a non-comparative evaluation our system successfully verbalized 98.6% (287/291)
of our query dataset built from queries from the QALD (Question Answering over
Linked Data)6 challenges. In 70 out of 120 cases the evaluators attested the best
score for syntactical correctness (58.33%), in 47 out of 120 cases the evaluators
attested the best understandability score (39.16%).
• To address RQ5.1 How can RDF graphs be verbalized as a single sentence using
a template? we formally introduce RDF verbalization templates consisting of
a sentence pattern which includes modifiers and a graph pattern of unrestricted
size. These templates allow RDF data to be verbalized in sentences. Furthermore,
to address RQ5.2 How can RDF verbalization templates be learned from a par-
allel text-data corpus? we devise an approach that automatically induces RDF
verbalization templates from a parallel corpus. Automatic induction is relevant
since manual creation of templates is tedious work. Furthermore, automatically
inducing templates from examples has the benefit of generating sentences that are
similar in style to those found in the example texts. The approach is based on the
distant supervision principle: training data is generated automatically by aligning
a database of facts with text; therefore, no hand-labeled data is required. The
approach does not use language resources such as parsers or dictionaries and is
6See http://greententacle.techfak.uni-bielefeld.de/~cunger/qald/ (last accessed 2015-01-02)
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thus language independent. Furthermore, it does not depend on a certain ontology.
While the approach induces patterns that contain terms from the ontology used in
the corpus, the approach does not require that a certain ontology is used.
We validate the feasibility of the approach for English and German given a
large parallel text-data corpus consisting of texts from Wikipedia and data from
DBpedia. We show that there are plenty of groups of sentences that share an
equivalent sentence abstraction. The more such groups exist, the more templates
can potentially be induced. In total, we derived 5066 templates. Evaluation of the
coverage shows, that: 1) given this set of templates, a large part of the DBpedia
data can be verbalized; and 2) most templates are applicable to a large number of
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1.5 Guide to the Reader
This thesis consists of eight chapters. Each core chapter (Chapter 3 - Chapter 7) i)
declares a problem, ii) discusses related work, iii) presents an approach, iv) evaluates
the approach or carries out experiments, v) draws conclusions, and vi) presents a list of
contributions. The thesis ends with a summary of the main conclusions and provides an
outlook in Chapter 8.
Chapter 1 The first chapter introduces this work, breaks down the principal research
question into ten individual research questions, presents the main contributions,
lists published results, and provides this guide to the reader.
Chapter 2 The second chapter reviews fundamentals in Semantic Web technologies,
Semantic MediaWiki, and Natural Language Generation.
Chapter 3 The third chapter presents research interactions with RDF data enabled by a
semantically-enhanced Virtual Research Environment and addresses the following
research questions:
RQ1.1 How can capabilities of researchers be enhanced by a semantically-
enhanced Virtual Research Environment?
RQ1.2 How can research interactions be enabled by a semantically-enhanced
Virtual Research Environment?
Chapter 4 The fourth chapter studies the state of labeling in the Web of Data and
addresses the following research questions:
RQ2.1 Which properties are used for the purpose of labeling?
RQ2.2 Which metrics help study the properties of labeling within a dataset?
RQ2.3 What is the state of labeling in the Web of Data according to these metrics?
Chapter 5 The fifth chapter presents a method to derive labels from variable names in
SPARQL queries and addresses the following research questions:
RQ3.1 How can human-readable labels be derived from variable names in
SPARQL queries?
RQ3.2 Which SPARQL graph patterns are common?
Chapter 6 The sixth chapter presents an approach to verbalize SPARQL queries and
addresses the following research question:
RQ4 How can SPARQL queries be verbalized in a mostly schema-agnostic man-
ner?
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Chapter 7 The seventh chapter introduces RDF verbalization templates and presents
an approach to induce these templates from example data. The following research
questions are addressed:
RQ5.1 How can RDF graphs be verbalized as a single sentence using a template?
RQ5.2 How can RDF verbalization templates be learned from a parallel text-data
corpus?
Chapter 8 The last chapter concludes the thesis with a summary, discusses the main
conclusions, and provides an outlook on future work.
On the use of pronouns:
• In the content chapters (Chapter 3 - Chapter 7) I use the form we instead of I, since
the work was published together with coauthors. In most publications, however,
I provided the main contribution and was acknowledged as first author. Using
the form we instead of I serves for the purpose of acknowledging my coauthors.
These collaborations always involved fruitful discussions and the exchange of
ideas. For those publications where I did not appear as first author I put a focus
on my contributions.
• For the purpose of avoiding gender bias in writing, I try to avoid third-person




This chapter briefly introduces Semantic Web technologies (RDF, LinkedData, and
SPARQL), Semantic MediaWiki, and Natural Language Generation.
2.1 Semantic Web Technologies
The Semantic Web vision is to extend the Web of Documents with a Web of Data
where information becomes processable for machines [BLHL+01]. For the purpose of
realizing the Semantic Web vision, several technologies have been developed that make
up the semantic web stack, depicted in Figure 2.1. Core parts have already been realized.
Layers drawn with dashed lines still lack mature standards and tooling. In the context
of this thesis, the relevant technologies are RDF and SPARQL, which are therefore
introduced in the following sections. For a textbook-style introduction to Semantic Web























2.1.1 RDF Data Model, Vocabulary, and Schema
RDF Data Model
RDF (Resource Description Framework) is the core data model of the Semantic Web.
RDF allows statements about resources1 to be made in the form of RDF graphs where an
RDF graph consists of a set of RDF triples. An RDF triple ps, p, oq is an ordered set of
three RDF terms: a subject s P UYB, a predicate p P U, and an object o P UYBYL.
An RDF term t P T is either a URI u P U, a blank node b P B, or a literal l P L where
T  U Y BYL andU, B, and L are pairwise disjunct.
A URI (Uniform Resource Identifier) is a string of characters used to identify a resource.
A resource might be anything from a person to an abstract idea to a simple document
on the Web. For example, the URI http://dbpedia.org/resource/Karlsruhe is
an identifier for the city of Karlsruhe in Germany. This URI (and per definition every
URI) is a unique identifier, since the URI identifies exactly one resource.2 Whereas
terms in natural language may be ambiguous such as fluke, a URI enables referring
unambiguously to a resource. The resource a URI refers to is either an information
resource (IR) or a non-information resource (NIR). Information resources are resources
that consist of information, such as a JPG file or an office document, and therefore all
of their essential characteristics can be conveyed in a message and be transported over
protocols such as HTTP. IRs can be copied from and downloaded via the Internet given
their URIs – dereferencing (also called resolving) a URI means to send an HTTP request
to the URI to obtain a representation of the resource that it identifies. Disjoint from the
set of information resources is the set of non-information resources – resources that
cannot be accessed and downloaded via the Internet – such as a person or a country.
Nevertheless, non-information resources can be identified with URIs.
URIs with a hashmark (#) contain a fragment identifier after the hashmark. For example,
the fragment identifier in the URI http://www.example.com/about#bob is bob. The
local name is the string after the last slash (/) and before the hashmark, or, if the URI
contains no hashmark, the end of the URI. The local name of the URI above is about.
A literal is a string of characters that is either language-tagged (a language-tagged
literal) or typed (a typed literal).3 For example, a country may have language-specific
names (e.g., the Russian capital Moscow has the German name Moskau). Tagging each
1Within this thesis, the terms resource and entity are used synonymously. However, mostly the term entity is
used.
2RDF does not have a Unique Name Assumption. If two URIs are different, they may refer to the same
resource – there can be multiple unique identifiers that all refer to the same resource. For example, the URIs
http://dbpedia.org/resource/Karlsruhe and http://wikidata.org/entity/Q1040 both refer
to the city of Karlsruhe.
3While in RDF 1.0 a literal could also be neither tagged nor typed (a plain literal), RDF 1.1 does not allow
plain literals anymore.
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name with the appropriate language allows applications to select and display names in a
language understood by the application’s current user. Just as values in programming
languages can be typed (e.g., integer, float, boolean), literals can be typed.
A blank node represents a resource for which no URI or literal is given. Amongst other
uses, blank nodes can be used when representing n-ary (with n ¡ 2) relationships. For
example, given that according to a certain cooking recipe a certain cake is made with
300g of butter, the ingredient relation is n-ary (with n  4): the cake, the ingredient’s
type (butter), the ingredient’s amount (gram), and the amount’s value (300).4
RDF Syntaxes
RDF data can be represented in a variety of syntaxes, such as RDF/XML,5 Turtle,6
N-Triples,7 N-Quads,8 N3,9 and JSON LD.10 In this thesis the Turtle serialization is
used since Turtle is the most concise and readable serialization format and it is similar to
SPARQL – the RDF query language (see Section 2.1.3). Instead of formally introducing
the syntax, and since not all language features are used within later chapters of this
thesis, only a subset of the main characteristics is shown with an example of a small
RDF graph serialized in Turtle in Listing 2.1.
1 @prefix dbpedia-owl: <http://dbpedia.org/ontology/> .
2 @prefix dbr: <http://dbpedia.org/resource/> .
3 @prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> .
4 @prefix rdfs: <http://www.w3.org/2000/01/rdf-schema#> .
5 @prefix owl: <http://www.w3.org/2002/07/owl#> .
6 @prefix ex: <http://www.example.org/> .
7 @prefix xsd: <http://www.w3.org/2001/XMLSchema#> .
8
9 dbr:Karlsruhe rdf:type dbpedia-owl:Town .
10 dbr:Karlsruhe rdfs:label "Karlsruhe"@en .
11 dbr:Karlsruhe dbpedia-owl:populationTotal "288917"^^xsd:integer .
12 dbr:Karlsruhe owl:sameAs <http://wikidata.org/entity/Q1040> .
13 ex:MarbleCake ex:hasIngredient _:b1 .
14 _:b1 rdf:type ex:Butter .
15 _:b1 ex:hasAmount ex:Gram .
16 _:b1 ex:hasValue "300"^^xsd:integer .
Listing 2.1: A small RDF graph serialized in Turtle
4This example can be found in [Cim+13].
5See http://www.w3.org/TR/rdf-syntax-grammar/ (last accessed 2015-01-02)
6See http://www.w3.org/TR/turtle/ (last accessed 2015-01-02)
7See http://www.w3.org/TR/n-triples/ (last accessed 2015-01-02)
8See http://sw.deri.org/2008/07/n-quads/ (last accessed 2015-01-02)
9See http://www.w3.org/TeamSubmission/n3/ (last accessed 2015-01-02)
10See http://www.w3.org/TR/json-ld/ (last accessed 2015-01-02)
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The first seven (1–7) lines are prefix definitions. These enable shortening URIs in the
following lines. The lines 9–16 show triples. Each triple ends with a dot. Most URIs
are shortened. For example, the URI http://dbpedia.org/resource/Karlsruhe
is shortened to dbr:Karlsruhe given the prefix definition for dbr in line 2. Line 10
contains a language-tagged literal in the object position – the language tag en stands for
the English language. The triple in line 11 contains a typed literal in the object position.
The value of the literal is 288917 and the type is xsd:integer, which is the datatype’s
shortened URI. URIs that are not shortened, such as the one in the object position of the
triple in line 12, are embraced in angle brackets (<...>). Line 13 contains a blank node
in object position. This blank node appears in the subject position of the triples in lines
14 to 16.11
Occasionally in this thesis, for the case of brevity, the prefix is omitted in shortened URIs
as in :birthPlace if the complete URI is not relevant for the purpose of explaining an
issue by giving an example. Furthermore, occasionally in this thesis the trailing dot is
omitted if the triple appears within text.
RDF Vocabulary and RDF Schema
Besides defining the data model, the RDF specification defines a set of RDF terms which
form the RDF vocabulary. The most prominent term is rdf:type. Other terms support
features such as RDF containers and reification. The RDF Schema vocabulary extends
the RDF vocabulary and allows the semantics12 of classes and properties to be defined.
The most prominent terms of the RDF Schema vocabulary are rdfs:subClassOf,
rdfs:subPropertyOf, rdfs:domain, and rdfs:range.
rdfs:subClassOf The property rdfs:subClassOf enables a class hierarchy to be
defined, as in ex:Human rdfs:subClassOf ex:Mammal ("Every human is a
mammal").
rdfs:subPropertyOf The property rdfs:subPropertyOf enables one property to
be defined as sub-property of another property, which means that all entities related
via the sub-property are also related with the super-property. For example, given
the sub-property definition foaf:name rdfs:subProperyOf rdfs:label,
from the statement dbr:Karlsruhe foaf:name "Karlsruhe"@en the state-
ment dbr:Karlsruhe rdfs:label "Karlsruhe"@en can be inferred.13
11Turtle allows the triples in lines 13–16 to be expressed as ex:MarbleCake ex:hasIngredient [
rdf:type ex:Butter ; ex:hasAmount ex:Gram ; ex:hasValue "300"ˆˆxsd:integer ] .
This notation is not introduced here since it is not used in later chapters of this thesis.
12More semantics can be specified using the OWL (Web Ontology Language) vocabulary. For example, in
OWL it is possible to specify, amongst other things, that a property is transitive and that a person can have at
most one age. See http://www.w3.org/TR/2012/REC-owl2-syntax-20121211/ (last accessed 2015-01-02)
13RDFS entailment patterns specify formally how to infer statements from other statements. See
http://www.w3.org/TR/2014/REC-rdf11-mt-20140225/#rdfs-entailment (last accessed 2015-01-02)
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rdfs:domain, rdfs:range Using the properties rdfs:domain and rdfs:range,
the domain and range of a property can be specified, as in foaf:based_near
rdfs:domain geo:SpatialThing . foaf:based_near rdfs:range
geo:SpatialThing . Given these domain and range statements, from
a statement ex:Karlsruhe foaf:based_near ex:Stuttgart it follows
that ex:Karlsruhe and ex:Stuttgart are both instances of the class
geo:SpatialThing.
2.1.2 Further Relevant Concepts
Linked Data The term Linked Data refers to a set of best practices14 for publishing
and connecting structured data on the Web.15 The Linked Data principles [BL06]
are defined by Berners-Lee as follows:
1. Use URIs as names for things.
2. Use HTTP URIs so that people can look up those names.
3. When someone looks up a URI, provide useful information, using the stan-
dards (RDF*, SPARQL).
4. Include links to other URIs. so that they can discover more things.
LOD Linked Open Data is Linked Data which is open – open data and content can be
freely used, modified, and shared by anyone for any purpose.16
The Linking Open Data community project17 aims to publish open datasets as
RDF on the Web and interlinking these datasets.
Quad & Context While the RDF definition does not define the notion of context,
applications may need to add contextual information to a triple, such as the triple’s
origin, and treat a triple based on its origin, for example, to distinguish triples from
trusted sources from triples from untrusted sources. Harth and Decker [HD05]
thus extend triples ps, p, oq to quads ps, p, o, cq with c P U Y B.
14See http://www.w3.org/TR/ld-bp/ (last accessed 2015-01-02)
15See http://linkeddata.org/faq (last accessed 2015-01-02)
16See http://opendefinition.org/ (last accessed 2015-01-02)





SPARQL is the W3C Recommendation [HS10] for querying and accessing RDF data.18
A SPARQL query consists of up to five parts:
Prefix Declarations As in Turtle, the definition of prefixes allows shortened URIs to
be used.
Dataset Clause In cases where a triple store hosts multiple datasets, those datasets
to be incorporated in the query can be specified in the dataset clause. Moreover,
datasets can be dereferenced.
Result Clause The result clause specifies the query form (SELECT, ASK, CONSTRUCT,
or DESCRIBE) as well as the projection variables.
Query Clause Within the query clause the query patterns are specified. Query patterns
are matched against the data graphs resulting in variable bindings.
Solution Modifiers Query results can be ordered, sliced, and paginated.
SELECT queries result in a list of mappings from variables to RDF terms, ASK queries
return true if there is a match for the pattern defined the query clause, CONSTRUCT allows
to query data and to return RDF by defining an RDF template with which query results
are formatted, and DESCRIBE requests RDF descriptions about an RDF term.
Figure 2.219 gives an example of a simple SPARQL SELECT query. Prefixes are declared
in the first two lines. The dataset clause is omitted – the default dataset is queried. The
query form is SELECT, as specified in line three, as part of the result clause. Moreover
specified in the SELECT clause are the two projection variables ?label and ?lang
where ?lang is the result of applying the lang operator to the value of the variable
?label. The lang operator returns the language tag of the literal it is applied to. The
query clause consists of a triple pattern in line four and a filter expression in line five.
An RDF graph pattern is a set of triple patterns and an RDF triple pattern (s,p,o) consists
of a subject s P T YV, a predicate p P U YV, and an object o P T YV whereV is
a set of variables. The filter expression removes all results where the language tag of the
value bound to ?label is equal to en. The solution modifier in line six specifies that
the results are ordered according to the values of ?lang and that only up to ten results
are selected. In one sentence, what the query does is to query for up to ten non-English
labels for the city of Karlsruhe and sorts them by the name of the languages. Visualizing
the results in tabular form results in a table with two columns with labels in the first
column and corresponding languages in the second column.
18See also [PAG08] for the semantics of SPARQL.
19This query can be executed on the public DBpedia endpoint at http://dbpedia.org/sparql (last accessed
2015-01-02).
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SELECT ?label (lang(?label) AS ?lang) WHERE {
dbr:Karlsruhe rdfs:label ?label .
FILTER(!lang(?label)="en")
} ORDER BY ?lang LIMIT 10
Listing 2.2: An example of a SPARQL SELECT query
label lang












Figure 2.2: Result of executing the SPARQL query from Listing 2.2 on the DBpedia endpoint.
Further language constructs relevant in the context of this thesis are DISTINCT, COUNT,
OPTIONAL, and UNION:
DISTINCT This solution modifier eliminates duplicate solutions from the result set.





SELECT DISTINCT ?name WHERE {
?person rdf:type dbpedia-owl:Person .
?person foaf:givenName ?name .
} LIMIT 10




Without the DISTINCT modifier the result set contains duplicate values since the
result set is a set of tuples (?person, ?name) where only the names are displayed.
COUNT COUNT is an aggregate function and aggregates are defined in version 1.1 of
SPARQL. For example, it enables the quantification of a result set, as in the
following query which retrieves the number of persons known to DBpedia:
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX dbpedia-owl: <http://dbpedia.org/ontology/>
SELECT COUNT(*) WHERE {
?person rdf:type dbpedia-owl:Person .
}
COUNT can be combined with DISTINCT as in COUNT(DISTINCT ?name)). * is
a shorthand notation for selecting all query variables as projection variables.
OPTIONAL Optional parts of a query can be specified with the OPTIONAL keyword. For
example when querying DBpedia for persons and their gender, as shown in the
following query, not for every person the gender needs to be known. Since the




SELECT * WHERE {
?person rdf:type dbpedia-owl:Person .
OPTIONAL {
?person dbpedia-owl:gender ?gender .
}
} LIMIT 10
UNION Alternatives can be specified using the UNION keyword. For example, DBpedia
provides several properties that relate a person to the person’s place of birth. The
following query retrieves the places of birth for Ryuichi Sakamoto where at least







SELECT * WHERE {
{ dbr:Ryuichi_Sakamoto dbpedia-owl:birthPlace ?place . }
UNION
{ dbr:Ryuichi_Sakamoto dbpprop:placeOfBirth ?place . }
}
2.2 Semantic MediaWiki
A wiki is a collaboratively edited website. A well-known wiki is Wikipedia21 – an online
encyclopedia. The wiki software underlying Wikipedia is MediaWiki.22 MediaWiki
provides a markup syntax so that editors, besides working with content, can also format
the content, for example, to change the font style, link pages, create paragraphs and
tables, and categorize pages.
The functionality of MediaWiki can be extended by installing what are known as
extensions. Semantic MediaWiki23 (SMW) is an extension that brings ideas from the
Semantic Web to MediaWiki by allowing content to be annotated, queried, and exported
as RDF data. For example, imagine the sentence
Karlsruhe is a city in Germany with a population of 299,103.
[[Category:City]]
in the article about Karlsruhe. Wiki markup allows links to be added to the content of
the page as in the following sentence:
Karlsruhe is a city in [[Germany]] with a population of
299,103. [[Category:City]]
The brackets embracing Germany turn that string into a link to the wiki page with the
name Germany. While for a human that understands English it is clear from this sentence
that the sentence expresses the located_in relation between Karlsruhe and Germany,
for a machine not capable of Natural Language Understanding it is only known that Karl-
sruhe and Germany are related via a link. Semantic MediaWiki extends the link syntax
21http://www.wikipedia.org/
22Available at http://www.mediawiki.org/wiki/MediaWiki (last accessed 2015-01-02)
23Available at http://semantic-mediawiki.org/ (last accessed 2015-01-02)
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for the purpose of explicitly naming the relation, as in [[located_in::Germany]].
Now, a machine can derive the triple
ex:Karlsruhe ex:located_in ex:Germany .
where ex:Karlsruhe, ex:located_in, and ex:Germany are unique identifiers. Fur-
thermore, the extended syntax allows values to be annotated, such as the population
value:
Karlsruhe is a city in [[located_in::Germany]] with a
population of [[population::299,103]]. [[Category:City]]
As in RDF where properties are either object properties (the property’s domain is a set
of entities) or datatype properties (the property’s domain is a datatype), this distinction
can be made in SMW. Therefore, each property can have its own wiki page where the
property’s type is declared. In this example, declaring the type of the population property
as integer and the type of the located_in property as page has the effect that in the
example sentence, Germany is displayed as a link whereas the population value is not
displayed as a link.
The benefit of typing links, annotating values, and declaring properties comes with the
query and export functionalities provided by SMW. An example of a query that exploits
the properties introduced above is shown below:




The query retrieves from the wiki all entities that are categorized as city and that are
located in Germany. The query results in a table where the entity (here: the name of the
city) is shown in the first column and the population value, where available, is shown in
the second column. These queries, known as inline queries, can be added to wiki pages
and can thus be altered by wiki editors. The inline query functionality is added to the
wiki syntax as a parser function (here, the name of the parser function is #ask).
Further MediaWiki extensions related to SMW add further result formats.24 Instead of
simple result formats such as table and list, query results can be visualized using bar
charts, on a map, on a timeline, as a graph etc.
24Available at http://www.mediawiki.org/wiki/Extension:Semantic_Result_Formats (last accessed
2015-01-02)
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Template pages are special wiki pages where the template’s content can be transcluded
into other pages. For example, if the page about every person were to show a timeline
visualizing the person’s achievements, then the query and visualization code could be
stored in a template. Each person page that calls this template will have the template’s
content transcluded. Variables can be passed to templates, so that, for example, within
the template, data can be stored in properties or inline queries can query for a person’s
data. Further parser functions such as #if25 allow, for example, reaction according to
a variable’s value or according to the result of a query. Templates can also be used as
result printers of inline queries, thereby enabling custom query result presentations.
SMW allows the user to import vocabularies26 and to bind properties defined within the
wiki to properties of the imported vocabulary. The RDF export functionality of SMW
enables export of a wiki’s structured data to RDF. For a wiki property that is bound
to a property from an imported vocabulary, the imported property’s unique identifier
is used within the RDF export instead of the property’s wiki-specific identifier. This
functionality increases the ease of reuse of exported RDF data.
The extension Semantic Forms27 adds an important feature to a wiki, since it allows the
user to add forms to the wiki that enables wiki pages to be created and a wiki page’s
structured data to be edited without a user seeing or editing wiki syntax. Thus, Semantic
Forms constitutes a low technological barrier for novice users to contribute content.
2.3 Natural Language Generation
Natural Language Generation (NLG) is “a subfield of artificial intelligence and computa-
tional linguistics that focuses on computer systems that can produce understandable texts
in English or other human languages” [RD00] in order “to meet specified communicative
goals” [McD92].
A natural language generation system may generate outputs directly for end users (com-
puter as author) or is used as an authoring aid where the generated text is subsequently
refined by a human.
2.3.1 Examples
Examples of NLG systems are WeatherReporter (computer as author), FoG (authoring
aid), ModelExplainer (computer as author), PEBA (computer as author), and Inquire
(computer as author):
25See http://www.mediawiki.org/wiki/Help:Extension:ParserFunctions#.23if (last accessed 2015-01-02)
26See https://semantic-mediawiki.org/wiki/Help:Import_vocabulary (last accessed 2015-01-02)
27See http://www.mediawiki.org/wiki/Extension:Semantic_Forms (last accessed 2015-01-02)
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• WeatherReporter [RD00] analyzes data from meteorological devices and produces
texts that retrospectively report about the weather in one calendar month. For
example, it may generate the following output:
The month was cooler and drier than average, with the average number of rainy
days. The total rain for the year so far is well below average. There was rain on
every day for eight days from the 11th to the 18th.
• The Forecast Generator FoG [GDK94] is a bilingual (English and French) re-
port generator that produces routine and special-purpose forecasts from graphical
weather depictions. It creates outputs indistinguishable from texts written by
human forecasters, for example:
WINDS NORTHWEST 15 DIMINISHING TO LIGHT MONDAY AFTERNOON.
CLOUDY WITH OCCASIONAL LIGHT SNOW. FOG PATCHES. VISIBILITIES 2
TO 5 NM IN SNOW.
FoG serves as an authoring aid and helps weather meteorologists compose fore-
casts.
• ModelExplainer [LRR00] generates textual descriptions from object-oriented
models, which are typically depicted graphically. For the purpose of maximizing
communicative efficiency – experiments have shown that a graphical represen-
tation is not suitable for certain user groups –, graphics are complemented by
natural language descriptions. The system generates hypertext. Underlined parts
are links to the description of the respective entity, as in the following example:
A Section must be taught by exactly one Professor and may belong to zero or more
Courses. It must be taken by one or more Students and may have at most one TA.
• PEBA [MTD96] is an intelligent encyclopedia about animals which generates
hypertext pages. Content and style of the generated pages depend on whether the
user is an expert or novice and what material the user has seen before. Moreover,
it allows comparisons of entities to be generated.
• A more recent NLG system is Inquire.28 Inquire is an interactive intelligent
biology textbook that answers students’ questions, engages their interest, and
improves their understanding [Cha+13].
2.3.2 Input
According to Reiter and Dale [RD00], input to an NLG system is a four-tuple pk, c, u, dq
where k is the knowledge source to be used, c is the communicative goal to be achieved,
u is a user model, and d is a discourse history. In the case of WeatherReporter, the
knowledge source is a database of numerical sensor measurements made at meteoro-
logical stations. The communicative goal is the purpose of the generated text, such
28See http://www.inquireproject.com/ (last accessed 2015-01-02)
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as to communicate information about a certain month. A user model may capture
characteristics of the intended audience and may, for example, capture which terms
the target audience understands and which terms are too technical for casual users. In
multi-interaction scenarios, which is the case for PEBA and Inquire, the dialog history
captures which information has already been communicated and which entities have
already been introduced, so that the system can avoid repetition and create output tailored
toward user and situation.
2.3.3 Tasks
According to Reiter and Dale [RD00], the NLG process can be thought of as consisting
of seven tasks:
Content Determination is the task of deciding which information to communicate.
For the purpose of summarizing the weather in a given month, WeatherReporter
operates on raw tabular data and structures it in the form of a collection of daily
weather records. From this data it creates messages – informational elements that
are deemed to be considered for inclusion in the generated text. For example, a
particular message might cover the fact that heavy rain fell on a particular day or,
as a more complex message (consisting of less complex messages), a message
could represent that a sunny day followed a day with heavy rainfall.
Document Structuring is the task of constructing messages from the input data and
of deciding for their order and structure.
Document Structuring can be realized in a bottom-up strategy by aggregating
messages to more complex messages. Complex messages define relations between
simple messages. A top-level message could, for example, provide slots for
messages that provide introductory information, such as the average weather in a
month, followed by messages about unusual events.
Lexicalization is the task of deciding which specific words and syntactic constructs to
use for expressing the content.
For example, a choice in this task could result, in the end, in two different output
sentences: It rained for seven days from the 20th to the 26th, or It rained during
Thanksgiving week.
Referring expression generation is the task of deciding how to refer to an entity
that has already been introduced.
Always explicitly referring to an entity in text adds an unnatural feel to the text.
Consider the two sentences The Eifel tower was built in 1889. The Eifel tower is
an iron lattice tower. Since the entity is already introduced in the first sentence,
the second sentence can be modified to It is an iron-lattice tower.
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Aggregation is the task of deciding how to map messages onto linguistic structures
such as sentences and paragraphs.
Imagine one message representing the fact that the Eifel tower was built in 1889
and another message representing that it is an iron-lattice tower. Aggregation of
these two messages for the purpose of communicating them in a single sentence
could, for example, result in the sentence The Eifel tower, an iron-lattice tower,
was built in 1889.
Linguistic Realization is the task of converting abstract representations of sentences
into real text. For example, care needs to be taken to correctly realize noun plural-
ization, to correctly introduce negations into sentences, or to generate sentences
in active or passive voice.
Structure Realization is the task of adding markup to the generated text in order to
be interpreted by the presentation system, such as a web browser. For example,
hyperlinks and paragraphs can be added, or the font style can be modified.
2.3.4 NLG in the Semantic Web
In the context of the Semantic Web, approaches exist that verbalize from data repre-
sented using a Semantic Web format. For example, approaches exist that verbalize
OWL ontologies [ALG13; AOK07; Bao+09; Bon05; BA+11; FKV10; Gal+09; GA07;
GNS10; KF07; PT10; Sch09; Ste+11; TWP11; Wil11], that verbalize from RDF data
[Fur+10; Pic+11b; SM07; SM06; WJ03; Wil03], or that verbalize SPARQL queries
[NN+13]. Besides approaches to generating text from a Semantic Web format, works
exist that induce ontology lexica [WUC13] or lexically ground ontologies [Cim+07;
Bui+09]. With lemon29 a model exists that enables lexical information to be provided in
the Semantic Web which can be applied to NLG. A good overview of Natural Language
Generation in the context of the Semantic Web is provided by Bouayad-Agha et al.
[BACW14].




In recent years, Virtual Research Environments (VREs) emerged as a topic referring
to the established research field in the digital humanities: enabling research practices
with digital tools. First projects in this area are realized and discussed by the community
[CR10; Dun09; Neu+09]. In the humanities, researchers point out that the data deluge
[HT03], which has influenced several national and supranational information policy
agendas in the sciences, does not cover the full range of aspects of research practices
in the humanities. While digital libraries and archives offer a new plurality of research
resources in the humanities, the complexity deluge [Dun09] formulates an opposite
agenda addressing the sometimes fuzzy, interfering and dispersed practices of humanities
research. A similar field of tension is articulated for the sciences as science friction
[Edw+11] by addressing the problems of different disciplines working on the same
phenomena and trying to interoperate. Another aspect is sharing of research data, which
is an intricate and difficult problem (conundrum) in science in general [Bor12].
A large-scale study on Virtual Research Environments points out the necessarily closely
involvement of researchers in the development process, that this process needs to be
executed iteratively with constant feedback from researchers [CR10], and that a VRE
needs to be conceptualized as a community building project rather than a technology
project. Borgman [Bor12] also stresses the point that close engagement with a specific
research community and an analysis of how data are handled is necessary. Thus,
requirements need to be articulated within research communities.
Based on these discussions, for the purpose of supporting actual research practice we
focus research data and the necessary interaction capabilities with research objects. The
development of a Virtual Research Environment is based on articulated needs in the
research community history of education. The articulated concrete need is to study
educational lexica from a discourse analytical perspective and to carry out qualitative
and quantitative analyses. Due to our close cooperation with the Research Library for the
History of Education (BBF – Bibliothek für Bildungsgeschichtliche Forschung) [Rit03]
we were able to access their holdings of digitized lexica and to import more than 20,000
lemmata (articles of lexica) as a starting point for interacting with the community. Aside
from data made available by the BBF, more and more digital libraries such as the
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Europeana1 or services of the German National Library2 are being established and are
making their content available using Semantic Web standards, thus they are publishing
RDF in the Web of Data. Thereby, new opportunities arise for research projects to
exploit these resources offering new capacities for research which can be addressed by
Virtual Research Environments offering a variety of methods and tools [Fra05; VP09].
In this chapter we answer the following research questions:
RQ1.1 How can capabilities of researchers be enhanced by a semantically-enhanced
Virtual Research Environment?
RQ1.2 How can research interactions be enabled by a semantically-enhanced Virtual
Research Environment?
The remainder of this chapter is structured as follows. Section 3.2 provides information
about the research project from which our results were obtained. Section 3.3 provides
an overview of related work and Section 3.4 presents our participatory design approach.
We argue that Semantic MediaWiki is a suitable platform in Section 3.5 and present the
research data lifecycle, explain how it is supported within the VRE, and how Semantic
Web technologies can be applied to enable new socio-technical interactions in Section 3.6.
We discuss the role of Semantic Web technologies in Section 3.7, draw conclusions in
Section 3.8, and highlight our main contributions in Section 3.9.
3.2 The SMW-Cora Project
Results presented in this chapter were obtained in the context of the project Entwicklung
einer Virtuellen Forschungsumgebung für die Historische Bildungsforschung mit Seman-
tischer Wiki-Technologie – Semantic MediaWiki for Collaborative Corpora Analysis
(duration: 1/2011 – 10/2014).3 The project targets the development of a Virtual Research
Environment (VRE) based on Semantic MediaWiki (SMW) for a collaborative analysis
of comprehensive digitized text corpora and an exemplified sustained nesting into the
professional community of researchers in the History of Education. Moreover, the
project aims to provide for a possible further use of the enrichment and analysis works
carried out by the researchers and in the long term, an infrastructural distribution of the
VRE (Semantic CorA) to other disciplines with community building.
The project was funded by the German Research Foundation (DFG) in the domain of
Scientific Library Services and Information Systems (LIS) and was realized in a co-
operation between the German Institute for International Educational Research (DIPF),
the Karlsruhe Institute of Technology (KIT), the Library for Research on Educational
1See http://www.europeana.eu (last accessed 2015-01-02)
2See http://www.dnb.de/EN/Service/DigitaleDienste/LinkedData/linkeddata_node.html (last acc. 2015-01-02)
3See http://www.semantic-cora.org/ about the VRE Semantic CorA.
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History (BBF), and historical educational researchers mainly of the Georg-August-
University Göttingen.
3.3 Related Work
Today, Virtual Research Environments (VREs) aim to enhance research by using the
capabilities of networked technologies, distributed resources and computational power.4
While, up to now, the facilitation of research in the fields of science and technology has
been focussed, the World Wide Web is beginning to impact on the fields of Humanities
and Social Sciences, addressing and enforcing collaboration of researchers in projects
and beyond. Some VREs have started to use Semantic Web technologies in order to
enhance research practices. MyExperiment is one example which allows users to create,
share and publish the workflows of scientists [DRGS09]. Accordingly, resources are
described using RDF. Furthermore, the VRE ourSpaces [Edw+12] uses an ontological
framework for provenance [Mor+08], semantic policy reasoning for access management
of resources [Şen+10], and a user interface to create metadata. While the library
community addresses the potential of VREs as a driving force for change [BS07] there
is still a lack of VREs that offer semantically-enhanced interactions on the research data
level: to interact with RDF data or interactions enabled by RDF data. Our VRE Semantic
CorA allows users to interact in various ways with research data encoded as RDF for
which the import process and the formal annotation are described in [Sch+11; SE12;
SE13].5 In comparison to other VREs, SMW-CorA integrates the research data itself
in a semantic environment and enables researchers to carry out research directly on a
semantic level: underlying research data as well as data created via research interactions
are represented as RDF whereas in previous approaches an additional translation process
was necessary.
In the domain of Semantic Web, Auer et al. [Aue+12] describe a life-cycle of Linked
Data. Beyond the scope of this work by Auer et al. we would like to emphasize the
possible intersections and overlappings of various life-cycles, which we address in a
research environment and its interactions with a digital library in a concrete field of
Humanities and Social Sciences. The background is that data practices in research and
the prospects of data sharing are identified as a conundrum, a problem which has to be
addressed for particular research communities and their concrete interactions in research
practice [Bor12].
4Some VREs are listed at http://misc.jisc.ac.uk/vre/projects (last accessed 2015-01-02)
5Further realizations of SMW as a VRE are Docupedia (http://www.docupedia.de) which is a reference work
in the area of historical research, [Huv12] as an archaeological infrastructure, [LS10] as an archaeological
corpus, http://wiki.digitalclassicist.org, and [Huv08] in the context of archives. The webpage




The field of corpora centered research in the digital humanities offers interesting insights
into the design of VREs. In the early 1990s, Biber pointed out the main aspects of corpus
design by problematizing a priori determinations of its boundaries and formal specifica-
tions. He recommends the selection of relevant objects and the formal description to
be realized as a cyclic or iterative process of corpus work [Bib93]. While a linguistic
approach mainly aims at a statistical ‘representation’ in relation to a target population,
qualitative corpus research, which is the focus here, pursues a so called qualitative
selection, i.e., a typification of yet unknown properties in research [ABG00]. We argue
that this indeterminacy of entities and properties in qualitative research emphasizes the
affordance of a VRE to enable researchers to intra-link the corpus – it means giving them
the ongoing capabilities to create, modify and re-arrange entities and properties while
doing research, thus interacting with RDF data. This topic of qualitative corpus research
addresses the research and design desideratum of qualitative annotations [Juo08] and a
demanded shift to further capabilities for the researcher to control the data [SHR08].
3.4 Design and Method
A recent large international survey of social media indicates that Web technology offers
great capacities to enhance research and data practices. The study shows that social
media are already used at all points of the research life-cycle, from identifying research
opportunities to disseminating findings at the end [Row+11]. Nevertheless, the challenge
is raised, especially in the humanities, that requirements should be articulated by the
scholars themselves [Bor09] and the solutions should be aligned to specific research
communities [Bor12].
Therefore, a specific approach is used for designing concrete capacities of interaction in
research practice: a participatory design approach with agile development has been taken,
as required for Virtual Research Environments [CR10; VP09]. Apart from researchers,
staff members working with a digital library (Research Library for the History of
Education, BBF) were involved as active participants in the requirement elicitation
and realization process. For establishing ongoing feedback loops we organized several
on-site meetings and continued to hold online team meetings in the course of the
project. Furthermore, the iterative development, the requirement elicitation as well as
the testing of the realized functionalities, relied on two researchers in the field of History
of Education who are carrying out their research in the VRE. Based on these interactions
a set of functionalities, for example, regarding data integration, annotation, analysis and
data export, were collaboratively articulated and realized. The requirements were either
confirmed or continuously differentiated and rearticulated. After introducing the VRE,
in particular the features, the syntaxes of MediaWiki, and Semantic MediaWiki to the
researchers, the researchers learned to carry out their research within this environment,
to explore the data by writing queries, and to adjust the VRE while being assisted when
32
3.5 Semantic MediaWiki as a Modular Platform
necessary by the developers. For two years the two Ph.D projects integrated more than
60 lexica and performed more than 17,700 edits.
3.5 Semantic MediaWiki as a Modular Platform
MediaWiki (MW) is the technological platform of the well-known online encyclopedia
Wikipedia. Realizing a Virtual Research Environment using MediaWiki, and its exten-
sion Semantic MediaWiki (SMW, see Section 2.2) has the benefit, that this platform is
supported by an active community, the user interface is well-known, and a number of
extensions are readily available. Moreover, crucial for the decision to use (Semantic)
MediaWiki as a platform were two factors:
1) MediaWiki, as a modular platform, can easily be adjusted, which is especially
relevant for the Humanities and Social Sciences research due to the heterogeneous
research data and flexible research processes. Compared to a content management
system (CMS), Semantic Mediawiki, as a technological platform, allows func-
tionalities to be added to the research environment that support specific research
interactions such as the creation of queries and automatic metadata creation. These
functionalities can be realized using Wikisyntax and are stored on Wiki pages.
Thus, they can be edited by users, which represents a lower technological barrier.
This leads to an adaptable research environment which facilitates the researchers’
modification of their research environment.
2) Furthermore, SMW allows interacting with the Web of Data since it allows
importing vocabularies and exporting data in RDF format.
3.6 The Research Data Life-Cycle and its
Interactions
Data providers may adhere to a data life-cycle model such as the DCC Curation Life-
cycle Model [Hig08]. While this model covers actions such as the access to the data
by designated users and reusers and the action of receiving data in accordance with
documented collecting policies, this model focuses on the curators’ perspective to
research data and needed interactions. Given a landscape with multiple data collections
maintained by diverse initiatives where overlap exists regarding the digital objects and
databases they are centered around, interactions not foreseen by the DCC model can
take place. Data consumers, e.g., researchers who perform research on data retrieved
from a digital library, may add new levels of data, enrich it with further information,
add missing pieces, create abstractions and aggregations, complement it with new data,
add new perspectives or identify and correct errors in the data. The main interactions,
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described in more detail in subsequent sections, in our realization of a heterogeneous
life-cycle model are as follows:
Importing research data: Research data such as historical lexica that are hosted by
a source such as a digital library and that are relevant for a particular research
project carried out within the VRE are imported.
Enriching research data: Research data imported into the VRE or created within the
VRE are enriched with further information, missing pieces are added, abstrac-
tions and aggregations are created, they are complemented with new data, and
perspectives are added.
Linking to external data: Corresponding entities in external data sets are identified;
links to these external entities are added to the VRE.
Data cleansing: Errors in the data are identified and corrected.
Exploring and analyzing: Unstructured and structured content can be explored; struc-
tured content can be analyzed qualitatively and quantitatively.
Export and sharing: Content can be selected and exported to allow for reuse by third
parties.
Note that these interactions need not be executed in any specific sequence. They can
be carried out at any time, in parallel, in any order and an arbitrary number of times.
Moreover, they are dependent on and enabled by semantic metadata. In the following
sections each of these interactions is discussed. Beyond performing interactions with
the digital library, the research projects carried out within the VRE may interact due to
overlap in lexica relevant to their projects, as well as with life-cycles of data outside the
VRE but within the Semantic Web in general.
3.6.1 Importing Research Data
As mentioned above, the research data of the example realization of the VRE are
historical lexica. Lexica that are of interest here are mainly available at the digital library
Scripta Paedagogica Online (SPO),6 hosted by the Research Library for the History of
Education (BBF)7 which has indexed the lexica and rendered them accessible online
as image files as part of their library life-cycle. The corpus contains a total amount
of nearly 22,000 articles and more than 25 lexica. Each lexicon is bibliographically
described as a collected edition in the library database allegro-C and the digital library
environment Goobi.8
6The lexica are available at
http://bbf.dipf.de/digitale-bbf/scripta-paedagogica-online/digitalisierte-nachschlagewerke (last accessed
2015-01-02).
7Bibliothek für Bildungsgeschichtliche Forschung: http://bbf.dipf.de/en
8See http://www.allegro-c.de/ and http://www.goobi.org
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The data consists of images of scanned pages and pertinent metadata. Therein, four levels
of entities, their properties and relations are formalized (lexicon, volume, lemma, and
image). The collection is accessible via an OAI interface.9 A custom-made application
of the VRE communicates with the interface, creates representations reflecting the
levels of entities within the VRE, and imports the scanned images [Sch+11]. How this
tool creates representations of the data within the VRE can be specified using XSLT10
(Extensible Stylesheet Language Transformations) documents. The development of
custom import tools is necessary if the data to be imported are not available via OAI.
Several Semantic Web vocabularies were imported into the VRE to represent the avail-
able metadata. These are: FOAF, PRISM, BIBO, SKOS, and DC.11 Using these well-
known vocabularies has benefits since this simplifies the reusability of exported data by
third parties as discussed in Section 3.6.6.
In addition to the life-cycle of the digital library, the researchers themselves have their
own life-cycles of creating and using research data. Thereby, they define the scope of
relevant lexica in respect to their research question which is iteratively adjusted while
getting new insights in the research process. To offer these capacities of integrating
lexica which are not digitized and available at the digital library SPO, the OfflineImport12
feature was developed. This feature allows creating pages for lexica, volumes, lemmata,
and images given a minimal set of metadata with minimal effort for the researcher.
Researchers can annotate the pages of these lexica and perform their analysis in the same
way as with the automatically integrated lexica. Thus, the data life-cycles of the digital
library and the research carried out within the VRE are interacting. This interaction offers
feedback in an additional direction: digital libraries can be informed about potential
consumers of relevant research data, they can set priorities in their digitization activities,
and inform the researchers once the requested content has been digitized.13
3.6.2 Enriching Research Data
Research data such as the imported lemmata need to be annotated to facilitate analysis.
In the Social Sciences this process of annotating segments of text is referred to as coding
where annotation facilitates qualitative and quantitative analysis of the content. Since the
research data, the historical lexica, are integrated as images from scanned pages, parts of
images are annotated instead of parts of texts. Therefore, we developed and published
9An OAI interface implements the Protocol for Metadata Harvesting (OAI-PMH) defined by the Open
Archives Initiative (http://www.openarchives.org/).
10See http://www.w3.org/standards/xml/transformation
11FOAF (Friend of a Friend ontology) [BM05], PRISM (Publishing Requirements for Industry Standard
Metadata) [IDE12], BIBO (The Bibliographic Ontology) [DG09], SKOS (Simple Knowledge Organization
System) [MB09], and DC (DCMI Metadata Term) [Boa12].
12The extension is available at: http://www.mediawiki.org/wiki/Extension:OfflineImportLexicon.
13 While these interactions are in principle possible and are technologically already realized within our VRE,
the processes are yet to be established with the BBF.
35
3 Semantic CorA
Figure 3.1: Example of an image in annotation display mode with five annotations.
the SemanticImageAnnotator (SIA) as an extension of MediaWiki. This extension allows
rectangular areas on images to be selected and annotated (either with free annotations
or existing thesauri or classification systems).14 Figure 3.115 shows an example of an
annotated image in annotation display mode: annotated rectangular areas are highlighted
and icons to edit, delete, and view an annotation are shown. Buttons enabling zooming
in and out are displayed above the image.
Although within the research projects currently carried out in our VRE the research
objects mainly consist of images (scanned pages of lexica), we developed a tool which
is similar to the SemanticImageAnnotator but allows texts instead of images to be
annotated: the SemanticTextAnnotator (STA).16 The STA extension prepares the VRE to
be suitable for carrying out future research projects where research resources are texts.
Figure 3.217 shows a screenshot of the STA. The vertical band on the left shows the
14This technique can be applied in further use cases of qualitative Social Sciences and Humanities projects
where images have to be coded (annotated). Further uses for the SIA tool are the annotation of technical
diagrams (construction plans, floor plans), pieces of visual art, photos where people and objects need to be
annotated, and the like. The extension is available at:
http://www.mediawiki.org/wiki/Extension:Semantic_Image_Annotator.
15The full picture has the identifier urn:nbn:de:0111-bbf-spo-13890627, is available online at
http://goobiweb.bbf.dipf.de/viewer/content/12268009x/800/0/00000350.jpg, and is part of the digitization
carried out by BBF (Bibliothek für Bildungsgeschichtliche Forschung) of the lexicon 1930-32 Spieler.
16The extension is available at: http://www.mediawiki.org/wiki/Extension:Semantic_Text_Annotator.
17The text is an excerpt from the speech I Have a Dream by Martin Luther King, Jr., delivered 28 August
1963, at the Lincoln Memorial, Washington D.C.
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Figure 3.2: Example of a text which is annotated using the SemanticTextAnnotator.
vertical extent of the annotations. Clicking on one of them causes the annotated text
area to be highlighted and the annotation’s metadata to be displayed in the box on the
right. The differences between annotations created with the STA and the usual SMW
annotations are: the properties of an annotation are stored on the annotation’s own wiki
page. Only begin and end markers are added to the annotated text. The benefits of this
approach are that an annotation itself can be annotated and that annotated sections in a
text may overlap.
Existing computer-based qualitative analysis tools provided guidance for the develop-
ment of an annotation tool. Compared to the prevalent tools Atlas.ti,18 NVivo,19 and
MaxQDA20 which are popular in the social sciences and humanities, we identified,
realized and confirmed further requirements:
1. A combined editing and query capability of bibliographic data, properties, classi-
fications and annotations;
2. Collaboration facilities in a Web-based environment;
3. Import and export capabilities with standard metadata vocabularies.21
As an example of an annotated part of an image, a section of an article of a lexicon




21This capability has recently be described as a key desideratum of existing software solutions within the
community of qualitative social science [CG11].
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Imported research objects: 
scanned pages 
Semantic network of 
metadata entities 
Figure 3.3: The layers of research data and the semantic network.
ideological argument, ii) the topic that is subject of the argument, and iii) the position
taken by the author towards this topic. Furthermore, the affiliation of the author, such
as the affiliation to a religious institution, can be stored on the author’s page. Thus, by
annotating and linking the imported and created research data, a semantic network of
relevant entities is created by the researchers. Each annotation is stored as an object that
links to the image and has semantic properties such as the coordinates on the image,
categories, tags, and any other property the researcher wishes to assign. This network
can then be subject to qualitative and quantitative analysis (as discussed in Section 3.6.5)
where this network serves the purpose of a surrogate for the underlying research data
which is not computer-processable.
The semantic network (depicted in Figure 3.3) consists of two layers. The bottom layer
consists of the imported images which are not computer-processable. The layer above
consists of the semantic network where research data are represented as nodes that are
linked with further nodes depicting the imported metadata (lexicon, volume, lemma,
etc.) as well as entities created within the VRE. Data in both levels can be maintained by
multiple life-cycles, thereby establishing interactions between digital libraries, research
projects and further initiatives and data sources. When referring to entities during the
annotation process, these entities do not need to exist and can be created automatically.
To give an example of an analysis that exploits this network, imagine the following
situation: The concept of Affenliebe (infatuation) is mentioned in three articles A1, A2
and A3 which are authored by three people P1, P2, and P3 who are affiliated to the
institutions I1, I2, and I3, respectively. The term is negatively connotated in A1 and
A2 but positively connotated in A3 thus the set of institutions can be divided into two
groups regarding the attitude towards this concept: {I1, I2} and {I3}. Furthermore, for
I3 it is known that, contrary to the institutions I1 and I2, articles authored by members
of I3 are usually characterized by a religious perspective. This distinction may serve as
a basis for explaining the individual connotations.
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Besides linking research data via annotations and linking created entities with other
created entities, entities can also be linked to entities outside of the VRE. For this
purpose we co-developed the SemanticWebBrowser22 extension. On an entity’s page,
further URIs referring to this entity can be stored. For example, on the page representing
an author of an article, the author’s unique identifier23 as used by the authority file of
the German National Library (DNB) can be stored. At the bottom of each page a fact
box displays all property and value pairs, such as Profession:Tutor, that are stored
within the local page. The SemanticWebBrowser extends this list by adding external facts
– property and value pairs retrieved from RDF data available when dereferencing the
URI. For example, the property and value pair Date of birth:1900 can be retrieved
from data provided by the DNB. Therefore, researchers can become aware of externally
available data and decide to manually import this data.24
3.6.3 Linking to External Data
Apart from the description of entities created within the VRE, other data sets such as
provided by a digital library may also contain useful information about entities described
within the VRE. For instance, the researchers currently using the VRE are collecting
data about individual people which had to be completed with data available from the
German National Library. Manually looking up hundreds of records in an external
dataset and entering this data into the VRE would be a tedious task. Identification of
corresponding entity pairs which represent the same real world object is known as the
Entity Matching (EM) problem [New+59; FS69]. EM is and has been a subject of
various scientific disciplines and numerous different approaches to solve EM have been
developed. Avoiding redundancies is an example for an application in database systems
where EM is called deduplication. The diversity of EM tools is also a consequence of
the different domains they were developed for.
Taking advantage of these tools and frameworks, we developed an extension which
integrates these into the VRE which allow links between entities within the VRE and
entities in the Web of Data [Böh+12; Vol+09] to be generated.
3.6.4 Data Cleansing
Data imported from external sources such as a digital library may contain errors. Further
possible sources of error are the import process or the work of researchers within the
VRE. Since these errors can distort results of analyses, researchers need to be able to
correct errors or to mark errors and ask for help or engage in clarifying discussions.
22Available at http://www.mediawiki.org/wiki/Extension:Semantic_Web_Browser.
23For example for Josef Spieler: http://d-nb.info/gnd/117483885/about/rdf (last accessed 2015-01-02)
24A remaining issue of the beta version of the SemanticWebBrowser is to enable the users to select which
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Figure 3.4: The data correction feature. The value 800 in (1) is wrong. The page can be edited
with a form as shown in (2) and the value can be corrected. When saving the page the
DataCorrection box is displayed on the page as shown in (3). The edit button within
this box leads to an empty edit form where details about the correction can be provided
as shown in (4).
Therefore, within the VRE the researchers can specify that they identified and corrected
an error. They can describe in a DataCorrection element the value they replaced, the
reason why it had to be changed and the source providing the evidence their decision
is based on. Here, the corrective action can be the removal of a triple (such as Josef
Spieler, date of birth, 1900) or addition of a triple or both. These corrections are stored
as objects carrying semantic properties which offers the possibility of tracing back the
changes to structured data within the VRE and between the life-cycles. For example, a
list of modifications can automatically be compiled with background information for
a source such as a digital library, to inform the original provider of this data about the
encountered errors and to publish these corrections so that other consumers can adapt
their data as well. This list of modifications and justifications can be exported as RDF
data. Once confirmed by a data provider, a correction performed within a VRE can be
turned into, e.g., a SPARQL UPDATE or SQL INSERT command and executed by the
provider of the remote data source.
The data correction workflow is depicted in Figure 3.4. In order to correct the data
(which is either imported or created within the VRE), the researcher edits the respective
wiki page where the imported data is stored, adds the code {{DataCorrection}} and
saves the page. This leads to the display of a small box on the page which contains a link
to a form where data about the correction can be entered. After editing the correction
object, the box displays data entered via the form.
At present, no ontology exists that allows patches to ontologies to be represented. While
a Graph Update Ontology25 exists, this ontology is intended to describe which changes
to apply to an ontology automatically. It does not allow for specifying the error and
25See http://webr3.org/specs/guo/
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for providing evidence or arguments in natural language targeted at the data maintainer,
who needs to decide whether to agree and apply each patch. However, this expressivity
is a main need of the library to start their quality maintenance activities and requirement
for interaction capacities between library and research life-cycles.
3.6.5 Exploring and Analyzing
For the purpose of exploring the VRE’s content, researchers can create and embed
queries written in ASK – the query language of SMW – and thus create dynamic views
of the content. Examples for these queries are 1) a list of lexica that are relevant for
a certain project and that contain a lemma that is annotated with certain terms from
a taxonomy or 2) a depiction of dates of birth of lemma authors for a certain lexicon
on a timeline. Figure 3.5 shows an example of a qualitative analysis: the visualization
of reference types in annotated lemmata. A lemma can refer to another lemma within
the same lexicon (internal reference), to an author (reference to author), and to another
publication (reference to literature). For each type of reference each annotation is
depicted with a square which is either grey-colored, if it does not represent a reference
of this type, or colored, depending on the type of reference it represents.
Internal Reference Reference to Author Reference to Literature 
Figure 3.5: Qualitative analysis: visualization of reference types in annotated lemmata.
Figure 3.626 shows an example of what is known as a snippet table: it is queried for
image annotations tagged with classroom. The selected sections of the images are
displayed together with their tags and the name of the user that created the annotation.
We developed the AnalysisTool27 that allows users of the VRE to create complex queries
and explore content interactively. Researchers’ query needs can be beyond the expres-
sivity of ASK, the query language of SMW. While these queries can be realized using
clever combinations of queries, templates, and parser functions, the implementation is
time consuming and requires advanced programming skills. The AnalysisTool is a visual
query builder where researchers can interact with menu elements, thereby creating a
26The original image the image sections are taken from is available online at
http://commons.wikimedia.org/wiki/File:Bundesarchiv_Bild_183-S77144,_Schwerin,_bei_Naturkunde-
Unterricht.jpg and is licensed under the Creative Commons Attribution-Share Alike 3.0 Germany license.
Attribution: Bundesarchiv, Bild 183-S77144 / CC-BY-SA.
27The extension is available at: http://www.mediawiki.org/wiki/Extension:AnalysisTool.
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Figure 3.6: An example of a snippet table: image sections annotated with the tag classroom are
listed. Sections of images have been annotated using the SemanticImageAnnotator.
complex query. Users can see the results of the current query and can use it to explore
data by refining the query. Query results can be displayed in different formats such as a
table, list, on a map, or as a graph. Users can save the query and export query results in
various formats such as JSON and CSV.
Figure 3.7 shows a complex query created using the AnalysisTool. The query selects
a lexicon if it has a volume that has a lemma that has a title that contains the string
rzieh. Results of this query are lemmata such as Erziehung (German for education),
Erzieher (German for educator), and Auferziehung (German for nurturing). The tool
consists of three areas: the select area (shown in Figure 3.7), the display area, and the
view area. The select area enables constraints to be built and constraints to be linked. In
the example query, a category panel is used to specify a set of entities that belong to the
category lexicon. Furthermore, the constraint is added that each member of this set (i.e.,
42
3.6 The Research Data Life-Cycle and its Interactions
each lexicon) is related via the property has volume to an entity of a set Cat 2. Cat 2 is
defined with the second category panel. Here, a set of entities belonging to the category
volume is specified where each member of this set (i.e., each volume) is related via the
property has lemma to an entity of a set Cat 3. Cat 3 defines a set of lemmata which
have a lemma title that contains the string rzieh.
Besides the category panel, sets of entities can be specified via a property panel (e.g.,
entities that have a property birthdate) and an instance panel (for the purpose of using
a concrete entity). Within the category and property panel, entities are either selected
from a list, or constrained by defining filters over the entities’ property values. In the
areas not shown here, users can define for which properties to display values in the query
result (display area), and how to format or export the results (view area).
Figure 3.7: An example of a complex query created with the AnalysisTool: Lexica that have a
volume that has a lemma that has a lemma title that contains the string rzieh.
3.6.6 Export and Sharing
SMW provides facilities to export query results in non-semantic formats such as CSV
and JSON, but also to export content as RDF data. Besides sharing information and
patches about incorrect data available in external sources as discussed in Section 3.6.4,
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results of the researchers’ efforts (such as the efforts to enrich and interlink the research
data and to create new entities) can be exported as well. Here, the identifiers from
imported vocabularies, as described in Section 3.6.1 are used. For example, if the
property knows is imported from the FOAF vocabulary, when exporting RDF data for an
entity that uses this property, then instead of the wiki’s own identifier for this property,
foaf:knows, which is the identifier of the imported property is used. Using terms from
well-known vocabularies increases the prospects of the exported data being readily
reusable and integrable in other contexts.
3.7 Potential of Semantic Web Technologies
The realization of the VRE for the analysis of educational lexica offers several opportu-
nities for interactions between researchers and research data and between life-cycles of
digital libraries and research. On this basis we summarize the following potential:
• Import of research data from a digital library is preceded by importing existing
vocabularies into the VRE. Research data can then be stored and represented using
terms from standardized vocabularies. The benefits of using these vocabularies
are the increased prospects for the data to be readily reusable and integrable in
other contexts by third parties. Storing information about equivalent resources
residing outside the VRE enables these entities to be referenced and externally
available data to be displayed.
• The result of the enrichment activities – the semantic network – can be queried and
serves as input to qualitative and quantitative analyses. Nevertheless, the layer of
imported data and the layer of data created within the VRE remain separable and
individually addressable. Results of analyses are dynamic since they depend on
the query results as input thus reflecting the current state of the semantic network.
• Annotations created with the SemanticImageAnnotator allow for specifying which
research project an annotation belongs to. This additional information allows the
annotations of the distinct projects to be separated.
• The schema used to represent and link entities can be updated at any time by
introducing and using new categories and properties. By using a so far unknown
property or category the VRE’s ontology is extended thus easily offering a seman-
tic continuum for providing a free degree of formalization in articulation.
• Each object created using the DataCorrection feature stores information that
enable users to compile lists of correction proposals for each source. Informing
the data provider about errors can be beneficial for the provider as well as for
other consumers of this data. Patches can be shared with other consumers as well.
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• A missing value can be made explicit by using what is known as gardening
properties. Regarding a missing value for a property P and entity E, for the
property missing value for property the value P can be stored on the page E. A
gardening page lists all pages where a certain property value is missing, thus listing
that the entity E has no value for the property P. This can guide the enrichment
process. For example, a template used on a page of a person may store a birthdate,
where available, as value of the property birthdate. If this value is not available,
the template stores the value birthdate for the property missing value for property.
3.8 Conclusion
In this chapter we described a semantically enhanced and wiki-based Virtual Research
Environment that supports the tasks importing research data, enriching research data,
linking to external data, data cleansing, exploring and analyzing, and export and sharing
and which furthermore addresses socio-technical interactions between researchers and
digital libraries offering new ways of collaboration throughout their different life-cycles.
In detail, we showed how these interactions are supported and enhanced through Seman-
tic Web technologies balancing thoroughly and fine-grained the intersections between
library, research and the Semantic Web in general. While the benefits of the Semantic
Web technologies utilized are manifold and enable heterogeneous data practices to be
addressed and captured, the realization exemplifies the need to adjust the environment to
these concrete practices. Different tasks and quality aspects of the life-cycles have thus
been implemented. While the realization targets qualitative and quantitative analyses
within a specific community rooted in the History of Education, the supported tasks, the
technology and the method developed within the project can be transferred to and be
reused in multiple research endeavors since the functionality they provide is not specific
to the needs of this particular research. It remains to be evaluated whether in future
expansion of our focus these tools are applicable. Concrete examples for transfer and
reuse of technical developments are the extensions OfflineImport, SemanticImageAnno-
tator, SemanticTextAnnotator, SemanticWebBrowser, and AnalysisTool, as well as the
established workflows for data corrections and the visualizations.
Furthermore, designing for concrete research practices and offering flexibility of the
environment needs to take into account that ongoing support is required until the end
of a research project in order to stabilize the endeavor and ensure a scientific output.
Designing these interaction-aware Virtual Research Environments is one step towards
future ecologies of small to large research projects and data providers where data flows





The main contributions of this chapter are as follows:
• We addressed RQ1.1 How can capabilities of researchers be enhanced by a
semantically-enhanced Virtual Research Environment? by identifying and sup-
porting a set of research tasks: importing research data, enriching research data,
linking to external data, data cleansing, exploring and analyzing, and export and
sharing. These tasks are supported via a set of tools developed for this purpose
as extensions to MediaWiki (OfflineImport, SemanticImageAnnotator, Seman-
ticTextAnnotator, SemanticWebBrowser (co-developed), and AnalysisTool). The
extensions are made publicly available. Furthermore, a data import tool, various
visualizations such as the visualization of reference types in annotated lemmata
and the snippet table and a data cleansing facility were developed.
• A lightweight collaborative and adaptive VRE was designed. Since the VRE is
based on a flexible Open Source platform it can be tailored by the researchers
towards their specific needs. Therefore, this lightweight environment may serve
as a starting point for further re-uses and re-configurations in unforeseen research
settings and required functionalities in the future.
• We closely engaged with a specific research community within the History of
Education field and articulated requirements within the research community. A
participatory design approach with agile development was carried out. Members
working with a digital library as well as two researchers in the field of History of
Education who are carrying out their research in the VRE were active participants
in the requirement elicitation and realization process. Currently, collaborative
qualitative and quantitative analyses of a large digital corpus of educational lexica
are being carried out using this semantic and wiki-based research environment.
• We detailed in our discussion of the potential of Semantic Web technologies how
previously unsupported interactions between life-cycles can now be enabled, thus
addressing RQ1.2 How can research interactions be enabled by a semantically-
enhanced Virtual Research Environment?
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4.1 Introduction
A growing number of applications are expected to use the Web of Data. They will
discover descriptions of interesting entities on the Web, load these descriptions, and
improve the user experience by being smarter, or enable completely new scenarios, by
building on the knowledge found in the Semantic Web [BLHL+01]. These applications
often need to expose the entities and the data they have gathered about these entities
from the Web to the end user. In order to do so, labels are often used as human-readable
names for the entities. Labels can be utilized for a number of different purposes:
• To display data (entities or a graph of entities) to end-users, instead of displaying
the URIs, in tools that allow the navigation of RDF data such as Linked Data
browsers.
• For searches over the Web of Data: in a query interface to RDF data for casual
users, it cannot be expected that the user is capable of writing formal queries
such as SPARQL queries. Instead, users would communicate their information
needs via keywords or natural language questions. The interface may then try to
map keywords or parts of the question to entities and relations in the knowledge
base and generate a query. Mapping can be enabled by assigning human-readable
labels to entities and relations in the knowledge base.
• For training and using annotation tools with a given knowledge base: labels allow
human users to understand which content is available in a knowledge base.
• For generating natural language text from RDF and SPARQL: see Chapter 6
and Chapter 7 regarding Natural Language Generation from SPARQL and RDF,
respectively.
Labels need to be made accessible to applications so that applications can utilize them. In
the general case it is assumed that by dereferencing the URI of an entity using the hyper-
text transfer protocol (HTTP) – which means following Linked Data principles [BL06]
–, the resulting RDF data contains labels and other information.
In reality, the situation is slightly more complicated. Issues such as internationalization,
multiple labels for an entity, the computational costs associated with dereferencing, or
the use of alternative labeling properties make the task of finding a label for a given entity
47
4 Labels in the Web of Data
much harder than expected. In this chapter, given a large subset of the Web of Data,
we investigate how labeling on the Web of Data is actually carried out. The findings of
our analysis allow us to derive a number of recommendations for data publishers. We
define a number of metrics that provide a baseline for a quantitative analysis of the state
of labeling on the Web of Data. Furthermore, we come up with suggestions on how to
improve the current situation. The suggestions are aimed at simplifying the usage of
data from the Semantic Web in applications.
In this chapter we answer the following three research questions:
RQ2.1 Which properties are used for the purpose of labeling?
RQ2.2 Which metrics help study the properties of labeling within a dataset?
RQ2.3 What is the state of labeling in the Web of Data according to these metrics?
The chapter is structured as follows. Section 4.2 describes related work, especially
how current applications (mostly browsers for Linked Data) deal with the issue of
labeling. Section 4.3 introduces the Billion Triples Challenge dataset that we use for
our measurements. Section 4.4 draws the distinction between information resources and
non-information resources, and how they are currently dealt with by data publishers
with regard to labels. In Section 4.5 we investigate which properties are used to provide
labels. Even though there is a labeling property defined in the RDFS standard, a number
of vocabularies define alternative properties to provide labels. Based on those properties,
we define metrics in Section 4.6 to assess the current state of labeling in the Web
of Data, followed by the results of applying those metrics to a sample of the Web
of Data in Section 4.7. We close with conclusions in Section 4.8, give a number of
recommendations in Section 4.9, and highlight the main contributions of our research in
Section 4.10.
4.2 Related Work
Applications enabling human users to exploit the Web of Data can be classified into three
categories: Linked Data browsers, Linked Data search engines, and domain specific
Linked Data applications [Hea08].
Linked data browsers, such as Disco [BG07], Tabulator [BL+06], VisiNav [Har10],
FOAFNaut,1 Fenfire [HCB08], Zitgist RDF Browser,2 Humboldt [KD08], or Marbles
[BB09], to name just a few, enable human users the to explore Linked Data similarly to
how HTML browsers enable exploration of the traditional Web of Documents. Instead
of navigating between HTML pages, they allow navigation between RDF documents
1See http://www.foafnaut.org (accessed in 2011, offline 2015-01-02)
2See http://dataviewer.zitgist.com/ (accessed in 2011, offline 2015-01-02)
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following links in the data by following RDF links. Since applications consuming Linked
Data, such as Linked Data browsers, are intended to be used by a broad audience, if the
Web of Data becomes widely used, hiding technical details such as URIs when displaying
facts to human users becomes crucial. For annotating entities with human-readable
descriptions, the property rdfs:label from the RDF vocabulary is commonly used to
provide a human-readable version of a resource’s name besides its URI [BG04].
For example, when displaying data available in the Linked Data cloud for the artist
Sidney Bechet using the Linked Data browser Sig.ma, the list of information items for
his affiliation contains, amongst other items, the following three items:
• http://rdf.freebase.com/ns/m.049jnng
• http://rdf.freebase.com/ns/m.043j22x
• Sidney Bechet and His Orchestra
For the first two items no human-readable labels are available to Sig.ma, therefore the
URI is displayed. The URI does not represent anything meaningful to the user besides
the fact that Freebase contains information about Sidney Bechet.
If for a resource no label is known, an unexpected property is used for labeling, or the
label is not retrieved by resolving the URI, developers of Linked Data browsers came up
with a set of options when dealing with missing human-readable labels:
1. The URI itself is displayed to the user. The URI can be meaningful for some users
that do not regard it as noise and that are capable of deriving the meaning from
some readable strings in the URI. However, this requires URIs that have been
created by following a convention to use meaningful names for URIs.3 Displaying
the URI also often leads to an overly technical feel of the interface.
2. The last part of the URI is used, i.e. the local name or the fragment identifier. For
example for the URI http://www.example.com/about#bob the fragment iden-
tifier bob is used, and for the URI http://www.example.com/people/alice
the last part of the path is used, i.e. alice.
3. A more complex mechanism, such as the one used in Protégé [Pro10], is used
which allows the user to specify which properties to display values for.
Human-oriented search engines such as Falcons [CGQ08], Sindice [TDO07], Mi-
croSearch [Mik08], Watson [d’A+07b], SWSE [Hog+11], and Swoogle [Din+04]
provide keyword-based search services. Keyword search on graphs relies on the exis-
tence of nodes that are labeled, thus allowing keywords to be matched to nodes via their
labels [He+07; Tra+09], or on meaningful URIs.
3However, http://www.w3.org/Provider/Style/URI (last accessed 2015-01-02) recommends not using topic
names in a URI since thereby URI creators binds themselves to some classification that can be subject to
change, and would therefore require a renaming of the URI, which is considered undesired.
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Although human-readable labels are, as we argue, relevant for certain applications, and
although measurements of the Web of Data have been performed before [DF06; WPH06;
d’A+07a], an analysis of labels in the Web of Data has not been performed. However,
Azlinayati et al. [MBS10] analyzed identifiers and labels in 219 OWL ontologies. Given
that the Web of Data mainly consists of instance data, their analysis regarding schema
data can be seen as complementing our approach which analyses instance data.
4.3 Billion Triples Challenge Dataset
The Billion Triples Challenge (BTC) 2010 corpus4 is a dataset consisting of Linked Data
crawled from the web. This snapshot of the Web of Data is input to our experiments.
The data is stored as ntriples. Each of the 3,167,799,445 ntriples5 is a quad constituted
by a subject, a predicate, an object, and a context, where the context is the URI of the
resource the triple has been crawled from. When ignoring the context, thus reducing the
quads to triples, the dataset contains 1,441,499,7186 distinct triples.
4.4 Information Resources and
Non-Information Resources
URIs are used to identify resources, where a resource might be anything from a person
to an abstract idea to a simple document on the Web [JW14]. Information resources (IR)
are resources that consist of information and therefore all of their essential characteristics
can be conveyed in a message and be transported over protocols such as HTTP. IRs can
be copied from and downloaded via the Internet given their URLs. Disjoint from this set
of resources is the set of non-information resources (NIR) – resources that cannot be
accessed and downloaded via the Internet – such as a person or a country. Nevertheless,
a non-information resource can be identified with a URI. Resolving the URI should
result in metadata that describes the non-information resource. This idea is part of the
Linked Data principles [BL06].
The distinction between information and non-information resources is relevant for the
further investigation of labeling on the Web of Data: whereas NIRs are not directly
accessible to the machine (i.e., the machine can talk about a resource, but not access
or transform it), IRs can be downloaded, displayed, and further processed. IRs do not
4Available at http://km.aifb.kit.edu/projects/btc-2010/ (last accessed 2015-01-02)
5Thus representing 12,57% of the estimated size of the Web of Data, which consists of 25,200,042,407 triples
according to http://www4.wiwiss.fu-berlin.de/lodcloud/ (accessed May 2011).
6See http://gromgull.net/blog/2010/09/redundancy-in-the-btc2010-data-its-only-1-1b-triples/ (last accessed
2015-01-02)
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necessarily require labels in order to be useful to the end-user, whereas for NIRs there is
not much else besides the URI and related entities that can be used to represent them
in the user interface. IRs can be represented by themselves (in case of a picture), or
by a hyperlink to the document, or by the document title (in case of an HTML page or
Office document). Applications such as Linked Data browsers should thus be aware
of the difference, and treat NIRs and IRs differently. Indeed, some browsers do so.
Tabulator [BL+06], Explorator [ASB09], and Graphite7 display, for instance, images
inline with the other data in the browser.
Whether a URI refers to an information resource or to a non-information resource should
be determined as follows according to [BCH07]: Non-information resources should have
a hash URI or, if they have a slash URI, resolving the URI should lead to an HTTP 303
See Other response. Hash URIs include a fragment, with a special part that is separated
from the rest of the URI by a hash symbol # [SC08].8 URIs of information resources
on the other hand should ultimately resolve with the given information resource, which
means with an HTTP response code 200 OK (after following redirects). When we
receive an error when resolving a URI (i.e., a response in the 4xx or 5xx range), we
cannot infer whether this URI refers or has referred to an information resource or a
non-information resource.
Even though URIs are supposed to be opaque [BLFM05], an analysis performed on
URIs with extensions from the BTC 2010 corpus9 revealed that URIs with file name
extensions such as .html or .jpg often refer to information resources. In order to
test this hypothesis, we collected all URIs ending in extensions from the BTC 2010
corpus. The Billion Triples Challenge (BTC) 2010 corpus10 is a dataset consisting
of Linked Data crawled from the Web which is stored as ntriples. Looking through
the corpus, we found 75,6 million distinct URIs that appeared either in the subject
or the object position.11 Of these, 10,3 million URIs ended in an extension (13,6%).
For each extension, we selected a random sample of 50 URIs, and issued HTTP HEAD
requests. The aim of the request was not to retrieve the whole resource, but only the
HTTP header information. If the response to the request was a 303 See Other, the
URI would have identified a non-information resource even though the URI ended in a
file extension. Extensions that appear more than 100,000 times in the BTC 2010 corpus
are .jpg, .html, .rdf, .bml, .do, .json, .ttl, .jsp, .xml, .php, .htm, .png, and
.gif. The percentage of NIRs among those resources is 0% – indeed not a single URI
returned a 303 See Other among these extensions. A complete list of all extensions
and results can be found online.12 The results show that almost all URIs ending with an
7See http://graphite.ecs.soton.ac.uk/ (last accessed 2015-01-02)
8E.g., http://www.example.com/about#alice
9See Section 4.3 for more information about this dataset.
10Available at http://km.aifb.kit.edu/projects/btc-2010/, (last accessed 2015-01-02)
11We also looked at the URIs in the property positions, but within a sample of ca. 40 million triples we only
found a single URI with an extension, and subsequently ignored this case.
12See http://km.aifb.kit.edu/sites/label/btc/
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extension are indeed information resources, as expected. The only surprising number
we encountered was among .svg files, which were encountered 3,287 times. Of these
SVG URIs, 31% gave a 303 See Other response. We further investigated the matter,
and found that all those URIs came from DBpedia [Aue+07], and can be traced back to
DBpedia’s extraction mechanism, which transforms infobox links to local SVG files on
Wikipedia articles as properties of a given entity.
The BTC 2010 corpus also provides a file that contains for each URI for which a server
responded with a 303 See Other response the URI the server redirected to.13 This list
contains about 6 million URIs. Some of them point to HTML documents and not to
RDF files, but in general we assume that this list contains a subset of the NIRs that are
within the BTC 2010 corpus.
4.5 Labeling Properties
The RDFS standard defines the property label, which can be used to connect an entity
to a human-readable name [BG04]. But rdfs:label is only one of the many means that
are actually used to assign a human-readable name to an entity. There are several different
reasons for using alternative labeling properties. Some vocabularies prefer to use more
specific properties to assign names. For example, the FOAF vocabulary [BM05] defines
foaf:name to assign a name to a person, as it sounds much more acceptable to give a
person a name than a label. The SWRC ontology [Sur+05] provides swrc:name as well.
SKOS even provides a set of properties for preferred and alternative labels [MB09], as
the simple label property from RDFS is not sufficient for the needs of SKOS.14 Other
vocabularies might provide an alternative labeling property due to legacy reasons. FOAF
introduces a foaf:LabelProperty class for labeling such properties, but this is not
used even within FOAF itself.15
To find out which properties are used for labeling, we examined the BTC 2010 corpus.
We extract the property of each quad with a literal with datatype xsd:string or with
a literal without a given datatype. We counted the number of occurrences for each
such property. From the set of 178 properties that occurred at least 100,000 times16 we
manually assessed whether the property is used for the purpose of labeling. To do so we
performed a URI lookup on the property itself, checking the label and the description of
13The name of the file is redirects.nx in the BTC 2010 corpus.
14The idea here is that no two concepts should be given the same preferred label for any given language tag
for information retrieval and information organization purposes. Alternate labels allows multiple
same-language descriptors for a concept. See http://www.unc.edu/~prjsmith/skos_guide.html (accessed in
2011, offline 2015-01-02).
15In the latest FOAF Vocabulary Specification 0.99 from 14 January 2014 (avaiable at
http://xmlns.com/foaf/spec/20140114.rdf, last accessed 2015-01-02), this class is commented as a candidate
for replacement.
16The whole set consisting of 179 properties is available at http://km.aifb.kit.edu/sites/label/btc/.
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Table 4.1: Most often used properties for labeling purposes.






































4 Labels in the Web of Data
the property, and then looked at instance data. This resulted in a list of 36 properties
shown in Table 4.1 that are used for the purpose of labeling. Note that the numbers in
Table 4.1 should not be read as the number of labeled entities since an entity can have
multiple labels or an entity can be labeled several times in multiple contexts.
Most of these properties are not connected to rdfs:label in a way that would allow
machines to automatically discover the alternative labeling property.17 From the given
list, only FOAF [BM05], SKOS [MB09], and Geonames18 explicitly connect their
labeling properties to rdfs:label via the rdfs:subPropertyOf property. Under
both RDFS [BG04] and OWL 2 semantics [Gra+08], this would allow for automatically
inferring that any literal connected with the alternative labeling property is also a
valid value for rdfs:label.19 Also, the pattern occurs so frequently that it might be
worthwhile to hard-code it into an application, to avoid the overhead implied by the
usage of a reasoner. Note that the protein ontology20 contains multiple properties used
for labeling due to the fact that these properties are annotated as functional properties21
with a given domain. For example the domain of the property po:Atom is the class
po:Atoms. It means that when using such a property, besides labeling an entity, the
entity can be uniquely referred to via that label and it can be inferred that this entity
belongs to class po:Atoms.
4.6 Metrics
In this section we define a number of metrics that help the study the properties of labeling
within a dataset. In the following section we will discuss the results of measuring a large
subset of the Web of Data along these metrics.
4.6.1 Completeness
All non-information resources should have labels. The labeling completeness metric
LC tells us if this is indeed the case. The metric is defined as the ratio of all URIs with
at least one value for a labeling property to all URIs in a given knowledge base. The
metric is extended with three parameters: the actual properties used to assign the label,
the entities to be regarded by the metric, and the dataset.
17As of October 10, 2014, only the properties http://xmlns.com/foaf/0.1/name,
http://www.w3.org/2004/02/skos/core#prefLabel, http://www.geonames.org/ontology#alternateName, and
http://www.w3.org/2004/02/skos/core#altLabel are subproperties of rdfs:label.
18See http://www.geonames.org (last accessed 2015-01-02)
19Note that this was not true for the OWL 1 Lite and DL semantics since rdfs:label is an
owl:AnnotationProperty [SWM04], but OWL 2 was extended to enable this pattern.
20This ontology is not available anymore at http://proteinontology.info. However, a publication is available:
[Sid+05].
21 For example using the following statement: po:Atom rdf:type owl:FunctionalProperty.
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Labeling properties are indicated by the subscript of the metric. They may be defined
strictly as only rdfs:label (LCrd f s), or including any formally defined subproperty of
rdfs:label (LCrd f s ), or as any other set of labeling properties lp (LClp) (such as the
set presented in Section 4.5, which we call BTC).
The considered entities are defined by the superscript. Most often, we will only want to
consider the non-information resources (LCNIR). For an automatic assessment of this
metric we must also devise a method to decide whether a given URI is an information
resource, or a non-information resource, as discussed in Section 4.4. One might also
argue that some non-information resources actually do not require labels, as some
resources are basically artifacts of the knowledge representation (LC). In RDFS and
OWL this would most prominently include nodes that model n-ary relations [Noy+06].
The third parameter is given as the argument of the metric. Thus LCpDq is the la-
beling completeness of the dataset D. We expect LCpDq to always be 1 for a knowl-
edge base D.
Note that a dataset may include data from several RDF files, and indeed most of the time
LC is defined over the merged data from a whole site. In this chapter we regard the BTC
dataset, the merged data from several million lookups, as a whole.
4.6.2 Efficient Accessibility
A wide-spread method of working with data from the Semantic Web is called follow your
nose, which works due to the Linked Data principles (see Section 2.1.2 and [BL06]):
whenever an application encounters an unknown URI, it can simply dereference the
URI in order to access information about the entity identified by the URI. The retrieved
information will usually include a label for the entity of interest, and it will also include
links to other entities to which the given entity is connected, so that the application can
further dereference these as well.
Assume that for the URI ex:Berlin the result of this exercise looks as follows:
ex:Berlin ex:location ex:Germany .
ex:Berlin rdfs:label "Berlin"@en .
A Linked Data browser can display the string Berlin to represent the resource of interest,
but it has to look up both ex:location and ex:Germany before it can represent the
single fact that is included in the response. If an RDF graph contains 50 triples, with
about 60-80 different URIs, the application actually needs to make several dozen of
HTTP requests in order to display the facts within that single resource. This turns out
to be the main reason for the slow performance of Linked Data browsers [Vra+11]: a
single browsing step can fire dozens, if not hundreds, of requests. Imagine instead that
the response were:
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ex:Berlin ex:location ex:Germany .
ex:Berlin rdfs:label "Berlin"@en .
ex:location rdfs:label "Location"@en .
ex:Germany rdfs:label "Germany"@en .
Now the application can display the fact without any additional lookup. This approach
has nevertheless several disadvantages: it implies redundancy, and leads to larger data
files. In general it is expected to nevertheless reduce the load and bandwidth of serving
Linked Data as the amount of requests would be significantly reduced.
We define the metric LE as the ratio of all mentioned URIs with at least one value for
a labeling property to all mentioned URIs in a given RDF graph. The subscript and
superscript are defined as for LC, the superscript can further define a background set
of known labels (e.g., for a widely deployed vocabulary such as FOAF or GoodRela-
tions [Hep08]). For example, the following graph would have a LE f oa frd f s of 1, but a
LErd f s of 0.5 (since the foaf:img property has no label). Note that for brevity RDF
and RDFS are always assumed to be known.
ex:Basil foaf:img ex:basil.jpg .
ex:Basil rdfs:label "Basil"@en .
Whereas for the LC metric we can always look up a given URI, this is not allowed for
LE. Nevertheless, LE with sensible parameters should always be 1 in order to increase
the utility of any given response for inquiring applications.
4.6.3 Unambiguity
Each entity can have a whole set of different labels attached to it. This will likely
yield meaningful results if the application can distinguish between these labels: SKOS
includes different properties for denominating preferred and alternative labels [MB09],
and given a multi-lingual knowledge base we expect to have several labels for a given
entity, one in each language (see the following section).
But an entity can also have several labels that are not at all differentiated. In this case an
application has to select one of the labels. And unless it does not have a deterministic
selection procedure, the application might end up being inconsistent, displaying a
different label every time the entity is displayed – which might easily lead to confusion
for the user of the application. Even if the application provides a deterministic selection
procedure, as long as this procedure is not common among all applications the user




We introduce the metric LU f which is the ratio of all URIs that have exactly one
preferred label according to a selection procedure f to all URIs with any label in a given
knowledge base. The superscript is the same as for LC, but the subscript is replaced
by the selection procedure f , which might be, in the simplest case, just selecting any
value of rdfs:label (LCrd f sq, but could also include a more sophisticated preference
function (e.g., if there is a skos:prefLabel take that, otherwise any rdfs:label).
As with all the previous metrics presented in this chapter, a knowledge base should have
a LU of 1.
4.6.4 Multilinguality
Language tags can be used on plain literals to state the natural language used by the literal.
This enables applications to select the most appropriate literals based on their user’s
language preferences. An example for a literal with a language tag is "university"@en
or "Universität"@de.
In order to measure multilinguality we define LLN, the number of languages used with
a labeling property. The same subscripts and superscripts apply as for LC.
4.7 Results
We used the metrics defined in the previous section on the BTC 2011 corpus. We did not
consider entailments as defined by the formal semantics of RDFS or OWL. In particular
we did not regard the equivalency of entities that could be derived via owl:sameAs
statements or inverse functional properties, but regarded them URI by URI.
The BTC2011 corpus consists of 219 chunks. From each chunk we extracted the URIs
from the first 100 nquads which resulted in 7195 URIs. For each URI we performed a
lookup and identified 1376 NIRs by 303 See Other redirect. By following the redirect
and analyzing the RDF data we found that for 526 NIRs at least one label exists given
the properties in Table 4.1. This means that only 38.2% of the analyzed NIRs have a
label. Table 4.2 shows which properties are used to assign labels.
LCNIRBTCpBTC2011q  38.2%
In order to measure the efficient accessibility, we looked through a sample of up to five
random graphs from each second level domain in the BTC 2011 corpus. This resulted in
a set of 741 graphs. The results are given in Figure 4.1. The histogram shows that for 109
graphs no entity is labeled within a graph. However, there are 26 graphs for which each
entity is labeled within the graph. In order to define a set of known vocabularies voc, we
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Table 4.2: Completeness of NIR labels.








took the ten most widely used vocabularies in the BTC 2010 corpus (see Table 4.3). The
average completeness per dataset regarding voc is 33.82%. 25% of the datasets have
up to 11% completeness, 50% of datasets have up to 27% completeness, and 75% of
datasets have up to 56% completeness.
LENIRvoc pBTC2011q  33.82%
Table 4.3: Top ten most frequently occurring vocabulary namespaces in the BTC 2010 corpus
(according to http://gromgull.net/2010/10/btc/explore.html).











We measured the unambiguity of labels in the corpus. From the set of 57, 532 NIRs that
have at least one label in the corpus, 903 NIRs have multiple labels – either multiple
labels for at least one of the labeling properties shown in Table 4.1, or multiple labels
for at least one property and language. This results in an unambiguity ratio of 0.98.











































































































































































































































































































































































































































































Accessibility of labels per graph 
Figure 4.1: Histogram of LEtopBTC of up to five random graphs from each of the domains in the
BTC 2011 corpus, for a total of 741 graphs (logarithmic scale).
Here, the selection function f selects a label for any of the labeling properties in
Table 4.1.
Finally, we measured the multilinguality of the Web of Data. Figure 4.4 (placed at the
end of this chapter due to its size) is a Sankey diagram that shows i) how often each
labeling property occurred (e.g., the property ao:full-name occurred 124, 216 times),
ii) how often a language tag occurred (e.g., 371, 140 times a Japanese (ja) label was
assigned to an entity; 112, 060, 382 times no language tag (nolang) was assigned), and
iii) it shows which language tags are used for which labeling property (e.g., most literal
values assigned to an entity via the property rdfs:label have an English language tag;
most literals assigned to an entity via the property foaf:nick are not language-tagged).
Language tags used less than 5000 times for a property are aggregated as etc.
In Figure 4.2 we visualize the number of language tags for each property – these are
the LLN values for each property. Note that for those of the 36 properties that are not
listed in this figure no language tag was used. We selected the most prominent labeling
property, rdfs:label, and display in Figure 4.3 how often each language tag is used
with this property. We cut off language tags used less than 1000 times.
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Figure 4.3: Language tags used with the labeling property rdfs:label (logarithmic scale).
Labels are used to provide human-readable names for entities. Labels should be provided
in multiple languages which is rarely the case. Thus, a potential benefit of the Semantic
Web, i.e., the language-independence of the Web of Data, is underexploited.
4.8 Conclusion
Our work has investigated the current state of labeling the Web of Data given a large
subset. We have defined metrics to assess the completeness, efficient accessibility,
unambiguity, and multilinguality. These metrics address issues that are problematic
during the development of applications. The list is not complete but sound, given that
they are all based in previous experience. While defining the metrics, we noticed that
we had to include a number of parameters that depend on the application that will use
the knowledge. This is not surprising: data on the Web of Data is hardly ever evaluable
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by itself – it greatly benefits from knowing the context of an application that will use the
data. The parameters in the metrics allow the customization of the metrics based on the
given application, on the labeling properties the application expects, and on the set of
entities that are expected to play a role.
4.9 Suggestions
Based on our findings as well as the argumentation leading to the definition of our
metrics, we can make a number of suggestions on how to improve the quality and
usefulness of labels:
• For all URIs mentioned in a given RDF graph labels should be provided and not
only for the main entities, as this will considerably speed displaying the data with
human-readable names and reduce the number of requests significantly.
• A complete set of labels should be provided in all supported languages. One of the
biggest advantages of the Web of Data is its inherent multilinguality, but currently
this is a tremendously underused feature of the architecture.
• If a proprietary labeling property is used, then the property should be connected to
rdfs:label explicitly with the rdfs:subPropertyOf property. rdfs:label
should be used redundantly as well since many tools will not provide the inferenc-
ing needed to understand the proprietary labeling property. If possible, proprietary
labeling properties should be avoided.
• No more than one obvious preferred label for each entity should be provided to
decrease the possible confusion for the end-user using an application accessing
the data.
The suggestions given above lead to an obvious problem: even a moderately small RDF
graph with about 100 triples will include about 150 entities. Labeling all these entities
in, e.g., ten languages will lead to an extra 1500 triples – a huge overhead (and not even
considering the costs for creating those labels). While one could devise new protocols to
deal with these problems, there is an under-utilized existing solution: HTTP allows the
Accept-Language header, that defines a set of natural languages the response should
cover [Fie+99], to be set. By using the HTTP headers a data provider could both provide
all labels necessary for an efficient exposure of the data, without unnecessarily inflating
the size of the response by only providing labels for the requested languages.
Labels should follow a style guide and be used consistently. A style guide should define
if classes are labeled with plural or singular nouns, if properties are labeled with nouns
or verbs, etc. Labels should never use camel case or similar escape mechanisms for
multi-word terms, but instead simply use space characters (or whatever is most suitable
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for the given language). I.e., an URI http://example.org/LargeCity should have
a label "large city"@en. External dictionaries such as WordNet [Fel98] can be used
to check consistency with regards to a style guide.
In an environment where datasets are assembled on the fly from multiple datasets [Ala06],
the assembled parts may follow different style guides. The assembled dataset will then
not adhere to a single style guide and thus offer an inconsistent user interface. It is not
expected that a single style guide will become ubiquitous on the whole Web. Instead,
a dataset may specify explicitly what style guide it follows, and even provide labels
following different style guides. This would allow a subproperty of rdfs:label to be
introduced that is style guide specific, which would in return allow assembled datasets
to be displayed consistently.
Even when subproperties of rdfs:label are defined, there should always be one label
(per supported language) given explicitly by using rdfs:label itself. Even though
this is semantically redundant, many tools (especially visualization tools) do not apply
reasoning for fetching the labels of an entity but simply look for the explicit triple stating
the entity’s label.
Many of the problems described in this chapter are a consequence of publishing data
using the Linked Data principles. It is not clear if following these principles is the best
way to publish data on the Web of Data. Serving data through a SPARQL endpoint
provides a viable alternative, with the advantage that the application can, in a very
fine-grained way, describe exactly what kind of information, labels, and languages it
needs. The SPARQL endpoint can then try to understand the query and do its best to
provide a viable response.
Labeling may be just a small piece, but at the same time it is an absolutely essential




The main contributions of this chapter are as follows:
• For the purpose of addressing RQ2.1 Which properties are used for the purpose
of labeling? we identified the 36 properties shown in Table 4.1.
• We introduced four label-related metrics thus addressing RQ2.2 Which metrics
help study the properties of labeling within a dataset?: completeness, efficient
accessibility, unambiguity, and multilinguality.
• For the purpose of addressing RQ2.3 What is the state of labeling in the Web
of Data according to these metrics? we analyzed the Billion Triples Challenge
dataset and found that: regarding completeness, only 38.2% of all non-information
resources have a label; regarding efficient accessibility, labels of non-vocabulary
URIs are only provided within a dataset in 33.82% cases; regarding unambiguity,
most labels (98.0%) are unambiguous; and multilinguality is a strongly underex-
ploited feature. Either no language tag is used, or few languages such as English,
German, and French are dominating.
• The findings of our analysis allow us to derive a number of recommendations for
data publishers. Furthermore, we came up with suggestions on how to improve
the current situation. The suggestions are aimed at simplifying the usage of data
from the Semantic Web in applications.
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Figure 4.4: Sankey diagram depicting how often within the BTC 2010 dataset language-tagged
literals appear with each property and how often each language tag occurs.
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Labels from SPARQL Queries
5.1 Introduction
The Semantic Web is built on the concept of unique identifiers for entities and rela-
tions. Entities are identified by Uniform Resource Identifiers (URIs) that enable the
identification of both web documents and real-world objects [SC08]. Whenever a user
interacts with an application performing queries on Linked Data, such as Linked Data
browsers [Hea08] (e.g., Sig.ma [Tum+10], VisiNav [Har10], or Tabulator [BL+06]), the
retrieved data needs to be presented in a user-friendly way thus allowing the application
to be usable also by people not proficient in Semantic Web technologies. The properties
rdfs:label1 and rdfs:comment from the RDF vocabulary may be used to provide a
human-readable version of a resource’s name besides its URI [BG04].
As seen in the previous chapter, a large percentage of entities on the Semantic Web lack
a human-readable label. A lack of labels hampers the ability of any tool that uses Linked
Data to offer a meaningful interface to human users. We argue that methods for deriving
human-readable labels are essential in order to allow the usage of the Web of Data. In
this chapter we provide and evaluate a method for deriving human-readable labels from
variable names used in a large corpus of SPARQL queries that we extract from a set of
log files. We analyze the structure of SPARQL graph patterns and offer a classification
scheme for graph patterns. Based on this classification, we identify graph patterns that
allow us to derive useful labels. We also provide an overview of the current usage of
SPARQL in the corpus.
Identifiers in programming languages and software systems can be arbitrarily chosen
by developers (besides the lexical constraints given by the respective programming
language). However, using meaningful identifiers and following naming conventions in-
creases the productivity and quality of the software during software maintenance [DP06;
Pig96], evolution [Leh03], and program comprehension [DP06]. To compensate for
missing labels of URIs we derive labels that are meaningful to users by analyzing how
1Throughout this chapter we omit prefix definitions for the sake of readability and brevity but use common
prefixes where their expansion is known by the service provided at http://prefix.cc (last accessed 2015-01-02).
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Linked Data is interacted with. SPARQL (introduced in Section 2.1.3) is a query lan-
guage for RDF data. Issuers of these queries may chose meaningful identifiers for the
same reasons as in programming languages. Therefore, a SPARQL query may contain
meaningful identifiers of variables in the context of URIs. By analyzing SPARQL query
logs we can observe how users, be it human or non-human agents, interact with Linked
Data. We extract SPARQL queries from the web server log files of two prominent data
sources in the LOD cloud, namely DBpedia [Aue+07] and Semantic Web Dog Food
(SWDF) [Möl+07], and show to which extent meaningful identifiers are used and how
labels for URIs can be derived to compensate for missing labels. To the best of our
knowledge, no approach exists to systematically derive labels for resources.
In this chapter we answer the following two research questions:
RQ3.1 How can human-readable labels be derived from variable names in SPARQL
queries?
RQ3.2 Which SPARQL graph patterns are common?
The remainder of this chapter is structured as follows. We describe our analysis and
findings in Section 5.2, carry out an evaluation in Section 5.3, present related work in




The USEWOD2011 corpus2 contains server log files from DBpedia [Aue+07] and
Semantic Web Dog Food (SWDF) [Möl+07]. In total the dataset contains 19,770,157
log items for DBpedia and 7,992,850 log items for SWDF. The number of SPARQL
queries is 5,159,387 (26.10%) for DBpedia and 2,033,021 (25.44%) for SWDF.
Semantic Web Dog Food (SWDF) is a dataset of publications, people and organizations
in the Web and Semantic Web area, covering several of the major conferences and
workshops, including the International World Wide Web Conference (WWW), the
International Semantic Web Conference (ISWC), and the Extended Semantic Web





0.0.0.0 - - [01/Jul/2009:10:15:44 +0100]
ë "GET /sparql?query=SELECT... HTTP/1.1"
ë 200 1183 "-" "Java/1.6.0_13" "FR"
ë "5ee07b08fad8d44d388c6aff91651f1db70e2c23"
Figure 5.1: An example entry in Apache Combined Log format.
The DBpedia 3.5 knowledge base has been created by extracting information from
Wikipedia, thus covering many domains, and contains 672 million RDF triples. The
USEWOD2011 corpus contains the log files from 27 days between 2009 and 2010.
The log files conform to the Apache Combined Log Format3 with small modifications:
for the purpose of anonymization the IP in the IP address field is replaced with 0.0.0.0.
To allow location-based analyses, a field with the country code of the original IP is
appended to the log entry. Moreover, a hash of the original IP is appended to allow users
to be distinguished. The log entry shown in Figure 5.1 consists of the blank IP address
(0.0.0.0), empty userid, request date (01/Jul/2009:10:15:44 +0100), abbreviated
request string (GET ...), response code (200), response size (1183), empty referrer
(-), user agent (Java/1.6.0_13), country code (FR), and the hash of the original IP
(5ee07b08fad8...). Note that the example log entry is actually a single line that was
broken into 4 lines for the purpose of readability, denoted by ë.
Some log entries represent SPARQL SELECT queries [PS08], such as the query in
Listing 5.1, taken from the DBpedia logs:
PREFIX rdfs: <http://www.w3.org/2000/01/rdf-schema#>
PREFIX dbpprop: <http://dbpedia.org/property/>




?x dbpprop:abstract ?abstract .
}
}
Listing 5.1: A SPARQL query extracted from the DBpedia query logs.
The query requests entities that have an rdfs:label Fanfare_Ciocarlia and, if
available, dbpprop:abstract’s value for this entity. The query contains two triple
patterns. In the example, the first triple pattern
3See http://httpd.apache.org/docs/current/logs.html (last accessed 2015-01-02)
67
5 Deriving Human-Readable Labels from SPARQL Queries
?x rdfs:label "Fanfare_Ciocarlia" .
consists of a variable, a URI, and a literal. The second triple pattern
?x dbpprop:abstract ?abstract .
consists of a variable, a URI, and a variable.
5.2.2 Preprocessing
From the 19,770,157 (DBpedia) and 7,988,587 (SWDF) lines in the log files, where each
log event, such as a SPARQL SELECT event or other HTTP requests, is represented by
one line, we extracted 5,147,626 (DBpedia) and 2,037,238 (SWDF) SPARQL SELECT
queries. Furthermore, for each set of identical queries only one instance is selected and
the other instances are ignored. The remaining sets contain 1,212,932 (DBpedia) and
195,641 (SWDF) SPARQL SELECT queries. The queries were parsed using the Perl
module RDF::Query::Parser::SPARQL which is available at CPAN.4 When querying the
SPARQL endpoint of DBpedia, providing namespace definitions for common prefixes is
unnecessary. However, the parser could not successfully process a query in the absence
of namespace definitions for prefixes used in the query. For each of the prefixes5 we
added the usual prefix definition where necessary to parse these queries successfully.
The result of the preprocessing phase is a list of 1,212,932 SPARQL SELECT queries
for DBpedia and 195,641 SPARQL SELECT queries for SWDF consisting of 2,242,800
and 213,029 triple patterns respectively. In the case of DBpedia 3,933,989 queries
(76.44%) were ignored and 705 queries could not be parsed, whereas in the case of
SWDF 1,841,472 queries (90.39%) were ignored and from those that were not ignored
125 queries could not be parsed.
5.2.3 Query Patterns
Figure 5.2 (note the logarithmic scale) presents the number of triple patterns per query
– both for DBpedia and SWDF. Most queries are rather simple with only one to three
triple patterns.
4Version 2.903 was used but is not available anymore. Instead, version 2.912 is available,
http://search.cpan.org/dist/RDF-Query/lib/RDF/Query/Parser/SPARQL.pm (last accessed 2015-01-02)
5Supported prefixes: annotation, cc, cohere, conf, dbo, dbpedia, dbpedia-owl, dbpprop, dc, dcterms, foaf, geo,




































































































































































Number of triple patterns per query 
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Figure 5.2: Number of triple patterns per query in DBpedia and SWDF (logarithmic scale).
We classify triple patterns into the set of triple pattern classes P where P : tR,V, Bu 
tR,V, ButR,V, B, Lu, where R denotes that a triple pattern’s element (subject, predicate,
or object) is a resource, V denotes that a triple pattern’s element is a variable, B denotes
that a triple pattern’s element is a blank node, and L denotes that a triple pattern’s
element is a literal. For example, the triple pattern
dbpedia:Karlsruhe dbo:populationTotal ?population .
belongs to class RRV since the triple pattern’s subject and predicate are resources and
the triple pattern’s object is a variable. Given this classification, triple pattern classes
exist that do not contain a variable, such as RRR. These are ignored since within the
scope of this work we focus on variables.
Knowing about frequent common structures of SPARQL queries and their number of
occurrences in a real dataset is valuable information for RDF database engine (known
as triple stores) developers. The information can be helpful for designing indexing
and caching strategies for the purpose of increasing the performance of query engines.
We analyzed which triple pattern classes constitute SPARQL queries. Figure 5.3 and
Figure 5.4 present basic graph structures as hypergraphs. For example, in the DBpedia
dataset we found 11,282 SPARQL SELECT queries that consist of three triple patterns
of class RRV and three triple patterns of class VRV. Circular nodes represent hyperedges
and rectangular nodes represent triple pattern classes. Each hyperedge is a group of triple
pattern classes and contains all triple pattern classes that it connects to via multi-edges.
The number of occurrences of each graph structure is denoted by the number in the
circular node. To focus on the most common patterns in the figures, we pruned the
graph to show only those patterns that occur more than 5000 times in case of DBpedia
and 1000 times in case of SWDF. Before pruning, the graphs depicted 329 (112) graph
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Figure 5.3: Hypergraph of most frequent query patterns in DBpedia (with more than 5000 occur-
rences).
patterns for DBpedia (SWDF). Most queries (766,662; 63.29%) in DBpedia consist
of only one single triple pattern of class RVV, whereas in the SWDF dataset most
queries (180,670; 94.11%) consist of one single triple pattern of class RRV. From the
visualization of the pruned graphs it can be derived how often a certain triple pattern
occurs at least in the respective dataset. For example, the triple pattern RRV occurs at
least 4  11, 435  384, 604  3  289, 665  3  11, 282 times in the DBpedia dataset.
Due to the pruning this number can be smaller than the actual number.
The hypergraphs can also be used to predict how likely an instance from another class
will co-occur in a SPARQL query for a given triple pattern class. For example, in the
case of SWDF, a triple pattern of class VRR is more likely to occur with a VRV triple
than with a VVV triple since 3130 (=1205 + 1925) queries contain at least a VRR and a
VVV triple pattern and 4758 (=1628+1925+1205) queries contain at least a VRR and
a VRV triple pattern. This information can be interesting for developers of SPARQL















Figure 5.4: Hypergraph of most frequent query patterns in SWDF (with more than 1000 occur-
rences).
5.2.4 Analyzing Variable Names
We classify variable names as follows:
short A variable name is considered short if it has a string length up to 2 characters.
Variable names of that type that frequently occur are s, p, o, and x.
stop A variable name is considered as a stop word if it is not short and does not
add information that could be used to describe a URI, such as a variable named
subject in subject position. For each position (subject, predicate, object) we
created the lists of stop words manually while exploring the data resulting in three
lists containing 31, 25, and 28 words respectively. Table 5.1 shows the top stop
words for each of the three possible positions in a triple pattern and how often
they occurred in the data. The complete list of stop words is available online.6
lang If a variable name is neither short nor a stop word and if it belongs to a natural
language, such as the word artist, which belongs (non-exclusively) to the
English language, then it is classified as lang. Strings that contain the separator
character "_" or that are in camelCase are split into its constituent parts. Each
constituent of length ¥ 4 needs to be classified as lang in order for the string to
be classified as lang. For checking which language a word most likely belongs
6See http://people.aifb.kit.edu/bel/label/sparql_logs/
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Figure 5.5: Distribution of classes of variable names for each triple pattern class for DBpedia.
Table 5.1: Most frequent variable names that are stop words in DBpedia queries.
Subject position Predicate position Object position
variable: frequency: variable: frequency: variable: frequency:
resource 158244 property 7592 category 12358
res 61803 pred 134 uri 11775
category 12639 left 56 url 8375
subject 8224 predicate 39 value 6452
instance 3013 prop 27 hasValue 457
to we use the Corpex7 webservice. The Corpex dataset consists of all words and
their frequencies as extracted and counted from instances of Wikipedia in multiple
languages [VSS11]. For each language l P tde, en, es, f r, itu we request the
number of exact occurrences in the dataset derived from the respective Wikipedia
corpus and normalize this value by dividing it by the total number of words in
this corpus for language l. We ignore words for which this results in a value less
than 5  107, which corresponds to words that occur less than 1000 times in the
English Wikipedia. The language for which this score is highest is assumed as the
language to which this word belongs to.
nolang Variable names that are not short, not stop, and not lang, are classified as
nolang.
Figure 5.5 and Figure 5.6 show the distribution of classes of variable names for each
triple pattern class for the DBpedia and the SWDF datasets.


















































































































































































































































Figure 5.6: Distribution of classes of variable names for each triple pattern class for SWDF.
5.2.5 Query Pattern Classes
We distinguish between query patterns and triple patterns, where a query pattern is a set
of triple patterns. We ignore anything but triple patterns inside the SPARQL query, e.g.,
UNION, OPTIONAL, etc. For each pattern that we describe we provide an example from
the actual data and formulate an assumption about how this triple pattern class can be
used to derive labels. An evaluation of these assumptions is presented in Section 5.3. In
the following, we discuss six of the query pattern classes.
5.2.5.1 1  RVV
A query pattern of class 1  RVV consists of one triple pattern of class RVV which
consists of a resource as the subject, a variable as the predicate, and a variable as the
object. 292,313 queries (24.13 % of all DBpedia queries) of this class were extracted
from the DBpedia dataset and 2,407 queries (1.25 % of all SWDF queries) from the
SWDF dataset. For example:
dbpedia:Claude_Debussy ?p ?place .
Most variable names are either short (99.47% in predicate position, 99.41% in object
position) or stop words (0.25% in predicate and object position). Therefore, this query
pattern is not a fruitful source for deriving labels. However, we found queries containing
RVV patterns where additional information about the property is encoded in a filter
expression as in the query shown in Listing 5.2:
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Listing 5.2: A SPARQL query where additional information about the property is encoded
in a filter expression.
A user issuing this query seems to be striving to find something that is expected to be
human-readable. The query returns a list of all values for properties that end with label,
summary, or name, such as the properties rdfs:label or foaf:name. In the current
approach we ignore this additional information.
5.2.5.2 1  RRV
A query pattern of class 1  RRV consists of one triple pattern of class RRV which
consists of a resource as the subject, a resource as the predicate, and a variable as the
object. 384,604 queries (31.75% of all DBpedia queries) of this class were extracted
from the DBpedia dataset, 169,222 (88.15% of all SWDF queries) from the SWDF
dataset. For example:
dbo:NASA  http://www.w3.org/2003/01/geo/wgs84_pos#lat¡ ?lat .
In this example the name of the variable ("lat") in the triple R1R2V is equal to the local
name or fragment identifier of R2, as in the following example where the local name is
the part behind the last slash:
dbo:NASA  http://dbpedia.org/property/agencyName¡ ?agencyName .
Our assumption is that V 1 is a meaningful label for R2 in R1R2V iff eqlnpR2,Vq^ langpVq
where eqlnpR2,Vq stands for the string equality of the local name or fragment identifier of
the URI R2 and the name of the variable V , and langpVq evaluates to true if the name of
the variable V is considered as lang, thus being a word from a natural language as checked
using the Corpex webservice. V 1 can be derived from V by substitution of separators
"_", "+", and "-" to spaces and splitting camel-cased words into its constituents.
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5.2.5.3 3  RRV
A query pattern of class 3  RRV consists of three triple patterns where each triple
pattern is of class RRV and consists of a resource as the subject, a resource as the
predicate, and a variable as the object. 289,665 queries (23.91 %) of this class were
extracted from the DBpedia dataset. The homogeneity of this set of graph patterns is
high: when ignoring the subjects, which are the same in every triple pattern of a query,
then the number of distinct queries is 3. While the structure of each query is the same,
the 3 queries differ in the variable’s names and properties used. For example:










Due to the small number of distinct query types, these queries are expected to be
application-specific and not repeatedly issued by a human agent. Due to the small
number of unique queries, queries from this class are not promising to be analyzed to
harvest labels.
5.2.5.4 1  VRR, 1  VRV
A query pattern of class 1  VRR, 1  VRV consists of one triple pattern of class VRR
and one triple pattern of class VRV. 29,039 queries (2.40 %) of this class were extracted




?artist rdfs:label ?label .
FILTER (lang(?label)=’en’) .
FILTER (?artist != dbpedia:Aslan_Maskhadov) .
87.85% of all queries of class 1  VRR, 1  VRV have a similar structure: the variables
in the subject position are equal in both triple patterns, the two variables in the VRV
triple pattern are different, the properties in both triple patterns are different, the property
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in the VRR triple pattern is not rdfs:type, the property in the VRV triple pattern is
rdfs:label, and the variables are artist and label. An agent seems to be iterating
over a set of entities and creating a query for each entity. Thereby, the names of the
variables are the same for each such query. Due to the homogeneity of queries from
this class, and due to the small number of distinct variable names used, this class is not
promising to be analyzed in order to harvest labels.
5.2.5.5 2  VRV
A query pattern of class 2  VRV consists of two triple patterns of class VRV. 3,028
queries (1.58 %) of this class were extracted from the SWDF dataset. For example:
?person foaf:name ?name .
OPTIONAL { ?person foaf:mbox ?email }
This pattern seems promising at first glance: it seems that we can derive labels for the
properties from the variables in the object position. But in 98.22% of such queries, the
variable names are either short or stop words. Therefore, queries from this class are not
promising to be analyzed in order to harvest labels.
5.2.5.6 Any Graph with VRR
Finally, we discuss graph patterns that contain at least one VRR triple pattern. For
example:
?Player dbo:Athlete dbo:SoccerPlayer .
This pattern occurs 270,746 times (22.32%) in the DBpedia dataset. The assumption is,
that V 1 is a human-readable label for R2 in VR1R2 iff langpVq ^ R1  rdf:type, as in the
following example:
?person rdf:type foaf:Person .
If the property is not rdf:type, then the name of the variable in the subject position can
not be used to derive a label. That means that in this example Person can be derived as
a label for the class foaf:Person. The following examples demonstrate that in each
case the variable’s name could be used for a different purpose:
Case 1: ?ground skos:subject dbpedia:Category:Parks_in_Indiana .
Case 2: ?singer foaf:page  http://en.wikipedia.org/wiki/Bob_Dylan¡ .
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Case 3: ?airline dbo:headquarter dbpedia:Germany .
Case 4: ?maceo owl:sameAs dbpedia:Maceo_Parker .
The variable names could be used as follows: The variable name in Case 1 could be
used as a label for the resource in object position, the variable name in Case 2 could be
used as a label for class of the resource in object position, the variable in Case 3 could
be used as a label for a class in the domain of the property, and the variable in Case 4
could be used as a name of the instance in object position.
5.3 Evaluation
For the assumptions presented in the previous section we performed the following
evaluation: For every tuple consisting of a URI and a label that we derived from
analyzing the query log of a data source (the guessed label), we query the data source
in order to see if a label already exists (via either the rdfs:label, rdfs:comment,
dc:title, or foaf:name properties).8 If no given label exists in the data sources, we
analyze whether the BTC2010 corpus provides a label. If this also fails, we dereference
the URI to access their RDF description and see if this RDF description provides a label.
We regard this as the given label. We then compare given labels with guessed labels.
We consider a guessed label as being correct if it is equal to the given label or if the
given label is a substring of length ¥ 4 of the guessed label or if the guessed label is a
substring of length ¥ 4 of the given label or if the Levenshtein edit distance between
given and guessed label is¤ 4. If a guessed label did not meet these criteria we manually
evaluated for a random subset of all those cases whether this label was meaningful and
appropriate for the resource. Two patterns have been selected for evaluation that were
the most interesting and most frequently occurring classes.
5.3.1 1  RRV
In the DBpedia dataset for all 1,366,362 triples of class RRV we found 549,093
triples where the condition eqlnpR2,Vq holds, and 916,673 triples where the condi-
tion  eqlnpR2,Vq holds. From these triples we extracted 226 pairs of URIs and guessed
labels. We started with an automatic evaluation by comparing the guessed labels with
the given labels. This resulted in 54.5% guessed labels being correct. Then we evaluated
the remaining guessed labels manually. The overall evaluation resulted in 68.5% being
correct, 9.1% being correct within a given context, and 22.4% as being wrong. Examples
for guessed labels that are considered as being correct in a certain context only are
actor for the property dbo:starring or location for the property dbo:residence.
8Other labeling properties presented in Chapter 4 are not used in the datasets and are therefore excluded.
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An example of a guessed label that was considered wrong is the label contained in
for the property dbpprop:creator for which the rdfs:label creator is known.
5.3.2 Any Graph with VRR
80,455 queries in the DBpedia dataset contain a triple pattern of class VRR. For 60 dis-
tinct URIs we derived 36 labels for classes – some labels were derived for multiple URIs,
such as river for both dbo:River and dbpedia:Category:Rivers_of_Spain. We
began by checking the labels automatically. 25% of the guessed labels where automati-
cally confirmed as being correct. The remaining guessed labels were checked manually.
Of the labels derived from this class, 53.3% were correct, 46.7% were considered as
being wrong. An example for a guessed label considered as being correct is station
for the class dbo:RadioStation. An example for a guessed label considered as being
wrong is the label scientist for the class dbo:SoccerPlayer.
5.4 Related Work
Query logs have already been analyzed with different intentions in the context of the
Semantic Web:
• Gallego et al. [Gal+11] aim to find the most frequently used language elements
focusing on the most expensive SPARQL operations. These results may assist
designers of indices, stores, optimizers, and benchmarks in making reasonable
assumptions and make sound decisions. They also perform their analysis on the
USEWOD2011 corpus.
• While Mika, Meij, and Zaragoza [MMZ09] also analyze query logs, the authors
are focusing on the semantic gap – the gap between the content provided in the
Semantic Web, and the information needs as expressed by web users submitting
keyword queries to search engines.
• Möller et al. [Möl+10] analyze a similar dataset consisting of access logs and find
out whether a human user or a machine agent is consuming Linked Data. They
perform an analysis of the SPARQL queries found in the log files and expect these
results to be beneficial when choosing which indexes to pre-compute and store for
serving LOD data.
To the best of our knowledge SPARQL queries have not yet been analyzed with a focus
on exploiting variable names. Moreover, no approach exists to systematically derive




We presented an approach for automatically deriving labels for entities based on the
extensive analysis of a big corpus of SPARQL queries. The methods that we have
developed have achieved an acceptable precision as evaluated on the DBpedia and
SWDF datasets. That means, most of the labels that we guessed based on the SPARQL
queries matched the already given labels.
Regarding the quality of variable names used in SPARQL queries for labels we found
out that guessed labels can be less specific than it is useful since in the context of a query
a variable name may be only as specific as necessary for the purpose of disambiguation.
For example in the following query it is sufficient to name the variable artist instead
of e.g. MusicalArtist:
SELECT ?artist ?x WHERE {
?artist rdf:type dbpedia-owl:MusicalArtist .
?x dbprop:influencedBy ?artist .
}
We noticed that in most cases the labels were useful for terminological entities, i.e.,
classes and properties. We have, for now, only regarded the queries by themselves. In
future work, queries could be analyzed in parallel with the data, especially with the
given answers.
We have published the derived labels on the Web, so that the results can be inspected
and also used by Web of Data applications.9
The regarded datasets (DBpedia and SWDF) provide through the process they are
created an almost full coverage with labels for all their entities, which makes them
highly atypical as we have seen in our analysis of labels in the Web of Data in Chapter 4.
At the same time, this enables us to thoroughly evaluate our approach since we can use
the already given labels, allowing us to automatically evaluate our approach. We expect
that the same methods can be applied to other datasets where labels are missing and
SPARQL query logs are available With the methods presented here we can automatically
derive labels for properties and classes in these datasets, thus taking an important step
towards a higher reusability of the knowledge published on the Web of Data.
9See http://people.aifb.kit.edu/bel/label/sparql_logs/
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5.6 Contributions
The main contributions of this chapter are as follows:
• We address RQ3.1 How can human-readable labels be derived from variable
names in SPARQL queries? by presenting and executing an approach to derive
human-readable labels from variable names in SPARQL queries. The evaluation
shows that the approach is applicable for deriving human-readable labels.
• For the purpose of addressing RQ3.2 Which SPARQL graph patterns are common?
we analyzed a large set of SPARQL queries extracted from the DBpedia and SWDF
query logs. We developed a hypergraph-based visualization of the most frequently
occurring graph patterns and applied it to visualize our measurement results in
Figure 5.3 and Figure 5.4.
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6.1 Introduction
SPARQL (introduced in Section 2.1.3) is the W3C Recommendation for querying
and accessing RDF data [HS10]. While SPARQL has found broad acceptance among
semantic application developers, the usage of SPARQL among those who possess limited
to no expertise in Semantic Web technologies remains understandably limited.
A wide variety of systems propose different means for users to express what they are
looking for: (i) keywords, as supported by systems such as SemSearch [LUM06] and
SWIP [PHH12]; (ii) free-text questions, sometimes using a controlled language, such
as ORAKEL [Cim+08], FREyA [DAC12], and the approach introduced in [Ung+12];
and (iii) pre-defined forms [Men+08; HO11]. Independently of how the input is given,
SPARQL queries are generated and evaluated.
The system we introduce in this chapter, Spartiqulation, is complementary in functional-
ity and purpose to these approaches. More concretely, we address the question of query
verbalization, by which the meaning of a query encoded in SPARQL is conveyed to
the user via English text. The verbalization allows a potential discrepancy between an
intended question and the system-generated query to be observed by a user. In addition,
Spartiqulation offers an easy-to-use means to gain better insight into the operation of a
search system.
We illustrate a potential discrepancy via an example. Assume the information need of
the user is: The second highest mountain on Earth. If the system does not know the
meaning of the term second, it will very likely simply ignore the qualifier and display the
highest mountain. Using Spartiqulation, the meaning of the generated SPARQL query
can be communicated to the users in a comprehensible way and eventually inform them
that the system understood a different question.
Further scenarios, in which SPARQL verbalization could play a key role, are learning
environments and (iterative) query editors. Creating natural-language representations of
SPARQL queries while learners are writing these queries is expected to help them gain
a better command of the semantics of the language, and understand the reasons why in
some cases the results returned by a query engine differ from the original intention of
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the learner. For example, regard the query in Listing 6.1 in which the variable ?pop is
defined as optional in the OPTIONAL block and where the optionality of the variable
is countermanded by the filter expression that explicitly requests the variable to be
bound. This query can be verbalized as Cities and their population values in which the
eventually intended optionality is missing.
SELECT * WHERE {
?x rdf:type :city .
OPTIONAL {
?city :populationTotal ?pop .
}
FILTER ( BOUND(?pop) )
}
Listing 6.1: Example query with a countermanded optionality.
Spartiqulation uses template-based natural language generation (NLG) techniques, as
well as linguistic cues in labels and URIs of resources mentioned in a SPARQL query to
generate English text. The approach is schema-agnostic (besides being tied to the RDF
vocabulary itself), and is thus applicable to various domains and application scenarios.
In this chapter we answer the following research question:
RQ4 How can SPARQL queries be verbalized in a mostly schema-agnostic manner?
The chapter is structured as follows. The approach is described in Section 6.2, followed
by a description of the template engineering process in Section 6.3. We present an
evaluation in Section 6.4, followed by a discussion of related work in Section 6.5. We
draw conclusions in Section 6.6 and highlight the main contributions in Section 6.7.
All verbalizations presented as captions of query listings are generated using Spartiqula-
tion.1 Additional material, such as the evaluation sheets, is available online.2
1We would like to thank Jia-Yan Gu for her help in improving the verbalizations in terms of correct use of the
English language as well as the 20 participants that participated in an online evaluation and gave valuable
feedback for a previous version of our verbalizer.
2See http://km.aifb.kit.edu/projects/spartiqulator/ESWC2014SPARQL
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6.2 The Spartiqulation Approach
6.2.1 Coverage
According to the SPARQL W3C Recommendation [HS10], SPARQL knows the query
forms SELECT, CONSTRUCT, ASK, and DESCRIBE. Tools such as SemSearch [LUM06],
ORAKEL [Cim+08], FREyA [DAC12], and TcruziKB [Men+08] that translate user
input into SPARQL queries generate SELECT queries (e.g., Listing 6.2) and ASK queries
(e.g., Listing 6.3), which are also the query forms that our approach supports. In the
current form our approach verbalizes SPARQL 1.1 SELECT and ASK queries where
the WHERE clause is a connected basic graph pattern that may contain certain filter
expressions. The aggregation function COUNT and the solution modifiers DISTINCT,
HAVING, LIMIT, OFFSET, and ORDER BY may be used. Currently not supported are
unconnected basic graph patterns, variables in predicate positions, negations via the
language features EXISTS and MINUS, subqueries, the language features BIND and
VALUES, the solution modifier REDUCED, aggregation functions besides COUNT, graph
names, and path matching.
6.2.2 Anatomy of a Verbalization
Our approach is template-based and inspired by the pipeline architecture for NLG
systems and the tasks these systems commonly perform, as introduced by Reiter and
Dale [RD00], see Section 2.3.3. In particular, inspired by [Hew+05] and [SM07], we
have manually collected a series of schema-independent templates, which are used in
the verbalization process to generate coherent natural-language text from the different
parts of a SPARQL query. These templates could be extended to capture user-, domain-
or application-specific information to further improve the verbalization results. Our
approach supports such extensions, but already delivers meaningful results in its current
generic form.
The anatomy of a verbalization consists of up to four parts:
Main entity (ME): SELECT and ASK queries contain a WHERE clause containing a basic
graph pattern. Verbalization of a graph or graph pattern requires a starting point.
We refer to the node that we chose to begin with as the main entity. The main
entity is rendered as the subject of the verbalization in singular or plural, with a
definite or an indefinite article, and may be counted. Examples are: Persons for
the SELECT query in Listing 6.2 and a record for the ASK query in Listing 6.3.
Further examples are The country in Listing 6.4, Not more than 10 distinct african
83
6 Verbalization of SPARQL Queries
Verbalization :: ME r”that has” | ”that have”s
ConsList? ”Show also”? ReqList? MOD?
ConsList :: CONS p”and” ConsListq
ReqList :: REQ p”and” ReqListq
Figure 6.1: Anatomy of the verbalization of a SELECT query.
countries3 in Listing 6.5, Number of distinct european countries in Listing 6.6,
and Books in Listing 6.7.
Constraints (CONS): CONS covers restrictions regarding the main entity, such as the
relations with other resources and literals. Constraints are rendered in singular
or plural, depending on the number of the main entity, and may contain informa-
tion from the ORDER BY and LIMIT parts of the query, as well as from FILTER
expressions. Examples are: that have a birth place, that have the surname "El-
car", that have "Dana" as an English given name, and that have an alias that
matches "Dana" in Listing 6.2, has a maker that has the name "Pink Floyd"
in Listing 6.3, has the highest number of languages in Listing 6.4, do not have
borders with oceans in Listing 6.5, have government types that match "monarchy"
in Listing 6.6, and are labeled "The Pillars of the Earth" in English in Listing 6.7.
Requests (REQ): REQ, which is only created for SELECT queries, includes the projec-
tion variables (those that appear in the SELECT clause) besides the main entity
of a query. Examples of requests are these birth places and if available, these
person’s English labels in Listing 6.2, if available, its English labels in Listing 6.4,
and these book’s authors in Listing 6.7. Renderings of requests may include
information from FILTERs and from domain/range information of properties and
whether the variable is optional.
Modifiers (MOD): MOD expresses the features LIMIT, OFFSET, and ORDER BY and
applies to SELECT queries. MOD can be partially included within other parts of the
verbalization, for example, in the ME part (Not more than 10 persons), within
constraints (that has the highest number of languages, as in Listing 6.4), or as an
own sentence (Omit the first 10 results; show not more than 10 results.) for the
features LIMIT 10 OFFSET 10.
The four parts are then joined to create the complete verbalization as described in
Section 6.2.8 and as shown in Figure 6.1.
3The approach does not consider that national and regional adjectives are capitalized in English and therefore
generates european instead of European, african instead of African and so forth.
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Figure 6.2: Visual representation of the query shown in Listing 6.2.
SELECT ?uri ?string ?p WHERE {
?uri :birthPlace ?p . ?uri :surname ’Elcar’ .
?uri rdf:type foaf:Person.
{ ?uri foaf:givenName ’Dana’@en. } UNION {
?uri prop:alias ?alias . FILTER(regex(?alias,’Dana’)) .
}
OPTIONAL {
?uri rdfs:label ?string . FILTER(lang(?string) = ’en’)
}
}
Listing 6.2: Persons that have a birth place and that have the surname "Elcar" and that have
"Dana" as an English given name or that have an alias that matches "Dana". Show
also these birth places and, if available, these person’s English labels. See Figure 6.2
for a visualization of the query graph.
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?artist foaf:name ’Pink Floyd’.
}
Listing 6.3: Is it true that there is a record that has a maker that has the name "Pink Floyd" and
that has the release status bootleg?
SELECT ?uri ?string WHERE {




FILTER (lang(?string) = ’en’)
}
} ORDER BY DESC(COUNT(?language)) LIMIT 1
Listing 6.4: The country that has the highest number of languages. Show also, if available, its
English labels.
SELECT DISTINCT ?state WHERE {
?state rdf:type ex:AfricanCountry .
OPTIONAL {




Listing 6.5: Not more than 10 distinct african countries that do not have borders with oceans.
SELECT COUNT(DISTINCT ?uri) WHERE {
?uri rdf:type yago:EuropeanCountries .
?uri dbo:governmentType ?govern .
FILTER(regex(?govern,’monarchy’))
}
Listing 6.6: Number of distinct european countries that have a government type that matches
’monarchy’.
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6.2.3 Content Determination
In natural language generation the system decides which parts of the input are communi-
cated to the user as human-readable text. In our case, this decision is rather trivial, as the
complete SPARQL query is verbalized. An exception in this approach are PREFIX defi-
nitions such as PREFIX foaf: <http://xmlns.com/foaf/0.1/>; we leave these
out for reasons of conciseness of the output.
6.2.4 Document Structuring
The system constructs independently verbalizable messages from the input query and
determines an appropriate ordering and structure. We first identify the subject of the
verbalization, transform the graph, and then create and classify the messages which will
be processed by the subsequent tasks.
6.2.4.1 Main Entity Selection
SELECT queries are a means to retrieve bindings for variables. We assume that a user is
more interested in variable values than in entities used in the query. Projection variables
are those variables that appear in the SELECT clause and in the WHERE clause, such as
the variable ?title in Listing 6.8. Only bindings retrieved for projection variables
are returned as result of a query execution. Therefore, only projection variables are
candidates for the main entity selection. Furthermore, only non-optional projection
variables come into consideration. A variable is a non-optional variable if within the
WHERE clause it does not only appear within OPTIONAL blocks. For example, in Listing
6.4 the variable ?uri is non-optional and the variable ?string is optional. Due to
their nature of being optional and thus less relevant than non-optional variables, only
non-optional projection variables come into consideration. The variables for which
a NOTBOUND filter (e.g. !bound(?var)) is specified are treated as optional variables
during main entity selection.
SELECT ?uri ?book WHERE {
?book rdf:type onto:Book .
?book onto:author ?uri .
?book rdfs:label ’The Pillars of the Earth’@en .
}
Listing 6.7: Books that have the label "The Pillars of the Earth" in English and that have an
author. Show also these books’ authors.
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?artist dc:title ’Petula Clark’.
}
Listing 6.8: A SELECT query with two non-optional projection variables: ?track and ?title.
Table 6.1: Different CONS part verbalizations for different main entity selections for the query
shown in Listing 6.8.
ME Verbalization
track Distinct tracks that have a creator that has the title "Petula Clark".
title Distinct things that are titles of tracks that
have a creator that has the title "Petula Clark".
ASK queries are a means to assess whether a query pattern has a solution. If ASK queries
contain variables then the selection procedure is the same as for projection variables in
SELECT queries. Otherwise, we select the triple’s subject.
In order to identify the main entity we define Algorithm 6.1 which applies the ordered
list of rules R shown in Figure 6.3. The rules propose the exclusion of members from a
candidate set. We derived the rules by looking at queries within the training set4 having
multiple candidates. The candidate set C is initialized as the set of projection variables
and the algorithm eliminates candidates step by step. Q denotes the set of triples within
the WHERE clause of a query, Rt is the property rdf:type and Rl is a labeling property
from the set of 36 labeling properties identified in previous experiments and presented
in Chapter 4, Table 4.1. The application of an exclusion rule Ri to a candidate set C
given a query Q, denoted by RipC,Qq, results in the removal of the set E proposed by
the reduction rule.
4See Section 6.4.3 for more information about our training set.
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Rule 1 removes candidates that appear in an OPTIONAL block of the WHERE clause. For
example, in a query SELECT ?a WHERE { ex:R1 ex:R2 ?a . OPTIONAL
{ ?a ex:R3 ?b . } } the variable ?b is removed from the candidate set
{?a, ?b}.
Rule 2 excludes variables that are not constrained via rdf:type in queries that contain
variables that are constrained via rdf:type. For example, in a query SELECT ?a
?b WHERE { ?a rdf:type ex:R1 . ?b ex:R2 ex:R3 . } with ex:R2
 rdf:type, the variable ?b is removed from the candidate set {?a, ?b}.
Rule 3 eliminates those variables, for which the existence of a label is not constrained
or requested. This applies to queries, which use variables for which the existence
of a label is constrained, or in which a label is requested. For example, in a query
SELECT ?a ?b WHERE { ?a <Rl> ?l . ?b ex:R2 ex:R3 . } where Rl
is a labeling property such as rdfs:label, the variable ?b is removed from the
candidate set {?a, ?b}.
Figure 6.3: Exclusion rules used by Spartiqulation.
The rules can be described as follows where the numbers show how often a rule was
successful in reducing the candidate set for the 209 queries within our training set:
• Rule 1 (85, 40.67%) proposes removing candidates that appear within the WHERE
clause only within OPTIONAL blocks.
• Rule 2 (12, 5.74%) proposes removing candidates that represent subjects that
are not constrained via rdf:type in the case that there are candidates that are
constrained via rdf:type.
• Rule 3 (48, 22.97%) proposes removing candidates for which no label is con-
strained or requested in the case that there are candidates for which this is the
case.
In some cases (64, 30.62%) no rule was applied since the candidate set contained only
a single variable. For all queries given these rules the main entity has been identified.
While our actual list of exclusion rules contained more rules these were never applied
for the given training data and are thus omitted here.
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Algorithm 6.1 Applying reduction rules to candidate set.
procedure ReduceCandidateSet(C,R,Q)
if |C|  1 then
return C
while |C| ¡ 1 do
for each Ri P R do
if |RipC,Qq| ¡ 0 then
C Ð RipC,Qq
if |C|  1 then
return C
returnH
Table 6.2: Message types used by Spartiqulation.
nr name nr name nr name
(1) PAT H (2) VAR (3) ORDERBY
(4) LIMIT (5) OFFS ET (6) HAVING
If a SELECT query has multiple non-optional projection variables, a choice is made
among these candidates. For example, given the query shown in Listing 6.8, selecting
?track would result in Things that have a creator that has the title "Petula Clark";
selecting ?title would result in Distinct things that are titles of tracks that have a
creator that have the title "Petula Clark". A choice may have an influence on the
verbalization’s total length and understandability. In the current approach among the
remaining candidate variables the first variable in lexicographic order is selected. How-
ever, future extensions of this approach may decide based on the estimated total length
and understandability.
6.2.4.2 Graph Transformation
We perform a transformation of the query graph since it simplifies the Linguistic Re-
alization task as discussed in Section 6.2.7. If the query does not come in that shape
already, we transform queries in a way that the query graph is converted into a graph
where the main entity is the root node and all edges point away from the root, as shown
in Algorithm 6.2. Therefore, the algorithm maintains three sets of edges P, F, and T :
edges that are already processed (P), edges that need to be followed (F), and edges that
need to be transformed (T ), which means reversed. An edge is reversed by exchanging
subject and object and by marking the property (p) as being reversed with a prepended
‘-’ (as in p).
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Algorithm 6.2 Graph Transformation
PÐH, FÐtps, p, oq P Q | smu, TÐtps, p, oqPQ | omu (init)
while F  H or T  H do
for each psi, pi, oiq P F do
for each ps j, p j, o jq P QzpPY F Y T q do
if oi  s j then
F Ð F Y tps j, p j, o jqu
else if oi  o j then
T Ð T Y tps j, p j, o jqu
Move psi, pi, oiq from F to P
for each psi, pi, oiq P T do
for each ps j, p j, o jq P QzpPY F Y T q do
if si  s j then
F Ð F Y tps j, p j, o jqu
else if si  o j then
T Ð T Y tps j, p j, o jqu
T Ð Tztpsi, pi, oiqu
P Ð PY tpoi,pi, siqu
return P
6.2.4.3 Message Creation and Classification
SPARQL queries are represented as sets of messages. Table 6.2 shows the different
types of messages that are necessary for representing the subset of SPARQL process-
able by our approach (see Section 6.2.1). The query graph is split into independently
verbalizable messages which represent paths that start at the main entity and consist of
sets of triple patterns. For the query in Listing 6.7, where the variable ?uri is selected
as the main entity, two path messages are created. The first message represents the
path (?uri -onto:author ?book. ?book rdf:type onto:Book.).5 The second
message represents the path (?uri -onto:author ?book. ?book rdfs: label
’The Pillars of the Earth’@en.). Further messages are created for variables and
contain information about filters, as well as information related to the SPARQL features
HAVING, LIMIT, OFFSET, OPTIONAL, ORDER BY, and UNION.
A message that represents a variable consists of a list of key value pairs. It uses boolean
values to express whether the variable is the main entity (main), whether the count
aggregation function is used for this variable in the SELECT clause (count), whether the
DISTINCT modifier is used for this variable in the SELECT clause (distinct), whether the
variable is a projection variable (project), and whether the variable appears only within
an OPTIONAL part (optional). Integer values are used to store the value of the LIMIT and
5Note that the minus symbol in -onto:author indicates that the property is reversed.
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    UNION: 1 
    BRANCH: 2 
    type: REGEX_VL 
    V: alias 
    L: Dana 
]] 
 
 Figure 6.4: A set of messages that represents the SPARQL query in Listing 6.2.
OFFSET modifiers (limit and offset). The name of the variable, e.g. artist, is stored as a
string (name). Moreover, an array of filters is stored (filters). Common filters are LANG
as in FILTER(lang(?str)=’en’), BOUND as in FILTER(bound(?v)), NOTBOUND as
in FILTER(!bound(?v)), RELATIONAL_VL as in FILTER(?v > 10), and REGEX_VL
as in FILTER(REGEX(?v, ’^A’, ’i’)). Since a variable can occur in multiple differ-
ent branches of a UNION where in each branch another FILTER regarding this variable
is defined, each member in the array of filters stores in which union and which branch it
is defined.
The messages that represent the SELECT query from Listing 6.2 are depicted in Figure 6.4.
The query is represented using 6 path-representing messages (M1-M6) and 4 variable-
representing messages (M7-M10). The main entity is represented with message ID
(MID) M7. The query contains one UNION with 2 branches. Note that the REGEX_VL
filter related to the variable alias in M8 is specific to branch #2 in UNION #1.
Each message that consists of triple patterns is classified according to the role the
underlying information will play in the verbalization, as introduced in the anatomy
of a verbalization in Section 6.2.2. The classification distinguishes among (i) CONS
messages, in which the main entity is constrained; (ii) REQ messages, which contain a
projection variable other than the main entity; and (iii) MOD messages, which includes
features such as OFFSET, ORDER BY and LIMIT. Information about filters is stored within
messages that represent variables.
Messages that represent a path are classified as CONS. In case of a SELECT query if the
path contains a projection variable besides the main entity, then the path-representing
message is also classified as REQ. In Figure 6.4, the path-representing messages M1, M5,
and M6 are classified as REQ messages.
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Figure 6.5: Visual representation of the query shown in Listing 6.2. How the query graph is split
into messages shown in Figure 6.4 is depicted. The main entity is highlighted (center).
6.2.5 Lexicalization
During lexicalization the system determines the actual wording to denominate an entity;
in our case, such entities are RDF resources represented by URIs or variables. Further
details about the wording (e.g., the usage of singular or plural, the capitalization) are
considered in the referring expression generation task (Section 6.2.6) and the linguistic
realization task (Section 6.2.7).
For each entity the URI representing the entity is dereferenced; to do so the Accept
field of the HTTP request header is set to application/rdf+xml in order to explicitly
request RDF data. If RDF data is available, the system checks if an English label is
available using one of the 36 labeling properties presented in Chapter 4, Table 4.1. If
the entity appears within a triple pattern in predicate position in the SPARQL query,
then further information about the property is collected from the RDF data obtained
by dereference; namely, the system checks whether its inverse property is specified
and labeled, and whether the property is symmetric. This information is used when
rendering reversed properties. In OWL, the inverse property can be specified using
owl:inverseOf, as it is the case, for instance, in ex:hasChild owl:inverseOf
ex:hasParent. A property is known to be symmetric if it is an instance of the class
owl:SymmetricProperty. Both directions of a symmetric property are lexicalized in the
same way.
Should no label be available for a given entity with any known labeling property, a label
is derived from the URI’s local name or fragment identifier. For instance, the label music
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group can be derived by de-camelcasing and lowercasing MusicGroup, which is the
local name of the URI http://purl.org/ontology/mo/MusicGroup.
Variables are expressed in natural language either using their type constraints or, if
absent, using the term thing. A variable can be explicitly constrained by its type such
as the variable ?v in ?v rdf:type ex:Actor. In this case, we lexicalize the variable
using the label of the typing class, that is actor. Such typing information can also be
determined taking into account the domain and range of a property. For example, in the
triple pattern ?var1 dbo:capital ?var2 with domain of dbo:capital defined as
PopulatedPlace, we can derive ?var1 as populated place.
If multiple types exist, then the conjunction of types can be verbalized, e.g. as things
that are A as well as B. Moreover, by analyzing the part of speech of the label or the
local name of the property, in the case that this label or local name or fragment identifier
is identified as a noun, then this noun can be used as a type for a variable. For example,
the local name capital of the property in the triple pattern ?var1 dbo:capital ?var2
is a noun and the variable ?var2 can be referred to as capital.
6.2.6 Referring Expression Generation
Referring expression generation is the task of deciding how to refer to a previously
introduced entity. For example, the query in Listing 6.7 asks for books that have a certain
label and known authors. The variable ?uri is introduced and rendered as authors within
the CONS part have authors. Since the SELECT clause contains a second variable ?uri
besides the main entity ?book, the verbalization needs to communicate that entities that
can be bound to ?uri need to be part of the query result. This is achieved by adding the
phrase Show also these books’ authors to the verbalization, where these books’ authors
is the referring expression corresponding to the variable ?uri.
On the one hand, a referring expressions needs to unambiguously refer to an entity. On
the other hand, a referring expression should be concise to aid the understandability of a
verbalization. For example, for the SELECT query in Listing 6.2, the projection variable
can be verbalized as these birth places or as these persons’ birth places. Since within
the query birth place does not occur multiple times, it is sufficient to generate these
birth places, which means that from the REQ message only the projection variable itself
needs to be verbalized. If this leads to an ambiguity, which means that the referring
expressions generated for two distinct variables are identical or substring of each other,
then the part of the REQ message that is actually verbalized needs to be extended step
by step until the full path between that variable and the main entity is verbalized. We
perform this extension until the set of all referring expressions is free of ambiguities (no
two variables are verbalized identically and no variable’s verbalization is substring of
another variable’s verbalization) or if the full paths have already been verbalized which
means that in this case we cannot generate unambiguous referring expressions.
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A =̂ The DISTINCT modifier is used
B =̂ Main entity is counted as in SELECT(COUNT ?main)
C =̂ Result set is limited with LIMIT as in LIMIT 10
D =̂ ME needs to be verbalized in singular (LIMIT  1)
E =̂ Main entity is ordered as in ORDER BY DESC(?main)
F =̂ Main entity has multiple types as in
?main rdf:type ex:A. ?main rdf:type ex:B.
Figure 6.6: The set of variables that control how the main entity is verbalized within the verbaliza-
tion template, as shown in Figure 6.7 (left side).
6.2.7 Linguistic Realization
Abstract representations of sentences are translated into actual text. Verbalization of the
MOD part of a query is straightforward; the verbalization of REQ messages is similar to
the verbalization of CONS messages. Therefore, the remainder of this section will focus
on the realization of the messages corresponding to the main entity and the CONS part.
A template contains a set of slotted strings where a slotted string is a string containing
variables that are filled in later steps. Which slotted string is selected for the linguistic
realization is controlled by a set of variables, which depend on the context of the part to
be realized. For example, variables enable to specify whether the singular or plural form
needs to be created. Furthermore, the template is provided with data that is used to fill
the slots. For example, this could be the type of an entity.
A set of 6 boolean variables, shown in Figure 6.6, is necessary to fully capture the
variations for the main entity template. In Figure 6.7 an excerpt of the main entity
template is shown on the left
The string Distinct scientists is one possible result which is created using this template.
Besides these boolean variables the template is provided with a hash map $D that contains
strings that are either literals appearing in the query or labels of resources. For example,
$D{TPL} is the variable’s type in plural,6 $D{TSI} is the variable’s type in singular,
$D{MULTPL} is a list of multiple types in plural such as scientists as well as astronauts,
and $D{L} is a limit value as specified using the SPARQL LIMIT feature. The strings,
such as Abcdef, indicate which of the boolean variables is true. Capital characters
indicate a true value, lowercase characters indicate a false value.
6We use the Perl module Lingua::EN::Inflect in order to convert a word to plural.
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Abcdef ’Distinct ’ . $D{TPL}
Ñ Distinct scientists
aBcdef ’Number of ’ . $D{TPL}
Ñ Number of scientists
AbcdEf ’The distinct ’ . $D{TPL}
Ñ The distinct scientists abcdefghIJ ’that has no ’ . $D{PSI}
abCdef ’Not more than ’ . $D{L} Ñ that has no email
. ’ ’ . $D{TPL} abcdEFGHij ’that have the highest
Ñ Not more than 10 scientists number of ’ . $D{PPL}
abcDEf ’The ’ . $D{TSI} Ñ that have the highest
Ñ The scientist number of languages
abcdeF ’Things that are ’ abcDefghIj ’that is not ’ . $D{A}
. $D{MULTPL} . ’ ’ . $D{PSI}
Ñ Things that are scientists . ’ of a thing’
as well as astronauts Ñ that is not a holder
of a thing
Figure 6.7: On the left: Excerpt of the main entity template. On the right: Excerpt of the CONS-
RV-C1 template (for properties such as email or hasColor).
CONS messages are verbalized in smaller parts, each with the help of a template, which
are then joined together. Consider, for example, a CONS message that represents a path
consisting of two triples ?main :prop1 ?v1. ?v1 rdfs:label "x". This path is
split into the parts (i) :prop1 ?v1 (a part of type RV – consisting of a resource R and a
variable V), and (ii) rdfs:label "x" (a part of type RL – consisting of a resource R
and a literal L). For the first part, a specific RV template is selected based on the linguistic
properties of that resource. Classes of properties and example verbalizations are shown
in Table 6.3.7 For example, if the property label is a noun, then the template CONS-RV-C1
is selected. Similar to the main entity verbalization, the specific verbalization procedure
is controlled by a set of variables as shown in Figure 6.8. Given these variables the
template produces verbalizations as shown in Figure 6.7 (on the right).
For each of the seven property classes shown in Table 6.3, and for each of the possible
types of parts T  tRR, RL, RV, RlR, RlV, RlL, RtR, RtV, RtLu (where Rl is a labeling
property and Rt is the property rdf:type), we developed CONS and REQ templates.
Due to the graph transformation shown in Algorithm 6.2, every path message consists of
a (potentially empty) list of RV parts and ends with a part of type t P T . Without the
graph transformation, additional part types such as VR need to be handled and further
templates would be necessary.
7We use the Stanford parser [KM03] to identify the part of speech (POS) of a property’s label, local name or
fragment identifier to choose the most appropriate lexicalization. These property patterns are based on the
work by Hewlett et al. [Hew+05].
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Table 6.3: Classes of properties, examples with POS tag patterns, expansions, and expansions of
the reversed properties.
№ Examples Expansions
1 email (NN) X has/have an email Y
Y is/are (an) emails of X (reversed)
hasColor (has + NN) X has/have a color Y
Y is/are (a) color/colors of X (reversed)
2 knows (VBZ) X knows/know Y
Y is/are known by X (reversed)
3 brotherOf (NN + of ) X is/are brother/brothers of Y
isBrotherOf (is + NN + of ) Y has/have a brother X (reversed)
4 producedBy (VBN + IN) X is/are produced by Y
Y produces/produce X (reversed)
isMadeFrom (is + VBN + IN) X is/are made from Y
Y is/are used to make X (reversed)
5 collaboratesWith (NNS + with) X collaborates/collaborate with Y
Y collaborates/collaborate with X (reversed)
6 visiting (VBG) X is/are visiting Y
Y is/are visited by X (reversed)
7 marriedTo (VBN + TO) X is/are married to Y
Y is/are married to X (reversed)
A =̂ the variable is the first optional variable
and this variable is not NOTBOUND
B =̂ the variable has exactly one type
C =̂ the variable has more than one type
D =̂ the property is reversed
E =̂ the variable is counted
F =̂ plural form is required
G =̂ ordered by variable
H =̂ descending order
I =̂ the variable is OPTIONAL and NOTBOUND
J =̂ the property is numeric
Figure 6.8: The set of variables that control within the verbalization template how a CONS part is
verbalized as shown in Figure 6.7 (on the right).
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6.2.8 Aggregation
Aggregation maps the structures created so far onto linguistic structures such as sentences
and paragraphs. Verbalization consists of at least one and no more than three sentences
in case of SELECT queries and of one sentence in case of ASK queries. The first sentence
begins with the verbalization of the main entity (ME) followed by that is or that are
followed by the verbalized and joined CONS messages. The second sentence begins with
Show also followed by the verbalized and joined REQ messages. If there are no REQ
messages then we omit the sentence. The third sentence verbalizes all MOD messages
if they have not yet been verbalized as part of the main entity verbalization. If there
are no further MOD messages then this sentence is not created. Verbalizations of ASK
queries consist of exactly one sentence which verbalizes the main entity and the CONS
messages. They begin with Is it true that followed by there is or there are followed by
the verbalized and joined CONS messages. REQ and MOD messages are not created for
ASK queries since the SPARQL features they express exist for SELECT queries only.
UNIONs are dealt with in the aggregation step as follows. For the set of CONS messages
that do not belong to any UNION, their verbalizations are joined with and. For the query
in Listing 6.2, verbalization of the CONS messages M1 and M2 results in the string that
have a birth place and that have the surname "Elcar". For a set of CONS messages
that belong to the same branch of a UNION, the CONS verbalizations are joined by and
to create the branch verbalization. Each UNION is verbalized by joining the branch
verbalizations by or to create the UNION verbalization, for example, resulting in that
have "Dana" as an English given name or that have an alias that matches "Dana".
Another aspect of the aggregation is the inclusion of the LIMIT, OFFSET and ORDER
BY modifiers into the main entity verbalization, as shown in Section 6.2.5. This form
of aggregation allows verbalizations to be more concise compared to the more wordy
alternative where a dedicated sentence is created.
6.3 Template Engineering
The quality of verbalization results strongly depends on the quality of the verbalization
templates. In this section we describe our approach to developing and testing templates –
demonstrated using the example of the main entity template.
The upper bound to the size of a template in terms of the number of slotted strings it holds
is constrained by the number of boolean variables. A template with n variables contains
up to 2n slotted strings. However, in cases where variables are dependent, this number
can be reduced. For the main entity template we identified the set of dependencies shown
in Figure 6.9. The variables A–E are explained in Figure 6.6. These dependencies can
be explained as follows:
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B  1 Ñ C  0 pD1q
B  1 Ñ D  0 pD2q
B  1 Ñ E  0 pD3q
C  0 Ñ E  0 pD4q
D  1 Ñ E  0 pD5q
D  1 Ñ A  0 pD6q
Figure 6.9: Dependencies between ME template variables.
(D1–D3) If the main entity is counted (B  1), then the limit parameter can be ignored
(set C to 0), the main entity needs to be verbalized in plural (set D to 0), and the
result ordering can be ignored (set E to 0).
(D4) If the result set is not limited (C  0), then the ordering can be ignored (set
E to 0) since ordering is, in this case, not verbalized as part of the main entity.
For example, as in Books published by Urs Widmer. Show also these book’s
publication dates. Order by publication date.
(D5–D6) If the main entity needs to be verbalized in singular form (D  1), then the
ordering can be ignored (set E to 0) and the DISTINCT modifier can be ignored
(set A to 0).
For example, given two sets of variable assignments with B  1 that differ only in
the values assigned to C, the verbalization results for both assignments are identical,
thus reducing the number of distinct slotted strings the template contains from 26 
64 to 17.
Relevant quality criteria are the correctness and completeness of the template. For the
purpose of assessing a template according to these criteria, it is beneficial that we can
pass a set of boolean variables and data to the template. This allows us, given a hash
map $D of values used to fill the slots, to iterate over all possible assignments of boolean
values to variables.
Given the hash map $D, shown in Figure 6.10, iterating over all possible variable
assignments leads to the list of distinct realizations shown in in Table 6.4. Note that
for the purpose of increasing readability we denote the assignment of boolean values to
variables as a string. For example, the string Abcdef indicates that only the variable A
is true, which for the main entity means that the DISTINCT modifier is used. We expect
that this fact can be derived from Abcdef more easily than from 100000.
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LIMIT Ð "10"
MULT PL Ð "scientists as well as astronauts"
MULTS I Ð "a scientist as well as an astronaut"
T PL Ð "scientists"
TS I Ð "scientist"
Figure 6.10: Example hash map $D.
Table 6.4: Example realizations created with the main entity template and the data shown in
Figure 6.10.
Realization result Example case
Number of things that are scientists as well as astronauts aBcdeF
A scientist abcDef
The distinct scientists AbcdEf
Distinct scientists Abcdef
Not more than 10 distinct things that are scientists as well as astr. AbCdeF
Things that are scientists as well as astronauts abcdeF
A thing that is a scientist as well as an astronaut abcDeF
Not more than 10 distinct scientists AbCdef
The scientists abcDEf
Number of scientists aBcdef
The scientist abcDEf
Number of distinct things that are scientists as well as astronauts ABcdeF
Number of distinct scientists ABcdef
Not more than 10 scientists abCdef
Not more than 10 things that are scientists as well as astronauts abCdeF
Scientists abcdef
Distinct things that are scientists as well as astronauts AbcedF
SELECT DISTINCT ?uri ?string
WHERE {
res:Bill_Clinton dbo:child ?child .
?child dbp:spouse ?string .
?uri rdfs:label ?string .
}





According to Mellish and Dale [MD98], evaluation in the context of an NLG system
can be carried out for the purpose of assessing: (i) the properties of a theory; (ii) the
properties of a system; and (iii) the application potential. We focused on the second
aspect: on the quality of our system in terms of a set of specific dimensions. We (i)
performed a comparative evaluation where we compared Spartiqulation against the (to
the best of our knowledge) only other alternative, SPARQL2NL [NN+13]; and (ii)
assessed the performance of our system according to these dimensions.
A user-driven evaluation was necessary because no gold standard is available for the type
of task addressed by our system. Even though our data set contains questions and their
SPARQL equivalents, these questions are underspecified, and therefore do not qualify
for a gold standard. For example, the question associated with the query in Listing 6.9
is "Who is the daughter of Bill Clinton married to?" From this question it cannot be
derived that the query asks for the URIs of the requested entities, and optionally also for
their English labels. Moreover, if Bill Clinton has a son, this query would also return
that son’s spouse.
6.4.2 Dimensions
The evaluation dimensions, inspired by [LP97; MD98; RB09], are defined as follows:
Coverage: the ratio of SPARQL queries the system accepts – a dimension that can be
measured automatically.
Accuracy: the degree to which the verbalization conveys the meaning of the SPARQL
query. This quality is measured through human judgment using a 4-point scale
adapted from [NTN85]:
(1) The meaning of the verbalization neither leaves out any aspect of the
SPARQL query, nor adds anything to it.
(2) The meaning of the SPARQL query is not adequately conveyed to the
verbalization. Some aspects are missing.
(3) The meaning of the SPARQL query is not adequately conveyed to the
verbalization. Most aspects are missing.
(4) The meaning of the SPARQL query is not conveyed to the verbalization.
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Syntactic correctness: the degree to which the verbalization is syntactically correct,
in particular whether it adheres to English grammar. This criterion is measured
using a 4-point scale:
(1) The verbalization is completely syntactically correct.
(2) The verbalization is almost syntactically correct.
(3) The verbalization presents some syntactical errors.
(4) The verbalization is highly syntactically incorrect.
Understandability: The level of understandability of the verbalization, which is
adapted from [NTN85]. This quality is assessed manually by external judges in
terms of a 5-point scale:
(1) The meaning of the verbalization is clear.
(2) The meaning of the verbalization is clear, but there are some problems in
word usage, and/or style.
(3) The basic thrust of the verbalization is clear, but the evaluator is not sure of
some detailed parts because of word usage problems.
(4) The verbalization contains many word usage problems, and the evaluator
can only guess at the meaning.
(5) The verbalization cannot be understood at all.
Adequacy and Efficiency According to Dale [Dal89], criteria relevant for referring
expressions are adequacy and efficiency. A referring expression is adequate if it
allows the referent to be identified unambiguously. It can be measured as the ratio
of expressions for variables within the REQ part that unambiguously identify a
variable. In addition, a referring expression is said to be efficient if it is perceived
to not contain more information than necessary. Since these criteria are clearly
defined and objective, they are manually evaluated by the authors.
6.4.3 Dataset
We created a corpus of SPARQL queries using data from the QALD-18 and the ILD2012
challenges.9 The aim of these challenges was to answer natural language questions







encompassing questions and the corresponding SPARQL queries. Our corpus refers
to 291 of a total of 300 queries, more precisely SELECT and ASK queries. Nine of
the questions in the original data set were eliminated since no SPARQL equivalent
was specified as they were out of scope of the data sets used in the challenges.12 We
randomly split the data into a training set (251 queries) which we used while developing
our approach and an evaluation set (40 queries) as follows:
Training data set: 44 queries from 2011-dbpedia-train, 44 queries from 2011-music
brainz-train, 79 queries from 2012-dbpedia-train, and 84 queries from 2012-
musicbrainz-train. The set contained 251 queries (228 SELECT queries, 23 ASK
queries) which is about 86% of the full corpus.
Evaluation data set: 6 queries from 2011-dbpedia-train, 6 queries from 2011-music
brainz-train, 14 queries from 2012-dbpedia-train, and 14 queries from 2012-
musicbrainz-train. The set contained 40 queries (35 SELECT queries and 5 ASK
queries) which is about 14% of the full corpus.
6.4.4 Comparative Evaluation
We compared our work with SPARQL2NL13 in a blind setting with the help of six
evaluators who had experience with writing SPARQL queries. The evaluators were
not aware of the fact that the verbalizations were generated by different systems that
were developed by two disjunct groups of researchers. In cases where both systems
successfully verbalized a query (38{40 queries), their task was, given a query and two
verbalizations, to compare the first verbalization with the second regarding accuracy,
syntactic correctness, and understandability. For example, we asked Compare the two
verbalizations regarding accuracy where we provided the options (i) The first one is
more accurate, (ii) They are equally accurate, (iii) The first one is less accurate, and (iv)
Not applicable (Please explain).
6.4.5 Non-Comparative Evaluation
After the comparative evaluation we asked the same group to evaluate the accuracy,
syntactical correctness, and intelligibility of verbalizations generated by Spartiqulation.
Given the set of 40 successfully verbalized queries, we asked the evaluators to assess
the verbalizations along these three criteria. For each SPARQL query we showed the
verbalization and for each criteria we presented the respective scale as introduced in
Section 6.4.2.
12These are the queries #94, #95, #96, #97, #98, #99, and #100 in 2012-dbpedia-train and the queries #49 and
#72 in 2012-musicbrainz-train.
13We would like to thank Christina Unger from the SPARQL2NL team for sharing her verbalization results
with us.
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Figure 6.11: Results regarding accuracy, syntactical correctness, and understandability from the
comparative evaluation.
Coverage, adequacy, and efficiency of referring expressions were assessed as follows.
Coverage was measured as – per definition – the ratio of queries accepted by our
system both in the training and the evaluation data set. Adequacy and efficiency of
referring expressions were evaluated manually by the authors. Since these criteria, unlike
accuracy, syntactic correctness, and understandability, are unambiguously defined in




Figure 6.11 shows the results of the comparative evaluation. 38 verbalizations were
assessed by the 6 evaluators, leading to a total number of 114 assessments.14 "na" means
not answered by the participant. Higher accuracy was reported in 43 cases (37.72%),
equal accuracy was reported in 66 cases (57.89%), higher syntactical correctness was
reported in 52 cases (45.61%), equal syntactical correctness was reported in 45 cases
(39.47%), higher understandability was reported in 74 cases (64.91%), and equal under-
standability was reported in 16 cases (14.04%). We used Krippendorff’s alpha [HK07]
to measure inter-rater agreement regarding whether our results are comparable or bet-
ter. The results are α  0.56 for accuracy, α  0.726 for syntactical correctness and
α  0.676 for understandability.15
14Each of the 38 query verbalizations was evaluated by 3 evaluators, thus resulting in 114 assessments.
15According to [Kri04] “to assure that the data under consideration are at least similarly interpretable by two
or more scholars (as represented by different coders), it is customary to require α ¥ .800. Where tentative
conclusions are still acceptable, α ¥ .667 is the lowest conceivable limit.”
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Figure 6.12: Results regarding accuracy from the non-comparative evaluation.
6.4.6.2 Non-Comparative Evaluation
Coverage:
We counted how many queries contain features that our system does not support using the
data set described in Section 6.4.3. Within the evaluation set of 40 queries, every query
was verbalizable. Within the training set of 251 queries, four queries did not meet the lim-
itations described in Section 6.2.1. Each of these queries16 contained two disconnected
basic graph patterns in the WHERE clause that were only connected via FILTER expres-
sions, such as FILTER(?allelevation > ?elevation), FILTER(REGEX(?design,
?mdesign)), and FILTER(?large = ?capital). This means that the system ob-
tained a total coverage of 287{291 (98.6%).
Accuracy, syntactical correctness, and understandability:
Figure 6.12, Figure 6.13, and Figure 6.14 show the results for the dimensions of ac-
curacy, syntactical correctness, and understandability, respectively, with respect to the
40 evaluation queries that were were assessed by the 6 evaluators, leading to a total
number of 120 assessments.17 Verbalizations show a high accuracy, high syntactical
correctness, and good understandability. 106 out of 120 times the evaluators awarded the
best accuracy score (88.33%). Regarding syntactical correctness and understandability
there is room for improvement, 70 out of 120 times the evaluators awarded the best
score for syntactical correctness (58.33%), 47 out of 120 times the evaluators awarded
the best understandability score (39.16%).
16These were the queries #40 in 2011-dbpedia-train.xml, #26 in 2012-dbpedia-train.xml, #61 in
2012-dbpedia-train.xml which is the same as #40 in 2011-dbpedia-train.xml, and #19 in
2012-dbpedia-train.xml.
17Each of the 40 query verbalizations was evaluated by 3 evaluators, thus resulting in 120 assessments.
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Figure 6.13: Results regarding syntactical correctness from the non-comparative evaluation.
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Figure 6.14: Results regarding understandability from the non-comparative evaluation.
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Adequacy and minimality of referring expressions:
Among the 40 queries in the evaluation set, for 25 queries referring expressions had to
be generated. In 24 cases the referring expressions were unambiguous which means
an adequacy of 96%. In 3 out of 25 cases the referring expression was not efficient.
For example, a query was verbalized as Distinct things that are presidents of the united
states or that are presidents that have President of the United States as a title. Show also,
if available, these things’ (that are presidents of the united states or presidents) English
labels. Here, the referring expression these things’ (that are presidents of the united
states or presidents) English labels could by reduced to these things’ English labels.
6.4.7 Discussion
What makes the verbalization generated by the SPARQL2NL system less understandable
for complex queries is the fact that variable names are included in the verbalization,
such as in "This query retrieves distinct countries ?uri and distinct values ?string such
that ?string is in English. Moreover, it returns exclusively results that the number of
?uri’s official languages is greater than 2." In comparison, our system verbalizes the
same query as "Distinct countries that have more than 2 official languages. Show also,
if available, these countries’ English labels." In some cases experts tended to prefer the
variant with variable names since this seems to be more natural to them, as they told us
after the evaluation. However, the experts pointed out their belief that verbalizations
containing variables will be hard to understand by non-experts. We claim that as long
as experts are not the only intended users of semantic search engines this verbalization
style is inappropriate. Especially, variable names in automatically generated queries
may carry little information.
An interesting feature of SPARQL2NL is that datatypes are utilized as in the verbalization
of the literal ?date <= ’2010-12-31’^^xsd:date to ?date is greater than or equal
to January 31, 2010. Finally, SPARQL2NL was capable of verbalizing the 4 queries
that were rejected by our system.
Both systems faced problems arising from four sources:
1. Missing labels for entities. Relying on local names or fragment identifiers leads
to results such as that have the release type type soundtrack for the triple pattern
?album mm:releaseType mm:TypeSoundtrack.
2. The way the data is modeled complicates the verbalization as in Things that
are begin dates of things that have to artists that have the title "Slayer". Here,
the verbalization of the property in ?bandinstance ar:toArtist ?band as to
artist is currently the best guess the system can make.
107
6 Verbalization of SPARQL Queries
3. Missing linguistic information about properties. The property dbo:crosses
in the triple pattern res:Brooklyn_Bridge dbo:crosses ?uri can be inter-
preted as the plural of the noun cross or an inflected form of the verb to cross.
Here, verbalization could be improved if linguistic information was attached to
the vocabulary, for example, using the lemon model [MSC12].
4. Problems with pluralization and capitalization exist and could also be fixed given
a lexicon. For example, in the verbalization of the query in Listing 6.5, african
countries needs to be capitalized as African countries and european countries in
Listing 6.6 needs to be capitalized as European countries.
6.5 Related Work
To the best of our knowledge SPARQL2NL [NN+13] is the only approach which is
similar to ours in scope and functionality. One part of our evaluation was dedicated to
the comparison along a number of quality dimensions established in the field of Natural
Language Generation, to which both solutions belong. The evaluation revealed that
both approaches have advantages and disadvantages, whereas Spartiqulation seems to
perform better for cases dealing with complex queries with multiple variables.
Both approaches are geared towards a similar subset of SPARQL. How a triple is
verbalized depends on linguistic cues found in property labels and type information
extracted from the queries. The main differences are two-fold:
1. SPARQL2NL maps each atom (property, resource, literal) to its realization, stores
these realizations as dependency trees and aggregates these trees in a later step. In
our approach, we fragment the query graph into independently verbalizable parts
(messages). This higher level of granularity has positive influences on conciseness
of the resulting verbalization.
2. SPARQL2NL does not map variables to realizations, which means that names
of variables appear in verbalizations as they are in the query. Even in a scenario
where variable names are meaningful, this is expected to have a negative impact on
the understandability of the verbalization for non-experts. Moreover, meaningful
variable names cannot be guaranteed if queries are generated by a natural language
query interface. In cases where variables have been introduced due to filters,
SPARQL2NL is capable of removing those variable names from the verbalizations
using aggregation.
Further related work comes from three areas: verbalization of RDF data [Dav+08;
SM07; SM07; MS06; SM06], verbalization of OWL ontologies [TWP11; Wil03; BW04;
Ste+10; Agu+98; Hew+05; KF07; GA07; GTS09; LSR11; Sch09; FKV10; CSM07],
and verbalization of SQL queries [Min05; Min10; KSI10]. The first two fields provide
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techniques that we can apply to improve the lexicalization and aggregation tasks, such
as the template-based approach presented in [Dav+08].
The main difference between Spartiqulation and the work by Minock [Min10; Min05],
which focuses on relational queries over tuples, is that our approach is schema-agnostic.
Besides some dependencies to RDF(S) and OWL, our system does not require any infor-
mation about the domain of the application, and about the vocabularies used to encode
knowledge about this domain. By contrast, the verbalizer by Minock foresees manually
created patterns covering all possible combinations of relations in the schema.
Koutrika et al. [KSI10] annotate query graphs with template labels and explore multiple
graph traversal strategies. Moreover, they identify a main entity (the query subject),
perform graph traversal starting from that entity, and distinguish between CONS (subject
qualifications) and REQ (information). Templates need to be defined for each property,
whereas in our approach templates are automatically selected based on the class the
property’s label (or the URI’s local name or fragment identifier) belongs to. In this way
our approach is schema-agnostic and can thus verbalize queries that use vocabularies that
were unknown during the construction of the verbalization system and its templates.
6.6 Conclusion
In this chapter we presented our approach to SPARQL query verbalization. Our aim was
to create natural-language descriptions of queries to communicate the meaning of these
queries to users who are not familiar with the intricacies of the query language. To do so,
we realized an approach which is based on an established natural language generation
pipeline complemented by templates which we manually derived through the analysis
of a representative set of SPARQL queries which is used by the community in related
research challenges.
The results of our work could be beneficial for a variety of Linked-Data-related scenarios
in which SPARQL cannot be assumed to be the most appropriate form of interaction
between an application and its users. In particular, verbalization could complement
the functionality of information retrieval systems, which transform unstructured or
semi-structured user queries into SPARQL, as the availability of human-readable ren-
derings of SPARQL queries allows users to gain a better understanding of the way the
information retrieval system matches their information needs to resources, and of the
reasons why certain resources are included in the result set. One can distinguish between
three categories of systems, depending on the specific types of input they are able to
handle: keywords (e.g., SemSearch [LUM06], ONTOSEARCH2 [TPS07], SPARK
[Zho+07], SearchWebDB [Wan+08b], Q2semantic [Wan+08a], Hermes [TWH09], and
SWIP [PHH12] as well as the approaches in [Tra+09; She+11]), questions in free-text
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or using a controlled version of the language (e.g., Querix [KBZ06], GINO [BK06], On-
toNL [KZC07], Panto [Wan+07], NLP-Reduce [KBF07], ORAKEL [Cim+08], NLION
[RK09], SemanticQA [TAN10], Alexandria [WGD12], DEQA [Leh+12], DEANNA
[Yah+12], FREyA [DAC12], and the approach introduced in [Ung+12]), and forms (e.g.,
[HO11; Men+08]).
Furthermore, verbalization would be a welcome add-on to learning environments and
query editors for SPARQL, as it provides novices with means to become familiar with
the capabilities of the language through human-readable representations of the queries
they create.
Spartiqulation does not make any domain- or application-specific assumptions. The
templates that guide its operation could be extended to capture additional information,
presumably leading to improved results on queries complying to the corresponding
assumptions. Independently of these considerations, our evaluation shows some inter-
esting directions for future research. While our system seems to perform better for
complex queries with multiple variables, experts did not perceive the verbalization
style of SPARQL2NL, which keeps variables in the output text, to be hampering the
understandability of the queries; additional experiments involving laymen or people
with considerably less knowledge of the query language are needed in order to lead to
conclusive results about this matter.
Further improvements to our system could be achieved foremost by considering punctu-
ation and shortening the length of sentences.
The comparative evaluation revealed a number of problems both approaches are con-
fronted with, which can be mostly traced back to the quality of Linked Data datasets,
in particular when it comes to the availability of human-readable labels for classes and
properties, and unconventional modeling decisions which require special treatment at
the level of the templates that are used during the verbalization. As Linked Data is





Our main contributions are:
• We argue that SPARQL query verbalizations are beneficial to users of a keyword-
based or natural language question-based semantic search interface since the
verbalization allows a potential discrepancy between an intended question and the
system-generated SPARQL query to be observed.
• We introduced a domain-independent SPARQL query verbalization approach
based on domain-independent templates thus addressing RQ4 How can SPARQL
queries be verbalized in a mostly schema-agnostic manner? Being schema-
agnostic renders the verbalization system potentially applicable in many domains.
• We verbalize a query in a top-down manner by breaking a query into independently
verbalizable parts. This allows verbalizations to be more concise compared to
a bottom-up manner where the smallest parts of a query are mapped to their
realization and then combined.
• In a comparative evaluation our approach outperformed SPARQL2NL by obtain-
ing higher (43 cases, 37.72%) or equal (66 cases, 57.89%) accuracy, higher (52
cases, 45.61%) or equal (45 cases, 39.47%) syntactical correctness, and higher
(74 cases, 64.91%) or equal (16 cases, 14.04%) understandability.
• In a non-comparative evaluation our system successfully verbalized 98.6% (287/291)
of our query dataset built from queries from the QALD (Question Answering over
Linked Data) challenges. In 70 out of 120 cases the evaluators awarded the best
score for syntactical correctness (58.33%), in 47 out of 120 cases the evaluators
awarded the best understandability score (39.16%).
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7 Induction of RDF Verbalization
Patterns
7.1 Introduction
With the rise of the Semantic Web, more and more data encoded using the Semantic
Web standard RDF have become available. RDF is oriented towards use by machines:
designed to be easily processable by machines it is difficult to understand for casual
users. Transforming RDF data into human-comprehensible text by an NLG system
would facilitate the assessment of this information by non-experts.
Natural Language Generation (NLG) systems require resources such as templates or
rules. Template-based systems are natural language generating systems that map their
non-linguistic input directly (i.e., without intermediate representations) to the linguis-
tic surface structure [RD00].1 These resources limit the variability and the domain-
specificity of the generated natural language output and manual creation of these re-
sources is tedious work. Therefore, trainable NLG strives to automatically induce these
resources from example data, thus removing this knowledge acquisition bottleneck.
In this chapter we present a language-independent method for extracting RDF verbal-
ization templates from a parallel corpus of text and data. Our method is based on
distant-supervised simultaneous multi-relation learning and frequent maximal subgraph
pattern mining. We demonstrate the feasibility of our method on a parallel corpus of
Wikipedia articles and DBpedia data for English and German. Whereas related works
in trainable NLG required a semantically annotated corpus, which again represents a
bottleneck since this annotation needs to be carried out manually, our approach does not
require the corpus to be semantically annotated.
The approach is language-independent since it does not rely on pre-existing language
resources such as parsers, grammars or dictionaries. Input is a corpus of parallel text
and data consisting of a set of documents D and an RDF graph G, where D and G are
related via a set of entities E where an entity can be described by a document in D and
1According to [DKT05], NLG approaches were perceived to be inferior regarding their maintainability,
linguistic well-foundedness, and quality of output. However, template-based systems may profit from
corpus-based approaches and may perform all NLG tasks in a linguistically well-founded way. A complex
set of templates may be as powerful as a set of rules.
113
7 Induction of RDF Verbalization Patterns
described by data in G. Output is a set of templates. Templates consist of a graph
pattern that can be applied to query the graph and of a sentence pattern that is a sentence
containing variables into which parts of the query result are inserted. A template enables
a subgraph of G to be verbalized as a complete sentence.
An example is shown in Figure 7.1.2 The graph pattern gp can be transformed into a
SPARQL query qgp. Given the results of querying the RDF dataset G, the graph Ggp can
be created. Ggp can be verbalized as an English (German) sentence sen (sde) using the
sentence pattern spen (spde).
The approach employs the distant supervision principle [CK99; BM07; Car+09; Min+09;
Wel+10; Hof+11; Sur+12] from relation extraction: training data is generated auto-
matically by aligning a database of facts with text; therefore, no hand-labeled training
data is required. We apply simultaneous multi-relation learning [Car+09] for text-data
alignment and frequent maximal subgraph pattern mining to observe commonalities
among RDF graph patterns.
Besides the general idea of allowing non-experts to assess information encoded in RDF,
we envision the application of these verbalization templates in three scenarios:
(1) In query interfaces to RDF databases, casual users – usually are not capable of
writing formal queries – specify their information needs using keywords [LUM06;
TPS07; Wan+08b], questions in free-text or using a controlled language [KBZ06;
Cim+08; WGD12; DAC12], or forms [HO11; Men+08]. The system then queries
an RDF database according to its interpretation(s) of the input. Query results
could be verbalized using templates.
(2) Since the introduction of the Google Knowledge Graph,3 when searching for an
entity such as the city of Karlsruhe via Google, besides the search results shown
on the left a table is displayed on the right which provides a short description of
the entity taken from Wikipedia. While these descriptions are decoupled from
data in the knowledge graph – the short description from Wikipedia may contain
facts not contained in the knowledge graph and vice versa – the descriptions could
be generated automatically thus reflecting the actual data.
(3) The collaboratively-edited knowledge base Wikidata provides machine-readable
data which can be used, e.g., by Wikipedia. The Wikidata browsing interface
reasonator currently explores the use of template-based NLG in order to provide
human-readable descriptions of its entities.4 Since the templates are created
manually, currently verbalizations can only be provided for a few types of entities.










 type           type 
  label        pubD                   label                label 
?book                              ?author 
?book_type             Writer                         
?book_label  ?book_pubD           ?author_label 
qgp SELECT 
    ?b_label 
    ?t_label 
    ?author_label 
    ?b_pubD 
WHERE { 
    ?book          :author   ?author . 
    ?book          :type       ?b_type . 
    ?book          :label      ?b_label . 
    ?book          :pubD     ?b_pubD . 
    ?author       :type       :Writer . 
    ?author       :label      ?author_label . 
    ?b_type      :label      ?t_label . 
} 
Flash is a science fiction novel by 
L. E. Modesitt published in 2004. 
{M(book_label|rm())M} is a 
{M(book_type_label|lcfirst)M} by 




Flash ist ein Science-Fiction-Roman 
von L.E. Modesitt, erschienen 2004. 
 sde 
?book_type_label 
  Ggp 
author 
 type           type 
label     pubD                   label                label 
Flash                           L_E_Modesitt 
             SFN              Writer                         
„Flash (novel)“@en                       „L. E. Modesitt“@en 
„Science fiction novel“@en 





„L. E. Modesitt“@de „Flash (Roman)“@de  
„Science-Fiction-Roman“@de 
„2004“ 
Figure 7.1: A template consists of a graph pattern gp and a sentence pattern sp. The graph pattern
gp can be transformed into a SPARQL query qgp. Given the results of querying the
RDF dataset G, the graph Ggp can be created. This graph can be verbalized as an
English sentence sen using the English sentence pattern spen or as a German sentence
sde using the German sentence pattern spde. The modifiers, e.g. rm() and lcfirst,
are explained in Table 7.1. The figure presents two templates, one being pgp, spenq
and the other being pgp, spdeq.
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In this chapter we answer the following research questions:
RQ5.1 How can RDF graphs be verbalized as a single sentence using a template?
RQ5.2 How can RDF verbalization templates be learned from a parallel text-data
corpus?
The remainder of this chapter is structured as follows. We continue the introduction
with basic definitions and give an overview of how a NLG system generating text from
RDF could use RDF verbalization templates. The definition of and requirements for
a parallel corpus are given in Section 7.2, the approach is explained in Section 7.3
followed by experiments (Section 7.4), an evaluation (Section 7.5), and related work
(Section 7.6). We draw conclusions in Section 7.7, and highlight our main contributions
in Section 7.8.
7.1.1 Definitions
• A template is a tuple psp, gpq where sp is a sentence pattern and gp is a graph
pattern. We denote the set of variables within a sentence pattern sp as VarS Ppspq
and the set of variables within a graph pattern gp as VarGPpgpq. A template
psp, gpq is safe if the set of variables within the sentence pattern is a subset of the
set of variables within the graph pattern: VarS Ppspq  VarGPpgpq.
• A sentence pattern (sp) is a string that consists of terminals and non-terminals
where non-terminals consist of variables and modifiers. Within a sentence pattern
a (variable, modifier) tuple pv,mq is denoted as {M(v|m)M}. {M( and )M} serve
as delimiters of a (variable, modifier) tuple.
• A graph pattern is a set of triple patterns ps, p, oq where s P UYV, p P UYV,
and o P U YLYV. U is a set of identifiers, L is a set of literals, andV is a set
of variables. Note that, in contrast to the definition of graph patterns in Section
2.1.3, here we omit blank nodes.
• A modifier m P M is a function applicable to the value of a variable v – de-
noted by mpvq. A list of example modifiers that we use in our experiment is
shown in Table 7.1. For example, the modifier enD_M_Y transforms the value
"2014-03-22"ˆˆxsd:date into 22 March, 2014.
7.1.2 Template-Based Natural Language Generation
In order to support the NLG tasks, a template can be applied for Natural Language
Generation (see Section 2.3) as follows: Given an RDF data graph G and a template
psp, gpq, a SPARQL SELECT query can be created: SELECT PV WHERE t gp1 u. The
list of projection variables PV is the list of variables v P VarS Ppspq. gp1 is constructed
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by adding each triple pattern of gp to gp1. An example of a query (qgp) created from a
graph pattern (gp) is shown in Figure 7.1.
Executing a query results in a solution sequence5 which is a list of solution mappings
µ : V Ñ T from a set of variables V to a set of RDF terms T  U YL.
For each non-terminal in sp representing a variable-modifier tuple pv,mq, the modi-
fier m is applied on µpvq resulting in mpµpvqq. Finally, the tuple pv,mq, expressed as
{M(v|m)M}, is replaced in sp with mpµpvqq. After replacing each such tuple the sentence
creation is complete.
According to Reiter and Dale [RD00], the NLG process consists of several tasks – see
Chapter 2. In a system that generates text from RDF using RDF verbalization templates
as presented here, templates can be applied in several tasks. For a subset of these tasks
where templates are relevant we discuss how they can be applied.
Content determination is the task of deciding which information to communicate in
the text. Which content to select may depend on a communicative goal, a user
model and a discourse history. However, content determination is constrained
by the templates available that enable the verbalization. The set of templates
available to an NLG system can thus be applied to reduce the available data to the
potentially verbalizable data.
Lexicalization is the task of deciding what specific words to use for expressing the
content. A template may specify that an entity has to be expressed in a sentence
using the value of the property foaf:name and not using the value of the property
rdfs:label. Thereby, a template reduces the number of possible choices. How-
ever, there may still be multiple values for that entity and the property foaf:name
so that alternatives remain.
A template may also contain terminals that represent decided lexical alternatives.
For example: in the sentence pattern V1 is a book by V26 (where V1 is the label
of an entity e1, V2 is the label of an entity e2, e2 is the author of e1, and e1 is a
book), choices are already materialized regarding how to verbalize the facts that:
i) the entity e1 is a book; and ii) the label of the author property does not need to
be inserted into the sentence.
Referring expression generation is the task of deciding how to refer to an entity.
Similar to lexicalization where terminals may represent decided lexical alterna-
tives, this is partially the case for referring expressions. Consider, for example,
the sentence pattern V1 is a novel by V2 which he wrote while living in V3. Here,
the pronoun he refers to the entity expressed with V2. The pronoun takes into
5We adopt the terminology from the SPARQL 1.1 Query Language documentation available at
http://www.w3.org/TR/2013/REC-sparql11-query-20130321/ but ignore blank nodes.
6For the purpose of readability we simplify our notation by omitting the modifier and the (variable, modifier)
tuple delimiters {M( and )M}. Thus, V1 stands for {M(V1|id)M}.
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account the gender of the entity referred to and the fact that this entity is a person.
However, each template creates a single sentence and referring expressions can be
necessary to link two sentences and linking between sentences is not covered by
templates.
Aggregation is the task of deciding how to map abstract representations onto linguistic
structures such as sentences and paragraphs. Since templates define how to map
content to single sentences, which sentences to arrange as a paragraph is not
covered.
Linguistic realization is the task of converting abstract representations of sentences
into real text. Sentence patterns contain terminals that represent linguistic real-
izations. Applying modifiers to the values of variables is another aspect of the
process of linguistic realization. The terminals and the modified variable names
may take inflections into account. Consider the following two German sentence
patterns that are part of two templates:
(1) V1 ist ein Roman des deutschen Autors V2.
(2) V1 ist ein Roman der deutschen Autorin V2.
Here, the graph patterns of both templates share that an entity is a German author
and that a novel was written by this author. The first template applies to male
authors and the second template applies to female authors. The difference in
gender is taken into account in the sentence patterns. The author’s gender has
an influence on the article (der vs. die) and on the noun (Autors vs. Autorin).
Note that Autor/Autorin is not inserted by a variable and that the genitive case is
correctly expressed.
Structure realization is the task of adding markup such as HTML code to the gen-
erated text in order for it to be interpreted by the presentation system, such
as a web browser. If the documents in the parallel corpus contain not only
pure text but also markup, then this markup is contained in the extracted tem-
plates. For example, a sentence pattern such as V1 can be reached via email
(<a href="mailto:V4">V2</a>) or phone (V3) could be extracted. As for the
aggregation task, markup for paragraphs cannot be captured by templates unless




Our approach requires a parallel corpus of text and data where texts describe entities in
natural language and a data graph semantically describes entities.
Formally, the parallel corpus consists of a set of entities E, a set of documents D, and an
RDF data graph G. An entity can be described by a document in a certain language. The
relation document  E LD relates an (entity, language) tuple to a set of documents.
documentpe, lq denotes the (potentially empty) set of documents that describe an entity
e P E in language l P L.
G is a set of triples ps, p, oq where s, p P U, and o P U Y L. Each literal has a
datatype, returned by the function datatype : L Ñ T . Literals of type string can be
language-tagged. The function ll : L Ñ L returns the language llprq P L for a literal
r P L if it exists. An entity can have a human-readable form which is a language-tagged
literal. The relation λ  E  LL relates an entity e P E to a (possibly empty) set of
literals λpe, lq  L in language l P L. λpe, lq are the human-readable forms of entity e in
language l. The property pλ relates an entity with its label. For example, pλ can be one
of the labeling properties from Table 4.1 in Chapter 4. Each entity e P E occurs in the
data graph. This means that G contains a triple ps, p, oq where s  e or o  e.
7.3 Approach
Our approach consists of six steps:
1. For each entity e P E we collect sentences from documents about the entity that
mention the entity. The intention is to reduce the probability of introducing word
sense disambiguation-related problems. For example, if a text about jaguar (the
animal) mentions jaguar, then most likely in the text it is referred to the animal
and not to jaguar, the aircraft or jaguar, the brand (Section 7.3.1).
2. For each sentence we align the sentence and the data graph by iteratively exploring
the vicinity of the entity within the graph. This leads to a set of identified
entities: entities that are believed to be mentioned within the sentence; and a set
of observations. The subgraph of G that consists of all triples that contain an
identified entity serves as an hypothesis graph: the assumption is that no fact that
is not expressed in the subgraph is expressed in the sentence. Thereby, entities that
were not identified can also be contained in the hypothesis graph. For example,
this non-identified entity can be a class related to an identified entity via rdf:type
and may later constrain applicability of the template to entities of a certain type
(Section 7.3.2).
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3. Each (sentence, identified entities, graph) tuple is abstracted by replacing identified
literals in the sentence and in the graph with variables and by replacing identified
entities in the graph with variables. This step can lead to multiple distinct (sentence
pattern, graph pattern) tuples for each sentence. This abstraction enables different
sentences that share the same sentence pattern after abstraction to be compared
(Section 7.3.3).
4. A set of (sentence pattern, graph patterns) tuples is built for each sentence pattern
(Section 7.3.4).
5. For each (sentence pattern, graph patterns) tuple the set of graph patterns is
analyzed regarding their commonalities. This is realized via the frequent and
maximal subgraph pattern extraction (fmSpan) algorithm which results in a set of
graph patterns that are subgraph patterns to the input graph patterns. Thereby, this
step realizes multi-relation learning: multiple relations are learned together and
not in isolation (Section 7.3.5).
6. Given the output of the fmSpan algorithm and the abstracted sentences the tem-
plates are created (Section 7.3.6).
7.3.1 Sentence Collection
Given a language name l, a set of entities E, a set of documents D, and an ordered list
of modifiers M, for each entity e P E for each document d P documentpe, lq (which
describes e in language l) the document is split into a set of sentences. For each sentence
that has an acceptable length (measured as the number of characters), for each label
x P λpe, lq and for each string modifier m P Mstring, we store the (sentence, entity,
left, right, λ, matched) tuple if the modified label mpxq matches the sentence. See
Algorithm 7.3.
Algorithm 7.3 Collect example sentences
1: procedure Collect example sentences(l, E,D,M)
2: for each e P E do
3: for each d P documentpe, lq P D do
4: for each s P sentencespd, lmin, lmaxq do
5: for each x P λpe, lq do
6: for each m P Mstring do
7: if applicable(m, x) then
8: (left, right, x’)ÐMatchesLiteral(s, x,m)
9: if (left, right, x’)  H then
10: Output (s, e, left, right, x, x’, m)




1: procedure MatchesLiteral(s, x,m)
2: if datatypepxq  "xsd:string"_ datatypepxq  "xsd:integer" then
3: if lengthpxq ¥ 4 then
4: if s matches pzW|^qzwtl0, l1umpxqzwtr0, r1upzW|$) then
5: return ple f t, right,matchedq
6: else if type(x) = "xsd:integer" then
7: if s matches pzD|^qmpxqpzD|$) then
8: return ple f t, right,matchedq
9: returnH
Details to the Algorithm 7.4:
• zW denotes a non-word character (such as a blank).
• zD denotes a non-digit.
• zw denotes a word character7 (such as "x"), zwta, bu denotes a sequence of at
least a word-characters and not more than b word characters,
• l0 and l1 are the minimum and maximum number of word characters that may
appear on the left side of the modified string mpxq between this string and a
non-word character or the beginning of the sentence (^).
• r0 and r1 are the corresponding numbers regarding the right side of the modified
string.
• $ denotes the end of the sentence.
• In case of a match, the string that is matched by zwtl0, l1u is stored as left, the
string that is matched by zwtr0, r1u is stored as right and the part that matches
mpxq is stored as matched. Note that matched can be different from mpxq since
the application of the modifier m to the string x can result in a regular expression
that contains information for the matcher specifying that a part of the string needs
to be matched case-insensitively.
Allowing a certain number of characters to be added to the left and to the right of a
string has the intention of matching strings even though prefixes and postfixes are added.
For example, German can be matched within its plural form Germans and magic can be
matched within magician.
7Note that word and non-word characters are language-specific and may be defined for each language
individually.
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7.3.2 Sentence and Data Alignment
The sentence and the data graph are aligned by iteratively exploring the vicinity of an
entity within the graph. The exploration is described by Algorithm 7.5 which builds a
set of observations obs. A member of obs is a 7-tuple where the first three members
form a triple (entity, property, literal value), followed by the strings matched to the left
and the right, the matched string and the modifier. Moreover, the algorithm creates a
graph graph  G consisting of all triples that contain an identified entity. An entity e is
identified if a modifier m P M exists such that an x P λpe, lq exists such that the sentence
matches mpxq. Output is the original sentence, the set of identified entities, the set of
observations, and the subgraph.
The graph consisting of all triples that contain entities identified for a sentence constitutes
a hypothesis graph for a sentence – it represents what the sentence may express. For
example, given the sentence Paris is the capital of France, where the entities :Paris
and :France were identified, the hypothesis graph contains all triples with :Paris
in subject or object position as well as all triples with :France in subject or object
position. Moreover, the hypothesis graph contains all information available about these
two entities, such as the postal code of Paris, the population value of Paris and France
and so forth.
Ideally, the sentence is completely explained by a subset of the hypotheses. In this step
the hypothesis graph contains hypotheses that are not expressed in the sentence, such as
the population value of France. Later steps in our approach try to remove hypotheses
from the hypothesis graph. If relevant hypotheses are missing in the hypothesis graph,
then unless this information is missing for most of similar sentences, then this sentence
cannot be used to induce an RDF verbalization template.
7.3.3 Sentence and Graph Abstraction
In the previous step, ambiguities may exist. For example, given two triples pe1, p1, vq
and pe2, p2, vq where v is a literal value, e1  e2, and the entities e1 and e2 are identified;
if the value v is found in the sentence, then it cannot be resolved whether the sentence
expresses the fact pe1, p1, vq or pe2, p2, vq. Therefore, for each situation where a value
appears in two distinct contexts or where values overlap (two values overlap if the
intervals of their character positions overlap), the sentence and graph pattern is copied
and on each copy another abstraction is performed thus leading to multiple abstractions
per sentence. Algorithm 7.6 iteratively creates all sentence abstractions given a language
name l, a sentence s, and a set of observations obs. The function poss evaluates the set
of observations that are still valid. The function apply replaces a string in a sentence
with variable and modifier. Thereby, the left and right parts are added to the modifier.
For an observation pe, p, o, l, r, o1,mq, the string concatenation l  o1  r is replaced with
{M(vi|m’)M}. For each observation a new variable vi is introduced. m1 is a modifier to
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Algorithm 7.5 Data Collection
1: procedure CollectData(s, e, lang, le f t, right, x, x1,m0)
2: identified =H; todo = (e); done =H;
3: graph =H; obs = tpe, pl, x, le f t, right, x1,m0qu
4: while todo  H do
5: e Ð todo. f irst
6: todo Ð todo z teu; done Ð doneY teu
7: for each pe, p, oq P G do
8: graph Ð graphY tpe, p, oqu
9: if o is a URI then
10: if o R done ^ o R todo then
11: todo.addpeq
12: else if o is a literal then
13: for each m P M do
14: (l, r, m’)ÐMatchesLiteral(s, o, m)
15: if pl, r,m1q  H then
16: obs Ð obsY tpe, p, o, l, r,m1,mqu
17: if p  pλ ^ llpoq  l then
18: identi f ied Ð identi f ied Y teu
19: for each pe2, p, eq P G do
20: graph Ð graphY tpe2, p, equ
21: if e2 R done ^ o R todo then
22: todo.addpe2q
23: Output (sentence, identified, obs, graph)
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which the modifiers +l(l) and +r(r) are appended which denote that certain strings
are added to the left and the right of the literal. The graph is abstracted by replacing the
triple pe, p, oq with the triple pattern pe, p, v1q. After completely abstracting a sentence
pattern, each identified entity is replaced by a variable; triples that do not contain any
variable are removed.
Algorithm 7.6 Sentence Abstraction
1: procedure AbstractSentence(l, s, obs)
2: P Ð posspl, s, obsq
3: if P  H then
4: Output(s)
5: else
6: O Ð overlapps, Pq
7: for each p P P do
8: if p R O then
9: s Ð applyps, pq
10: if O  H then
11: Output(s)
12: else
13: for each p P O do
14: s1 Ð applyps, pq
15: AbstractSentence(l, s’, P)
As an example, consider the sentence s  "Michael Jordan is professor of Com-
puter Science." and an entity e exists that has an rdfs:label "Michael Jordan", a
foaf:givenName "Michael", and a foaf:surName "Jordan". Sentence and data align-
ment results in three observations o1, o2, and o3:
o1= (e, rdfs:label, "Michael Jordan", ε, ε, "Michael Jordan", "id")
o2= (e, foaf:givenName, "Michael", ε, ε, "Michael", "id")
o3= (e, foaf:surName, "Jordan", ε, ε, "Jordan", "id")
ε denotes an empty string. Due to the overlap of o1 with o2 and o3, sentence abstraction
results in two abstracted sentences a1 and a2:
a1  ”V1 is professor of Computer Science.”
a2  ”V1 V2 is professor of Computer Science.”
The sentence s is abstracted to a1 using o1 and to a2 using o2 and o2 and the graph is
abstracted to a graph pattern. The graph pattern abstracts from concrete entities to groups
of entities where entities within a group share certain similarities. For example, imagine
the sentence Paris is the capital of France where the entities :Paris and :France were
identified. Imagine further, that the hypothesis graph contains the triples expressing i)
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Paris is a city, ii) France is a country, and iii) Paris is the capital of France, the hypothesis
graph pattern contains the triple patterns i) ?V1 is a city, ii) ?V2 is a country, and iii)
?V1 is the capital of ?V2.
7.3.4 Grouping
Given a set of (sp, gp) tuples, for each language we build groups of tuples where in each
group the sentence patterns are pairwise equivalent when ignoring modifiers. Sentence
patterns spi and sp j are equivalent if either they are identical (spi  sp j), or if an
injective function m : VarS Ppspiq Ñ VarS Ppsp jq exists such that when each variable v
in spi is replaced with mpvq, the resulting string sp1i is identical to sp j : sp
1
i  sp j.
From each group, tuples (spi, gpi) are removed if another tuple (sp j, gp j) exists within
the group where the original sentences from which the sentence patterns spi and sp j
have been abstracted are identical.
For example, regard the following three sentence patterns:
(1) {M(V1|id)M} University is a university in {M(V2|id)M}, {M(V3|id)M}.
(2) {M(V2|rm())M} University is a university in {M(V3|id)M}, {M(V6|id)M}.
(3) {M(V2|rm())M} University is a university in {M(V2|id)M}, {M(V4|id)M}.
(1) and (2) are equivalent (with m  tpV1,V2q, pV2,V3q, pV3,V6qu), but neither
(1) nor (2) is equivalent to (3) since equivalence could only be established by ap-
plying a non-injective function (with m  tpV1,V2q, pV2,V2q, pV3,V4qu or m 
tpV2,V2q, pV3,V2q, pV6,V4qu).
For each group the set of graph patterns is used as input for the algorithm presented in
the following section.
Given the sentences Paris is the capital of France, Berlin is the capital of Germany, and
Oslo is the capital of Norway, where for each sentence the city and the country have
been identified; given also that all sentences have been abstracted to the sentence pattern
?V1 is the capital of ?V2; due to their equivalent sentence patterns, the psp, gpq tuples
related to these sentences are grouped. Commonalities among sentence patterns in a
group are explained using commonalities in the hypothesis graph patterns. Therefore,
the next step identifies commonalities among hypothesis graph patterns where triple
patterns that are specific to a certain sentence are removed. For example, unless all cities
have the same population value, all triple patterns expressing a city’s population value
are removed.
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7.3.5 Frequent Maximal Subgraph Pattern Extraction
Before we describe the fmSpan algorithm (fmSpan: Frequent Maximal Subgraph PAttern
extractioN) we need to introduce our notation:
Two graph patterns gpi and gp j are equivalent (gpi  gp j) if an injective function
m : VarGPpgpiq Ñ VarGPpgp jq exists such that when each variable v in gpi is replaced
with mpvq, the resulting graph pattern gp1i is identical to gp j : gp
1
i  gp j. A graph
pattern gpi is subgraph pattern to another graph pattern gp j, denoted by gpi p gp j, if
an injective function m : VarGPpgpiq Ñ VarGPpgp jq exists such that when each variable
v in gpi is replaced with mpvq, resulting in gp1i , each triple pattern in gp
1
i is also a triple
pattern in gp j. Given a set of graph patterns GP  tgp1, ..., gpnu and given a graph
pattern x, the coverage of x regarding GP is the number of graph patterns in GP to
which x is a subgraph pattern: cpx,GPq : |tgpi P GP|x p gpiu|.
Given a set of graph patterns I  tgp1, ..., gpnu, from the set of all subgraph patterns
P  2gp1 Y ...Y 2gpn a set of graph patterns K  tgpi, ..., gp ju  P is selected where:
1. for each gpk P K:
a) cpgpk, Iq ¥ min_coverage
b)  Dgpl P P : gpk  gpl ^ gpk p gpl ^ cpgpl, Iq ¥ min_coverage
2. @gpl P PzK : cpgpl, Iq ¥ min_coverage Ñ Dgpk P K : gpl p gpk
Each member of K is (1a) sufficiently frequent and (1b) maximal (gpk cannot be extended
to gpl such that gpl is sufficiently frequent) and (2) every maximal graph pattern is
contained in K (each sufficiently frequent graph pattern that is not member of K is not
maximal).
Since a naive realization of an algorithm that satisfies these constraints and iterates
over a set of power sets would be of high computational complexity, we developed an
algorithm that is based on the following two principles:
1. A triple pattern t can be rare, which means that the coverage of the graph pattern,
cpttu, Iq, is insufficient: cpttu, Iq   min_coverage. In a preprocessing step we
iterate over all graph patterns in I, count the coverage of each single triple pattern
and then remove the rare triple patterns from all graph patterns.
2. If a graph pattern gpi with a sufficiently high coverage is extended with a triple
pattern t R gpi to gp1i, then cpgp
1
i , Iq ¤ cpgpi, Iq. A graph pattern with an
insufficient coverage cannot be extended by any triple pattern such that its coverage
becomes sufficient. Therefore, we realized a non-approximate (i.e., complete)
algorithm based on the pattern-growth (a.k.a. edge extension) principle. A similar




For each (sentence pattern, graph patterns) tuple, frequent maximal subgraph pattern
mining is performed on the group of graph patterns which results in a set K of subgraph
patterns. Each k P K is pruned with Algorithm 7.7. Thereby, if a variable appears in
a high number of triples that do not contain any other variable, then these triples are
removed. For example, if in a set of equivalent sentence patterns a variable in a certain
position is always related to the same entity e, then all triples about e in G will exist in
every graph pattern. Consider, for example, the sentence Gmina Nysa is a gmina
in Poland. where Gmina Nysa and Poland have been identified – thus resulting in
the sentence pattern ?V1 is a gmina in ?V2. Since the term gmina, a principal
unit of administrative division of Poland, is specific to Poland, all sentences that are
abstracted to this form are specific to Poland. Therefore, the entity bound to the variable
V2 is always Poland – thus the hypothesis graphs for all sentences contain all triples
about Poland and the resulting graph pattern also contains all triples about Poland. After
the pruning each k P K is then rejected if it is either not safe, not connected, or, when
queried against G returns no results.
Algorithm 7.7 Graph-pattern pruning
1: procedure PruneGraphPattern(k)
2: for each v P VarGPpkq do
3: T Ð tps, p, oq P k | ps  v^ o R VarGPpkqq _ po  v^ s R VarGPpkqqu
4: if |T | ¡ maxt then
5: k Ð k z T
7.4 Experiments
We created a multilingual (English, German) parallel text-data corpus using data from
DBpedia8 and documents from Wikipedia.9 The graph G consists of 88, 708, 622 triples,
the set of documents D consists of 4, 004, 478 English documents and 716, 049 German
documents.
8See http://wiki.dbpedia.org/Downloads39
We used the files long_abstracts_en, long_abstracts_en_uris_de, mappingbased_properties_en,
raw_infobox_properties_en, article_categories_en, instance_types_en, labels_en, labels_en_uris_de,
category_labels_en, and category_labels_en_uris_de.
9The experiments continuously ran in parallel for two weeks on ten virtual machines (8 vCPUs, 8GB RAM,
40GB Disk) generously provided by Thorsten Tüllmann at the Steinbuch Centre for Computing (SCC)
(http://www.scc.kit.edu).
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Table 7.1: List of modifiers per datatype.
Datatype Modifier Description
xsd:string
id Does not change the string.
lcfirst Sets the first char to lower case if that char is upper case.
ucfirst Sets the first char to upper case if that char is lower case.
case-i Case-insensitive match
rm() If a string ends with a string in round braces, e.g. "Dublin (Ohio)", that
part is cut off.
-1r Removes the rightmost char.
xsd:gYear YYYY Transforms a year value into a four-digit representation.
xsd:integer
integer_id Does not change the integer.
enInt_sep Adds English thousands separators, e.g., 10,000.
deInt_sep Adds German thousands separators, e.g., 10.000.
xsd:date
enM,_D_Y Result, e.g., March, 22 2014
enD_M_Y Result, e.g., 22 March 2014
deM_D,_Y Result, e.g., März 22, 2014
deD_M_Y Result, e.g., 22. März 2014
The corpus relations and functions are defined as follows:
• documentpe, lq : td | pe, dbo:abstract, ”d”@lq P Gu. The property dbo:abstract
relates an entity to the abstract10 of Wikipedia article describing the entity.
• λpe, lq : tv | pe, rdfs:label, ”v”@lq P Gu
• The datatype of a literal "r^^t" is t.
• The language ll of a literal "d"@l is l.
The modifiers we used in the experiment are given in Table 7.1.11 Application of date
and integer modifiers may also depend on the language of a sentence. On a value a list
of modifiers can be applied. The list of string modifier lists is shown in Table 7.2. The
table also shows how often each list of modifiers was applied during the abstraction of
English and German sentences.
We created two sets of entities Een (Ede): those for which an English (German) document
exist that consists of at least 100 characters. Een and Ede contain 3, 587, 146 and 613, 027
10The abstract of a Wikipedia article is the article’s first section. These texts are part of the DBpedia dataset.
11Modifiers are only applied if their application to a literal modifies that literal. For example, if a string begins
with a lower case character, then the lcfirst modifier is inapplicable.
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Table 7.2: List of lists of string modifiers and their number of applications.
Modifier list en de Modifier list en de Modifier list en de
id 10,619,509 1,349,922 -1r 42,754 15,025 -1r, -1r, lcfirst 8430 90
lcfirst 141,865 868 -1r, lcfirst 7513 99 -1r, -1r, ucfirst 1020 5
ucfirst 11,018 8 -1r, ucfirst 875 4 -1r, -1r, case-i 733 92
case-i 295,593 16,351 -1r, case-i 863 50 rm(), -1r, -1r, lcfirst 0 0
rm() 2705 762 rm(), -1r, lcfirst 0 0 rm(), -1r, -1r, ucfirst 0 0
rm(), lcfirst 13 0 rm(), -1r, ucfirst 0 0 rm(), -1r, -1r, case-i 66 1
rm(), ucfirst 0 0 rm(), -1r, case-i 55 6
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Figure 7.2: Histogram depicting how often sentence groups occurred with a particular size.
entities, respectively. For each entity for each document we split the text into sentences
using the Perl module Lingua::Sentence12 and discarded sentences that do not end with
a full stop, an exclamation mark, or a question mark or that were shorter (longer) than 50
(200) characters. We used the set of string modifiers presented in Table 7.1 to identify
entities via occurrence of a modified version of their labels in a sentence. The results are
3, 811, 992 (794, 040) English (German) sentences.
Abstraction resulted in 3,434,108 (530,766) abstracted English (German) sentences
where at least two entities are identified per sentence.
The group size histogram is displayed in Figure 7.2.13 The majority (90%) of all groups
of English (German) sentences contain between 5 and 164 (5 and 39) sentences.
12See http://search.cpan.org/~achimru/Lingua-Sentence-1.05
13We cut off the long tail. The largest group of English sentences (V1 is a moth of the V4 family) has
9716 members, the largest group of German sentences (V1 ist eine V5 im französischen V2 in
der V4 V6) has 1719 members.
Table 7.3: Number of groups with a cardinality ¥ 5, the number of induced templates, and the
number of all groups.
groups ¥ 5 templates all groups
en 4569 3816 686,687
de 2130 1250 269,551
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Table 7.3 gives, for each language, the number of groups that contain more than 5 graph
patterns, the number of templates we induced, and the number of all groups. Results of
the coverage evaluation covtpGq are shown as a histogram in Figure 7.8. It shows that
for the majority of the templates a high number of subgraphs of G can be verbalized,
which means that the templates are not fitted to only a small number of subgraphs: for
example 221 English templates verbalize between 105 and 106 subgraphs, each.
Figure 7.3 shows a list of sentence patterns and an example sentence the sentence pattern
was abstracted from. It can be seen, that in some cases (e.g. in the first example)
entities or literals remain in a sentence pattern where it would make sense to replace
them by variables. Further abstraction was not possible since no modifier was used that
could transform the string Scotland into Scottish. Entities remaining in a sentence
pattern do not render a template incorrect but limit its applicability. This template may
only be applied for Scottish people. Since unidentified entities may remain within a
sentence pattern it is relevant that unidentified entities are added to the hypothesis graph.
Thereby, from a set of sentences that can all be abstracted to the sentence pattern in the
first example, all hypothesis graphs may have in common the fact that the person is of
Scottish nationality.
Further, in the second example a sentence containing a birth date as well as a death date is
written in past tense – the template decides the applicable tense based on the availability
of certain facts. In the fourth example, identifying a number with a thousands separator as
well as a number without thousands separators was possible. Some interesting templates
are presented in Figure 7.4, Figure 7.5, Figure 7.6, and Figure 7.7.14
Example template #1 (Fig. 7.4) An entity bound to the variable V2 is the only entity
that is expressed in the sentence via its rdfs:label. The other entities, bound to
V4 and V5 are expressed using non-labeling proerties. It is interesting to see that V2
has an indirect relation to V5: V2 is a subdivision of a subdivision of V5 where V2
is directly related to V5 via dbo:country. Also, while V2 is related to V4 via both
dbp:subdivision and dbo:isPartOf where it might seem that these properties
express the same relation, V4 is related to V5 via both dbp:subdivisionName
and dbo:country, where dbo:isPartOf is not used.
Example sentences this template has been learned from:
1) Al Istiqlal District is a district of the Baghdad Governorate, Iraq.
2) Al Qatn District is a district of the Hadhramaut Governorate, Yemen.
Example template #2 (Fig. 7.5) One can assume that the two properties dbp:placeOf
Birth and dbp:birthPlace are redundant. However, this redundancy does not
render the template incorrect. Besides that, what is interesting is that template #2
14Note that unlike in Figure 7.1, where variables have names such as ?book_label or ?author_label, here
the variables have names such as V1 or V2. This is the case since we manually named the variables in




1. {M(V1|id)M} is a novel by the Scottish {M(V5|id)M}
{M(V6|id)M}, published in {M(V2|integer_id)M}.
Dead Air is a novel by the Scottish writer Iain Banks, published in 2002.
2. {M(V1|id)M} ({M(V3|integer_id)M} February 1900 - {M(V5|id)M})
was a French poet and {M(V8|id)M}.
Jacques Prévert (4 February 1900 - 11 April 1977) was a French poet and
screenwriter.
3. {M(V1|id)M} (born {M(V3|id)M}; {M(V2|id)M}) is an American
{M(V7|id)M} {M(V6|id)M} and actor.
Meat Loaf (born Marvin Lee Aday; September 27, 1947) is an American hard
rock musician and actor.
4. The population of {M(V1|id)M} {M(V4|id)M} was
{M(V2|integer_id)M} in {M(V3|integer_id)M}.
The population of the Maritime provinces was 1,813,102 in 2011.
5. {M(V1|id)M} is a rock band that originated in {M(V2|id)M},
{M(V6|id)M}.
Cold Chisel is a rock band that originated in Adelaide, Australia.
6. {M(V1|id)M} is a {M(V3|id)M} and the {M(V11|id)M} of
{M(V2|id)M} {M(V13|id)M}, {M(V8|id)M}, located on the
{M(V5|id)M}.
Krasnoyarsk is a city and the administrative center of Krasnoyarsk Krai, Russia,
located on the Yenisei River.
7. {M(V2|id)M} is the principal town in the {M(V1|id)M}.
Bromley is the principal town in the London Borough of Bromley.
8. {M(V1|id)M} is the highest mountain in the {M(V3|id)M}.
Ben Nevis is the highest mountain in the British Isles.
Figure 7.3: An example list of sentence patterns and example sentences.
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is too restrictive due to the triple pattern ?V1 dbp:latm 30 . This means that this
template is only applicable for entities that have a birth place located at geographic
positions that have a latitude minute value of 30. Removing this triple pattern
would increase the applicability of this template. Moreover, the sentence pattern
does not explicitly express this fact.
Example sentences this template has been learned from:
1) Michael Schmidt (born 6 August 1962 in Berlin) is a retired German football
player.
2) Kinan Azmeh (born June 10, 1976 in Damascus) is a Syrian clarinet player.
Example template #3 (Fig. 7.6) The sentence pattern uses past tense (was a) which
makes sense since the graph pattern requires a death date to be known. Also,
note that the variable V2 has multiple types: schema:Person, dbo:Agent,
owl:Thing, dbo:Person, and foaf:Person. The list contains redundancies
that could be removed from the template: schema:Person is redundant since it is
equivalentClass of dbo:Person. dbo:Agent is redundant since dbo:Person is
subClassOf dbo:Agent. owl:Thing is redundant since dbo:Agent is subClas-
sOf owl:Thing. foaf:Person is redundant since dbo:Person equivalentClass
foaf:Person. Thus, the list of types could be reduced to dbo:Person. However,
removing redundancies is not realized in the current approach.
Example sentences this template has been learned from:
1) May Agnes Fleming (November 15, 1840 - March 24, 1880) was a Canadian
novelist.
2) William Lutley Sclater (23 September 1863 - 4 July 1944) was a British zoologist
and museum director.
Example template #4 (Fig. 7.7) This template is similar to the first example template
in Figure 7.4. However, template #4 is more complex. Also, template #4 is not
correct since the graph pattern does not express the fact that the commune is
located in the center of the country. This fact is expressed in the sentence pattern
as in central. Incorrect templates cannot be identified automatically with our
current approach.
Example sentences this template has been learned from:
1) Bongheat is a commune in the Puy-de-Dôme department in Auvergne in central
France.
2) Saint-Martin-d’Ollières is a commune in the Puy-de-Dôme department in







































































































































Figure 7.4: Example template #1
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Figure 7.6: Example template #3
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We evaluate the results from the experiment described in the previous section along the
dimensions coverage, accuracy, syntactic correctness, and understandability where the
latter three are inspired by [LP97; MD98; RB09].
Coverage: we define covpt,Gq of a template t  psp, gpq regarding a data graph G
as the number of subgraphs of G that can be verbalized with that template, i.e.,
match gp.
Furthermore, we define the coverage covT pT,Gq of a set T of templates regarding
a data graph G. For each template t  psp, gpq we execute a SPARQL query
CONSTRUCT WHERE { gp } thus retrieving a list of triples that occur in sub-
graphs of G that match the graph pattern gp. We combine these lists into a set of
triples. The set consists of all triples that are contained in verbalizable subgraphs
of G. covT pT,Gq is then calculated as the set’s cardinality divided by the number
of triples in G.
Accuracy: is measured in two parts:
1. The extent to which everything that is expressed in gp is also expressed in sp
is measured for each triple pattern within the graph pattern on a 4-point scale:
(1) The triple pattern is explicitly expressed, (2) The triple pattern is implied,
(3) The triple pattern is not expressed, and (4) Unsure.
2. The extent to which the sp expresses information that is expressed in gp is
measured on a 4-point scale: (1) Everything is expressed, (2) Most things are
expressed, (3) Some things are expressed, and (4) Nothing is expressed.
Syntactic correctness: the degree to which the verbalization is syntactically cor-
rect, in particular whether it adheres to English or German grammar: (1) The
verbalization is completely syntactically correct. (2) The verbalization is al-
most syntactically correct. (3) The verbalization presents some syntactical errors.
(4) The verbalization is highly syntactically incorrect.
Understandability: The level of understandability of the verbalization, adapted from
[NTN85]: (1) The meaning of the verbalization is clear. (2) The meaning of the
verbalization is clear, but there are some problems in word usage, and/or style.
(3) The basic thrust of the verbalization is clear, but the evaluator is not sure
of some detailed parts because of word usage problems. (4) The verbalization
contains many word usage problems, and the evaluator can only guess at the
meaning. (5) The verbalization cannot be understood at all.
Given a set T , consisting of the 4569 English templates, we measured a covT pT,Gq
value of 16, 728, 808 { 88, 708, 622  18.86 %. Ignoring whether each template is
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#de 
Figure 7.8: Histogram of the coverage covpt,Gq.
correct and explicitly verbalized each triple, the set of templates covers a considerable
percentage of the DBpedia data graph.
We evaluated a random sample of 10 English and 10 German templates using a group of
6 evaluators which are experts in the fields of RDF and SPARQL (thus they understand
RDF triple patterns) and that are proficient in both English and German. Each template
was evaluated by 3 experts, each expert evaluated 10 templates. For each template we
retrieved a maximum of 100 subgraphs that matched the graph pattern, randomly selected
10 subgraphs and verbalized them. For each template an evaluator was asked to evaluate
accuracy given the graph pattern, the sentence pattern, and the list of 10 verbalizations,
to evaluate each sentence regarding syntactic correctness and understandability.
covpt,Gq of all 5066 templates is shown in Figure 7.8. For example, it shows that
there are about 300 templates where each template can be used to verbalize between
104 and 105 subgraphs of G. Accuracy evaluation results are shown in Figure 7.9 and
Figure 7.10, results of evaluating syntactical correctness and understandability are shown
in Figure 7.11 and Figure 7.12, respectively. The majority of the triple patterns are either
explicitly or implicitly expressed in the sentence pattern. However, some triple patterns
are not expressed in the sentence pattern. Syntactical correctness and understandability
are mostly high.
7.6 Related Work
Welty et al. [Wel+10] present a technique for reading sentences and producing sets of
hypothetical relations that the sentence may be expressing. Given a parallel text-data
corpus, entities identified as proper nouns in parsed sentences are replaced with variables.
For each (pattern, set of relations) tuple for each sentence that matches this pattern,
Welty et al. count in how many of said sentences a certain relation exists between the
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The triple pattern 
is explicitly 
expressed 
The triple pattern 
is implied 
The triple pattern 
is not expressed 
Unsure 
en 168 104 36 31 




























Figure 7.9: Evaluation results regarding accuracy (1).
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Figure 7.10: Evaluation results regarding accuracy (2).
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Figure 7.11: Evaluation results regarding syntactical correctness.
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Figure 7.12: Evaluation results regarding understandability.
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two entities identified in that sentence. This leads to positive weights being assigned
to patterns. In a second phase, negative weights are assigned by applying patterns to
sentences, identifying the entities and assigning a negative weight to the relation if the
relation expressed by the pattern is not expressed in the data.
In contrast to their approach, our approach 1) does not require to parse input sentences
2) does not only regard relations between proper nouns, and 3) constrains candidate
entities to the vicinity of already identified entities. Moreover, 4) our approach takes
into account the graph of entities identified in a sentence (hypothesis graphs) compared
to sets of relations and can thus express multiple relations between entities. The two
approaches differ in their main goal. While their approach is targeted towards identifying
patterns of relation expression that can be applied for information extraction, we need
to understand all relations expressed in a sentence so that we can use this pattern for
communicating knowledge in a NLG system.
Duma and Klein [DK13] present an unsupervised approach to NLG template extraction
and statistical document planning from a parallel text-data corpus consisting of DBpedia
data and text from Wikipedia. Similarly to our approach, text and data are aligned by
identifying labels of entities in sentences. The search space is limited by only allowing
entities to be matched that are directly linked to the entity a text is about. Sentences are
abstracted by replacing the entity with the name of the property that links the entity with
the entity the text is about, thus limiting the depth of the graph to one (1). Abstracted
sentences are parsed and pruned by removing constituents that could not be aligned to
the database and by removing constituents of certain classes and then post-processed
using manually created rules.
In contrast to their approach, we do not limit the search space and, by creating templates
consisting of sentence patterns and graph patterns, have a more expressive representation.
Furthermore, our approach does not rely on parsing and manually created post-processing
rules for pruning sentence patterns.
Gerber and Ngonga Ngomo [GNN11] present an approach to learning natural language
representations of predicates from a parallel text-data corpus. For each predicate where a
tuple of entities is identified in a sentence, the predicate’s natural language representation
is the string between the two entities, e.g. ’s acquisition of for the predicate
subsidiary and the sentence Google’s acquisition of Youtube comes as online video
is really starting to hit its stride. The main differences to our approach are: 1) that we
do not focus on learning how a single predicate is expressed but rather how a graph,
consisting of multiple related entities, can be expressed in natural language; and 2) that a
relation between two entities is not only expressed by the string between two entities.
Summing up the main differences to the related approaches discussed, our approach 1)
makes no use of linguistic resources such as parsers and is thus language-independent,
2) uses modifiers to increase the matching capabilities, 3) builds for each sentence a
hypothesis graph and builds hypothesis graph patterns for a sentence pattern by applying
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’has’   [unit]*  [noun]Ñ ’has’   det*   units   noun
Figure 7.13: A rule from the Triple-Text system that constructs a verb phrase from a property such
as hasEmail.
frequent maximal subgraph pattern mining, and 4) represents a template using a sentence
pattern and a graph pattern of unrestricted size.
The approach of the Triple-Text system by Sun and Mellish [SM07; SM06] is based
on the observation that RDF representations contain linguistic information. Property
names can be tokenized (e.g. hasEmail into has and email) and then classified into 6
categories: properties that start with has, that start with is, that end with a preposition,
that are single words, that have two words, and those that have more than two words.
The tokens’ part of speech are recognized using QTAG [Mas03]. Given a single RDF
triple a sentence is generated by applying the rule that corresponds to one of the 23
patterns in order to create a VP. Subject and object of the triple are seen as proper nouns.
One rule that constructs a VP from a property is shown in Figure 7.13.15
Applied to the triple (Peter, hasEmail, X@Y.com) the pattern leads to the generation of
the sentence Peter has an email X@Y.com.
In total the paper shows three patterns and property names matched by these patterns:
1) ’has’+...+noun as for hasColor and hasName, 2) ’has’+...+preposition as for has-
ExposureTo and hasShapeAnalogousTo, and 3) ’has’+...+adj as for hasTimeClose and
hasTimeOpen. Out of the set of 23 rules mentioned, the rule in Figure 7.13 is the only
rule shown in their publication.
The W-Ray toolkit [Fur+10; Pic+10; Pic+11b] by Piccinini et al. evolved into a form
where RDF data is verbalized [Pic+11a]. In a first step entity-relationship models of
relational database views are described using RDF schema based on the approaches by
Noy et al. [Noy+06] and by Bizer and Cyganiak [BC06].16 In a second step verbalization
templates are then either manually created, automatically generated according to the
RDF schema or a mixture thereof. The method for the verbalization of RDF data is
based on the approaches by Fliedl et al. [FKV10] and Kalyanpur [Hew+05]. Templates
are represented in Prolog as lists whose items are either constant character strings or
variables. See Figure 7.14 for an example. Given this template and the system’s data,
the system generates the sentence The State of Amazonas is crossed by the Amazon River,
which is permanent and navigable. with the command ?- show((political_division(P),
crosses(R, P), flow(R, S), navigability(R, V))).
15We slightly deviate from the original presentation i) by removing the superfluous quotes in the right hand
side of the rule and ii) removing the comma in the generated sentence since this is not covered by the rule.




utemplate(political_division(A), [’The State of ’, A])
utemplate(crosses(A, _), [’is crossed by the ’, A ,’,’])
utemplate(flow(_ , A), [’which is ’, A])
utemplate(navigability(_ , A), [’and ’, A , ’.’])





Figure 7.15: The SWAT ontology verbaliser rule for the equivalentClasses expression.
The SWAT ontology verbalizer by Stevens et al. [Ste+11] verbalizes OWL ontologies
in 5 steps: 1) transcoding from OWL to Prolog, 2) constructing a lexicon for atomic
entities, 3) selecting the axioms relevant for describing each class, 4) aggregating
axioms with a similar structure, and 5) generating sentences from (possibly aggregated)
axioms. Axioms (or aggregated axioms) are realized using a Definite Clause Grammar
with rules for (nearly) every logical pattern in OWL-DL. An OWL statement such as
equivalentClass(C,D) can be realized with the rule shown in Figure 7.15. The result is
a sentence where the first constituent, the noun phrase, expresses the class C using the
indefinite article a. The noun phrase is followed by the three words is defined as and a
noun phrase expressing the class D using the indefinite article a.
The main difference between our approach and the approach by Stevens et al. as well
as other approaches to the verbalization of OWL ontologies (e.g., [ALG13; AOK07;
Bao+09; Bon05; BA+11; FKV10; Gal+09; GA07; GNS10; KF07; PT10; Sch09;
Ste+11; TWP11; Wil11; Wil03]) is that OWL provides a small vocabulary of termi-
nological elements. Providing a verbalization template for each type of axiom can be
achieved manually – verbalization templates are not learned from example texts.
7.7 Conclusion
The feasibility of our approach is validated for English and German given a large parallel
text-data corpus consisting of texts from Wikipedia and data from DBpedia. We have
shown that verbalization templates can be extracted from a parallel text-data corpus in a
distant-supervised manner – without the need for pre-existing language resources such
as parsers, grammars or dictionaries – and that applying these templates for NLG leads
to promising results. Furthermore, it was observed that there are plenty of groups of
sentences that share an equivalent sentence abstraction. The more such groups exist,
143
7 Induction of RDF Verbalization Patterns
the more templates can potentially be induced. In total, we derived 5066 templates.
Coverage evaluation showed that: 1) given this set of templates a considerable fraction
of the DBpedia data can be verbalized, and 2) most templates are applicable to a large
number of subgraphs of DBpedia. Even though the approach is linguistically shallow,
verbalization results are mostly syntactically correct and understandable. The main
novelties are the definition of RDF verbalization templates as well as the application of
frequent maximal subgraph pattern mining for the purpose of analyzing commonalities
in sets of hypotheses graphs.
7.8 Contributions
The main contributions of this chapter are as follows:
• We formally introduced RDF verbalization templates consisting of a sentence
pattern which includes modifiers and a graph pattern of unrestricted size. These
templates allow RDF data to be verbalized as sentences, thus addressing RQ5.1
How can RDF graphs be verbalized as a single sentence using a template?
• We discussed how RDF verbalization templates can support the NLG tasks con-
tent determination, lexicalization, referring expression generation, aggregation,
linguistic realization, and structure realization.
• For the purpose of answering RQ5.2 How can RDF verbalization templates be
learned from a parallel text-data corpus? we devised an approach that induces
RDF verbalization templates from a parallel corpus. This is relevant since manual
creation of templates is tedious work. Furthermore, automatically inducing tem-
plates from examples has the benefit that the templates generate sentences that
are similar in style to the sentences found in the example texts. Furthermore, due
to the variability of natural language, there are multiple ways to express a set of
facts. By learning from examples, these variabilities can be captured within the
set of induced templates, which offers an NLG system the potential to exploit this
variability by having available multiple templates to express the same set of facts.
• The approach is based on the distant supervision principle: training data is gen-
erated automatically by aligning a database of facts with text; therefore, no
hand-labeled data is required. We apply simultaneous multi-relation learning
for text-data alignment. Hypotheses about a sentence’s content are represented
as an RDF graph pattern. For the purpose of observing commonalities among
hypothesis graphs frequent maximal subgraph pattern mining is applied. The
approach does not use language resources such as parsers or dictionaries and is
thus language independent. Furthermore, it does not depend on a certain ontology.
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In the introduction I discussed how the Semantic Web vision led to the publication
of large amounts of machine-processable RDF data on the Web. A core part of this
vision is that machines can support humans in information retrieval tasks on the Web
without necessarily understanding natural language text. However, RDF data should be
related to natural language (e.g., English). If it was not, how would humans that do not
understand machine-processable data communicate their information needs to machines,
that do not understand natural language? And how would machines, once they retrieved
machine-processable data that address human users’ information needs, communicate
these data to humans, that do not understand machine-processable data? Hence, a gap
between these two worlds would impede applicability of the Web of Data.
The principal research question of this thesis concerns interfaces enabling human
users to interact with the Web of Data. This question is broken down into ten individ-
ual research questions for which our findings are summarized in the next section. An
outlook on future research opportunities is presented in Section 8.2.
8.1 Summary
The summary is structured according to the core chapters of this thesis and the individual
research questions, repeated in the following list:
RQ1.1 How can capabilities of researchers be enhanced by a semantically-enhanced
Virtual Research Environment?
RQ1.2 How can research interactions be enabled by a semantically-enhanced Virtual
Research Environment?
RQ2.1 Which properties are used for the purpose of labeling?
RQ2.2 Which metrics help study the properties of labeling within a dataset?
RQ2.3 What is the state of labeling in the Web of Data according to these metrics?
RQ3.1 How can human-readable labels be derived from variable names in SPARQL
queries?
RQ3.2 Which SPARQL graph patterns are common?
RQ4 How can SPARQL queries be verbalized in a mostly schema-agnostic manner?
RQ5.1 How can RDF graphs be verbalized as a single sentence using a template?




In the context of a Virtual Research Environment (VRE) that is based on Semantic
Web technologies and where research objects are described in RDF, I described in
Chapter 3 how certain interactions with research data in various stages of corpus-based
analysis may be enabled or enhanced (RQ1.1). I give an example of a concrete research
practice: the qualitative and quantitative analysis of a large digital corpus of educational
lexica in the field of History of Education. Furthermore, I detailed in my discussion of
the potential of Semantic Web technologies how previously unsupported interactions
between life-cycles can now be enabled, thus addressing (RQ1.2).
The research tasks are supported via a set of tools developed for this purpose as ex-
tensions to MediaWiki that require Semantic MediaWiki: OfflineImport, SemanticIm-
ageAnnotator, SemanticTextAnnotator, SemanticWebBrowser (co-developed), and Anal-
ysisTool. The extensions are made publicly available. Furthermore, a data import tool,
various visualizations such as the visualization of reference types in annotated lemmata,
the snippet table, and a data cleansing facility were developed.
A lightweight collaborative and adaptive VRE was designed. Since the VRE is based
on a flexible Open Source platform it can be tailored by the researchers towards their
specific needs. Therefore, this lightweight environment may serve as a starting point
for further re-uses and re-configurations in unforeseen research settings and required
functionalities in the future.
In Chapter 4 I analyzed the gap between RDF data and natural language in terms of the
availability of human-readable labels of entities in the Web of Data. Taking the Billion
Triples Challenge (BTC) corpus as a large snapshot of the Web of Data, we identified
properties that are used for the task of labeling (RQ2.1), introduced four label-related
metrics (Completeness, Efficient accessibility, Unambiguity, and Multilinguality) that
help studying the properties of labeling within a dataset (RQ2.2), and applied these
metrics on the BTC corpus (RQ2.3). We found that, regarding completeness, only
38.2% of all non-information resources have a label, regarding efficient accessibility
labels for non-vocabulary URIs are only provided within a dataset in 33.82% cases,
regarding unambiguity most labels (98.0%) are unambiguous, and multilinguality is a
highly underexploited feature.
The finding that many entities lack human-readable labels lead to the development of an
approach, presented in Chapter 5, that automatically generates human-readable labels for
entities. In a context where expert users interact with entities, they leave traces of their
knowledge about these entities in the form of meaningful variable names in SPARQL
queries. I presented an approach to derive human-readable labels from variable names
in SPARQL queries from a large set of SPARQL queries which we extracted from the
DBpedia and Semantic Web Dog Food (SWDF) query logs. The evaluation shows that
the approach is applicable for deriving human-readable labels (RQ3.1). Furthermore,
again given this large set of SPARQL queries, we analyzed frequent graph patterns in
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SPARQL queries, developed a hypergraph-based visualization of the most frequently
occurring graph patterns, and applied it to visualize our measurement results (RQ3.2).
In the context of search interfaces to RDF data a class of SPARQL query-generating
systems exists where users signify their information needs in the form of keywords or
questions. For the purpose of enabling a user to observe a potential discrepancy between
the user’s information need and the system-generated query I presented an approach to
SPARQL query verbalization in Chapter 6. The approach is mostly schema-agnostic
because, besides being tied to a set of properties known to be labeling properties (e.g.,
the property rdfs:label) and the property rdf:type, all other elements are treated
only based on linguistic cues found in their labels or their local name (RQ4). For the
evaluation we created a query dataset using the QALD (Question Answering over Linked
Data) challenges datasets.
In a comparative evaluation the approach outperformed the state of the art approach
SPARQL2NL [NN+13] by obtaining higher or equal accuracy (43 cases (37.72%) and 66
cases (57.89%) respectively); higher or equal syntactical correctness (52 cases (45.61%)
and 45 cases (39.47%) respectively); and higher or equal understandability (74 cases
(64.91%) and 16 cases (14.04%) respectively). In a non-comparative evaluation our
system successfully verbalized 98.6% (287/291) of our query dataset. In 70 out of 120
cases the evaluators attested the best score for syntactical correctness (58.33%), in 47
out of 120 cases the evaluators attested the best understandability score (39.16%).
The different syntaxes of RDF are not suitable for presentation to casual users. However,
information encoded in RDF can be of interest to them, e.g., when RDF data is returned
by a search interface. In Chapter 7 I introduced the notion of RDF verbalization
templates which allow RDF graphs to be verbalized as sentences (RQ5.1). I discussed
how RDF verbalization templates can support the NLG tasks content determination,
lexicalization, referring expression generation, aggregation, linguistic realization, and
structure realization.
Since manual creation of these templates is tedious work, we developed a language-
independent approach for automatically inducing RDF verbalization templates from a
parallel text-data corpus (RQ5.2). Automatically inducing templates from examples
has the benefit that generated sentences are similar in style to sentences found in the
example texts. The approach is based on the distant supervision principle: training
data is generated automatically by aligning a database of facts with text; therefore,
no hand-labeled data is required. We apply simultaneous multi-relation learning for
text-data alignment. Hypotheses about a sentence’s content are represented as an RDF
graph pattern. For the purpose of observing commonalities among hypothesis graphs of
similar sentences, frequent maximal subgraph pattern mining is applied. The feasibility
of the approach is validated for English and German given a large parallel text-data
corpus consisting of texts from Wikipedia and data from DBpedia. We showed that
there are plenty of groups of sentences sharing equivalent abstractions. The more such
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groups exist, the more templates can potentially be induced. In total, we derived 5066
templates. Coverage evaluation showed, that: 1) given this set of templates a considerable
percentage of DBpedia can be verbalized, and 2) most templates are applicable to a large
number of subgraphs of DBpedia. Verbalization results are mostly syntactically correct
and understandable.
8.2 Outlook
In the introduction I argued that: i) machines currently have limited Natural Language
Understanding (NLU) capabilities, therefore NLU remains an active area of research;
ii) a vast source of humanity’s knowledge is available in textual form; and iii) humans
with specific information needs need to have tools available for the purpose of searching
and retrieving relevant information. As part of pursuing the Semantic Web vision, the
knowledge representation formalism RDF was developed and a wealth of RDF data has
been published in the Web constituting a Web of Data.
Now that this data is available, it can be leveraged for language learning. In Chapter 7
I presented an approach that exploits a parallel text-data corpus for the purpose of
learning how to express information encoded in RDF as natural language sentences.
RDF verbalization templates could probably also be applied for Natural Language
Understanding: to represent the meaning of a natural language sentence in RDF.
Given a sentence and a template (a template consists of a sentence pattern and an RDF
graph pattern) where the sentence pattern matches the sentence, the RDF graph pattern
can be transformed into an RDF graph by replacing the graph pattern’s variables either
with literals extracted from the sentence, with newly created URIs, with existing URIs, or
with blank nodes. Comparable to a bridge which can be crossed in both directions, these
templates can be regarded as bridge patterns since they enable the gap between natural
language and a formal knowledge representation to be bridged via Natural Language
Generation (from RDF to text) as well as via Natural Language Understanding (from
text to RDF).
If we combine the induction of bridge patterns (BPs) with the application of BPs for
NLU, then we could realize a system that induces BPs from an initial parallel corpus
(consisting of a set of documents and an RDF database) and applies the induced BPs
for NLU, thereby enriching the RDF database. In a subsequent BP induction phase,
given the extended database, new BPs could be derived or BPs derived in the previous
phase could be refined. The iterative approach would realize a form of Never-Ending
Language Learning [Car+10] but without the need for a grammar for parsing input
sentences – thus being able to process input data that does not follow strict grammatical
rules which is common for social media content. Application of the approach would
result in a large knowledge graph and a large set of BPs. Moreover, since the approach
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is language-independent, BPs can be learned for multiple languages and information
extracted from sentences in one language can help inducing BPs for another language
Several challenges need to be addressed in future work in this direction, of which the
two most relevant challenges are, briefly:
• An iterative system such as the one described here is prone to semantic drift.
Applying incorrectly induced BPs for NLU leads to incorrect data added to the
RDF database. An incorrect database will lead to incorrectly induced BPs in
subsequent iterations, thus the overall data quality decreases with subsequent
iterations. Crowdsourcing might be one approach to tackle the problem: having
humans in the loop that assess the correctness of induced BPs. Crowdsourcing is
especially interesting since the system may have BPs available that were assessed
as being correct and thus can be applied for NLG. Where non-experts would
not easily understand extracted RDF, they would more easily understand the text
generated from the extracted RDF data.
• The system is limited by its initial ontology. BPs applied for NLU would populate
the database only in terms of entities and triples using existing properties. What
is missing is the ability to learn new properties. When trying to induce BPs for
sentences that contain information which cannot be expressed by the ontology,
the system could never construct hypothesis graphs that explain the sentence and
thus never learn a BP that explains the sentence.
Given i) the data available in the Web of Data, ii) the natural language texts available on
the Web, iii) the approach to induce bridge patterns, and iv) the approach to applying
bridge patterns for Natural Language Understanding, the Web of Data could be iteratively
populated with knowledge extracted from texts available on the Web – thus transforming
unstructured content into structured, machine-processable data and thereby improving
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