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Abstract
The Majorana representation of spin operators allows for efficient field-theoretical description of spin-spin correlation
functions. Any N-point spin correlation function is equivalent to a 2N-point correlator of Majorana fermions. For
a certain class of N-point spin correlation functions (including “auto” and “pair-wise” correlations) a further sim-
plification is possible, as they can be reduced to N-point Majorana correlators. As a specific example we study the
Bose-Kondo model. We develop a path-integral technique and obtain the spin relaxation rate from a saddle point
solution of the theory. Furthermore, we show that fluctuations around the saddle point do not affect the correlation
functions as long as the latter involve only a single spin projection. For illustration we calculate the 4-point spin
correlation function corresponding to the noise of susceptibility.
Keywords: Majorana, fermions, dissipation, spin correlators
Spin systems are notoriously difficult to describe using field-theoretic methods due to non-Abelian nature of the
spin operators [1]. Often one tries to circumvent the problem by mapping the spins onto a system of either bosons
or fermions, for which a standard field theory can be developed [2]. There is no unique recipe for such an approach.
Several formulations have been put forth for solving specific problems, including the Jordan-Wigner [3] and Holstein-
Primakoff [4] transformations, the Martin [5] Majorana-fermion and Abrikosov [6] fermion representations, as well
as the Schwinger-boson [7–10] and slave-fermion [11–16] techniques.
The Jordan-Wigner transformation is the only “exact” mapping between the spin-1/2 and fermion operators as it
preserves not only the operator algebra but also the dimensionality of the Hilbert space. However, it is a non-local
transformation specific to one spatial dimension [2] where it is often applied to Bethe-Ansatz-solvable models or
their variations (a generalization to higher dimensions does exist [17, 18], but it lacks the simplicity of the original
approach). All other mappings suffer from the following two problems: (i) the Hilbert space of the fermionic or
bosonic operators (the “target” Hilbert space) is enlarged as compared to the original spin Hilbert space, and (ii) the
resulting theory in the fermionic or bosonic representation needs to be treated perturbatively, which often leads to
complicated vertex structures (see e.g. [19]). The former issue may be resolved by additional constraints [10, 16] or
by projecting out unphysical states [6] at the expense of further complications such as the appearance of non-Abelian
gauge fields [9, 10, 13, 16].
The Majorana-fermion representation, suggested by Martin [5], offers a possibility to avoid both types of prob-
lems mentioned above: (i) The target Hilbert space is indeed enlarged, but merely contains two (or more) copies of
the original physical spin Hilbert space [20, 21]. Matrix elements of physical quantities between different copies
of the original Hilbert space vanish and thus the correlation functions may be evaluated directly in the target Hilbert
space (this fact is often not fully appreciated; below we justify and further illustrate this statement). (ii) The Martin
transformation [5] represents the spin operators in terms of bilinear combinations of Majorana fermions. The result-
ing Majorana theory appears to be interacting (similarly to the situation with the Jordan-Wigner transformation [3]
and other fermionic representations [11–16]) and N-point spin correlation functions are equivalent to 2N-fermion
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correlators. However, a certain class of N-point spin correlation functions can be reduced to N-point Majorana cor-
relators [21, 22]. In this case, complicated vertex structures do not arise. This significant simplification applies to
correlation functions which involve only a single spin (“auto-correlation” functions) or an even number of spin op-
erators for each spin (“pair-wise” correlations). In the present paper we generalize this approach to higher-order
correlation functions and develop a technique for practical calculations based on the Keldysh formalism [23].
We illustrate our general arguments by a specific example. For a model of paramagnetic spins coupled to an Ohmic
bath [24] we determine the four-point correlation function describing the noise of susceptibility [25]. This quantity
is closely related to the recently measured inductance fluctuations in SQUIDs [26]. In addition, it is a direct measure
of non-Gaussian fluctuations that are relevant also in other physical contexts [27–29]. The noise of susceptibility is
distinct from the better-known four-point correlator “second noise”, which always comprises a significant Gaussian
contribution [30–32].
The paper is divided into two major parts. In Section 1 we introduce the Majorana representation of spin operators
and address general issues related to this approach. In Subsection 1.2 we discuss the fact that spin-spin correlation
functions can be directly calculated as correlations of the Majorana fermions despite the enlargement of the fermion
Hilbert space. In Subsection 1.3 we demonstrate the simplification of the theory for the case of auto- and pair-
wise-correlations. In Subsections 1.4 and 1.5 we formulate of the above correlators within the Keldysh path-integral
approach.
In Section 2 we apply our general arguments to the problem of the noise of higher-order spin correlators in the
Bose-Kondo model. Here we introduce the path-integral formalism in the Matsubara representation and show that
certain higher-order spin correlators can be calculated in the saddle-point approximation. Further technical details are
provided in the Appendices. In Appendix A, we present the traditional diagrammatic perturbation theory. In Appendix
B we justify the saddle-point approximation used in Section 2. Finally, in Appendix C we analyze a remarkable gauge
freedom in our model.
1. Majorana Representation for Spin Operators
1.1. The Martin transformation
In this paper we focus on the following Majorana representation of the spin-1/2 operators introduced by Martin
in 1959 [5] in the framework of generalized classical dynamics:
Sˆ α = − i
2
αβγηˆβηˆγ , Sˆ x = −iηˆyηˆz , Sˆ y = −iηˆzηˆx , Sˆ z = −iηˆxηˆy . (1)
The Majorana operators obey the Clifford algebra
{ηˆα, ηˆβ} = δαβ , ηˆ2α = 1/2 , (2)
where {., .} denotes the anticommutator. The Majorana representation has been used in a variety of physical contexts,
cf. Refs. [2, 21, 22, 33]. (We remark that another normalization of the Majorana operators, ηˆ2 = 1, used in Ref. [21]
only changes some numerical prefactors at intermediate stages of the calculation.)
The above representation with the real Majorana fermion operators,
ηˆ† = ηˆ, (3)
perfectly reproduces the SU(2) algebra of the operators Sˆ α[
Sˆ α, Sˆ β
]
= iαβγSˆ γ, (4)
and explicitly preserves the spin-rotation symmetry.
Applying standard field-theoretical methods to fermionic systems implies the existence of a Fock space. In a
faithful representation of a spin 1/2, the dimensionality of the fermionic Fock space should coincide with the di-
mensionality of the Hilbert space of the spin. For example, the Jordan-Wigner transformation represents a system
of N spins-1/2 with the 2N-dimensional Hilbert space in terms of N fermions with the 2N-dimensional Fock space.
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However, each Jordan-Wigner fermion may be expressed in terms of two Majorana fermions. In contrast, the Martin
transformation (1) represents each spin in terms of three Majorana fermions and hence does not preserve the dimen-
sionality of the spin Hilbert space.
One method of dealing with this issue is to express the Majorana (or “real fermion”) ηˆ-operators in terms of
”complex” or ”Dirac” fermions (this is a common slang used to distinguish usual fermions from Majoranas; these
fermions do not necessarily obey the Dirac equation) and use their respective standard Fock spaces. This requires an
even number of Majorana fermions. The simplest possibility is to add one auxiliary Majorana (cf. the drone-fermion
representations of Refs. [5, 20, 34, 35]). In this case, the resulting target Hilbert space is 4-dimensional and can be
interpreted as two copies of the spin Hilbert space [20, 21]. To make the spin-space isotropy even more explicit, one
could add (and pair) an extra Majorana to each of the three ηˆα; this, however, results in an 8-dimensional Hilbert
space, equivalent to four copies of the spin Hilbert space. In the following subsection we demonstrate that regardless
of the construction of the Hilbert space, spin correlation functions coincide with Majorana-fermion correlators.
1.2. Equivalence of spin and Majorana correlation functions
Now we show explicitly that correlation functions of spin-1/2 operators can be directly computed in the Majorana
representation (1) (regardless of the explicit construction of the Majorana Hilbert space). Indeed, the equation (1)
gives a representation of SU(2) with Sˆ2 = 3/4. Thus, it is necessarily a direct sum of a certain number of irreducible,
two-dimensional spin-1/2 representations, i.e, we obtain an integer number of copies of the spin (the actual number
is determined by the particular choice of the number of auxiliary Majorana operators). The spin operators (1) do not
switch between the copies, thus any trace of an operator built out of spin operators (1) is given by the number of copies
times the trace in a two-dimensional spin space. This leads directly to the desired result as we discuss in more detail
below.
Let us remind the reader that any function of the spin-1/2 operators (i.e., of Pauli matrices) is in fact a linear
function. This follows from the following relation for the spin-1/2 operators
Sˆ αSˆ β =
i
2
αβγSˆ γ +
1
4
δαβ. (5)
For an arbitrary number of operators describing the same spin this implies that
Sˆ α1 . . . Sˆ αn = aαSˆ α + a0, a0, ax, ay, az ∈ C , (6)
where the complex numbers a0, ax, ay, and az depend on the sequence {αi}. Since spin operators are traceless, the
trace over the 2-dimensional (dS = 2) spin Hilbert space TrS of the above combination of spin operators is given by
the constant term a0:
TrS
{
Sˆ α1 . . . Sˆ αn
}
= dS a0(α1, ..., αn), dS = 2. (7)
The Martin representation (1) preserves the commutation relations as well as the relation (5), and hence the
equality (6) remains valid in the Majorana representation (where the spin operators should be understood as Majorana
bilinears). In particular, the coefficients ai remain the same. The trace over the Majorana Hilbert space can be
performed by noting that Majorana bilinears are traceless due to their anticommutation properties. Again [cf. Eq. (7)],
the only remaining contribution is given by the constant term a0:
TrM
{
Sˆ α1 . . . Sˆ αn
}
= dMa0(α1, ..., αn), (8)
where dM is the dimension of the Majorana Hilbert space. Thus, tracing an arbitrary product of the spin-1/2 oper-
ators over the spin and Majorana Hilbert spaces yields the same result up to a numerical factor, determined by the
dimensionalities of the Hilbert spaces).
Similar arguments were put forth in Ref. [20] in the context of the drone-fermion representation. The results of
this Subsection were implied in Refs. [21, 22] and given without proof in Ref. [25].
The above statement can be readily generalized to an arbitrary ensemble of spins. Indeed, any function of spin
operators is still linear in the components of each spin. If the operators on the left-hand side of Eq. (6) describe more
than one spin, then on the right-hand side additional terms appear, which contain all possible products of operators
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related to different spins (for example, in the case of two spins the right-hand side reads a0 + aαSˆ α1 + bαSˆ
α
2 + cαβSˆ
α
1 Sˆ
β
2).
However, all such additional terms are still traceless, and hence the only change in Eqs. (7) and (8) will be in the
constants dS and dM .
Consider now a real-time spin auto-correlation function:
〈
Sˆ α1 (t1) . . . Sˆ αn (tn)
〉
≡
Tr
{
Sˆ α1 (t1) . . . Sˆ αn (tn)ρˆ
}
Tr {ρˆ} , (9)
where ρˆ = exp(−βHˆ) is the non-normalized Gibbs density matrix. If in addition the spins are coupled to other degrees
of freedom denoted collectively by X (this is also described by Hˆ), then following the line of arguments presented
above we can write ρˆ = ρˆ0(X) + Sˆ αρˆα(X), where ρˆ0(X) and ρˆα(X) are matrices in the X space. Moreover, ρˆ0(X) is
the reduced density matrix describing the rest of the system (the X-degrees of freedom). In this case, the partition
function may be written as
Tr {ρˆ} = TrXTrS {ρˆ} = TrXTrS
{
ρˆ0(X) + Sˆ αρˆα(X)
}
= dsTrX {ρˆ0(X)} . (10)
Now, each Heisenberg spin operator Sˆ αi (ti) is related to the Schro¨dinger operators (i.e., the Pauli matrices) by the time
evolution operator Uˆ(t, t′) = exp[−i ∫ tt′ dτHˆ(τ)]. The latter can be expanded similarly to the density matrix. Thus we
can write Sˆ α1 (t1) . . . Sˆ αn (tn)ρˆ = Aˆ0(X) + Sˆ αAˆα(X), where Aˆ0(X) and Aˆα(X) are matrices in X-space. As a result, we
can formally perform the trace over the spin variables in the auto-correlation function (9) and find
〈
Sˆ α1 (t1) . . . Sˆ αn (tn)
〉
S
=
TrXTrS
{
Aˆ0(X) + Sˆ αAˆα(X)
}
dS TrX {ρˆ0(X)} =
TrX
{
Aˆ0(X)
}
TrX {ρˆ0(X)} . (11)
In the Majorana representation the structure of the above equations remains the same. The averages can be
formally calculated similarly to Eq. (8). As a result, we arrive at the expression
〈
Sˆ α1 (t1) . . . Sˆ αn (tn)
〉
M
=
TrXTrM
{
Aˆ0(X) + Sˆ αAˆα(X)
}
dMTrX {ρˆ0(X)} =
TrX
{
Aˆ0(X)
}
TrX {ρˆ0(X)} , (12)
which is identical to Eq. (11). The generalization to the case of general (multi-spin) correlation function is straight-
forward (see above). Thus we have demonstrated that spin correlation functions can be calculated with the help of the
Majorana representation (1) without any projection onto ”physical” states:〈
Sˆ α1 (t1) . . . Sˆ αn (tn)
〉
S
=
〈
Sˆ α1 (t1) . . . Sˆ αn (tn)
〉
M
. (13)
The operators on the right-hand of Eq. (13) represent the Majorana bilinears (1).
1.3. Simplified representation for autocorrelation functions
The arguments presented in the previous Section show that any N-point spin correlation function may be repre-
sented in terms of a 2N-point correlation function of Majorana fermions. Here we demonstrate that for a certain class
of correlation functions this correspondence can be significantly simplified [21, 22, 36].
Let us rewrite Eq. (1) as follows
Sˆ α = Θˆηˆα, Θˆ = −2iηˆxηˆyηˆz, Θˆ2 = 1/2. (14)
One can easily verify that the operator Θ commutes with all three Majorana operators ηα. Consequently, this operator
also commutes with any Hamiltonian expressed in terms of ηα, and thus the corresponding Heisenberg operator is
time-independent. The averaged product of a pair of spin operators can now be represented as follows〈
Sˆ α(t))Sˆ β(t′)
〉
M
=
〈
Θˆηˆα(t)Θˆηˆβ(t′)
〉
=
1
2
〈
ηˆα(t)ηˆβ(t′)
〉
. (15)
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Thereby a two-point spin correlation function reduces to a two-point (rather than four-point) Majorana-fermion cor-
relation.
Unfortunately, the above relation cannot be directly generalized to time-ordered correlators (or Green’s functions)
due to the fact that spin and Majorana operators are influenced by time ordering in different ways. Explicitly, a
time-ordered average of two spin operators is given by
〈
T
{
Sˆ α(t)Sˆ β(t′)
}〉
M
≡

〈
Sˆ α(t)Sˆ β(t′)
〉
, t > t′〈
Sˆ β(t′)Sˆ α(t)
〉
, t < t′
=
1
2

〈
ηˆα(t)ηˆβ(t′)
〉
, t > t′〈
ηˆβ(t′)ηˆα(t)
〉
, t < t′
, (16)
where the latter expression differs from the time-ordered average of the two Majorana-fermion operators by the ab-
sence of the minus sign in the lower line.
While this problem can be circumvented by introducing Green’s functions of the operator Θˆ [37], we consider here
a simpler approach. The missing sign can be compensated for with the help of an auxiliary Majorana fermion mˆ that
anti-commutes with the three operators ηˆα, i.e., {ηˆ, mˆ} = 0 and mˆ2 = 1/2. Since any Hamiltonian will be expressed
in terms of bilinears of ηˆα, the operator mˆ commutes with the Hamiltonian and, thus, is time independent. We keep,
however, its formal time argument in order to be able to treat time-ordered operator products correctly. We notice that
〈
T
{
im(t)ηα(t)im(t′)ηβ(t′)
}〉
≡

〈
im(t)ηα(t)im(t′)ηβ(t′)
〉
, t > t′〈
im(t′)ηβ(t′)im(t)ηα(t)
〉
, t < t′
=
1
2

〈
ηα(t)ηβ(t′)
〉
, t > t′〈
ηβ(t′)ηα(t)
〉
, t < t′
.
Thus we arrive at the identity 〈
T
{
Sˆ α(t)Sˆ β(t′)
}〉
M
=
〈
T
{
imˆ(t)ηˆα(t) imˆ(t′)ηˆβ(t′)
}〉
. (17)
Here the 2-point spin correlator is again expressed in terms of a 4-point Majorana correlation function. However, in
contrast to the direct application of the Martin transformation (1), here two of the Majorana operators mˆ(t) and mˆ(t′)
do not have any dynamical properties and only serve the purpose of writing the time ordering (16) in a compact form.
Similarly, we can use the auxiliary operator mˆ(t) to express higher-order correlation functions. For a 4-point spin
correlator we find〈
T
{
Sˆ α(t1)Sˆ β(t′1)Sˆ
δ(t2)Sˆ γ(t′2)
}〉
M
=
〈
T
{
mˆ(t1)ηˆα(t1)mˆ(t′1)ηˆβ(t
′
1)mˆ(t2)ηˆδ(t2)mˆ(t
′
2)ηˆγ(t
′
2)
}〉
. (18)
The correlation functions (17) and (18) are in fact auto-correlation functions in the sense that they involve opera-
tors describing the same spin. Clearly, the simplification (15) cannot be extended to different spins since the operators
Θˆ1 and Θˆ2 anti-commute and Θˆ1Θˆ2 , 1. Therefore, at the level of 2-point correlation functions the simplification
described in this section applies to auto-correlation functions only. Generalizing this technique to higher-order corre-
lation functions, we can compute autocorrelators, such as the 4-point function (18), as well as “pair-wise” correlators
comprised of pairs of operators for each spin, such as〈
T
{
Sˆ α1 (t1)Sˆ
β
2(t
′
1)Sˆ
δ
1(t2)Sˆ
γ
2(t
′
2)
}〉
M
.
Other correlators, such as
〈
T
{
Sˆ α1 (t)Sˆ
β
2(t
′)
}〉
, have to be computed by different methods.
1.4. Spin correlation functions in the Keldysh formalism
Real-time correlation functions at finite temperatures can be conveniently computed within the Keldysh formalism
[1, 23]. The calculation amounts to finding the generating functional Zλ [23] and then taking the derivative with respect
to the source fields.
For a spin system, the generating functional may be defined as follows
Zλ =
∫
D[. . . ] exp
iS0 + i
∫
C
dt
(
λclαS
q
α + λ
q
αS clα
) , (19)
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where D[. . . ] denotes the appropriate measure of integration whereas S0 represents the action of the model under
consideration. In particular one could choose to integrate over the SU(2) group manifold and D[. . . ] would represent
then the appropriate Haar measure [1]. In this paper we choose a more straightforward method of integrating over
real Grassmann variables representing the Majorana operators of (1). In (19) λcl(q)α are the source fields. The super-
scripts cl and q refer to the “classical” and “quantum” variables [23] that are defined as the sum and difference of the
corresponding fields belonging to the upper (u) and lower (d) branch of the Keldysh contour
S cl(q)α =
1√
2
(
S uα ± S dα
)
, λ
cl(q)
α =
1√
2
(
λuα ± λdα
)
.
The ”classical” source term defined in this way describes the physical probing field, λclα ≡
√
2Bα, while the ”quantum”
term is only needed to construct the correlation function and is set to zero at the end of the calculation.
Taking the derivative of the functional (19) with respect to the source fields λcl(q)α , one finds the spin correlation
functions. In particular, the one-point function defines the magnetization
√
2Mα =
〈
S α,cl(t)
〉
= −i δZλ
δλq(t)
∣∣∣∣∣
λq=0
. (20)
The spin susceptibility is given by a 2-point function
χα,β(t, t′) = i
〈
TKS α,cl(t)S β,q(t′)
〉
= −i δ
2Zλ
δλβ,cl(t′)δλα,q(t)
∣∣∣∣∣∣
λq=0
, (21)
while the noise spectrum [30] is determined by a different 2-point correlator,
〈
TKS clα (t)S clα (t′)
〉
.
Below in Section 2, we will be interested in a specific 4-point function that determines the experimentally acces-
sible noise of susceptibility [25, 26]
Cχ(t1, t′1, t2, t
′
2) = −
〈
TKS α,cl(t1)S α,q(t′1)S α,cl(t2)S α,q(t′2)
〉
= − δ
4Zλ
δλα,cl(t′2)δλα,q(t2)δλα,cl(t
′
1)δλ
α,q(t1)
∣∣∣∣∣∣
λq=0
, (22)
and we focus on the case of identical spin indices.
1.5. Correlation functions of Majorana fermions in the path-integral representation
Let us now reformulate the mapping between the spin and Majorana fermion operators discussed above in Sections
1.2 and 1.3 in the language of the Keldysh functional integrals. In the operator language we have established the
correspondence (13) between the spin N-point functions and Majorana 2N-point functions. In special cases (namely,
for autocorrelation functions and ‘pair’ correlators) we found simpler relations (17) and (18).
For usual (Dirac) fermions the path integral approach is based on the concept of coherent states [1, 23], which
are eigenstates of the fermionic annihilation operators. An annihilation operator can only be constructed from two
Majorana fermions. In many-body problems, this is typically achieved by either “halving” [38–40] or “doubling”
[38, 39, 41] the number of Majorana operators. Keeping in mind applications to systems with a small number of
degrees of freedom (such as the single-spin problem discussed below), we adopt the doubling procedure, where we
add a free Majorana fermion to each of the operators introduced by the Martin transformation (1). The interaction part
of the Keldysh action can then be formulated in terms of the Grassmann variables ηα corresponding to the Majorana
operator ηˆα in the previous sections. The additional Grassmann variables appear only in the “free” quadratic part of
the action and are decoupled from the physical system under consideration.
The Majorana-fermion 2n-point correlation function on the right-hand side of Eq. (13), or rather its time-ordered
counterpart, can be obtained either by 2n differentiations of the generating functional with respect to Grassmann source
fields each coupled to a single Grassmann variable ηα, or by n differentiations with respect to c-number source fields
coupled to pairs of Grassmann variables ηα. These pairs should then be chosen to represent the spin components
according to Eq. (1) as in (19). For the autocorrelation functions or the pair correlators we would like to use the
simplified correspondence, i.e., Eqs. (17) and (18). Here the auxiliary Majorana fermion mˆ can be represented either
by one of the free Grassmann variables used to construct the functional integral, or by one out of yet another pair of
Grassmann variables that are added to the theory specifically for the purpose of computing the correlators (17) and
(18). The source fields can again be chosen as either Grassmann variables or c-numbers. In the explicit calculation
below we chose the latter option. Of course, physical results are independent of these technical details.
6
2. Spin correlators in the Bose-Kondo model
In this section we apply the general conclusion reached in the previous section to a specific example. For simplicity
of the presentation we use, first, the Matsubara technique, while the final results are formulated in real time in the
frame of the Keldysh formalism.
As a model we choose a zero-field spin-isotropic Bose-Kondo model (see Ref. [42, 43] and references therein).
This model appears in various physical contexts, including spin glasses and liquids [44, 45]. In the context of 1/ f
noise a similar model is known as the Dutta-Horn model [24], where a large number of independent spins are coupled
each to their own bath. In the Majorana representation introduced above (1), the model Hamiltonian reads
H = ~S ~X + HB = − i2 X
ααβγηβηγ + HB , (23)
where HB is the Hamiltonian of the bosonic bath controlling the free dynamics of ~X. The latter may be characterized
by a Matsubara correlation function 〈T Xα(τ)Xβ(τ′)〉 = δαβΠ(τ − τ′). The function Π(τ − τ′) can be written as
Π(iωm) =
Λ∫
−Λ
dx
pi
ρ(|x|) sign x
x − iωm , (24)
where ρ(|x|) is the bath spectral density and ωm = 2pimT . In the Ohmic case considered here, ρ(|x|) = g|x|. For
ωm  Λ, this gives Π(iωm) ≈ (2g/pi)Λ − g|ωm|. One can perform an RG procedure by integrating out energies of
the bath between Λ/b and Λ. As a result the coupling constant g is rescaled. The RG differential equation reads
dg/d ln b = −2g2/pi (see, e.g., Ref. [42, 43]). One can supplement this with the scaling equation for the quasi-
particle weight d ln Z/d ln b = −2g/pi, which could be important [46] as we are interested in Green’s functions of the
Majorana fermionic operators. For g0 = g(ln b = 0)  1, the renormalization effects are not important as long the the
temperature is high T  TK ≡ Λ exp[−pi/(2g0)]. Here we assume this to be the case. Thus we can safely reduce the
cutoff Λ(b) to a value of the order of temperature.
2.1. Matsubara path integral
We use the Matsubara imaginary-time technique (t = −iτ, ∂τ = −i∂t). The partition function (Z =
∫
D[. . . ] exp [iS ],
for brevity we omit the source fields) reads
Z =
∫
D[~X]D[ηα] exp
i S B + i
1/T∫
0
dτ
[
1
2
ηα(τ) i ∂τηα(τ) +
1
2
Xα(τ)αβγηβ(τ)ηγ(τ)
] . (25)
Here S B is the free bosonic action. The first step is to average over the fluctuations of ~X, yielding
Z =
∫
D[ηα] exp
{
−1
2
∫
dτ ηα(τ) ∂τ ηα(τ) − 14
∫
dτdτ′Mαβ Π(τ − τ′) ηα(τ)ηβ(τ) ηα(τ′)ηβ(τ′)
}
, (26)
the matrix M is of the form
M =
0 1 11 0 11 1 0
 . (27)
Next we decouple the quartic Majorana-interaction in a different channel. To this end we rearrange
iS M,int[ηα] = −14
∫
dτdτ′Mαβ Π(τ − τ′) ηα(τ)ηβ(τ) ηα(τ′)ηβ(τ′)
=
1
4
∫
dτdτ′ Π(τ − τ′) [ηα(τ)ηα(τ′)] Mαβ [ηβ(τ)ηβ(τ′)] . (28)
7
We now employ the Hubbard-Stratonovich transformation by introducing fields Σα. These fields inherit the symmetry
of Majorana propagators, therefore Σα(τ, τ′) = −Σα(τ′, τ). The new effective action reads
iS [ηα,Σα] =
∫
dτdτ′
12 ηα(τ) (G−1α )ττ′ ηα(τ′) − 14 Σα(τ, τ
′) M−1αβ Σβ(τ, τ
′)
Π(τ − τ′)
 . (29)
The Majorana Green’s function in (29) is
(G−1α )ττ′ = −δ(τ − τ′)∂τ′ − Σα(τ, τ′) . (30)
The function Π(τ − τ′) is positive and non-zero. The standard form reads
Π(τ − τ′) = gpiT
2
sin2(piT (τ − τ′)) . (31)
It is cut off at short times, |τ − τ′| < 1/Λ, leading to the maximal value of order gΛ2. We use the divergent form
keeping the regularization and renormalization in mind. Diagonalizing Mˆ−1, we choose the eigenmodes with positive
eigenvalues to be real and eigenmodes with negative eigenvalues to be imaginary, such that the overall sign of the
action term in the exponent is negative, and the functional integral over Σα converges. In other words, we choose
Σ = Σ′ + iΣ′′, where the real part is ‘diagonal’, Σ′ = Σ′ · (1, 1, 1), and the imaginary part Σ′′ is orthogonal to it,
(i.e., Σ′′x + Σ′′y + Σ′′z = 0 and Σ
′′ describes two degenerate modes); with this choice the 3D integral over Σ′ and Σ′′
converges. The redecoupled action (29) is again quadratic in Majorana Grassmann variables ηα, which allows us to
integrate them out and to obtain an effective action of Σ-fields:
iS [Σα] =
1
2
∑
α={x,y,z}
Tr log
(
G−1α
)
− 1
4
∫
dτdτ′
Σα(τ, τ′) M−1αβ Σβ(τ, τ
′)
Π(τ − τ′) . (32)
2.2. Saddle point solution
We can now identify the saddle point and fluctuations of the effective Σ-action. The saddle-point solution is found
by expanding Σα = Σ0α + δΣα. The linear order in δΣ vanishes for
Σ0α(τ − τ′) = Π(τ − τ′)MαβG0β(τ − τ′) , (33)
where G0β = Gβ[Σ0β]. A straightforward calculation, in which we disregard the broadening of G0β on the r.h.s. of
Eq. (33), leads to
Σ0α(in) = −
Λ∫
−Λ
dx
pi
gx coth[βx/2]
x − in . (34)
Upon the analytic continuation in →  + i0 and for  → 0, we obtain the retarded self-energy
ΣR0α( → 0) = −2igT = −iΓ . (35)
Here we recognize Γ = 2gT to be the (Korringa) relaxation rate. In terms of the eigenmodes this solution means
Σ′′0 = 0, whereas Σ
′
0(in) = Σ0α(in).
2.3. Fluctuations
To study the fluctuations we expand the trace-log-term in (32) to second order in δΣ. The action reads
iS δΣ = −14
∑
α
∫
dτ1dτ2dτ3dτ4 G0,α(τ1 − τ2) δΣα(τ2, τ3)G0,α(τ3 − τ4) δΣα(τ4, τ1)
− 1
4
∫
dτdτ′
δΣα(τ, τ′) M−1αβ δΣβ(τ, τ
′)
Π(τ − τ′) . (36)
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The Fourier transform of δΣ is introduced via
δΣα(n, νm) =
∫
dτdτ′ eiνm(τ+τ
′) ein(τ−τ
′)δΣα(τ, τ′) . (37)
The direct analysis shows that one of n and νm must be fermionic and the other bosonic, so that both n + νm and
n − νm are fermionic. Then we obtain
iS δΣ = −T
2
4
∑
α
∑
n,νm
G0,α(n + νm) G0,α(n − νm) δΣα(n, νm) δΣα(n,−νm)
− T
3
4
∑
αβ
∑
12ν
A(1 + 2) δΣα(1, ν) M−1αβ δΣβ(2,−ν) . (38)
Here
A(iωm) =
1/T∫
0
dτ
eiωmτ
Π(τ)
=
1
gpiT 2
1/T∫
0
dτ eiωmτ sin2(piTτ) =
1
2gpiT 3
(
δm,0 − 12δm,1 −
1
2
δm,−1
)
. (39)
The mean-field Green function reads
G0,α(in) =
1
in + iΓ sign(n)
. (40)
Since n is necessarily fermionic, we have |G0,α| < 1/(piT ). Thus, the first term of (38) cannot compete with the
second one which is proportional to 1/g. This important observation allows us to disregard the first term of (38) and
essentially all the contributions of the second and higher orders, originating from the trace-log term of (32). This in
turn simplifies calculations of the higher-order spin correlators in the next section.
The argument above for the smallness of the first term of (38) is based on the discreteness of the Matsubara
fermionic frequencies. Ultimately, we are interested in real times and the behavior in various frequency ranges,
including low frequencies ω  T ; hence one should be careful with the estimates. The expressions above indicate
that for  → 0 the Green functions G0,α in the first term of (38) might become of order 1/Γ = 1/(2gT ). This, in turn,
might imply that the (prefactor of δΣ2 in the) first term of (38) scales with g−2 and dominates over the second term
∝ g−1. To clarify the situation in the low-frequency range we perform a direct Keldysh calculation in Appendix B.
We conclude that the first term of (38) does not become large in the domain of low real frequencies. Thus, the second
term of (38) dominates.
2.4. Averaging over fluctuations
The knowledge of the propagator of the δΣˆ-fluctuations allows one to construct a new perturbative series, starting
at the fixed-point solution given in Eq. (35). The new perturbative expansion for the Green function is based on the
following series:
Gˆα(τ, τ′) = Gˆ0,α(τ, τ′) +
∫
dτ1dτ2Gˆ0,α(τ, τ1)δΣˆα(τ1, τ2)Gˆ0,α(τ2, τ′)
+
∫
dτ1dτ2dτ3dτ4Gˆ0,α(τ, τ1)δΣˆα(τ1, τ2)Gˆ0,α(τ2, τ3)δΣˆα(τ3, τ4)Gˆ0,α(τ4, τ′) + ... (41)
This series is to be averaged over the fluctuations to obtain
〈
Gˆα(t, t′)
〉
δΣ
. However, on the right-hand side the spin
index α is the same in all the terms, essentially because the saddle-point Green function is diagonal in spin space.
Taking into account the dominance of the second term in the action (38), we conclude that〈
δΣˆα(. . . )δΣˆα(. . . )
〉
∝ Mαα = 0 , (42)
because the diagonal entries of the matrix Mˆ are zeros (note that in Eq. (42) the contributions of the real and imaginary
Σ-components cancel each other, cf. the discussion above Eq. (32)). Thus, the fluctuation-averaged Green function
coincides with the saddle-point solution 〈
Gˆα(t, t′)
〉
δΣ
= Gˆ0,α(t, t′) . (43)
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Figure 1: The diagram for spin susceptibility.
← ω1
← ω2ω2 − ν ←
ω1 + ν ←
+ + + + +
Figure 2: The ’lowest order’ diagrams to non-equilibrium noise of susceptibility.
Moreover, for averages of Green-function products with the same spin index α we can substitute all Gˆα with their
saddle-point values due to the relation (42); this simplifies calculations considerably. In the next section we employ
this convenient property.
2.5. Correlation functions
As a first example, we calculate the diagonal spin susceptibility
χ(t, t′) = i
〈
TKS α,cl(t)S α,q(t′)
〉
= −i
〈
TK [mˆ(t)ηˆα(t)]cl [mˆ(t′)ηˆα(t′)]q〉 . (44)
The only contribution to χ(t, t′) is given by the diagram in Fig. 1. We immediately arrive at the standard result
χ′′(ω) =
1
2
Γ tanh ω2T
ω2 + Γ2
ωT≈ 1
4T
ωΓ
ω2 + Γ2
. (45)
Notice that no vertex corrections appear in our case, and the precision of this calculation rests solely on the precision,
with which the self-energy is evaluated.
We further demonstrate the power of our approach by calculating one of the higher-order spin correlators. We
evaluate the connected part of the 4-th order correlator (22), which is related to noise of spin susceptibility [25, 26].
Using (18) we obtain
Cχ(t1, t′1, t2, t
′
2) = −
〈
TKS α,cl(t1)S α,q(t′1)S α,cl(t2)S α,q(t′2)
〉
= −
〈
TK [mˆ(t1)ηˆα(t1)]cl [mˆ(t′1)ηˆα(t′1)]q [mˆ(t2)ηˆα(t2)]cl [mˆ(t′2)ηˆα(t′2)]q〉 . (46)
The discussion in the previous section implies that the connected part of this correlator is given by the six diagrams
depicted in Fig. 2. Here, the double solid lines stand for the saddle-point Green functions Gˆ0,α, whereas the dashed
lines represent the trivial correlators of the conserved quantity mˆ. As shown in the previous section, we may use the
saddle-point Green functions, since the contribution of the δΣˆα-fluctuations vanishes, cf. (42). For completeness, we
show the result, which is put into context and interpreted in detail elsewhere [25].
Cconnχ (ν, ω1, ω2) =
iΓ2
8T 2
ω1 + ω2 + 2iΓ
(ω1 + iΓ)(ω2 + iΓ)(ω1 + ν + iΓ)(ω2 − ν + iΓ) .
If a spin correlation function involves different spin components, one can no longer rely on the saddle-point
contributions. One example is the correlator〈
TKS α,cl(t1)S α,q(t′1)S β,cl(t2)S β,q(t′2)
〉
, (47)
related to the correlations of susceptibilities in different directions. The non-zero off-diagonal fluctuations
〈
δΣˆαδΣβ
〉
contribute to this correlator, and thus additional diagrams have to be considered. This is, however, beyond the scope
of the present paper.
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Figure A.3: The leading contribution to the self-energy.
3. Conclusion
In this paper we have demonstrated the efficiency of the Majorana representation of the spin-1/2 operators (1). We
have shown that the representation (1) allows for a direct calculation of spin correlation functions in terms of Majorana
fermions despite the fact that their Hilbert space is enlarged as compared to that of the spins. The precise construction
of the Majorana Hilbert space was shown to be irrelevant as far as the correlation functions are concerned.
The Majorana representation is particularly efficient in the case of auto-correlation functions (or “pair-wise” cor-
relation functions). Such N-spin functions can be represented in terms of N-point Majorana correlators, which signif-
icantly simplifies calculations. In particular complicated vertex structures do not appear.
As an example we have revisited the well known Bose-Kondo model. We have developed the Keldysh path-integral
approach and have shown that the spin relaxation and susceptibility are efficiently described within the saddle-point
approximation. Moreover we have shown that correlation functions containing a single spin projection can also be
efficiently calculated at the saddle-point. In particular we have evaluated a 4-spin correlation function corresponding
to the noise of susceptibility.
It would be interesting to apply our approach to a wider range of physical problems, for example, to a sub-Ohmic
Bose-Kondo model describing physics of spin glasses [42–45].
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Appendix A. Perturbation theory
Given the Majorana representation for spins (1), the identities (17), (18), and the Hamiltonian (23), one could
calculate correlation functions within perturbation theory by diagrammatic expansion. Here the zeroth-order Hamil-
tonian consists of the bath part HB only. The dressed Majorana Green function is self-consistently constructed, using
the lowest-order self-energy. The lowest-order self-energy diagram is depicted in Fig. A.3, it contains the “free”
Majorana Green function Gˆ f ,α(ω),
GR/Af ,α (ω) = (ω ± i0)−1 , (A.1)
ΣRα(ω) = −
∫
dΩ
2pi
(
ΠK(ω + Ω)GAf ,α(Ω) + Π
R(ω + Ω)GKf ,α(Ω)
)
= −2igT
(
1 + O
(
ω
T
))
, (A.2)
GRα(ω) =
(
ω − ΣRα(ω)
)−1
= (ω + iΓ)−1 , Γ = 2gT. (A.3)
Here the Keldysh components of the bath correlation functions read
Πˆabαβ(t, t
′) = δαβ
〈
TK Xˆα,a(t)Xˆα,b(t′)
〉
= Πˆab(t, t′), (A.4)
ΠR/A(ω) = ±gω − iD, ΠK(ω) = coth
(
ω
2T
) (
ΠR(ω) − ΠA(ω)
)
, (A.5)
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+ + +...
Figure A.4: Examples of diagrams, which contain connected Majorana propagators.
ω1 + ν ← ← ω1
ω2 − ν ← ← ω2
2, α
2, α
1, β
1, β
= + Γˆ + Γˆ
Figure A.5: Dyson equation for the partially dressed bosonic interaction. Thick solid lines are dressed Majorana propagators, wavy lines correspond
to the bosonic bath.
where D ≡ (2g/pi)Λ, the spin indices α, β = {x, y, z}, the Keldysh indices a, b = {cl, q}, and the ”classical” and
”quantum” operators Xˆα,cl(q) = (Xˆα,u ± Xα,d)/√2.
Typically, this method is used to calculate 1- or 2-point correlation functions, e.g., magnetization or susceptibility.
In lower orders Majorana propagators are never connected by a bosonic line. Such an element only appears in higher
orders or in higher correlation functions as discussed in [25]. An example is shown in Fig. A.4. Here it is in principle
necessary to consider more complex diagrams including, e.g., ladders of bosonic propagators. In the perturbation
theory with a vanishing unperturbed spin Hamiltonian it is by no means justified to simply neglect these diagrams.
As an illustration let us consider renormalization of the interaction line. The dressed interaction carries four times (or
frequencies), the Keldysh indices a, b, c, d = {cl, q}, and the spin indices α, β, γ, δ = {x, y, z}; diagrammatically it is
depicted by
Γˆ
ab,cd
αβ,γδ =
a, α b, β
c, γ d, δ
Γˆ . (A.6)
For demonstration, we pick one of several possible components of Γˆ that carries identical spin indices on the left (as
well as on the right) and the Keldysh indices (21,21), which correspond to the retarded-retarded component, that is
ΓRRα,β. The partially dressed interaction is obtained from the Dyson-type equation, depicted in Fig. A.5, by summation of
the leading contributions in the small-g expansion. These are constructed out of the bosonic correlator ΠK ∼ 2gT = Γ
combined with Green’s functions GRGA such that the upper and lower halves of the complex plane each contain one
of the Green-functions poles. These leading contributions are of the same order in g as the bare bosonic line, thus we
might suspect a strong renormalization of the interaction line. This is, however, not the case due to a cancellation.
Taking into account both contributions depicted in Fig. A.5 we obtain
ΓRRαβ (ω1, ω2, ν) = Π
K(ν)Mαβ −
∫
dΩ
2pi
ΠK(ν −Ω)MαγGRγ (ω1 + Ω)GRγ (ω2 −Ω)ΓRRγβ (ω1, ω2,Ω)
+
∫
dΩ
2pi
ΠK(ν −Ω)MαγGRγ (ω1 + Ω)GRγ (ω2 −Ω)ΓRRγβ (ω1, ω2,−Ω − ω1 + ω2) (A.7)
The Green functions are calculated within the approximation ΣR(ω) = −2igT = −iΓ, which is justified and consistent
in the high-temperature regime T  TK , ν, ω1, ω2,Γ. Let us assume that the leading term in ΓRR does not depend on
the third frequency and splits ΓRR = ΓRR0 + Γ
RR
ν . If this is the case, the integrals in the second and third term become
equal, and we find that the renormalized interaction coincides with the bare one:
ΓRRαβ (ω1, ω2) = Π
K(0)Mαβ. (A.8)
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The problem in this perturbative approach is that the non-perturbed spin Hamiltonian is zero (the non-perturbed
Hamiltonian consists of the bath Hamiltonian HB only). In other words, the spin-bath interaction is not weak as
compared to the energy scale of the unperturbed spin dynamics. One might therefore expect that higher-order diagrams
are important. Having observed a particular cancellation we cannot in principle exclude other important higher-order
contributions. Instead of evaluating multiple higher-order diagrams we choose the path-integral approach in the
following section allowing for a more straightforward analysis.
Appendix B. Majorana path integral in the Keldysh representation
In Section 2 we have developed a path-integral technique, which allowed us to obtain the self-energy (Korringa
relaxation rate) as a saddle-point solution. We have argued that the fluctuations around this saddle point can sometimes
be disregarded. Namely, this is the case for a correlation function involving only one spin component. This conclusion
was based on the smallness of the higher-than-linear contributions to the trace-log term of the action (32). We have
shown this using the small parameter Γ/n for the fermionic Matsubara frequencies. To be able to treat also low real
frequencies, we provide here the Keldysh version of the path-integral calculation.
For the model considered here, (23), the partition function reads
Z =
∫
D[~X]D[ηα] exp
{
iS B +
i
2
∫
C
dt
(
ηα(t)i∂tηα(t) + iXα(t)αβγηβ(t)ηγ(t)
)}
=
∫
D[~X]D[ηα] exp
iS B + ∑
a=u,d
i
2
∫ ∞
−∞
dt
(
ηa(t)iτa3∂tη
a(t) + iτa3X
a,α(t)αβγηaβ(t)η
a
γ(t)
) , (B.1)
where the Keldysh index a takes the value u at the forward part of the contour and d on the backward part of the
contour. At the first step we average over the fluctuations of ~X, which yields
Z =
∫
D[ηα] exp
{
−1
2
∫
dt ηaα(t) τ
ab
3 ∂t η
b
α(t) +
1
4
∫
dtdt′Mαβτa3 Π
ab(t, t′) τb3 η
a
t,αη
a
t,β η
b
t′,αη
b
t′,β
}
. (B.2)
Here 〈T Xaα(t)Xbβ(t′)〉 = δαβΠab(t − t′), and a, b are the Keldysh indices over which summation is implied. As in
Section 2, we decouple the quartic term in a different channel
iS M,int[ηα] =
1
4
∫
dtdt′Mαβτa3 Π
ab(t, t′) τb3 η
a
t,αη
a
t,β η
b
t′,αη
b
t′,β
= −1
4
∫
dtdt′τa3 Π
ab(t, t′) τb3 (η
a
t,αη
b
t′,α) Mαβ(η
a
t,βη
b
t′,β). (B.3)
Appendix B.1. Qualitative considerations
Prior to performing the full fledged Keldysh analysis, we provide here a qualitative argument based on the locality
of the bath correlation function Πab(t − t′) on the relevant time scale of order 1/Γ. On this time-scale we can safely
replace all components of Πab(t − t′) by its classical (Keldysh) part, i.e., Πab(t − t′) ≈ Π˜(t1 − t2) = (1/2)ΠK(t − t′).
This allows us to proceed similarly to the treatment in the Matsubara case in the main text (cf. Eq. 32), and we obtain
iS [Σα] =
1
2
∑
α={x,y,z}
Tr log
(
G−1α
)
− 1
4
∫
dtdt′
Σabα (t, t
′) τa3τ
b
3M
−1
αβ Σ
ab
β (t, t
′)
Π˜(t − t′) , (B.4)
where
(G−1α )
ab
tt′ = iτ
ab
3 δ(t − t′)∂t′ − Σabα (t, t′) .
One can find the saddle point and again obtain the relaxation rate Γ = 2gT . This is done below in the full Keldysh
calculation. Here we concentrate on the fluctuations δΣab. On the relevant time scales (∼ Γ−1) the function Π˜ is local,
Π˜(t − t′) ∼ 2gTδ(t − t′). (Note that the delta-function should be understood as such only at relatively long time scales.
For instance, it does not force us to take the Grassmann variables in (B.3) at coinciding times.) This locality means, in
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turn, that the fluctuating self-energies δΣab are local. On the other hand they are anti-symmetric, Σab(t, t′) = −Σba(t′, t).
This strong constraint implies that only off-diagonal (in Keldysh indices) components of δΣ fluctuate: δΣud(t, t′) =
−δΣdu(t′, t) ∼ δ(t − t′), whereas δΣuu = δΣdd = 0. Upon the Keldysh rotation (see below), this means that only
the retarded and advanced components of δΣˆ fluctuate. In addition the Keldysh component of the Majorana Green
function GKα can be neglected, since it scales as ∝ tanh(ω/2T )δ(ω). As a result, upon expansion of the trace-log term
of (B.4), the only terms that can appear are of the type Tr[GRαδΣ
RGRαδΣ
RGRαδΣ
R . . . ] and Tr[GAαδΣ
AGAαδΣ
AGAαδΣ
A . . . ].
Since δΣR/A are local in time, these terms vanish. Thus we are allowed to disregard the trace-log term of (B.4). Notice,
that this argument is not valid at finite magnetic fields (B ≥ Γ, see below).
Appendix B.2. Full Keldysh calculation
We now go back to the full Keldysh version of (B.4) keeping all Keldysh components of Πab. One can decouple the
quartic Majorana interaction with the help of complex bosonic fields Qα via a Hubbard-Stratonovich transformation.
The fields Qα inherit the symmetry of the Majorana propagators, therefore Qabα (t, t
′) = −Qbaα (t′, t). Since the correlator
Πab(t − t′) may have a complicated time-dependent structure, we choose to keep it in the numerator:
iS [ηα,Qα] =
∫
dtdt′
(
i
2
ηaα(t) (G
−1
α )
ab
tt′ η
b
α(t
′) − 1
4
τa3τ
b
3Π
ab(t, t′) Qabα (t, t
′) M−1αβQ
ab
β (t, t
′)
)
(B.5)
The Majorana Green function in (B.5) reads
(G−1α )
ab
tt′ = iτ
ab
3 δ(t − t′)∂t′ − Σabα (t, t′) , (B.6)
Σabα (t, t
′) = τa3τ
b
3Q
ab
α (t, t
′)Πab(t, t′) . (B.7)
After the standard Keldysh rotation,
Gˆ = LGL =
(
GK GR
GA 0
)
, Πˆ = LΠL =
(
ΠK ΠR
ΠA 0
)
, (B.8)
Σˆ = LΣL =
(
0 ΣA
ΣR ΣK
)
, L =
1√
2
(
1 1
1 −1
)
, (B.9)
we find
(Gˆ−1α )tt′ = iτ1δ(t − t′)∂t′ − Σˆα(t, t′) , (B.10)
Σˆabα (t, t
′) = −1
2
Tr
{
γ¯aΠˆ(t, t′)γ¯bQˆα(t′, t)
}
, (B.11)
where γ¯cl ≡ τ1 and γ¯q ≡ τ0.
The re-decoupled action (B.5) is again quadratic in Majorana Grassmann variables ηα, enabling us to integrate
them out and to obtain an effective action for the Q-fields. Thereafter, we can identify the saddle point and fluctuations
of the effective Q-action.
iS [Qα] =
1
2
Trt
x,y,z∑
α
log (Gˆα(Qˆα))−1 +
1
8
∫
dtdt′Πˆab(t, t′)M−1αβTr
{
γ¯aQˆα(t, t′)γ¯bQˆβ(t′, t)
}
. (B.12)
Here Trt denotes the trace in the Keldysh and time space and Tr is the trace in the Keldysh space. The saddle-point
solution is found by expansion taking the linear order in δQˆ. The solution must be stationary, depending only on the
time difference: Gˆ0,β(t, t′) = Gˆ0,β(t − t′). We obtain the self-consistency equation
Qˆ0,α(t − t′) = MαβGˆ0,β(t − t′) . (B.13)
In the high-temperature regime, T  TK , it is easy to obtain the self-consistent solution for the self-energy. In
frequency space, one finds (summation over double indices assumed)
ΣR0,α(ω) = −
1
2
Mαβ
∫
dΩ
2pi
(
ΠK(ω + Ω)GA0,β(Ω) + Π
R(ω + Ω)GK0,β(Ω)
)
= −2igT
(
1 + O
(
ω
T
))
(B.14)
GR0,α(ω) =
(
ω − ΣR0,α(ω)
)−1 ≈ (ω + 2igT )−1 , (B.15)
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coinciding with the saddle-point result (35) and the results of the perturbation theory (A.2) and (A.3).
To analyze the fluctuations δQˆ, we expand the trace-log-term in (B.12) up to the second order in δQˆ. With the
help of the Fourier transform of δQˆ, introduced as
δQˆα(ω, ν) =
∫
dtdt′ e−i
ν
2 (t+t
′) e−iω(t−t
′)δQˆα(t, t′) , (B.16)
we rewrite the action in the form iS δQ = iS
(1)
δQ + iS
(2)
δQ. The first term originates in the expansion of the trace-log term
of (B.12):
iS (1)δQ =
1
2
∫
dtdt′dt1dt′1 Tr
{
Gˆ0,α(t, t′1) δΣˆα(t
′
1, t1)Gˆ0,α(t1, t
′) δΣˆα(t′, t)
}
=
1
2
∫
dνdΩ
(2pi)2
Tr
{
Gˆ0,α(Ω − ν/2) δΣˆα(Ω, ν)Gˆ0,α(Ω + ν/2) δΣˆα(Ω,−ν)
}
. (B.17)
Here, for brevity, we expressed iS (1)δQ via the self-energy fluctuations
δΣˆabα (Ω, ν) = −
1
2
∫
dω
2pi
Tr
{
γ¯aΠˆ(Ω + ω)γ¯bδQˆα(ω,−ν)
}
. (B.18)
The second term appeared after the Hubbard-Stratonovich transformation:
iS (2)δQ =
M−1αβ
8
∫
dtdt′Πˆab(t, t′)Tr
{
γ¯aδQˆα(t, t′)γ¯bδQˆβ(t′, t)
}
=
M−1αβ
8
∫
dνdωdω′
(2pi)3
Πˆab(ω′ − ω)Tr
{
γ¯aδQˆα(ω, ν)γ¯bδQˆβ(ω′,−ν)
}
. (B.19)
In this Appendix we focus on the first term (B.17), which emerged from the expansion of the trace-log term. We
give a detailed discussion of this term and conclude that it may be neglected as compared to the second term (B.19).
This is done on the basis of a small-g expansion, justifying our course of action in Section 2.3 of the main text. In
order to symmetrize and simplify the problem we parametrize fluctuations around the saddle point in terms of the
mode R(1), symmetric with respect to time, and three antisymmetric modes R(2),R(3) and R(4):
δQˆα(ω, ν) =
(
R(3)α (ω, ν) + R
(4)
α (ω, ν) iR
(1)
α (ω, ν) + R
(2)
α (ω, ν)
−iR(1)α (ω, ν) + R(2)α (ω, ν) R(3)α (ω, ν) − R(4)α (ω, ν)
)
(B.20)
R(1)α (t, t
′) = R(1)α (t
′, t), R(2)α (t, t
′) = −R(2)α (t′, t), R(3)α (t, t′) = −R(3)α (t′, t), R(4)α (t, t′) = −R(4)α (t′, t) (B.21)
Clearly, (B.19) is proportional to g essentially originating from the bath correlation function Πˆ. In (B.17), each δΣˆ
contains a factor of Πˆ, therefore the whole term appears to be of at least second order in g unless the Green’s functions
yield an inverse factor g. The only combination of Green’s functions yielding 1/g is GA(Ω + ν/2)GR(Ω− ν/2) (or vice
versa, R/A→ A/R). For example, one of the contributions to (B.17) has the form∫
dωdω′dνdΩ
(2pi)4
GA(Ω + ν/2)GR(Ω − ν/2)ΠK(Ω + ω)ΠK(Ω + ω′)R(i)α (ω, ν)R( j)α (ω′,−ν), i, j = 3, 4 . (B.22)
In this term, assuming ΠK ≈ 4gT to be constant (at low frequencies), the Ω integration of GRGA yields an inverse
factor of g since 1/Γ = (2gT )−1. The structure of this term resembles the structure of the diagrammatic elements (A.7)
discussed Appendix A. However, in writing (B.22) we did not take into account the antisymmetry of R(3) and R(4) as
explained in (B.21). Due to the antisymmetry terms of the kind (B.22) cancel out. This is the same cancellation which
we encountered in perturbation theory in Eq. (A.7), thus we conclude that the above mentioned divergent terms also
cancel out in perturbation theory if symmetries are respected during the re-summation.
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To substantiate our claim we provide here a rigorous analysis of (B.17). For this purpose we decompose δΣˆα(Ω, ν),
use the explicit form of ΠR/A and take advantage of the symmetry relations (B.21) of R(i).
δΣ11α (Ω,−ν) = −
1
2
∫
dω
2pi
(
2igΩ R(1)α (ω, ν) +
ΠK(ω + Ω) − ΠK(−ω + Ω)
2
(
R(3)α (ω, ν) − R(4)α (ω, ν)
))
δΣ12α (Ω,−ν) = −
1
2
∫
dω
2pi
(
ΠK(ω + Ω) + ΠK(−ω + Ω)
2
iR(1)α (ω, ν) +
ΠK(ω + Ω) − ΠK(−ω + Ω)
2
R(2)α (ω, ν) − 2gωR(4)α (ω, ν)
)
δΣ21α (Ω,−ν) = δΣ12α
(
Ω,−ν; R(1)α → −R(1)α ; R(4)α → −R(4)α
)
δΣ22α (Ω,−ν) = δΣ11α
(
Ω,−ν; R(1)α → −R(1)α ; R(4)α → −R(4)α
)
(B.23)
In addition
ΠR/A(Ω + ω) = ±g (Ω + ω) − iD, ΠK(Ω + ω) = 2g(Ω + ω) coth
(
Ω + ω
2T
)
. (B.24)
At low frequencies Ω  T the terms containing the ’classical’ contribution ΠK ≈ 4gT dominate over those containing
ΠR/A. Indeed ΠR/A are important only in the ’quantum’ region Ω & T , then ΠR/A/K ∝ gΩ. Here we recall the discussion
about the RG in Section 2. We can disregard most of the ’quantum’ domain Ω & T because these frequencies could
be integrated out in the initial RG procedure.
Where do large contributions to the Ω-integral in (B.17) come from? In the region Ω ∼ T Green’s functions
generate a factor of 1/T 2, the expression as a whole scales as g2 and can therefore be neglected as compared with
(B.19), which scales as g. The remaining region to consider is Ω ∼ Γ  T . There, terms containing the Keldysh
Green function
GK(Ω) =
−2iΓ tanh Ω2T
Ω2 + Γ2
(B.25)
get another order of g due to the hyperbolic tangent in the small g expansion: tanh Ω/(2T ) ∼ Γ/T = 2g. Neglecting
GK-terms we write the remaining terms of (B.17) as
GR0,αδΣ
21GR0,αδΣ
21 + GR0,αδΣ
22GA0,αδΣ
11 + GA0,αδΣ
11GR0,αδΣ
22 + GA0,αδΣ
12GA0,αδΣ
12 . (B.26)
In the limit Ω  T most prefactors in δΣˆ are linear in Ω. Considering the region Ω ∼ Γ = 2gT the linear prefactor
Ω yields another order of g, and therefore the corresponding terms can also be neglected. Finally, the Ω-independent
term αωR(4) in δΣ(12) only appears combined with GRGR and GAGA, having both poles on the same side of the real
axis. The integration by residue theorem yields zero. We conclude that all terms of (B.17) are of higher order in g
than those of (B.19). This line of reasoning still holds if a magnetic field B is included in the problem provided that
B Γ. For larger fields, which are however still smaller than the temperature, the frequency in the hyperbolic tangent
would essentially be replaced by B and thus yield a factor tanh B/(2T ) ≈ B/T > g.
As a result we have confirmed the conclusion of the main text: it is justified to neglect the first term in the
action (B.17), which was obtained from the expansion of the trace-log term around the saddle point. The action of
δQˆ-fluctuations around the saddle point is governed by second term, (B.19), generated in the Hubbard-Stratonovich
decoupling of the quartic Majorana term with Q-fields.
Appendix C. Gauge freedom
In this Appendix we explore the curious gauge freedom present in our problem. Interestingly, we find that the
saddle-point solution (B.13) and particularly the imaginary part of the self-energy acquire a gauge-field dependence.
As a result, the physical Green function no longer coincides with the saddle point Green function. We find that
fluctuations in turn become important, and their role is to compensate for the effect of the introduced gauge fields.
We recapitulate the quartic term in the Majorana action (B.3), before the Q-fields were introduced.
iS M,int[ηα] = −14
∫
dtdt′τa3 Π
ab(t, t′) τb3 (η
a
t,αη
b
t′,α) Mαβ(η
a
t,βη
b
t′,β) (C.1)
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Due to the property η2t,α = 0 of Grassmann variables, adding real/complex finite entries Ax, Ay and Az on the diagonal
of the matrix M does not change the action. The range of possible values of Aα is limited by the constraints that M is
invertible (or equivalently, det M , 0) and its eigenvalues have to be real. We interpret the Aα as gauge fields, which
may be fixed by some condition.
M =
Ax 1 11 Ay 11 1 Az
 . (C.2)
The redecoupling of the quartic term with the help of complex bosonic fields Qα via a Hubbard-Stratonovich transfor-
mation is not modified, the action is still of the form given in the main text in Eq. (B.5). The only new feature consists
in the diagonal non-zero entries of the matrix M.
iS [ηα,Qα] =
∫
dtdt′
(
i
2
ηaα(t) (G
−1
α )
ab
tt′ η
b
α(t
′) − 1
4
τa3τ
b
3Π
ab(t, t′) Qabα (t, t
′) M−1αβQ
ab
β (t, t
′)
)
. (C.3)
Integrating out the Majorana fermions one again obtains (32)
iS [Qα] =
1
2
Trt
x,y,z∑
α
log (Gˆα(Qˆα))−1 +
1
8
∫
dtdt′Πˆab(t, t′)M−1αβTr
{
γ¯aQˆα(t, t′)γ¯bQˆβ(t′, t)
}
, (C.4)
and the saddle point equations
Qˆ0,α(t, t′) = MαβGˆ0,β(t, t′)
(Gˆ−10,α)(t, t
′) = iτ1δ(t − t′)∂t′ − Σˆ0,α(t, t′)
Σˆab0,α(t, t
′) = −1
2
Tr
{
γ¯aΠˆ(t, t′)γ¯bQˆ0,α(t′, t)
}
. (C.5)
We emphasize that this set of equations now depends on the gauge fields Aα, introduced above, suggesting that there
is not just one but instead a set of saddle points, characterized by the values of {Ax, Ay, Az}. This fact becomes obvious
if we write down the self-consistent solution in the high-temperature regime explicitly:
ΣR0,α(ω) = −
1
2
Mαβ
∫
dΩ
2pi
(
ΠK(ω + Ω)GAβ (Ω) + Π
R(ω + Ω)GKβ (Ω)
)
= −2igT
(
1 +
Aα
2
+ O
(
ω
T
))
. (C.6)
As the imaginary part of ΣR now depends on the gauge fields, we can no longer identify it as a physically observable
rate. For any finite {Ax, Ay, Az} equation (42) fails and therefore the saddle point Green function and the physical
Green function do not coincide, in contrast to the result (43) in the main text. In order to find the physical Green
function, we have to reconsider fluctuations around the saddle points for finite gauge fields.
To describe the fluctuations we evaluate the action (B.19), that is the leading second term of iS δQ. To simplify the
discussion we define
R(1)α (ν) =
∫ ∞
0
dω
2pi
R(1)α (ω, ν), R
(i)
α (ν) =
∫ ∞
0
dω
2pi
ω
T
R(i)α (ω, ν) for i = 2, 3, 4. (C.7)
Written in the matrix form in terms of (R(1)α ,R
(2)
α ,R
(3)
α ,R
(4)
α ), the leading terms in the high-temperature regime are
(i, j = 1, 2, 3, 4)
iS (2)δQ = 2gM
−1
αβ
∫
dν
2pi
∫ ∞
0
dωdω′
(2pi)2
R(i)α (ω, ν)

2T 0 0 iω′
0 ωω
′
3T 0 0
0 0 ωω
′
3T 0
iω 0 0 −ωω′3T

i j
R( j)β (ω
′,−ν) (C.8)
= −1
2
∫
dν
2pi
R(i)α (ν)
(
D−1
)(i j)
αβ
R( j)β (−ν) , (C.9)
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where
D(i j)αβ =
Mαβ
4gT

1 0 0 3i
0 −3 0 0
0 0 −3 0
3i 0 0 −6

i j
and
(
D−1
)(i j)
αβ
= −4gT M−1αβ

2 0 0 i
0 13 0 0
0 0 13 0
i 0 0 − 13

i j
. (C.10)
Thus, we obtain for the correlator of the fluctuations
〈
R(i)α (ν1)R
( j)
β (ν2)
〉
= D(i j)αβ 2piδ(ν1 + ν2).
Knowing the propagator of fluctuations, we can compute the fluctuation-averaged Green function. As a starting
point we use the self-consistent Dyson equation, which has to be satisfied by the correct Green function.(
Gˆ−1α, f − Σˆα
)
◦ Gˆα = 1 . (C.11)
Before the average is actually performed causality does not necessarily apply, and we have to allow for a finite
‘anti-Keldysh’ 22 component of the fluctuating self-energy. For the 12-component of the Green function, which will
become retarded after the averaging, we obtain the following equation
i∂tG12α (t, t
′) = δ(t − t′) +
∫
dt1Σ21α (t, t1)G
12
α (t1, t
′) +
∫
dt1Σ22α (t, t1)G
22
α (t1, t
′) . (C.12)
We have found that the propagator (C.10) does not depend on the frequency ω corresponding to the time difference
t − t1. Therefore, we assume that Σ21(t, t1) = δ(t − t1)Σ21(t) is local in time, but keep the dependence on total time for
the fluctuation average later on. We also neglect Σ22G22, which is of higher order because Σ22 ∼ ΠR/AGR/A + ΠKGK is
smaller than the ‘big’ combination ΠKGR/A.
i∂tG12α (t, t
′) = δ(t − t′) + Σ21α (t)G12(t, t′) (C.13)
The above equation is solved by the following ansatz. The self-energy Σ21 includes the constant saddle-point contri-
bution and fluctuations. The saddle-point part is ΣR0 and can be separated. The resulting prefactor is identified with
the saddle-point Green’s function.
G12α (t, t
′) = −iΘ(t − t′) exp
{
−i
∫ t
t′
dt1Σ21α (t1)
}
= −iΘ(t − t′)e−iΣR0,α(t−t′) exp
{
−i
∫ t
t′
dt1δΣ21α (t1)
}
= GR0 (t, t
′) exp
{
−i
∫ t
t′
dt1δΣ21α (t1)
}
(C.14)
We treat the δQˆ-fluctuations using the usual Gaussian averaging procedure and use a ‘self-energy correlator’ for
simplification.
GRα(t, t
′) ≡
〈
G12α (t, t
′)
〉
δQ
= GR0,α(t, t
′)
〈
exp
{
−i
∫ t
t′
dt1δΣ21α (t1)
}〉
δQ
= GR0,α(t, t
′) exp
{
−1
2
∫ t
t′
dt2dt3
〈
δΣ21α (t2)δΣ
21
α (t3)
〉
δQ
}
(C.15)
The 21-component of the ‘self-energy correlator’ is decomposed into a bath correlator and fluctuating modes accord-
ing to Eq. (B.18).
δΣ21α (t, t
′) = −1
2
Tr
{
Πˆ(t, t′)τ1δQˆα(t′, t)
}
=
i
2
ΠK(t − t′)R(1)α (t′, t) −
1
2
ΠK(t − t′)R(2)α (t′, t) −
1
2
(
ΠR(t − t′) + ΠA(t − t′)
)
R(3)α (t
′, t)
− 1
2
(
ΠR(t − t′) − ΠA(t − t′)
)
R(4)α (t
′, t)
sym
=
i
2
ΠK(t − t′)R(1)α (t′, t) −
1
2
(
ΠR(t − t′) − ΠA(t − t′)
)
R(4)α (t
′, t)
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δΣ21α (Ω, ν) =
1
2
∫
dω
2pi
(
ΠK(ω + Ω) + ΠK(−ω + Ω)
2
iR(1)α (ω,−ν) −
ΠK(ω + Ω) − ΠK(−ω + Ω)
2
R(2)α (ω,−ν) − αωR(4)α (ω,−ν)
)
≈
∫ ∞
0
dω
2pi
(
4igTR(1)α (ω,−ν) − 2gωR(4)α (ω,−ν)
)
= 4igTR(1)α (−ν) − 2gTR(4)α (−ν)
⇒ δΣ21α (Ω,−ν) = 2gT (2i, 0, 0,−1)

R(1)α (ν)
R(2)α (ν)
R(3)α (ν)
R(4)α (ν)
 (C.16)
Considering the exponent of (C.15) we find
− 1
2
∫ t
t′
dt2dt3
〈
δΣ21α (t2)δΣ
21
α (t3)
〉
δQ
= −1
2
∫ t
t′
dt2dt3
∫
dν2
2pi
∫
dν3
2pi
〈
δΣ21α (ν2)δΣ
21
α (ν3)
〉
δQ
e−iν2t2−iν3t3
= − (2gT )
2
2
(t − t′) (2i, 0, 0,−1)(i) D(i j)αα

2i
0
0
−1

( j)
= −gT (t − t′) Aα . (C.17)
At the saddle point the imaginary part of the self-energy (C.6) was found to depend on the arbitrary constants
Aα. Hence it cannot correspond to the physical decay rate. We define the physical decay rates Γα using the physical,
fluctuation-averaged 12-component of the Green’s function
iGRα(t, t
′) ≡ i
〈
G12α (t, t
′)
〉
δQ
= Θ(t − t′)e−Γα(t−t′) (C.18)
and find
Γα = − Im ΣR0,α − gT Aα = 2g T. (C.19)
In conclusion, we found that for arbitrary Aα the physical decay rate is not given by the self-energy at the saddle
point but rather by the decay rate Γα of the fluctuation-averaged Green function, which is independent of Aα.
After having identified Aα as kind of an arbitrary gauge, we can now choose Aα = 0. Then, the saddle-point
solution coincides with the correct decay rate, and corrections due to fluctuations cancel. In other words, the saddle
point Majorana Green function coincides with the physical Green function. Analogously this applies to the self-
energy.
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