Loyola University Chicago

Loyola eCommons
Computer Science: Faculty Publications and
Other Works

Faculty Publications and Other Works by
Department

1975

A Model of Data Structures Commonly Used in Programming
Languages and Data Base Management Systems
William L. Honig
Loyola University Chicago, whonig@luc.edu

Follow this and additional works at: https://ecommons.luc.edu/cs_facpubs
Part of the Computer Sciences Commons

Recommended Citation
William L. Honig, “A Model of Data Structures Commonly Used in Programming Languages and Data Base
Management Systems,” Northwestern University, 1975.

This Dissertation is brought to you for free and open access by the Faculty Publications and Other Works by
Department at Loyola eCommons. It has been accepted for inclusion in Computer Science: Faculty Publications
and Other Works by an authorized administrator of Loyola eCommons. For more information, please contact
ecommons@luc.edu.
This work is licensed under a Creative Commons Attribution-Noncommercial-No Derivative Works 3.0 License.
Copyright © 1975 William L. Honig

NORTHWESTERN UNIVERSITY

A MODEL OF DATA STRUCTURES COMMONLY USED IN PROGRAMMING
LANGUAGES AND DATA BASE MANAGEMENT SYSTEMS

A DI SSERTATION
SUBMITTED TO THE GRADUATE SCHOOL
IN PARTIAL FULFILLMENT OF THE REQUIREMENTS
f or the degree

DOCTOR OF PHILOSOPHY
Field o f Compu ter Science
By

WILLIAM LEONARD HONIG

Evanston , Illinois
August 1975

to

LINDA

who defines structured programming as

"programming for the future "

-

i

-

ABSTRACT
This thesis cla ims t hat contemporary data struct ures
can be underst ood and studied wi th an int el ligible model
whi ch captures their essential differ e nce s and similarities

a nd, further , that such a model is a n ap propriate basis f or
a t op - down description method f or data structures . To define
the scope of the model, the data structures included in 21
programming languages and data base management systems have
been tabulated . Each individual data s tructure is illus trated with an example drawn fr om a published paper or a
workin g computer program . This melange of data structures
1s divided into three classes (aggre gates , associat i ons , and
files) and each class is mode led with a se t of questi ons .
Eac h question delineates one significant cha r ac teristic of
the data structure and can be viewed as one a xi s of a
n - dimensi onal un i verse of data structures. To demonstrate
the clarity and generality of the model numerous existing
examp le s , including several CODASYL Data Base Task Group and
Feature Analysis data organizations , are described with the
model. Additiona lly , a II completenessll exercise demonstrates
that the model can represent all of the data structures
identified in the survey of 21 programming languages and data
base management systems .
The top - do wn data structure desig n method is based upon
the model and is particularly suited t o both the design and
documentat i on of large data base s . Two special features ,
restatement and redefinition, allow the designs to r emai n
intellectual ly manageable throughout a l arge number of con ceptual levels . To show the u tility of these methods a
practical data base design for a so ftwar e de ve l opment system
is presented . The requirements for th i s data ba se a re
drawn fr om t he typical situation i n ~hich a number of
- 11 -

indi vid ual programmers cooperate t o c r eate a sof tware system
which i s used and modified over a l ong time period . This
design proffers a general so lution to a common program~ ing
pr ob lem and i s thus a s o ftware e ngi neering" a pproach to
data base design .
II

In order t o compare and contrast the model of this thesis
wi th existing work, 11 other data structure mOdels a re sur veyed and divided into four group s : semantic, prototype ,
analysis , and information models. The data structure model
o f this the sis is an analysis model ; such model s pro vide a
compilation o f all possible vari at ions among a co llection of
data structures . To aid the c ompar i son , a common example is
e xpresse d in terms of each data structure model .

- 11i -
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1.

INTRODUCTIOH

. This thesis cla i ms that contemporary data structures c;r.
be understood wi th an intel l igible model whi ch c apture s their
essential diffe r ences a nd similari ti e s and, fur ther , that
such a model 15 an appropriate basis for a top - down de sc rl ~ 
t l on meth od f or data structures . This i ntroductory section
di sc u sses briefly the motivati on beh ind the work, pres e nts
the overall organization of the thesis, and describes some
example data structures f o r use 1n the sequel .
1.1

Mot 1 vat1 0n

Data structures are a vi tal top i c 1n ma ny areas of
computer science . Because o f this emphasis there has been a
prolife ra t i on o f data organi zation techniques a nd names f or
them. This situati on migh t be called a " term i nology overl oa d; II it is common f o r diffe r ent progranuning systems or text
books to use the same name for d iffe r ent data structures and
t o use unlike names f o r the same basic data o r gani zation .
What is n eeded 1s an understanding of the basic charac ter i stiCS o f data structures - a mean s to unveil th e differences a nd s imil ar iti es among different data s tructures.
The data structure model pro f fered here desc ribes data
structures in a way whi ch is not depe nde nt upon names for
vari ous data organizations. Instead , a model which makes
c lear t he "parameters " or " degrees o f freedom" fo r eac h of
severa l c lasse s of s imilar data structures i s def ined . Wi th
this model it i s possible to re present a pa rticular data
structure wi thout assigni ng a (ne w or ol d) name to it , but by
spec 1fying a set o f p r op er parameter values .
Thu s , t hi s data st ru ct ure model remedies t he co nfus !or.
ab o ut da ta structu re names.
In addition, t h is model 15 used
- 1 -

- 2 -

as t h e basis o f a un ique meth o d f or t he top - down

d~s:gn

documentation of data st ru ctures .

d~'c-?_

tu re description

~e t h~d

Thi s top - d own

con tains some o riginal

and

struc -

f~~:~r~s

whi ch

se em particularly approp ri ate f or t he top - down desc r :;:ion o f
large data bases .

The currently

~ QP~ lar

pro~ramm~ng

ideas o f st ru ctu red

have spawned quIte a debate o ver way s to d es i gn and d es c ribe
data .

[Gries 19 74 , p . 657J , In a list in g o f c urr e nt research

int o areas wh! ch might be called s tructured progranrning ,

states "resea r ch in this a r ea of sp [ program notation ] Is
devoted to Imp r ov i:: .g notCJ.tio n:

(3) by learning :-.ow to

describe data struc:ures In a cleaner f as hi on ,'l

Th is quote

descr i bes very we ll the need which the data struc t:.;.re r:lode l
an d top - down des ign nethod are intended to

~!ll .

Th e app r o ach o r direction o f the research
has bee n influen ce d by the foll o wing
1.

repo~ted

here

phl1o s o ~h!es :

Th e st r uctu ral aspects o f data o r ganizat ion can be
st udied independently fr om co n s ideraticns o f data
acces s,

2.

A data structure

~odel

should n o t

i mpose too much

s tructure , i . e ., restriction s o r impli c ations whi ch
exceed the needs o f a ce r ta in task should n o t be
required ,
3.

A t op - down design method should co ntrol de ta ils ·so
th at t he de sign can be presented in an intelligible
fa sh i o n, an d

q.

The data structures fr om p r og ra~~lng lan guages a nd
data base management s ys tems
jointly .

sho~ld

be

st~d!ed

-

3 -

Th ese philosophies port e nd t h e appr oac h o f t he f ollo win g
wo rk .

First , the data st ruc t ure mo del

co n te~ds

o n ly wi th t il e

s tati c , t lme - lo 'la rl ant , stru ct ur'al aspects o f date.
t i on .

Th e vagari es o f accessing a nd

are bey ond t h e model ' s scope .

chan~ing

o r ~a nl::a 

a data st r ucture

Thi s appr oach , whil e r est ri c -

t ive , d oes faci l it ate t he unders ta nding o f a wid e var iet y o f

co mmon data st ru ctures .

The reader may feel that some pa r ts

o f the data structure model (e . g ., th e IT ldenti ft catlon lt a xi s
o f th e

a~R reg ate

model which tells how a compone n t

o r label e d) infrin ge o n the r ea lm of ac cess .

1s name d

Indeed , t here

can be no c le a r li ne be t wee n st ru cture a nd access ; the data
s tru ctu r e model conside r s cha r acter is tics wh ich primari l y
refle ct st ru ctu r e .

Addi ti o n ally , some parts o f t h e mo d e l

p r o vid e in sig hts int o data int egr ity whi c h , in some se n se ,
lies on the middle g r o und betwee n st ruc ture and access .
Th e second ph i los op hy arises fr om the cornmon confusion
o f imp os ing too much o r g anizatidh o n a data st ructure.

Fo r

e xample , there is no need f o r an arra y to be thought o f a s
sto red c o ntiguously in memo ry .

Li kewise , a set should be

able to exist in a f o rm such that very l it tle is kn o wn about
its internal o rgan i zation .

A set may be manipulated with

union, inters e ction , and member - test o p erations quite
independently o f a ny particular o rd e r among its eleme nt s .
The da ta struct ure mode l devel ope d her e enc ou r ages clea rer ,
more precise th i nking a b o ut what e xa c tly is req uired o f a
particular da ta structuring technique .
The t hird phil osop hy repr esents th e belief tha t the
primary goal o f top - d o wn desi g n 1s the understandabIlity o r
!'i ntellec tu al manageabil ity!! o f whatever is being de signed .
A top-d own descripti o n o f a data base sho u ld , thus, present
the featur es and details of the data structure s in a wa y
which Is eas y t c un derstand a nd rr.aste r.

- 4 Finally, the data structures which the mo del covers
exist 1n a large variety of programming languages and data
base management systems.
The success of the data structure
model 1n describing th i s collection shows there 1s no longer
any need to consider the two sources separately, as f ar as
data structures are conce rned.
1. 2

Org anizat i on

This thesis 1s divided into seven ma l n sections plus
appendixes. Section 2 surveys the melange of data structures
offered by programming l anguages and data base management
systems ; it is , 1n effect, a guided tour of the large chart
presented 1n Appendix A. This appendix, which represents a
major input to this thesis , records the data structures provided by each of 21 programming languages and data base
management systems. The 21 systems covered were chosen to
include all common data structures from popular programming
languages and data base management systems . ThUS, while
this set of 21 is not meant to be an exhaustive collection of
al l popular systems, it is represen tat ive o f all the popular
data structuring t ec hniques. Section 2 describes, as
briefly as practicable, each of the data structures listed on
the left side of Appendix A' s charts.

Section 3 introduces and develops the data structure
model and demonstrates its use . The data structure model is
the heart of this thesisj the remaining sections extend it,
document its value, and compare it to other work. Sectton 4
describes a top-down approach to data structure description.
This top- down approach is based on the data structure mode l
and also includes two new top - down features called "restate ment" and "redefinition." The data structure model and the
top- down design methodology together form the major contribution of this thesis.

I

- 5 Secti~~

model s
To ward s

a~1

~~~ - d o w n

:~ i ~

approa ches
exampl e Is
Sec tio n 6

5 co mp a r es the wo rk s o f
~n~ J

design wi th t he

o th e~s

O~

produ 2 ~s

a class i fi cation of

~ c ~r

c~

data st ructur e
th i s thrsJs .

: ~f~er ent

data st ructure model in g I s c~ ~ated and a common
~zpressed In terms o f each data st ru c tur e model .
:~

9r~s ent s

t h ree a r gu ment s for t he

~t l11ty

o r useful -

ness of tho;:! data st ructure model an d top - de':!1 desi g n method .

First, i t I s shown that t he da ta st ruc tu re i!odel I s II co mplete"
In the sense t hat i t cove r s those data stru~tures charted I n
Appen dix A.

The en umeration of eac h i ndividual data st ruc-

ture and its variations appears In Appendix B. Second , a
data ba se fo r a large so ftw are syst em Is designed using the
top- down me~hod . Section 6 . 2 d i scus se s representative
parts o f th is design; the entire data bas e 15 pr ese nted 1n
Appendix C. Third, the data structur e model ' s ease o f use
is compared to the ot her models c a tegoriz ed in Se ction 5 .
Finally , Section 7 discus s es further wo rk whi ch arises as
extensions o f this thesis and summarize s th e contribut i ons
of this work .
Append ix D is a glossary o f t erms of significan t imp o rtance; the definiti o ns describe the terms as they are used in
this thesis . Within the body of the text, te rms defined in
the gl oss ary are underlined when t hey are first discussed .
1.3

Example Data Structures

The fo l lowing sections of this thesis contain numerous
examples of all kind s of data structures. With a few exceptions, no ne o f these have been c reated es~ecially fo r this
thesis. Instead, exist i ng published exa~~l es and real wo r ld
da t a structu r es fro m functio ni ng soft ware systems are used .
The three major example data structures sre :
1.

The "organization" data base which desc r ibes
o r gani z a t i ons , the ir peop l e , a nd !obs,

- 6 2.

The " decision table" data structure - ar. ad hoc
I mpl~m~ntatlon

o f a special deci sion t at le algo -

rithm in an assembler , and
3.

The " scheduling " data base which re co!'ds information

used to schedule people and machines tc accomplish
certa:!n jobs .

These example data structures are each
detail here .

descr~bed

1n some

The major f eat ures of the organization d~~a base are
shown 1n Fi gu re 1- 1; this data structure conta :r.s :nformat l on
about the vari ous o rganizati on s whi ch make up a company , and
the people and jobs bel ongin g to t he orga nization s .

This

data base 1s an extended and modified revisl cu of a data base
presented in [CODASYL 1971a, pp . 206 - 217J . It has been modi fied to better demonstrate mo re complex data structure s and
to contain an illustration of each of the data structures to
be surveyed in Sect i on 2 .
Figures 1- 2 through 1- 4 define and describe each of the
ind! vidual data elements from Figure 1- 1 . A few aspects of
these descriptions deserve further mention at this t i me .
First , ORGAN IZATIONs within the company are rela ted i n the
typ i cal hi e r archical manner using the REPORTO end SUBORG
data elements . The assoc i ation connectors show~ in Fi gu re 1-1
indicate that REPORTO provides an association cetween t wo
ORGAN IZATI ONs and that the association i s on a c ne - to - one
basis , i . e . , each ORGANIZATION reports to exactly one other
ORGANIZATION . Similar ly , t he SUBORG data eler.e~t indicates
a one -t o - n assoc i at ion between an ORGA fnZATIO:i and its
subordinates.

I ORGilllAllON

~OOE

~

IIIIClANE

.L,
JOBCOOE

OEPTCOOE

IIIYCOIIE

I/ITHIllJAN
.... OR

I

I

EIRAME

lEAR

II

~RIH

PIH

II

Act

AUTHSAL

0.11

NUL TI PLE

SUPPLIES

j

QIlSAL

SEX

~

IV

ENPNO

APPSTAT

JOBCOOE

10

",'/

EMPSAL

ACTIVE

ISALHISrl

SlILCOOE

SlLIRS

OCCURRENCES

rj--+I-_j

COIPOSI1IOI

~

ASSOCIATION

FIG. 1-1 ORGANIZATION DATA BASE.
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ELEMENT

ENGLISH NAME

DESCRIPTION

ORGANIZATION

ORGANIZATION DATA BASE

ALL THE INFORMATION
ABOUT A COLLECTION OF
HIERARCHICALLY RELATED
ORGANIZATIONS

ORGCODE

ORGANIZATION CODE NUMBER

IDENTIFYING NUMBER OF
AN ORGANIZATION

DIVCODE

DIVISION CODE NUMBER

ORGCODE CONSISTS OF TWO
PARTS, THE
DIVCODE, ...

DEPTCODE

DEPARTMENT CODE NUM BER

... AND THE DEPTCODE

ORGNAME

ORGANIZATION DESCRIPTIVE
NAME

JOB

JOBS AND PROJECTS EITHER
CURRENTLY ASSIGNED TO
THE ORGANIZATION, OR
PENDING APPROVAL

JOBCODE

IDENTIFYING NUMBER OF
JOB OR PROJECT

AUTHQUAN

AUTHORIZED QUANTITY

MANPOWER AUTHORIZED FOR
JOB CURRENTLY ASSIGNED
TO ORGANIZATION

AUTHSAL

AUTHORIZED SALARY

SALARY EXPENDITURE FOR
JOB CURRENTLY ASSIGNED
TO ORGANIZATION

APPSTAT

APPROVAL STATUS

STATUS OF TENTATIVE JOB
FOR WHICH APPROVAL IS
BEl NG SOUGHT

FIG. 1-2. ELEMENTS OF ORGANIZATION
DATA BASE I PART 1.
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ELEMENT

ENGLISH NAME

DESCRI PTION

REPORTO

REPORT TO

THE SINGLE ORGANIZATION
WHICH THIS ORGANIZATION
REPORTS TO

SUBORG

SUBORDINATE ORGANIZATIONS

ZERO, ONE, OR MORE
ORGANIZATIONS WH ICH
REPORT TO THIS
ORGAN IZATION

BUDGET

CONSISTS OF .. .

SALARY

· .. SALARY FOR EACH
PERSON ASSIGNED TO THE
ORGANIZATION . . .

EMPNO

EMPLOYEE NUMBER

EMPSAL

EMPLOYEE

MATCHES

10

SALARY

SUPPLIES

· .. AND A TOTAL AMOUNT
FOR SUPPLIES

PERSON

INFORMATION ABOUT EACH
EMPLOYEE CURRENTLY
ASSIGNED TO THE
ORGANIZATION

10

IDENTI FICATION

EMPNAME

EMPLOYEE

BIRTH

BIRTHDATE

NUMBER

SAME AS EMPNO

NAME
CONSISTS

OF . ..

YEAR

... YEAR,

MONTH

· .. MONTH,

DAY

· .. AND DAY OF BIRTH

AGE
SEX

FIG. 1-3. ELEMENTS OF ORGANIZATION
DATA BASE, PART 2.
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ELEMENT

ENGLISH NAME

CURSAL

CURRENT SALARY

SALHIST

SALARY HISTORY

DESCRIPTION

PREVIOUS 5 SALARIES IN
CHRONOLOGICAL ORDER
EMPLOYEE'S EXPERIENCE
AS A COLLECTION OF
SKILLS

SKILL

SKILCODE

SKILL CODE

IDENTIFYING NUMBER
FOR A SKILL

SKLYRS

SKILL YEARS

NUMBER OF YEARS
EXPERIENCE IN THE
CORRESPONDING SKILCODE

CURJOB

CURRENT JOB

JOB ASSIGNMENT; ANY
NUMBER OF PEOPLE ARE
ASSIGNED TO A SINGLE
JOB CODE

ACTIVE

EMPLOYEE STATUS;
ALWAYS ONE FOR ACTIVE
EMPLOYEE

FIG. 1-4. ELEMENTS OF ORGANIZATION
DATA BASE, PART 3.
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Next, Figure 1-1 also sh ows an imp o rtant di s tin c ti on
bet ween data elements whi ch oc c ur only once a nd th os e which
can occur any number o f time s . This diff e r e nc e 1s s hown by
enclosing those elements f or whi c h multipl e occ urr e nces a re
possible in a doub l e - s ide d box. For example , an ORGANIZATI ON

has many PERSONs but just one BUDGET. Further comme nts on
the imp ortance of this sometimes o verlooked distin c t10n wil l
be presented 1n Section 2.
Finally, an ORGANIZATI ON may be concerned with two kinds
of JOBs : jobs cu rren t ly assigned to it and j obs for whi c h
approval 1s being sought. I n these two cases, the dat a
structure has the two dif fer ent f o rma ts sh own 1n Figure 1-1.
The description of a single JOB may h ave either tw o o r three
components; a single ORGANIZATION may have jobs of both kinds.
The organization
Section 2 as a source
structures identified
provide documenta t ion

data base will be used exclusively in
of examples for each of the data
in Appendi x A. Figures 1-2 through 1-4
for many of those examples.

The decision table data structure was developed as part
of an assembler for a specialized programming language. The
assembler has been described in [Barton 1970J but usage of
the decision table was not covered. The decision table is
used to select the appropriate machine instruction fr om a
list of alternatives according to current values of a number
of cond1t1ons. The cond1tions represent the options which
the programmer has specified in the symbolic version of the
instruction.
Figure 1-5 illustrates a sample dec1s1on table as it is
conce1ved by the system programmer responsible for the
assembler. The dec1s1on table. are actually present in the
source code of the assembler in approx1mately th1s form.

CONDITIONS

1 REGISTER, RELOCATABLE ADDRESS, NO

1 REGISTER, ABSOLUTE

ACTIONS

INDEX REGISTER, NO C OPTION I

ADDRESS, INDEX REGISTER

RELOCATABLE ADDRESS, INDEX

REGISTER

I

II

GENERATE LOAD FOR M 1

GENERATE LOAD FORM

GENERATE LOAD

2

FORM 3

~

'"I
2 REGISTERS, C OPTI ON

ERROR

2

GENERATE LOAD FORM 4

REGISTERS

TYPE 703

FIG. 1-5. DECISION TABLE FOR LOAD INSTRUCTION.

ACTIONS

GENERATE
LOAD
FORM 1

GENERATE
LOAD
FORM 2

1 REGISTER

Y

Y

2 REGISTERS

*'

*
*

co NDITIONS

RELOCATABLE

Y

ADDRESS
ABSOLUTE
ADDRESS

GENERATE
LOAD
FORM 3

ERROR
TYPE
703

GENERATE
LOAD
FORM 4

*
*

*

*

Y

Y

Y

*

*"

*

Y

*

*

*

INDEX
REGISTER

N

Y

Y

*

*

C OPTION

N

*

*

Y

*

Y

YES

N NO

*

DON'T CARE

FIG.1-6 TRADITIONAL DECISION TABLE.
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ACTIONS
GENERATE
LOAD
FORM 1

GENERATE
LOAD
FORM 2

GENERATE
LOAD
FORM 3

Y

Y

J

J

J

"

I

J

Y

Y

Y

"

Y

I

I

"

Y

J

J

"

IN DEX
REG ISTER

I

Y

Y

I

I

NO INDEX
REG ISTER

Y

I

I

I

J

COPTiON

I

I

•

Y

NO C OPTION

Y

•

•

J

ERROR
TYPE
703

GENERATE
LOAD
FORM 4

CONDI TIONS

I REGISTER
2 REGISTERS

RELOCATABLE
AD DRESS
ABSOLUTE
AD DRESS

Y

YES

•

DON'T CARE

•
•

FIG. 1-7. MODIFIED TRADITIONAL DECISION TABLE.
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- 16 decision table version of Figure 1 - 6 .

Because of this

restriction , the algorithm and resulting data structure vary
slightly from that described in [Oerter 1968] .
Now , the decision table o f Figure 1- 5 can be implemented
as foll ows , using the (modified) coded cond iti on mask tech nique . The decision table 1s stored in memory as a list of
cond i tions and a " false vector " for each condition . Each
false vector corresponds to a single row of a decision table
as shown in Figure 1- 7, and 1s formed by encoding Y as 0 and
* as 1 . The false vectors for Figure 1- 7 are the follo wing :
1 register :

2 registers :

relocatable address :
absolute address:
index register :
no index register :
C option :
no C option :

00111
11100
01011
10 111
10011
011 11
11101
011 11

Clearly this encoding results in no loss of information ; i t
is also the basis of a simple algorithm for executing the
decision table . In the algorithm, the false vector is used
to el i minate possible actions whe~ the corresponding condi tion is not satisfied .
Figure 1- 8 shows an example execution of the decision
table assuming the l i sted values ~C~ the conditions . Execution begins with an "initial t ruth vector " of all Is . Then
each condition is examined . If a :ondition is true , nothing
is done . If a condition is false , ~h e initial truth vecto r
is ANDed with the condition ' s falSE vec to r (hence the name)
and the result replaces the initial truth vector . After all
conditions i n the decision table have been processed , the
result vector contains a 1 for ea c~ possible acti on . The
leftmost 1 co r r esponds to the prefe~red action . If the I I s
1n the nth position from the left , :he nt h action is selected .

o
1 1 1 1 1

INITIAL TRUTH
VECTOR

1 REGISTER IS
FALSE

• 0 0 1 1 1
0 0 1 1 1

2 REGISTER IS
TRUE

DO NOTHING

RELOCATABLE
ADDRESS IS
TRUE

DO NOTHING

ABSOLUTE
ADDRESS IS
FALSE

o

NO INDE X
REGISTER IS
FALSE

• 0 1 1 1 1
o 0 I I 1

C OPTION IS
FALSE

• I 1 I 0 1
0 0 1 0 1

NO C OPTI ON
IS TRUE

DO NOTHING

RE SULT VECTOR

o

3 RO

0 I I I

• 1 0 I 1 1
o0 I I 1

INDEX REGISTER
IS TRUE

0 1 1 1

0 1 0 1

ACTI ON SELE CTE D

GENERATE LOAD
FORM 3

DO NOTHING

ASSUMED CONDITION VALUE S
1 REGISTER

FALSE

INDEX REGISTER

TR UE

2 REGISTERS

TRUE

NO INDE X
REGISTER

FAL SE

RELOCATABLE

TRUE

C OPTI ON

FAL SE

FALSE

NO C OPTION

TRUE

ADDRESS
ABSOLUTE
ADDRESS

FIG . 1- 8 EXECUTION OF DECISION TABLE
-1? -

- 18 In Figure 1- 8 , since four conditions are FALSE, four
ANDs are performed . The result vector contains more than
one 1 , but because the rows of the original decision table
(Figure 1- 5) were ordered , the leftmost 1 1s the proper
choice.

This brief introduction to the coded condition mask
al gorithm is necessary to understand the examples based on
the decision table which are used in this thesis . The top down design of the entire data structur e (Section 4 . 3 . 1) is
heavily influenced by this algorithm.
The scheduling data base was first presented in [Frank

and Sibley 1973 ] where it was used to illustrate the features
of the CODASYL Data Base Task Group pr oposa l [CODASYL 1971].
Since then the same example data base has also been expressed

in terms of a relational mode l by [Codd and Date 1974].
This data base is pictured in Figure 1- 9; it s main purpose 1s to interrelate people, machines, and schedu ling
i nformation . Some other i nformation o f a per sonne l department nature is al so kept for each person. Using this data
base, peop l e can be scheduled to work on machines. The data
base rec ords various skills or abi l ities which each person
has and also, for each machine, a list o f skill s, anyone o f
which qual ifies a person to operate the mac hine .
Figure 1-9 s hows t he data base approximately as drawn in

[ Frank and Sib l ey 1973 , p. 8]; the drawing has been modi fied
to use the box- within - a - box notation for multiple occurrences
of a data element, s imi l ar to Figure 1-1. Thus, f or example,
eac h MACHINE includes some number of SCHED INFOs , each one
detailing whi ch person will be working on the machine for
some specific future t ime period. The arrows cor r espond to
the associations o f Figure 1-1. The numbers on the ends of

EDUC
INFO

PERSON

1

1

N
MEDICAL

SKILL

JOB

N

SCHED
INFO

MACHINE

FIG. 1- 9. SCHEDULING DATA BASE.
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the arrows show how many of each of the elements are connected together .

For example , each PERSON 1s attached to N

different JOBS which he/she held some time in the past .
The specifi c kinds of information to be stored and the
names given them in Figure 1- 9 a r e :
1.

Information about individual employees (PERSON),

2.

Medical or absence information about employees
(MEDICAL) ,

3.

Prior job hist ory f o r each person (JOB) ,

4.

Education information for each person (EDUC INFO),

5.

Information about individual machines us ed in the
manufacturing process (MACHINE) ,

6.

Scheduling information (SCHED INFO ) , 1.e., which

peop le will be working on which machines for some
future peri od, and
7.

Sk ill information (SKILL), i.e., which skills are

possessed by which people and required to ope rate
which machines .
The individual components of each of these kinds of information (e . g. , that PERSON consists of name J age J sex, et.c'. ) are
straightforward and will not be detailed here. Instead, the
components will be i ntroduced as needed throughout the
examples based upon the scheduli ng data base.
These three e xamples include a wide variety of information requirements. Each example will be used repeatedly

"

..
"

/.'

L.
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:hrougho ut the the sis. In ~ os~ ~as~s Just one r3rt o f ~~ ~
data bases wi ll be used f o r a s ! ~ vl e example . Por I ns~~n~~ ,
exa mple s based on Jus t the :~~~:S7 eleme nt o ~ ~he o r ean !z ~ 
: i on dat a base and upon t~e ?EFSC:: - SK ILL-t-tACHHJE portl or. c f
!he scheduling data base are \..,;.sed . However, almos t every
aspect of eac h o f the examples I s co vered In deta il some where. A complete top-down design of the decision table 1s
carried out In Se c ti on 4.3.1 and a s imi lar des i gn for the
entire s cheduling data base i s presented in Section 4.4.
Individual elements and various subsets o f t he organi zation
data base are used in the foll owing sec ti on t o describe each
o f the common data structuring techniques.

2.

COMMONLY IJSED DATA STRUCTURES
D ~ tJ

sc l en c ~,

t ime.

stru ~ ' u r ES

ar~

a

f un d a~ ent a l

pa r t

,r

c o ~p ut er

as a s s uc h , have been i nvest i gat e d f o r so me

Th1s s ec ti o n e xam i nes the data s t r uc tures c ommo n l y

pr o v i de d by

cu r r~nt

pro gramm i ng l a nguag e s an d da t a ba se

ma nag e me nt syst e ms; thei r purp o se 1 s to:

1.

Pr esent the contempo r ary melange o f data s t ruc t u r es

su pp li e d f or p r ogrammers a nd data base des 1gners ,
2.

S ho w the si mi lari ty and o ver l ap be tw een prog r a mmin g

languages and dat a base managemen t s ystems wit h
r ega r d to da ta org an i zatI on and st ructur e, and
3.

Prov1de a co n c ise c ompa ris o n b e tween da t a s t ru ct ure s

1n 21 d1ffere nt sy s t ems ( l anguage s and da ta bas e
managemen t sy st ems).

Th1s background w111 be appealed to in Section 3 of t h1s
theais where a conc ise model f or the collec t i on of common
data 8tructures is introduced . The various data struc tures

are also used for numerous examples and to 111ustrate spec1al
techniques throughout the thes1s . Section 6.1 demonstrates
that the data structure model 1s "complete" 1n the sense that
it provides all the data structures surveyed here .
The eaJor portion of what follows in Section 2 is a
de.cr1pt1on of each 1nd1v1dual data structure tabulated in
Append1z A. A general definition and an example from either
a procra-a1nc language or data base aanagement system are
pre.ented tor aach data strueture. Prior to this enumerat10n
or data .trvcture•• so. . general trends in data description
aft noted.
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- 23 The various sorts of data structures are gr oupe d into
four clas se s and presented 1n tabular f orm along the le ft side
of the char ts in Appendix A. The data st r uct ures pro vided by
each of the 21 programming languages an d da ta base management
systems a re noted in this table.
(References to descrip t ion s
of eac h system a r e al s o supplied at t he top of the charts in
Appendix A). A word of caution concerning use of this table
to compare systems: Appe ndix A is a very in complete comparison of the 21 systems since it considers only data structures.
Many other asp ec ts in addition to data structuring features
must be considered for a complete comparison of either data
base management sys tems or programming languages. More
complete comparisons are provided by some or the rererences
mentioned below. In Section 2 .3, some observati ons and
conc lusions whi ch do seem appropriate are drawn rrom
Appendix A.
Truly generali zed data bas e management systems have
become inc r eas ing ly popular in recent years ; these systems
provide a wide variety or data organizations. The current
controversy between the pointer - based or network model and
the relational model f or data base design (see [Codd 1971;
Bachman 197 3; Codd and Date 197 4; Date and Codd 1974]) has
uncovered several basic questions about storing information.
The network model is repre sented here by the proposal of
the CODASYL Dat a Base Task Group (abbreviated CODASYL DBTG
from now on), IDS, IMS, and TDMS . ALPHA, LEAP, and MacAIMS
are all based on versions or the relational model.
In the area or programming languages, new languages
have introduced advanced data structures motivated by
ma~hematlcs and programming experience.
·The new languages
with the most interesting data structures and some traditional, popular languages are included in Appendix A. Considering this wealth of data structures, it seems ver y timely to
recount them all in one place.

•,

J

Some prev i ous

sU~'leys

o f data st r uctu r es have

howe ver , no ne ha ve c:nce ntrated , as does the
sive l y on the da:a
use rs of
sy stems.

~~~ ·. ctures

prog r a~~l~e

The mo s t

lang uages and da t a base

l~te r esti n g

and ass oc i at i ons

~he

exclu -

:~~

manag ~~e~~

su r ve y s are [Dodd 19f9; Wi l l iams

1971; Gray 196 7; 0 ' Ir.pe ri o 1969; Hoa re 1972).
d i scuss es s ome o f

~ ~

-

~; pea r ed;

f o ll ~w !~r ,

actual ly furn i shed

2~

[ Dodd :969 )

data st r uctu r es l isted i n the agg r egates

se~t l ons

concepts f or data bas es.

of Append i x A wit h emphasis on f i le

[Wi l liams 1971 ) a nd [G r ay 1967 )

bo th survey the ri c h va ri e ty o f d ata struct ures wh ic h
have pro ve n their us e f ulness to var i o us co mp ut er g r aph i cs

applica t i ons .

[ D' Impe ri o 1969) di s tinguishes ( l ogical)

data structure fro m storage st ru ct ure whil e pre senting the
data structures in a rather esote ri c c o llec t i on of
programming languages.

The most encompassing view o f

data structures and their use in programming languages i s
the conference proceedings [Tou and Wegner 1971) .
[Hoare 1972) discus.es a limited collection of data struct uring techniques useful for the abstract de sign of data
structures and describes methods for manipulating a nd
implementing them.
Numerous reviewa, surveys, and tutorials on data base

management systems have appeared. The best known and most
detailed survey 1s [CODASYL 1971a] which covers 10 systems
includ1ng ao.. of thoae included in Appendix A (CODASYL DBTG,
IDS, INS, and TONS). Up-to-date introductions to the current
state ot the t1eld are provided by [Englea 1972), [Cagan
1973], and [BYereat 197_]; the latter considers current
probl... rro. data 1ntegrity to legality. [Lyon 1971J is a
tutorial on the .otivat10n and 1aplementation of various
til. atl'lloturea tor data bu. lIIllIage..nt aystems. Data
"nac.l.at taobDtquaa tor tl1. orsanlaatlon are covered by
[..a•• 1",] aDd [Sanko 1969], the lattar cons1dering
•

- 25 text retrieval and other specialized data base management
systems . [Bachman 1972] traces the evolution which lead to
curr ent network file structures and presents 11 basic
concepts for structural storage elements. The ot her side of
the network VS . re lational controversy mentioned above is
covered in tutorials [Date 1974] and [Whitney 1973 J both
of whi c h motivate the relational model through comparison
with network schemes . Data base management has been the
featured cover subject on two issues of DATAMATIOli (October ,
1972 , and September, 1974); both provide popularized
introductions to the field . A continuing view is provided
by the publications of the ACM special interest group
SIGMOD (formerly SIGFIDET) .
2.1

General Trends in Data Description

Some basic trends have evolved in the field of data
base management systems . These trends flavor the view of
data st ru ct ures presented belo w; the trends are :
1.

Explicit data definition,

2.

Separate data definition dictionary, and

3.

Data indep e ndence .

Early data base management systems (e . g ., IDS) intro duced the idea of describing the organization, format ,
and structure o f their data bases with special declarations .
These declarations define the form for each component part
o f the data base; when in use the actual data base con~a i ns
numerous pieces of informati on each of which are formed
according to the declarations . This explicit data defi nition
exists independently of any piece of informatio~ formed
according to its declarations . Thus , it is reasonable to

- 26 think of the data definition on one hand, and any number of
I' occurrences 'l or " instances " of the definition on th e other .
It 1s the c ollection o f c urren t i ns tances which f orm the
actual information c ontent o f th e data base at any g iven
moment.

A data definition 1s als o s ometimes called a " sc hema 'i
(as popularized by various CODASYL reports, incl uding
[CODASYL 1971J and [CODASYL 19 71aJ . ) A dictionary
definition of the term 1s enli ghtening.
schema n .

a diagram , p la n , or scheme.

Thus a schema or data definition 1s a diagram or plan
for all the instances in the data base .
In the discussion of data s t ructures which follows,
the terms data definition and instance will be used exclusively. Numerous figures will be used to present the
various data structures . These figures illustrate a
sample data structur e (drawn fr om the organization data base
discussed in Section 1.3) by presenting a data definition on
the left side of the figure and one or more instances on
the ri ght . The data definition is drawn in a block
diagram form which should be applicable to all prog ramming
languages or data base management systems . Each figure
a lso includes a sample declaration of the data structure
in some system . This collection of figures provides a
comp let e description of a ll the da t a structures presented
in Appendix A.
Not all systems distinguish bet ween data definition
and ins tance . The a lt ernative i s to let a data struct ure
and one instance be defined simu ltaneo usly; in effect e very
instanc e has its own, exclusive data definition . 7he only

- 27 way to def'ine two instances with the same structure 1s to
duplicate the data definition. This approach makes it hard
to tell when two instances are exactly the same. Appendix A)
1n its bottom section, notes which systems distinguish
between data def'inltlon and instance.

Once explicit data definitions are provided, the next
step is to gather all the definitions together and create a
complete "dictionary " of the data base's structure. This
separate dictionary can be accessed as needed by a language
compiler or run-time input/output subroutines 1n order to
properly access the data. Once this step is taken, the
data definition need not be based upon any single language.
Thus , the way is opene d for sharing of definitions between
programs written in several l anguages . The CODASYL DBTG
" schema ll is a language - independent dictionary of exp li cit
data def1n1t1ons.
The primary reason for creating a separate dictionary of
data definitions is to grant "data independence" to the pro grams using the data base. Data independence is well defined
1n [Engles 1972, p . 52J as follows :
"Data independence is the capability by which an application program is insulated from the various aspects of
data bank design and implementation . A high degre e of
data independence implies the ability to make changes to
a data bank, such as a change to the method of representing
a complex data map, without requiring changes to source
programs ."
ThUS, data independence 1s intended to make i t easier to
writ e programs wh ich will continue to operate despite changes
in their data organization . Of course at some point, after
extensive modification of the data , the program can no longer
oper ate properly even with the aid of the mo st elaborate
data independence scheme . There has been much discussion

.

I
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of just how much data inde pendence systems

shQu~d

provide .

at~a ~ ~&ble

A much stricter and perhaps mo re

atte mpt to

definiti o n o f data independence , given 1n [DatE and Co dd 1974,

p . 31J, is:
" (a)

(b)

program immunity to change in the sto:oage structure
(so~etiQes re f err ed to as ' physica l ia:a independence');
also
program immunity to growth in the data model

defin i tion (sometimes referred to as ' logical
data independence ' ) . '!
Note that change 1n the conceptual or logi cal data definition
1s not mentioned . Instead , only growth is provided; i . e . ,
new data may b e added wit hout affect i ng the current programs
( wh i ch do not use the ne w data).
Systems which provide various degrees o f data
independence o f ten do so with the ai d of a "subschema " in
add i tion to t he schema ([CODASYL 197 1 ; Date an d Hopewell
1971 ; Date and Hopewell 1971aJ). The subschema is a sepa r ate
explicit data definition specialized for an ind i vidual
pr ogram . It re cords jus t the infor mation which a program
nee ds to do i ts job j t hus , it is basically a subset of the
schema a l though some diff erences (e . g . , alter~ative names)
may be a l lowe d . IMS us es i ts "sensitivity" concept in a way
s i mil a r to a subschema (see the refere nce given in Appendi x A) .
Anot her of t he appea l s of data indepe~dence is that it
a i ds, or at least pro vides a starting poi~t f~r , some
a pp r oaches to data integrity and data pro te ct ion . These two
r ela ted and desirable concepts are just beginr.ing to be
a ttaine d by da t a base ma nagement sys t ems . Data integrity
me an s keeping t he data st r uc t ure wel l fo r med , ~ . g . , preventing
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linked structures from becoming unco nnected.

Data int egrity

also concerns the consistency of the information represented
by the data structure , e . g . , making sure that if a count word
says there are five records in a file then there are indeed
five records there . Data protection usually means restrict ing access to information to prevent unauthorized changes or
for reasons of privacy . [Browne 1971J is a goo d ove rview of
these topics and introduces a conference session covering
privacy and data integrity .
Figure 2 - 1 depicts a ge neralized block diagram of a data
base management system in which data independence is provided .
The user makes data base accesses based either upon a
subschema or knowledge of the data definition recorded in
the dictionary . The data base management system accesses
the actual data base fr om some physical storage medium ,
again using the stored data definitions.
2.2

Common Data Structures

This section is a catalog of the data structures
tabulated in Appendix A. Each data structure is described
wi th the aid of an example dra'.'In from the organization
data base . For each data structure a pictorial data
definition and one or two possible instances are shown .
Additionally , a data declaration from one of the 21 systems
used in Appendix A is shown for the example data structure .
In the example declarations from the p ro gramming languages
and data base management systems the actual keywords in
the language are shown underlined while the terms supplied by
the user are in n ormal type. Ylhenever possib Ie, the complete
declaration is shown ; however , three dots may sometimes be
used to represent sections of t~e declaration which are not
essential for understanding t~e example . The nane of each
data structure from Appendix f.. is underlined when it is
first described ; however , these names do not appear i n
UF' glossa ry (Appendi x D).

DATA DEFINITION

LOGICAL ACCESS BASED
ON SCHEMA OR SUBSCHEMA

PHYSICAL ACCESS

)-----~_< DBMS

PERSON / PROGRAM

INSULATION

DATA

DATA BASE

•I•
,

FIG. 2-1. DATA INDEPENDENCE DBMS.
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- 31 A few primitive or atomic terms form the basis for much
of the following and wi ll be discussed first .

The examp les

will o ft en speak of a I' collect i on'! of data "elements"
kind o r another.

o~

some

For ins tan ce , a co llecti o n o f information

about people would consist of one element for each pers on .
Finally, an other word o f caution 1n regard to Appendi x A:
this table records just what the systems directly provide.
Da ta structures which may be implementated in terms of data
structures 1n the systems are no t entered 1n the table.
Appendix A summarizes just those data organizations which
the s ystems a llow the user to explicitly define. An
example may make this distinction c leare r.

Fig ure 2- 2 shows

1n its first line th e definiti on of a typical one-dime nsiona l
array in the programming language ELI . The single
dimensi on array is a conc ept which the language exp l icitly
makes avail able. ELI does not, however, have a corresponding
de c l arat ion for matrices of dimension t wo or greater . Such
a data structure can be easily implemented in ELI, as shown
in the second line of Figure 2- 2 , by nesting declarati ons . In
this example , a two-dimensional matrix is implemented as
an array of arrays. In Appendix A, ELI is noted as providing
array data structures but no t matrix data structures since
the language explicitly provides the former but not the
latter . This dist i nc tion between which data structures a
system explic itly provides and those which can be built-up
from them is maintained throughout Appendix A.
The data structures will be discussed in four classes,
as they are grouped along the l eft side of the charts in
Appendix A. These four classes, basic items, aggregate's,
associations, and files, were adapte d from [CODASYL 1971a]
where six gene ri c st r ucture c l asses were defined in the
process of comparing data base management systems. The
approximate co rrespondence between t he terms used here and i n

ELl

ARRAY : VECTOR (INT)
MATRIX: VECTOR (VECTOR (INT) )

FIG. 2-2. ELI

ARRAY AND MATRIX.
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[CODASYL 1971a] is shown in Figure 2- 3. The two classes not
used here are of interest only when access of data bases Is
considered.

Within the left - hand headings of Appendix A,

alternative names for some of the classes and individual
data structures are shown in parentheses. The upper ,
unparenthesized term is used in the following discussions.

A

description of each of the four classes of data structures

begins each main subsection below.
2.2.1

Basic Items

Basic items are the primitive elements from which
data structures are built. However, they exhibit enough
diversity to be considered data structures in their own
right.

Some basic items, such as numbers and strings are

quite simple; others , such as the virtual conceptual items
s hown in Appendix A, have much to offer the sophisticated
data base designer. Nevertheless, all basic items have
something in common: they are indivisible.
2 . 2.1.1

Storage

Some systems allow the user to play intimately with
the very protyle of data structures: raw storage . Data
structures designed in this way a re usually inseparable
from the memory structure of the host computer; the
distinction between data definition and instance is rarely
made and data independence vanishes. The power of such
a scheme is undeniable - the user can develop any data
organization he/she desires. However, with the rich
collection of data structures detailed below, there wou~d
seem to be little need to invent new ones.
No attempt will be made here to create a data definition
or schema for storage. Instead a possible use of storage for

CODASYL
FEATURE
ANALYSIS
TERM

TERM
USED
HERE

ITEM

BASIC ITEM

GROUP

AGGREGATE

GROUP RELATION

ASSOCIATION

ENTRY
FILE

FILE

DATA BASE

..

FIG. 2-3.

-

.

dF :TERM5.

- 35 the o rgani zat ion data base is s hown 1n Fi gure 2- Q, The f irs t
line o f t he example data declaration (us i ng I BM 360/370
assembly language) all ocates t he next full word of s~orage
and assoc i ates the name QRGCODE . (In most computers ,
memory occurs i n some stan dard "fu l l word" amount wh ich 1s
most conven iently accessed by th e instruction set . ) Like wise,
most assembly language s allow storage to be a llocated 1n terms
of bits within a full word and multiples of full wo rds.
The next line a lloc a tes a single bit fr om the next storage
locat i on and assoc iates the name SEX with the st o ra ge . The
final line al l ocates five full words for ORG NAME.

2 . 2 .1.2

Point er

Some thi nk of pointe rs as the shi bb olet h of t he
experienced programmer . A pointer 1s a name) address, or
reference t o some other element ; they evolved from assemb ly
language programming where they are useful for creating
comp lex data struct ures from raw st orage. The preemi nent
tutorial on definiti on a nd use of data structures in this
manner is [Knuth 1969. chp . 2] .
Pointers al so exis t in nume r ous high level programming
languages in two basic forms: general address and qualified
by type. The fir st kind o f pointer, the genera l address,
may be thought of as a n indicator which can refer to any
arbitrary element. An e xample data definition and use
of this kind of pointer is sh own in Figure 2- 5. The general
address pointer is most similar to the way a ddresses are'
used in assembly languages. As shown in Figu re 2-5 one
inst a n ce of PTRl could point to a number while another :
points to a character string . Even the same instance of
a general address pointer can refer t o two kinds of e l ements
at t wo different times . Such 1s the case with the sample
BLISS statements also shown in Figure 2- 5.

- -- ----

I

OReODE OS iF

FULL WORD:

I 5335 1

SEX

PARTIAL WORD:

OS BL.l

rJ---l
11 ___
,.,j

ORGNAME OS 5F

MULTIPLE WORDS:

I

SOFT

I

WARE

I

RaD

I

FIG. 2-4. STORAGE.
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I

I

I

POIIIER

P1R!

ADDRESS

NAME

OF

C~TAINS

GENERAL

POINTER

ADDRESS

l

DEFINIIIIIII

I
I
I

I;

OR~COO£

PIRI

I • I
DRGlAIE

PIRI

•

I

SOFT

5115

IIARE I RlD

~

1 IISIAIICES

BLISS

on

PIR1;

PTRl _

OfIGCDDE; ! PIRI CONTAIIS

PTRl _

ORGIAIE;

ADDRESS

OF

ORGCDDE

FIG. 2-5. GENERAL ADDRESS POINTER.
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- 38 Th e othe r kind o f pointer 1s restricted to r efer onl y

to el ements of certain types (for mo re on types , see
Sec ti on 2 . 2 . 1 . 3) , Th1s k ! ~d o f pointe r Is more ap~r o ~riate
t o "typed"

high level languages (as opposed to " typeless"

o nes, again see Sect i o n 2 . 2 . 1 . 3) ,

A type qualifi ed pointe r

Is shown In Figure 2- 6 ; th i s pointer Is restricted to point

only t o elements o f type ORGAliIZATION (whi c h wo uld be
declared elsewher e) .

The pointer REPORTO could n ever point

to a SKILL or an ORGCODE.
Th e difference bet ween general address and typ e

q ualifi ed po in te r s Is quite significant .
pointers ca n be an a i d .

Type qualified

The re st ricti o n that they po in t

to only a ce rtain kind o f object Is en forced by the
p r ogr amming language co mpiler, and the proponents of th is
kind o f pOinte r cla i m this y i e l ds mo r e reliable

progra~s .

Type quali fi ed p ointers ca n also be a hinderence wh en the
programmin g language is no t wel l suited to the program
being written.

In this c as e , a ge neral address p ointe r

a ll o ws the p r ogrammer to d o what e ver he /she desires wi thout
interfe r e n ce f r om the co mpiler.
St o rage and ge ne ra l address po inters compri sed the
p r ogr ammer ' s basi c data structure bu i lding blocks prior to
the intro ducti o n o f high level l ang uages with mo r e sophist i cated d ata st r uctures .

These bu ilding blocks were used t o

create fr om scratch man y o f the data structures de sc r ibe d in
the r est of th i s sect i o n.

I t was this exper ience in

using these data structures whi c h l ead to t heir inclu sion
1n programming lan gu ages .
2.2. 1. 3

Co n ce pt ual

Ite~s

Instead o f pro v idin g jus t

r a w sto r age,

~ os t

sys t e~s

furnish dat a elements t o r epreser.t real wo rld ob ject s su::h

, -.... 5331 SOFTWARE
RSD ....

POINTER

I
II
I
I
I

REP OR TO

REPORTO

7

NAME
OF POINTER
TYPE OR KIND OF
DATA STRU CTURE
POINTED TO

'------'
_

.... 5325 SOFTWARE
PRODUCTION ....

REPORTO'--_--'

ALGOL 68
REF ORGANI ZATI ON REPORTO;

FIG . 2-6. TYPE QUALIFIED POINTER.
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and cha ra cters . ~~ ese jl ~f e r e n t s o rts o ~ %i ~j~
Examp le types ar~
0 f dat ~ ~l~m~nts a r e termed " types ".
" ln t(:;:e r" ~:n rl " orl~a tliza t l o n"; ~ c.:'~es ;:. or.11ng data e:(::--.e:--.:':
~ re thought of a s bplng o f I' ty~e l~t ege rl' or " type
0 rganizatlon".
n~nL~rs

A dist incti on is made

and "type less"
lang uages . Typed languages dist!nguish between the data
elements by assoc iati ng a type with each one . Type less
languages treat all data elements identi call y . Figure 2- 7
shows s ome declarations of conceptual items in the
t ypeless language BLISS and i n typed PORTRA N. In BLIS3 ,
all the data elements are defi~ed tte same way; thus, the
compiler cannot distin gu ish between them. In FORTRA::. the
declarati ons associate the types 'Il ogical ", "real", and
"integer " with the data elements. In this case the compiler
can det ect and possibly correct (by automatic " type
conversi on " ) cases where a data eleme!1t is us ed in an
i mpro pe r context.
bet~een

"~yped"

Consider the two assignment statements :
AGE ..... AGE + 1

ORGNAME

~

ORGNAME

+

1

A typeless language assumes the programmer ' s instructions
are appropr i ate and would allow bo th aS 5 1gn~ents. A
typed language woul d o bject to t he sec o~d assignment
s i nce addition to type "character st ri ng " is meani:1gles5.
0f cou r se, if the programmer i<ne·,.; 'Jnc r: .';;·:::: was r eally .=.
numbe r In certain cases , a typeless :~~ ~ ~age w o~:d l et
hl:aJher take advantage of the s;:-e c !.3.: :ase . .':" 150, wi: ~ ~
~ypeless language the comp!ler will ~e~ e ~ get In ~he
rrogram~er ' s way by c~ n v ert!nF ~e: wee~ types behl~d :~e
r:-'cg r a.'l'lr,er-'s back and possltl:1 : : :r.-:- r~,)g rarr:'s ce trir.,e:-.~ .

BLISS
OWN

SEX,SALARY,EMPNO

FORTRAN
LOGICAL SEX
REAL
SALARY
INTEGER EMPNO

FIG. 2-7. TYPELESS AND TYPED LANGUAGE
DECLARATIONS.
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01v~~

4. · -

~h~

d I s ti nct ion bet ween ty~ed l ~ d tY~"less
1~ng~age3 , ~ fur~h er r c rln~ ~pnt 1s u~~ ~ul a~ o nr t y pe (j
l a ngu a g~5 .
~ ~ m~ 1::nr"18Res al10~ ~y;~! : J te sel~,:t~d ~ 1 1 1;
from a t'..l! 1 t - ln se t o f types .
~ O R7RP.:;. ~ o r exarr.;·le , pr0 v1 u e:s
the three tYP~ 3 used I n Figure 2- 7 p l us a " co~~lex " t~pe and
no o th e rs. 0the r syste ms start O U~ w!t~ a set o f butl: - 1n
types and all ow the use r t o de f j~e ~e ~ tYres. The new type~
are b utl t up from the language supplied ones using special

type construction methods . An example constructi o n o f a
user defined type Is shown In Figure 2- 8 ; the type defined I s
a hierarchy structure suitable f o r representing some o f th e
informat ion In an ORGAIIIZATION data element . Type c onstr uc tion methods from many programmi ng lan gu a~e s and data base
management systems are used in vari ous examples fr om here o n .
These meth ods give the systems the ab i lit y to r epresent many
of the aggregate data structures discussed in SecLion 2 . 2 . 2 .
Programming lan guages whi ch allow the user to define both new
types and operati ons on the types are called "ex t ensible "

languages (for more informati on see the conference proce ed i ngs [Schuman 1971J). Appendix A tabulates the type - related
distinctions between various programming lang uages .
One more aspect of typed languages whi ch allow user
defined types deserves mention now to avoid confusi on In
later examples. Most o f these l anguages all ow two alterna tive ways o f defining a new type . The t wo ways a re
equivalent and are illustra ted In Figu re 2- 9 . The d is t 1nc ti o n
is wh ether the new type is £l ven a name c r is " s;ell ed
out ll each time it Is used . In the ';:op o f F'ig:u:-,~ 2- 9 , :;~e ne.,,tyres IIsex" and "r e I'son file" a:-'e r eal ly jc.;st s~ "' :-'';.!; 3.r. 1. s o
that the full definitions need ~o t te wrlt:e~ =~: !~ ':.he
declaratl~ns of e3 ch inst 3~:e ~ ~ :he ~y~e.
I s net used 1~ the equivale~t de .: larat1 r'ms
the bott0~ of Figure : -9.

ALGOL 68
MODE

ORGANIZATION

=

STRUCT( INT ORGCODE, [1:0 FLEX] CHAR ORGNAME,
REF ORGANIZATION REPORTO);

FIG. 2-8. TYPE CONSTRUCTION.
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i

PASCAL
SEX = (MALE, FEMALE)
PERSONFILE = FILE OF PERSON
THISSEX:
THATSEX:

SEX
SEX

NEXTFILE: PERSONFILE

PASCAL
THISSEX: (MALE, FEMALE)
THATSEX: (MALE, FEMALE)
NEXTFILE: FILE OF PERSON

FIG. 2-9. USER DEFINED TYPES WITH
AND WITHOUT NAMES.
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- "S One of the major uses o f types 1s to define various
enc odln gs f o r conc eptual basi c items . These encodlngs
are listed in Appendix A. The most familiar encodlngs are
used for numbersj some definitions and instances o f
regular numbers are shown in Figure 2-1 0.

A less well known encoding 1s the tabular data
el ement as depicted 1n Figure 2-11. It 1s used when the
data element may contain one of a fixed number of possible
values. Tabular data elements are exemplified by PASCAL
as portrayed in Figure 2-11. (In PASCAL, an order is implied
among the possible values - this feature 1s an inessential
aspect of tabular structures 1n some languages.) Although
it represents a common programming practice, tabular data
elements are provided only by a few of the systems in
Appendix A.
Boolean data elements are, in effect, a special case
of tabular ones with just two possible values. The two
values are interpreted as true and false; however, a
Boolean data element is often used to imitate a two- valued
tabular as in Figure 2-1 2 where the SEX data e lement is
encoded as true or false. Boolean data elements are most
often used as program control flags.
A picture data element 1s defined by an encoded
pattern or picture of what the data's format will be.
Figure 2-13 uses pictures to define two fields from the
organizat i on data base; the pattern scheme used is that
of the CODASYL DBTG (9 representing any numeral, V a
decimal point). Various pattern schemes existsj they all
specify the numerals, characters, and special symbols
allowed in each position of the data element. In the
example declaration from the CODASYL DBTG, the initial 1
is a hierarchy level number and will be discussed later.

J;YPE OF NUMBER

INTEGER

5_3~1

DIVCODE 1
...._ _

DIVCODE

OTHER DEFINING
INFORMATION

NAME

REAL
EMPSAL

I..
"'/
EMPSAL

FIXED /oINT

- 2 DEFINITIONS

I

950.25 1

1 INSTANCE OF EACH

FIG. 2 -10. REGULAR NUMBERS.
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TABULAR
SEX

MALE,FEMALE
~

ALL POSSIBLE
VALUES

TABULAR
DEPTCODE

01 ... 99

I
I
I
I
I
I
I

SEX

'RANGE OF
VALUES

_ _ 2 DEFINITIO_N_S_ _ _

L

FEMALE

I

SEXEJ

DEPTCODE

rl

I

0

3 INSTANCES _ _

PASCAL
SEX:

(MALE, FEMALE)

DEPTCODE : 1 .. 99
TDMS
1 SEX (NAME) VALUES ARE MALE,FEMALE
1 DEPTCODE (NUMBER) VALUES ARE 1...99

FIG. 2-11. TABULAR .
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~E
BOOLEAN

I
I
I
I
I

I
II
r""'--"-------'II

SEX

NAME

__

~INITIO~

_

L

SEX

I

I

SEX8

-=

~~E=-- _

FORTRAN
LOGICAL SEX
SIMULA
BOOLEAN SEX;

FIG. 2-12. BOOLEAN.
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FALSE

I
I

PICTURE
DIVCODE

I-.\

7

~

EMPSAL

I

99

NAME

""OOE

FORMAT

PICTURE
9999V99

_ _ __2_D~I~~

0
D

DIVCODE

I

I

II

EMPSAL

EMPSAL

_L _

I

B

1025.50

I

~N~N~ _ _

CODSYL DBTG
1 DIVCODE PICTURE IS "99':
1 EMPSAL PICTURE IS "9999V99:'

,,
FIG. 2-13. PICTURE.
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Cc n s!ant. d a t a ele:':le::ts a! ",,' a y s h a ve a s ! r. r le sp ec 1a l

val ue . They a r e us ed t o ~a %e da~ a st r uctu ~ e ~ ~2 r e
readable , t c a dd r e dundan cy f or e rr or ch ec ~! n g, or for
futu r e c o ~p a tl bl11 t y with o t~er data st ruct ure s . In
Figure 2 - 14 , it 1s as s umed t ha t t he ACTI VE data e leme nt 1s
one f o r active e mpl oyee s ( as opp osed to retired, laid o f f,
etc.).

I f the o rganizati on data base co n t ai n s d a ta only

f o r active

e~p l o yees ,

A CT I\~

wi ll be a c ons t ant as sh own.

Fin a l l y , s peci a l dat a ele ment s a r e used 1 n ma ny s ystems
fo r misc e lla neous kinds of i nform a t1on. For i nstance , some
provi de d ate, t ime, or wel ght e l e me nts. Ot he r s p r ovide
system-dependen t data e le me nts th at store spe cial info rmat i on

useful within t he system.
of special data e leme nts .
1s

8

Figure 2-1 5 demons t rates bot h kinds
"'he CODASYL DBTG "dat a base key"

unique identifier of " records". thus, if REPORT O 1s

such a special element, it can r e feren ce any ORGANIZATI ON
record. Spe ci al data ele~ nts a re usual l y added to a
system to avoid the need for an extensible type scheme, to
supply special features of the system, or to suit a particular
application area . Another use of special data elements is
"type variables"; i.e.

J

an element whose values are types

<as described earlier in Section 2.2.1 . 3) .
tion in ELI defines type variables.

The MODE declara-

All the above have been encodings; they all encode
various kinds ot intormation into a standard amount of
storace. usually a full word as in Section 2 . 2 . 1 . 1. For
_trinsa. a reasonable size cannot be assumed; there are two
alternatives as shown in Appendix A. To use a fixed length
atril\l. the user ..at declare e1 ther the length or the
aaz1.ua lensth ot the characters to be stored. Figure 2-16
abowa a fixed length atring tor the OROHAME data element. I t
UIJ atriD& ab9J1:ar than 20 charactars 1_ assicned to
O_a.. _ t o.,ate. will pron_ ."t_tic padding to

CONSTANT

1

ACTIVE

CONSTANT
VALU E

I
I
I
I
I
I

.-J

DEFINITION

ACTIVE

1 INSTANCE

ALGOL 68
INT ACTIVE

=1

FIG. 2-14 CONSTANT.
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D
-

SPECIAL
BIRTH

DAT~
"-

SPECIAL PURPOSE
DATA

SPECIAL
REPORTO

---

I

BA~

DATA

BIRTH 14119 / 481

BIRTH 110/ 8/471

IREPORTO~

I ~
__ 1.. __

KEY

2 DEFINITIONS

I
I
II
I

3 INSTANCES

RIQS
RECORD DEFINITION
( I) BIRTH

·••
·

DATA RESTRICTIONS
DATE (t)

COOASYl DBTG
1 REPORTO TYPE

~

DATABASE - KEY .

FIG. 2-15. SPECIAL DATA.
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I
FIXED LE NGTH STRING

I
I
I
I
I

ORGNAME

ORGNAME

LENGTH /20

ORGNAME

MAXIMUM
LENGTH

SOF TWARE

I

SOFTWARE

I
I

ALGOL 68
[I : 20] CHAR

ORGNAME ;

FIG. 2-16. FIXED LENGTH STRING .
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PRODUCTION

R6 D

- 54 fill

entire amount of space allocated with additional
bla~/.!.
Variable length strings, an example of which is
shc~~ in Figure 2-17, automatically adjust the amount of
storage allocated whenever a new value is assigned. Figure
2-17 exhibits a "flexible" string in Algol 68.
~h~

numbers and strings are the traditional
basi: data elements for both programming languages and
date base management systems. With only one exception,
every system in Appendix A provides some kind of numbers
and strings. The one exception is FORTRAN which does not
supply strings.
~~gular

There remains one more kind of conceptual item which
is as rare as strings and numbers are common. Virtual data
ele~ents are used to define basic items that "are not really
there." The items are, instead, stored elsewhere or
produced by a function when needed. A functional virtual
item is demonstrated in Figure 2-18 using the AGE data element
from within the information about a PERSON. A person's age
can be calculated from his/her birthdate (assuming that
the current date is available for use by the function). A
tunotiona1 AGE item is declared in CODASYL DBTG in Figure 2-18
(which assumes the BIRTH item and the function COMPUTEAGE
are defined elsewhere). Since AGE changes regularly,
oomputing it eaoh time it is needed is an ideal method for
keeping the data base up-to-date. These advantages of
tunotional virtual items have also been pOinted out in
[Bobrow 1972] which described "functional data items" as part
ot an experimental data base system and in (Date and Hopewell
1971] whioh sUl8eats "computed virtual fields." (Po1inus et
al. 197'] vie. . the information content of a data base on a
continuua fro. ooapletel1 physical (i.e., actually present)
to entirell Y1rtual.

VARIABLE STRING
ORGNAME

_ _ __O_EFINITION

I
I
II
I
I

r------,
SOFTWARE PROOUCTION

r-,-S-O-FT-W-A-R-E-R-a-O',

L

2 INSTANCES _ _

ALGOL 68
[1 : 0 FLEX] CHAR ORGNAME;

FIG. 2-17. VARIABLE LENGTH STRING.

FUNCTIONAL VIRTUAL ITEM

AGE

I
AGE

COM\UTEAGE (BIRTH)

.
FUNCTION AND
ANY PARAMETERS

_ _ _DE_F_INI_TI_ON_ _ _ _ _

I

27 =VALUE OF
COMPUTEAGE (10/8/47)

L __

1 _IN_ST_AN_C_E_ _ _ _

COOASYL DBTG
1 AGE ~ VIRTUAL RESULT OF
COMPUTEAGE USING BIRTH.

FIG. 2-18. FUNCTIONAL VIRTUAL ITEM.
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- 57 The second type o f virt ua l it em 1s e qua lly useful.
An e l sewhere virtual ite m 1s kept 1n some o ther part of
t he da ta base . In Figure 2- 19, c urre nt salary (the CURSAL
ite m) f o r a PERSON 1s a v ir t ual i te m whi c h 1s really stored

with the BUDGET informati on f or t he ORGANIZATION .

The

exampl e dec l a r at i on, again fr om CODASYL DBTG, assumes an
own e r-membe r st ru c ture name d SALPERSON between SALARY

informa t ion and PERSON with ID equa l t o EMPNO.
Both kinds of virtual items are used to avoid redundancy
1n the data base. In the example 1n Figure 2-19, a personfs
salary c an be st o red 1n just one place. This also eases
update o f th e data base since there 1s no need to change

salary informati on in two places.

The example in Figure 2-18

demonstrates how virtual items can keep a data base current
as well as eliminate redundancy.
2 .2.1.~

Equivalence

One last topic, equivalence, completes the discussion
of basic items.
important today.

Equivalence is an old concept which rema1ns
There are two different sorts of equ1va-

lence which are quite different. They are described in
Appendix A as equivalence of two things at the same time and
equivalence of two alternatives.

Equivalence of two things at the ~ time is used
when a data element can usefully be thought of in two
different ways. In the ORGANIZATION data base, ORGCODE m&1
be used as the number for an ORGANIZATION or it may be
broken down into a DIVCODE and a DEPTCODE. Any single
instance of ORGCODE may be used in both these two ways at
the same time, since some programs will treat ORGCODE ..
an indivisible quantity whereas others will be intereete4
in breaking it down into its parte. This sort of dual

I

I
£LSlllUl VllTlIAl IT!I

cUlm

EWl 1111 rlOll
SlUII !LEIEIl
1111 Elm· 10

I
I
I

E. .O 111411014

EI~

950 . 25

..........._--- ,,/

/"

ICllSAl~
I

10

l1lm014

IISlml OF CUISU SUIII;

.1.
_I~D"':'::I~
----1Ef1l1Tl1l

••

<-,.......----'

I

I
I

•

•
•
•

_ __

, ..un till
I .....

•

II

~

so.! !} IIIPSIL

!! ...11

OF SAl'lISOI

•
ELSEWHERE VIRTUAL ITEM .
-11-

•

J

- 59 -

identity for a data element is useful for a number of reasons .
It often adds le g ibility or changeability t o a program , it
can be used as a refinement of the data element (like the
hierarchy structure discussed below) , and it 1s sometimes
used to fool the compiler (pe rhaps to avoid type checking) .

All three of these reasons are i llustrate d by the example
shown in Figure 2 - 20 where a PERSON is refined into different

components of different types in FORTRAN .
Eg uivalence of two alternatives allows a data eleme nt
to b e two (or ~ore) totally different things at diffe re nt
times.

The data element is th o u ght of as having severa l

types , but each instance can be only a s ingle type .

This

kind o f data element is most often used as a subroutine
input parameter .

In ord er to define general purpose or

"generic " subroutines , it is useful t o have paramete r s of
different types .

A typical example is a paramet e r which

can be e ither an integer or real numbe r .

An exampl e from

the o rganization data base might be an input parameter which
is either 10 or EMPNAME .

Figure 2 - 21 shows the definit i on

of a data element which indicates a PERSON by either name
or number.

Such a data element could be an input pa r ame te r

to a subroutine which prints out a report addressed to a n

employee by ei ther ID or Et1PNAME.

2.2.2

Aggregates
Aggregates give structure to a collection of data

elements .

Appendix A recounts the different kinds of

aggregates in two categories , tables and groups .

The

term aggregate was used in much the same sense by [Sammet

1969 , pp .

7~ - 75 ] .
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I
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I
I PERSON

ARRAY
INDEX

RANGE 1 - 6

PERSON

10

I II

III

INTEGER

REAL

10
J1l 48
J. T.
3014

CURSAL
WILS

ON 95015 10/8/47

I
II

D~~_ ~~TI~]I
SHOWS TWO DEFINITIO NS

--..!E~O~

___

I
I

1- .....2 ~C=--- __ -

FO RTRAN
INTEGER
REAL

PERS ONI61, 10

CURSAL

EQUIVALENCE IPERSONllI , lOl,lP ERSON 151,CURSALI

FIG. 2 - 20. TWO THINGS AT SAME TIME
EQUIVALENCE .
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EQUIVALENCE - ALTERNATIVES
INTEGER

SEQUENCE
MAX . SIZE:36

OR
NAME

I

CHAR

I

NAME

I

373483014

\

~ALTERNATIVE
DEFINITIONS

DEFINITION
2 _
INSTANCES
- - _
_ _ _ .....L_ _
_ _
ELi
NAME . - ONEOF

(INT. SEQ (CHAR))

FIG . 2 -21. EQUIVALENCE OF ALTERNATIVES.
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- 62 2 .2.2.1

Table

The vari ous table data structures arose as ge nerali zations from the mat rix and array . They all collec t data
elements together into structures which are o ft en tho ught
of or drawn 1n a tabular form .
The array struc ture specifies an ordered collection of
basic e l ements; it was popularized by the earli est hi gh

level pr ogrammi ng language s.

Figur e 2- 22 exhibits an array

for the data element SALHIST whi ch contains an emplo yee ' s
f ive previous salaries I n chronological o rder. The dat a
elements which compose an array are ordered by an index; in
th is example the index ranges from one to five representing
each of t he last five years. Fig ure 2- 22 also intro duces a
new data definiti on feature: semantics or documentat i on

ma y be inc luded in the definition.
Arr ays st ore a col l ection of data e l ements unde r a

s ingle na me . The different data e lements a re distinguishe d
by the i nde x. Conceptually, the arr ay of Figure 2- 22 is
similar to five individual var i able names, such as :

SALHI STl
SALHIST2
SALHIST3
SALHIST4
SALHIST5

,

1
:· . 1

.,

Programming languages, however, contain the ability to inde x
arrays under program control. Thus, the vari ous individual
data elements in an array can be acces sed conveniently
using the program to calculate the proper index value each

time the array is to be accessed. Figure 2-23 shows a
sample program segment accessing the SALHIST array. On

:.,

HOW ARRAY
IS INDEXED

SEMANTICS

ARRAY
SALHIST

INDEX RANGE :
IS PREVIOUS YEARS
REAL
IS PAST SALARY

TYPE OF
ELEMENTS

I

I

SALHIST

I
I
I
..L

INDICATES
MULTIPLE
OCCURANCES

DEFINITION

FORTRAN
DIMENSION SALHIST (5)
REAL SALHIST

FIG. 2-22. ARRAY.
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1025.00
750.00
675.25
600.00
533.33

I INSTANCE

-

FORTRAN

DO 100 I = 1,5
•

•
•

SALHIST (I)
•
•
•

100 CONTINUE

FIG. 2- 23. FORTRAN LOOP ACCESSING ARRAY.
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othe~

hand , most programming languages do not allow

construct~ o n
m ec hanl s~

o f variable names at run-time .

Thus , a

o f the form

SALHIST : I
(where the co l on indicates concatenate the current value
of the va ri a ble I to f orm a name) is not readily available
to access t he fIve single SALHISTl variables.
Origi na l ly , array i ndexes varied between one and the
maximum number of data e l ements t o be stored . Now , more
ge neral indexes have been popu l a ri ze d.

The first generaliza-

tion a l lowed an index to be any range o f cons ecutive positive
or negative inte ge r s . The langua ge PASCAL typifie s further
generalizat ions whic h a llow i ndexes to be something other
than regular numbers. As shown 1n Figure 2- 24 , PASCAL would
allow the SALHIST array to be implemen ted with any' tabular
basic item (as discus sed in Section 2.2 . 1 . 3) as the index.
A final generalization of the array st ructure should
be mentioned. Originally , a rray element s were a lways basic
items and usually r egular numbers. However , t he programming
l anguages which provide user defined types often allow
arrays of arbitrary data structures , f or instance, arrays
of arrays and arrays of sets.
The array structure is really just a special case of
the matrix struc t ures. A matrix may ha ve any number of
inde xes. The number of indexes is called the "dimension"
of the matrix. A matrix wi th two inde xes is displayed
in Figure 2- 25 . Each dimension is defined by giving the range
of i ts index. A single data e lement is associated with
e ac h possible combinat ion of index values. In the example
in Figure 2- 25, one previous .salary i s accessed by indicating

PASCAL
PYEARS = (1974, 1973,1972,1971,1970 );
SALHIST

ARRAY [PYEARSJ OF REAL ;

FIG. 2-24 . PASCAL SALHIST ARRAY WITH
TABULAR INDEX.
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MATRIX
DIM EN SION:

MSALH

INDEX
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SAL ARY
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RANGES:
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SALARY

DERI VATION
OF VARIABL E
NAME

---

-

FIRST INDEX
RANGE

SECOND
RANG E

INDE X

-0

.-':SEMANTIC S

TYPE OF
ELEMENTS

DEFINITION

MSALH

--

toOO

toOO

1000

1000

675

675

675

675

675

600

600

600

600

533
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1000

650

650

650
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500

533

1000 1025

1 INSTANCE

ALG OL 68
[1 :5,1 12]

REAL MSALH ,

FIG. 2-25. MATRIX.
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its month and year.

Consideration of programming style may

suggest other kinds of index values. ~esorting once again
to PASCAL, Figure 2-26 shows another version of the monthly

salary histo ry.
The matrix structure is often used to devise other
structures when they are not provided by the language in
use. For example , to eliminate the need for the repeating
structure (see Section 2.2.2.2) SKILL within the repeating
structure PERS ON in the organization data base, a two dimensi on al matrix could be used . As shown in Figure 2 - 27,
the matri x could be indexed by the employee number and the
skl11code to ret rie ve the number of years the person held the
skill, or 0 if the person had no s uch experience. As shown ,

employee number 2 has only skills 1000, 1002 and "998 for
5, 1, a nd 2 years respectively.

A FORTRAN programmer

could implement th i s rather invo l ved data structure as
shown at the bottom of Figure 2- 27 . The pr ogram would have

to met ic ulously convert SKILCODE from the range 1000 - 1999
to 1-1000 (by subtracting 999 each time) . Also, the
matrix would pr obably be spar se (many ze r o elements) if
most employee s had only a few s kills. A proposal to
recognize spars e arrays as a true data structure and some

suggested implementati ons are p r ovi ded by [Hoare 1972,
pp. H8-155 J.
A set structure is significantly different from
array and matrix structure s since no orde r is imposed
on its constituent data elements. A se t is, in a way,

the simplest aggregate data structure - all it does is
group together a collection of data eler.ents. Se t s
evolved into programming languages and data base manage ment
systems from mathematics where the members or elements
of a set usually share a common characteristic and a
"characteristic function ll 1s used to define a set. For

-

Ii.

PASCAL
PYEARS = (1974,1973,1972,1971 , 1970);
MONTHS = (JAN, FEB,MARCH, ••• DEC);
MSALH : ARRAY [PYEARS,MONTHS] OF REAL;
WHICH ALLOWS EXPRESSIONS SUCH AS

MSALH [1974, JAN]

FIG. 2-26. PASCAL MSALH MATRIX WITH
TABULAR INDEXES .
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FIG.
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- 71 use 1n computer science, this fun ct i o n 1s replaced by the
seman tics whi ch describe a set structure 's purpose . Figure
2- 28 demonstrates a set whose elements are aggregates. The
rounded sides of the data definition picture indicate
that the data elements in a set are unordered . This SKILL
set 1s an alternative to the previous FORTRAN matrix implementation of the same information shown in Figure 2- 27 . Each
instance of the set SKILL contains all the information
about one person's experience. This information 1s
composed of n - tuple structures (se e below) which record
both the SKILCODEs and SKLYRSs. The example Madc ap VI
statements define the n-tuple ASKIL in the first line and
the set SKILLS of up to ten such elements in the second
line. Madcap VI does not distinguish between data
definition and instance. The statements in Figure 2- 28
in effect declare a particular instance of the SKILLS set.

A n-tuple structure is an ordered col lection of
exact ly n data elements. These n elements are referred to
either as the first, second, third, ... ,nth ordinal element
or by naming each element. In either cas e there is an
implied order and all instances always have all n elements
present . Figure 2-29 describes the 2- tup le (also called
an ordered pair) used in Figure 2- 28 to record a person's
skill by giving the skill and length of experience. Figure
2- 29 also shows three alternative ways to define the 2-tuple
in Madcap VI. The first line uses named elements, the second
explicit numbers, the third implicit numbers; the second
and third lines are equivalent in Madcap VI.
N- t uples may be used to structure n pieces of ordered
or related data . As another example, suppose AUTHSAL 15
really three data elements: the minimum, mean, and
maximum authorized salary. AUTHSAL could then reasonably
by implemented as the 3-tuple shown in Figure 2-30.

I
I
/~UMBER
, II 4000.~ 4557.V
I
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ELEMENTS
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MAX . SIZE: 10

SK ILL

2 TUPLE OF INTEGERS
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UNORDERED
COLLECTION
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MULTIPLE
OCCURRENCES

I
I
I
I
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FIG. 2 - 28. SET.
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FIG. 2-29. N-TUPLE .
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SKLYRS . - 1 I
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FIG.2-30. MADCAP VI N-TUPLE FOR A RANGE.
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A s equence structure 1s again an o r dered collection ,
but access 1s not by or dinal number o r index . Instead ,
only the first element o f a sequence can be accessed
origi nally . Then, havi ng done so , the next element and
the next element and so on can be accessed one at a time
until the end is reached. Thus , with a sequence the index
is implicit and access is limited or res tricted .

A

sequence also differs fr om an n - tuple 1n that different
instances of a certain sequence can have different numbers
of eleme n ts .
Figure 2- 31 shows a sequence f o r the SALHIST info r mat i on
modeled above as an array st ructure (Figure 2- 22) . As i ndi c ated in the figure , different instances of SALHIST may
record different numbe r s of previous salari es j the fifth
year ' s previous sal ary can be found only by a series or
operations such as :
First of SALHIST
Next of S ALHIST
Next of SAlJIIST
Next o f SALHIST
Next of SAlJIIST

It should also be noted in Figure 2-3 1 tha t VERS2 does not
require any upper bound on the number of elements in a
s equen ce .
Some systems provide a slightly gene ralized versio n
of a sequence which can be accessed in either di r ection .
Thes e systems , instead of just FIRST and HEXT ope r a tions ,
also supply LAST and PREVIOUS op erations wh ose meaning 1s
obvious .

...

·
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FIG. 2-31.
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- 77 Relations, the final table structure, are more complex
than those discussed above. Relation structures also evolved
- into computer science from mathematics. A mathematical

definition is:
Given n sets 81, ... ,8n not necessarily distinct, a
relation on SI , ... ,Sn 1s a subset of the Cartesian
product 81 x ... x Sn.
A Cartesian product Is a set of n-tuples (set and n-tuple
defined s imilarly to the descriptions given earlier 1n
Sect i on 2 . 2 . 2 . 1) where the ith element 1s selected from the

ith set.
The relation- structure which arose from this definition
remains quite true to its mathematical heritage . A relation
structure and some of the new terms introduced will be illus-

trated with the example in Figure 2- 32.

This example details

a portion of the PERSON information from the organization
data base . This relation i s over four sets which are termed
"domains". The domain names in this example were picked to
imply the characteristics of the four sets. BIRTH, for
example, is a date . The domain sets need not be distinct
(see following example) so for ease of access, a unique
"attribute II name 1s associated with each use of each domain.
An attribute name can occur only once in a r elation.

Finally, the order of the attributes is unimportant (as indicated by the r ounded sides in the data definition picture),
except that each n-tuple making up the relation must be
o rdered the same way. The one instance of the PERSON rela- .

tion depicted in Figure 2- 32 contains three n-tuples. The
first one indicates that ID 373483014, EMPNAME J. T. Smith,
BIRTH October 8, 1947, and AGE 27 are related; i.e., they
describe one person.
•

_____________
w _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ __ _ _

A UNIQUE NAME

I
I
I
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RElATION

lIllIE
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I
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ATTRIBUTES
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-
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J.T. SMITH 10/ 9,..7

365567318 L.A. JONES
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4/'S/ 37 37

223253124 A.S. WILSON 3/27/40 36

I

DEFINITION
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EMPNAME ,

I
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I
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i

FIG. 2-32. N-ARY RELATION.
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- 79 Even though attribute and domain names serve distin c t
purp oses , the ALPHA data base management system allows
domain names to be used as attribute names if the domain
names are unique f o r a relation. Thus, 1n Figure 2- 32 , the
attribute name ID 1s the same as the domain name . ALPHA also
allo ws domain names to be prefixed with another term to
ensure unique attribute names . An example o f this kind of
attribute name is EMP- NAME in Figure 2- 32. The concept of
"key" 1n ALPHA 1s for unique identification of the n- tup les
comprlzing a relation and 1s not of importance here .

Another example , represented in Figure 2-33 , i llus tra t es
the reason for a distinction between attribute and doma i n
names . This relation structure relates a supe rvis or and
his/her subord i nates ; both domains are identical - all employee
ID numbers . However , the t wo attr ib utes, SUP-I D and
SUB- ID must be unique in order to al l ow re fer ence to either
a supervisor or subordinate when process ing the data bas e.
Relations are currently seen as a natura l, easy to unders tand way to record general purpose data (see [Codd 1971J) .
The relat ional model for data base management s ystems is
based upon the relation st r uctu r e s hown here restricted to
fit certain "normal forms". These semantic res t rictio ns are
an important aspect of the relational model and are described
fully in the references li sted for ALPHA in Appendix A.
Although all rela tions can be struct ure d as discussed
above, it is beneficial to distinguis h between n-ary relations
with n ~ 3 and binary r elat i on structures . Binary relation~
have a much longer hist ory of use i n data base management
systems and a very appea l ing simplicity. The BOSS relation
in Figure 2- 33 is 2- ary or binary ; it is redra wn in a format
spec iali zed for binary relat ions i n Figure 2-34. This
al ternative form characterizes a binary relation 8S a

RELATION

I
I
I
I
I
I

BOSS(SUBORDINATE,SUPERVISOR)

SuB
SupE
\
OR
BOSS {TRIBUTE
RV
DIN
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lAME :
OR
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to
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NUMBER

NUMBER

I)

\

365567378

373483014

223253124
627323228

373483014
423120015

DEFINITION
I
I INSTANCE ___
___________
...L__

ALPHA
DOMAIN ID PIC 9(9)
RELATION BOSS( SUP-ID, SUB-ID) KEY SUB-ID

FIG. 2-33. RELATION WITH TWO IDENTICAL
DOMAINS.
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FIG . 2-34 . BINARY RELATION .
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- 82 set of " tri ples" . Ea c h triple cons i sts c ~ an " ~tt ri butp "
an l' obJect" and a " value". The a tt ri bute corr~spond s to tile
relati on name !~ the n- ary r elati on structure ; :he obJect
and value r~ pr ejen t the t wo doma i ns . In Fi gure 2 - 3~ , thr ee
instan ces o f th e BOSS tr ip le as shown; t his set of triples
sto re s the same infor ma t i on as in the BOSS re:ati on i nstan ce
of Figure 2- 33 .
The LEAP and TR AMP data base management systems ([Rovner
and Feldman 1969; Feldman and Ro vner 1969; Ash and Sibley
19 68 ) ) , i mplemen te d data bases of triples . Ne i the r of t hese
systems pro vide any so rt o f data def ini t i on; the trip les
are created and manipulated wi th a p r ocedural l anguage .
Both systems provide an economi cal and consistent access
and r etr ieval scheme based up on eight symmetric f or mats .
These eight primitive retrieval f orms a llow sophisticated
questi ons to be bu i lt -up by nest i ng a nd the c re ~t i o n of
sets to hold in termediate results. This retrieval s c heme is
quite elegant, a nd wh ile it is not relevant t o a dis cus si on
of data structures, it i s certainly o f inte rest to i nfo rmat i on ret ri eval base d upon bina ry relations (see the three
referen ces mentio ned a bove f or more informati on ) .
2 .2.2.2

Group

The two kinds o f group s t ruct ures listed in Append ix A
both evolved in data base management systems. 30th
structu r es a r ose from at te mp ts t o mo del data as it actually
occurs in the real world. Additi ona lly, th e two s tr u c t~res
are oft en confused by both pe ople and systems. As s ho wn In
the f ollowing discus s ion, the two concepts i nvolved a r e
really quite differe ll t.
A hierarchy structure des c ribes something composed
of a grou p o f other data elements . The constltue n: da~~

- 83 eleffients are identified by name and are usually thought of
as a refinement of th e hierar c hy element being defin ed .
Figure 2- 35 exhibits a BIR?H date hierarchy consisting of
three components - a year, mo n th, and day.

Thus each

I,
.'

instance of a BIRTH structure consists of thr e e components

I

named YEAR, MONTH, and DAY .

1

This simple example il lustrates

the primary motivatio n for the hierarchy structure:

it

allows individual data elements to be g rou ped together 1n a

natural manner.
Of course it 1s reasonable to carryon this group i ng

at more t hen one level, creating a nested hiera r chy structure .
Figure 2- 36 shows a further refinement of the BIRTH hierarchy ;
DAY 1s redefined to consist of a date and the name of the day.
Figure 2-36 contains two hierarchy structures - BIRTH and

DAYDATE.
All systems which provide a hierarchy structur e al low
nesting of hierarchies (sometimes placing a limit the
maximum number of levels, see Appendix A). Thi s leve ling
mechanism is provi ded in t wo different ways by the system's
data definitions. The first way is by naming each (one
level) hierarchy and using this name as a component of
anot her hierarchy. This method is illustrated with the

Al gol 68 example in Fi gure 2- 36; the named hierarchy DAY DATE
is used as a component of BIRTH. (Since Algol 68 does not
provide tab ul a r basic items, DAY NAME must be decla red as an
integer.) Alternatively, the entire nested hierarchy structure can be defined together as shown in Figure 2-37. The

Algol 68 example in Figure 2-37 nests type definitions (as
discussed above in Section 2.2.1.3 and Figure 2-9). The
CODASYL DBTG example spells o ut the entire structure using
"level numbers" which appear as a prefix to each basic item.

(In CODASYL DBTG integer tabular items are allowed, as with

•

ACCESS NAMES FOR
SUBELEMENTS

HIERARCHY

BIRTH

YEAR

MONTH

DAY

INTEGER

INTEGER

INTEGER

TYPE OF SUBELEMENTS

I
I
I
I
I
I

BIRTH

1947

10

8

DEFINITION
I
1 INSTANCE__
____________
-1-__
ALGOL 68
STRUCT( INT YEAR, INT MONTH, INT DAY) BIRTH;

FIG. 2-35 . HIERARCHY.
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.1

HIERAR CHY
BIRT H

MONTH

YEAR

DAY

I
I DAYDATE
INTE GER I INTEGER HIERARCHY

I

I

I
I
I
1

I

BIRTH

1
1947

HI ERA RCHY
DAY DATE

1

DATE : DAYNAME

8

TUESDAY

1

INTEGER: TABULAR

I

DEFINI_Tl_
DN
_______
ALGOL

10

~NSTANCE _ _ _ _ _

68
STRUCT DAYDATE ( INT DATE, INT DAYNAME ) ;
STRUCT( INT YEAR, INT MONTH , DAYDATE) BIRTH ;

FIG. 2-36. NESTED HIERARCHY.
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ALGOL

68

STRUCT ( INT

YEAR. IN T MON TH .

STRU CT

( INT DATE . INT DAYNAME ) DAY) BIRTH;

CODASYL

I

DBTG

BIRTH .
2

YEAR

TYPE

2

MONTH

2

DAY DATE .

IS

TYPE

IS

FI XED 4 .
FI XE D 2 .

TYPE !§ FI XED 2.

3

DATE

3

DAYNAME TYPE IS FIXED I; CHECK IS RANGE OF I THRU 7.

FIG. 2- 37. ADDITIONAL DECLARATIONS OF NESTED
HIERARCHY.
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F l ~ ur e

ture s allc w

:e v e~s

2- 37) .
u s ln ~

All s y st e ms :..:slng

h :: ~ rar ch::

one or both of t he s e

~€~~cjs.

A spe c ial versio n o f a h ie rar c h y structu re I s
provided bu t e x t r e me ly use f u l .

str u~~ 

r } ~ e ly

A hi e ra rchy with

alternatives is a refineme n t with two o r mo r e a lte r:la t l ve
forms ( I.e. , differe n t

~o n st l tuc nts) .

Th e J OB informat i o n

in the ORGANI ZATION data ba se p l e ads f or the s o r t of
struc t ure port r a yed In Fi g ure 2-38.
a JOB can have two f o rms:

The info r ma t i on defining

a j ob currently being c arried on

by the ORGANIZATION has the three components JOBCODE,
AUTHQ UAN J and AUTHSAL j a j o b fo r whi c h appro val I s curren t ly
being sought has on ly the t wo compone n ts J OBCODE and APPSTAT.
Different instan c es of the j o b hierarchy described 1n

Figure 2- 38 can have different components (as shown on the
right side of the figure) . Some comp onents are pres e nt in
all instances (JOBCODE in t hi s example ) . Addi t i onall y , a
special "tag" or identifier is present in all instances; the
tag is used to distinguish between the various alternat ive s.
The data definition in Figure 2- 38 shows the cornmon components and the tag in its upper blockj each alternative is
then des c ribed with an additi onal blo ck prefixed by a tag
value. Each alte r native may have an arb i trary number of
completely different components. The tag must be set t o
properly identify each new instance and can be checke d by the
user to cont r ol program fl ow according to which alternative
is assumed by a particular instance. The hie r archy with
a lternatives i s a n ignored data s tr ucture o f great potential;
it prov ide s an excellent mode l of many real wor ld si tua tions.
Different systems allow access to the component data
element s o f a hierarchy in different ways. Some of the
alternat1ves for referencing the DAYNAME constituent of
the hierarchy shown in Figure 2-36 are :

,,•

HIERARCHI 11TH IllERUIiVES
J08

J08COOE

~

STAIUS

IIHm

I

IIC
IIT[C£R

I

•
1

TAO

AlTERNATiVE

TAG MUS T BE
IN COMMON

IUIHOUII

I

IUIHS IL

IIT[CER

:

REll

IPPSIII

VALUE--- TlG

FOR EACH

COM MON TO
ALL INSTANCE S

JOB

II
I
I
II

I

lOll

TIC

/

r-- ~U8ElEM EHTS

II

•

1

IIT[G[R

-s-FORMAT
OF EAC H
ALTERNA

TIVE

I

I I

1500 00

5

1

JOB

rh

1991

1

0

__________ --1I ________
1 II SimES

I)(fll11l01

JOe.

mru

JOICIIO£' IIIEGER;

llli. S1I1USoI1..11

Of

1: IIUIHOIJII: I'IE~I ; AlIIHSlL : !{!ll;
I: IPPSlIl' 111[;(1

ill

FIG. 2-38. HIERARCHY WITH ALTERNATIVES.
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J ..;Y:IAME
J" Y ~:AME

OF OAYO.'7E OF 3IRTH

3I RTH. Of, YDATE. DA ', :! A;E
DA YlJAME{ DAYDATE( 3IRTH) )

where the first line allows direct access to the desired
e l ement (assuming it 1s unique) and the others require
"navlgatlng ll down to the desired element fr o m the top o f
the hierarchy (using nUmerous syntaxes ) . Some systems
also allow malnpulatlon of the entire hierarchy by
name. For instance, it would be useful to be able to
pass the BIRTH hi e rarchy t o a subroutine as a single data
element (instead of passing its four components as
separate parameters).
A repeating struc ture 15 often confused with a
hierarchy. A repeat ing structure collects together a
number of data elements of the same type. These data
elements can be of any type. For example, SALHIST as
defined in Figure 2-22, could have been described as a
repeating group of real numbers . However, it 1s much
more common f or the elements of a repeating structure to be
hierarchies; this is where the confusion begins.

Figure 2-3 9 demonstrates a repeating structure whose
components are hierarchies. The repeating structure SKILLS
records all those skills possessed by a pers on; each
single SKILL 1s described as a two component hierarchy.
Data base management systems often merge th1s distinction
between a repeating structure and its components. Many
systems, including TOMS as shown in Figure 2-39. assume the
repeating structures will always be compos ed of a hierarchy.
In the TOMS declarations shown, SKILLS 15 a "repeating
group" and there is no name for each element of SKILLS.
Instead the components of the assumed hierarchy, SKILCOOE

-

I

L IMIT ON NUMBER
OF' ELEMENTS, IF ANY .

REPEATING
SKILLS

MAX . ELEMENTS ' VARIABLE

HIERARCHY
.!l! SKILL INFORMATION

SKILLS~

I 2-,2
I rr-,3
I l;:-t-,l
I
II
I
1000

TYPE OF
ELEMENTS

---

UNORDERED

DEFINITION

5

-~-

2 INSTANCES

SKILLS

---

TOMS
1 SKILLS ( REPEATING GROUP)
2 SKILCODE (NUMBER IN SKILLS) VALUES ARE 1000 .. . 1999
3 SKLYRS(NUMBER IN SKILLS)

FIG. 2-39. REPEATING
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STRUCTURE.

I

- 91 -

and SKLYRS , are listed . (The prefix numbers do not de note
levels in TDMS; they are just unique sequential numbe r s to
identify each element of a data base.) To reiterate , a
repeating data structure allows multiple data elements to be
associated together ; 1n Figure 2- 39 the elements just happen
to be a hierarchy.

The confusion among systems and humans between
hierarchy and repeating data structures 1s compounded by
the fact that repeating structur es also commonly occur
as members of a hierarchy . Considering the organization
data base , PERSON can be thought of as a repeating
structure ; each element is a hierarchy describing one
person . One component of this hierarchy is a repeating
structur e SKILL ; each element i s defined as a hierarc hy
containing information about one skill . The distinction
to be illustrated here can be made more clear by redrawing
a portion of the organization data base from Figure 1 - 1 . In
Figure 2- 40 , addit i onal names ha ve been added so that there
is a single name for each hi e rarchy and repeating st r ucture .
Now , a repeating structure PEOPLE conSists of a PERSON
hierarchy which contains a SKI LLS repeating struct ure
consisting of the ASKILL hierarchy . Appropriate data
definitions for this revised data base are develo ped i n
Figure 2- 41 . This fina l view sho uld make the distinction
clear . Unfortunately , the earlier form (Figure 1- 1) i s
much more common in data base management l i terature and
is the basis for the data decla r ations in many systems .
Retu rning to conSideration of just the repeating
structure , one specia l feature deserves mention. A count
f i eld is often provided so that a user can determine t he
number of elements currently in a particula r instance of
a repea ting st ru c ture . This field i s a data element which
1s updated automatica lly by the system whenever the ins tance

I ORGANIZATION I
I

I
PEOPLE

IPERSON I
I

I
SKILLS

I
I

ASKILL

I

I
I

SKILCODE SKLYRS

FIG . 2 - 40. ORGANIZATION DATA BASE REDRAWN .
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HIERARCHY

REPEATING
MAX.ELEMENTS ' VARIABLE
PEOPLE

1-;:======::;"1

10
PERSON

I

I

I

I

I

I

HIERARCHY PERSON ~
INFORMATION
ON ONE EMPLOYEE OF
AN ORGANIZATION

INTEGER;REPEATING
I IS INFORMATION ON
: SKILLS O~ ONE
I PERSON I

REPEATING

HIERARCHY
I

MAX. ELEMENTS 'VARIABLE
SKILLS

i ...

: SKILLS
I
I

rr======:::;1
HIERARCHY ASKIL IS
INFORMATION
ON A SINGLE SKILL

I

ASKIL

SKILCOOE

I

I
I

SKLYRS

I

I
I

TABULAR

I

I

INTEGER

!

FIG . 2-41. DATA DEFINITION FOR REmAWN
..
ORGANIZATION DATA BASE.
,."
;

~ .

-93-

.

.

"

,

- 94 changes . A d e ~larati o n of th e SKILL S s t r uctu ~ e f r ~ M
Figure 2- 39 I s sho wn I n Fi gu r e 2- 42 wi th a c oun t f i eld .
( The pre fix n umbe r s I n CODAS YL DBTG de note leve ls in a
nested hierarchy structu r e .) The dat a el e me n t SKILLCNT
can be ac c essed by the user t o de termine the n umb e r o f
e lements In a parti c ular instance of the SKILLS r e peat in g
structure. Appendix A no tes those s y s t ems wh ic h s upp ly a
count field f or r e peating stru c t ures.

2.2 . 3

Assoc i at i ons

Associations, or r e l ations , a r e use d to s trin g t oge ther
data, to order it, and to build complex ad ho c da ta structures to meet the needs of special applications. The term
"relation , " although commonly used for such data stru c tures,
Is avoided he re due to the poss i ble con f us i on between i t and
the "re lational approach" to data managemen t ( based upon the
aggregate data s t ruct ure t e rmed the "mathematical relation"

in Appendi x A). The structures detailed as a ssociat i ons in
Appendix A use a variety of methods; due to their heritage,
these methods are subdivided into two classes.
2.2.3.1

Pointe r Based Association

Pointer based assoc iations arose from ad hoc programming
with the pOinter items dis cus sed in Section 2.2.1.2. They
include many of the classical data structures which programmers have implemented usually within assembly language
systems (the methods used are discussed throughout [Knuth
1969. chp. 2]). These data structures are rarely provided
explicity in current programming languages; some are supplied
by data base management systems as shown in Appendix A.

A tree structure is de tined in the tollowing excerpt
trom [Knuth 1969. p . 305]:

•
•

,;.\
"\I

CODASYL DBTG
1

SKILLCNT; TYPE FIXED 2 .

1

SKILLS j OCCURS SKILLCNT TIMES .
2

SKILCODE; TYPE FIXED 4 i
CHECK IS RANGE OF 1000 THRU 1999 .

2

SKLYRSj TYPE FIXED 2 .

FIG. 2-42. REPEATING STRUCTURE
WITH COUNT FIELD.
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I'Let us d ~ fl n e a tree fo r mal l y a s a ~ l n lt e set T o f
o n e ') !" :.. -:) !"(; no des SL:i'Ch that ; a) There i s one s p ec i a l l y

deS i gna ted node ca lled the r oot o f the t r ee , r oot (T) ;
and b ) Th e r emai ning no de s ( excl uding t he r oot ) a r e
par ti t i o n ed i n to m > 0 d i s j o int set s Tl , . . . , Tm a n d eac h
o f t hes e s e t s I n t urn Is a tree . The t rees T1 , ... , Tm
are ca ll e d the sub t r e e s o f the r oo t . '1
The term " node " co rres pond s t o t he term dat a e lement a s
used here .
Tree s truc tures can b e used to r e pr esen t the in terre l a tion betwe e n org a nizations In the e xamp l e data base ; s uch a
tree structu re ls shown ln Fl gure 2- 43. The ORGANI ZATION
TREE beglns wlth a r oot whlch ls glve n th e dls tl ngulshe d name
DIRECTORS. Tree s deflne levels among t helr componen t dat a
elements. Organlzatlon 5331 ls the flrs t leve l; 5325 and
5371 form the second level; 5301, 5302 , 5303 f orm the thlrd
and flnal level ln t he l ns tance shown on the rlght slde of
Flgure 2-43 . Unllke the nested hlera rchy struc tures des crlbed
ln Sectlon 2 . 2.2.2, each level of a tree has the same format.
Additionally, a tree may have an arbitrary number of levels,
unllke nested hlerarchles ln whlch each level ls explicitly
declared . Thls latter distinction ls pointed out ln [Bobrow
1972] where trees are called "recursive groups" to indlcate
that they have "arbitrary depth."

The data definition presented in Figure 2-43 tries to
capture the generality of several possible kinds of
trees. It allows the number and kinds of su~trees and
the names used to access them to vary between different
nodes or data elements. The example tree shown has a
variable number of subtrees for each data element but
Just one name for all the subtree links. This organization
implements the one-to-n nature of SUBORO as shown in
Figure 1-1. SUBORO and REPORTO are. in .OM ••nae. invers.s;

.,

.,,; I'
.... .
'

"

II

OPT IONAL NAMED
LINKS

TREE

ORGANIZATION
TREE

I

ROOT' OIRECTORS
PARENT LIN!, REPORTO
NO. Of SUBTREES: VARIABLE
SUBTREE lIN!S : SUBORG

ELEMENT

SUB TREE LINKS

MAY BE
DISTINGUISHED
WITH NAMES

i

T

SOF~·R:P:;: ·

5331

SUB~

T
1 rl---'I~-----

ORGANIZATION HIERARCH!
~ INfORMATION ABOUT
ONE ORGANIZATION

TYPE OF

I

5325

T

'~---'lrL-----

SOFTWARE .
PRODUCTION

5371

SOFTWARE .. .
TESTING

1

EACH ELEMENT
MAY HAVE FIXED
OR VARIABLE
NUMBER OF
SUBTREES

r+-- .,L r+-

1
5301
1

XYZ ...
5302 ABC. .. 5303 SUPPORT...
PROJECT
PROJECT

OEflNITION
I __
_________
--1--

I INSTANCE

VOL
r5-0RGANIZATIONIXI •
IS-ORGCOOE • ORGCOOEIXI
I IS -ORGNAME • ORGNAMEIXI
I II Sill, ... ,SINII 11.0 I IIIJIl5-0RGANIZATlON· SII,XIII

FIG. 2-43. TREE
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- 98 however, it 1s con ven i ent to name both of then for use 1n
"navigating " through the tree.
True tre e structures are ra rely provided explicitly
In curr ent systems, a s shown in Appendix A. The example
t re e declarati on 1n Figure 2- 43 1s drawn from VOL whi ch 1s
not really a pro gramming language. VOL 1s a l anguge f or
defining programming langugage semant i cs; n evertheless, it
has some very inte re sting data structuring ideas. The VOL
"predicate" presen ted 1s a c l ose approximation to the tree

described by the data definition in Fi gur e 2-4 3 . Assuming
proper declarations f or t he subpredicates ( IS-ORGCODE and
IS-ORGNAME) the predi cate IS-ORGANIZATION is satisfied by
VDL "objects" such as the one shown 1n Figure 2-44 .

As mentioned above some tree definitions require that
every data element (except those at the final l eve l) in
every instance have the same number of subtrees.

In this

case, "binary" trees which have two subtrees for each
data element are of interest. Binary trees are sufficient
to store the information of any more general tree - if
some form or organization can be sacrificed (see [Knuth
1969, pp. 332-345]).
Tree structures form a very natural hierarchy of
information. They are widely used, for instance in
language parsing as "syntax trees" [Gries 1971, chp. 2].
Trees have been widely implemented using other data
structures including arrays and owner-member relations;
thus, they are widely used despite the few systems offering
them explicitly.
Linked list structures are also often u.ed in ad hoc
programming in asseably language. ([Knuth 1969, o~ . 2] 1.
asain the prlaar, source for detall. of .uch . .thoda.) A

. < ..... i.i· •. •

~

;
,

I

,

11

SOFTWARE
RaD

/n~

0

'"2'

8

G'>

1>

U

U

C>:

C>:

'" '"

C

0

5301

5302

XYZ

~

0

PROJECT

c.o

0

ABC 5303
PROJECT

FIG. 2-44. VOL TREE OBJECT.
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SUPPORT

-

linked 11 :t

lC0 -

relates a collcc~lon of data e len ~n~s
by speclfy! :. [ the &ctua: connections used t o o rd e r th en
In a s~r:;..Jt·;'''l cd mar:J:,:· r . .:\g~in t 0 rro wi ng a defin i t ion :~rc.m
str~ctu r e

[Knuth 196". p . 23 "J:
" A li near list Is a

s~t

stru ctu~al p r opert i es

of

r.l

>

0 n odes . . , wh ose

essentially inv o lve only

linear (o ne - d imen s i ona l ) r e l at ive pos i tions of the
node s ... "

There a r e aga in many variations . Li nked l i sts may
be connect ed In one or t wo dire ctions (often termed "forward"
and "ba ck ward ").

There may be a de S ignat e d starti ng point

called a "head ce l l ". If a head cel l I s used, every
element may be linked directly to it. The links may be
uc lrcular"j i.e., the last data element connected back to
the first or head cell . The data definition form presented
In Figure 2- 45 includes provision f or most popular vari at ions.
However, the r e are 50 many ways to implement linked l i sts
that some modification to this data definition may be
necessary t o model the structures provided by some
systems. Additi onally . a t ruly generalized linked list
structure, as suggested by all the a lternati ves shown 1n
this data definition. does not exist in any single language .
The SKILLS linked list of Figure 2-45 groups together
the skills held by a person. To find all the skills a
person has or to see if a person has a particular skill
the NEXTSKILL links are followed from the head cell through

each element.
The CODASYL DBTa declarations in Figure 2-45 create
what is called a "set" in DBTa terminology. This "set"
ls really more complicated than a linked list structure; the
teature of interest here is the "mode is chain" clause which
creates a linked list with a head cell SlILLKEAD. This

.1

ON E LINK IS

SKILL HEAD

MAN DATORY

/

LINKED LIST
LINKS ,

SKILLS

SKI LL S

BACKWARD ; NO
HEADCELL , NO
HEAD CELL ; YES, SKILLH EAD '\
TAIL CELL ; NO
:\
CIRCULAR : YES

HIERARCHY IS
l:==S=KI=L=L=IN=F=O=RM=A=T=IO=N==JljJ
LINKS MAY
BE NAMED

_ _ _DEFINITlO_N_ _ _ _ _ _ _ _

I
I
II

I
J-.

1000

-r,.~~,
~

~
1002

\1

-T
r--l
1998
1 INSTANCE

CODASYL DBTG
RECORD NAME IS SKILL HEAD
RECORD NAME IS SKILL ...
1 SKILCODE; TYPE FIXED 4 .
1 SKLYRS; TYPE FIXED 2 .
SET SKILLS ;
MODE IS CHAIN ;
ORDER IS LAST ;
OWNER IS SKILLHEAD .
MEMBER IS SKILL .

FIG. 2-45. LINKED LIST.
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sets

A direc te d graph structure is s i mi l ar t o a l i nked l i st ;
i t als o r e lates a col le ction o f dat a elements by s pec i fy i nc
conne cti ons or l i nks bu t the elements ne ed not be seq uen t ial ly ordered . I n [Knuth 1969 . p. 312) direct ed graphs a r e
c alled "Li s ts " a nd defined as fol l ows:
itA Li st i s a fi nite s equence of zero or more ato ms
or Li sts. "

The connect i ons bet wee n elemen ts i n a di r ected graph a r e
compl e tel y a rbi trary ; connecti on s may overl a p and fo r m l oops
t hro ugh the da ta.
A p os s ible ge neral data de f in i tion fo r m i s s hown i n
Figure 2 -~ 6 whe re a data st r uct ure t o rep r esent wh i ch
ORGANIZATIONs pa ss re por ts t o whi ch other ORGA NI ZATIO Ns is
portrayed. The links pi ct ured i n t he i nst ance of ORGAIH ZATION
NET show which dire c t10ns re por t s travel; f or example, 5303
sends reports to 5331 and 5371 while receiving them fr om 5325
and 5302 . This possible bureaucratic nightmare is an e xamp l e
of the complex data struc tures whi c h can be c rea t ed using
directed graphs.
Complete directed graph structures are seldom p rovi j ed
in systems; however, Madcap VI 1s an except1on . The i n s t a nc e
of ORGANIZATION NET shown in Figure 2-46 i8 created from
Madcap VI atate...,nts at the bottom of the figure. (Madcap 'II
doe. not provide a data definition capability . ) The
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var i e ty o f d l~e c t e d r rap h5 ha ve teen su cc~ :~ f ~ ; ll y
use d . On e e xa mp le I s the " rl!l g " [ Gr a ,} 1957], als o cal :~_<j "I
"hi e r arc hi :a l st ru ctu re " [ W~ l l i a m s 1971 J J wh i c h i s :1 ~1 1a ~ t o
a hi e r a r c hy o f lird·:e d l! st s , The f i el d o f g!"'a ph t hc'o ry ha :;
de ve l oped a ma t hema t i cal f or mali sm f or "d i r ecte d graphs ,"
distin gui sh In g " cy c lIc " and "a c y c l i c " graphs ( f or i n stan ~ e ,
[ Pfa ltz 197 2 J) .
2.2. 3 . 2

w: d ~

Ot he r As s oc i at i ons

Some ot he r ass oc ia t i ons ha ve e volved wh i c h r el a te dat a
elements witho ut need f or explici t po in te r or poi n t er - lik e
items. The s e rel at i on s a r e g r o uped und e r the hea di ng o~
other associ at i on s i n Appe ndix A.
The owner-memb e r s t ru c ture r e late s a coll ec ti on of
data elements in whi c h t here i s one d i s tingui s hed element
termed the "owner". All the o th e r e lements a r e s ubo rdinate
to the owner and are call e d "me mbers". Fi g ure 2- 47 describes
an owner-member ass o ciati on named PEOPLE whi ch rec ords
the various PERSONs in an ORGANIZATI ON. The a ssociat i on
defined is between the ORGANIZATION hierarchy. which i s
the owner, and any number of member PERSON hierar chi e s.
Although PEOPLE is composed of data elements o f two types
(both hierarchies), this is not a necessary restric t i on.
An owner-member association can have more than one t ype
or member; alternatively, the owner and members can be
or the lame type .
The CODASYL DBTG "set" ment ioned above as an exa.;..~ 1e
linked list structure Is also an owner-member aSlociation.
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Both owner and member data elements must be "re cords" (a
comblnatio:-: o !" repea t ing and hierarchy st ru ctures).

F'l,-:ure

2-47 als ~ sho ws the PEOPLE structure declared according to
CODASYL DBTO. The two kinds of component elements,
ORGANIZATION and PER SON "records It, must be defined, then

associated with the tlset" declaration PEOPLE. This example
clearly illustrates that the CODASYL DBTO "set" 1s completely
alien to the more basic set structure discussed 1n

Sectlon 2.2.2.1.
Functional association evolved from the mathematical
concept of function. A function "maps" or relates the
elements of a set called the "domain" to the elements of
another set termed the "range". Each domain element Is
associated with exactly one range element. ThUS, a
functional structure is an association between two collections of data elements which relates each member of the
f1rst collection to some element of the second collection.
The mathematical concepts of "one-to-one," "onto," and
"inverse" functions (as defined In any Introductory calculus

text) may also be useful ln descrlblng a functlonal assoclation and should be lncluded ln the data deflnltlon when
applicable.
Plgure 2-48 shows a functlonal associatlon relatlng
people to thelr skl11s. The range of this assoclation 10
sets of n-tuples descrlblng a skl11 and number of years
experience. Thus, the SKILLSHELD assoclation maps each
PERSON to a aet named SKILL (as deflned in Pigure 2-28). The
ranee or SKILLSHELD is the collection or all sets whlch
de.cribe any person's experience. Pigure 2-48 shows the
declaration of the SKILLSHELD tunctlon ln VER62 along wlth
declarations of ita domain and range.

.,.,
,
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FIG. 2-48. FUNCTIONAL ASSOCIATION.
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functional structure Is appeal1ng because it 1s
very abstract; it doed no t Imply any part i c ular 1mplementa tion.
In fact. this function CQuid be implemented as a
matrix structure (a8 In Figure 2-27) or as a nested hierarc hy
Th~

of r"p"ating structures (a. in Figure 2-H). Similar method.
of abstraction to postpone implementation decisi ons are the
basia of currently popular "top-down design" methods
(see Section

~)

and the "lmplementat1on facility" proposed

for programming languages in [Earley 1971).
2.2.4

Pil"s

Pll"s ar" major components of a data base. They gra up
together bastc items. aggregates, and their associations
addlng stlll more structure to det"rmln" how the fl1e wl11
be organlzed. Sam" fl1e organlzatlons are provlded by
programming languages and data base management systems;
oth"rs ar" provld"d as lntegral parts of computer
operatlng systems . This later kind of fl1e ls not covered
here slnce th"y t"nd to b" speclallzed to a partlcular
computer system.
2.2.'.1

Arbltrary Access Algorlthm

Arbltrary access algorlthms ar" ln a class by themselv".
ln Appendlz A slnce, although th"y can lmplement fl1" structures, they csn alao be used to deflne any of the data
structurea deacrlbed in all of Sectlon 2.2. Arbltrary acc"ss
.tructure glvea tot.l rr"edom to the us"r to defln" any type
of accea. whataoever, usually In terms of aome programmlng
lanau.... Slnce 1nf1n1te varlat10ns are poaalble, a data
def1n1t1on 1. an 1~oe.1ble ta.k.
ArtI1trary aco ••• allOr1thM are provlded b, two of the
q.t • • tall1&« 1n Append1z A. 'n\e prosr. . . lns lansuas"

,;

oj .

.

~

i

U

- 109 BLI SS all ows " s tructure" definitions which can include
a nyt hing possible 1n the language. These operations are,
in e ffect, grouped together and given a name by the
"stru c ture" which then acts l1ke a shorthand or macro.
(A
full des crlptl on of thls con cept ls ln [Wl1e and Geschke
1972 J. ) In BLISS, all data structures are provlded ln thls
waYj the only built-in data organization 1s an array which 18
implemented as the "default structure" .

The MacAIMS "relational strategy module" 1s a userwrltten program whlch allows completely arbltrary fl1e
structures. The file organizations provided 1n this way
are converted to a standard ltcanonical form" to interface
w1th the rest of the system. The "relatlonal strategy
module" does this as well 8S storlng and manipulat1ng
the flle.
The advantage of both these schemes 18 that all
lmplementatlon detal1s are consolldated ln a slngle place
(l.e., the deflnltlon of the arbltrary acceS8 algorlthm)
lnstead of propagated throughout all the user programs and
procedures. The access algorithms are reterred to by name
whenever needed; but, thelr detalls do not clutter up the
scene. The dlsadvantage of such a scheme should be obvlous.
Whlle the user has complete freedom to do whatever the
language allows, he/she ls burdened by the neceoslty to lnvent
new access algorithms whenever a new need ar1a.l.
2.2 . 4.2

Indexlng

All the other tlle structures provide . . thode tor
lndexlng or selectlng trom the collectlon ot data ele. .nt.
comprls1ng the tlle. The reader may be dlsappolnted to
note that two tradltlonal tlle structure., the inverted
and multlllst tlles, do not appear ln Appendix A. Thi.

om1ssi on is br-c a us (- riO p r og rar.un in ~ :a:-: ~ ·..;, aie o r ~h ... a rrt. ~ ('
~anagem ent s y s tem p r 0v! des t he se st r~ : ~~~ e~ f o r u=~ ty
':.heir :.J,s ': r s . Bo '~ h ':h e se fi l es a r e :.J~ •.. j J.S 1. :-: l q Jh· :if· :.· : t t10n ba s 1s f or dat a base man agerr.er.t syst,=,r.-.s . ':'D!<!'s , r :- !'
1nstance, cre ates ~ fully 1nve r t ed r i ~e (c alle d ~ " ~o n co I ' d 
ance", see [BleIer and Vorhaus 1969 J ) f e r a l l bas i c I t(> ns
in the user' s data definition . The r es ·J l t ln g st. ru c tur'e 15
not under control o f the userj instead, the system us es i t
to process retrieval requests .
At any rate, numerous descrip t i ons o f inverte d a nd
multl11st files have appeared ([Dodd 1969 J and [ Le f kov l tz
1969J are go od treatments). Additi onally. an excellent
formalism for these organizati ons has been devel oped
([Hslao and Harary 1970J. discussed In Sectlon 5.1.3 ) .
The three indexing structures listed in Appendix A are
provIded for the user's benefit by programming langua ges and
data base management systems. They all Impose a file
structure on a collection of data eleMents.
A key fl1e Is accessed wlth a special tag or Identifier
called the "key" . The data structure associates one or more
data elements wlth each key. The term key Is thought of In
the sense of "the key to a problem". By specifying a key
value, all the associated data elements In the file can be
accessed. The two main kinds of key file. are dlstlngulshed
by the sort of quantlty whlch can make up a key.
If a key can be any ba.lc ~. then any value of the
Item ls a sultable key. Thls klnd of key file 1 • • hown In
Pleure 2--9 where a PEOPLE fl1e to record Inforr.atlon about
an organlzatlon's people 1. postulated. The key to thl.
fl1a ls the baalc Item ID wlthin the PERSON hierarchy
structure aa shown In Pleura 2-'1. Each value or the 10 Item
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wit h a r Llt r a ry ba s ! c Items ~3 k ~ y3 may t ~
impl eme n ted i n a variety o f ways. 7hey m:1y use "h3Sh! :l £"
schemes t o map t he poss i ble 'lalues o f th e key i tem In: o
8 small r an ge of i ntegers s u ~ table t o i dent ify elemen~s
o f the file. Alternatively. t hey may be based upo n mul~l
list or inverted fil e struc t ure s a s di s cus se d at the star~
of this se ct ion. Hashing methods are described In general l r.
[Knuth 1973, chp . 6.~J and 1n reference t o 1nformat l on
retr1eval 1n [Pr1ce 1971J.
~ey

flle~

Flgure 2-~9 shows a key f 11e de c larat10n 1n CODASYL DBTr, .
Th1s declaratlon wl11 be based on hashlng as speclfl ced by
the "location mode is calc" clause. A system-supplie d
"standard randomizing routine" will be called automatically
every tlme the PEOPLE fl1e ls to be accessed. The
"duplicates are not allowed" clause rules o ut two occ urrences of data element PERSON wlth the same I D ln any slngle
key flle.

An alternatlve klnd of key f11e ls shown ln Flgure 2-5 0 ,
agaln for a PEOPLE fl1e . In a speclal key fl1e the system
works from a speclal quantlty whlch ls created by the system
and saved by the user for retrleval use. Only these speclal
values are allowed as key. to such a fl1e. Thls speclal
quant1ty may be called a "record number". "reference number".
or "data base key". In all cases, lt ls bul1t by the system
and returned to the user when a data element 18 flrst .tored.
Thi. key can be u.ed at any later time to retrieve the
original data ele. .nt. The contents and forr.at of the.e
apecial key. need not be known to the user.
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A current p o In te r file s t ructu r es a co llecti on o ~
data elements 80 that. at any g iven moment, one o r mo re
of the data elements are thought of as beIng the c ur ren t
centers o f attention within the file, Manipulation o f th e
file can be based upon one of the cu rren t pOinters. The
various pointers are usua lly independen t fr om one another,
but. in some cases, it is useful to have one pai n t er
"follow" another through the file. Given a c urrent pointer
indlcating a particular element o f a fl1e, the user needs
some way to set or mo ve this pointer. There are two
possible methods: explicit commands whi:h change a c urrent
polnter, or implicit updating of the pointer whenever
aome non-current pointer operation is performed.

A poaa1ble painter file data definition for the .ame
PEOPLE file considered above 1. shown in P1gure 2-51. There
1a only a .1ngle pointer named CURRENT; it select. the
particular 1natance of the PERSON hierarchy moat recently
acceaaed. IDS ma1nta1na a a1ngle current pointer for each
type of "record" (& repeating structure). Some commands t o
uae th1a painter are ahown at the bOttom of P1gure 2-51.
These commands aesume the current pOinter is already set
up. (In IDS, the painter 1a updated automatically by the
.yatea whenever certain other operations are performed;
th1a 1.pl1c1t operation 1a not under user control . ) The
t1rat two co... nda ahown do not modify the current painter;
it still aelecta the aame data element afterwarda. The
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third command wipes out the current pointer; afterwards
there is no current pointer ~~til it is reestablished using
some other sort of access.
The CODASYL DBTG provides a whole collect10n of current
p01nters, the status of which 1s changed automat1cally by
other commands. However, the user can save the current
p01nters and restore them at some later time. Thus, CODASYL
DBTa includes both exp11c1t and 1mp11c1t p01nter mod1f1cat10n. These p01nters are not declared by the user's data
def1nit10n; 1nstead, they are always provided and ma1ntained
by the system.
The f1nal data structure 11sted 1n Append1x A 1s also
the oldest file organ1zat10n. A sequential f1le structures
a collect1on of data elements into a str1ctly ordered
sequent1al stream according to the value of some component
of each element. A sequent1al f11e 1s always accessed 1n
the same order; part1cular data elements are located by
finding their place 1n the order1ng. Such f11es prov1de no
"direct" or "random" access to a part1cular data element (1n
contrast to both key and current p01nter f1les).
Figure 2-52 presents the PEOPLE f11e once again as a
sequential file ordered by the ID component of the PERSON
hierarchy. This k1nd of f11e structure evolved from
consideration of computer card decks and tape reels for
wh1ch only sequential access was poss1ble. However, there
1s no need to restr1ct the sequent1al f1le to any part1cular
implementat1on; 1t should be used wherever 1t 1s the correct
data structure to model the data at hand. P1gure 2-52 1l1ustrates an implementat1on-1ndependent sequent1al f1le

declarat10n in PASCAL.

PEOPLE

1

SEQUENTIAL FILE
ORDER: ASSCENDING I D

I

(

413110015

~

PEOPLE

0

l

I

1114!l014

HIERARCHY
PERSON

I

365561l1!

I
113153114

U HENRY

J. T. SMITH

r

I .S. IILSO I

r

L.A. JOlES

DEFINITION
INSTANCE
_________
L _ _1_
_ _ __

PASCAL
PEOPLE :
EXAMPLE

FILE

OF PERSON ;

FILE ACCESS COMMANDS:

GET (PEOPLE)
RESET (PEOPLE)

FIG. 2-52. SEQUENTIAL FILE.
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2.3

Observations

The preceding gectlon has gurveyed :he d3.ta str',lc~'~r":;::
furnished by popular data base management systems and r:r~
gramming languages. These data structures and the syste~s
which supply them are tabulated in Appendix A.
This collection of data structures forms a complete set,
In a pragmatic sense, since they are the data organizations
provided by 21 popular systems. Thus this collection of
data structures is a valuable guide for the design and comparison of both languages and data base management systerr.s.
It will be used, in Section 6.1, to demonstrate that the
data structure model introduced in the following section can
represent the collection of common data structures. It is
also valuable to programmers using any language because it
provides a model for them to use when select1ng data organizations. The programmer can p1ck, from among th1s collection
of data structures. the organizat1on best su1ted to the task
at hand. Then the selected structure can be Implemented
using whatever fac1l1tles the particular language furnishes.
In this way. the programmer is relieved from constantly
creating new ad hoc data organizations.
One of the first conclusions possible from Appendix A is
that there is considerable overlap between the data structures In prosrua1ng languqes and data base management
.,.t.... P.rhaps this repres.nts a drawing together of the
two f1eld •• at least in the area of data .tructures. The
work of the CODASYL Data Baa. Task Group c.rta1n17 1s
rel.vant to bOth fielcla. In ~ cae. tbe .ore sophisticated
data .truoture., such a ••et and bterarcbr .tructurea.
110 lonpl' "elons 801.17 to data bU..........
tbe7 are
,,··otteNd dlNot17 to tbtt ~r+~b7 ...:~

t.

••"Itu. .LSIII1tHe. .I>lf•• " d a t a

- 119 structure (e,g ., matrix) 1s pro vided by some data base
management sys tem. Any need for distinguishing programming
languages and data base management systems when considering
data st r uctures is clearly past. Thus i t is reasonable to
s tudy t his wide ran ge of data structures wit h a si ngle ,
unifie d model.

,
•

Despite thi s o verl ap be t ween programmin g languages a nd
data base manage men t , t here are some usefu l data structure"s
in Appendix A whi ch have bee n ignored by most system
designers. Both tabular and virt ua l basic it e ms are so
c learly useful in modeling real word data (see Secti on
2 . 2.1 . 3) , it is indee d surprising they exist in so few
systems.
Another interesting observation from Appendix A concerns
the controversy be t ween th e network mode l and relational
mode l f or data base management . (This contro versy was
briefly mentioned in Section 2 . 1.) If the columns of
App endix A f or the CODASYL DBTG (the typical example of a
network system) and ALPHA (des igned by one of the principle
proponents of the relati onal model) are compared, it Is
clear that ALPHA provides considerably fewer data structures
than does CODASYL DBTG. Thus a user must be aware of more
kinds of data structures and be concerned with picking
between numerous alternatives when using CODASYL DBTG. On
the other hand, ALPHA provides only a few struc tures, none of
which are alternatives of others. This difference Is the
basis for t he "simplicity" argument 1n fav or o f the relational model (as expressed in [Date and Codd 1974J).
It is also evident that many different aspec ts of
data structures are combined and offered as a single featUre
in some systems. An example of this is the widespread
confusion between the repeating and hierarchy structures,

,,
j
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a. dis c ussed in Sec , ion 2.2.2 . 2. Another example is the
CODASYL DBTG set whi ch i ncludes ~a ny different data
structure s.
This combination of data structu res may be go od or bad.
If the combinati ons which are provided by a system are well
suited to the data ba se being implemente d . it will be easier
for the user to pick a felicit o us data design. However. it
is certainly clear that this combination confuses the
literature of the field. Although there are only approximately two dozen data structures ident1fied by AppendIx A. It
contaIns many more names for the data structures and the
combinations. For example. who would thInk that "records".
"structures", "sequences", "classes", "group items" and
"repeatIng groups" are all names for hIerarchy structures (or
aome combinatIon IncludIng the aspects ot a hIerarchy)?
Perhaps the terminology presented In AppendIx A can be the
baaia tor consistent namIng ot data atructures.
However. as noted In AppendIx A. the purpose ot that
larce table and classIfication exerclae la not slmpl, to
Introduce another set ot names tor the common data structures.
Instead, AppendIx A aervea a8 the primary 1nput to the
4evelop. .nt or a new model tor data structures. ThIs model,
whIch does not depend on descrIptIve na.es, IS 1ntroduced 1n
Seat10n 3.

3.

A MODEL FOR COMMOH DATA STRUCTURES

The previous section has surveyed the m~lange of data
structures provided by a w1de collect10n of programming

languages and data base management systems and has also
pOinted out some of the confusion which ex1sts because of the
way data structures are named. This section develops a model
for data structures which is sufficient, both to cover the
wIde range of data structures and to remedy this confusion.
Section 3.1 1ntroduces the style and form of the data
structure model and recounts the motivation which suggested
this particular style. Sections 3.2, 3.3, and 3.~ det1ne and
illustrate the portions of the model relevant to aggregate,
assoc1ation, and tile data structures. Section 3.5 summar1zes
what has been attained.
The data structure model 1s the heart ot this thesis.
It 1s the bas1s ot the top-down design methodology developed
in Sect10n _. It 1s compared to other models 1n Sect10n 5
and arguments tor 1ta usefulness are presented in Sect10n 6.

3.1 Motlvatlon
Conalder err.,a, aeta, aequences, n-tuplea and . .trlces.
Tbe, all share a cOl8On purpose or intent: the, group
toptber a collectlon or lION baslc ca.ponenta. Theae
constltuents are In ettect sat be red togetber and aa.oclated
wi ttl . .ch other b7 a data atructur1nS tecbnlque. Theae
data a'no'ur1n& teobn1quea YarJ troll pro~ lanpap
to Prosra-lnc lanpap. Boweftr. It a _ tbere are aa.e
11ldta to tbe ftriatlona posalble w1tbln tile clua ot elata
a'no'. . . __'1oDe4 abo. . _ !bu. l ' _
reuonable to
_ 1. . . . .lea. fd de. . .__ t . . . 1Ib101l 1D . . . ...,..1

, .••••• ".....

~;..

. ..,... . . . ., '............ troa
.. 111 ..
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them an understanding of what makes one particular data
structure different from others .
Cons ider arrays as c urrent ly provided by popu la r
programming languages. Figures 3- 1 through 3- 3 show three uses
of data structures which might be called arrays; each figure
shows both the declarations of the array structure 1n a
current programming language and a pictorial representation
of two instances of the data structure . Figure 3- 1 shows a
traditional array as it might be expressed 1n FORTRAN
[American Standards Association 1966]. The example 1s
drawn from the organization data base shown 1n Figure 1- 1;
SALHIST records an employee ' s five previous salaries. No one
would quarrel with the claim that Figure 3- 1 represents an
array.
Some people would, however, complain when the data
structure of Figure 3- 2 is called an ar r ay . The SKILLS data
structure records an employee ' s experience as a collection
of skills and years of experience in each skill. Thus
each element or constituent of SKILLS is itself composed of
two subelements (na med SKILCODE and SKLYRS in Figure 3- 2).
The VERS2 declarations [Earley 1973) shown define SKILLS as
a "sequence'l of SKILL data elements; the VERS2 sequence
allows, as one a l te rnative, references to its constituents
via ordinal number and is thus VERS2 ' s version of the
traditional array. However, VERS2 allows any data type
whatsoever to occ ur as elements of a seq uence and it permits
instances of a sequence to have unequal numbers of elements .
For these reas ons , some people wou ld feel the VERS2 sequence
is not a true array.
Figure 3- 3 depicts a da ta structure which is also part
of the organization data base; the data st ructure PEOPLE
contains assorted information on each employee ( including

FORTRAN
DIMENSION SALHIST(5)
REAL SALHIST
1

133333

1

1025.00

2

1095 .00

2

912 .00

3

92500

3

87512

4

675 .33

4

00

5

60000

5

0 .0

FIG. 3-1. FORTRAN ARRAY.
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VERS2
SKILL ::

<: SKILCODE -+

INT, SKLYRS-+ lliI).

SKILLS :: SEQ (SKILL)

>

1 <1000,5>

1 <1000,1

2 <1002, 1>

2 <1001,1 >

3 < 1557,3>

3 <1021,5>

4 <1907,1

>

5 <1998,2>

'.

FIG. 3-2. VERS2 ARRAY.
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PASCAL
10- 66001 .. 66999
SKILL - RECORD
SKILCOOE ' 1000 .. 1999;
SKLYRS ' INTEGER
END'

-'

PERSON - RECORD
EMPNAME ' ARRAY 0.. 20) Qf CHAR;
SKILLS - ARRAY [\..IOJ Qf SKILL;
SALHIST ' ARRAY [I. .5) OF 400.0 .. 2500.0
END'

-'

PEOPLE - ARRAY [10J Qf PERSON;
10- 66002

IO : 66001

I
J . T.SMITH

I
f
1(1000, :1 > I 133333
2(1002,1> 2 109:100
5<1:1:17,3> 5 92:1 .00
.(li07, I>" 117:1. SS
:1(1991,2):1 Il00.00
II
7
1
I

to

f

I

I

L.AJONES 1 (1000,1) 1 102:100

.

2(1001,1) 2
5<1021,:1) 5

.

:I
II
7
1
9
10

91200
17:1.12

:I

,,
I
, I

FIG. 3-3. PASCAL ARRAY.
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SALHIST and SK I LLS which have just been considered as independent data structures in Figures 3- 1 and 3- 2) . Most anyone
will agree that there is more to th i s data structure than is
normally implied by the term array . Not only does the PEOPLE
array consist o f othe r than atomic elements, but some of it s
elements are a lso arrays . PASCAL al l ows this nesting of
lIarrays " as shown in Figure 3- 3. The array PEOPLE consists
of 999 instances (one per 1D) of the data type PERSON which
itself contains arrays .
The wide variation bet ween languages 1n the case of
arrays 1s also present with re gard t o many other data
structures. This wealth of data structures is hard to
characterize using individual names for each distinct
technique of data organization . Additionally , so many names
have al rea dy been used that introducing new names just
aggrevates the confusion. As it is now, one language ' s
"array" (FORTRAN) is another's " sequence " (VERS2 ) o r "table ll
(COBOL) .
A better approach is to distill the maj or differences
or variations out of the current wealth of data structures .
In this way , the possible variations or "d egrees of freedom"
can be considered independently from any particular data
structuring technique . One way to do this is to enumerate
the degrees of freedom as a set of questions; each quest ion
character izes one possible axis of variation among data
structures . The follow i ng sections describe such a charac terization for each category of data structures from
Appendix A.
Before consideri ng the first section of the model , some
add itional philosophy must be rev iewed . The following dis cussion 1s meant to define the aims of the data structure
model .

- 1 27 -

Fir s t, t he purp ose o f the data st ru cture Model Ie to
po rtray the st ructu ral aspects and cha r acte rl stlc~ Q ~ rC :ll
wo rld data st ructur es .

The rul es fo r cha n gin g a 1ata

s tl'U C -

ture as it I s accessed over a period o f tl ~ e a re not
spec ifi cally included. The model' s purpose Is to de scri be
the s tatic, un c han ging nature o f data stru ctur es . As wi ll
be seen, this focus al l ows dat a structu re s t o be ~odeled
quite well.

The distinctions between str uctu r e and access

oriented views o f data organization (as well as o ther
approaches) will be developed further in Sec tion 5.

However, data base management does no t break down into a
black a nd white di st inction be t ween st ructur e and access . In
fact, questions of data integrity and protecti on seem to fall
somewhere in between; they add restrictions to a data base ' s
structure 1n order to control i ts acce ss . The form o f the
model devel ope d here does allow some in s i ght i nt o data
integrity. In many cases , sli ght ext en sions o f the model
enhance its ability to describe real world informatio n
including data integrity constraints. These extensions to
the data structure model (ma rke d wi th an asterisk thr oughout )
may be cons idered as optional parts o f the model, to be
answered or not depending on wh ether data i ntegrity i s being
considered. Such an exte nsion o f the model seems wo r thwhile
because data integrity 15 an i ssue o f current conc ern (see
Section 2.1), and because it fits within the framew o rk o f the
model quite well.
Another concept whic h i s bo th o f current interest and
relevant to the data structure model 1s t~e distincti on
between logical and physical data s t~uc~ u res. This distinct i on is usually developed as par~ o~ an app r c ach t o dat a
independence (see Secti o n 2 . 1). The ~ ode! proposed ~e ~ e cor. siders only l ogical da ta o r~anl :at!c~s. It seem~ to be ~le ~r
that a data structuring technique exis~s l~d ependently o ~ i~s
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implementation 1n any particular manner. For example, the
term "pointer" may imply a certain implementation quite
forcefully, but there are certainly many different ways of
implementing the same concept. Th i s concept could perhaps
better be expressed with one of the foll owing terms: connection, access path, or link. The relationship between the
model and any possible implementation aids will be discussed
further 1n Section 7 .1.

The data structure model 1s concerned with logi cal ,
conceptual data structures . Thus an un ordered Tlset" of
elements may be described as being truly unordered with the
model regardless of the fact that most implementations will
have to store the elements sequentially. Since the model's
chief purpose is to further the understanding of data
structures , it is of paramount importance that we concentrate on the conceptual data structure and i gnore extraneous
details which are assumed by implementations . As another
example, an array can be modeled without assuming it is
stored cont i guously in memory. The guideline should be to
make sure that no addi tional, unnecessary organization is
imposed on the data structure under consideration.
The data structure model takes the form of a separate
set of axes or questions for each of the three main catego ries of nonbasic data structures: a ggregates, associat i ons , and files. One set of quest i ons with specific answers
describes a particular data structure . However, when an _
act ual data base is described , some additional i nformation is
required (e.g., name of the data element be ing defined) .. .In
this case, the model plus the addit i onal information is
present ed in a pictori al sty l e similar to that which was
fo r the pictori al data definitions throughout Section 2 .
Altho ugh these two approaches a r e both pictorial, they must
not be confused. The drawings of Section 2 simply presented

1
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data definition information In a form similar to traditional
data ba se management systems. The figure s here In Section 3,
however, present data definitions In terms o f a new, axlsoriented approach.

No model Is proposed for the data organization techniques
classified as basic items in Appendix A. The hierarchical
breakdown shown for basic Items In the appendix Is sufficient
to understand them. (The basic items were explained In terms
of this breakdown in Section 2.2.1.) For the majority of the
basic items, each one Is a separate kind of data organization
and a sufficiently general model is of little practical use.
The hierarchical classification shown in Appendix A is
original; it serves as a model for the basic items.

The following sections discuss in detail the three sets
ofaxes which form the data structure model. Section 3.2.1
includes a full description of the pictorial data definition
style used. The organization, scheduling, and decision table
data structures which were introduced in Section 1.3 are all
used as examples in the following discussions.
3.2

Aggregate Model

Aggregates are the first composite data structures discussed in Section 2. An aggregate groups together a collection of separate data elements into a single table-like
structure. Examples of each of the aggregate data structures
have been discussed in Section 2; the various sorts or arrays
shown in Figures 3-1, 3-2, and 3-3 are all aggregates. This
section develops a set of questions which characterize the

agreptea.
An !flP!l!te deta definition lists the kinds or data
el. . .nts and de.cribes how the, are grouped together. An

,
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aggregate instance is an acceptable number of instances of
the various elements correctly grouped together . The purpose
of the model is to describe the definition of agg regates ; it
can be viewed as a specification of the rules for creating
all possible instances of an aggregate structure .
3 . 2 .1

Model for Aggregates

Figure 3-4 describes the model for aggregates; it lists
the five axes in the form of questions and gives a short
description, an abbreviation , and samp l e answers for each
axis. Each axis will be discussed below; however , an intro ductory example will show how they can be used . The
best known example of an aggregate is the array - it provides
structure via indexing for a fixed sized collection of
numbers . Such an array structure could be modeled as foll ows
(using the abbreviations from Figure 3- 4) :
Array

Homogeneous:
Bas i c items :
Ordered :
Number :
Identification :

YES
YES
YES
FIXED
NUMBER

This example defines a bare array; to actually define
a particular array structure two additional sorts of
information must be specified. This additional information,
together with the five axis values , is presented as a
pictorial data definition as shown in Figure 3- 5 . The first
kind of additional informati on 1s the kind or type of the
agg regate' s elements . This information is shown in the
bottom of the data definition bl oc k. In the SALHIST example
o f Figure 3- 5, (which represents the same traditional array
discussed in Section 3 . 1 and shown in ~igure 3- 1) t he
elements are all of the one type ("Hor.lOgeneous" YES) shown -

-'"

1

ARE THE ELEMENTS HOMOGENEOUS?
ARE ALL INSTANCES OF THE ELEMENTS DRAWN
FROM THE SAME DATA DEFINITION?

HOMOGENEOUS ·

YES, NO

2

ARE THE ELEMENTS BASIC ITEMS?
ARE ALL INSTANCES OF THE ELEMENTS ATOMIC
AND INDIVISIBLE?

BASIC ITEMS '

YES, NO

3

ARE THE ELEMENTS ORDERED?
IS ANY ORDERING AMONG THE ELEMENT INSTANCES
IMPOSED OR IMPLIED BY THE STRUCTURE?

ORDERED

4

WHAT IS THE NUMBER OF ELEMENTS?
HOW MANY INSTANCES OF EACH KINO OF ELEMENT ARE
COMBINED IN ONE INSTANCE OF THE AGGREGATE ?

NUMBER

II

WHEN "HOMOGENEOUS" IS NO, "NUMBER" MAY BE EXTENDED TO SPECIFY A DIFFERENT CO UNT FOR
KIND OF ELEMENT .

5

HOW 15 AN ELEMENT IDENTIFIED?
HOW IS AN INDIVIDUAL ELEMENT INSTANCE NAMED,
LABELED, OR IDENTIFIED WITHIN AN AGGREGATE
INSTANCE?

II

OATA INTEGRITY

YES, NO

FIXED, LIMITED, UNBOUNDED

IDENTIFICATION '

FIG . 3-4. MODEL FOR AGGREGATES.

EACH

NUMBER, NAME,
POINTER, NONE

TRADITIONAL NAME
FOR DATA STRUCTURE

ADDITIONAL
INFORMATION
TO DEFINE
RANGE OF INDEX

ARRAY
NAME OF
DEFINITION

HOMOGENEOUS: YES
BASIC ITEMS: YES

\

SALHIST

ORDERED: YES
NUMBER: FIXED, 5
IDENTIFICATION: NUMBER, 1- 5
REAL ill PREVIOUS SALARY

ELEMENT OCCURS
MULTIPLE TIMES

KIND OF ELEMENTS

COMMENT

FIG. 3-5. MODEL FOR ARRAY OF FIGURE 3"" 1.
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reals representing previous salaries. The element's type
description Is encl osed within an inner box t o reenforce t he
idea that multiple instances of that type are present in each
array instance.

The other kind of additional information provides
further, specIfic details to the answers to the five questions.
For example, In Figure 3-5 the answer to the "Number" question
specifies that a fixed number of element instances occur
in each array structure; the additional information indicates
that this fixed number is five. The examples shown
throughout this section show other ways this additional
information is used.
The distinction between what aspects of a data structure
are described by the axes and the additional information can
be further understood by drawing an analogy between traditional data structure declarations and the model. In normal
programming languages, a data structure called an array is
provided; to use an array the progra.mer speCifies, in a
declaration statement, the dimension of the particular array
being defined. No matter whether the dimension is 5 or 2000,
in either case the same basic kind of data structure is being
defined. Likewise, the questions ot the model proposed here
detine a basic kind ot data structuring technique. The additional intormation provides the details, parameters, or
specitics tor a particular use ot the data structuring technique. Tbus, as shown in Pigure 3-5, the axes IIOdel the
concept ot "arr&J" and the additional intoraation provides
the countsrpart to the traditional declaration's dt.ension.
A tew other oonventiona ot tbe piotorial deta detinition
de. .rve _ntion. '!be data .tl'llot_ det1nltion 18 given a
eo thet lt ~ lie ...hri!M to _ftD1entlr and used ln
_
other det1D1t1_, tII1e ........_
011 tile len .1de ot
J;

i

. <

ttl

-
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the data definition block. A traditional or descriptive name
for the data structuring technique modeled may optionally
appear above t he block. This name 1s added for convenience
only ; due to the confusion betwee n these names, as discussed
in Section 3.1, the model should be the basis for a ny serious
consideration of the data structure. Finally, t he special
notati on "is " precedes semantics or commentary i nformation
about the data structure.
Now each axis wi ll be explai ned . Examples will be
drawn from the decis i on tab le discussed in Section 1.3 and
from Figures 3- 1 through 3- 3 .

The traditiona l array as modeled above contai ns data
elemen ts o f exactly one ki nd or type; however , othe r
aggregate structures need not consist of like element s .
The hierarchy structur e of Appendi x A us ual l y contai ns
nonhomogeneous elements. For i nstance , each row of the
dec i sion table i n Figure 1- 5 can be thought of as a t wo
element hierarchy cons i stin g of a set of condi tions
and an action . I n general , a hierarchy can be modeled :
Hierarchy

Homogeneous:
Bas i c items :
Ordered :
Number :
I denti fi cation:

NO
NO
NO
FI XED
NAME

A pi ctori a l data desc ri ption for DTROW, one r ow of a dec i s i on
tab l e , is shown I n Fi gure 3- 6 . I n this case , t he
quest i on is an swered NO; t he e l eme nts whi ch make up one
row of the decis i on tab le a r e o f t wo diff e r ent kinds , called
CO NDITIONS a nd ACTION. On the othe r ha nd, the SKILLS array
of Figure 3- 2 I s homogeneous ; each eleme nt is the s ame : a
dat a e l e me nt of type SKILL . A pict orial data definition

HIERARCHY
HOMOGENEOUS: NO
BAStC ITEMS : NO

DTROW

.IS.
OEaStON
TABLE

ROW

ORDERED : NO
NlAiBER: AXED, 2 (ONE OF EACH)
IDENTIACATION : NAME
CONlITION
VEClOR

------

ACTION
~-----.

COM>ITlONS

ACTION

100NTFICATI0N
NAMES
KINDS OF
ELEMENTS

FIG. 3-6. MODEL FOR ONE ROW OF
DECISION -aBLE.
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- 136 for this array 1s shown in Figure 3- 7.

The SKILLS array

itself Is sho wn at the t o p o f Figure 3- 7; a definition for
its elements is shown at the bott o m of the figure .

elements , of type SKILL J are also aggregates .

The

In this

dei'lnitlon "Homogeneous" 1s answered NO for reasons of
data integrity. Although both SKILCODE and SKLYRS are
integers, there may be vari ous restrictions on their values
(as imp lied in Fi gure 3- 2).

In this case , the IItabular"

basic item of Appendix A 1s an appropriate choice for the
definition of SKILCODE and SKLYRS. Such a definition for
SKILCODE Is shown in the PASCAL example 1n Figure 3- 3. Thus,
the IIH omogeneous " axis does not distinguish between atomic
and complex data elements; it simply notes whether or not
all the instances of the aggregate ' s elements are drawn
from the same definition.
The distinction between at omic and c omplex constituents
is made by the second question. The term "Basic items"
aris es from Appendix A where it used to denote data which is
usually not divisible . The array of Figure 3- 1 has only
basic it ems (of one certain kind - regular numbers) as its
e l ements. This array is modeled in Figure 3- 5. However ,
many programming languages allow arrays of arbitrary data
types, including other aggregates . The ent i re decision
table of Figure 1- 5 could be an array of the hierarchies
mentioned in the preceding paragraph and shown in Fi gure 3- 6 .
A data definition in terms of the model for this array is
shown in Figure 3- 8; its elements are defined by referring
back to the definiti on given in Figure 3- 6 . The PEOPLE data
structure of Figure 3- 3 does not consi s t o f basic item
.
elements; eac h element in the rather complex data structure is given t he name PERSON in the figure . A model of this data
structure is shown in Figure 3- 9 . The constituents of the
SKILLS array i n Figure 3- 2 are also not basic items, although
the SKILL type is somewhat simpler than PERSON .

ARRAY

SKILLS

HOMOGENEOUS: YES
BASIC ITEMS : NO
ORDERED : YES
NUMBER: UNBOUNDED
IDENTIFICATION: NUMBER, 1- N
SKILL.!§. PERSON'S EXPERIENCE
IN ONE SKILL

HIERARCHY

SKILL

DATA DEFINITION OF
THE ELEMENT USED
ABOVE
FOR DATA
INTEGRITY

HOMOGENEOUS : NO
BASIC ITEMS : YES
ORDERED : NO
NUMBER : FIXED, 2 (ONE OF EACH)
IDENTIFICATION : NAME
SKILCODE

SKLYRS

------------------------INTEGER §. SKILL INTEGER §. YEARS
CODE
FIG . :3 -7.

IN SKILL

MODEL FOR DATA
STRUCTURE OF FGURE :3 - 2.

.

,
I

;

[
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:11

ARRAY
HOMOGENEOUS: YES
BASIC ITEMS: NO
ORDERED : YES
DECISION
TABLE

NUMBER : UNBOUNDED
IDENTIFICATION : NUMBER, 1 - N

IDTROW .§. DECISION TABLE

ROW

I

FIG. 3 - 8 . MODEL FOR ENTIRE DECISION TABLE .
-1 38 -

!'

ARRAY
HOMOGENEOUS

YES

BASIC ITEMS · NO
ORDERED · YES
NUMBER · FIXED,999
PEOPLE
IDENTIFICATION · NUMBER, 66001- 66999

PERSON IS ALL THE INFORMATION
ON A SINGLE PERSON

HIERARCHY
HOMOGENEOUS · NO
BASIC ITEMS · NO
ORDERED

NO

NUMBER · FIXED, 3
PERSON
IDENTIFICATION

NAME

EMPNAME

SKILLS

SALHIST

STRING :5
EMPLOYEE NAME

SKILLS

SALHIST

----------- r-------- --------

FIG 3-9

MODEL FOR DATA STRUCTURE
OF FIGURE 3 - 3
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Encoding this distinction between basic items and more
complex data structures as an axis 1n the model reflects an
important distinction between data structuring techniques .
An array of numbers is basically different from an array of
decision table rows . On the other hand, most peop le would
agree that an array of reals and an array of integers are
both of the same genre.

Most common data structures impose an order on their·
constituent data elements . This need not always be so. The
"Ordered " axis makes this distinction explicit. The
mathematically - inspired set structure of Appendix A simply
groups together a collection of data elements. Since the
order of the individual condition names in a s ingle row of
the decision table of Figure 1- 5 is unimportant, they could
easily be considered a set . Such a set would be modeled as
follows :

•

Set

Homogeneous:
Basic items:
Ordered:
Number:
I de ntification:

YES
YES
NO
UNBOUNDED
NONE

The CONDITIONS set which i s an element of the DTROW hierarchy ·
from Figure 3- 6 is shown in Figure 3-10. As an alternative
to the array structure of Figure 3- 2, SKILLS could also be
mode l ed as a n unordered set of ordered pairs describing a
person's experience.
However , most aggregate data structures do impose
some sort of order relationship among their eleme nts . The
array of Figures 3-1 and 3- 5 defines an ordering o f the five ·
element instances in each array instance. The IIOrdered"
axis is answered YES whenever any sort of ordering is

SET
HOMOGENEOUS : YES
BASIC ITEMS: YES
ORDERED: NO
CONDITIONS

NUMBER : UNBOUNDED
IDENTIFICATION : NONE

ACOND SCALAR ITEM
IS ONE CONDITION

I

I',."

,
: :
i.

I;

,I

,

FIG. 3-10. MODEL FOR A SET OF C(N)fTJONS
FROM (ECISION TABLE.
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intended.

1~2

-

Additional information may be specified with

the YES answer to indic a te the kind of ordering if it 1s
not obvious .

For instance , a two - dimensional matrix CQuld

specify either row or column ordering, or no ordering
whatsoever .
Some programming languages require the user to declare
th e number of data elements instances which can be in an
aggregate data structure .

In the traditional array of

Figure 3- 1 the number of data element instances must exact l y
equal the ran g e of the index .

Alternatively , a programming

language may allow the number of component data elements to
va r y but only up to some specified maximum (which 1s stated
i n the data declaration statement) . Such a method is used by
PL/I for arrays with the " varying " attribute . A fe w languages
and several data base management systems provi de aggregate
data structures with varying numbers of components and for
which the user need not specify any upper bound . For example ,
ALGOL 68 allows "mu ltiples " (similar to arrays) of either
fi xed or unlimit e d (using " flex " ) size . Thus , whi l e t he
fi r st three axes a r e yes/no questions , the uNumber question
allows three ans wers - FIXED , LIMITED , and UNBOUNDED . The
VERS2 sequence of Figure 3- 2 is a data structure o f UNBOUNDED
" NLUnber ." (Of course , some arbitra r y limit on the number of
components may be made by the implementation of thes e
languages ; however , t he important point is that the prog r amme r is not respo ns ib le for explic i tly l i miting the dat a
structure . ) This discussion of "Number " has centere d on
ar r ays ; however , the same concept applies to al l aggregates .
Th e re are languages and data base management s ystems w.hich
provide sets of fixed , limited, and unbounded number .
ll

When the "Homogeneous " question is ans we red NO, the
uNumb e r ll a xis may be extended to spec i fy a car di nal it y fo r
each kind of data element . Figure 3- 11 shows an alt erna ti ve

ARRAY
HOMOGEt\EOUS NO
BASIC ITEMS YES
ORDERED : YES
NUMBER ACTION FIXED,!
ACOND: UNBOUNDED
DTROW

IDENTIFICATION: NUMBER, O-N

1 ...

0

~-------. ~--------

ACTION SCALAR

I

ACOND SCALAR

I

FIG. 3-11. MOOEL FOR ARRAY OF
NONHOMOGENEOUS ELEMENTS.
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view of part of the decision table .

Each row of the decision

table has previously been modeled as a hierarchy , one
element of which was a set of conditions .

In Figure 3- 11

this same information 1s structured as an array . Un l ike
the traditional arrays considered previously, this DTROW
array has two distinct kinds o f e l ements .

Each instance of

DTROW has e xactly one i ns tanc e of an action and numerous
conditions as its e l ements . In this case , it 1s very
important that every row has exactly one action ; multiple
actions are not used by the decision table of Figure 1-5.

If

"Number " had only one answer, this restriction could not be
modeled.

Thus, t his extension of "Number" allows some

control over questions of data i ntegrity .
The simple, contrived example shown in Figure 3-1 2
demonst rates the need for this extension of the "Numbe r" axis.
Without the extension , the two data structures shown cannot
be dist i ngu i shed. Both are sets of exactly two elements
where the elements may be int ege r and string basiC i tems .
However, the left -hand data structur e is restricted so that
every instance contains one integer and one string. To
maintain data integrity , t his restriction may be made part of
the model. Thus, when "Homogeneous " is a nswered NO,
"Numb er " may opt i onally be extended t o spec ify a different
count for each kind of element. This extens i on is not always
needed, as demonstrated by the right-hand data structure in
Figur e 3-1 2 .
III dent i ficat ion", the l ast characterist i c axi s for
aggregates , is a ls o not a yes/no question. The purpose of
" Identificat i on " is t o indi cate how a spec ifi c cons tituent
data element is named, pointed to , or labeled. "Identification " is a gene ral te rm for this concept; the pos sible
ans wers, as listed in Figure 3-ij, are NUMBER, NAME, POINTER,
and NONE. The traditional array data structure is indexed or

.~

I

I
YYY
I
2
---I
I
I
I
4 INSTANCES OF A
I
SET
HOMOGENEOUS , NO
BASIC ITEMS' YES
,
vRDERED ' NO
A NlMER' MEGER' FIXED,l
STRING' FIXED, 1
IDENTIFICATION' NONE
INTEGER

STRING

I
I

IB

1

2

XXX
AAA
3 INSTANCES OF B

SET
HOMOGENEOUS ' NO
BASIC ITEMS ' YES
ORDERED ' NO
NUMBER' FIXED, 2
IDENTIFICATION ' NONE

I
I IINTEGER I I STRING I
I

I

FIG. 3-12. USE OF -NUMBER- AXIS.
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accessed by use of a NUMBER as an index. In the array of
Figure 3- 1, each element is labeled with a numbe r from one to
five.

Users of this sort of array think of this number as

identifying an element of the array . Similarly, the elements
of an n- dimensional matrix are identified by an ordered
n- tuple o f numbers .
The concept of the " Identlfication rl axis results
from ge neralizing the ideas of an array or matrix index so
that it can apply to other aggregates . A hierarchy struct ure,
for instance DTROW shown in Figure 3- 6, distinguishes i ts
elements by NAME . For DTROW, these names are CONDITION
VECTOR and ACTION . In contrast , a true mathematical set
does not provide any way whatsoever of identifying its
elements . In this case "Identificati o n" is answered NONE
because set elements are manipulated only with operations
such as union and intersection; there is no way to access
a specific , individual element of a se t. The programming
language PASCAL provides a data structure (called "class " )
Which is very much like a set of limited "Number" except
individual elements of it may be selected by use of a
POINTER which is created whenever new elements are added .

The four possible answers to "Identification " do not
exhaust all the poss i bilities . More detailed ans wers may be
appropriate in some cases . For example , it might be usefu l
to distinguish between different kinds of NAME identifie r s:
unique, system- wide names versus names which are valid only
within a specified scope . Thus "Ide ntifi cation " may be
adapted , within reason , to various ap pli cat i o ns . Appendix C
i llustrates various answers to this axis.
The discussion of the five characteristic questions f or
modeling aggregates is now complete. The next section uses
some more examples to demonstrate how the model can be us ed.

!n ~~t.'ctiorl 'j . ,! . l , ~ set I'jas mod 0::: le d usinr; the five: ,ue:stlor.. · .
The pa rti cu lar data ztr ucturin~ tec hnique selecte~ w a~ tr u~
to t he mathematic~l defjn i tion of set in that " Nunlbc r " wa s
UNBOUNDE D. lloweve r, <.: s et of limited size may be iesi rable i
such a data st ructure ca n be easily represented by t he
model, without introducine : ny ne w names , as follows:
Bounded
Set

Hom ogeneous :
Basic items :
Ordered :
~;umber :
Identifi cat.ion :

YES
YES
NO
LIMITED
NONE

(The name on the left is added fo r convenient reference only . )
The elements of the bounded set must all be the same; however',
n set consjsting , say , of both real numbers and integers
· ·~a be rep r esented again by changing just o ne axis :
Va ri ed
Set

Homogeneous :
Basic i terns :
Ordered :
Numbe r:
Identl fication :

NO
YES
NO
LI MITED
NONE

Finally , a set whi c h co uld contain non - atomi c elements o f
several different kind s but wi th the t o tal number of elenentz
still limit~d to some maximum is:
Co mplex
Set

iiOril C'gene :Jus :
Sasic iter;::; ;

,0

::c·

0 r derrj :
Numbe r:

Ide ntifl ca ti or. :

: : '::: ~E
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The point to be made is that numerous different kinds of
sets can be modeled precisely without any confusion as to
exactly what 1s implied by the term Iiset ".
To further demonstrate the use of the five axes for
aggregates, the aggre gate data structures from Appendix A are
all modeled using the questions; the results of this
exercise are shown in Figure 3- 13 . Since the names of common
data structures as they are used 1n contemporary systems
are somewhat imprecise , there may be some debate as to the
proper way of filling in Figure 3- 13 . For instance , several
different versions of sets are sorted out above . Neve r theless )
the ans wers appearing in Figure 3- 13 faithfully represent the
usual meanings of the terms Uarray", "matrix U, "set", etc.
(Examples of each o f the aggregate data structures have been
discussed in Section 2 . )
Figure 3- 13 allows some interesting observations . First,
the five answers for set and repeating data structures are
the same . This means that set and repeatin g are merely
two d ifferent names for the same data st ructuring technique ,
one which allows an unordered , unbounded collection o f like
objects which are not distinguish ed by any specia l identifica tl~ .
(In this context, repeating structures which are accessed by
specifying the value of some basic item a r e not included.
Such data structures are in a different port i on of Appendi x A
and are called "key f i les ". ) The only possible distinct i on
between set and repeating might arise by answering the
"Basic items " question YES for sets . Then there could be
" sets" of real numbers and "repeati ng " structur es of PEOPLE
hierarchies . In any event , the model allows a c l ea r
definit i on of what is meant by these terms .
The next observation to be drawn from Figure 3- 13 i s that
th e row of ans wers for the r ela tion struc tu re i s identical
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ARRAY

Y

Y

Y

FIXED

NUMBER

MATRIX

Y

Y

Y

FIXED

NUMBER

SET

Y

N7

N

UNBOUNDED

NONE

N-TUPlE

N

Y

Y

FIXED

NUMBER

SEQUENCE

Y

N

Y

UNBOUNDED

NONE

RELATION

Y

N

N

UNBOUNDED

NONE

HIERARCHY

N

N

N

FIXED

NAME

REPEATING

Y

N

N

UNBOUNDED

NONE

i;;

~

~

~

FIG. 3-13. MODEL FOR ALL AGGREGATES.
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to that of set (and repea ting).

This 1s indeed to be expected

since a relation is typically defined in data base management

systems (for instance [Codd 1971a, p . 68)) as a set of n- tuples.
However, relations really need two levels of description ,
one for the set and one f or the n- tuples . Figure 3-14
shows a two level pictorial data definition for a SKILLS

relation which contains the same information as the
SKILLS array of Figure 3- 2. Further comments on the
use of and need for multiple levels o f definition are
presented In Section 6.1.
Looking at Figure 3- 13 in general , it is interesting to

spec ulate on the total universe of data aggregates as
modeled by the five questions . Clearly there are at l east

23 • 3 • 4

=

96 different possible ways of filling the

rows of Figure 3- 13 at rand om (since there are three yes/no
questions, thre e possible answers to "Number " when i t i s not
extended for reasons of data integrity, and at least four
possib le answers to "Ident ifi cat i on ".) Thus, the mode l would

seem to imply the existence of 96 distinguishable data
structuring techniques for aggregates .
of answers as an experiment, consider
Homogeneous:
Basic items:
Ordered:
Number:

111

Identificat i on:

Picking a random set

NO
YES
NO
UNBOUNDED
NAME

wh i c h seems to indicate an aggregate of different t yp e
items se l ected by na me.

b ~ si c

This data st r ucture seems appropriate

for a symbol table using hashing :

the i de nt ification na mes

are symbol names which ar e hashed to re t r 1eve the current

va l ue of the symbol , whi ch can be of di ffer ent types (e.g . ,
i nt eger, real, address - a ll basic i t ems ).

------------

RELATION OR SET
HOMOGENEOUS : YES
BASIC ITEMS: NO
ORDERED : NO
NUMBER : UNBOUNDED

SKILLS

IDENTIFICATION : NONE
SKILL .§. PERSON'S EXPERIENCE
IN A SKILL

N - TUPLE
HOMOGENEOUS : NO
BASIC ITEMS: YES

SKILL

ORDERED : YES
NUMBER : FIXED,2
IDENTIFICATION : NUMBER
2

1

--------------- --------------SKILCODE

SKLYRS
,

FIG. 3-14. MODEL FOR SKILLS RELATDI.
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The preced in g e xe r cise suggests a further investjgation

of the possible agg re gate data s!"ructu re s .

Instead of ~iust

pi c k i ng a nswers to the axes at rand o m, it seems reasonable
to pursue a systematic se3rch of the total un iverse o f

aggregates .

Figure 3- 15 be gins by listing , in a truth

table - lIk e form , all possible co mbinations of answers to the
first three axes (those which have stri ct yes/no answers) .
The eight rows of Figure 3- 1 5 cover a wid e range of
possibilities .
Rows 1 , 2 , 3 , 7, and 8 duplicate initial
parts of rows in Figure 3- 13 .

In these cases , one of the

aggregate structures from Appendix A has been listed in
Figure 3- 15 as a possible interpretation of t h e th ree
answers .

For i nstance , row 7 ( Y, N, N) matches the repea t in g

and set rows o f the earlier figure.

Starting from the r ow 7

a n swers shown , adding on possible answers to " Number" and
"I dentification !' yields several data structures in addition
to normal sets .
'!i~umber"

Pi cking "I dentif i cation " NONE and varying

results in structures l ike the bounded set cons id e red

at the start o f th is section (but with "Basic items " NO) and a
fixed sized set in addition to the traditional unbounded set.
Not all of the r o ws of Figure 3- 15 appeared in
Figure 3- 13 ·

Rows 4, 5 , a n d 6 thus do not represent any o f

the traditional aggregates .

In these cases , Figure 3-15

shows a poss ible interpretation of wh at kind of aggregates
m1ght arise from such answers .

Row 6 , f o r example , su gge sts

a n amorphous , unordered collection o f unl i ke things , all of
which are bas i c items.
Suc h a data structure would have n o
overa ll form o r shape but simp ly provide an unsegregated box
for keeping things in .

One p ossib le complet i on ( i.e ., values

for the other t wo axes) was shown above titled I'? ?? II
Row 5 has completions like sets but re st ri c t e d to con ta i n only basic iteMS (as was ~enti o ned above as a pos slbl ~

&

()::

fo

POSSIBLE INTERPRETATION

.ARRAY, MATRIX

1

Y

Y

Y

2

N

Y

Y

N- TUPLE

3

Y

N

Y

SEQUENCE

4

N

N

Y

ORDERED COLLECTION OF
NONATOMIC ELEMENTS

5

Y

Y

N

SET OF ATOMIC ELEMENTS

6

N

Y

N

UNORDERED COLLECTION OF
UNLIKE ATOMIC ELEMENTS

7

Y

N

N

SET OR REPEATING

8

N

N

N

HIERARCHY

FIG. 3-15. TRUTH TABLE APPROACH TO
DATA AGGREGATES.
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way to d is t i nguis h b e t ween set a nd repeating st r uct ure s) ,

f
,•

Data s tructu res ar i si ng from r ow q seem quite un usu a l:
ordere d col l ectio ns o f any number of diffe r ent k in d s o f n ot

ne ces sar ily atomi c e l ements .
Homo geneo us :
Basic i t~ms :
Ordered :
Numb er :
Identific a ti on:

One ex ample i s:
NO
NO
YES
UNBOUNDED
NONE

,

,

,
whi ch s ee ms to represent a d a t a s t ru c ture whi c h would be

,,

ca lled a sequentia l f i le o f un li k e re co rds 1n traditional

,,

te rms, i.e., an ordere d c olle ct i on o f unlike, nanatomic
e l e me nt s . The elements woul d be diffe r e nt types o f records.

\

i,
!

~

I n some s ense, t he first r ow of Figure 3-15 1s the most
r es t r i ct ed while the l a s t row 1s the mos t general. Any
a ggrega tes beginning from r ow 1 must have all like basic
i t em element s ordered in s ome ma nner. Row 8~ on the other
hand~ repre s ents aggregates composed of different kinds of
complex elements which are not ordered. Thus it seems
reas onable to continue the exploration of the universe of
aggregates by considering possible completions of rows 1
and 8.
Row 1 leads, with a few exceptions, to rather ordinary
data structures (as is to be expected since it represents the
most restricted answers to three axes). Variations of
"Number" yield fixed~ varying, and unbounded arrays, at least
when the answer to "Identification" is NUMBER, (The ident1fier is a Single number for arrays and an n-tuple for matr1ces.) I f "Identification" 1s NONE, the result 1s a
sequence restricted to basic items, i.e., an ordered collection of one kind of basic 1tems lack1ng any 1dent1fY1ng

i

~

I

1
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narks.

However, if "Identification" Is NAME, an intere sting,

pra c tlca J data structure results, as f o llows:

Symbol
Table

Homogeneous:

YES

Basic items :

YES, equivalence

Ordered :
Number:
Identification:

YES, alphabetically by name
UNBOUNDED
NAME, symbol name

Such a data structure Is commonly used to store a compiler's
symbol table. The contents are the equivalences or values of
the named symbols. The symbol table is ordered so that it
can be printed out as a cross-reference table . No common
programming language makes this data structure available to
its users.
Row 8 of Figure 3-15 leads down some unexplored paths to
some interesting and some rather improbable data structures.
They will be considered by fixing an answer to "Identification"
,j then considering the "Number" axis.
Examining first the
collection of data structures described by:
Homogeneous:
Basic items:
Ordered:
Number:
Identir1cation:

NO
NO
NO
FIXED, LIMITED, or UNBOUNDED
NAME

we see, among them, the familiar hierarchy: a fixed sized
collection of named components. The other two answers to
-Mllllber- (LIMITED and UNBOUNDED) are similar data structures.
Both consist of a var,ring number of components which can be
.elected onl, b, na.8; the coaponents . ., be nUBerous kinds
of nonatoalc things. Such organizations are a little far
retChed; the, a1Cbt be usable as generalized s1lll>01 tables to

..

,,

..

, I

,
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store com plex and d ifferent kinds o f info rmat i on about
symbol names. Both the se st r uctures a r e r ea lly quite s imi la r
t o th e conventional hierarchy except that they p r ovi de a
va ri a b le number o f named components . The reader is cautioned
at t his point t o recall that the model co nsiders only the
structural, t i me - invariant aspe c ts o f d a ta st ructures . Thus
the ab o ve set o f answers should be viewed as desc ribing a
series of stop - time snapshots of the varying d a ta structures
just discussed.

When II Identlflcatlon" is NUMBER, rather sim ilar data
structure s result but with numbers replacing names 1n the
above discussion . The components of the data structures are
numbered but no o rdering 1s implied. An example of a numeric
identifier which might be used in this manner 1s the social
security number . This identifier covers to o wide a range to
be used like an index and is not s ignificant as an ordering.
Several p r ogramming languages, including PASCAL , provide
data structures which may be modeled similarly to the
f o llowing:

PASCAL
Clas s

Homogene ous :
Basic it ems :
Ordered:
Number:
Identification :

NO
NO

NO
FIXED
POINTER

In effect, a bunch of complex data st ructures are grouped
toget her in a way so that individual elements can on l y be
selected by a po i nter whi ch is created when the element is
first added to the aggregate. The PASCAL IIclass ll works in
exactly this way, but limits the size o f the class to a predefined number. Uses for similar data structures with ot her
answers to "Nwnber ll are at least conceivab l e .

•
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Finally, we have left to consider the case of "Iden ti fication" NONE. Such data structures col lect together 3n
unhomogeneous collection of various kinds of complex elements

in a way s o that the individual elements cannot be separately
identified. Such data structures are similar to sets but
with unlike elements. Practical uses for such data structures seem hard to find. Even if they are treate r: like
normal sets, the semantics of their use become hard to define.
For instance, what does it mean to intersect two pseudo-sets,

one consisting of hierarchies and repeating structures and
the other containing arrays and matrices? Interestingly, the
SETL programming language does allow such structures. SETL
sets are modeled :
SETL
Set

Homogeneous:
Basic items:
Ordered :
Number:
Identification:

NO, sets and n-tuples
NO
NO
UNBOUNDED
NONE

Thus this data structure is a collection of any number of
components which are themselves either sets or n-tuples. And,
of course, the components of these components may also be
either sets or n-tuples until atomic elements are reached.
SETL. in addition to other ways of manipulating sets, does
provide set union and intersection operators, but it is not
clear how they are defined in the more esoteric cases .
This section has demonstrated at some length how the
accregate 80del can be used both to understand existing data
struotures and to explore new ones. Next, the development of
the data structure model is continued with consideration of
the ..sociation structures.

,I

,U
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3· 3

Assoc iation Model

Many differen t kinds of assoc iations have been us ed by
programming languages and data ba s e management systems ;
these have been surveyed 1n Se c tion 2. Most assoc iat i ons are
based on t he idea of a pOinter, "ref," or l i nk between other
data el ements; the deta1ls vary greatly fr om system to
system. Th i s variat i on makes it difficult to state a set o f
modeling quest i ons 1n an unamb i guous manner. For this
reaso n, this sect i on first develops a generalized notion of
association and then expresses the ax is questions 1n terms of
the gene r al iz ed assoc i ation.

An assoc ia tion 1s a pairing or binary relation between
data aggregates and basic items . Associations a re used to
interconnect or t ie together aggregates and/o r basi c items to
add a ddi tional structure to the data. An associat ion data
defini t i on spec ifi es the data definitions of the aggregates
and basic i tems to be related and the details of the association between them . An association instance associates
together an appropriate number of data aggregat e and basic
item instances in the manner des crib e d by its data definition.
Outline forms of two pictorial data definitions are shown in
Figure 3-16.
For convenience, the two ends of the association are
called the A-end and B-end. Neither end is superior or
subordinate to the other; associations are not directed. The
most common form of association has one kind of data asgregate
or basic item at each of its ends; this type of association
is shown at the bottom of Pigure 3-16. More complex aS80ciations pair up two groups, each group conta1ning several
different kinds of data aggregates and/or basic items. This
sort of association is defined in the way shown on the top Of
Pigure 3-16. Pigure 3-17 shows a simple example association.
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GENERAL ASSOCIATION

-----------NAME

B

A
SIMPLE ASSOCIATION

A,B: DATA DEFINITIONS OF DATA
AGGREGATES/ BASIC ITEMS

FIG. 3-16. ASSOCIATION DATA OEANITION.
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PERSON
OWNS

BOB

I
73 FORD

I
6~5
I
I
JOHN

T BIRD

CHEV

, BVV\N
,
,

CAR

70
BUICK

DEFINITION

I

6~

T BIRD

75
CHEV

3 INSTANCES

FIG. 3-17. EXAMPLE ASSOCIATION .
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The ass oc iation OWNS relates cars and their owners.
(This
example, and se veral whi c h follow, do not show a complet e
data definiti on for the ends. This omission all ows att e ntion
to be concentrated on the details of the asso c iatio n.)

This concept of association bears some similari t y to the
"group relat1on" of [CODASYL 1971a, pp. 108-l20J IIh1ch was
introduced for use In comparing data base managem~nt systems.
The major d1fference 1. that the group relat10n d1st1ngu1shes
the ends; the data elements at one end are called "parent
groups" and are superior to those at the other end which are
called "dependent groups . "

Th1s thes1s cla1ms that the nond1rected, nondistinguishedends association described above is a more suitable basis for
modeling the structural aspects or data structures. When
considering structure alone, it seems clear that any sort of
relation conceptually relates both it. ends together in the
same manner . An address pOinter from A to B, tor instance,
,"tainly associates B with A as well as relating A to B.
Likewise, although .ome associations such as the owner-member
structure of Appendix A imply some sort of hierarchy, all
as.ociations do not. Thus [CODASYL 1971a, p. 108J mentions that
the group relation is an alternative to the "hierarchic
group." Pinal17, [CODASYL 1971a, p. 108] itselt presents an
ezaaple group relation between PERSON and SKILL in a wsy
Wb1ch 1. not at all hierarchic. (This example is similar to
the table tora ot the association discussed ~ediste17 below.)
'IIlere are Mn7 w87s to represent interrelations between
two eet. ot ObJeot.. One co.-on _thod is to use a "truth
table- or two-41aenaional table to represent Wb1ch purs ot
~eo'a are related.
Thia suaseat. an alternatiYe pictorial
Yl. . or aa8001at1on in.tance aa detlned aboye. Pisure 3-18
re".a tba ~ inataAoe. or OIIIIS trc. P1pre 3-17 in thi.
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FIG 3-18. TABLE FORM OF ASSOCIATION INSTANCES
FROM FIGURE 3 -17.
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~& ture.

for Associations

Now we can c onsider a model o r set of questiorls for th e
generalized association motivated ab o ve.

~ -1 9

Figure

preserlls

the Questi ons, an expression of each Question in t e rms o f
instances, an abbrev iati on for each question, and the possible
answers.
The first axis, " Ca rdin ality," describes how many data
elements are related by each instance of the association.
Figure 3-20 demonstrates the possible answers using the OWNS
association introduced in Figure 3-17.

In the OWNS associa -

tion partially defined at the top of Figure 3-20, each person
is associated with exact ly one car, and vice versa; this
version of the association has "Cardin al ity"
~~se

1-1.

In the

of the OWNS association, other cardinalities are also

:~so nable .

The next two associations shown in the figure

are both "Cardinality"

I-N.

The first associates many cars

with a Single person; the s econd relates many people to a
single car.

The final version of OWNS combines both the

previous ones int o a "Cardinality" N-M association which
allows several cars and people to be interrelated.
the answer to "Cardinality"

Note that

is given at the ends of the line

representing the association in the pictorial data definitions.
Figure 3-21 o ffers a more complicated example of the use
of the "Cardinality" axis.
scheduling data base of
two associations.

This example is drawn from the

[F~ar.k

and Sibley 197 3J and contalr.s

(Th is data case

~s

descr~bed

in detail in

Section 1.3 of this thesis.)

7his example shows ho w

tions can be combined t o

soph!st!:atej data

~ : r~

Any instance o f SKILL is associated with

b~th

the

a5s~~ia 

str~~t~res.

~e ~ p l e

wh o

I.

WHAT IS THE CARDINALITY OF THE ASSOCIATION?
HOW MANY INSTANCES OF A-END DATA DEFINITIONS ARE
ASSOCIATED WITH HOW MANY INSTANCES OF B-END DATA
DEFINITIONS IN ONE INSTANCE OF THE ASSOCIATION?

CARDINALITY ,

2.

HOW MANY KINOS OF DATA AGGREGATES AND BASIC ITEMS MAY
OCCUR AT A-END
(AT B-END)?
.
HOW MANY DATA DEFINITIONS MAY A-END (B-END) INSTANCES BE
DRAWN FROM?

KINOS OF ENOS ,

MAY THE ASSOCIATION FORM A LOOP?
MAY A-END AND B - END INSTANCES BE FROM THE SAME GROUP
OF DATA DEFINITIONS?

LOOP ,

IS THE ASSOCIATION COMPLETE AT A-END (AT B-END)?
IS EVERY A-END (B - END) INSTANCE PART OF SOME INSTANCE
OF THE ASSOCIATION (AS OPPOSED TO BEING UNRELATED)?

COMPLETL

3.
~

'"

1-1, 1-N, N-M

I, 2, .

( I, 2, ... )

YES, NO

A

I

*4 .

YES, NO
(YES, NO)

WHEN A DATA AGGREGATE OR BASIC ITEM IS AN END OF MORE THAN ONE ASSOCIATION, THE
FOLLOWING QUESTION MAY BE ANSWERED FOR ANY SET OF TWO OR MORE ASSOCIATIONS
CONNECTED TO THE END.
*5.

l

*

ARE THE ASSOCIATIONS EXCLUSIVE FOR THIS END?
MUST EACH INSTANCE OF THE END BE PART OF EXACTLY ONE
ASSOCIATION (AS OPPOSED TO BEING IN 0, 2, OR MORE)?

EXCLUSIVE ,

DATA INTEGRITY

FIG. 3-19.

MODEL FOR ASSOCIATIONS.
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1 INSTANCE
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FIG. 3-20. USE OF "CARDINALITY" AXIS.
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FIG. 3-21. TWO "CARDINALITY" N-M
ASSOCIATIONS.
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have the skill and the machines which require it . Both asso c i a tions mus t be "Cardinality" N- M if the da t a structure 1s
to be completely general and the restriction that there be
only one instance of the SKILL a g gregate for each skill is
made . For instance , a single person can have several skills
and each skill may be possessed by more than one person.
"Cardinality II can also be characterized in terms of the
tabular aSSOCiation format which was introduced in Figure 3- 18 .
For " Cardinality " 1- 1, each row and column of the table may
contain a t most one X. The t op association ins t ance in
Figure 3- 18 i s of thi s form. For "Cardinality '! l - N, either

the rows or columns are restricted to contain at most one x .
An example of this type of association instance is shown in
the middle of Figure 3- 18 where it is assumed that a perso n
may own several cars. Since each car, however , is assumed t o
have one owner, each column of the middle instance contains no
more than one X. Finally , for I' Cardinality B N- M, there are
no restrictions ; the Xs may appear anywhere in the table .
The bottom association instance in Figure 3- 18 is of this
form .

[Frank and Sibley 1973 , pp . 5-llJ has independently
noted two o f the possible BCardlnallt y lt answers . The refer ence , while developing the example scheduling data base
described in Section 1 . 3 , distinguishes between 'II to N
relationships B and li N to M relationships B among real world
data .

This distinction is vital to a proper understanding of

the CODASYL Data Base Task Group "set " (see Section 3 . 3.2) .
[Whitney 1974J notes all three "Cardinality " answers ,
each as a differe n t type of Bassociation ,B and sho ws how
to implement them in a relational data management system.
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:::.s s cciat.1 or: .
s hows the fo r~ o f an ass o ci2ti 0 ~ ~ith ~ore than 0 11C kit1d of
1ata ag~~e 6 ate O ~ bas i c l:cm a: e ach 0 f its e nds . (COD,\SYL
1971aJ al so all ows "I-ro up relati o ns " t o have mo r e than one
t:lnd o f c·nd . The only e xar.rle o f such a £ro up relation pro vided by this reference has been redrawn in FIGure 3- 22 in
:he form suggested by Figure 3- 16 . Thi s HAS SKILL as soc i ation
~on n ects people with t wo different kinds o f ski lls .
US EFUL
SKILL and jSELESS SKILL cou ld have comp l etely dIfferent data
jefinitio ns . Thu s , " Kinds of end3 " wo uld be ans wered 1 , 2 . In
rict o ribl data ~efinitions , the ans wer to this question is
s hown by enclosing t he A- end or B- e nd data definitio ns inside
dotted boxes if " Kinds of ends 'l is no t 1 . Similarly , t he
::,'\.S SKI LL a ssociation just considered could be surruna r ized
~i : h o ut a picturc as foll o ws:
Card inality :
Kinds o f enrjs:
Loop:
Complete :

I-N
1,2
NO
NO , NO

" Kind s o f ends " wo uld be ans wered 1 , 1 f o r a ll the ve rs ions o f the OWNS aSSOC i a ti on cons id e red in Pigure 3- 20.
~i[ure 3- 23 shows an aSSOCiation wi t h " Kinds o f ends " 2 , 2 .
? he BUDGET associat~on inte rrel ates people and organi zat i ons
~ith their supplies and salaries .
Because i t is " :ardi nality "
. - :1 , each !nstance :!~%s either a single pe r son e r e ne
"r L:anl:::ati o n vlith a r; o llection o f suppl i es and salaries . The
~ : z c c i atlon sh0 wn i~ ~lc~re 3- 23 I s a basically jlfferent
: : r uc ture fr on the rc~r si~i12r "~ lnds o f e nds " :,~ a5socl~ 
~ 10:1S shc '...';, in :ir:.; r-= 3- 21.; .
~h'? f0rr.1ltr st ru -=tu ro:: ~ay t.e

I
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DEFINITION

l
I
I

Si USEFUL SKILL INSTANCE
XSi USELESS SKILL INSTANCE

2 INSTANCES

FIG.3-22 . "KINDS OF ENDS"',2 ASSOCIATION.
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FIG. 3-23. "KINDS OF ENDS" 2,2 ASSOCIATION.
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FIG. 3-24. ALTERNATIVE TO SINGLE
ASSOCIATION OF FIGURE 3-23.
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des lr ~ b l~

~ ~r

~ easo~s

of

s ~ ~~!:city ,

b~ n~ r allt y ,

or

E:ffl c l encj'.
The third a xis f or assoc i at i ons i s "Loop. " Thi s que s ti on, whi c h takes a simpl e Y~ S or NO a ns wer, determi nes if
t h e A- end and B- end o f t he a ssoc i a ti on may be t he same data
definiti on. Pict orially , if "Loop" i s answered YES, the
associati on forms a loop from a definition ba c k to it. Such
an ass ociation i s shown in Figure 3- 25 ; note that the answer
to "Loop" is imp11ed by the way the relation 1s drawn. The
tradit ional name for the OFFSPRING ass ociation i s a tree
structure. Another traditional structure, the linked list,
can a lso be easily model ed wi th IILoop " answered YES, as
shown in Figure 3-26. The ass ociat i ons conSide red previ ous ly
1n Figures 3-20 through 3- 23 all assumed IILoop" NO.
The examp le uses of "Loop" cons i de red so far assumed
"Kind of ends" was always answered 1,1. Figure 3- 27 illustrates another version o f the OFFSPRING association with
"Kind of ends" of 2,2. In this case, MAN and WOMAN would
both be defined by separate data definitionsj each instance
of the association associates a man or woman with N descendents. Thus, a particular instance of OFFSPRING may associate
a man and a woman, two men, two women, or numerous other
combinations of three or more people. In summary, when
"Loop" is answered YES, it means that the association connects an instance of one of a group of definitions at its
A-end with another instance from the same group of definition.
at its B-end.

At this point it is timely to conSider with a little
more precision exactly what an instance of an association il.
Some spec1fic rules have been used up to now in drawing and
counting instances in the figures; these rules will now be
made explicit.

,,

,,

I
I
I
I
I
I
I
I

OFFSPING

N
PERSON
L - -_ _ _.....

l

DEFINITION

BOB

BILL SUE JILL

JIM

MARY

2 INSTANCES

I
I
FIG. 3 - 25. TREE - LIKE ASSOCIATION
WITH II LOOP II YES.
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4 INSTANCES

FIG . 3 - 26 . LIST LIKE ASSOCIATION WITH
"LOOP" YES .
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~
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I
I
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A
JIM
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JILL

MARY

DEFINITION

I
I
I
FIG . 3 - 27. "LOOP" YES ASSOCIATION WITH
"KINDS OF ENDS" 2, 2.
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f::tr.l ~ l ':"<.a:"' ';.';:;: 1s :.oc la ·~! o r. :':: ::':-;:f":'. ;·_: r-.! e :md cars.

The b3.~lc

Is: ~~ as:. oclat i o n instance !s a c o nnecte(l co ll ec ti on
0 f e nd In :~a nces with t he nunber o f end ins tance s determined
by t he "C<:L r dlnallty " axis ans we r .
That the number o f
!n stances r.lust match "Cardinallty" I s stra ightforward. The
need for t he connect ed re s triction Is illus tra ted In Figure
3- 28 . Wit hout this restriction , the re wo uld be no way to
tell if the lower right hand co ll ect i on of end instances
we re one or two associati o n instan ce s.
(This restriction Is
nec essary because "Cardinality'! N-M does not determine an
e xact number o f end ins tances .)

~

~ ~ l~

Figure 3- 29 illustrates the rule for instances applied
to ass oc iations with "Loop" ans wered YES. This figure uses
the same tree-like and list-like data structures shown in
Figures 3- 25 and 3- 26 . Each individual instance is enclosed
in dashed lines. In this case, a single end instance may
pa rticipate in two instances of an association. For example.
in the top right of Figure 3-29, SUE is a B-end of an
OFFSPRING association whose A-end is BOB, SUE is also the
A-end of anot her i nstance which relates her to JIM .
A similar overlap between end instances can also occur in
instances o f a data structure wi t h two or more associations.
For example, in Figure 3-21, the instance SKILLl is an end ot
both a NEEDS SKILL association and a HAS SKILL assoc1ation.
SKILL3 is similarly in two association instances, while
SKILL2 and SKILL~ are both in only one. The "Exclus1ve" ax1s
(see below) distinguishes some of these different cases . .
The remaining two questions of the assoc1ation model
concerned only with data integrity. If data integr1ty 1s

,,

I PERSON P
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I70
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2 INSTANCES OF
"CARDINALITY" l-N
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I
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BUICK

2 INSTANCES OF
"CARDINALITY" N-M
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FIG. 3-28. WHAT'S AN ASSOCIATION
INSTANCE?
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FIG. 3-29. ASSOCIATION INSTANCES WHEN "LOOP"
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being considered , these questions should be answered j other wis e , they may be ignored.
The nComplete " axis 15 used to specify if the ends of an
associati on can e x ist independently without taking part in

any association instance . Its use is easily illustrated with
the . same OWNS association between cars and people . Figure
3- 30 s hows two versions of OWNS with different "Comple te "
answers . The values of !' Complete " are shown at each end of
the association prefixed by a "C=" . In the association sho wn
at t he top of the figure , instances of PERSON which a re not
related to any CAR as well as instances of CAR without an
owner may both exist . Depending on the use of the data base ,
this mayor may not be desirable . In the situation where all
cars in the data base must be owned by a person , t h ~ model
shown at the bottom of Figure 3- 30 is appropriate . In this
case , since "Complete " is answered YES f or the CAR end of
OWNS , every CAR instance must be part of some instance of the
association . If the data base contained only car owning
people, " Complete " would be answered YES for the other end of
the associat i on as well . For brevity, the "Comple t e " answer
will often be shown only if it is YES .
The fi nal axis , " Exclusive ," is us ed in a somewhat different manner to r eco r d data integrity conS i derations .
Whereas "Complete , " when answered YES , prevents end
instances from becoming "unconnected ," " Exclusive," whe n
answered YES, prevents the ends from being part of too many
associations. The pre vi ous axes for associations all apply
to the association itself . " Exclusive ," however , is con cerned wi t h data definitions which are ends o f two or more
associations. For example, Figure 3- 21 showed t wo associa tions , each of whi ch had as one o f the ir ends the SKILL data

,.

,

JOE

PERSON

~ C=NO

I
70 BUICK

OWN S
Nri C= NO
CAR

BOB
SUE

~

64 T BIRD

73 FORD

68 JEEP

4 INSTANCES
PEOPLE AND CARS EXIST INDEPENDENTLY
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BOB

I

70 BUICK
SUE

OW NS

~

Nc' C=Y ES
CAR

64 T BIRD

73 FORD

3 INSTANCES
CARS MUST BELONG TO SOMEONE

FIG. 3 - 30. USE OF "COMPLETE" FOR DATA
INTEGRITY.
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definition.

In this example , "Exclusive II would be answered

llO for SKILL with regard to NEEDS SKILL and HAS SKILL since a

particular skill may be both possessed by people and required
by machines .
The example s hown in Figure 3- 31 shows how "Exclusive "
may. be used to restr i ct associations for reasons of data
integrity. For the two associations shown, it 1s clear that
a person cannot be both a current and former employee. Thus ,
for PERSON the "Excluslve ll quest i on is answered YES with

r egard to the CURRENT EMPLOYEE and FORMER EMPLOYEE associations . This answer is indicated pictorially by drawing a
dashed loop around the two associations and showing the YES
answer prefi xed by "E= " inside the loop . The instances shown

on the r i ght of Figure 3- 31 are invalid because , in each
c ase , an instance of PERSON partic i pates nonexclusively in
more than one of the associations.

As indi cated i n Figur e 3-1 9 whe r e the e nti re associat i on
mode l is defined , "Exc l usive " may be answered for any pa ir of
t wo or mor e assoc i at i ons with a common end data definition .
Thus, "Exc l usive " may also indicat e that each end instance
may be i n onl y one out of three, fo ur, or mo r e associations .
I t is a lso r easonabl e to al l ow some sub s et o f t he assoc i at i ons
sharing a common end to be exc l usive wh i l e other associations
are not so re st ri cted at t he end. Examples of s ome of these
more comp lex uses of "Exc l usive " wi ll be given in the ne xt
se ction. As wit h "Complete ," "Exc l usive" answe r s of NO wi l l
often be omitted.
The first axis introduc e d , "Cardinality ," can also be
used tor data integr1ty . F1gure 3- 32 illustrates how interrelat10ns between the "Card1nality" of d1fferent a ssociat1ons
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FIG. 3 - 31. USE OF "EXCLUSIVE" AXIS.
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I

I

can be modeled. The data structure at the top of the
uses two "Cardinality" l-U associations; however, the
uses X and Y in place of N. The added notation "Y·X" means
that any ORGANI~ATIONs associated with the same BUDGET (Y)
must also be associated with the same VICE PRESIDENT (X).
Thus, the data structure shown assumes that or~anizations
share funds only if they are responsible to the same vice
president. The middle of Figure 3-32 depicts the kinds of
instances desired. The lower section of the figure shows
sort of instances which would be allowed if no data
restrictions were added to the data definition.
This discussion has introduced the section of the model
which describes associations. Both structural and data int
rity aspects are covered by the five axes.
3.3.2

Using the Association Model

This section further describes the association model by
showing how it can be used to model some other common data
structures and also by comparing it to another modeling
scheme.
Data Structure Diagrams [Bachman 1969; Eriksen 197~J
were proposed to model the association-like structure prov
by the early data base management system, IDS. (Data Structure Diagrams are described in detail in Section 5 or this
thesiS.) These structures are similar to the "group relat
of [CODASYL 1971a] mentioned above; they are directed, l-N
relations. Data Structure Diagrams provide a concise way ot
representing a number of different variations of this sort
association.
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The first us e of the association model to be considered

he re i s shown In Fi gure 3- 33 .

This figure d isplay s all the

possible Data St ructure Diagrams f o r a single ass oc ia t i o n a nd
expresses each possibility in terms of the model develop ed in
the prior se c tion. Fi g ure 3- 33 also suggest s the correspond ing structure In the c urrently popular data bas e proposal o f

the CODASYL Data Base Task group [ CODASYL 1971J .
Consideration of Figure 3- 33 suggests that the as socia ti on model of th i s thes is can easily mo del Data Structure
Diagrams. For example, the basic Data Structure Diagram
shown at the top of the figure can be represented with the
model as foll ows:

Data Struc tur e
Diagram 1

Cardinality:
Kinds of ends:

Loop:

I-N
1J1

NO

( "Complete " and "Exclusive " answers are omitted since Data
Structure Diagrams do not assume any of the data integrity

restricti ons.)

Note that the model makes explicit the

assumption that exactly one instance of the A- end will be
related t o an arbitrary number of B- end ins tances . The other

Data Structure Diagrams in Figure 3- 33 can also be easily
modeled by changing the answers to the "Kinds of ends" and
"Loopll axes as shown in the figure.
Fi gure 3-34 continues the modeling of Data Structure
Diagrams, considering all possible diagrams of two asso c iations .
(Th ree o f the forms are give n the names sho wn by

[Eriksen 197QJ.)

Thes e data structures can be easily represented by t he model.
In eac h case , two "Cardinality" I - N
associations are used.
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FIG. 3-33. DATA STRUCTURE DIAGRAMS
MODELED.
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FIG. 3-34. MORE DATA STRUCTURE DIAGRAMS.
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Ttls ~xercise has shown that the association model can
b~ used ~s depict the data structuring ~echniques which have
been formalized as Data Structure Diagrams. It also provides:
an exanple of how the model makes clear the characteristics
of a data structure without relying on a name.
The CODASYL Data Base Task Group proposal [CODASYL 1971]
suggests a "set" structure which was included for compari80n
with the Data Structure Diagrams Just considered. The aS80ciation model can also be used to gain insight into this data
structure. The DBTG "set" is rather more complex than m08t
people's idea of set. In the catalog of data structures in
Appendix A, it appears both in the owner-member structure ancl·.
linked list rows. Figure 3-35 describes this rather complex
structure with the model. As can be seen, more than a sinsl.
association is necessary to faithfully model it. The MEMBERS
association relates one owner instance with any number ot
instances of a group of members. This
as follows:
CODASYL DBTa
Set MEMBER

Cardinality:
Kinds ot ends:
Loop:

l-N
1,X
NO

X~l

Then each member instance i8 related to the
a180 the "prior") member instance by another a ••ociation
wh1ch is modeled:
CODASYL DBTa
Set NEXT

Cardinality:
Klnd8 ot ends:
Loop:

1-1
X.X 1>1
YES

-

o
N

r---

1 MEMBERS

1

~------,..,...,

II

II

NEXT

I

I···

1L ______________
[M 1
M2
M3
1
~

DEFINITION

o

OWNER

Mi

MEMBERS

1

- - MEMBERS
- - - NEXT
INSTANCES

FIG. 3-35. CODASYL DBTG SET MODELED.
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The ordering of member instances is defined by the "order 1s·
clause ~n the DBTa proposal; it could be specified in the
association model as an "is" comment. The DBTG proposal alao
includes data security and search Information for sets; such
information Is not covered by the association model, but some
aspects are included In the file model (see Sect10n 3.~.2).
As shown in Figure 3-35, the DBTO set prov1des only a
"Card1nality" l-N relation between its owner and members.
Since "Card1nality" N-M associations seem to be a usetul
representation of many real world situations, the DBTO proposal suggests a way of implementing them in terms ot its
"sets." This method is modeled in Figure 3-36 where it is
applied to the HAS SKILL association considered earlier in
Figure 3-21. As shown, two "Cardinality" l-N associations
and an additional end data element are used. (Note that thia
form is very similar to Data Structure D1agram 5 trom Pigure
3-3~.)
Each instance of the additional LINK data element il
used to pair one person with one skill. The LINKs which are
associated with a PERSON by the PERSON'S SKILL association
are in turn related to the person's skills by HELD BY. Th11
setup allows the full generality ot a "Cardinal1ty" N-M association: any N instances ot SKILL may be related to any M
instances ot PERSON, and vice versa. (The number or spec1al
links required to do so equals the number ot Xs which would
be required it the orig1nal association were expressed in
tabular torm as 1n Figure 3-18.)
Figure 3-36 also illustrates the use ot the data 1ntesrlty questions "Complete" and "Exclusive." The LINK ends ot
both the HELD BY and PERSON'S SKILL associationa have
"Complete" answered YES. Every LINK instance must be part ot
both these associations it the suggested solution 11 to work

SKILL
NU
PERSON

.A

HAS,"
SKILL

"CARDINALITY" N-M ASSOCIATION

----- - - - - - - - - - - -- - - PERSON

SKILL
C=NO~ 1

"

Jl1

C=NO

~

HELD"
BY"

---~.

E=NO

" -----N
C=YES N

, PERSON'S
SKILL

r-,
~'

C=YES

LINK

IMPLEMENTED AS TWO "CARDINALITY" I-N ASSOCIATIONS

-------------------BOB

BILL

,/\
Ll
L2
.I
i

SKILL I

/\.
L3
L4

......,
... .1-....
.

;

JOE

,.

--PERSON'S
SKILL
-'--HELD BY

\
..... ,.i

SKILL 2

SKILL 3

SKILL 4

INSTANCES USING LINK

FIG . 3-36. CODASYL DBTG SOLUTION TO
"CARDINALITY" N-M LACK.
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properly. (This implies "Exclusive" NO for the LINK end.)
The other ends of each association have "Complete" answered
NO because some people may have no skills and some skill may
be possessed by no one. The "automatic" versus "manual" and
"mandatory" versus "optional" distinctions of the DBTG set
are related to the "Complete" question. The proposal also
assumes "Exclusive" will always be answered NO.
The CODASYL DBTG set and one of the data structures
consisting of multiple sets are thus shown to consist of dif-.
ferent parts and each part can be understood with the association model. Although these data structures become rather
complex, they are useful for representing many real world
situations in a "network" style data base management system. ','
[Curtice 1974J provides several illuminating and practical
~
examples of uses for the more esoteric features of sets. The
modeling exercises carried out above supply some much needed
insight into why sets work the way they do.
It is also enlightening to further examine the "group
relation" suggested by the CODASYL Feature Analysis work
[CODASYL 1971a]. As mentioned in Section 3.3, the "group
relation" associates a collection of "parent groups" with a
collection of "dependent groups." (Like both the CODASYL
DBTG set and Data Structure Diagrams, group relations are
directed.) It seems fair to say that [CODASYL 1971a] is just
a little vague about exactly how general "group relations"
may be. Figure 3-37 models what is probably the most general'
structure intended. As can be seen, the group relation is
considerably more complex than either the DBTG set or Data
Structure Diagrams.
As mentioned in Section 3.3.1, although the definition
of group relation clearly allows arbitrary answers to "Kinds.

r- - - - - - - - - ,

r - - - - - - - - -,
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I
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I
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MI
I
I
I
I
I
I
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I
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I
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I

•
•
I
•
IL _______

I
I

L _________ .J

Pi

I
I
I

D

IN

•
•
•

I
I
I
I

PARENT
GROUPS

__ J

Di DEPENDENT
GROUPS

CARDINALITY: N-M OR 1-N OR 1-1
KINDS OF ENDS: X ~ 1, Y ~ 1
LOOP: YES OR NO

?
EXCLUSIVE: ?
COMPLETE :

FIG . 3- 37. CODASYL FEATURE ANALYSIS GROUP
RELATION MODELED .
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of ef,ds," the most complex example provided is a simple "Kinds
of erids" ~ns·. ;cr of 1,2 (si:nilar to Data Structure Diagram 2 in
Figure 3-33). Similar problems arise in trying to determine
the proper answer to "Cardinality." In view of the definition of instance given [CODASYL 1971a, p. 112J and the
example shown in that reference as Figure 2-20, "non-hierarc
group relations have "Cardinality" N-M. Likewise, "hierarchic
group relations assume "Cardinality" l-N and "non-repeating"
•
group relations probably are intended to be "Cardinality 1-1.
The lesson to be learned is that names are hard to define
with English; the model suggested here leaves much less
subject to the reader's interpretation.
To further demonstrate this difference, an example
using several associations will be modeled. This example
originally appeared in [CODASYL 1971a, p. 138J as shown in
Figure 3-38 (the format is similar to a number of intertwined
Data Structure Diagrams). Figure 3-39 redraws Figure 3-38 in
terms of the association model. Additionally, whereas all
the other examples considered in this section have shown only
the details of the associations, Figure 3-39 includes a
complete data definition of the ends in terms of the aggregate model. Since details of the ends were not provided in
[CODASYL 1971aJ, Figure 3-39 has been fleshed out using the
organization data base of Figure 1-1. This example begins to
show how the data structure model is actually used to
describe practical data organizations.
Since Figure 3-39 is the first fully detailed example, 1
is worth considering in some detail in order to see just what
the model can do. The details which the model faithfully
represents are best appreciated by simply listing the most
interesting ones:
1.

Each person works for exactly one organization;
EMPLCYS has "Cardinality" I-N.

EMPLOYS

IS
RESPONSIBLE
FOR
WORKS ON

PERSON

PROJECT
IS LEADER OF

HAS

SKILL

FIG. 3-38. COOASYl FEATl.f£ ANALYSIS DATA
STRUCTURE.
!
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N

HIERARCHY

IS RESPONSIBL E FOR

HOMOG ENE OuS · NO
BAS IC !TEM S. YES
ORDERE D. NO
NUMBER · FIXED
PERSON

IDENTIFICATION ; NAME

-10

INTEGE

EMPNAME BIRTH

•••

-- - -

STRING

HIERARCH Y

DATE

HOMOGENEOuS : NO
BASIC ITEMS . YES

N

ORDERED : NO
C:YES
PROJECT

IDENTIFICATION . NAME

-- -- ---

INTEGER

M

•

NUMBER · FIXED, 3

JOBCODE AUTHOUA

ARRAY

C:YES

AUTHSAL

INTEGER

C:NO

HOMOGENEOUS : YES
BASIC ITEMS : YES
ORDEREO · YES
HUMBER . FIXED, 2
SKILL

IDENTIFICATION : NUMBER,l-2
INTEGER

1 IS SKILCOOE

2

~ SkLYRS

FIG. 3-39. DATA STRUCTURE OF FIGURE
3-38 MODELED.
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Ga~a

base co ntains d a ta o nl y

~~; : :!~e s ;

atc~t

thus, the PERSON end c f
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peop le who ar e

~~:?: OY S

has

ll

" r:o;'lpl ete YES. But, an organ i za:lo:1 may have no
employees at t h e moment, so the othe r end h as
" Com plet e " NO.

3.

Sim ilarl y, an organ i zation may have many proJects,
ea c h project belongs to exactly o ne or ganization , a nd

some organizati ons have no proJectsj thus , IS
RESPONSIBLE FOR is "Ca rdinality" l-N, and "Complete"
NO,YES.
4.

A person may wo rk on any number o f projects at once,
and more than one person may be assi gned to ea ch

proj ect, so WORKS ON is "Cardinality" N-M.
5.

Each project has exactly one leader , some people are
not leaders, but no one can lead more than one
project; thus, IS LEADER OF is "Cardina11ty" 1-1 and
"Complete" NO,YES.

6.

A leader cannot also work on any project; thus, WORKS
ON and IS LEADER OF are exclusive at their PERSON end.

7.

People may have no skills and some skills may be
possessed by no one; hence HAS is "Complete" NO,NO.

All the other coabinatlons or relatlons whlch share ends are
"Bzclualve· NO.
A. tbl. last e:&aIIPle 1ndtcat••• the data .tructure
lIOdel oan do qll1te a blt tor data 1ntecrtt,." BoweY8r. 1t
I \

.

~-'"

,

A,

_

-
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cannot go all the way. The primary purpose of the ~odel 1s
to characterize :h~ structural aspects of data organization;
some kinds of data integrity remain beyond its reach. An
example of a data integrity restraint which cannot be handled
is shown in Figure 3-40. The data structure considered 1s a
portion of the one Just modeled in Figure 3-39. The desired
data integrity restraint could be expressed: the leader of a
project must be an employee of the organization responsible
for the project. The instances shown differ in exactly that
way; BOB and JILL lead projects which belong to each other's
organizations in the undesirable instances. No combination
of the five association axes can model this kind of
restraint. Further consideration of what the data structure
model (and particularly the part for associations) cannot
accomplish is postponed until Section 7.1.

3.4

File Model

Files are the final general classification of data
structures from Appendix A. This section describes a model
for files and, hence, completes the data structure model.
The model will be used and more examples of its use will be
presented 1n Section 4 where the model is adapted to top-down
design.
Files provide the connection or
tion and its user. A file defines a
picking particular instances of some
structure; that part is known as the

linkage between informaway of selecting or
specific part of a data
filets entrl.

A tile takes a data structure and adds addItIonal .t
ture to correlate tbe entry wIth 1nformatlon known to ~
user. '!'he original data structure MY con.1st ot ",S.
,,:\/~~,;:c
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I
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PROJ2
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MIKE

JI~
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UNDESIRABLE
INSTANCES

--EMPLOYS
- - - IS RESPONSIBLE FOR
_._- IS LEADER OF

FIG. 3-40. UNSOLVABLE DATA INTEGRITY
RESTRICTION.
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ite~s,

may

and associations be:ween them.
more acgregntes or bas~c i~ems.

2~cregates,

be ~~e ~r

The entry

A file data definition specifies data definitions for a
particular data structure, including one or more entries, and
rules for 5electing particular entry instances. Thus, the
underlying data structure of a file, including the entries,
can be modeled using the axes developed in the preceding sections. The model to be developed in this section must describe the method of picking entry instances from a collection
of instances of the data structure.
Outline forms for pictorial file data definitions are
shown in Figure 3-41. As mentioned above, the sections of
the model previously described are used to depict a data
structure. The file structure is drawn as a circle with an
arrow connecting it to each entry data definition. The characteristics of the file are presented inside the circle.
The model considers files on a logical plane without
details of implementation. In this way, a reasonably general
file can be modeled without resorting to the 1ntroduction ot
a particular style or type of files (in contrast to what was
required to gain an understanding of associations). The very
simple, yet general, concept of file described above 1s adequate for studying the file structures of common data base
management systems and programming languages.
A file instance conSists of any number of instances of
its component data definitions and a particular set of rules
for pIcking entry instances. An example file instance will
be shown in the next section.

ENTR Y 1

FILE
FILE
NAME CHARACTERISTICS

•••
• ••
ENTRY 2

FILE WITH TWO ENTRIES

--------- -- ---- - - - - •••
ENTRY

FILE
FILE
NAME CHARACTERISTICS

FILE WITH SINGLE ENTRY

FIG . 3-4 L

FILE DATA DEFINITION.
-

.-. '). .
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provide the means'
th'2:: 2~'t:" :3:.~11 i:·.J0;~cr,jc:1t of particular
acce3.::;;g ~:~herrfes or ~ethcds.
For in:3:':i:lce, a sequential
ordering G~ data elements may exist i~dcp~ndently from any
arran[e~e~~ ~or sequ0ntlal access.
Thus the model will
conslde~ :he structural aspe~ts of file organization.
also te

3.~.l

~0~e~

:h2: whi2c

~iles

Model for Files

Figure 3-42 presents the four axes of the file model In
the same format which has been used previously (Figures 3-4
and 3-19). Each question will be discussed individually.
The first axis, "Selection," describes the method used
to select a particular entry instance from the file. Files
were distinguished according to this characteristic in
Section 2 and in Appendix A. The four types of "indexing"
files shown in Appendix A correspond to the four possible
answers for "Selection." The two kinds of "key tiles" are
represented by the answers SPECIAL KEY and BASIC ITEM KEY.
"Current painter files" are modeled with the answer
CURRENTNESS and "sequential files" which have nothing but
strict sequential structure have "Selection" answered NONE.
Figure 3-43 shows a "Selection" BASIC ITEM KEY tile;
REGISTRATION f1le is based on the familiar OWNS association.
This fl1e correlates a key value with all CAR instancea
have SERIAL NUMBER components with the same value. An
instance of REGISTRATION 1s shown in Figure 3-~4.
figure shows the particular key values which are a'_vw.,a •.•_
with each entry instance. Like all instance.,
files change from time to t1me. The REOISTRATIOK tile .~

tnetan...

1 WHAT KIND OF SELETtON IS USED?

SELECTION: NONE, SPECIAL KE Y
BASIC ITEM KEY. CURRENTNESS
i

WHAT DOES THE USER SPECIFY TO PICK
ONE OR MORE ENTRY INSTANCES?

THE FOLLOWING QUESTION IS
ANSWERED ONLY WHEN "SELETION" IS BASIC ITEM KEY

IS Tt£ ENTRY UNIQUE ?
OOES EACH SELECTION SPECIFY A SINGLE
UNIQUE ENTRY INSTANCE (AS OPPOSED TO
TWO OR MORE)?

UNIQUE·

3

IS THE FILE SEQUENTIAL?
IS ANY KIND OF ORDERING WHATSOEVER
IMPLIED AMONG THE ENTRY INSTANCES?

SEQUENTIAL:

4

HOW MANY KINOS OF ENTRIES?
HOW MANY DIFFERENT DATA DEFINITIONS
MAY ENTRY INSTANCES BE DRAWN FROM?

KINDS OF ENTRIES

-2

YES,

NO

I

N

o

'"

YES, NO

• DATA INTEGRITY

FIG. 3-42. MODEL FOR FILES.
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FIG 3-44 INSTANCE OF REGISTRATION FILE
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h:-:v-: cars adjed and

Jeletc:-d

~

tLi;; w0ul,1 affect U:e particular

'.:crrelat1Gr1 betweer. serLd I:u;~ters aI:j curs shown in the
figure. The model dces not reflect these changes; it considers only the unchanging structural natu~e of the file.
The other answers to "Selection" are also quite strai
forward. BASIC ITEM KEY files have the actual key value
appearing 1n the entry instance. SPECIAL KEY files, on the
other hand, use as a key value a quantity which probably has
no particular meaning to the user. (An exception is when the
special key 1s a "record number.") With "Selection" of
CURRENTNESS, the user does not use keys directly. Instead,
the system keeps track of the most recently selected entry
instances and allows them to be selected at will. Many k1nde
and variations of current pointer files exist; with the f1le
model, additional information can be used to specify the
details of a particular scheme. Finally, some files may not
provide select10n of particular entry instances; they simply
group together a collection of instances of some data structure, possibly for sequential access. Examples of these
various answers to "Selection I, will be used below and 1n
Section 3.4.2.
The next axis prov1des some control over data 1ntegrIt,
when "Selection" is answered BASIC ITEM KEY. The "Unique"
axis records the fact that in some files there may be a
unique entry instance corresponding to any key value, whIle
in others a whole set of entry instances may be selected by
a single key value. The REGISTRATION f11e cons1dered 1n
Figure 3-43 would presumably have "Unique" YES since aer1al
numbers are intended to uniquely identify cars. Two cars
with the same serial number should not be allowed 1n such a
data base.
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Another file, also based on OWNS, is shown 1n Figure
3- 45; this file has "Unique" NO . The MANUFACTURE fil e asso ciates any number of cars (entry instances) with a key value
such as 117 4 Ford . 'I This file also shows that a basic item
key can consist of two or more basic items.
When "Unique " is answered YES, the correspondence
between key values and entry instances can be viewed as a
mathematical partial function : the file maps each element in
its domain (key values) into at most one range element (entry
instance). When " Unique" Is NO, the correlation i s not a
mathematical functi on since one key value may correspond to
more than one entry instance.
The other possible answers to "S election " all imply a
"Unique" answer of YES . Current pOinters , for instance,
al way s select a unique entry instance . In these cases , the
"Unique " answer may be left blank or a YES filled in even
though no further information is provided by such an answer.
The next axis , "Sequential," determines if there is any
sort of ordering among the entry instances . This ordering
may exist independently of the answer to "Selection . II
Figure 3- 46 pr esents a n a lternat ive version on the REGISTRATION
fil e organiz ed in a seq uential manne r in addition to using
bas ic item keys. This version adds a logical ordering of the
ent ry instances according to the year of the car ' s manufacture . The details of the ordering are specified as additional
information following the YES answer to "Sequential." It is
clear that there are two sorts of orderings: increasing and
decreasing. Also, a file may have both major and minor

HIERARCHY
HOMOGE NEOUS

NO

BASIC ITEMS , YES
ORDERED , HO
NUMBER , FIXED, 4
IDENTIFICATION , HolME
SERIAL
NUMBER

---

MANUfACTURE

YEAR

--

MAKE

--- -

INTEGER INTEGER MANUF STRING

SELECTION , BASIC
ITEM KEY,
YEAR AND MAKE
UNIQUE , HO

HIERARCHY
HOMOGE NEOUS , NO
BASIC ITEMS , YES
ORDERED , NO
PERSON

COLOR

NUMBER , FIXED
IDEHTIFICATION , HolME

NAIIE

AGE

STRING

INTEGER

•••

---- ---- --FIG. 3-45. MANUFACTURE FILE WITH
"UNIQUE" NO.
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HIERARCHY
HOMOGENEOUS: NO
BASIC ITEMS: YES
ORDERED: NO
NUMBER: FIXED

PERSON

IDENTIFICATION: NAME

NAME

--

STRING

REGISTRATION

SELECTION:
BASIC ITEM
KEY, SERIAL
NUMBER
UNIQUE: YES
SEQUENTIAL:
YES,
INCREASING
YEAR

AGE

-INTEGER

-•-• • -

OWNS

HIERARCHY
HOMOGENEOUS: NO
BASIC ITEMS: YES
ORDERED: NO
NUMBER: FIXED, 4

CAR

IDENTIFICATION: NAME

SERIAL
NUMBER

-

YEAR

MAKE

-- -

COLOR

--

INTEGER INTEGER MANUF STRING

FIG. 3-46. REGISTRATION FILE WITH BOTH KEY
AND SEQUENTIAL ORGANIZATION.
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orderings.

For example, the REGISTRATION file could be

ordered first by YEAR and then by MAKE within each year.

All

information of this sort is specified as additional information.

The "Sequential" axis distinguishes only the basic

structural difference between files which have any sort of
order and those which have none.
The files considered in Figures

3-43 through 3-46 all

have a single kind of entry, i.e., the user of the file
always selects an instance of the same data definition.

This

need not always be so; the "Kinds of entries" axis models
this fact.

Figure

3-47 displays a file with "Kinds of

entries" answered 2.

Note that the answer to this axis is

implicitly shown in the pictorial data description:

the

answer equals the number of arrows between the file's circle
and entry data definitions.
file in Figure

The data structure of the SKILLS

3-47 is the HAS SKILL association with "Kinds

of ends" 1,2 from the previous section.

The file correlates

a useful or useless SKILCODE with the appropriate kinds of
instances.

From the entry instance, the associated person

who HAS the SKILL can be found by "navigating It through the
data structure.
In the previous example, the file's data structure contained an association which was very "compatible" with the
file, i.e., the file was "Kinds of entries"

2 and the asso-

ciation was "Kinds of ends" 2 at its appropriate end.
need not always be the case.

Figure

This

3-48 illustrates another

file with two kinds of entries which, in this case, are not
part of the same association.

The data structure of this

file was also considered in the previous section; the HAS
SKILL and NEEDS SKILL associations connect people who possesS

HIERARCHY
HOMOGENEOUS: NO
BASIC ITEMS: YES
ORDERED: NO
NUMBER: FIXED
PERSON IDENTIFICATION; NAME
NAME

-

AGE

UNIQUE: NO

•• •

-

r------N
I

SELECTION:
BASIC ITEM KEY,
SKILCODE

------1

ARRAY

ARRAY

I

HOMOGENEOUS: YES
HOMOGENEOUS: YES
I
I
BASIC ITEMS: YES
BASIC ITEMS: YES
I
I
ORDERED: YES
ORDERED: YES
I
I USE- NUMBER: FIXED, 3
USE- NUMBER: FIXED, 2
FUL
IDENTIFICATION: NUMBER LESS IDENTIFICATION: NUMBER I
I SKILL
SKILL
I
I
INTEGER
INTEGER
1 ~ SKILCODE
I
tIS SKILCODE
I
2
SKLYRS
2l.S SKLYRS
JOBCODE
IL_ _ _ _3_ _
I
_ _ _ _ _ _ _ _ _ _ _ _ _ :J

FIG. 3-47. SKILLS FILE WITH TWO KINDS OF
ENTRIES.
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HIERARCHY
HOIIOGE NEOUS
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BASIC ITEIiS NO
ORDERED NO
PERSON

NUIIBER FIXED
IDENTIFICATION NolliE
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WORK
SCHEDULES

SCHEDULE

N

BASIC

SCHEDUL~ DATE
UNIQUE , NO
SEQUENTIAL. NO

N-TUPLE
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BASIC ITEIiS YES
ORDERED YES
SKILL

NUIIBER FIXED, 2
IDENTIFICATION , NUIIBER
2
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,,

HOIIOGE NEOUS NO
BASIC ITEIiS NO

N

ORDERED · NO

NEEDS SKILL

,
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IIACHINE

IDE NTlFlCATION , NolliE

I--"T"""--.......--~

IIACH'"

SCH£DULES

NUIIBE R UNBOUND
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..........
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ORDERED NO

USE

"

""

FIG . 3-48. SCHEDULE FILE WITH TWO KINDS OF
ENTRIES .
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skills with machines which need the skills. The PERSON and
MACHINE hierarchies use a SCHEDULES aggregate which would be
defined separately, as shown in the l ower co rn er of the
figure. The SCHEDULE file connects a date with the people
scheduled to work that date and with the machines scheduled
to be used . Note that "Unique!! 1 s answered NO since many
people probably work with many mach ine s on every date .

Thus

any particular date is linked to both ins tances of PERSON and
instances of MACHINE, as shown in Fi gure 3- 49. Figure 3-49
includes only the PERSON and MACHINE instances (at the top
and b ottom of the drawing respectively) and does not show
SKILL instances or either of the associations.
This SCHEDULE file (Figure 3- 48) and its example
instance (Figure 3- 49) demonstrate two interesting aspects of
files with "Selection " BASIC ITEM KEY. First, the basic item
whose value the key matches may be a subelement of the actual
file entry. In the SCHEDULE file, inst ances of either PERSON
or MACHINES (the two entries) are selected according to the
values of the WORK or USE subelements of the two hierarchy
structures. Thus, the key matches a lower level component of
the entry. A more exact way of representing this with the
pictorial data definitions wi ll be presented in Section 4 as
part of the top-down method for describing data structures.
Second, any instanc e of the ent ry in a file may have
multiple occurrences of a basi c item on which a file i s
based. In the example SCHEDULE file, a particular instance
ot PERSON may be selected by any number of dates. In this
ea.e, ·Unique" may still be answered YES or NO, depending on
.-ether tbe various key values each occur in exactly one
pJ,!'toe or not.

l.tt.': "

~

.. _

.
~rU6. 'ot the tile model have now been discussed.
exa.plt. uaed to illustrate tbe model has cona .1A&J.e tile, however, t:ypieal uses may require
;
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FIG. 3-49. PARTIAL INSTANCE OF
FIGURE 3-48.
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several files which connect a data structure to i ts users .
Figure 3- 50, whi c h uses the same data structure as Figure
3-48, provides three separate files. In a general ized data
base manageme nt system , different users may use the stored
informat i on 1n different ways; thus , various sorts o f conne ctions between keys and entries may be provided. The data
definitions of Figure 3-50 show a sequential PAYROLL file,
and keyed SKILLS and EQUIPMENT files. Different users may
wish to enter the data s tructure at any of the three points
shown .

An important aspect of the file mode l is that is c ha racterizes a file independently from the kind of data organization it contains. Us ing the classical term, the file model
does not distinguish between files according to the type of
"records," but rather according to the kind of correspondence
between the entries and the user. In the following section,
the model will be used to describe some file structures from
existing data base management systems; such files usually are
not distinguished from the data structure which they use.
3.4.2

Using the File Model

Perhaps the best way to appreciate the file model is to
see the clarity it can lend to file structures of the CODASYL
DBTG proposal [CODASYL 1971, pp. l25-148J. Numerous, optional
intertwined files are proposed, all of which are relatively
inseparable from the underlying "owner-member" data structure.
(This data structure has been modeled and discussed in
Section 3.3.2.) Figure 3-51 is a composite model of all
these files. The files are simply named A, B, C, etc., in
the figure; their characteristics will be discussed in the
text.
F1rst, each member "record" has a file automatically
assoc1ated w1th 1t independently of 1ta occurrence in the

I

HIERARCH Y

PAYROL L

HOIIOGENEOUS NO
BASIC ITEIIS NO
ORDERED NO

PERSON

UNIQUE SEQUENTIAL YES,
DECREASING
SENIORITY

NUIIBE R FIXE 0, 3
IDENTIFICATION NAIIE
NAIIE

-

STRI

WORK

SENIORITY

-- -SCHEDULE INTEGER

N

HAS
SKILL

N- TUPLE
II

SKILL

SKILLS

HOIIOGENEOUS , NO
BASIC ITEIIS , YES
ORDERED , YES
NUIIBER , FIXED, 2
IDENTIFICATION , NUIlBER

SELECTION , BASIC
ITEII KEY,
SKILCODE
UNIQUE , YES
SEQUENTIAL , NO

---

---

I

2

SKILCDDE

SKLYRS

N

NEEDS
SKILL

r-_____H;..I.;;E;..R;..AR;..C;.;H.;.;Y_...
HOIlOGENEoo5 , NO
BASIC ITEIIS , NO

IIACHlIIE

EQUIPMENT

SELECTION ,
SPECIAL KEY
UIIIOU£ , S[QU[NTIAl. , YU,
OECRUSING ME

OfIOERED , NO
NUIIBER FIXED, 3
IDENTIFICATION , NAIIE
MACH AI

-

--- U5E

AG[

_TUE SCHEDll.ES INTEG[

FIG. 3-50. MULTIPLE FILES.
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OWNER
1

N
I
I __----''"--_~
I

MEMBER 1

MEMBER 2

: ......-r----r-.......I
IL _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

••• 1
1
1
_____ I
~

•••

FIG. 3-51. CODASYL DBTG FILES.
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BAS! C I:'E:·t KEY
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'.lent 1:..d :
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en t rie,,:

" ~ elc c tl o n"
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by the " location
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mode of " dire c t" co rre spon ds t o
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~PECIAL

L oc~ llon
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loca ti o n ~ o de may a lso be "vi a" 111 whi c h co.se the record Is
not an entry; instead, t he re cord in stanc e wil l be found by
rlavlgatln~ down to it fr o m I ts o wner.
(7hi s lr.lplles the
~~cord will later be defined to be pa r t o f a .set.)
Finally ,
Tnu~ ,

the A file s o f Plrure 3- 51 are the basis o f a stra ip'ht-

fc. rward form o f keyed access . (Althoueh the DBTG " Da ta
De finiti o n Lan~uage1 1 d oe~ not in clude a provisi on f o r n ut ing
it ,

th ~

" uatil

:'lanl~ulatl o n

l<.anfuace ll

cu rre nt po i/Iter f o r ehcll kind o f

<1l: ~ o

ma.~es

~va. ilabl(>

;J

~e c ord " )

By Vil"tue o f ta kl n~ part I n a se t s tructure, each member
,c quires 3no thc r file, 3hown as file B1 in Flvure 3- 5 1 .
-:-~ le se file ::: are :7lo r e e(:"n('r~: l :;':~C:.r. :' h~ A f il es Ju:t c on:-. l de red ~hey provide both se quen t i al ~ ~~ r a nj ox ~cc~s= .
?11c e Is
l:lod ele j :

os::;
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The "as cend in g !' or "des c ending" clauses pro vide increasi ng
and de c reasing major and minor orderings based on components
o f the particular member record. The keyed aspects o f the
file are defined with the !'search key" clause (which also
allows user selection o f alternative implementati on tech niq ues) . The ba sic ite ms used as keys 1n the B files may be
the same or different from those used 1n the A file s .

Each DBTG set also has two files associated with the
entire set (as opposed to the A and B files which connect to
the individual member records). The first of these, shown as

the C file in Figure 3-51, is modeled:
DBTG C
File

Selection:
Unique:
Sequential:
Kinds of entries:

NONE
YES
equals number of members

The multiple entry, sequential C file is controlled by the
"order Is" clause.

The simp lest form of

lI

o r der 1s" specifies

a chronologi c al ordering. Other forms define various
alternative major and minor orderings based upon the re cord
names, the items used to order the B files, or the special
keys which may be used with the A files. Thus the C file can
have a little bit of everything thrown into its ordering
criteria.
In all cases, the C file Is strictly sequential;
no forms of indexing are supported .

The final file, D in Figure 3- 51, is another implied
"Selection" CURRENTNESS file. The Data Manipulation Language
for COBOL provides a "current of set-name" qualifier that can
select any member or owner instance. This D file Is modeled
as shown on the next page .
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C=TG D
?! Ie

Select l o:1 :

CU RR ::: ::T:JESS

Unl q'JP:
~e que!1t

! a!:

Y.lnds o f entries:

::C
equals number of members plus one

7his current pointer I s rr,alnta!ned as a side effect of othe r
:o rJ'l~"fIands

1n the Data !·:a nl p ulat I o n Lan,z:uage.

It seems fair t o say that this exercise wi t h the file
model provides a simple, easy to underst and Inslp~t into the
9BTG data organization. It at le ast supp lies a clear dls!~
t inc tion between the I'set'l structure itself and the flI es
associated with it. Some o f the finer nuances and many of th.!
Implementation det ails whi ch the DBTG proposal includes are ~
~
absent from the model; however, the model does prov1de a
s Impl e , yet definitive, description of the logtcal structure
of this data organizat i on.

•

The CODASYL Feature Analysis work also defines a generall.~
ized "file" [CODASYL 1971a , pp. 134-144). The data structure ·
shown in t he previous section as Figure 3-38 was introduced
by Feature Analysis as "a file with multiple (gro up) entry
schemas." This so-cal led file will be modeled here and 80me
questi ons raised about the Feature Analysis file concept.
First, the distinctions between the term entry as used here
and in CODASYL Feature Analysis should be noted. [CODASYL
1971a, p. 120) defines an entry as "a set of groups and grO~P
relations in which one and only one group, the ~~~~~~!:~
group, is not contained in or subordinate to any other
The term entry used in this thesis is most similar to the
Feature Analysis entry-defining group but without the
restriction that it not be related or associated with
parts of the data structure. An entry, 8S used here,
any part of the data structure which is aelected by a fil ••
regardless of which associations it partiCipates in.
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The above generalization of the entry (or entrydefining group) is obvi ously quite useful. Figure s 3- 43 and
3-45 sh ow two files based on the same OWNS association. I f
OWNS were a directed group rela tion, either it s CAR end or
PERSON end would be subordinate t o the other and hence not
acceptable as a Feature Analysis entry-defining group. Thus
only one of the files shown in these two figures would be
permitted.
Figure 3-52 models the Feature Analysis example considered earlier in Figure 3-38; the fi gure contains four
flIes, one for each of the Feature Analysis entry schemas.
The exact characteristics of the files were not detailed in
the original work; those shown In the figure are reas onab le
possibilities. Full data definitions for each of the
aggregates (PERSON, etc . ) have been omitted in Figure 3-52;
they would be as shown in Figure 3-39. The four files shown
each provide independent entry to the information; t his is
what the Feature Analysis multiple entry schema file means.
CODASYL Feature Analysis distinguishes associations
between entries such as those in Figure 3-39 from other associations whose ends are not entries (in the terminology
developed here) . Associations of the kind in Figure 3-52 are
called "inter-entry group relation schemas" and are considered
part ot the file itselt. This distinction seems to be unnecessary and slightly confusing. Figures 3-52, 3-39, and the
considerations within Section 3.3.2 show that such associations can be considered and modeled like any other association . In fact, the modeling described in Section 3.3.2 and
shown in Figure 3-39 was motivated without consideration ot
the data structure's use in a file . These same axis answers
applJ equallJ well to the files modeled here; thus, the
distinction see. . unnecess8r1.

SELECT ION
BASIC ITEM
KEY,ID
UNIQUE YES
SEQUENTIAL
NO

SELECTION :
NONE
UNIQUE : SEQUENTIAL :
YES,
INCREASING
ORGCOD
ORGANIZATION
UNIT

PERSON

HAS

REPORTS
TO

IS RESPONSIBLE FOR

PROJECT
IS
LEADER OF·-oCL_ _,..-_..J

SKILL

SELECTION
BASIC ITEM
KEY, SKILCODE
UNIQUE YES
SEQUENTIAL
NO

SELECTION :
SPECIAL KEY
UNIQUE SEQUENTIAL :
YES,
DECREASING
AUTHSAL

FIG 3-52 . CODASYL FEATURE ANALYSIS FILES.
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The distincti o n Is also c o nfusing becau s e entry

~c h e ma s

can them s elve s conta in n o rmal gr o up r e l a ti o n sc hemas ( i n t h e

case of I'tree" o r "plex" e nt ry s c hema s).

Thi s make s it h a rd

to determine when a particular g r o up relati o n I s int e r-entry
(and thus part of a file) and when it Is part o f an entry .

In Figure 3-3 8 , f or example, two alternatives se e m equall y
reasonable.

The first interpretati o n, implied In the o ri gi n a l

text, sees thi s data structure as four group entry s c hema s.
But it Is equally reasonable to co nsider SKILL a s a s ubc o mponent of a tree entry composed of PERS ON, SKILL, and the HAS
relation.

In this case, the data structure has only three

entries. The whole thing could equally well be a single plex
entry with ORGANIZATION UNIT at its head (assuming REPORTS TO
is "non-hierarchic"),
These problems arise because of a confusion between
entries and files; the two separate concepts seem to overlap
because of the way group relations can be used. The file
model developed here avoids these problems by treating the
file's characteristics separately from any modeling of its
underlying data structure.
Both the examples of this section show the clarity of
definition possible with the file model. The examples also
demonstrate how the model can be used to gain insight into
complex data organizations,

3.5

Summary

Section 3 has exhibited a model for common data structures in three categories: aggregates, associations, and
flIes (as shown ln Appendix A). Each section of the model
consists of a group of questions or axes; one section of the
model ls presented in each of Figures 3-4, 3-19, and 3-42.

~~~:~ ~l~urc ~ . t he J~ r~ ::~ ~ f : h r ~ ; j(. : ~ ~ J l c h nrrly only
'.!a ", ~ l; j!(> n" l~y a~e r.! :-::';':ed ..... l:h 'l. !: 3 ~. t (' !'! !3 k.
:-~ l ls l"'.')'1e1 s uc (' ('ed~ lr. j(>s,.:! '1t~ l n~ c1:\l: t ot ru ct urtn~.
~~ c ~~ l ~u~~ w1~ h o ut usln~ e l t~~ r np w ,' r n l .j na~es f n r ea c h

': 1":

",:-• ..:

t,. ::.s i c stru c~ ura.i d lffc t'e f:..: e :'; bet we en data structurrs:

e~:~ ~u e st l on and it 3 possibl e an s wers dezcr 1be one axis
alcng ..... hi ch data s tr uc tures may vPtry.

4.

TOP - DOWN DATA OESCRIPTI011

I n this secti o n, a top - do'lsn de s Ign methodol o gy
data stru ct u res wi l l be prof f ered .

~c r

This me thcd I s based

upon t he data struc t ure model devel o ped In the p ~e v ~ ou s
sect i on . The use of the t op - do vln method I s investigated
in ' Se c tl on 6 . 2, whe r e i t I s applied to a so ftwa~e

developme n t da ta base .
Thi s secti on int r oduc e s the majo r precepts o f
struc t ured p r ogramming con cen t ra ti ng on the top - down

approac h .

Then papers of Oi Jk stra , Mill s , and !of1rth ,

representing the ge nesis o f st r uc tured p r ogrammi ng , are
examined to determi ne the esse nce o f va ri ous approaches
to top-down design. Next this s urvey I s us e d t o mot i va t e
8 method for t he top-down descri p ti on o f da t a st ru ct ures .

Th1s method is then app11ed t o some of the e xamp les use d
thro ughout th1s thesis .
4.1

Introduct1on to Structured Programm1ng

Structured programm1ng has rema1ned a somewhat
nebulous term; the very fact that 1t has eluded de fin1tion
haa prompted papers [Denn1ng 1974; Gr1es 1974;
Karp1nski 1974]. An up-to-the-m1nute def1n1t10n wh1ch
1ncorporates most aspects of what now passes as the
atructured approach to programm1ng 1s offered by
[1Ac1p.r4 197"].
tb1a lack at conc1se def1n1t10n notw1thstand1ng, most
people .auld acre. that the fundamental purpose of structured
PI'OP'I .... 1a tbe better understand1ng of prograns.
~· ..·...~.~..1·tbe '-41ng rather or structured prot<r ....1ng.
~ .,.. ._ ....... ~ &0&1 a. the "1ntellectual manageabil1ty·
'OObtr. 1972a]. 'l'here are two baeie areas
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1n

wh!~h

structured

::t :-'u-:~ '..ired

prog~~~~ing

progra·.'.;..~

has

ng is bes t

sug~e5t~d

kno~'m

changes:

for 1 ts advl ce

that the J:~O be ellM~~ated fro~ the control structures
offered by ~rogrammlng :a~guages. ~ijkstra began the
at tack 0:1 GeT') wi th a no~·.· faI!icUS let ter in the ..:.C..::;.;.;.;;;:.;;.;:;;~..-::~~__
of ~ ASr~ [D1jkstra 19cBJ.
papers posit the G070 as the culprit in the creation
"rat's !'1ests" of progra::1 flo\>:; it is clai!':led that programs
without S070 are usually ~ore readable and easier to
understand. The argument that GOTO be eliminated is Made
more credible by several fornal proofs that all possible
prograMs can be written w!thout it [Ashcroft and ~anna 1972;
Bohm and Jacopini 1966). However, there are some cases
where the GOTO 1s the most straightforward solution to
progra..":1 requirements. ~,tost people now agree that certain
restricted sorts of GOTO, perhaps disguised with names
such as ESCAPE, LEAVE, or EXIT, are useful [Wulf 1972).
The control structure aspects of structured programMl
have little to offer in the way of motivation for a top-down
data structure design method. However, there
attempt to draw an analogy between the use of OOTO in
unstructured programs and the unrestricted use of pointers
to create ad hoc data structures [Hoare 1973, p. 3;
Shnelderman and Scheuerman 197~t p. 566). In both casea,
the argument 1s that GOTO and po1nters are used by the
system (either compiler or data man1pulation routines)
implement the programmer's requests and. thus, the
programmer 1s better off not to dlrectlJ ~se
and unrestricted features.

The other ma1n area embraced by

str~ctured

18 progr8.J:I dealen; thia topic 1s appcs! te to

th~ ~,.'",.t
\.

rlI

~<:-

£.~-li'_"
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me t hod

j ~t & 1 1ed

The

r ~ og r a m

p r ogr a ~ n ~ ~ g

I's~e p w! s e

h~ s

in

~ec tl o n

d e s i gn
~e e n

4. 3.

~et h o d o l o g y

su g ~ e ste d

ty

s t ru c t u r~ d

c a l l ed " t op-down de s ig n " [ ;':1115

1 ~7 1 J ,

r e fin enen t " [ Wirth 197 1aJ, and " levels of

abstra cti on " [ Dljkstra 1972 ]. Al l of these app r o ache s ~ r e
similar I n their gen e ral o rganizati on. A s~ lt a ble, ge ne ra l
defl n l t l ~ :1 o f t o p -d ovin de s i gn I s :
De s lg:1 base d o n "l ev el s "

making use o f "abstr ac ti on s" which will be described In a
different leve l; e ach l e ve l Is a readabl e, unders ta nda b le
entity whi c h can be c onsidered In a stand-al one fashion .
For the reader to wh om leve l a n d abstraction are n ot
suffic1ently primitive t e rms, the following dictionary
definiti ons are offered:
level:

an extent, Measure, or degree of achievement.

abstracti on:

an abstract or general idea or term;
the act of considering something as
a general quality or characteristic,
apart from concrete realities, specific
objects, or actual instances.

ThUS, a level is the extent of a program design up to some
point using general characteristics which will be defined
at another level. In most top-down designs, the levels are
named or numbered in a chronological order. In this way,
an early stage of the des1gn. say the 1~ level. nay freely
a.sune any number of abstract10ns wh1ch w1ll be def1ned at
the 1 + l!l or later levelS.
Th1s same conceptual reg1men may be appl1ed to da~a
structures. The next section describes several netnods or
top-down des1gn and Sect10n ~.3 appl1es these ideas :0 data
atructures •
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4.2

Contemporary Top-Down

Progra~

Design

This section surveys the \'lorks of three people who have
devised and popularized the concepts of top-down design.
The three, Dijkstra, Mills, and Wirth, will be considered
separately first (in alphabetical order) and then a common
summary will be attempted.
Edsger W. Dijkstra's works on structured programming
include [Dijkstra 1970; Dijkstra 1972; Dijkstra 1972bj
Dijkstra 1968aJ. The major emphasis of this work is that
a programs's structure should be tie d to a " convincing
demonstration" of its correctness; thus Dijkstra also
refers to this approach as a "constructive approach to
the problem of program correctness. 1f The goal of correct
programs is seen as a mandate for readable programs since
otherwise it will be quite hard to make the demonstration
convincing. Dijkstra suggests two ways to make programs
readable: simple control structures and abstraction.
Dijkstra sees abstraction as an application of the
"golden principle divide and rule" [Dijkstra 1972, p. 28J
and presents several different ways of using it. The best
developed method is the "string of pearls" (DiJkstra 1972,
pp. 50-63; Dijkstra 1970, pp. 87-88J which will be described
here.
Each level of a "step-wise program composition" is
described as a "machine" with a meaningful name and one
or more "named algorithms." The components of such a
machine are "instructions" and "variables" of certain
"types." The algorithms are expressed in terr;:s of" the
instructions and variables using a typical AL30L-llke
programming language. An example machine [D1~kstra 1972,
p. 51] 1s:
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co: ;PP': ?ST

tJeg1n
a\.l: { b u 11 d; p r in t} ;
var ir:1age j
InStr bu11d(image), print(1mage)
end

ar

This mach1ne 1s named COr.~PFIRST representing a design
decision to compute all the required output then print
it. It defines a single algorithm "draw" in terms of the
abstractions "build," "print," and "image." The meaning
or requirements placed upon these abstractions are not
formalized as part of the machine. Apparently Dijkstra
is content to let the abstractions t names imply a
sufficiently general concept. The thought proce~ses
involved, however, put some definite demands on these
abstractions. For instance, in this example, "build"
must conpute and save in its parameter "iMage" 1000
coordinate values for "print" to output. These
requirements are presented in the text surrounding the
machine, but this text is attempting to describe the
top down method and it is not clear how much of such
commentary information Dijkstra would include in a
practical top-down design. In another style of top-down
programming [Dijkstra 1972, pp. 26-39] he does include
quoted English phrases within the text of a program. And
in still another style [Dijkstra 1972, pp. 77-80] he
uses long, meaningful names for abstractions (e.g., SET
QUEEN on SQUARE [O,h]).
The example machine shown sbove uses a number of
abbreviations. For instance~ when there 1s only one
variable of a given type, the name of the type (e.g.,
1r:'lage) 1s used as a variable name also. D!.: ~:s tra says
of these convent10ns: "I do not yet knew ~::ether they
are very w1se or very foolish."
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::lnE< le- d e-:lsic. r. .

T t ! ~ ! s 3~al~ 3n a ~ ~i! ca :l~n o f " divi de

an d rUle. " At any ~i ~e n point In t~c d ~s lgn process there
~! l l be so~e abstracti on s ( lns tru c tl c n s q~d types) ~ wa l tlng
definition .

The g r o uj: o f these wh ic h C3:1 be r e fined after

makin g t he next , indiv idual desIgn decision are collect e d
t ogether an d defined In t he next machine .
This ~ rocedu re r a ! ses the ques ti o n of how the next
desIgn decisi o n is to be made .

DIJks t r a ' s ad vi ce ! s to

pick , as the next a b stract i on to be defined , the o ne which

Is no t affected by the other abs tra c tions o r the one i'lhlc h
c an be selec ted wi thout " further conmlt ne n ts " [DIJkstra 1972 ,
pp .

52 - 5~J .

In t he example ma chine above, Dljkst ra argues "the

action ' build, ' h owever, admits a further detailing all
by itself; " i. e., the I' build " abstrac ti on does n o t depend

o n the future definition of either "print" or "image."
The next machine, formalizing the des i gn decision to clear
the image before computing the coordinates, is thus:
CLEARFIRST
begin
b uild:
{clear, set~arkS}j
instr clear(i~age), set~arks(image)

end

,
This machine defines the abstract instruction "build" o~
the first le ve l (Ca r·1F:R~T) in terms of tl<O new
abstractions and the existi~g "irlage" abstraction.
DIJkstra Sums up his ad':ice ~or selecting levels ~s !'ollows:

"Programming (or prot:e~ solving in general?) as :l1e

,,
,

J
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D IJ ks~ra

consld~ r s

one s pecial

ref!nencn t ~hlch deals exc lusive ly
(Dijk s tra 1970 , p . 87] :

k~nd

~!t~

c~

data

level o r
str~ct~I ' es

" I n the !"eflne~ent 0:' an abstract p ragrar.. . . ....;e obser'.·~
the phenoQeno n of 'J o i nt r ef inement .'
~ o r abstract 1a ta

structures of a giv en type a certain representation 1 ~
chosen In terms o f new (p erhaps stil l r ather abs tr ac t)
data structures . The l~medlate cons e quenc e o f th! s
design deci s ion Is that the ab stra ct sta tement s
[instructions] operating up on the o rig!nal abstra ct jata
s t r ucture have to be r edefined In ter~s o f algor1th~lc
reflnerr.ents ope rati ng upon the new d ata st ru ct ure . ~\..Ic h
a joint refinement o f data structure and associa ted
statements sh ould be an isolated unit of the program
text: it embo1ies the immediate conseque nces of an
( inde pendent) design dec isi on . . . 11
Thi s process of implementin g abst ra ctions with ~ ach in es
can be l1 kened to st ri ng1n g a necklace fr om pearls . Dij kstra
elouquently introduces the idea as follows (D i jkst ra 1972,
p. 59]:

"One of the metaphors in which I find myself thinking
about the program structure envisaged regards the program
as a necklace, strung fro m individual pearls. We have
described the program 1n terms of levels and each level
contained 'refinements' of entities that were assumed
available in higher levelS. These refinements were
either dynamic ref1ner:1ents (algor1thr:1s ) or static
ref1nements (data structures) to be understood by an
appropriate machine. I use the term 'pearl' for such a
machine, refinements included."
The levelS or pearls are thus strung 1n a linear fash!on
to torm a conplete progr~. At any ~!ven stage ot the
des1gn the pearls wh1ch have already been strung det1ne
the program 1n terms ot the rema1n1ng abstract1ons.

I
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Dijkstra admits the possibility that the designer
may not make the proper decision at each level and that
such an error may not be evident until later levels are
considered. This event then causes a certain amount of
"reprogramming" of the earlier levels.
(An example of
such a backup in an alternative top-down design formalism
appears in [Dijkstra 1972, pp. 34-36].) In terms of the
string of pearls approach, one or more pearls must be
unstrung and replaced with new ones representing the
modified design decision.
Dijkstra also cautions against too loose usage of the
process of abstraction [Dijkstra 1972b, p. 4.8]:
"But the fourth thing is probably the worst: apparently
they [people trying to organize large scale design
projects] do not know the difference between 'vague' and
'abstract' where it is the function of abstraction to
create a level of discourse where one can be absolutely
precise!"
He believes that a convincing correctness argument must be
made in terms of precise, specific, well understood
abstractions.
Dijkstra suggests the normal closed subroutine as the
proper way to implement a program as a number of levels.
The ith pearl defines subroutines which are used by one or
more of the pearls above it. By keeping the individual
pearls present in the final program, Dijkstra feels program
modification becomes easier. He states: "The pearl,
embodying the independent design decision o~, as the case
may be, an isolated aspect of the original proble~
statement, is meant to be the natural unit for such
modification" [Dij kstra 1972, p. 60]. 7hus program,
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Mill s 1975] presents seve ra l var!a t l ons t o C!jkSt :"' 3 ' S
t op - do wn approach .

~1 11s ,

same general bounds

(p r o p,ra~s

of co ur se ,

re~ains

~l thln

as t o p- do wn l evels' ,

the

~ut

suggests a differ en t view of what s hould be In e le vel
an d how levels a re pi c ked .
~ill s

vi sua li zes a p r ogram design a s a top - d own tree .

Ea c h node of t he trt:' e , called a "segr.1en t" 15 a n ~ndepen d ent
pa r t of th e prcgraM . :e gnent s are nar.1ed and cons l s : c ~
t hree kind s of info rmation :
1.

The actua l alg o rlth~ expressed in the p r o grar..n~ng
laflgu age being used a~d ~aned ats t ra ct!ons ,

2.

A "funct!. onal
used , a nd

3.

" Do cumen tat ! on " f o r t he s e gMe nt .

s~eclficati o n "

!"o r each

:!bs~ r a. : t!. o n

Exp re ss ing t he levels 1n a p r o g:~ar.tr: ! ng ~ ang u 3.g e a1l o . . . s
t op-down p~ oh ran integrati o n and testing t o proceed a l o ng
with the de s ign rrocess.

:~ll1s

states :

"In t!ie

~truct'.lred

- 2 3~ -

prc c€'s s , th.1 s de s ip:r. ~t ru c ture 15 c aI'r1ed ('I ut
directly i n co de, whi ch can be ~t least s yntax che c ked,
a nd po ssibly executed , K~ t h pro rram stu ~ s standin ~ 1n f o r
f u n ct i onal subspecificati ons" [Mill s 1971 , p. 43] . (For
mo re details o n t he co ncep L o f "st ub s " s ee [McHenry 1973]).
r!" o l!raTnr~i!1g

Each 3b stractlon used in a segme nt will be defined in
another segment at the next level o f the tree st ructure.
The name u~ed f o r the abstraction becomes the name of a
segment on the next l o wer level. At t he ori gin al level ,
where t he abstraction i s first introdu ced , its functi onal
~ pecification defines the characteristics assumed of the
abstraction . Thi s speci fi ca tion treats the still-abstract
s egment-to -be as a fun cti o nal "data transformer . " Each
segment is viewed as an o perator whi ch con ver ts input
data to o utput data; Mi lls s tates: "A functi o n speci f icati o n
correspon ds to t he mathematica l idea of a fun ct:1on "
[ M111o 1971, p. 50) .
role o f the f unctiona l specification is to define
the assu mpti ons placed on the abstraction; i.e., to describe
wh at the unwrit te n suhsegment is supposed to do. In thi~
writer ' s op ini o n, Mills in tends the s pecification t o be
e xpressed eithe r in EnglI s h o r in the functional formalism
of [ M111 s 1975 ). An example o f a l e vel def1n1ng an
algor1thm "g" is [Mills 1 971 , p. 53):
ThE:

g expands t o :

IF p TIlEII i ELSE J

Subspec ifi cat i ons (Level 2)
p = "Member name i s in index"
i = " Update te x t p o l ~te r"
J = "Add name and text pointer to index"
spe ci ficatI o n f o r g had already appea red at level 1 .
r~ the level 2 s~,eclficatlons . i a nd j can clearly be
.; et'f. a:-; lid'.."). t.n:lr,s f o rmers (o f the " text painter" and

~he

- 235 -

"index" respectively). Apparently, p 1s an identity dRta
transformer (examining but not changing "index") which
produces a useable result which can be tested by IF. Mills
does not distinguish between these different types of
abstractions.
The third component of each segment, its documentation,
provides a "proof" that the segment properly implements its
specification. ~ills speaks of designing the tree
structured program as an "expansion" process (Mills 1971,
p. 42]:

"Each functional subspecification defined in Cin intermediate system represents only a mapping of initial data
into final data for some segment of coding yet to be
specified. The expansion process describes the means
selected for this mapping, using possibly more detailed
mappings to be similarly described later."
This author's graphic interpretation of this expansion is
shown In Figure 4-1. The purpose of the documentation is
to provide the "proofs" shown as dashed lines in the
figure. The proofs are retained as the documentation that
the subsegment correctly performs its speCification.
Mills hedges slightly about the rigor of these proofs
(Mills 1971, p. 51]:
"The specifications may be too complex to carry out a
completely rigorous proof of correctness, but at the very
least, there Is on one page a logical description of a
function which can be heuristically compared with the
functional specification for that segment."
Thus it seems that what Mills wants Is more In line with
DIJkstra's "convincing demonstration."

LEVEL 0

.-

,

FUNCT IONAL
SPEC IFICAT ION

PROOF ,'

\

\

LEVEL I

,

' . . CODE

•

FUNCT IONAL
" SUBSPECIF ICATION

CODE

•

•••

FUNCTIONAL
SUBSPECIFICATION

PROOF/

I
\

\

LEVEL 2

,

-

CODE
+
FUN CTIONAL
" SUBSPECIFICAT ION

PROOF,'

I
\

...
PROOF/
LEVEL N

,

•••

!
'.

,

I
\

CODE
+
FUNCTIONAL
SUBSPEC IFICATION

•
•

•

!

ALL

' . CODE

FIG . 4-1. TOP-DOWN EXPANSION (MILLS).

- 237 -

Continuing to compare ~ills' and Dljkstra's appro~ches,
several differences are apparent. F!rst, eqch of D1Jkstra's
levels is a single machine, possibly containing multiple
algorithms which may share variables and types and use the
same abstractions (instructions). For ~-11l1s, a level means
a collection of tree nodes all of which are at the same
level from the root. These nodes need not be related 1n
any specific way; they are all independent refinements of
the immediately preceding segments. Por Dijkstra, one
level's abstractions need not be defined in the very next
level but may be postponed until any later pearl. D1jkstra's
levels are intimately tied to the decison making proceSSj
Mills' levels group together a particular collection of
abstractions (i.e., the abstractions used for the ith
level of the design).
Another difference between the two approaches is the
method of picking abstractions. Mills suggests that
choices be made to define the interface between separate
abstractions as quickly as possible. This allows the design
of the abstractions to be carried on independently, perhaps
by different people. DiJkstra specifically refutes this
view [DiJkstra 1972, p. 62] which he expresses: "the
well-known advice: 1f you are faced with two primitives
decide immediately upon their interface .•• "

.. .

Finally, whereas DiJkstra retains the separate levels
In the eventual implementation of the program, Mills does
not. Instead, Mills advocates a ~cro-like substitut10n
facility to automatically 1nsert a subsegment's code where
ever its name has been ~sed. He suggests an automatic
l1brary system ror storing the current version of each
segment (and perhaps stubs); ~he comp1ler would extract
and 1nsert the proper subse~nts whenever a segment !s
complIed (MIlls 1971. p. ~6J. When representlng top-1ovn

-

1
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designs solely on paper Mills simulates this effect w1th
what he terms a "restatement. 1I A restatement reexpresses
the current state of the entire pro~ram's design by
substituting all the current segments back into the top
level; this results in a Single, consolidated version of
the program expressed in terms of the (currently) lowest
level abstractions. A similar restatement facility is
included in the top-down data structure design method
described below.
In summary, Mills designs a program as a top-down tree
of relatively independent algorithms. Each algorithm is
described in a programming language and makes use of
numerous abstractions which are described 1n English or
mathematical notation. The final program has the lower
levels expanded inline like macros where ever they occur.
The top-down, or IIstepwise refinement" method proposed
by Niklaus Wirth [Wirth 1971a; Wirth 1973; Wirth 197~] has
some similarities to both the works of DiJkstra and Mills.
Wirth motivates his approach as a method for teaching
programming strategy. Each refinement step considers
numerous alternatives and then makes explicit the chosen
decision. Thus, similarly to Dijkstra, Wirth centers
attention on the decision making process and relates each
level of the design to a Single strategy. (W1rth does
mention a tree of "possible solutions" but he sees the
programmer's Job as the selection of a single path rrom
the root to a leaf of the tree).
Wirth represents each level of the des1gn w1th a
programming language-like text but to which the programmer
may add special features when appropriate. He states the
follow1ng philosophy [W1rth 1971a, p. 227]:

~

,/;1

~l

~
.~i

<~

.;
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"Duri~g ~he procezs of stepw15e refinement, a notation
which 1s natural to the problem 1n hand sho~ld be use~ as
long as possible. The direction in which th~ nota:l~~
deve!ops juri~~ the process of refinement 1s determl~~1
by thp. lanfua~e in wh1ch the pro~rnm must ultimately be
s p e c 1 f i ed ... "

An example, using meanin~ful variable names and descriptive
names for the abstractions, is [Wirth 1971a, p. 223]:
variable board, pointer, safe;
conslderfirstcolumn;
repeat trycolumn;
if safe then
be~in setqueen; considernextcolumn
en else re(l:ress
untrr-lastcoldone V regressoutoffirstcol
Similarly to Dijkstra there are again two kinds of abstractions, "variables" and the instruction abstractions which are
named with the long English str1ngs. Thus Wirth seems to
also agree with Mills regarding the need for incorporating
at least some sort of descript10n of each abstraction into
the text of the level. Wirth further breaks down instruction
abstract10ns 1nto two k1nds: "instructions" and "predicates."
Predicates return values which can be tested in if and
until statements. Neither Mills nor DiJkstra see the need
tor consIdering this kind of abstraction separately.
Wirth's abstractIons are refined into either programs
(in the case or instructions) or traditional data declarations
such as inteser (1n the case or varIable.) at later leve18.
Wirth plcke 1ev.18 to make dec1810ns clear and "to decomp08e
cleclslone . . much as po.sib1e, to untans1e upecta which are
OIllr a..unslJ interdependent •••• [Wlrth 1971&, p. 221].
WlPtbequa'•• teaoblq 01 prope--ns w1th 1eamlna the
,..lbl. .Jd.nM' or deo1810D8 or Pro8N-tnc .tntepe•.
leftt_. baebftOk1q, and

(Ii,.:...............

~i:,;~".i~~,. >.,,'~'*!'

..... ..
(~

~b'ft)
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that

best ,jecL3ions ~or ~i ~!v('n Ipvel mnv
not be Int~ltel untIl :!.'""'lwer :'('vc~s have bE"er~ con:-:ldt"rpd.
Unlike DiJk~tra ~nd similarly to ~111~, Wirth include~
several d~~1~n1ecls1ons or stratf''''Y ::;election~ In R
sin~le level.
Wirth also shows an eXAmple of a refineMent
concerned only wIth reexpressIn~ existln~ In5tructlon~ In
terms of a newly refined data structure [Wirth 1971a, pp. 223224], ~his kind of level corresponds closely to DIJkstra's
joint refinement.
~cnetlmes

the

Wirth makes extensive use of English to descr1be the
abstractions at each level. The 1nstructions from the above
example (e.g., "considerfirstcolurnn") are each described
with a sentence a two immediately following the formal
programming language-llke descriptIon shown here. Although
the variables used above do not appear in the formal description or the level, they are used in the English description.
For instance, the details of "trycolumn" ind1cate how the
var1able "safe " 1s to be set. Thus, the variables are used
to t1e together or interrace the other abstractions
(slm1larly to Mills' choice of interface at a relatively
early leve 1) .
In summary, Wirth uses a linear sequence ot levels,
each one described with both a programming language-lIke
formalism and English text. The levels are selected to
untangle and make independent the various desIgn decliiona
which the programmer faces.
It seems clear that all three ot the top-down . .thode
Just examined are concerned wIth two dirterent ..peets or
prograa design. Pirst. each details exact17 tdlat . . . . . up
one level or the design. Second. each d.scrib•• p1dell,.. .
tor boW levels are to be picked and 1nterrelated., !be
que.tion 1s by tar th. eaaier ot the two. !be ~~

-
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usunlly nu::;t rely to at least fome jegree on tr.e prO~T::ir.r:er's
intuition or ~ooJ luck.
It see~s fair to say that guideline!) ~)u~h a~ "posttone cOM..'7\itments" are sO!1etimes difficult
to apply.

7he r:ext section answers the "what" question !'or

data structure design; consideration of "how" 1s postponed
until Sections 4.4 and 4.5.
But fi~st, there is one remaining work on structured
programming which deserves nention since it cons~ders
specifically the question of data structures. [Aiello 1974]
investigates how well the programming languages PLIT,

PASCAL, ELl, and SIMULA (each of which is considered here
in Appendix A) can support the semantic data structure model
of (Liskov and Zilles 197ij] (see Section 5.1.1). This
investigation is predicated on the "axiomatic" data structure
model (as discussed in Section 5.1.1) and concludes that none
ot the languages examined are suitable for this method or
programming with data structures. This conclusion is based
upon both technical and conceptual reasons which are not
relevant to the current discu8sion.

However. Aiello does make some observat10ns on similar
topics to those which have been discussed 1n this sect10n.
First he also notes the d1st1nct1on between "vbat" and "how."
be stat.s [A1e1lo 191'. p. 15]:

..,. t"..

or probleM which are encountered 1n bu11d1nc
PI'OIl"- etftotural17 . , be 1dentified. Pirat. It i .
endent
deo1.1oaa cOIloemillS tbe neat ... nn_nt
_ , be ...01. . . IMat 1t 18 unclear .. to how that
.......lar' oI1Ot. . h - _ [1 •••• bOW] •••• !be aecond
.• . . . .•. .... .. ~ __ .
.
. tile . ,. ._ ...4 procru .. it

.u,

...
__
.'}':_r

i

or botb atruc-

a1U111lft1. . . . ., . [l •• ~. llbat).·
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;'.!ello aSSUMes the Llskov ~Hid 7.111es !"'"'rrnallsr. as ~~~e 1\r1swer
to "what." He hypothes1::c:s ~hat ":~ClW" ~ny bt'" ~nswel'ed :It
least two ways for data structure design. These two wnys
are: as soon as possltlle, or not until 1t c:m no longer be
avoided [Aiello 1974, p. 18]. ~he reMa1nder of the paper
considers only the "what" question.
~.3

Top-nown Design for Data Structures

Before describing the new top-down method for data
structures, the three top-down programming methods surveyed
above will be returned to in order to see what each says
about data structures. DiJkstra introduces "type"
declarations with meaningful names for abstract data
structures. He then chooses the true data representation
when necessary. i.e., in parallel with refinements of the
"instructions." Mills views segments as data transformersj
thus, the effect a segment has on a data structure is part
of its specification. However, data structures are not
actually included in the descriptions of each level. Wirth
introduces abstract "variables" with meaningful names and
then leaves them abstract as long as possible. He postpones
picking the actual data structure 8S long 8S possible.

At a recent conference. DIJkstra further po1nted out
the lack of a top-down mechanism for data structures. He
spoke ot the need tor an "1ntellectual zoom lena" which
would enable a progr_r to look at a data structure and

a•• on17 tbe nece.aar1 amount or detail.

The proar_r
should be able to click down the lena. showlns lION and
.ore detall W'lttl the lncl1 vidual bl ta ot the data are
.- _
[DUb'" 197'].

•

"'
'
.
·lJ5lNGI1'
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.........
- _ _11

~}'1O"'1
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presented [Honig 197~J. This paper raints
:.: :~at v~ew!ng data structures In a top-down nanner is
::r.!!1stent with the basic themes of modern data base
l":".anagernent systems (particularly data 1ndependence as
d:!~u8sed br1efly in Section 2).
~a!

31ready

tee~

Section 4.3.1 develops a top-down design method for data
structures. This method provides D1Jkstra's intellectual
zoom lens for data structures 1n a way which 1s complementary
to current data base management systems.

4.3.1

A P1rst Example of Top-Down Data Structure Des1gn

W1th this background, we will now embark on an example
top-down data structure des1gn. The new method used is
sutficiently general and quite different trom any of thOse
ment10ned above. The data structure considered 1s the
dec1son table trom Section 1.3. Figure _-2 and
are
duplicated here trom Sect10n 1.3 tor conven1ent reterence.
P1gure ~-2 shows the logical version ot the decision table
wh1le Pigure
shows it ln a tora whlch reflects its
lmple.entation uslng the ·coded condition maak" algor1thB.
~e tollowlng top-down deslgn describes the declslon table
ln a Va)' IIOtlvated b)' thls pa.rtlcular application.

--3

--3

Piew-e ,-, shows tbe bestnnlns or th. top-down d •• lan.
Conoentratlnc tor the ao.ent on thi. tiret le".l, 1...1 0,
tbe deolaton table 1. d •• crlbed .. an o....red collectlon ot
1'OW8.
lacb row Ie repre.. n~ecl bJ tbe • • traction D'l'ROV.
(!be _talon wU- appear1nl muter IJfROII . .ana the
• •, . . .U.OD 1. deeGrlbed . . tile tl ..., det1a1UGD ot

110'-"_ 18 ad4ed la'" after 1eY.l 1 1•
... tIttdalM orpld ...... dHlalca
.
.. ''-'1• •
. ft...r'. .~~. . .- .......... ...-. el_U

1eftl 1& . . .
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FIG. 4-3. COOED CONDITION MASK DECISION
TABLE (COPy Of FIGURE 1-7).

LEVEL NUMBER

/

SEQUENCE

0:

DEC ISION
TABLE

HOMOGENEOUS : YES
BASIC ITEMS : NO
ORDERED : YES
NUMBER UNBOUNDED
IDENTIFICATI ON: NONE
DTR OW IS ONE ROW OF A
..-/
DECISI ON TABLE
IA ---:;ZZ,,"--_ CROSS REFERENCE
TO FURTHER
DEFINITION

ABSTRACT DATA
STR UCTUR E

I
,I

FIG, 4-4 . TOP-DOWN DECISION TABLE DESIGN.
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use r th inks of the row as the primary entity of the decis ion
table : one row is used to select one possible ass embler
instruction . Alt e rnative groupings of the informat ion are
possible; for instance , the decision table could be grouped
by columns with a special co lumn for t he action .
As level 0 shows, the components of one level of a
design are:
1.

Name(s) for the data structure(s) described (here
there is one data definition - DECISION TABLE),

2.

Abstraction(s) f or the components of the data
structure described (DTROW),

3.

Structuring information 1n terms of the data
structure mode l (here the aggregate model 1s
used), and

4.

Optional commentary in English using is.

Level 0 defines a named data definition in terms of an
abst ract data structure using the model developed 1n Section 3 .
The commentary describes what 1s assumed about the abstract
data structure but does not include how it is to be defined.
Comments may also be used f or any o f the other purposes
introduced in Section 3 (e.g . , to show the derivation o f
a name) .
This discussion has shown a preliminary ans wer to t he
"what" question for data structure top-down design. The
use of the various kinds of information in each level can
be further understood by analo gy with top-down program
design. Each level of a program design defines one or more
named algorithms or instructions which have been introduced

as abst racti ons by earlier levels .

Likewise, in data

structure design each level provides data

de~~n~tions

for

one or more abstract data structures whic h have been named
and used ea rlier .

An instruction is defined using a

programming language or programming language - like formalism
and assuming new abstractions where necessary .

For data

structures , the data structure model corresponds to the
programming language.

The model is used to describe a

data st ructure in terms of new abstractions .

Finally , both

program and data structure design may use natural language
commentary and meaningful names to make clear exactly what
is being assumed for a new abstraction .
Both processes then introduce new level s to define one
or more of the existing abstractions .

For program design,

this continues until all instructions have been described i n
terms of the programming language to be used .

For data

structures the design may similarly be co ntinued until all
abstractions are stated in terms of the features provided by
the programming language o r data base management system which
will be used .

Alternatively , it may be desirable to design

a data structure without assuming any particular programming
l ang ua ge or data base management system as the goal .

In this

case , the basic items of Appendix A serve as convenient
primitive items and the design may be te rminat e d when the
data structure is expressed entirely in basic 1 terns .
(Further comments on this difference are postponed to

Section

~ . 5) .

Leaving this aside and returning to the top -do wn
decision table design , Figure
of the data structure .

~-5

shows the next two levels

The decision to be nade at the

second level is how to represent the a b stract i o n DTROW .
Again drawing motivation from Figure
any number of conditions and a single

~ - 2,

each ro w contains

act~on.

Thus , a

""""., j "'"" ", ",""
EARLIER ABSTRACTION

I
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'1. . .

CONDIT ION

1

_A_C::-T::-IO_N_...

2A

2B

~ RE S TATEMENT

0 ' 1 DECIS ION TABLE

~ A SEQUENCE OF ROWS . EA CH ROW

ASSOCIATING A GROUP OF CO ND ITIONS WITH ONE ACT IO N.
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IS DEF INED
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LOAD FORM 1 ,
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LOAD FORM 2,

ERROR

LOAD FORM 3,

NUMBER
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FIG . 4-5 . TOP-DOWN DECISION TABLE
DESIGN CONTINUED.
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straightforward description of DTROW is the associa tion sho·,m

in level 1 . This association connects any N CONDITI ONs to a
singl e ACTION - two new abstractions for the e nd data types
of the association .
DTROW 1s given the "code name ll or "reference code" lA
si nce it 1s the first definition given in level 1 .

The

Sar.1e

reference code would now be added to level 0 (Figure 4- 4) to
show where DTROW ' s definition can be found.

This cross

referencing duplicates the information provided by the names
(i . e ., the name introduced as an abstraction and defined at
some later leve l) .

However, the reference code will be much

easier to use 1n large top - down designs .

Instead of

searching everywhere for a matching name, the reader need
only go directly to the proper level and then to the correct
ordinal definition . Thi s i s particularly helpful when levels
use abstractions which have been introduced earlier (as
il l ustrated below in level Q). No existing top - down design
methods have included this convenience .
Another spec ial feature of the top - down design method
for data s tructures is the "restatement " shown at the bottom
of level 1. The notation " 0 : I " can be read: " the Oth
leve l, in view of the definitions given at the l~ level,
becomes . " The purpose of the restatement is to allow
the user of a top - down design "to see the forest for the
trees ."
It 1s helpful every so often to look an d see
where th e design has arrived at ; it helps to ke ep the
prope r perspective . The restatement shown in level I
simply states in English the results of the design to date .
In other cases a simple picture may be used . Bo th se r ve
to keep the design (as Dijkstra wou l d say) intel lectually
manageable , both while it is being carried on and aft erwards when it is read.
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Mills independently introduced a similar concept and
also called it a restatement (see Section 4 . 2) , Mills uses
the r estatement to show the r esult of inserting all the
abstractions back into the first level . It allows the
.design to show what the program loo ks like after pro c essing
by the macro s ub st itution implementation tec h nique Mills
favors . The data structure restatement used here is very
similar except that it is not tied to any speci fi c

implementation ideas.

The benefits of the data structure

resta tement are conceptual ; t he y also aid the use of the
design as docu mentation (to be discussed late r in

Section 4 . 3 .2) .
Returning once again to the top - down decision table
design, Fi gure ~ - 5 also shows level 2 . At this level two
abstract data structures are described ; thus, there are
two separate picto rial data definitions shown, headed by
the cross reference codes H2A u and 12B ." The decision made
at this level is to show further deta il s of the decision
table ' s compo nents. The abstractions CONDITION and ACTION
are both defined using basic items. CONDITION is defined as
a tabular basic item j its de fi nition simply lists all the
possible values (the list is abbreviated in Figure 4-5).
ACTI ON is defined as an equivalence of t wo alternatives,
both of whi ch are basic items . Thus an ACTION may be eit her
a parti cu lar form of some mach ine inst ruction o r an intege r
error number .
At this point the design has reached all basic items .
But even though there are no abstractions awaiting refin e ment,
the desi gn can still be continued. Indeed, the design must
be continued if it i s to describe t he data structure in a
form whi ch is useful for the coded condition ~ask technique .
The design as of l evel 2 fai thfully repres ent s the decision
table as shown in Figure 4- 2. Since this f o rm of the decision
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table does appear in the assembler ' s source , the design to
this point offers a sufficient leve l of detail for someone
concerned with changing the way the assemble r se l ect s machine
instructions . However , the further details necessary for an
understanding of the assembler ' s impleme n tation of the code d
condition mask algorithm cannot be expresse d fr om the current
stage of th e design.

Instead , a " redefinition " 1s necessary .

Level 3 of the design , 1n Figure 4- 6 , redefines the
DECISION TABLE of level 0 as shown . This level represents
a different grouping decis i on than was made at level O.
The same information 1s present , but at level 3, it 1s
or ga nized different l y . The abstractions shown are motivated
by the decision table as shown in Figure 4- 3 . Her e it seems
reasonable to break down the decis i on table int o three
abstractions . CONDITIONS and ACTIONS repres ent the left - hand
and top headings of the decisi on table of Figure ~ - 3. USAGE
wi l l record the contents of the decision table ' s rows and
columns .
I n Figure 4- 6 , the is comme nts have been moved outside
t he actual box of the data definition . This facilitates
more comp l ete desc rip tions of the abst ract ions; in fact,
in a comp l ex data base design as in Appendix C, an entire
paragraph may be written to portray an a bstraction. The
astute re ader will also note a s li ght change in the form
of the definition for the hie rar chy st ruc ture. Previ~u s.lY,
the l ower part of the bo x cont ained two sect ions: one fo r
the names by whic h the components were identified and one
for the actual data struc tures used. In doing a top-down
des1gn, the data structures used in hierarchy (and other
structures) will often be ~sed in e xa c tly one place. In
this case, it is practical to use the same name f or both
the identifie r and the type. This convention 15 akin to
01jkstra's "very wise or very foo li s h" abbreviation of

o I S REDEF INED

-----z-----

REDEFINIT ION

HIERARCHY
HOMOGENEOUS , NO
BASIC ITEMS , NO
ORDERED, NO
NUMBER , fIXED, l
IDENTIfiCATION, NAME

DECISION
TABLE

CONDITIONS

ACTIONS

USAGE

4B

4C

CONDITIONS ~ CONDITIONS APPEARING IN A DECISION TABLE .
ACTIONS !l ACTIONS APPEARING IN A DEC ISION TABLE .
USAGE ~ WHICH ACTIONS REOU IRE WHICH CONDITIONS .
4·
4A

48

IS DEFINED

IS DEFINED

4C

SEQUENCE

SEOUENCE

HDmmOUS , YES
IISIC ITEMS , YES
ACTIONS ORDERED , YES
IUMIER , UIIOUIDED
IDEITlflCATlOI , 10lE

HOmmDUS , YES
BASIC ITEMS, YES
COIDITIOIS ORDERED , YES
IUnER, UI80UIDED
IDElTlflCATlOI , 10lE

I

I
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II
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LEVEL

FIG. 4-6. TOP-DOWN DECISION TABLE
,.
DESIGN CONTINUED.
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using type names for variables (as discussed in Section 4 . 2) .
Of course , if a hierarchy st ructur e were to use the same
abstraction twice then two unique identifie rs would be
required and the unabridged form o f the data de f inition
wo uld be employed .
Returni ng once again to the design , Figure 4- 6 al so shows
an attempt at leve l 4 . It seems reasonab l e to attempt to
refine some o f the components fr om level 3 . Fi r st CONDITI ONS
an d ACTIONS may logically be defined as ordered co llecti ons
of individual cond iti ons and actions (as c l early suggest ed
by Figur e 4- 3) , But then a problem arises: it is no t clear
how to p r oceed with the definition of USAGE . A Boolean
ma trix would suit the info rma t i on but it 1s not c l ear how
useab l e the re sult would be . The co ded condition mask
a l go rithm r e q uires that only r ows for false conditions
actually be used when the deci sion table is executed . A
more direct r elationship between a CONDITION and its section
o f USAGE would be helpful . Thus it seems that the top-down
de sign has gone astray and a clue must be taken from the
intended application of the data st ructure. To get back
on the right tra ck not only level 4 but also level 3 must
be discarded and remade .
Thus the top - down design has enc ountered the same kind
of "bac kupll situation whic h Di jkstra a nd \'I1rth recognize .
This sort of backup is to be con t raste d with the prior. notion
of redefinition. In the case of a backup an error has been
made, a false path based on a bad de c ision has been followed .
To set the design right, the errors will not be kept; one
or more levelS will be repl ace d with new ones representing
the proper decision . The levels which are replaced are not
kept j they are of no conceivable use to anyone .

,,
i
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Redefinition also remakes some previous levels of the
de sign , but 1n this case the former vers l on~ a r e retained
as a permanent, valuable part of the design . A redefinition
represents another, alternative view of the data structure
showing additional details . It is not used to eradicate
an error. Redefinition adds greatly to t h e top - down method's
a bili ty to comp l etely document a data st ructure (as will be
discussed more fully after completion of the current design).
Figure ~-6 does conta in one previ ously ment ioned feature
whi ch should be noted before the figure 1s r emove d from
consideration. The abstract i ons whi ch CONDITIONS and
ACTIONS are de fined in te rms of by l eve l 4 are not really
new abstractions at al l! I nstead they are reuses of
abstractions i ntrod uced at earlier l evels and, 1n fact,
already conc r ete ly defined in level 2 . (This situation
1s analgous to allowing common subroutines 1n top-down
program design.) In th i s case, the cross reference codes
perform a valuable service - they make clear that these
are not new abstractions. Obviously, these codes may be
added to the level as soon as it is drawn since there is
no need to wait on further definitions.

i'

Now, Figure 4-7 shows the new levels which comple te ly
replace Figure 4-6. The new level 3 is still a redefinition
of DECISION TABLE; it is a different grouping of the decision
table's information (different from both level 0 and the
former level 3) . This new division was st1mulated by the
problems Just encountered down at level 4. Level 3 still
uses a hierarchy, but this time one with only two elements.
This allow8 information about the conditions and their
uaage to be kept together for later use.

'it.

LeYel • begins to show how the redefinition of the
decision table allows a fuller picture of it. intended

"

.

..

o
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ORDERED : NO
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FIG. 4-7. TOP-DOWN DECISION, TABLE
DESIGN CONTINUED.
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use t o be part of t he design.

Leve l 4 defines CONDITIONS

as an unordered set of elements ACOND ; thus, CO:JDITIONS has

been broken down int o one element f or each condition .
This choice represents a decision to or gani ze the usage
information on a condition by cond i tion basis as 1s
s uggested by the coded condition mask algorithm. CONDITIONS
1s unordered since the algor i thm need not p r oc ess the
cond i tions 1n any certain orde r and 1s certain l y not
de pendent on the ordering of the left - hand heading of
Figure 4- 3. Level 4 also defines ACTIONS, in t his case in
the same way as was attempted in the firs t version of
level 4. ACTIONS i s shown to be a ordered sequence of the
da t a structures previously de fi ned i n level 2. ACTIONS,
unlike CONDITIONS , must be order ed since the dec i sion table
i n clude s a prefer ence fo r it s le f t -ha nd action .
Level 4 conc l udes with a not'h er res t a t e ment of the design

since t he redefinition of l evel O. The shape of t he data
struc ture a t thi s poi nt is quit e dif f e r e n t f ro m the r estat ement give n in l eve l 1. The va lue o f the r edefini t i on
capabili t y is tha t it a llows several d iffe r e n t , equally
useful, views o f t he data structure t o be give n. The us er
of t he de sign need r ead only so fa r as t o find t he amo unt
of detail he/s he needs for a given task.
Figure 4-8 shows level 5 o f the design whic h continues
with the des c riptio n of t he only remaining abstraction
AeOND. The purpose o f ACOND is to record everything known
about a single condition. The two kinds of information are
its name and its usage; level 5 makes the decision to
separate them at this point. Thus, ACOND has been broken
up into two components: one, CONDITION, was defined long
&&0 and the other, USAGE, i8 defined in level 6. The purpose
of USAGE is to record which actions requlre that a certain
oond1tion be true. A reasonable ~ to represent this

5A IS DEFINED
HIERARCHY

ACOND

HOMOGENEOUS ' NO
BASIC ITEMS ' NO
ORDERED ' NO
NUMBER ' FIXED,2
IDENTIFICATION ' NAME
CONDITION
USAGE
CROSS REFERENCE TO
L..._ _.....L _ _ _---'A./ DEFINITION AND
2A
6A,7A./~
REDEFINITION

USAGE

ill.

OCCURRENCE OF V'S IN DEC ISI ON TA BLE
ROW FOR ONE CONDITION

6A IS DEFINED

I

USAGE
CONDITION
ACTION
2A

I

29

FIG.4-8. TOP-DOWN DECISION TABLE
DESIGN CONTINUED.
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info rmati o n Is with a "Cardlnallty" I-N ass o ciation . Each
cond1ti on Is r e lated t o the actions whi c h requ ire it. Thus
level 6 h a ~ intro duced an asso c iation between s ome ex i s t ing data

structure s . Although the tw o end data structures have
ex ist ed for a long time , i t Is not unti l l evel 6 that the
de tails of thei r interrelation were made known. It Is
int eresting to note that the USAGE association i s exactly the
converse of the DTROW association defined in level 1 .

The design has once again run out of abs tractions I n
need o f definition. However, the coded condition mask
algori thm urges that further attention be paid to the
USAGE relation . The algorithm re ly s upo n this information
being availab l e I n a spec ial form: as a mask s u1table for
bit-wise ANDing. So leve l 7, in Figure ~-9, introduces a
redefinition of USAGE . This definition describes how the
relation of level 6 may be implemented as an array of
Boolean basic items. This level also notes , as a comment ,
how the mask is to be i nt ialized. Finally, level 7 provides
a restatement o f the entire design. It is interesting to
note that even after this long design, the restatement can
easily be given with just a few phrases. This fact further
adds to the appeal of the restatement feature as a
conceptual aid.
Some might wish to argue that level 6 was unnecessary,
that USAGE as a Boo lean array could have replaced the
association used at level 6. Certainly there is nothing
to be gained by an overly "deep" design; however, level 6
as stated 1n F1gure ~-8 can be supported on the basis of
ease of understanding (wh1ch is what top-down design is
really all about). The level 7 redef1nit10n 1s certa1nly
much eas1er to understand when viewed as the "implementation"
ot the level 6 associat1on. For 1nstance, the assoc1at1on
•

6A
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REDEFINE D

ARRAY
HOMOGENEOUS '
BASIC
USAGE

ITEMS '

YES
YES, BOOLEAN

ORDERED : YES
NUMBER : UNBOUNDED,

EQUAL
NUMBER OF ACTIONS

TO

(4B).

IDENTIFICATION ' NUMBER, l-N

BOOLEAN

USAGE

0: 7

USAGE ( I) IS TRUE IF THE
CONDITION ASSOCIATED WITH USAGE BY 5A IS
RELATED BY 6A TO THE ITH ACTION IN 4B .
IS

IN ITIALIZED SO THAT

DECISION TABLE

~

A SEQUENCE OF ACTIONS AND A
SET OF CONDITIONS AND USAGE INFORMATION
IN THE FORM OF BOOLEAN ARRAYS .

FIG. 4-9. TOP- DOWN DECISION TABLE
DESIGN CONTINUED.
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version makes it clear that one condition may be used by
any

nu~ber

of actions.

The decision table data structure now rests completely
defined in terms of basic items from Appendix A and at a
sufficient level of detail to satisfy the coded condition
mask algorithm.

However, there may still be reasons for

carrying the design further.

Level 8, in Figure 4-10, shows

another redefinition of DECISION TABLE into a form which
reflects its implementation in storage using a typical
assembly language.

Here the entire data structure is

defined as three separate ordered sequences.

The

definitions include the usual sort of information which
the lowest level functions in the assembler would need to
know to actually access the decision table.

For instance,

a correlation between the orderings of the condition and
usage sequences and the use of the end markers to implement
"Number" UNBOUNDED are noted.

It is also appropriate at

this late level to add implementation restrictions such as
the LIMITED "Number lt for the action sequence.

When

introduced here these restrictions will not find their way
into higher logical levels of the assembler's organization.

If the upper bound on the number of actions need be
changed, only the routines which use this final level of
the design need be modified.

Other parts of the assembler,

written to the definition of ACTIONS at level 4 need not be
modified - to them ACTIONS is still an aggregate of
UNBOUNDED ttNumber."

4.3.2

i:;'

l

A Summary of Top-Down Data Structure Design

Now that the t1rst complete example ot top down data
design has been carried through to its end. this author
appreciates more tully Dljkstra's constant harping about
the length or prose necessary to discuss "extensively the

o

8:

IS REDEFINED

SEQUENCE

SEQUENCE

HOMOGENEOUS : YES
BASIC ITEMS : NO
ORDERED YES, IN SAME
ORDER AS CONDITIONS
NUMBER : UNBOUNDED,
SAME AS NUMBER OF
CONDITIONS
IDENTIFICATION : NONE

HOMOGENEOUS: YES
BASIC ITEMS: YES
ORDERED YES, IN SAME
ORDER AS USAGES
NUMBER: UNBOUNDED,
END MARKER X' FF'
IDENTIFICATION : NONE

I

I

CONDITION

USAGE
7A

2A

SEQUENCE
HOMOGENEOUS : YES
BASIC ITEMS : YES
ORDERED YES, IN ORDER
OF PREFERENCE
NUMBER : LlMITED,31
IDENTIFICATION NONE

I

ACTION

2B

FIG. 4-10. TOP-DOWN DECISION TABLE DESIGN
CONCLUDED.
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kind of c onsiderations lead ing to i t [the des i gn proce~sJ '1
[D1Jk stra 1972 , p . 391 . Since many imp ort a nt concept s a nd
feature s o f t he top - do wn data str ucture des ign method have
been i nte r sper sed wi th the di s c uss i on of a parti cul ar
dec isi on tab le design , this se c tion first summarizes exactly
"wha t" is meant by top - down design of data struct ures .
Then the phi losophies behind this approach are r ecounted
and comme nt ed on. Cons i deration of the "how" q uestio n for
data structure desIgn Is postponed until another examp le
design has bee n carri e d out .

Va ri o us features o f the top - do wn des i gn method have
been introduced In the preceding sect I on; t hey are:
1.

Each level uses the dat a st ructure mode l to
define one or mor e abstract data structures in
te rms o f other named data structures. These
other data structures may be new abstractions
or previously defined data structures.

2.

Comments preceded by "is" may be used to describe
abstractions when they are introduced.

3.

A "level number - letter" code provides cross
referencing between uses of a data structure and
its definition (in addition to the connection
provided by the data structure's name).

4.

A level may provide a redefinition of earlier
data structures instead of defining .omething
which is currently an abstraction. A redefin1tion
defines a formerly described data structure from
an alternative viewpoint which require. different
details or conceptual organication.
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5.

Any level may contain , in addition to n o rmal
definitions and

~ederinitions,

s o me sect i o n o f the design .

a restatement of

A restatement

expresses in English or a simp l e picture a view

of some e arlier level in light of the further
refinements described since its definition .
The philosophies motivitating this particular method-

o l ogy for top -down data structure design are :
1.

At each level specific data structuring techniques
are picked and described with the data st ru cture

model; and
2.

The resulting design should provide useful documen tat ion to aid the understanding of the data base.

The first of these philosophies is a direct consequence
of DiJkstra ts admonition to be abstract but not vague (see
quote from [Dijkstra 1972b , p . 4 . 8J in Section 4.2). Thus ,
wh ene ver a data str u cture is to be defined the designer must
pick a specific aggregate , association , or file to implement
t he abstraction .

The particular data structuring technique

used is specifically defined with the model .

The components

o f t h e new data structure may be newly introduced abstractio ns,
but the data structure itself is quite precise .
a designer may choose to define the abstract i on

For example,
SKIL L~

as a

set o r array containing abstract elements named ASK I LL j b ut
he/she ca nnot avoid th e decision o f exactly what k i nd of
data st r uct ur e S KILLS will be.

What is not a llo wed 1s the

introduction of a n abstract data structuring t ec hnique:

1n

t he above example picking SKILLS to be a SK I LL-TABLE o f
ASKILLS .

Using a technique such as this , a top-down design

would not only be too vague bu t

cou l d also go on forever

(since n o spec ifi c dat a structures n ee d ever be picked).

The

arises out o f th e "i ntellecLual
! :: ,f.:.-~ t; eat.Jill:'j " Ct :; p/; ~t o f s t ruct ur ed progr:::.r:un.:;:g .
t·. : ')r" - dow !l
J~:a sL r u c t~rc de : lGn sho uld make i t eas i e r fo r ~sers t o
u~Je rst and and 'Jse the res ult ing data base.
A la rge step
to wa r ds this goal ca n be pro vided by int elligible
doc ument a ti o n. Th i s documentation mus t r e~lect not onl y
the fini s hed product o f the design but must also re count
t he i mp orta nt jes i gn dec isions made along t he way. Th US ,
the top - do wn de sc ri pt i on technique desc ribed abo ve has
been a rra nged so that each l e vel o f the design is r eta ined
a s a usef ul part o f the data base ' s documenta tion.
~e~ ~ nj

~h il oso ~hy

Thus, the uppe r levels o f a top - do wn des i gn using the
me t hod described above may represent i n itial, general,
high l eve l vie ws of the da ta st ruct ur es . These vie ws are
useful to help a person learn and understand t he ove rall
organizat i on o f the data. The later l evels of t he design
pro v i de more spec ifi c details whi c h need be cons id ered on ly
wh en necessary (e . g ., when planning a modification of one
part o f the data base). The r edefin ition tech nique enhances
the method's abi li ty t o repre sent bot h the initial, general
design levels a nd the la te r, more specific details.
q .q

The "How" Quest i on fo r Top-Down Data Struc t ure Design

Thi s sect i on desc ribe s a top-down design of the scheduling
data base of [Frank and Sibley 1973]. While this exercise
provides a further example of the methods introduced In
Section 4.3, its major purpose is to InvestIgate the "how"
Question for to p-down data structure desIgn. Throughout
the design attention is drawn to the kinds of dec1sions
made at each level. At the end of the section the variou8
types of dec1sions will be summar1zed.
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The sched u ling dat a bas e has be e n d esc ribed in

3e c t l on 1 . 3 a nd used f o r numerous e xamples i n Se ction 3.
I ts majo r c h a racteristi cs "tJ i ll be re vi e we d h e r e i n o r der t o
mot ivate the t o p - d o wn

d e~ i gn .

Th e d ata ba s e is used for

sche dulin g 1n a manufacturin g f i rm .

Info rm at i o n to be

repr es ented includes :
1.

Information about individual employees ,

2.

Me di cal or absence info rma ti o n abo ut employees ,

3.

Pri o r j ob history f o r e ac h person ,

~ .

Educatio n info rmatio n f o r e a c h pe rs on ,

5.

Inf o rmation about individual machines used 1n t h e
man u factur in g pro ces s ,
Schedul in g information, i . e ., which peop l e will be

6.

working on whi c h mac hin es for some fu tu r e period ,

and
Skill info r mation ; i . e . , which skills are possessed

7.

.

by which peopl e and required to ope ra te which
mac hin es .
A particula r a pplicatio n f o r this data b ase is al so
d e scri b ed in the re f erence c ited a bo ve .

Howeve r, the

int e n t , bo th h e re a n d i n the r e fer e n c e

i s to define a

~e n e r a l

J

p u rpo se data base for th e inf o rmati o n .

This 1s the

kind of e ffort which a " dat a ba se a dministrator"
d is c us s ed in [Stieger 1970]) wou ld carry o ut;

( as

the resul t

sh o uld b e useful not only to a s ingl e application but to
mo st other' c oncei vable application s as well .
: s 1n

di~ e ct

co n t r as t

to tnt

dec~ 3 ion

This ap proach

table ' s t op - down
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design (Section 4.3.1); the difference between the two
approaches will be discussed in Section 4.5. In fact,
the particular application of the scheduling data base
discussed in the reference does not require all the
information listed above. A solution to this application
will be sketched during the top-down design conducted here.
[Frank and Sibley 1973J develops the scheduling data
base in terms of the CODASYL DBTG proposal [CODASYL 1971J.
This results in a bottom-up approach since "records" must
be defined before "sets" can be built. The design carried
out here is done in a top-down manner, resulting in a
rather different organization. The two results will be
briefly compared at the end of this section.
In introducing the scheduling data base design [Frank
and Sibley 1973, p. 2] notes that the design is a two
step process; the two parts are:
"1.

2.

Developing a 'user' data structure which models the
information to be stored in the data base as the
user sees it, without regard to the capabilities of
the DBMS to be used.
Converting this 'user' data structure into a data
structure whose complexity is within the capabilities of the DBMS that is to be used."

The data structure model and top-down design method of this
thesis provide a consistent way of expressing 1) and
converting it in an orderly, multiple step process to 2).
Now, without further ado, we shall begin the design.
The question Is: where to begin? A suitable approach Is
to pick a partition or grouping of the information required.
Taking a hint from DIJkstra's "divide and rule" techniques,
it seems that there are at least four basically different

- 268 ki nds o f i nformation In the s cheduling data base. They
are: informatio n abo ut people, info rmation about machines,
sc heduli ng inf ormation , and s kill information. Figure 4-11
sh ows the data base bro ken down into four suitable
abstrac ti ons. The decision that has been made 1s one of
"g r o uping;" i. e ., de c iding what t o put with what.
A re a s o nabl e de c ision t o be made at the next level of
the design 1s t o show the components of the abstractions
introduced by level O. Fig ure 4-12 presents refinements

of PEOPLE, SCHEDULES, SKILLS, MACHINES.

In each case, the

straightforward choice for their components has been made:
the information will be represented in terms of a single
individual of each class, grouped together 1n either an
ordered or unordered fashion. For example, PEOPLE is a

set of PERSONs and SCHEDULES is an ordered collection of
individual SCHEDULEs. In Figure ~-12, SKILL and SCHEDULE
are described with "is" comments whereas the PERSON and

MACHINE abstractions are sufficiently described by just
their names. Thus, each abstraction from level 0 now
consists of separate, individual, identical parts.

Level 2 begins with four abstractions still needing
definition. At this stage, it is useful to pursue the
refinement of some parts of the data base while postponing
others. PERSON and MACHINE are both somewhat independent
of SKILL and SCHEDULE. On the other hand, SKILL and .
SCHEDULE both need knowledge about PERSON and MACHINE.
Thus, it seems that the next step must be the refinement

of PERSON and MACHINE.

,

HIERARCHY
HOMOGENEOUS
SCHEDULING
DATA BASE

NO

BASIC ITEMS· NO
ORDERED: NO
NUMBER: FIXED, 4
IDENTIFICATION: NAME

PE
Op

ScH
LE

1A

SK
IL

ED
U

L

18

MA
LS

CH

IN
ES

ES

1C

10

PEOPLE .!§. INFORMATION ABOUT ALL THE EMPLOYEES.
SCHEDULES
SKILLS

IS THE FUTURE ASSIGNMENTS OF EMPLOYEES
TO MACHINES.

IS WHICH EMPLOYEES HAVE SKILLS NEEDED BY
WHICH MACHINES

MACHINES IS INFORMATION ABOUT ALL THE COMPANY·S
MACHINES.

FIG. 4-11. SCHEDULING DATA BASE LEVEL O.
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I:

1A IS DEF INED

1B IS DEFINED
SEQUENCE

SET
HOMOGENEOUS: YES
BASIC ITEMS : NO
ORDERED : NO
PEOPLE NUMBER : UNBOUNDED
IDENTIFICATION : NONE

HOMOGENEOUS : YES
BASIC ITEMS : NO
ORDERED · YES,
SCHEDULES
CHRONOLOGICAL
NUMBER ' UNBOUNDED
IDENTIFICATION : NONE
SCHEDULE

PERSON
2A

3A, 6B

1C IS DEFINED

10 IS DEFINED

SET

SKILLS

HOMOGENEOUS : YES
BASIC ITEMS: NO
ORDERED : NO
NUMBER : UNBOUNDED
IDENTIFICATION: NONE

I

SKILL
38, 6A

SET

MACHINES

HOMOGENEOUS: YES
BASIC ITEMS: NO
ORDERED : NO
NUMBER : UNBOUNDED
IDENTIFICATION: NONE
MACHINE

I

2B

SKILL IS INFORMATION ON 1 SKILL WHO HAS IT AND WHICH
MACHINES REQUIRE IT
SCHEDULE .!§. WHO IS SCHEDULED TO WORK ON WHAT MACHINE WHEN.

FIG . 4-12. SCHEDULING DATA BASE LEVEL 1.

,.
,
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Figure 4-13 s hows the l e vel 2 design; the co mpo nen t s
o f both PERSON and MACHINE are enumerated as hierarchie s.
It 1s cle a r that so me o f these components co uld be given
in more detail at th i s po i nt. Por ins t ance. PERSONAL DATA
could have been expanded into AGE. SEX. BIRTH DATE. et c.
However, there seems to be no good reason to introduce mo re
detail than necessary. Instead the r emain ing specific
info rmati on has been grouped int o the classifi cati o ns
suggested by the original problem stateme nt in [Frank and
Sibley 197 3]. with two important exceptions: ID SUM and
MACH NUM have been separated from PERSONAL DATA and MACHINE
DATA. The reason f or distinguishing them is their key role
in the identifi cation o f individual PERSONs and MACHINEs .
This information is the chief detail needed for the further
refinement of SKILL and SCHEDULE.

The choice of ID NUM and MACH NUM at this level also
allows the introduction of the PERSON FILE and MACHINE PILE
as shown in Figure 4-13. These files provide additional
structure which was not apparent at earlier levels. Neither
tl1e indicates any sequential ordering since it is not clear
(at least at this level) that any ordering is required. The
stated application program from [Frank and Sibley 1973]
needs the MACHINE PILE. Since a general data base deSign
ls being strived for. the similar PERSON PILE has been added.
Level 2 has made the aaaumption that ID NUll and MACH NUll
.111 be basic He ... when they are further detined. Both
could have been used as "Identification" na.es tor integer
basic ite. hierarchJ coaponents at thls lewel. Instead,
the chOice made is to Nse.."e the ri&ht to expl1citll deti ..
the. later. Tb1a • ., the particular kind ot baslc ite.
need not be plcked
po •• lble cbOlce. include Inte.. r,

no.,

I

•

!

i

2A IS DEFINE D

HIERARCHY
HOMOGENOUS , NO
BASIC ITEMS, NO
NUMBER , FIXED, 5

SELECTION, BASIC
ITEM KEY, 10 NUM

IDENTIFICATION, NAME

UNIQUE, YES

ORDERED , NO
PERSON

I

o

N
U

M

P
E
R
S

0

ON
AA
T L
A

SA

M
E
0
I
C
A
L

SEQUENTIAL , NO

E
0
U
C
A
T
I

J

0

B

0

N

7B

7A

2B IS DEFINED

HIERARCHY
HOMOGENOUS , NO
BASIC ITEMS , NO
MACHINE
FILE SELECTION , BASIC
ITEM KEY, MACH NUll

ORDERED, NO
MACHINE

NUMBER , FIXED, 2
IDENTIFICATION , NAME
M
A
C
N H
U
M

10 NUM

M
A
C
0 HI
A
T N
A E

~ A UNIQUE IDENTifiER

MACH NUM !J.

UNIQUE , YES

FOR

A UNIQUE IDENTIfiER

AN EM'LOYEE .

fOR A MACHINE

FIG. 4-13. SCHEDULING DATA BASE LEVEL 2.
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strIng. picture . and tabular basic items.

As shown by the

cross r e f erence code In Figure 4-1 3 . this choice will not

be made until level 8.

In Figure 4-13. not all the ab-

stractions have cross reference codes because this particular design Is not ca rried to completion here; Instead,
SOme later l evels are only partially described for brevity.

Now. the design may consider how SCHEDULE and SKILL fit
into the existing design. Level 3. presented in Figure 4-14.
depends on the decisions made at level 2 .

The components

shown in Figure 4-14 meet the needs placed upon the SCHEDULE
abstracti on at level 1. One instance of SCHEDULE describes
the employee and machine which will be working for a certain
time period. The SCHEDULE FILE. also introduced in level 3.
shows a sequential ordering of the schedule information .
The refinement of the SKILL abstraction. also part of
level 3. decides how to represent the information about a
single skill . A skill is defined by a SKILL CODE. the
group of people who possess the .kill will so.ehow be
described by the abstraction PEOPLE NOS. and the ..chines
Which require the skill will be described by the abetraction
MACHINE NOS . SKILL DATA includes any other descriptive
information about a 8ingle sk1ll. Thus, SIILL 1s broken
down 1nto four components.
Level 4 completes the current train of tboUCht by
defining PEOPLE NOS and MACHINE NOS u abo", in P1aure '-15 •
•
In both cues. the rather et.ple stl'1lOt_ of tbe unordeNcS
sat 1e appropr1ata since theN 1s no re_ to order e1tber
tbe peopla hav1nc a sk1ll or tbe _OM . . . . .elltne it. So
PlIOPLII NOS 1s a coUae tion of ID II11II of people l1li4 IlAtaID

1_
.. .,.."· ..:',;',
..

3A IS

DEFINED

HIERARCHY

SCHEOULE

HOMOGENEOUS ' NO
BASIC ITEMS : YES
ORDERED' NO
NUMBER ' FIXED, 4
IDENTIFICATION : NAME
START
TIME

STOP
TIME

DATE

DATE

M

SELECTION : NONE
UNIQUE : SEQUENTIAL : YES,
INCREASING
START TIME

\

\

~

M

~

M

SA
3B IS DEFINED
HIERARCHY
HOMOGENEOUS : NO
BASIC ITEMS: NO
ORDERED : NO
NUMBER : FIXED, 4
IDENTIFICATION : NAME

SKILL

~

HAS
NEEDS
SKILL
SKILL
~-PEOPLE MACHINE
NOS
NOS

--

'hDE1

4A

8B
SKILL CODE
PEOPLE NOS

.!!
IS

A UNIQUE

GR<U> OF

~

I

\1
A

4B
ID£NTlFlER
PEOI'l.E

FOR
WHO

A
HAVE

S'ClLL .
THIS

SKILL.

MACHINE NOS IS GR<U> OF MACHINES WHICH NEEO THIS S.'LL .
SKILL DATA

!§.

AI((

OTHER

D£SCAlPTIVE

INFORMATION

AIOUT THIS SKILL .

FIG. 4-14. SCHEDULING DATA BASE
LEVEL 3.

,
,

4

4A IS DEFINED

48 IS DEFINED

SET

SET
HOMOGENEOUS, YES

HOMOGENEOUS YES

BASIC ITEMS NO
ORDERED' NO

BASIC ITEMS NO
ORDERED NO
NUMBER UNBOUNDED

PEOPLE
NOS
NUMBER, UNBOUNDED
IDENTIFICATION; NONE

I

MA~~~ES

IDENTIFICATION' NONE
MACH NUM

10 NUM
SA

SKILLS

SELECTION: BASIC
ITEM KEY, 10 NUM

MACHINE'S
NEEDS
UNIQUE

UNIQUE' NO

NO

EQUENTIAL· NO

o

4

SCHEDULING DATA BASE .!§. FIVE FILES WHICH PROVIDE
ACCESS TO PEOPLE IS SKILLS I MACH ..E'S NEEDED SKILLS t
THE CURRENT SCHEDULES, AND PEOPLE AND MACHINE
INFORMAT ION

FIG. 4-15. SCHEDULING DATA BASE LEVEL 4.
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NOS is similarly a set of MACH NUMs. These components
identify a particular instance of either PERSOll or MACHINE.
Following the practice of introducing files whenever
it seems useful, level 4 also provides two files. Both are
"Selection" BASIC ITEf'JI KEY files. PEOPLE'S SKILLS, for
example, provides a correlation between an ID NUM and every
PEOPLE NOS instance containing it. Since a person may
have more than one skill and thus be in more than one
PEOPLE NOS instance, "Unique" is NO. For example, a person
with two skills will have his/her ID NUM in two different
instances of PEOPLE NOS; the PEOPLE'S SKILLS file will
select both these instances when that ID NUM is given as
a key.
At this paint, a solution to the particular application
which has been mentioned can be sketched in terms of the
design through level 4. The program is to do the following
[Frank and Sibley 1973, p. 39J:
"For a specified period of time (in the fut ure), find a
person who is capable of running a particular machine,
but who is not presently scheduled for that time.
Schedule that person to work on the machine."
A top-down program design (in English) for this application
follows. Cross references to later levels are provided in
parenthesis following key phrases.

0:

For each SKILL CODE needed by the given MACH CIA),
see if a person with that SKILL CODE 1s available
(lB).
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lA:

Correlate MACH NUM with MACHINE NOS instances uSing
MACHINE'S NEEDS file. Each instance 1s a HEEDS
SKILL component of SKILL; the SKILL CODEs needed are
the corresponding parts of SKILL.

IB:

For each person with the SKILL CODE (2A), see if the
person is scheduled elsewhere for the specified time
period (28).

2A:

The SKILL hierarchy for the particular SKILL CODE
provides, in its HAS SKILL component, an irstance
of PEOPLE NOS for the desired people.

28:

Check far enough through the SCHEDULE FILE to see if
the personts ID NUM appears in any instance of
SCHEDULE with a conflicting time.

Although this "program" is still at a rather abstract
level, it shows how the data structure design can be used.
This program structure is also considerably different from
the solution in [Frank and Sibley 1913, pp. 32-42].
There are still several abstractions to be defined.
However, level 5, In Figure 4-16, instead provides a
redeftni t Ion. There are two reasons for making some
changes at this point. FIrst, while the structures shown
for SCHEDULE and SKILL in level 3 are conceptually pleasing
and easy to program with, they are not very efficient. ~e
PEOPLE NOS and MACHINE NOS sets duplicate people and machine
identifiers several times and would ~e dirricult to update.
Second, the deSIgn through level Q has net made use or ~he
kinds or data structures normally prov1ded by netvork da~a
base aanagement systems.

5
3 IS RE DEFINED

SKILL

HAS SKILL

---_ _~NEEDS SKILL

6A
PERSON

2A

MACHINE

1

I

PEOPLE 'S
SCHEDULES

SK I LL

MACHINE'S
SCH EDULES

IS

SCHEDULE

FIG 4-16

2B

INFOR MAT ION

DESCRIBING

IS ONE INDIV IDUAL

ONE

SK IL L

SCHE DUL E

SCHEDULING DATA BASE LEVEL 5 .
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So level 5 redefines some of the existing data structures
in order to represent the information in a different way.
As Figure 4-16 shows, four associations are defined and two
new abstractions are introduced. Similar HAS SKILL and
NEEDS SKILL associations have been used in examples throughout
Section 3; both must be "Cardinality" N-M since, for
instance, any number of people may possess the same skill
and a person may have any number of skills. However, since
an individual schedule only concerns one person and one
machine, PEOPLE'S SCHEDULES and MACHINE'S SCHEDULES are
both "Cardinality" l-N. (A person may be scheduled to
work on several machines at different times.)
This redefinition accomplished a rather drastic change.
The data base is now described in a way such that a program
would require considerable navigation to solve the applicatlon discussed above.

Level 6, in Figure 4-17, dispenses with the two
abstractions Just introduced by defining them in terms
or their components. Both SKILL and SCHEDULE 8S de~lned
at level 6 contain a subset of the components they
originally had at level 3. The remaining informat1on
has been represented by the relations of level 5.
Level 6 also adds addit10nal structure In the form ot
two tilea. The SKILL FILE is sim1lar to the PEOPLE'S
SKILLS and MACHINE'S NEEDS flIes of level 4, except that
a SKILL is uniquely selected by a SKILL CODE at level 6.
The SCHEDULE FILE of level 6 rederines the one from
level 3 1n terms of the new data structure for SCHEDULE.

There stIll re .. lns a whole collection of abstractions
to be defined by deacrlb1n« the-lr cOIlPOMnta. So_ or these

~'

..

6B IS DEF INED

6A IS DEF INE D
HI ERARCHY

SK ILL

HOMOGENEOUS: NO
BASIC ITEMS : NO
ORDERED : NO
NUMBER : FIXED, 2
IDENTIFICATION: NAME

S
Co KI
DE L L

ARRAY

SCHEDULE

S

HOMOGENEOUS: YES
BASIC ITEMS: YES
ORDERED : YES
NUMBER: FIXED, 2
IDENTIFICATION: NUMBER
DATE 1 .§ START TIME
2 ~ STOP TIME

DA K I
TA L L

BB

SKILL
FILE

0:6

ITEM KEY, SKILL
CODE
UNIQUE YES
SEQUENT IAL NO

SCHEDULE
FILE

SELECTION NONE
UNIQUE SEQUENTIAL : YES,
INCREASING
SCHEDULE (t)

SCHEDULING DATA BASE IS A NETWORK CONNECTING
PEOPLE AND MACHINES THROUGH SKILL INFORMATION
AND CURRENT SCHEDULES.

FIG. 4-17. SCHEDULING DATA BASE LEVEL 6.
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abst ra ctio n s have b e en awa i ting refinement si nc e level 2 .
A portion o f l e vel 7 o f the desig n I s s h o wn In Fig u r e ~ - 1 8 ;
other abstracti o ns s uc h as SKILL DA TA and MED ICAL Ho uld be

defined similarly .

Next l eve l 8 , in Fi gur e

~ - 19 ,

cleans up

the rema i n ing ba s i c items which mu st b e made speci fi c
(including s o me which were just introdu ce d by level 7) .
Level 8 Is als o no t sho wn in its entirety; several e ther
a bstractions would also be defined as various basic i t e rns
from Appendix A.
At this point the design Is reasonably c o mp l ote ; the
sc heduling data base has b ee n de s igned down t o a level \·,he re

it could re aso na bly be implemen t ed In a data base ma nagement
system.

Additi o nal ly, the levels o f the design provide clea r

documentation wh ich i s useful at severa l levels o f detail .
Of course , f urther refinement o f the data base may be
appropriate in some cases . For instance, if the data base
manageme nt system to be used does not pro vide "Ca r d inali ty"
N-M associatio n s o f any so rt, an o ther r ede fin ition co ul d be
usefu l . Thi s redefinitio n coul d replace the HAS SKIL L and
NEEDS SKI LL rel at i ons fr o m level S with mult iple " Cardinal i t y"
l-N ass oc iations . (The me thod for d o ing this i s discussed
1n Sect1 0n 3 . 3 . 2).
[Frank and S ib le y 1973 J pre sent a de si gn f o r this data
base s trictly in terms of " Ca ~dinalit y " I - N a s s oc ia ti o ns
(CODASYL DBTG sets) . This design differs cc nsideratli
fr om the top - do wn des :gn w~ ic~ has Just been ca rried c ....1: ;
t he [Frank a nd Si bley 1 9 73~ de sIgn I s sh o w ~ In Figure ~ - 2J
r ee xpre ssed by this au~h o r as 3 ~a~a Stru c ture )1ag r a~ (see
Secti o n 3.3.2 f o r a ~o del o f Data St r ucture D !agra~s a ~d

7

(PARTIAL)
7A

IS DEFINED

HIERARCHY
HOMOGENEOUS , NO
BAS IC ITEMS ' YES
ORDERED, NO
EDUCATION

NUMBER' FI XED,4
IDENTIFICATION ' NAME
DE

G
R
EE

START

FIN ISH

SCHOOL

DATE

DATE

STRI NG

t----- ----- -----

BC

78

IS DEFINE D

HIERARCHY
HOMOGENEOUS : NO
BASIC ITEMS YES
ORDERED : NO
PERSONAL
DATA

NUMBER ' FIXED, 4
IDENTIFICATION : NAME
NAME

----STRING

FIG. 4-18

BIRTH
DATE

AGE
SALARY
---_ .. --------DATE

INTEGER

REAL

SCHEDULING DATA BASE LEVEL 7.
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8:

(PART I All
8A

IS DEF INED

PICTURE
10
NUM

999 X 99 X 9999

8B

IS DEFINED

TABULAR
SKILL
CODE

1000 ... 1999

8C

IS DEFI NED

TABULAR

DEGREE

,

..
~.
~i

BS,BA, MS
MA,PHD

FIG. 4-19. SCHEDULING DATA BASE LEVEL 8.

JOB
SET

JOB

PERSON
MED
SET

WORKING
ON

MEDICAL

SKILL LINK

MACHINE

FIG. 4-20. ALTERNATIVE SCHEDULING
DATA BASE.
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Section 5.1.4 for their general description). The details of
each of the "record classes" (i.e., names in rectangles)
have not been provided in the figure; each consists of the
obvious components as used in various places in the top-down
design.
The data structure shown in Figure 4-20 is hard to
motivate when presented as a fait accompli, but a few
comparisons between it and the top-down design are worthwhile. First, SKILL LINK may occur more than once for a
given SKILL CODE. This duplication is necessary because
the NEEDS SKILL and HAS SKILL sets are both "Cardinality"
l-N and because of restrictions on set instances imposed
by the CODASYL DBTG propos~l (see [Frank and Sibley 1973,
pp. 8-11] for a full discussion). The ramifications of
this organization are unclear; at best access becomes more
difficult. Second, the PERSON and MACHINE record classes
include, respectively, the education and schedule information. The choice between including this information and
making it a separate set, as was done for JOB and MEDICAL,
is arbitrary. Third, the data structure as shown in
Figure 4-20 1mplies the existence of numerous file structures,
as d1scussed in Section 3.4.2. Some of these files are
reasonable and useful; others are forced upon the user
and designer because they are implied by the CODASYL DBTO
set structure.

This completes the d1scussion ot the scheduling data
base. It remains to provide tbe proa1sed summary of the
types ot deois1ons ..de at eaoh level or the top-down
design; 1.e., to .,.wer _
"how" question.
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Four different kinds of decisions are evident in the
two top - down designs which have been discussed in
Section 4; they are :
1.

Components decisions ,

2.

Grouping decisions ,

3.

Additional structure decisi ons , and

4.

Redefinition decisions .

Each of these will be described briefly and then their use
in the two designs will be tabulated .
A components decision provides refinement in the
classical sense: an abstraction 1s broken up into one
or more components which are grouped t oget her according to
some specific data structuring technique . The data
structuring technique is described with the data structure
model of Section 3 and the components may be either new
abstractions or existing data structures from some earlier
level of the design . This sort o f refinement is provided
f or data structures by some programming languages discussed
in Section 5.1 . The other three kinds of decisions have not
been explicitly provided by any current system .
A grouping decision decides what kinds of information
to group or collect together. A design starts with some
specific information needs ; deciding how to structure this
information includes picking what to put with what. A
grouping decision ususally takes the form of an abstraction
to represent some class of information .

An artd i t lonal

:~~uc~u r e

decisior

Intr o d~ces

furth~r

data o r r:anlzati o n arr.r. r:g ':he e xi sting da t a de f initions . It
refine s the data base by specifying fur t he r details o f its
st ru cture without in t r o ducing new abstrac ti o ns . The
structure added may rep~esent eithe r c oncept ual o rg an1: a ti o n
or loei cal access ~aths derending on the level and purr o se
of the design .
A redefinition decisio n completely changes the structur e
o f some previo us le vel in o rder to s ho w mo r e details of the
design. The r easo n f o r a redefinition Is us ually to rr ogress
fr om pure documentatio n o r conceptual structure to wa rd an
imp le me ntation of the data base in terms of some programmin~
language o r data base management syste m.
In the top -do wn deSigns carrie d ou t here, more tha~
one kind o f decision has o ften been made at each level.
This I s r easo nable since different kinds o f decis i ons are
often complimentary. For example, after a components
decision has been made add iti ona l st ruct ur e may be obvi o us .
The kinds o f decision s wh ich were made at each l e vel
in the sched uling data base design are:
0:

1:
2:

3:
4:

5:
6:
7:
8:

gro uping
components
conpClne nts, group! ng, add i t ional s tru C':'.lre
conponent s, 3. ddlti e nal st:'uctu r e
components , :1ddi: i on3.1 5t !"U C";·.lre
r ede fl n~ t i e n
c omrone nts. a ddlt ! .J nal s:r:Jctu re
c ompo nen ts
COr:'lr oner:ts
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The motivation for each decision has been discussed as the
design progressed.

•

Level 3 provides some interes ting

decisions to reconsider here. First the decision was
made to refine the PERSON and MACHINE abstract i ons 1n
terms of their components . In order to do this , a gro uping
decision had to be made; as a result ID NUM and MACH NUM
were singled out at this level while ot her information
Which was not yet relevant to the design was grouped
together as PERSONAL DATA and MACHINE DATA . F1nally,
once this grouping had been done the additional structure
o f the two files could reasonably be introduced .
The same classes of decisions can be rec ognized 1n
the top-down dec1s1o n table des1gn 1n Sect10n ~.3.1. The
kinds of decisions at each level are:
0:
1:

2:

3:
~

:

5:
6:

7:
8:

group1ng
components
components
redeflni tion, grouping
components
components
add1t1onal structure
redefinition, components
redefin1t1on

This completes the discussion of the "hOW" que8t1on~
The types of dec1s1ons 1dent1f1ed here must be baB·ed upon
vario u s real world constraints during a top-down dea1sn;
thus, s1mply 1dent1fy1ng the dec1s1ons types 18 nota
complete answer to "haw." Top-down data 8truet~ cie,lsn
has not been r educed to a "cookbook fl method;
cons1derable amount of good Judgment 18 st111 . Pe~u~j4
•
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the would-be designer. The next part of Section 4 investigates some guidelines which may affect the top-down decision
making process.

4.5

Other Considerations in Top-Down Data Structure Design

There has been one subtle difference in the decision
making processes used in the two top-down designs of
Sections 4.3.1 and 4.4. In the decision table design the
intended use of the data structure, the coded condition
mask algorithm, motivated many of the design deciRions.
The scheduling data base, on the other hand, was designed
with generality and symmetry in mind, ignoring any particular
application. This question of generality and a related
question about the appropriate goal for the final design
level are investigated in this section.
It is reasonable to believe that a top-down data
structure design will sometimes be done to create a
generalized data structure for multiple uses. It is
equally likely that some data structures will be designed
for one specific program application. These two different
approaches (as well as any approach somewhere between the
two extremes) have profound effects on the design and the
data structure which results. For example, the data base
administrator implementing a corporate data base must design
a fairly general structure which is useful for varied
applications. The data structure for the decision table,
on the other hand. was designed to complement a particular
. progr.... The sottware development data base designed 1n
Section 6.2 assumes a middle ground: it is specialized for
. '~;~...' .
, • oertain Idnd or progra.lng but not tor any one part 1c u1 ar

_plioation ..
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Obviously, no one approach to this question of
gene rality 1s proper in a ll instances .

The designer of

a data structure should ho wever be aware of these diffe r ent
approaches and pick the one best suited to the design.
Thus in some cases the data structures will be designed
first before consideration of any partic ular program while
in other situations one application may be the primary
motivation f or the design decisions.
Another related question o f approach might be st ated :
How much does where the design is he ading affect its top
and intermediate levels? In other words, how much sho uld
the programming l a nguage or data base management system
w1th wh1ch the des1gn w1ll be 1mplemented be cons1dered?
Any particular system will provide certain data struc tures
a nd not include others . Of two data organizations which
some system does provide, one may be more effic ient than
the other . Such considerations urge the designer to be
a ware of the ways the design will be expresse d.
However, this que stion of approach a lso has a full
range o f possible answers between two extremes. At one
extreme the designer can a lways be thinking in terms of
the desired end and aim to express t he information .needs
as quic kly as possible in terms of the data structures
provided by some system. This met hod may result in a
design which i s not portable to another system and may
cause a more elegant design to be misse~ because it requires
an unusual data organization. As an alternative approach,
the des1gner may let h1s / her 1mag1nat1on run w1ld and use
whatever data structures seem appropriate tor the job at
hand. Th1s approach also has dangers s1nce the resulting
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bottom level data structures may be difficult to implement
with reasonable efficiency in a particular system.

These

worries can be somewhat alleviated if the designer can be
assured that the system in use is, in some sense, complete.
What must be known is that the normal collection of
primitive data structuring techniques will be available
in the system.
The top-down designs carried on here have assumed as
a base the basic items of Appendix A.

This choice corresponds

to an assumption that all these structures are either
available or easily implemented with the system 1n use.
If this is so, the designer need not conform to any system
from the start but can still be assured that the end
product of the design will be useable.

However, in any

case, the question of hoW much attention to pay to the
programming language or data base management system in
use is an important guideline for the data structure
des1gner to consider.
One case when this second question of approach 1s
particularly relevant is when the design is not strictly
top-down.

This may occur when some existing data structure8

must be interfaced with the new design.

Such bottom-up

like constraints force the designer to be somewhat aware
of a particular goal throughout the design.

4.6

Summary

4 has introduced, used, and discussed a
top-down design technique for data structures. Th1.
Section

technique describes a data structure with a linear
sequence of levelS, each level including one or .ore
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data definitions expressed 1n terms of the model for
data str uctur es from Sect ion 3 .

Th e comp onents of these

data definitions may be eithe r new abstractions or data
structures from earlier levels .

Abstractions are given

meaningful names and described in English .

Each level

represents one or more deCisions about how to show more
details of the data structure design . Four different
kinds o f decisions seem to be identifiable . One of these ,
the redefinition decision , 15 unique among existing
approaches to both program and data description. The
top - down data structure design methodology, particularly
as enhanced by the redefinition feature, provides convenient ,
easy to understand documentation for the resulting data
structures .

r

..)

.

'"t0RY G:-

OTi!ER~

:':ectiC{IS 3 and 4 have introduced the t'NO :,:,:a.~oI' cr)ntributions of this research: a new style of data structure
model and a method for using it to describe data structures
in a to~-down manner. This section co~pares and contrasts
the model and top-down method to similar, existing work.
Section 5.1 surveys current models for data structures and
develops an enlightening classification scheme for them.
Section 5.2 presents claims for the uniqueness and originality of this work.

5.1

Other Data Structure Models

In order to survey the existing models for data
structures, this section first develops a simple classification scheme for them. Then each model is described
briefly and a common example Is expressed, as well as
possible, in each of the models.
The classification divides the related work on data
structures into three categories. These categories and
their definitions are:
Semantics:

Define a data structure by describing its
access functions; these access functions
completely characterize the data structure and provide
the user's only interface to it.
Describe the static, unchanging, atructural
aspects ot a data structure independently
from any access to it.

Structure:

Information:

may have ao_

-

The distinct ion

bet~een

29~

semantics a nd st ruc tu re has

al read y

be~n

1972 J.

Tu rski e xpre &ses his philosophy as follows [Turski

suggested ty toth [ Mealy

197~ J

an d

[ T ur ~kl

1972 , r, . 288J :
lI l t i s on ly fair to assume that th e problems of data
s tru c tures admits at least t wo fundamentally different
treatments .
One ... stems from th e programming
lan g ua ges , ... The distinguishing aspect of such
treatment is the preoccupati o n with s emantic side of
problem .
Second treatment o ri g inates In an attempt
to desc r ibe the morphology of data assemblies , inde pendent of the semantic interpreta tion and of the

processes whi c h may be performed on the data , '1
One dicti onary definition of morphol ogy I s " the study of
the form or structure of anything .

II

Thus , two cornmon terms

for these t wo a reas are semantics and structu re ; these
t er ms are used here.
Semant ic models describe the actual use made of a data
s tructur e .

They concentrate on the access of the data or

the o pe rations to be performed on it .

A possible semantic

mod el of an array might be a function Hhich computes the
di s placement of a particular array element given i ts index ;
s uc h an array and three possible models for it are shown
in Fi g ur e 5- 1 .

The semantic model s hown defines a simple

access function which take s the index value as a parameter .
As another example , a seman tic model o f a queue would
in clude the information that new elements are always
a dded to the " back " o f an ordered collection and that "
elements to be p r o cessed are rem oved from the " front .
~;ost

'I

semantic models do no t care abo u t the actual form

or structure of their data ; data s tructures which exhitit
id en ti cal functional characteristic s can be treated interchangeably .
:·jodel s of structu re , on the o th er hand ,
e xc lusivel y with form and structure of data

a~e

concerned

o r~anlzat l ons .

-

SALHIST

1

1333.33

2

1095.00

3

925.00

4

675 33

5

600 00

SEMANTIC MODEL
SALHIST (INDEX) =
IF INDEX ;? 1 AND <; 5
THEN BASE - SALHIST

+ INDEX - 1

ELSE UNDEFINED;
STRUCTURE MODEL

(FORTRAN)

DIMENSION SALHIST (5)
RE AL SALH 1ST

INFORMATION MODEL

(ENTITY SET)

SALHIST
ENTITY

SALH 1ST
ENTITY

REAL/PREVIOUS SALARY 11333.33
INTEGER IPRIOR YEAR /1

INTEGER I PRIOR YEAR I 2

FIG. 5-1. THREE MODELS OF ARRAY.
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:n a structure mod~l J a que ue woul J be Just a sequ en c e of
elementz , siMi l ar ~e~~aps t o a l in ked lis t , and a n a r~ a y
! s de fined simply ~j decla r inG its size (see the st r uc tur e
:lodel dra . . . n from

~ O?TRA rJ

i n Figure 5 - 1) .

This di v is i on b e t we en structure and sema n t i cs i s r e la ted to the c urr e nt d1 stinction in man y da t a b ase
management s y s t ems b e twe en data desc ri ption an d d a ta
ma n ipulation .
(Thi s divi s i on is typ i fied by t h e p r oposed
Data Descript i on Langua ge and COBOL Data Ma ni pu l at i on
~an g uage o f [COD AS YL 1971 ). )
Str ucture models co rrespond
to data definition ; the structur e or orga ni za t I o n o f the
infor mation Is po r t r ayed wit h out providi n g an y accessing
t oo l s . The g r oundwo r k fo r access may b e la1 d o ut , bu t
spe c i fic funct i on al c har a ct e ris ti cs are no t def i ned. For
i n s tan ce , the d ata de fi n it i on of a f ile o f info rmation ab o ut
people might speci f y seve r a l dat a i t ems , s uc h a s n ame , sex ,
socia l secur ity nu mber , and salary , t o be g r ouped toge th e r
into a " reco r d ll descr i bin g on e pe r so n . Further , th e da ta
de s c r ip ti on mi ght state t h a t eac h value of soc i al s e c urity
number is un iq ue t hr ougho ut t h e file . Howeve r, if the
distinctio n be t ween definition and man i p u lat i on is stri ct ly
ad he r ed to , on ly the dat a man i pu la tion language can spec ify
how a value f o r s o ci a l se c uri t y numb e r ca n be us ed t o ret rie ve one per s on t s re co rd .
The th ird c ate go ry defined ab o ve i s lIi n f or ma t ion . ~t
Mod e ls i n th i s cat egor y are not rea l ly co n cerne d 'flith dat a
s tr uc tur es ; in s tead , they f o rma l ize appro a ches to ~ odeling
the a bs tract i nfo r mation abou t whi c h use r s o f dat a base
management syst ems ar e i n t e rest ed. Howe ver, the formalisms
de ve l oped may be q u~ te l ike dat a s tru c tures. This dist in c ti on be t ween an ab stract conc e pt of information and the
d a t a wh ic h it come s fr om has a lso be en made elsewhere. For
1

j
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instancC', tIl(; IFTP Guide to Concepts and 'i'erms in Data
Process:ng [Gould 1971J includes t~e definitions:
Al

A3

data

information

A representation of facts or ideas in a
formalized manner capable of being
communicated by some process.
In automatic data processing the meaning
that a hUman expresses or extracts from
data by means of the known conventions
of representation used.

Work classified in the "information" category is concerned
with the relation and conversion between information and data
in the sense of these definitions. An information model for
part of the same array is shown in Figure 5-1; a queue could
be modeled similarly with some explicit representation of
the ordering between elements.
'i'hus, the distinction among data structure models is
semantics vs. structure vs. inforwation. Some existing work
overlaps more than one of these categories. During the discussion of individual models below, some will be placed in
more than one category (and the aspects of the work which
place it in a particular category will be noted).

A further distinction can be made between models of
structure; it is useful to distinguish between "prototype"
and "analysis" models. Figure 5-2 repeats the definitions
of the three categories of models discussed above and adds
definitions of the two subcategories of structure models.
Prototype models use a single, generalized, possibly
abstract model which can be used to imitate all data
structures of interest. Such approaches postulate one

structure, which is usually quite different
trom practical data structures, and by us1ng it atte8Pt
to learn thtnca abOut real world data structurinS

~artlcular

SEMANTICS'
DEFINE A DATA STRUCTURE
BY DESCRIBING ITS ACCESS
FUNCTIONS; THESE ACCESS
FUNCTIONS COMPLETELY
CHARACTERIZE THE DATA
STRUCTURE AND PROVIDE
THE USER'S ONLY INTERFACE
TO IT.

STRUCTURE :

PROTOTYPE '
MODEL CONSISTS OF ONE FORMAL
OR ABSTRACT CONSTRUCT WHICH
CAN BE USED TO IMITATE OR
INVESTIGATE REAL WORLD DATA
STRUCTURES.

DESCRIBE THE STATIC,
UNCHANGING, STRUCTURAL
ASPECTS OF A DATA STRUCTURE
INDEPENDENTLY FROM ANY
ANALYSIS:
ACCESS TO IT.
MODEL CONSISTS OF A
COMPILATION OF OR FRAMEWORK
FOR ALL POSSIBLE VARIATIONS
INFORMATION:
AMONG A COLLECTION OF REAL
ASSUME A FORMALISM
WORLD DATA STRUCTURES.
AS THE BASIS FOR STUDY
OF REAL WORLD INFORMATION.
THIS FORMALISM MAY HAVE
SOME ASPECTS OF A DATA
STRUCTURE.

FIG. 5-2. CLASSIFICATION OF DATA
STRUCTURE MODELS.
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techniques. These models begin with the prototype and show
how actual data structures can be simulated.
On the other hand, analysis models attempt to distill
or extract from existing data structures a method of modeling
them in their full detail. They are in some sense more
pragmatic since they represent the characteristics of data
structures which have evolved to meet real world problems.
Again, resorting to a dictionary definition, analysis is:
"1.
2.

The separating of any material or abstract entity
into its constituent elements.
This process as a method of studying the nature of
something or of determining its essential features
and their relations •.. "

Thus, analysis models of data structures attempt to depict
the structural nature of existing data structures in order
to allow their better understanding and further
investigation.
Figure 5-3 shows an analysis and prototype model for
the same array modeled in Figure 5-1. The prototype model
1s a V-graph from the language VERS (see Section 5.1.2); it
represents an array as a collection of nodes and named access
paths. The analysis model shown is expressed in terms of
the data structure model developed here in Section 3; 1t
lists all the array's characteristics. asswm1ng a PORTRANlike implementat1on.
Thus. the previous discussion has defined tour basiC
kinds ot data structure models. !be aemantic models are
concerned with the operational or functional characteristic.
ot data structures. Tbere are two aorta ot structural
.adela. ne1~er ot which cons1der bow data 1s aan1pulated.
!be protot,.pe aoctel. propo.. ODe tor.al '; atructure vb1cb
can be used 1n an 1llu" aat1D& __ ~ deaorlbe aotual data
;'

''l'

PROTOTYPE

MODEL (V- GRAPH)

1333 .33

1

L-;2...--- 1095.00
3

1-";"-- 925 .00

SALHIST

4
675 . 33

600 .00

ANALYS IS MODEL

(SEE SECTION 3 )
ARRAY

HOMOGENEOUS · YES
BASIC ITEMS ·
ORDERED·
SALHIST

YES

YES
FIXED, 5

NUMBER

IDENTIFICATION · NUMERIC, 1-5
REAL

IS

PREVIOUS
SALARY

FIG . 5-3. TWO STRUCTURE MODELS OF ARRAY.
_ ':I. nn_
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organizations. On tte other hand, the analysis models
attempt to look at the existing collection of data
structuring techniques and model what is already t~e~e.
Finally, information ~odels provide a formalism for the
information content of data structures. Figure 5-2 gives
concise definitions of each type of model.
The classification of data structure models developed
above, characterizes the basic approaches used to study
data. Such studies are carried on for numerous purposes;
some of the purposes are:
1.

To provide better understanding of data structures
and the way they are used; i.e., to communicate better
with humans,

2.

To describe data at numerous conceptual levels
according to the top-down design techniques of
structured programming,

3.

To describe data at numerous levels, from logical
through physical storage, and thereby to attain some
measure of data independence,

~.

To show the relationship between data structures and
other better understood formalisms such as artificial
languages,

5.

To solve problems of efficient processing and
allocation of data structures, and

6.

To prove correctness of programs which use data

structures.
When poss1ble, the purposes will be noted below when discussing the related works. The purposes or the data

-
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structure model of this thesis are nurr:Lers 1 and 2 above;
i.e., a data structure model which

fac~litates

better

understaoding and is also useful for the top-down design
of data structures.
No~
survey~d,

the existing data structure models will be
grouped according to the classification Just

introduced.

Figure

5-4 summarizes the other models which

are discussed below, grouped according to the classification.
For each model discussed, the data structure presented

5-5 will be expressed in terms of the model. As
shown in Figure 5-5, the example data structure contains

in Figure

basic items, aggregates, an association, and one file;
thus, the figure is expressed in terms of all three
sections of the data structure model of Section 3 of this
thesis.

The association HAS SKILL is "Cardinality" N-M so

that only one SKILL aggregate is necessary no matter how
many people possess any number of different skills.

The

SKILL FILE selects the instance of SKILL with a given
SKILCODE.

This data structure is complex:

it is an N-M

relationship between two different kinds of structures,
one of which is connected to a file.

Thus, it will serve

well to demonstrate the capabilities of numerous different
models.

The figures presented for each model discussed below

follow the pictorial style used in the referenced papers.

5.1.1

Semantic Models
The axiomatic model developed by Hoare [Hoare

1972a;

Hoare 1974J represents a purely semantic model of data
structures.

A data structure is defined by listing its

components (l.e., simpler data structures) and defining a
set of procedures which are used by any program which

INFORMATION

STRUCTURE

SEMANTICS
I HOARE : AXIOMATIC METHOO

1 CODD RELATIONAL MODEL

2 SHNEIDERMAN : STRUCTURED
DATA STRUCTURES

2. SENKO: ENTITY SET
MODEL

3 EARLE Y: VERS (TRANSFORMATIONS)

3. BACHMAN : DATA
STRUCTURE DIAGRAMS

PROTOTYPE
EARLEY: VERS

ANALYSIS

1.

HSIAO a HARARY:
GENERALIZED FILE

2 ROSENBERG: DATA
GRAPHS

2. SMITH GENERALI ZED
DATA DESCRI PTION

3 FLE CK LIST
STRUCTURES

3

4. EARLEY:

THIS THE SIS

VERS2

5 SENKO: DIAM

FIG. 5-4 . OTHER WORK ON DATA STRUCTURE MODELS .

ARRAY

SKILL

HOMOGENEOUS ' YES
BASIC ITEMS: YES
ORDERED' YES
NUMBER: FIXED, 2
IDENTIFICATION: NUMBER,I-2
INTEGER
1 !§ SKILCODE
2 !S SKLRATE

N

HAS
SKILL

HIERARCHY
HOMOGENEOUS' NO

PERSON

BASIC ITEMS' YES
ORDERED' NO

M

NUMBER' FIXED, 3
IDENTIFICATION: NAME
NAME

AGE

SSN

STRING

INTEGER

INTEGER

SKILL
FILE

SELECTIQN: BASIC
ITEM KEY, $KILLU
UNIQUE' YES
SEQUENTiAL' NO

FIG. 5-5. COMMON EXAMPLE DATA STRUCTURE.
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ma nip u lates the data s t ructu r e .

These pro ced ures are

compl e t e ly arb1trary ; they are defin e d tn a pro g r anunlr, g

langua ge and oper a t e on t he c omp one n t dat a struc tures .
The pr oce dures a r e t he onl y way ot he r pr o gr a ms can access
the da t a s truct ure ; any direc t acc e ss f r om progra ms t o t he

components i s f orbidden.

(Hoare suggest s the Simul a

"class" a n an a ppropriate mec hanism for impleme nting t he se

ideas.)

The c hief purpose of this model i s to allow

program cor rectness proofs (purp ose nu mbe r 6 ab ove )
according t o the "axiomatic" method de ve l ope d e arlier

[Hoare 1969J .

Toward this end, some "primit i ve operati on "

1s ass oc iated with ea c h o f the procedure s whi c h de fin e t he
data struct ure and it is s aid that the pro cedure "models"
the primitive function. Programs are then expressed us ing
these primitive functions. Then, once it has been shown

that the procedures faithfully model the primitive
functions, the way is open for a normal axiomatic proof

or the program .
Hoare's axiomatiC data structur e model also allows

the top-down description or data (purp08e 2) since the
components of a data structure may also be defined in
terms of procedures . [Liskov and Zilles 197~J reports a
programming language which (unknowingly to its authors see [Brinch Hansen 197~) implements this aspect or Hoare's
.o4el . The language of L1skov and Zilles allows abstract
data structures to be der1ned as a "cluster." The cluster
speciries the nezt lower level data structures which compose tbe abstract structure being derined and a set or
-operation derinitions- wbich are used to aanipulate 1t.
!be lower level data structures and their operation. are
detlDe4 in 11ke .....er unUl evel"Jtbinc 18 reduced to the
pialU.. data tJPea and operatl0D8 provide. b, the
!be tollow1n& quote ... 11'1... the pb11osoPhJ
of CMH tint two etrort. OIl a •• I"UO II04al.

,Irs....
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"An abst:--act data ~ defines a class of abstract
objects which is completely characterized by the
operaticr.s available on those objects.
This means that
an abstract data type can be defined by defining the
characterizing operations for that type."
[Liskov and
Zilles 1974, p. 51J
Figure

5-6 is a partial axiomatic representation of

the common example introduced above.

The top of the figure

lists the eight functions which might be used for the complete skills example.

For instance, the PERSON aggregate

requires one function for each of its named components
and the SKILLS FILE needs one function to supply a correlation between a SKILCODE and the proper SKILL.

The

axiomatic model forces everything to be a function; no
other access is allowed to the information.

In the case

of the example used here, it would be very convenient if
some other simple data structures were also allowed.
lower part of Figure

The

5-6 shows the lengths to which one

must go to express a simple hierarchy as a collection of
functions.

The "cluster" definition begins by listing the

functions which model the data structure (following "is").
Each of these must then be defined in terms of the components of the "rep" (as in representation) of the original
structure.

Each of the remaining functions listed at the

top of the figure must also be defined using appropriate
algorithms.

For instance, the SKILL FILE probably requires

a hashing algorithm.

It seems fair to conclude that, at

least from an efficiency standpoint, functions are not a
suitable replacement for some simple data structures."
The next semantic model considers only a restricted
class of data structures:
linked lists.
Scheuermann

[Shneiderman

those normally called trees and

1973; Shneiderman and

1974J propose a "Data Structure Description

and flanipulation Language" which allows programmers to
declare lists (one- and two-way), trees, rings, queues,

FUNCTIONS NEEDED FOR SKILLS EXAMPLE ,
NAME ( PERSON) = STRING
AGE ( PERSON) = INTEGER
}
REPRESENT PERSON
SSN ( PERSON) = INTEGER
SKILCODE (SKILL) = INTEGER
SKLRATE ( SKILL) =

INTEGER

}

REPRESENT SKILL

HAS-SKILL (PERSON) = SET OF SKILLS
POSS-SKILL( SKILL) = SET OF PERSONS }

REPRESENT HAS - SKILL

SKILL-FILE( SKILCODE) = SKILL} REPRESENT SKILL FILE

TYPICAL IMPLEMENTAT ION :
PERSON
_

__

DEFINED AS

CLUSTER (N : STRING, A: INTEGER, S: INTEGER)
IS NAME, AGE, SSN ;

.;!-~R::E::P-=-:(-:::Pl'

3 FUNCTIONS

ARRAY

(I .. 2

J

OF INTEGER ;

P2 ·. STRING);
CREATE

IMPLEMENTED AS

2 COMPONENTS

s' REP
,'

S PI [tl ,= A; S. PI [2] : = S;
S.
P2 ,= N;
HOW TO CREATE A
END
NEW INSTANCE
NAME OPERATION ( S: REP) RETURNS STRING;
RETURN S. P2;
DEFINITION OF
-----A FUNCTION - - - END
AGE OPERAT ION (S: REP) RETURNS INTEGER;
RETURN S. PI [ I 1 ;
END
SSN OPERATION ( S: REP) RETURNS INTEGER;
RETURN S. PI [21 ;
END
END PERSON

FIG. 5-6. LlSKOV AND ZILLES ' LANGUAGE
FOR AXIOMATIC MODEL.
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s tacks, and deGues . These data st ruc t ures can be ma nipu lat ed
using bu i lt - in insert, delete , detach , c opy, interchange,
replace , a nd s earch ope r atio ns. These operations insure that
the seman t ics of a part1cular data st r uctu re will be obeyed.
For in s tance, ne w elements can be inserted on ly a t the back
of a queuej any attempt to do o therwise will cause a run-time
error. This senanti c model I s quite different than the above
one due to Hoare; it provides a built-in, predefined definition of the semant ic s for a partic ul a r c las s of data
structures. Thus, the programmer who Is content to use on ly
t he prov ided data structures need not spend additional time
programm1ng characteristic operations for each data
s tructure; these defining ope r ations a r e in ef f ect built
i nto t he imp lemen t ation of Shneiderman ' s ope rations. Since
these built -in operations are par t of the syst em, they can
be assumed c orrect by the pr ogrammer; hence, the correctness pr oof for the program using them is simplified
(purpo se 6 above).

The Data Structure Description and Manipulation
Langua ge a lso allows the declaration o f "multistructures,"
or dat a structures whose elements are also nonatomic data
structures. For instance, a one-way list of trees of
stac ks could be def1ned. This capab111ty suppl1es a Bart
of top-down method (purpose 2 above) : at one level of a
program, a list can be manipulated while at a lower level
the list elements could be accessed as trees. In addition,
the bu1lt-in operat1ons make Bure a mult1structure will
remain well formed. In the case of the one-way list
postulated above, the system would prevent the insertion
of a queue into the liBt because the declaration specifies
the list elements to be trees.
Figure 5-7 shows an attempt at representing the co.DOD
example in Shneiderman's model. Due to the nature ot thl.

.•
\

SKILLS - EXAMPLE _____~~

ENTRY NODE
ONE PERSON

-

LASTPERSON

~ THE PERSON'S SKILLS

......

HAS- _ " NEXTSKILL
SKILL
NEXT_,PERSON
HASSKILL
NEXTPERSON

_......

NEXTSKILL

NEXTSKILL

..-....

HASSKILL
DECLARE SKILLS- EXAMPLE
•
• (HOST LANGUAGE ENTRY MODE DEFINITION)

•
LEVEL (1) LIST (PEOPLE) ONEWAY (NEXT-PERSON) END (LAST- PERSON)
•
• (HOST LANGUAGE DEFINITION OF PERSON)
•

LEVEL (2) LIST (HAS-SKILL)

ONEWAY (NEXT - SKILL)

•
• (HOST LANGUAGE DEFINITION OF SKILL)
•

FIG. 5-1 SHNEIDERMAN'S STRUCTURED
DATA STRUCTURE.
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,.... \·! entco .

l'L'p!" 'se nt '..hl..'
" Ca rdi:-.a:!t;,' " ij- :·: aSSOCii1tlon ; the t e~ t ;.;hlch can be J0 :lt:
is tc. char'be the exarr.pl c to a " Cardinality " l - ~; ass o..;iat!o!'"",
and allO/" each person to f.av€:: the ir o'lin, indlvldual c l..l l lect i on o ~ :: s kills . Thus , a part ic ular skill 1:lay ap~E"ar
many times, once fo r €::ach person who ha s it. Th e sa ~e
modification will be made wheneve r any of the mode l s
cannot hand le the more complex form o f associ at ion. ~hu~ J
Figure 5- 7 s hows a list o f people and each person c ontains
a sub l1 st o f skil l s . !lote that (l) there is no way whatsoe ver to represent the file (the s earch sta te men ts pr ovided by this model are only navi gation al ), (2) the model
considers only the linkages - th e re is no prov ision for
defini ng the ends o f the association, and (3) this example
doe s not i llust ra te any of the access and manipulation
operat i ons provided by the model.
car. !'". c ·~

:·::t':'V1 :~ully

Work of Ja y Ea rley on the VERS programming language
[Earley 1971] is c hiefly o f a prototype nature and will be
mentioned be low. However, one aspect of VERS is similar
to Hoare's axiomatic or functional model. VERS allows the
definition of V-graphs (see bel ow) and " trans formations"
on the m. A transformation changes a V-graph, perhaps
adding or deleting elements, and hence is like a specialized
version of Hoare's procedures (which may simply access as
well as modify a data structure). These transformations
are defined in VERS and, together with a description of
the initial conf1guration of a V-graph, are viewed as
describing an entire class of V-graphs. The class consists
of all V-graphs which can be obtained fro~ the initial
configuration by applying the transformat10ns. Thus, the
transformations define the semantic. of a cla •• or V-graph ••

i
.~
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5 .1. 2

Prototype Models

The first prototype model to be conSidered is the VERS
programming language [Earley 1971J whose semantic aspects
where mentioned above . The language 1s based on "V- graphs "
which a r e a formal way of describing the s tructure of many
common data structures ; their purpose 1s t o allow a better
unde r stand i ng of what data structures such as arrays and

linked lists really represent (number 1 above) .

A V- graph

1s e ssentially a directe d g raph with na med edges .

The

nodes o f the g raph which have no out- bound edges represent
information to be stored as part of a data structure ; these
node s or "atoms " have traditional types such as integer ,
Boo le an , string , etc.

The o t her nodes serve only to connec t

various edges. The edges or 1I11nks " represent the structure
or or ganizat i on o f the information; each edge is named and
th e re 1s a t most one link fr o m any node with a g iven name .
Thus , rat her s imple prototype models can imitate a wide
variety of real world data structures.

For instance , a

traditional 5 -element array could be modeled as a V- graph
of one nonatomic node linked with edges labeled 1 , 2 ,

... ,

5 t o fiv e atoms (see Figure 5- 3).
The c ommon example expressed in VERS i s shown in

Figur e 5- 8 .

The nature of this prototype model forces

a similar li nkage -like implementation of the aggregates ,
associat ion, and file.

The true "Cardinal i ty " N- M

associa t ion can be represented, in this case, due to the

ability to declare any number
given type from a single node
link t o any number of PERSONs
from the type INTEGER). VERS

of links with names o f a
(e .g., each SKILL node may
along an access path named
thus successfully models

the entire examp le data structure, but forces it into a
particular representation as a V-graph.
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AGE

TO
TO
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INTEGER
TO
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FIG. 5-8. EARLEY'S VERS.
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The philosophy behind the next prototype nodel to be
considered is similar to the distinction between semantics
and structure discussed above.

The IIdata graphs" of

Rosenberg [Rosenberg 1971; Rosenberg 1972J are also directed
graphs.

Their purpose is to study "properties of data

structures which depend only on form and not on meaning .
... [A] data graph is obtained from a data structure by
masking out the data items which appear at the nodes of
the structure ll [Rosenberg 1971, pp. 193-194J.

Despite

this quote, data graphs are not selected from real word
data structures; instead, they are defined mathematically
as an ordered pair of "data cells ll and "atomic link transformations" which in effect form a directed graph.
edges of the graph are not labeled with

~ames

The

(as in VERS)

but instead with IIrelations ll such as greater-than or other
mathematical functions.

Additionally, data graphs must

satisfy the "strong connectivity axiorr.."; i.e., there must
be a path between any two nodes.

Thus, data graphs re-

present a rather abstract and restricted class of data
structures.
However, these restrictions facilitate the use of
data graphs to investigate several practical questions
relating to the implementation of data structures.

The

first question considered by Rosenberg concerns the
placing of data graphs into an "address space" (computer
memory) using either "relative addressing" (similar to
sequential storage allocation) or "relocatability"
(resulting in a data structure which is independent of
the addresses at which it is stored).

In both cases,

certain additional restrictions are developed and it is
shown that a data graph can be "realized" by relative
addressing (or relocatability) if and only if it is
"addressable" (or "free-rooted").

Later work has

attacked the question of how to realize arrays which
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vary in size [Rosenberg 1974]. Thus, the purpose of this
~ork is to investigate certain practical problems with the
aid of a formal model of data structures (purpose 5 above).
Unfortunately, some of the restrictions on this model
prohibit its application to data structures such as our
example. Because of the strong connectivity restriction,
for example, it is impossible to model the case of two
people, each with a single (different) skill. Data graphs
are best suited to symmetrical, uniform, infinite data
structures.
The next prototype model is also based on a mathematical formalism which characterizes a somewhat restricted
class of data structures as an n-tuple of mathematical
objects. However, in this case the purpose is to show a
relationship between this specially defined type of data
structure and formal languages (number 4 above). Once
the relationship is proven, the numerous formal results
from artificial language theory can be applied to data
structures. [Fleck 1911] defines a formal model for data
structures which are Similar to linked lists and directed
graphs. The data structures defined are "simple lIst,"
"list set," and "list structure." List structures are a
suitable model for directed graphs with loops and recursion,
such as the "Lists" of [Knuth 1969, pp. 312-314]. The main
formal result is a proof that context free languages and
list structures (as defined) are equivalent. This result
allows immediate conclusions such as there is no list
structure corresponding to the language A"BnC n , n • 1,2, •••
(which is not context free).
Figure 5-9 attempts to model the common example as
such a list structure. A directed graph can eas1ly
implement the "Cardinality" N-M association, but the rIle

1
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structure cannot be represen~ed. :~ote that the list
~tructure 1~poses an unneces~ary orderln~ on each person's
corn~onent data elements (i.e.) f!rst NAME, then AGE, then
SSN). The formalism propnsed ty Fleck 1s shown at the
bottom of the figure: each simple list node consists of
a node name or number, data O~ reference to another list,
and the name of the next node 1n the current list. Fleck's
list structures do a good job of modeling directed graphs;
however, they provide just a single data organization.
Earley has forsaken his work on VERS (discussed above)
for another prototype model ~hlch provides three levels
and certain different prototypes at each level. His new
model, which is also the basis of a (currently unimplemented) programming language VERS2 [Earley 1913], thus
allows a limited form of top-down design. However, the
main purpose of VERS2 is to improve data independence
(~urpose 3) by providing "relational," "access path,"
and "machine" levels of data structure description. VERS2
contains many interesting features (including control
structures specially designed for use with relational
data structures); however, the discussion here will consider only its data structures. There are four separate
prototype data structures which are provided by VERS2.
These data structures are used with full freedom at the
highest, most abstract relational level. At lower levels,
certain restrictions apply. ~he four data structures are
all mathematically-inspired; they are: tuples, sets,
relations, and sequences (all used quite truly to their
mathematical definitions). A complex data structure may
be represented by nesting, e.[., a relation over tuples.
(Similarly to Shnelderman's Rork discussed atove, th1s
~echanlsm allows some aspects of top-down design.)
Cnlll.e
tile works or Rosenberg and Pleck, the VERS2 prototypes can

.

,
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probably be used to imitate the full range of real world
da ta structures .

VERS2 can eas ily represent most aspects of the common
example; Figure 5- 10 shows the example modeled with the
relational level data st ructures of VERS2 . The tuple and
sequence structures are straightforward analogs of tradi -

tional hierarchies and (unbounded) arrays.

SKILL FILE is

implemented as a special sort of binary relat i on which
defines a mathematical function from its first domain to
its second . HAS SKILL is a more general relation which
does not reduce to a function .

In VERS2 notatlor. , HAS-

SKI LL(a person , * ) is the N skills the person has;
likewise, HAS- SKILL( *, a sk i ll ) is the fl people having
the skill. Unfortunately , this structure implies that
each skil l appears once for each person having it and
each person appears once for each of thei r skills.
One part of the "Data Independent Access ing Mode l

ll

[Senko et al . 1973] is a model of abstract information and
will be discussed below; however, the other aspects o f this
work can be viewed as a prototype model with mo t i vation
similar to Earley ' s VERS2 . The Data Independent Accessing

Model (DIAM) is proposed as the basis o f a data base
management system which provides data independence using
a four level approach to data description . The "entity
set model" is the highest l eve l and i s the information
model which will be discussed l ater . The common example
will be expressed in terms of this level. The "string
model,1l "encoding model ," and "phy s ical devic e level
modell! provide thre e levels of prototypes f or encoding
"entitie s " and their interrelationships .

The string model

is similar to Earley's earlier VERS language and to the
"acces s path" level of VERS2; it consi sts of "atomic
strlnp:s." "entity strings," and "link strings," all of which

~TUPLE

<

PERSON ::

NAME _

STR ING. AGE _

INT. SSN _

INT ,.

~SEOUENCE

SKILL ::

SEQ (INT I

-

~

-

--

DECL

SKILL- FILE _

OECL

HAS-SKILL _

BINARY RELATION WHICH
IS TRUE FUNCTION

FUNC (INT. SKILL!
REL (P _

PERSON. S _

SKILL!

-

" - GENERAL RELATION

FIG. 5-10 . EARLEY'S VERS2.
- 318-

- 319 -

link together individual pieces of information in particular
ways.

The encoding level describes the bit or byte level

encoding of the string model, and corresponds roughly to
.the machine level of VERS2.

The encoding level expresses

everything in terms of a single prototype called a "Basic
Encoding Dnitl1 (BED).

BEDs are thought of as residing at

"reference addresses" within "named address spaces."

At

this level, the data structure is viewed as consisting of
noncontiguous blocks of sequential addresses.

Finally,

the physical device level specifies how these BEDs are
actually allocated to real computer storage such as disks
and drums.

For instance, blocks, tracks, cylinders, and

overflow records on disks are considered at this level.

5.1.3

Analysis Models
[Hsiao and Harary 1970J present an analysis model based

on inverted, index-sequential, and multilist files as they
are commonly used in document retrieval applications
[Lefkovitz 1969J.

The approach is based upon concepts of

"attribute," "value," "record," "index," and "address,"
which are distilled and generalized from practical
applications.

The result is a "generalized file structure"

and its "directory" which are defined as mathematical sets
and sequences of the terms

~entioned

above.

By restricting

the size and composition of these sets and sequences, each
of the real world file structures mentioned above can be
modeled.

The generalized file structure then provides a

concise description of the structural organization of such
real world files.

The classification of this work as an

analysis model is slightly questionable; in a way, the
"generalized file structure" is a prototype since it is
a single, generalized, abstract construct which can
represent various file structures.

However, since the

generalized file structure faithfully represents all the
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typ1ca: vari&tisns among real ~orld files, it can properly
be cl~ss!fled a~ an analysis model.
Hsiao and Harary's ~odel Is, of course, !ntended only
to represent file structures; thus, it cannot completely
portray our common example. Figure 5-11 shows a representation of the example which includes as much of the
intended structure as possible with a generalized file.
Only the "keywords" or the words upon which the fIle 15
indexed can be shown; the remaining components of PERSON
and SKILL are ignored. The data structure shown combines
the information from the SKILL FILE and HAS SKILL association into a single generalized file structure. The
directory and file correlate either a name or a skill code
with any number of "records." To find all the people with
a skill, the directory yields the address of the start of
a list through all the desired people. Once again, the
"Cardinality" N-M association has had to be sacrificed
in favor of allowing a skill to occur once for each person
having it and a person to occur once for each of their
skills. It should be noted that the generalized file
model also allows consideration of numerous different
implementation techniques for files.
Smith has developed a model for data items and
structures used in data base management systems [Smith
1972; Prywes and Smith 1972]. This model has three
levels, the "record," "file," and "storage" levels,
and in this way is similar to the works of Senko and
Earley (VERS2) discussed above. However, the model
produced is of a basically dirferent nature. At each
level, the model is simply a detailed specIfication of
each of a set of "character1stics." For instance, the
record level consists of 13 characteristics; some of the ••
characteristics are: character codes, length, lenlth
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FIG. 5-11. HSIAO AND HARARY'S GENERALIZED FILE.
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uniformity, and repetition numter. ~he claim for this
model (supported ty a "cof"'.plete!1ess" r!'oof) 1s that these
characteristics allow the re~resentation of all possIble
record level data structures. This approach should be
contrasted with any of the prototype models discussed
above which, instead, provide Just a single structure
and use it to imitate actual data structures.
Figure 5-12 shows the common example expressed In the
record and file levels of Smith's "Generalized Data
Description Language" [Smith 1972, app. A]. The various
characteristics are simply strung out as parameters to each
kind of declaration. Most of the 13 record level characteristics mentioned above appear in the "group" and "field"
declarations shown in the figure (the other character1stics
are optional and not appropriate to our common example). The
"field" AGE, for instance, specifies the following
characteristics:
field name: AGE
character code: EBCDIC
length type: C, i.e., length is a number of characters
length: 3
uniformity: V, i.e., variable length
data type: N(IO,NS,FX), i.e., base ten, no sIgn. fixed
point
Thus, the details of the lower level components or the
example can be qu1te fully expressed. There is no way
to model the SKILL FILE; the model does not cons1der any
other than Simple files. Such files are modeled in terms
of their "links" - a rather implementation oriented concept of a directed access path. In order to l1nk a peraon
with his/her skills, the SKILCODE field must be introduced
so that each SKILCODE is physically present In the recorda
of the people possessing it. Then the linkage "crlterlon w
can state when such a path should be provided between two

'$
.~

FI LE ('SKILL EXAMPLE', ' HAS SKILL', 'POSS SKILL'; ... )
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records. Thus, the "CardInalIty" N-M HAS SKILL assocIation
is implemented w1th multiple "~8rdlnallty" 1-1 l1nkages.
Section 3 of this thes1s 1ntroduced a new analysIs
model whIch covers a different range of data structures
than those considered by Smith and Hsiao and Harary.
Section 5.2 compares this new model to the other data
structure models surveyed here 1n Section 5.1.
5.1.4

Information Models

The information models arose from data base management.
They are attempts to model abstract information and represent 1t 1n a form whIch is computer tractable.
The relational model treats all information as mathematical relat10ns on objects from specifIc "domains" or
sets; the data structure based upon this Idea was covered
1n Sect10n 2.2.2.1. The approach has been rormulated by
Codd and associates (Codd 1970; Codd 1971a). The basic
claims of th1s approach are that all common kinds or
1nformation (or at least those normall, used in data ba ••
management systems) can be viewed as relat10na [Codd 1971]
and that the resulting formallsm ls qulte .Laple and eaa,
to use [Date and Codd 197-]. The interrelation between
informatIon modeled in thia way 1s represented bl nu.eroua
operat10ns on the relationa. Such operat1ons '" be tr;adltlonal mathematical ones such as un10n and inter•• ctlon
or speciallzed relatIonal operat1ons 8uch aa ·projectionand "Joln" [Codd 1972].
The COllllOn example in te .... ot the relatlonal lIOd.l
Is shown 1n Figure 5-13. The relatione abown bere are
expressed In -third noral to ..- which proYidea
and update advantages [Codd 1971; Codd 1972.]. !be

aco... .
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The ne xt informati on mo del i s the Entity Set r,1odel
devel o ped In [Se nk o et a l .

1973l .

(The Entity Set Model

and related concepts arc djsc ussed here ; so me other a s pec ts
o f DIA ; '~ we l'e desc rIb ed above und er prototype models . ) The
Ent i ty Set Model proposes a basic forma lism f o r th e info r ma ti on to be sto re d in a data base manaGe ment system and is
thll S s imilar in nature t o the relationa l model . In fa ct ,
the r e s eems to be a rather close co rr espo ndence between
nu me r o us co ncep t s in both models . This cc rr es po ndence has
no t be e n noted in the literaturej it will be pointed o ut In
the f ol l owing discu s sion.
The Entity Set ~odel begins by f o rmalizI ng the basic
r r imlti ve quanta of information wh i c h a re ca lled " entitles ."
A re r so n o r a part is an entity . Entities may also be
ter~s o r c oncepts which des c ribe other entities , e . g ., the
co l o r red . Asso ciated with each en tity is one o r more
" nan,es" o r Ident ifyin g s ymbols . A coll ecti on of these
names nay be g r ouped to gether t o c r eate a n "entity name se t"
t o a "do naln" In t he r ~ l ati o nal mode l ) whi ch
de sc r lLes a col lecti on c f thl~gs ~n ~hlch the da ta base
~2na f e ~ cn t s y~te~ 15 intere s ted .
Entity na~e s et s are
label e d ~l:h "ent ity na~e s et na~es" and a re re f e rred t o
b y " rele ~a~~s ."
(~ o le :.a.rr.e s ce r r E:spor. d to the relational
~,o de l ' s "att~!bute ~affies ." )
Sets c f t riples ':0 ~ 3 1stln£ o f
an e nt!t~ na~e set name , role name , and e ntity r.arne are
( c ~ rre spcnd in E

cfllleJ

1I·:

n t!t,j'

de~ c r1ptl (, ns ."

:-~,c:,'

f r :'!"",

3

co ~: ;

10tc

entlt!I.::.; ; L"nt.Ity de~c :'lptl ~ :1~ ccr!'csl-' o nd to l!,e t !' aJ':'t.l o r.'!~
datb b a SL" na n&gement. s y st e m' s records . ...L ,. ,.•. e X1i ii.r 1e t" r,ti t y
descrlpt Io ns are sho . .·n In the 'walloons at tt.e r a tt 0m of
~,

Ficure ~ - l . A s ub set of the entIty name se t nane and r 0 1~
name I-' a lr s whi ch unl":iuely nafT,e ea:::h entIty I s ca lled the
"i dentIfier" (and is s imilar t o a "prl na ry key " In the
re lat i o n~l model) .
Finally, a set of uni quel y named ( ~y
identifier ) entity descriptions forms an " ent i ty d e~c rlrt! o rl
se l" (corrcsronding to a " re l ation " ) . Two J!fferent r o le
name s in ent ity descr i pt i o rl sets may r efe r t o th~ san ~
entity rlame se l allowing asso c i a tion s bet ween entit y
description s us ing t.he same entity names.
lIsel' $ of DIAM assume the entity set r.: odel a s a :'e rre sentati o n o f l'cal world Info rmation ; pr o gra~s ca n be written
In terms o f th e names J.nd interrel.:lt!. ons de Clr.ed as dt.: sc ri bed above. A system catalog stores these def:n i ttons
and a ls o the descrIptio n o f the three l ower le vel s dis cussed in th e sect i o n o n p r ototype nc dels. 7~e s y s te~
will aut o matIc a lly tr3nsla~e the data independent entity
set level pro6r3ms i nt o appr op riat e ter~s ~ f the l o ~er
levels.
P r o~ra~s c an also be written to use t ~ e s tring
level model Jire~tly.
Figure 5- i ... r: 'esents the corr.:on exa:::r:'e ~.: !t. er:t:t:.set r.ode!.. ~ ~ !ngle e~t !ty i n t~ls ver s!~r c f :he ex~~;:e
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FIG, 5-14 , SENKO'S ENTITY SET MODEL.

- 329 -

The final information model to be discussed was
developed as a notation and documentation aid for j~ta
base designers using the early data base management ~ystem
IDS [Bachman and Williams 1964J. "Data Structure Diagrams"
[Bachman 1969; Eriksen 1974] are a graphic technique for
describing owner-member structures between "entity classes."
The association model of this thesis was tested against
Data Structure Models in Section 3.3.2. An entity class
is similar to the Entity Set Model's entity set; possible
entity classes are people and parts. Entity classes are
represented by blocks; the blocks are connected by arrows
which represent "set classes." These arrows point from
the "owner" to the "member" of the set class. Each owner
represents exactly one instance of an entity class; zero,
one, or more instances of the member are allowed. A few
extensions are added to allow "sometime membership,"
"multimember set class," and "alternate owner set class."
The owner of one set class may be the member of another
(and vice-versa) so that, in conjunction with the
extenSions, rather large and complex information models
can be built.
Data structure diagrams thus can model data organizations built-up out of "Cardinality" I-N associations.
As explained in Section 3.3.2, such combinations can
simulate "Cardinality" N-M associations; this approach
has been used in Figure 5-15 to model the common example.
Data Structure Diagrams do not offer any way of representing either the components of each entity class (e.g.,
PERSON) or the select10n supplied by the SKILLS PILE.
The surveyor related work on data structure oodels
and the exercise or express1ng a co.mon example in terms
of each or tb. . 1. now co~lete. SectIon 5.2 contrasts
the .ade1 or thia tbeala with theae others.

SKILL

PERSON

SKILL-LINK

FIG. 5-15. BACHMAN'S DATA STRUCTURE
DIAGRAM.
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5.2

Uniqueness of This Work

This section discusses the distingu1shing qualities
of the work reported by th1s thesis. The uniqueness of
the data structure model is described f~rst, then the
specIal features of the top-down data description method
are discussed.
The data structure model presented in Section 3 uses
a different approach and covers a different scope of data
structures than any of the other model's surveyed in
Section 5.1. The data structure model developed here 15
an analysis model for the data structures commonly used in
programming languages and data base management systems.
The key words are "analysis" and "commonly."
The data structure model is unique from the other works
classified as semantic, prototype, and information models
in Sect10n 5.1 because of 1ts different purpose and
approach. The data structure model, as an analys1s model,
provides a framework for understanding the variations among
real world data structures. This purpose is quite distinct
tram the other kinds of models which avoid questions arising
trom data structures a8 they actually exist in tcd.,'.
a,ateu.
second, none ot the other analJa18 lIOClels applJ to the
claaa or data structurea whlch the IIOde1 presented here
cons1ders. !hia c1aea includes all the data struoture.
tabulated 111 Appendu A (and 8\&1"#8,ed in Sect10a 2). tbe. .

data structures are the ones corron17 ill ue b~ todQ'.
~rs aDd data baa. 4ee1cnera.
'!be other two
aDaQala .ad.l. wbiob o......t17 ez1et are tile . . . .nl1..,
ftle of Batao aDCI Bararr and the data traulatlon ..tel ot
lid... (botb ct••oriNd 1a leoti. 5.1.3). Balao and . . . . ,••.
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model considers only the file data structures (including
some details of their implementation). Smith's work 15
aimed toward the translation of data bases from one hardware
system to another; thus, it considers rather low level data
structures which normally occur in production data base
management systems. These data structures are mostly the
basic items of Appendix A plus traditional concepts of
records and repeating groups. ThUS, neither of these
other analysis models can represent the full spectrum of
data structures which the model of this thesis includes.
In fact, Section 5.1 has shown that many of the other models
in all four classifications have trouble modeling the
example skills and people data structure without modifying
it. Thus, very few models in any of the classifications
cover the wide range of data structures included in this
new data structure model.
The top-down data structure design methodology introduced in Section ij includes some unique features which make
it particularly useful for the design and documentation of
large data bases. In addition, the "how" question as discussed in Section 4.ij has never before been considered
exclusively for data structures.
The top-down method developed here includes three
special features: redefinition, restatement, and cross
reference. These features and the ways they aid doeu-.
mentation and design have been discussed in Section ~.3.2.
The redefinition concept is unique; it is a departure
from existing methods of (both data structure and program)
top-down design. Existing methods allow only a str1ct.
tree-like refinement at each level of the des1gn. The
n + 1st level simply defines abstractions from the nth
or earlier levels. The top-dovn method of this thesiS

-

-

- 1~ 3 -

recognizes the need to allow cc~~lete alteration ~nd
reexpresslon of preliminary level~; th!s ~eed is fIlled
cy the redefinition. The fact that such need exists is
~est demonstrated by the examples of Sections 4.3.1 and
~.~; both of these designs would be nearly impossible to
express in an understandable manner without the redefinition feature.
Figure 5-16 illustrates in outline form the role
which redefinition and also restatement play In top-down
designs. The redefinition shown at level 3 in the figure
reexpresses two of the abstractions originally defined at
level 1 in terms of a new, single definition. Two separate
subtrees of the design are thus brought together and defined
in terms of different details from level ~ onward. Such
redefinitions are necessary for drastic changes in a data
structure design, e.g., conversion between logical and
actual data organization. nowever, redefinition is also
helpful Just for understand1ng: to express a data structure
first 1n a manner which shows Its purpose and then to reexpress 1t 1n a form more suitable to the rest of the
dealgn.
Figure 5-16 alao shows, 1n level 3. a restatement.
The restatement makes It easier to understand where the
dealgn has gone rrom 1ts root at level 0 down through
level 3. The restatement, in efrect, summarizes one
path from the root to one node. As discussed in Section 4,
re.tatements were introduced independently by Mills. ~11ls,
however. aees restate. .nta ai_ply as a ~placement for an
autoutlc 1.pleaentatlon racility. The research or this
thea1s recocnlzea the restatement as a valuable mental aId
whlch helps to keep the design intellectually manageable.
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The "level number - letter" cross reference sche~e
used In the desIgns of Section 4, wh1le not particularly
startling, 1s also orIgInal. The only other attempt at
any sort of cross reference not based soley on names is
the rather confusing one Introduced by DIJkstra in
[DIJketra 1972, pp. 31-38]. The simple cross reference
method used here Ie quite valuable part1cularly in large
deslgne such as the one shown in Appendix C.
These three features and the intrinslc style of the
new top-down design method make it useful not only for
design but also for documentation of data structures.
Tradltional approaches to design and documentatIon of
large data bases Quickly result 1n understanding being
loat among too many details. An example of such a
traditional design gone bad i8 [National Health Computing
Services Group 1972). A top-down design can, instead,
present an abstract, conceptual level to which detalls
are added as refinements. With this sort of design, each
step can be retained aa documentation; then, understanding
can also proceed from relatively simple. hlgher levels to
the details as necessary.
Some of the other data structure models surveyed in
Sectlon 5.1 were noted as provlding some top-down capabI1ltles. These approaches, however, model only those
levels or the data structure desIgn wblch are actually
to be uaed by prograu at run tl... The N.J or advantagea
ot structured progra-lng are conceptual; a top-down
d.slgn or data should also help a person learn and understand Its structure. The top-dovn approach developed here
Is alao able to represent !nltlal, general levela or the
data de.ign and. bence, be • valuable source or progra.
4ocUMntatlon.
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difference between v!e~s of top-down design has
also been noticed ty :ennlnl, with I'0g3rd tn tor-do~n
design of rrogra~s. In reference to papers containing
example "well-structured" programs which he reviewed
[Denning 197~a, P. 5J states:
~~ls

"Somehow, these authors did not grasp the importance
of the central idea advanced by Dahl, Dljkstra, Hoare,
and others: namely, one is always working with
abstractions. It is insufficient to present the endproduct and expect the beholder to perceive its structure
by inspection, or even deep motivation. Instead, the
beholder must also see at least part of the programmer's
thought processes, starting from the original (very
abstract) version and proceeding to the end-product
via a clearly presented sequence of clear transformat1ons
and refinements."
The top-down data structure design method introduced here
provides a way of recording the data structure designer's
thought processes beginning at the most abstract stage of
the design.
Finally, this work is unique in its attention to the
"how" question for data structure design. Detailed consideration of the "how" question is rare even for top-down
program design. The only similar emphasiS is W1rth's
attention to the teaching of programming strategies (see
the description and references in Section ~.2).
In conclusion, the work of this thesis 1s unique
because it provides a new way of understand1ng and us1ng
a wider range of data structures than any ex1st1ng work.

6.

ARGUMENTS POR UTILITY

5ection 6 presents three ar~uments for the usefulness
and utility of the research described In the previous
sectlons. These arguments demonstrate the value of both
the data structure model (of Section 3) and the top-down
data structure des1gn method (of Section ~).
The three arguments are:

1.

The data structure model Is complete in the sense
that It models the common data structures,

2.

The top-down method and the model are useful for
describing real world data bases, and

3.

The model 1s understandable and easy to use.

Each of the follow1ng subsectIons argues one of these claims.

6.1

Completeness

This section wlll demonstrate the completeness or the
data structure model. Completeness Is used here In a very
pragaatic senae to mean that the model Is surf1cient to
represent common. practical data structures. The data
struotures compiled 1n Appendix A are the ones wh1ch a wide
var1ety of system designers deemed userul; thus, It is
reasonable to test the completeness of the data structure
.ode1 of this thesis by see Inc It It can .odel th1s
oollectlon or data structures. 111e full en~ratlon or
eaob indlv1dual data structure and its variat10ns appears
in Appendix 8. 111is sect10n Introduces the . . thod used In
the appendix and draws so.. conclusions rro. the ezerclae.

Diane Sa1tb usect a s1atIo- concept or a ·coapleteness
proot- [Saltb 1972. chPs. 3.7 ••• 6. 5.7] to support another
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analysis model for a d1fferent class of data structures
(as discussed 1n SectIon 5.1.3). There, as here, the
basic idea 1s to show that a model covers the necessary
realm of data structures.
One of the first things which is clear from the
modeling exercise 1n Appendix B is that some data structures
must be modeled with more than one level of answers to a
set of axes. Other data structures, which are in some
sense "primitive" or "simple," need only one level of
answers. An example of this latter case is the array wh1ch
1s modeled in AppendIx B (and numerous other places
throughout this thesiS) as follows:
Homogeneous:
Bas1c items:
Ordered:
Number:
Identification:

YES
YES
YES
PIXED
NUMBER

Here one set ot answers from the aggregate model 1s
sufficient. On the other hand the mathematical relation
structure cannot be so easIly conquered; it 1s not the
same sort of prImitive structure as the array. A
"normalized" relation [Codd 1971] requ1res the follo.lng
two levels:
Homogeneous:
Basic Items:
Ordered:
Number:
Identification:
Relation
Element

Homogeneous:
Basic 1tems:
Ordered:
Number:
IdentifIcat1on:

YES
NO, relation element

NO

UNBOUNDED
NONE

NO
YES

YES
PlXED

NAME, attribute na.e

•
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As dIscussed prevIously in Sect10n 3.2.2, this approach
MOdels the relat10n as a set of relation elemer.ts. In
erfect two primitIve data structures, which whe~ :cmbl~ed
form a normalized relat1on, have been modeled separately.
ThIs procedure will be used throughout Appendix B when
nonprlmitive data structures are encountered. 7he same
approach allows the modeling of several variations on a
single data structure. For example, In Appendix B three
dIfferent kInds of mathematical relations are modeled.
The three all use the same first level but have dIfferent
defin1t1ons of "relation element" at the second level.
With the above introduction, the reader may now fully
apprecIate Appendix B. Each main section uses one part of
the data structure model of Section 3 to represent the
common aggregates, assocIations, and files. This exercise
clearly demonstrates the following:
1.

The data structure model of this thesIs can dep1ct
each of the data structuring techniques tabulated
In AppendIx A. and

2.

Furthermore, the data structure model can discrIminate among the possible varIations and generalIzatIons of indiVidual data structuring technIques.

Thu. the data structure model Is complete. I.e., 1t is a
capable model tor common, contemporary data structures.
It Is also interestIng that AppendIx 8 does not require
the full power or the data structure .odel. There are 80. .
anawera and 80• • co.blnatlons or answere that do not appear
at all. this de.onstratea that the .adel appl1es to ad hoc
data .tructu.... as well as the traditional ones IIOdeled 1n
AppendlJl B. Such data structure_ ha". been uaed throughout
thia th•• i. to d.scribe the organization. decisIon table,
and acheclullnc data ba •• eza.pl •••

- 3~o 6.2

Usefulness for Top-Down Destgn

To demonstrAte the worth of ~he tor-down data
structure desl~n methodoloPS (of Section ~) and to rurth~r
investigate the use of the data structure model (of S~ctlon 3),
this section uses both of theM to attack a real world data
base desIgn problem. The utIlIty of the model and top-down
method can be measured by seeIn~ how well they perrorm on
th1s practical data structure desl~n.
The entire data structure desl~n is presented in
AppendIx C alon~ with the detailed requirements for the
des1gn. This section introduces the desIgn problem In
general terms and then examInes Just two representative
portions of the full des1gn. F1nally, the appropr1ateness
of the data structure model and top-down desl~ for this
task 1s discussed.
The example 1s drawn from the ~eneral area of large
programming projects where a software system Is produced
from a number of indivIdual programs repre8entin~ the
work of numerous programmers. For the purposes of the
follow1ng dIscussion, these derinitions hold:
Program:

individual part of a software system; Single
compIlation unit.

Version (of a program): the state of a program at a
certain po1nt 1n time.
P1nal product: the software system under development;
the useful end product created.
Release (of a rinal product): an official. workin~
collection of certain ver310ns or soae or
all the programs; comprises the fInal product
at a certaIn point In time.
TrOUble report: orrlcial notification or trouble with the
fInal product.
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In ternm of these defInItIons, the example jata
structure must satisfy the follow1ng requ1rements:
1.

Numerous 1ndIvidual programs, each or wh1ch may
have more than one version, must be stored. Eac~
version has both an Ident1fYing vers10n name and a
chronological creation time.

2.

Several dIfferent releases or the final product
must be recorded. The information on each release
includes the names and vers10ns of the indivIdual
progr&m8 used and the date on wh1ch the release
was produced.

3.

A collect1on of trouble reports, their current

-.

status, and their relat10n to 1ndividual programs
must be stored. Par bugs which have been fixed.
the trouble report notes which indiv1dual programs
were changed and wh1ch release or the fInal product
Includes the correct10ns.
Numerous management statistics must also be
available. The statistics Include 1nformat1on on
each Individual program (size, laat compIle date.
nuaber of bugs fixed per version, etc.) and each
release (number ot bugs rixed, number of programs
changed, etc.).

The specific data .le.ents which Imple.ent these requ1re. .nta are listed in Appendix C.
A version or a program Incorporates and aakes permanent
.~ collection of changea, corrections, or revisions to the
previous veralon. Thua versions exiat along a single
cStMnalon tl. .-wl.e and each vera ion include. all the
chanc....de to the previous one. Thus prograa text linea
addH and b\l88 fixed In one veraion ..._In In all subsequent
.,.raion. unle•• the, are e.pllclt1.Y .:>dltled. 'ftI. relation
bet...n 41rterent re1 ..... Is not .. all1Pl.. It..., be
de.lrebl. to include 80. . sort.are t.atures In one rel ••••
but not 1n otbers (ror ••.-ple. to trJ out • new r •• ture

-

3~.:

while still allow1ng use of the current system}. Thus
releases are not linearly ordered 1n tIme; Instead, some
features will be in certa1r. releases and not 1n others
irrespective of the date of release.
(ObvIously, the
same phenomenon applIes to bugs.)

The only way releases can dIffer from each other Is
by containing different versions of the same programs or
dlfferent programs. Thus a new release need not be
created from the most recent verslon of each program.
It Is even probable that later releases may contain
earlier versions of some program (for example, a program
may operate so poorly in one release that In the next
release an earlier, proven version of the program is used
instead) .
The requ1rements for the data structure des1gn are
complex; not only are there many kinds of informatlon to
be represented but the information 1s also 1nterrelated
in a complex fashion (as exemplifled by the relationship
between release and version). Nevertheless, these
requirements are drawn from this author's extenalve
experience with pract1cal sottware development proJects
and thus represent a common problem 1n larse development
efforts.

A general aolut1on to this preble.. .. d1.cus.ed here
and deta11ed in Appendix C. 1s a contribut1on to the tleld
ot sottware englneerins and prop-aa devel~nt. Tb1.'
de.ign. aa well as deIaonatratlne' the usefUlne.s ot thl.
the.l.. provides a aolutlon to a real world data bu.
probl_. Tbe clea1an pre.entad"" Vlllbe uetu1 to
data bU_ d.sllft." raoed W1tb eladlar .e1p .
!be

.,.18.

-

creation and publishing or g~neral s01utlons to common
programming problems is se~n by thIs author as a major
step toward ~~ortvare engineerIng" [?0~~ lQ70). Another
example or such a publ1shed general solution 13
[Hoare 1973a] whIch prov1des a generalized, parameterized
aortware paglnR mechanIsm.
The specIfIcs or the data structure design viII not be
dIscussed fully here for reasona of brevIty (tvo fully
de.crlbed desIgns were presented In Section 4). The entire
de.len, expreased pictorially. appears in Appendix C. This
a.ction next considers two key parts or the dealgn whIch
Illustrate the advantage. or the top-down data structure
d.slen .. thod.

Level 0 ot the d•• lgn, .a shown In AppendIx C.
d••erv•• so.. attention .lnce thl. 18 where .o~one u.lng
the d•• lgn as doc~ntatlon would begin. Prca lev.l 0
alone It 1. t..edlatelr obvlous that the data baa. contaIns
two baalc Id.nda or Into .... tlon: PINAL PRODUCT and TROUBLE
RIPOR'lS. 'nala breakdown or the intoNation ie appropriate
Moaue trouble reports and tbe tina I product are the two
.aJor .aternal f ••tures ot the 8ottwa... develop_nt s,st...
Ley.l 0 al.o 1ntrod~o•• and d..crlb •• tour abatraotlons.
!be two data .truoture. depleted witb tbe .odel and the.e
lOur abatraotlona I i " • rather clear but .tl11 uncluttered
ft_ ot tbe entl" dau bU.. !be ....d.r ot the d•• len
w814 IrDoIr \bat a JPDAL JW)DOC7 1. . . . . . . . .Nl IntoNation
(ft IDO) aDd "vip,!... ot n_roua re1..... (RSLBASI
. a ) . . . of wid_ Sa dU'S_tabed . . tbJ LA.,..". • .B.a.
L " . '••• Mlalae -.1. __ ..., p..-l_ witll Ute final
. . . . . . . aN . . . . . . . . . . . _

. . ., of lDdlddual ftII.

:. . . . . . . . . . . . . . . ' . . . . . . .0. . ta • 0 . . . .'

Jet

"'.

o..,leW

waj'

w~ll,:-h

~j('ts

the stap:e for the fol!ow1np: levels.

nuth

the co~pa~:ne3n and completeness ar13e fro~ the groupln~
jecls1r:;n!1 !~ee :-:cctlon 4.4) made in ';.he level 0 deslp'n.
We w1ll also focus some attention here on levels 4

and 5 of the design (as shONn In AppendIx C). As or
level ~ the data base has been relat1vely completely Je31~ned:
The relatIonships between the final product, releases.
programs, versIons, and trouble reports has been fully
desIgned by usIng names (PROGRAM NAME, RELEASE NAME, etc.)
to represent the logical connections. The more complex
relationships have made use or the PROOfS EDITION data
structure (28) in a number of ways. The result1ng
structure, as of level ~, is suitable for 1mplementatlon
In a relational-style data management system. (PROO'S
EDITION would In some cases result In unnormallzed
relatIons which might have to be normalIzed depending on
the data base management system used.)
However, due to the lack ot relational data management
systems In most computer centers and the pOinter's
perennial popularity, It is worthwhile to contlnue the
design to a more tradItional lmpl...ntatlon. Level 5 thus
shows a redef1nition decislon (as defined 1n Section _.-).
Thls level (and level 6) replace the ~-ba•• d connectlone
between the element. ot the data baae w1th ... octationa
using the assoclation model ot Section 3.3. It 1.
interesting to note that the ... oclation .od.~ 1.
sufflcient to represent allot the relational-.t,l. data
organ1zatlona used at earlier le.el. lnoladlna tbe
unnor.all&ed onea.
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however. 18 •• ,1er to understand when it has been 1ntroduced via the earller atages of the desIgn. It seema
obv1ous that the early. reiational-atyle level. make the
tlnal, polnter-llke design ea.ler to under,tand. Further •

• ueer ot the data ba ••• lght be content to view Just
the blah. 'I" level. conceptual structure. t.vel. 0 to ,
proylde a coaplate de.cr1ptlon or the inrormat1on atored
ln the data
A u.er Who, tor e&aaple. waa ualnl an
•• 1etlng aanaae••nt lnror.atlon 8,8tem to query the data
ba•• need read no further than level l. But at 111. all
tbe detalle ot the t.pl ...ntatlon are there tor the u•• ra
Who .ant or requlre thea.

ba...
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- 346 presented here can be taken on a step at a time basis
and the user can stop whenever he/she reaches a satisfactory
level of detail.
Second, the desi~n process, especially as aided by
the redefinition feature, provides extremely useful
documentation. The drawings of Appendix C are useful
documentation just as they appear here. Thus the desi~n
process, due lar~ely to its use of the data structure
model to defined each component, provides sufficient
documentation for the resulting data structures.
In conclusion it seems the model and top-down method
provide just what was needed to design the software
development data base. This success indicates that they
may be fruitfully used on other real world data base
design projects.

6.3

Ease of Use

It is claimed that the data structure model is
readable, understandable, economic, and transparent, i.e.,
that the model is easy to use. Such a claim is, of course,
subjective; however, it can be supported by comparing the
data structure model of this thesis with other models.
This section makes such a comparison based upon the same
common example used in Section 5.1 (Figures 5-5 through
•
5-15).
The data structure to be considered here is shown in
Figure 5-5 in terms of the data structure model. Reflecting
first on this example by i tse If, two things are apparent:
. ~.

0-;;

~~

1.

The data structure model for this example 1s compact
and economiC, and

1

J

.. j. ".
};..

":!

;-J

!';

~

.

.
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It presents the structural aspects of the example
in a complete and understandable manner.

The pictorial nature of the data definition provides a
clear organization for the facts to be presented.

Reliance

on shapes and the use of two dimensions eliminates the
need for some prose and also makes it easier to I1get the
full picture" at a single glance.

The data structure

modeled in Figure 5-5 is quite complex (it is described
at the end of Section 5.1); yet all aspects of the data
structure are representable with the data structure model.
The modeling process consists of going through the proper
sections of the data structure model and treating each
axis as a checklist, i.e., picking the proper answer for
each question.

This approach is quite easy to carry out

because the model is fully described and the possible
answers listed in Figures 3-4, 3-19, and 3-42.

Thus the

data structure model has performed quite well for this
example.
Now the data structure model will be compared with the
other models covered in Section 5.1 again with respect to
the common example.

This comparison will be carried out

both in terms of individual models and the classification
scheme for models (semantic, prototype, analysis, and
information models, as introduced in Section 5.1).
Figures 5-6 through 5-15 express, as well as possible,
the same example in each of the other models.

The ability of

each individual model to represent the example has been
discussed in Sections 5.1.1, 5.1.2, 5.1.3, and 5.1.~.

In

comparison to the data structure model of this thesis the
most serious lacks evidenced by Figures 5-6 through 5-15 are:
1.

Overly large, verbose, or confusing representation
of the data structure,
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Incomplete modeling of all details of the example,
and

3.

Misleading representation of the intended structure
of the example.

Of course each of these failings apply only to some of the
other models and often with varying degrees of severity.
The failings are also ameliorated by the fact that the
models have widely different motivations and purposes.
Nevertheless, it seems clear that some definite comparisons
can be made.

Liskov and Zilles' implementation of Hoare's

axiomatic model results in a very verbose modeling (point 1)
of the common example, only a portion of which is shown in
Figure 5-6.
(Figure

Shneiderman's Structured Data Structure

5-7) fails to model the SKILL FILE file structure

(point 2) since it provides no way to represent selection
via key values.

Fleck's list structure (Figure

5-9) forces

an unnecessary ordering on the components of PERSON and
represents the "Cardinality" N-M HAS SKILL association in
a way which, at best, can be described as nonobvious
(point 3).
The trangressions of the other models on the intended
structure of the example (pOints 2 and
most serious.

3 above) are the

This failure to represent true structure

occurs in three major ways.

First, many models force all

the components of the example into a single style or form.
This is true of Liskov and Zilles' axiomatic model,
Earley's VERS, Fleck's list structures, Codd's relational
model, Senko's Entity Set Model, and Backman's Data
Structure Diagrams.

- 349 Second, many of the other models fail to represent
some part of the example data structure. For example, some
models provide a characterization for components of a data
structure but no way to interrelate or connect separate
elements. Specifically, this category includes
Shneiderman's Structured Data Structures (no file structure,
no "Cardinality" N-M association), Fleck's list structures
(no file), Rosenberg's data graphs (total failure to
represent practical structures), Earley's VERS2 (no
"Cardinality" N-M association), Hsiao and Harary's
generalized file (nothing but file structure), Senko's
Entity Set Model (no "Cardinality" N-M associ~tion, no
file), and Bachman's Data Structure Diagrams (no components,
no file).
Third, many of the models force a particular
implementation on the example structure. The following
models all are based upon pointers or a pointer-like
concept: Shneiderman's Structured Data Structures, Earley's
VERS (links), Fleck's list structures, and Smith's
Generalized Data Description Language (links and criteria).
The data structure model of this thesis suffers from
none of these constraints. It covers three basically
different kinds of data structuring techniques (aggregates,
associations, and files) and a wide range of variations
within each kind. By covering the three classes of data
structures it is able to represent the wide variety of
practical, real world data structures shown in Appendix A.
Finally, by modeling the logical or conceptual organization
of data structures, it avoids the trap of picking one
particular implementation technique.
In all fairness, it must be pointed out that the data
structure model stacks up so well because it was designed

- 350 wit h j ust those c hara cte ri st i c s 1n mind.

The o ther models

( wi th the poss i b le excepti o n o f the o ther analysis models )
were o f ten des i g ned wi th sign1f i cantly d i ffe ren t objectives

1n mind. These objectives were s umma ri zed throughout the
discussion of each individual model 1n Section 5 . For
example Fle ck ' s li st structures were developed to show a
co rrespondence between a ce rt ain c lass of data structures
and c ontext fre e languages. In this case it Is natural
that the class o f data structures needs to be somewhat
restri c tive and contrived.

I n summary, t he data structur e model of Section 3 1s
easy to use f or its intended purpose: defining the
structural aspects of da ta structures. The model can be
used to depi ct common, practic al data structures in a way
which, in compari son to existing models, 1s compact ,
economic, understandable and complete.

•

7.

CONCLUSION

The preceding six sections a nd the appendixes have
described a model of common da ta structures , shown how
the model can be used for the top -down design of data
structures , and compared and contrasted the model with
related work. Section 7 concludes the reporting of this
research by suggesting further work and noting the
signifi cant contributions of this thesis.

7.1

FUrther Work

The data structure model of t hi s t hesis a llows the
descript10n of t he structural aspects of data organizations; it motivates further wo rk 1n f o ur areas:

,

1.

Further exploration of the data structure "space ",

2.

An analysis model for data access",

3.

Further control over data integr1ty, and

4.

An automatic programming implementat1 0n .

The data structure model defines three "spaces tl
of possible aggregates, associat10ns, and files. Further
examinat10n of these spaces and their relat 10nship to real
world data structures may be enlightening. Section 3.2.2
presented s quick tour of the aggregate space and, in doing
80, identified some practical data structures which are
not offered by contemporary programm1ng languages or data
baae management systems. Similar investigations of the
&esoalation and file models and a comparison of the findings
witb the needs ot programmer' s would be worthwhile.

.~

Such searcbing through data structure spaces is tedious •
aid these ettorts at a better understand1ng of data
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structure s, i t I s in tere st ing t o s pe c ul at e o n a me asure
or "me tri c " o ve r the spa ce. This met ri c wo ul d at tach a
va lue to the d i stance o r d1fferenc e bet ween any two da t a
st r uc t ur e s I n t he spa c e , In effect , giving mea ni ng to the
i nate con ce pt o f what makes data s tructu r es mor e or less
di f f erent from eac h o ther. Tha n i t wo uld be possIble to
a n s we r questions such as: Do t he dat a st ruct ures In common
use t e nd t o c luas t e r In one pa r t of the space, as opposed
to be i ng e ve nly spr ead ove r t he continuum?

At any rate , it seems clea r fr om t he nume r ous exercises
carr ied out he r e tha t some answer s t o the data struc ture
axes are more common t han ot he r s . The que s t ion further
work s ho uld answer Is: Old t oday's popular data structures
a ri s e s imply by chanc e and, if so, are there ignored,
overloo ked da t a s tructures of potential value?

Suc h fU rt her explorat i on us ing the data structure
model i s a direct extension of this thesis . The remaining
topics to be discussed are sugge sted by the authorts
e xperien ces in preparing this thesis but are not such direct
continuations of this work .
A dis cussed previously in Sections 1.1 and 3.1. a
conscious choice was made to model data structure
independently from access "considerationa. The w1ado. ot
this decision 1s clearly demonstrated by the auccea. ot
the data structure model in repreaent1ng common data "
structuring techniques . However. this exper1ence doe.
pave the way tor an analya1a-atyle data acce.a aode1.
Such work would complement the data atructure .ade1 ot
this theais by prov1d1ng a a1ailar model ot conte~or&r7
access methods.

- 353 Exist i ng work on unde r standing and modeling data
access has tended to concentrate on a single data organi zation.
Examp l es are [Carlson and Kap l an 1975 ] (relational mode l ) ,
[Re i ter et a l . 1972) (t r ee) , a nd [ Whitt and Sul lenberger
.1 975 ) (indexed sequent ial fil e) . None of these can pr operly
be called analysis mode l s. Instead a n ana l ys i s mode l for
data access would cover a wi de r ange of curr e ntly popul ar
a cc e ss me thods . [Sc ha ffne r et a l. 1972 ] presen t s a mode l
whi c h does cover some r e al world access me t hods . The mode l
1s n ot of a n anal ys i s natur e but, i ns tead, define s access
te chni ques in te rms of a coll ection of pri mit i ve macro
fun ct i ons. These mac r os operate on a graph-like model of
the physical st ruc ture of fi l e s . However, t hi s work may
o ff er some ins i ght int o t he que sti on of genera l access
mo de l s.

The s t r uct ural model of this thesi s may provi de some
insight into a pos s ible form for such a dat a a ccess model.
Perhap s data a cc ess can be viewed as cons tra ined by the
answers t o the data structure model. For e xample ,
conside ring the aggregate model, a "Homogeneous" axis
answer of YES means a new element cannot be added to the
aggrega t e unle ss it is of the same type as the curre nt
elements. Likewise, addition or deletion of eleme nt s
must not contradict the current answer to the "Numbertl axis.
Such an approach, perhaps introducing additional answers to
the axes developed here, could probably model some acc ess
operations. However, it seems more likely that one or
more entirely new sets ot axes would provide surer cont rol.
The file model of this thes1s, which p.r~ps infringes
slightly on the real. of acc.aa, a&7 otter some hints on
the nature at thea. new axea.
As always, queat101111 ~. ,:dIItIi' blup'1t, s.e. to affect
both data structure and .Co••••..
,·, !be .04.1 ot th1s thesis,
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ind i cate Just how far the data structure model carl be
stretched and , at the same time , sugges t direct i on for
fUrther work on data int e grity.
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The examp l e will cons i der the data structu r e known

as the S"- tree [Wedekind 1974 ; Sayer and McCre ight 1972] .
The essent i al deta i ls of this structure are defined as
fo llows:
A 8- tree I s a tree such tha t
1.

Eac h pa th from the root t o any leaf has t he
same length h,

2.

Each node except f or the r oot and the leaves
has at least k+l branches; the r oot i s a leaf
or has at least 2 bran ches,

3.

Each node has at most 2k+l branches,

4.

Each node contains between k and 2k pairs
cons isting of a key and a datum.

A B--tree is a B-tree such that
1.

All the data are stored in leaf nodesj the nonleaf nodes contain only pOinters and keys,

2.

Non-leaf nodes contaIn between ke+l and 2k e +l
•
poInters,

3.

Leaf nodes contaln one marker (to dlstlngulsh
leaves) and between k and 2k key-datum paIrs.

The structure thus constrains both the number or level. 1n
the tree and the slze of each level . The root ot a BS-tre.
can have from 2 to 2k'+l poInters, each ot whIch point. to

- 3:5 another node. These nodes, if they are no t leaves, each
contain bet ween k*+l and 2k *+1 po inters . Numbering the
levels of t he tree O,l, ... ,h (starting from the r oot) ,
the number o f nodes at the Ith level, Ni, 1s bounded
as fol lows :

except a t the top o f the tree where there 1s exac tly one

node (the root).

Since all paths through the tree are

the same height, h, the same formula limits the number
of leaves:

These bounds are data integrity constraints of the
highest order. If a B'-tree were mOdeled with the
assoc iation model in the straightforward way used in
Section 3.3 (each level as a "Cardinality" I-N
association), the constraints on the overall height of
the tree and the size o f each node could not be

represented.

The data integrity controls of the

association model apply only to one association or one

end data type at a time. There is no way to represent
constraints over several association instances (as 1s
required to limit the B'-tree's height). Similar lacks
ot the association model were discussed in Section 3 .3.2
with regard to the example of Figure 3-40.
However, by be1ng tr1cky, some of the constra1nts on
B--trees can still be represented with the data structure
model. The secret 1s to beg1n by v1ewing the B'-tree as
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a set of leaf nodes and setting the size of the set
appropriately:
B.-tree

Homogeneous:
Basic items:
Ordered:
Number:
Identification:

YES, leaf nodes
NO
YES, by key value
Nh (as defined above)
NONE

Because the entire tree was introduced at once, one
important constraint has been represented; now it remains
to break the tree down into levels in the proper way.
This requires both the proper number of nodes for each
level and the proper number of pointers in each node.
This process can be viewed as partitioning the set of
leaves just introduced.

Each level of the tree (working

from the bottom-up) partitions the previous level.

Each

partition consists of Ni sets (the number of nodes at the
ith level) and the size of each set varies between k*+l
and 2k*+1 (except for the top level which contains from
2 to 2k*+1 pointers in a single set).

This method of

building the tree from partitions can be modeled as
follows:

o

Level (i)
< h-l

< i

Homogeneous:
Basic items:
Ordered:
Number:
Identification:

YES, partition set (i)
NO
YES, by key value
Ni
NONE

Each level of the B--tree is the proper number (Ni) of
partition sets.

The composition of a partition set

likewise depends on the level.

At the h-lst level. each

partition set contains from k·+l to 2k*+1 leaves.

This

lowest level partition set can be modeled:
Partition
Set (h-l)

Homogeneous:
Basic items:
Ordered:
Number:
Identification:

YES, leaf nodes of Be_tree
NO
NO
k-+l < x < 2k-+l
NONE
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Since the origi nal definit i on o f B"-tree speci fied Nh
le aves , it 1s g uaranteed that Nh- l
each of the proper II Number " can be
remaini ng leve l must partition the
s imilar manner . Thus the el ement s
sets are t he partition sets of the

such partition sets ,
se l ected . Each
previous level i n a
of these partition
next lower level, as

foll ows :
Partition

Homogeneous :

Set (i )
Basic items:
1 < i < h-2
Ordered:
Number:

Identification :

YES, partition set (i+l )
NO
NO
k*+l < x < 2k *+1

NONE

Finally, sinc e the r oot has diffe r ent bounds on its size,

it may be represented:
Part1tion
Set (0)

Homogeneous:
Bas i c items:

Ordered :
Number:

Identification:

YES, partition set (1)
NO
NO
2 < x < 2k*+1

NONE

Becaus e o f the constraints on the number of leaves and
the siz e and numbe r o f parti tion sets at each l eve l, the

1st le vel will end up with between 2 and 2k "+1 e l ements
to be connected to the root.
ThUS, by adopting a rather unusual view of a tree
and introducing the extension of a re cursive data

definition, the data integrity requirements of the B"-tree
can be fairly well modeled. The approach of starting with
a tree as a set of leaves and then building up the levels
may offer some new insight into the design and use of tree
structures, but, in all fairness, it is rather obscure.
The purpose of the data structure model is not to be obscure,
but rather to make data structures easier to understand.
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of the data structure model: after ~ certain point data
lr.t0~~1ty can be contrclled only by contorting the data
structure. Further work on data 1nte~r1ty must provide
a better method for handling global constraints which
affect more than one level of a data structure. Such
global data integrity constraints must be specified over
the full data structure while still allowing detailed,
piece-by-piece description of the individual components.
Additionally, a more formal extension of the recursive
data definition technique used here would be useful.
The B--tree seems an ideal example with which to test
methods of representing data integrity constraints.

A third suggestion for extensions of this work
concerns its implementation as an ttautomatic programming"
system (see [Floyd 1972]). The data structure model 1s a
nice, descriptive technique for describing the logical
structure of data. Then, unfortunately, the user is
t'left hanging" as to how to implement the data structure.
It seems that the axes and their answers could be used
to automatically select ways of implementing every possible
data structure. Earley suggested a similar idea, termed
an "implementation facility" [Earley 1971], tor the VERS
language (discussed as a prototype model in Section 5.1.2).
It would be interesting to see how much more difficult
it is to add a similar facility to the analysis model of
this thesis which covers a much richer ,range or data
structures. The resulting automatic programming tool
would provide a replacement tor the numerous kinde ot data
declaratIons used In contemporary prograam1n& lansua...
and data base management systems.
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Contributions

The data structure model o f Section 3 and the tOD down design methodology of Se ct ion 4 are a contribution
. to our understanding and use o f data structures.

Specifically, this thesis is valuable for the f ol lowing:
1.

To teach data structures In a language-independent
manner,

2.

To choose and contrast data structur es f or
practIcal programming tasks, and

3.

To design and document data bases in an intelligible manner.

All these benefits arise from this work's success at
modeling a wide class of common, real world data structures
In a way whi ch reveals their true substance .
Data structures can be taught In terms of the model

instead of by a survey of individual programming languages.
This approach would yield a better understanding of the
true nature of data structures by showing how they vary

and what their basic characteristics are. Appendix B is a
guidebook for such an approach to data structures. A
minimal set of classical data structures could be taught
first, then others could be introduced as generalizations
by changing certain axis answers as shown in the appendix.
This teaching method could then be augmented by introducing
the data structuring techniques of specific programming
languages and seeing where they fit within the universe of
possible data atructures.
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By its very style, the d~ta structure Model provides
a conc1se way of both compar!n~ ex1st1n~ data structur~s
and selecting the features 0~ r.ew ones. When two ex15t1n~
data structures have been Modeled, the axes for which the1r
answers differ clearly indicate their variations. S1milarly,
by workln~ through a set of axes as a checklist, the desired
characteristics Sor a new data structure may be picked. In
general, thinking about data structures has been moved to
a hIgher plane, a level above that provided by individual
names. The programmer or designer need no longer choose
between PLfr arrays, PASCAL powersets, ELI self products,
COBOL tables, SETL tuples, CODASYL DBTG sets, IDS group
items, TDMS repeating groups, and so on, ad infinitum.
Instead, a fixed set of relatively Independent questions
can be asked and answered one at a time.
The analysis model, by its very nature, facilitates
a better understanding of the capabilIties of and uses for
data structures. Exercises such as the exploration of the
universe of all possible aggregates in Section 3.2.2 can
be easily carried out in terms of the n d1mensions
provided by each section of the data structure model. Such
exercises allow a programmer to easily comprehend and
become proficient with a large class of data structures.
Structured programming has concentrated attentlon on
the intellectual manageability of the programndng process.
The data structure model of this thes1s comb1ned with the
reatures of the top-down method for data structure deslin
provide a way to design even the largest data bases 1n an
intelligible, understandable manner. Th1. design process
produces complete documentation, also In a top-down st,le.

In addltlon. there are also some contr1butlona ~cb
are incldental to the .., the research baa been carried out
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and presented in th i s thes i s. Fi rst, in order to descri be
the existing universe of data organization techniques, the
data structures from 21 pr ogr amming languages a nd data
base management systems have been summarized 1n Appendix A.
Thi s summary pr ovides a unique compar ison of cur rent progr amming tools . Second, a c l ass i ficatio n of data structure
mo de ling techniques int o f our categori es (semant i c, prot ot ype, a na l ys i s , a nd info rma tion models) has been i ntroduc ed
in Section 5 .1 . This c l assification is a contr i bution to
t h e better understanding of the nat ure and purposes of data
struc ture mode ling . A sing l e , common example has been
e xpressed i n ter ms o f 11 different models to better show
how ea ch f i ts wit hin t he clas sifi ca tion. Thi rd , a rat her
soph ist i cated , prac tical dat a base fo r a software deve lopment s ystem has been fully des i gned ( Appendix C) . Thi s
design 15 us e f ul to others f aced wi t h s imi lar r equir ements
and, t hus , repres ents a so f tware engi neeri ng a pproach to
data base des ign.

Much e xisting work in data bas e manageme nt a nd programming langua ges suggests a hard distinction between two or
three l evels of data definition. For example , it is
common in data base s ystems t o de s crib e s eparate l ogical
and physical levels; Earley's VERS2 (dis cussed in 5.1.2)
proposes relational, access path, and machine levels.
This thesis , and structured programming in ge neral, urge
a more merged multiple level view where the early levels
are all logical or conceptual structure and the fi nal level
is entirely physical. The transitions between the two
or more kinds of descriptions do not occur at any certain
point but, rather, are a gradual process taking place over
several levels of the design.
Each axis ot the analysis model tor common data
structures portr.,s one basic characteristic ot a class
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of data structures. These axes repr~esent the 1nherent
concepts necessary :0 understand and distingu1sh between
data structures. The lists of answers to each axis that
have been enumerated here are sufficient to represent the
current realm of data structures. When new data structur1ng
capabilities evolve 1t may be necessary to extend the list
of answers suggested here, but no new axes should be
required. For example, the "Sequential" axis of the tile
model accepts only s1mple yes/no answers. In the future,
files offering different kinds of sequential ordering may
come into existence. One possibility is a file based upon
a mathematical partial ordering instead of a strict linear
sequence; such a change may be easily modeled by adding
additional answers. By treat1ng each list of possible
answers in such an open-end fashion, the data structure
model can continue to model all contemporary data structures.
The success of this thesis is due largely to the
nature ot the analysis style model. The approach ot
examining and analyzing what already exists haa allowed
this thesis to contribute both a better understand1ng
ot practical. contemporary data structures and a workable
method tor their top-down design.
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APPENDIX A

TABLE OF DATA STRUCTURES IN 21 COMMON PROGRAMMING LANGUAGES
AND DATA BASE MANAGEMENT SYSTEMS

This appendix presents in tabular form the data
structures provided by each of 21 programming languages
and data base management systems (referred to with the
generic term "system" hereafter). This table 1s one of the
major inputs to the thesis and is in itself useful for
comparing different systems.
The systems included were selected to be representative
of both those in use today and those whose possibilities are
currently being debated 1n the literature. Thus, numerous
schools of thought from traditional to avant-garde are
represented. The systems and references for each are listed
along the top of the table. Each of the rows across the
charts are numbered for ease of reading.
Each entry in the main body of the table describes the
terms or statements used by a particular system to provide
the data structure listed in the left-hend side headings.
These headings were developed in the course of surveying
the 21 systems. The four high order {leftmost I groupings
or classes ot data structures (i.e., basic items, aggregates,
associations, and tiles) were adapted from the CODASYL
'eature Analysis work [CODASYL 1971a). The retinement
fro. these general classes down to individual data structure
na.es uses, whenever pOSSible, names from the various systems
being studied. Soaett.es a second name is provided in
parentheses following the first te~ to indicate two co. .on
_ _ for a particular data structure. This theds'
di.ous.ion ot tbe.. co..on data structure_ and development

- 365 or a data structure model are or~anlzed according
to the left-hand table head1n~s.
Obviously, when undertaking a classification exe~l.e
or thls s1ze, some questions arlse. In some cases it Is
not patently obvioualy which row a system's reature ahould
be listed In. Such features may be listed 1n two or more
rows w1th appropriate comments. At any rate, the purpose
or thls thesis is not to suggest the lett side or the table
as the most pellucid names ror the known data structures
but rather to show a better way than names for understanding
data structures.
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APPENDIX B

c o r~PLETENESS

EXERCISE

Section 6 .1 introduces the idea of completeness for
a data structure model. This appendix demonstrates the
completeness of the data structure model o f this thesis
by expre~slng each of the nonbasic item data structures
from Appendix A 1n terms of the model.
The following exercise Is divided into three sections,
one each for the aggregate, association, and file data
structures. Each data structure Is modeled using the
appropriate part of the data structure model. The name
of each data structure appears at the l e ft margin followed
by two pieces of cross reference information :
the row of
Appendix A for the data structure (e.g., A 2l) and a figure
number from Section 2 showing an example of the data
structure (e.g., 2-22). Each data structure is modeled
using the abbreviated form of the axis questions as
introduced in Figures 3-~ (aggregates), 3-l~ (as sociations),
and 3-~2 (files).

As pOinted out in the introduction to Appendix A and
throughout Section 2, many variations and extens10ns have
been introduced for the more widely used data structures.
The following exercise attempts to first model each data
structure in its original, most restrictive, or classical
sense . Where possible the particular characteristics which
usually identify or distinguish one data structure from
others is noted. These characteristics are the ones which
are moat forcefully associated with the data structure name.
Next, possible extensions and generalizations of the data
structure are . .ntioned and their effect on the ~deling

- 373 process not ed. This approach seems t o present, 1n a
somewh at o rderly fashi on , the evolution and growth of
both indiv idual s and classes o f data structure s .

AGGREGATES
Array
A 21
2-22

Homogeneous:

Basic items:
Ordered:

Number :
Identification:

YES
YES
YES
FIXED
NUMBER

This so rt of array 1s o ffered by many languages
includin g FORTRAN . Less restri c tive kinds of arrays also
exist . Many languages (VERS2, PASCAL , ELI, etc.) pr ovide
arrays wi th "Bas ic items" ans wered NO . It 1s also corronon
to allow "Nwnber" to be either LIMITED o r UNBOUNDED

(ALGOL 68 , COBOL , CODASYL DBTG) . The name array is most
c l ose ly associated with "Homogeneous" and "Ordered"
answered YES and "Identifi cation" NUMBER. The less
restrictive kinds of arrays rapidly become confused with
n-tuples and sequences .
Matrix
A 22
2- 25

Homogeneous :
Basic items:
Ordered :
Number:
Ident ificati on:

YES
YES
YES
FIXED
NUMBER, n- tuple

The matrix is very similar to the array; an ord ered
n- tuple o f numbers is used f o r identification instead o f a
s ing le number . The same gene rali zations and confusi ons
which apply to the array also affect the matrix.

Set

A 23
2- 28

Homogeneous:
Basic items:
Ordered:
Number :

Identification:

YES
NO
NO
UNBOUNDED
NONE

- 37 ... A ~et Is characterized by a n "Ordered " ans wer ~ f =~ ' ;
all the other a xes take on d i ff e re nt ans wers i~ ~ a ri ous
systems . : 0 ~e ve r s i ons of set ~ trlJ c tur~ s ~ee1 ~~t be
homogeneous , na y consist on ly of bas i c ite ~~ , or may have
LIMITED o r FIXE D " Numbe r. II " Iden t if l catio;j" !1'!a y be
ans wered either ~! O NE or POINTER ; an a nswer o f NAME imp l ie s
a hierar ch y s tru c ture and an ans we r o f IJUMBE? is ~ot
pro vided by an y o f the systems In Appendix A. :iumerous
ve r s i ons o f set structures have been discusse d i n Section 3 . 2 .
N- tup l e
A 24
2- 29

Homogeneous :
Basic items:
Orde r ed :
Number:
Identification :

NO
YE S
YE S

FIXED
NUMBER

The n- tuple can be most clearly vie wed as a
general i zat i on o f the a rray; it allo ws no nhomogeneo us
el ements to be groupe d together in an o rdered ~ashion and
i de ntified by indexes . Some languages (e.g . , MA DC AP VI)
pro vi de n- tuples of othe r tha n basic i t e ms .
Seque nce
A 25
2 - 31

Homogeneo us:
Basic i t ems :
Or dered :
Numbe r :
I dent i f i cation:

YES
NO
YES
UNBOUl!DE!J
:IONE

The sequence i s a lso obv i ously r elated t o the a r ray .
I t can be vie wed eithe r as a ~enera l l~ a t! ~ ~ all owl r.p
UNBOUNDED "Number " o r as a Mo r e prlnit i ve structure wh i ch
s imp ly o r ders its elements lnd does ~ot p r o ~ije any means
o f i dent i ficat i on . Sequences may so~etl~es be r est r i c ted
to "Bas i c items " YES .

- 375 Mathemati cal
Relati on
A 26

2- 32

Homogeneous:
Basic items:
Ordered:
Number:
Identificati on:

YES
NO, r e l at i on e l e ment

NO
UN BOU ' IflED
!lONE
NO

relati on
Homogeneous :
e l ement
Basic items:
(n - ary ,
Ordered:
unn ormalized)
Number:
Identification:

YES
FIXE D

relation
element
Cn -a ry ,
no rmaliz e d)

Homogeneous :
Basic items :
Orde red:
Number:
Identification :

NO
YES
YES
FIXED

Homogeneous :
Basic items:
Ordered :
Number:
Ident ification:

NO
YES

r elation
element
( binary)
A 27
2- 34

NO, may be sets

NAME , attribute

NAME, attribute

YES

FIXED , 3
NAME , at t ribute

The agg regates considered so far 1n this appendix have
all been primitive data structures; the mathematical relation
is here shown to be a combination of two different structures .
At the highest level, all ve r sions of the relation may De
modeled alike. The differe nces between versions arise at the
second level . Here three possible seco nd level data
definitions are used to show the variations poss ible. This
particular example is discussed further within Section 6 . 1.
Hierarchy
A 28
2- 35

Homogeneous:
Basic items:
Orde red:
Number:
I dentification :

NO
NO
NO
FI XED
NAME

The hierarchy is another basic data structur e provided
by many syste ms ( 1 4 of the 21 in Appendix A).
I t s major
distinguishing char acteristic is the use of NAMEs to
identify components . These components need not be all
alike nor ar e they restricted to basic items . "Number ll

- 37 6 1" u" ually FIXED

althou~h

it i s conceivable t o have

UNBOUNDED "Number" by a l lowi ng name s to be picked a t

wi l l

fr om ~o me ~ en~ r a l pa t tern or type.
(The VE RS lan ~u ag e! a s
di s cus s ed 1n Sec ti on 5.1.2 , includes such a feature.
Dat a structu r es using this sort of feature are shown 1n
· App endlx C.) The only other possible variation from the
above ax i s answe r s 1s t o order the elements according to
th e o rder In which their names are specified. This ord erin~
is rare (PL/I is one example). Fi~ures 2-35 (one level
hierarchy ) and 2- 36 ( nested hierarc hy) a re both the same
data structuring technique. Appendix A also lists the
hierarchy with alternatives (as shown in Figure 2-38).
This data structure can be modeled as an equivalence of
alternatives (row 20 in Appe nd ix A) between each of the
alternati ve hierarchies.

Repeating

A 30
2-39

Homogeneous:
Basic items :
Ordered:
Number:

Identification:

YES

NO
NO

UNBOUNDFJl
NONE

As pOinted out In Section 3.2 . 2, repeating structures
and sets are very similar. The same generalizatIons and
variations that apply to set also apply to repeating . The
"count field" of a repeating structure (Appendix A, line 31)
18 just a semantic connection between a repeating structure
and a regular number basic item. This connection could be
represented with the data structure model using is.
ASSOCIATIONS
(-Exclusive" axis answers are usually omitted because this
axi. applies only to data structures built-up from more
than a single a.soci.tion and also depends upon the
. ..antic. or the data structure.)
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A 32

2- 43

Cardinality :
Kinds of ends:
Loop :
C:or.lplete :

I-N
1,1

NO
YES,YES

Tree data structures vary widely in common use ;
different answers to the aAsociat lon model ' s questions
may be needed at each level of the tree . The most common
structure at each level is the one sho wn here. The
distinguishing characteri st ics of t he tree are "Cardinality "
l - N and "C omplete II YES, YES. The othe r ans we r s may vary .
"K inds of ends " l , N i s possible (Fi gu r e 2-44) as is I' Loopll

YES (Figure 3- 25) .
Lin ked Li st

A 33
2- 45

Card i nality:
Kinds of ends :
Loop:
Complete :

1- 1
1 ,1
YES

YES,YES

The basic form of linked list, modeled as s hown , may be
extended i n seve r al Nays . For examp l e , headcell links may
be added as a sepa rate association:
headce ll
link

Cardinality:
Kinds of ends :
Loop :
Complete :

I - N (one headc ell 1
1, 1

NO
YE S ,YES

However the model cannot distinguish between fo r ward and
backward links because associations are undirected . The
di s tinguishing charact eri stics of a linked list are
"Cardinality" 1- 1 and " Loop " YES . Additional assoc iati ons
wit h IILoop " NO and "Cardinality " 1- 1 may be used at the
beginning and e nd o f the list if a headcel 1 o r ta l 1ce l l are
prese n t . Ge ne r a li za t i ons s uch as these a nd the headce l l
link s hown abo ve , are in t r oduced wit h sepa ra te d a ta
structu r es which can be modeled independently , as op posed to
changing the answers t o the ori ginal linked list model .

:::'c-.:teJ I;r ap h Card!na1 1ty :
r; !nds 0:- ends:
". 3'·1

1, 1

Loo ;:. :

YE ~

~ - 1'6

~ c :. r ~'=te:

:!O , r:n

Dl r eC Led g r aphs a~e re lative ly free form as soc 12~: '
2-..:' ::£ (\ ~ e t o f end dat a structu r es .
" Ca rdin ality " j; _:_:
!~ ~l l es
;. 'J:·:~e r

~~

th a t every end elereent may be connected t o any
ot' a t tler elemer.ts a nd " Complete " ! JO , I~O means t~.c:

t ~ e se

co nnections are all o ption a l. This so rt of d lr ecte~
graph, and the example sho ~ n In F igure 2-4 6 , assume t~~e
co~ponent e l ements are all o f one kind.
A generallzat!0~
Khl c h both MADCAP VI and I~S pro vide allows more than
o~e

k ind of e lemen t to be assoc iat ed 1n a directed

f.ra~r. .

Th is generalization 15 nodeled by c han ging "Kind : of ends "

t o x , x where x I s the nUMber o f kinds of elements .
O i-:n er-~'ember

A 35
2-47

Cardinality:
Kinds of ends:
Loop :
Compl ete:

l- N (one owner )
1, x x > 1
NO
YES,YES

The owner-member structure as implemented in C0DA ~ YL DBTG
has been discussed extensively in Section 3.3.2. Its basic
characteristics are "Ca rdinality" I-N and "Kinds of ends"
l,x. Altho ugh it seems to be a needless constraint, b c ~t
CODASYL DBTG and IDS require that "Loop" be NO, thus net
allowing the same kind of element to be both owner and
member. IDS requires the "Complete" YES, YES answer st.o·.·: n
above since every owner element must own a (possIbly ei.;:ty)
set of members and each ~ember must belong t o some o~ner.
CODASYL DBTG allows both owners and members to exist
independently; this generalization is modeled with a
"Complete" answer of NO,NO.

- 379 Fun c tio nal
A 36

2- q8

Cardinality:
Kinds of ends:
Lo o p :
Complete:

N- l (o ne ran ge element)
1,1

NO
YES (doma in), NO (range)

The f.unctional associati on is essen t i ally a complete
mathematical function; thus, e ach d omain element at its
A- end 1s associated with a sin gle r a n g e element at its

B- end. The model shown presents thi s function in its
most general form. Various restrictions of a mathematical
nature can a l so be represented with the model.

For example,

a one- to - one function has " Cardinality" 1- 1 and a onto
function 1s "Complete" Y£S,YES.
FILES
Arbitrary Access
Algorithm

A 37
The arbitrary access algorithm cannot be modeled in
any general form due to its basic characteristic of being
completely a rbitrary. Any particular data or ganization
implemented as an arbitrary access algorithm can be moded
with the appropriate section of the data structure model .
For example, if an array is the desired data structure it
Is still modeled as shown at the beginning of this exercise .
Key File
A 38

2- 49

Selection:
Unique:
Sequential:
Kinds of entries:

BASIC ITEM KEY
YES
NO
1

The key file is identified by "Selection" BASIC ITEM
KEY . If each key va lue specifies a single ent ry then
nUnique" is YES as shown. A common extension is to allow
"Unique" NO in which case ,each key value may select any
number of ent ries. A less common gene ralization is to al l ow
>

.J

,
.,,

a kr y

v n l 1J ~

kln rl~

( "

Sp c,: 1a]

Fil e

to sele c t ent rie s of tw o 0 r more different
Kt n 1 ~ o r entr i es" > 2) .

Key

,\ 3q
.: -50

:
Unique:
Sequential:
Ki nds of entries :
~ electlor,

2F::t:: I AL KEY
YES
; ~o

I

Spec ial key file " are like key files except the key
values a re sp ecially c r e a ted by t he s y stem to identify
entries. A characte ri stic of these key va lu es i s that
"Uniqu e " i s a lways YES. Again the fi l e may be generali zed
to contain more than one kind of entry; 1n t hi s case the
spe cia l key value selects a un i que entry from among all
the different kinds present.
Current Pointer
FUe
A 40

2-51

Selection:
Unique:
Sequential:
Kinds of entries :

CURRENTNESS
YES
NO
I

Current pOinter files also uniquely identify entries
based upon the concept of currentness. With the data
structure model, one "Selection" CURRENTNESS fUe is used
for each current pointer available to the user. The only
generalization is again to "Kinds of entries" greater
than 1.
Sequential
FUe
A 41
2-52

.
~.

Selection:
Unique:
Sequential:
Kinds ot entries:

NONE
YES
1

A sequential file is characterized b1 the "Sequential"
YES answer. Only access according to a strict sequential
order is provided. "Kinds of entries" . ., agaIn be
extended to allow dIfferent file ele. .nts •

- 381 Perhaps the most common file generalization is to
comb i ne two or mo re of the file types mentioned above .
For example the popular " indexed sequential" file is a
melding of the strictly sequential file with the key f ile .
I n such cases the answe r s to the modeling questions are
also combined , picking the most gene r al ans wer fo r each
axis.

." •- t, .t..:...:..( -. I , ",'1.',,"
o

'!J " . .....

~

APPF.NIHX C

EI :::;>< ::'l FT\','AR E

DEVELOP~ENT

i .ATA 21·..~E

~ectl ~n

6.2 &r gue s the use fuln ess a nd p r ~c ~lc a l l : y
o f thi s t hes i s ' data s tructure model a nd t op - jawn me tho d
by appe a lln~ to a n e xa mple which I s de sc ribed l r. i ts
entirety 1n th is a pp endix . The example dat a :as e I s
des c ri bed I n ~ e ne r a l terms In Se c ti on 6 . 2 . :~s ap pe nd ix
begi ns by l i s tin g its individual det ai ls an1 the n pre sen ts
a top-d own de s 1gn of t he entire data base .
The so ftware development data base c ont a i ns info rma t ion

on individua l programs and the ways 1n whlch t hey are

combine d and released as a final product . ~ o r each
1nd1v1dual program, the follow1ng deta1ls mus t be rec orded
(the curly brackets 1nd1cate mult1ple occurrences):
Program :
name
{current versions}
latest version
date and t1me of latest comp1latlon
cummulatlve changes
a) for bugs corrected

b) for enhancements
total number of vers10ns whlch have ever ezl.ted
descript10n (1.e., program's purpo.e or funct1on)
Thu. a program has a name and ezl.t. In dlfferent
chronological versions; aome nu.ber ot recen: versions are
considered "current" and kept in the data ba.e. This
nwaber may be less than the total nuaber of verelons whlch
have ever been created durlng the 11re or a proFTaa.

!,
.

•.

- 383 New versions of a program a re c reated to incorporate
ch ange s , improvements , and corrections to the final product .

?or each c urrent version, the f o llowinp, info rmatio n is
stored:
Version :
versi on name
date and time of creation
size (lines of code, etc . )
number of changes

a ) for bugs corrected
b) for enhancements
description
Versions of programs are g ro up ed together periodically
and released to the users of the final product.

"relea ses !! may be in use at any given time .

Numerous

Thus ,

information on both the final product in general and

releases of it must be kept, as follows :
Final Product:
{current releases}

latest release
total number of releases which have ever existed
description

Release :
release name
date and time of creation
{programs x versions used}
number of changes to programs
number of bugs fixed
number of new program versions Since last release
description
So at any gi ven time the data base contains the
description of any number of releases of the final product.
Naturally, these releases will have some bugs; as pro b lems
are reported by the users , "trouble reports II are also added
to the data base . Each trouble report specifies :

- 364 Trouble Report:
date and time received
status: open, ready for release, or completed
description (of the problem)
if status • ready for release
{programs x versions changed}
if status • completed
{programs x versions chan~ed}
release incorporating fix
The remainder of this appendix presents the top-down
description of a data structure which meets these
requirements. Some parts of the design are discussed in
Section 6.2, but for the most part the design is simply
presented in its final form. This approach allows
investigation of the claim that designs us1ng the data
structure model and top-down method of this thesis provide
useful documentation for data structures.

0:

SET

HOMOGENEOUS : NO
BASIC ITEMS : NO
ORDERED : NO
NUMBER : UNBOUNDED, 2 +
FINAL
CURRENT NUMBER OF
PRODUCT RELEASES
IDENTIFICATION : NAME..
INCLUDING ANY RELE SE
NAME

'"81
I

FP
INFO

LATEST
RELEASE

~ELEASE

3A

IB

lA, 5A

HOMOGENEOUS , YES
BASIC ITEMS , NO
TROUBLE
ORDERED : NO
REPORTS
NUMBER , UNBOUNDED
IDENTIFICATION : NONE

I

TR

2A, 6B

INFO

FP INFO ~ REQUIRED DATA ON THE ENTIRE FINAL PRODUCT AS OPPOSED TO FACTS ABOUT ANY SINGLE
RELEASE OF IT.
LATEST RELEASE IS IDENTIFICATION FOR MOST RECENT RELEASE OF FINAL PRODUCT.
RELEASE INFO IS DESCRIPTION OF A SINGLE RELEASE OF THE FINAL PRODUCT; ONE OCCURRENCE EXISTS
FOR EACH- SINGLE RELEASE WHICH IS "CURRENT"; I.E., IS STILL MAINTAINED IN THE DATA BASE .
TR IS A SINGLE TROUBLE REPORT IN ANY POSSIBLE STATUS .

LEVEL 0
......

", ~ -

~

14$5. ?' ..p.

.

.,., .

:

lA IS D£'.D

lB IS DEFINED

HOIIIOO€N£OUS: NO
IASIC ITEIIS: NO
ORD£RED: 110
NUMIER : UI.OUIID£D 2.
RELEASEI IIUIIIER Of PROGRAMS IN
11If0 RELEASE
ID£NTlfICATION: NAIIE.1
IICLUDIIIG ANY PROG"AII

RELEASE NAME
LATEST
RELEASE

4A

4A

:Sl

21,6A

SELECTION : BASIC
ITEII KEY,
RELEASE NAIIE
UNIOUE : YES
SEOUENTIAL : NO

LEVEL 1 PART 1

10 IS DEFINED

IC IS DEFINED

HIERARCH Y

HIERARCHY

PROGRAM

HOMOGENEOUS , NO
BASIC ITEMS , NO
ORDERED , NO
NUMBER , FIXED, 3
VERSION I IDENTIFICATION , NAME

HOMOGENEOUS , NO
BASIC ITEMS , NO
ORDERED , NO
NUMBER , FIXED, 2
IDENTIFICATION , NAME
PROGRAM
NAME

I

VERSION
NAME

PROGRAM I I
INFO
C=YES

'"....

CD

4B

N

3C

I

PROGRAM
FILE

SELECTION , BASIC
ITEM KEY,
PROGRAM NAME
UNIQUE, YES
SEQUENTIAL , NO

LEVEL 1 PART 2

4C

CREATION

----

VERSION
INFO

40

30

DATETIME

RELEASE NAME IS IDENTIFYING NAME FOR A CURRENT VERSION OF THE FINAL PRODUCT; THE NAME IS
UNIQUE OVER THE ENTIRE DATA BASE .
RELEASE DESC IS A DESCRIPTION OF ADDITIONAL RELEASE SPECIFIC INFORMATION .
PROG'S EDITION IS A PARTICULAR VERSION OF A PARTICULAR PROGRAM; ONE OCCURRENCE FOR EACH
PROGRAM USED IN THIS RELEASE .
PROGRAM NAME IS IDENTIFYING NAME FOR A PROGRAM; THE NAME IS UNIQUE OVER THE ENTIRE DATA BASE.
PROGRAM INFO

12

OTHER INFORMATION ABOUT ONE PROGRAM .

VERSION NAME IS IDENTIFYING NAME FOR A VERSION OF A PROGRAM; THE NAME IS UNIQUE WITHIN THE
VERSIONS OF A SINGLE PROGRAM .
DATETIME IS USED HERE AS TIME OF CREATION OF A VERSION .
VERSION INFO IS OTHER INFORMATION ABOUT ONE PROGRAM .

LEVEL 1 PART 3

2,

2A IS DEFINED
EQUIVALENCE -ALTERNATIVES
HIERARCHY
HOMOGENEOUS , NO
BASIC ITEMS , NO
ORDERED , NO
NUMBER , FIXED, 3
IDENTIFICATION , NAME

TRI

I

--TIME

'-"

TROUBLE!
FILE

OR

RECEIVED~STATUS tESCRIPDATE-

CD
<D

'SELECTION, BASIC
ITEM KEY, RECEIVED'
UNIQUE, NO
SEQUENTIAL YES,
INCREASING
RECEIVED

TlON

---

---

CONSTANT
1 is OPEN

STRING

40

I
HOMOGENEOUS, NO
BASIC ITEMS , NO
ORDERED, NO
NUMBER , UNBOUNDED, 3 + NO. OF
AFFECTED PROGRAMS
IDENTIFICATION , NAME

OR

RECEIVED I STATUS I AFFECTS DESCRIPTION
DATE:- rcONSTANT1 PROG;;
TIME
2!l!
EDITION
READY
40
2B, 6A

I'

I

it STRING-

HOMOGENEOUS, NO
BASIC ITE MS , NO
ORDERED, NO
NUMBER , UNBOUNDED, 4 + NO. OF AFFECTED
PROGRAMS
IDENTIFICATION , NAME
RECEIVEDI STATUS I AFFECTS
DATE-

TIME

~ONSTANTn
- - 3 IS
PROG'S

FIXED
RELEASE

NAME

ICOMPLETE EDITION

40

LEVEL 2 PART 1

2B,6A

4A

I DESCRIPTION

t STRING

2B IS DEFINED
N-TUPLE
HOMOGENEOUS , NO
BASIC ITEMS , YES
ORDERED , YES
NUMBER , FIXED, 2
PROG 'S
IDENTIFICATION, NUMBER
EDITION
2
1

1----- 1----PROGRAM
NAME

VERSION
NAME

I
,

~

4B

0 ,2

4C

FINAL PRODUCT IS INFORMATION ABOUT THE FINAL PRODUCT IN GENERAL AND ABOUT ANY NUMBER
OF RELEASES, ONE OF WHICH IS THE MOST RECENT ONE . EACH RELEASE IS REPRESENTED AS
SOME GENERAL INFORMATION AND A SET OF PROGRAM NAME-VERSION NAME PAIRS FOR EACH
VERSION OF A PROGRAM USED IN THE FINAL PRODUCT. EACH PROGRAM AND EACH OF IT S
CURRENT VERSIONS ARE DESCRIBED INDIVIDUALLY .
TROUBLE REPORTS IS A SET OF INFORMATION ON EACH TROUBLE REPORT - THIS INFORMATION TAKES
ONE OF THREE POSSIBLE FORMS.

LEVEL 2 PART 2

3:

3A IS DEFINED

3B IS DEFINED

HIERARCHY
HOMOGENEOUS: NO
BASIC ITEMS: YES
ORDERED: NO
FP
NUMBER : FIXED, 2
INFO
IDENTIFICATION : NAME
TOTAL
RELEASES

DESCRIPTION

INTEGER

STRING

----

HIERARCHY
HOMOGENEOUS : NO
BASIC ITEMS : NO
ORDERED: NO
RELEASE
NUMBER : FIXED, 5
DESC
IDENTIFICATION: NAME
CREATION NUMBER
CHANGES

BUGS
FIXED

1---- 1---- ----

----,

DATETIME

I .

...'"'"

INTEGER

INTEGER

NEW
DESCRIPVERSIONS
TlON

---1---INTEGER STRING

40

I

~-. ~-- '-'

3C IS DEFINED

3D IS DEFINED
HIERARCHY

HOMOGENEOUS : NO
BASIC ITEMS : NO
ORDERED: NO
PROGRAM
NUMBER : FIXED, 5
INFO
IDENTIFICATION: NAME
LATEST
~ERSION

VERSION
NAME

4C

HOMOGENEOUS , NO
BASIC ITEMS , NO
ORDERED , NO
VERSION
NUMBER , FIXED, 3
INFO
IDENTIFICATION , NAME

LAST
CHANGES TOTAL DESCRIPCOMPILE
VERSIONS
TlON

1 - - - - 1 - - - - ---_.
---DATECHANGE INTEGER
STRING
TIME

40

NUM
4E

LEVEL 3
....... ,...

HIERARCHY

SIZE

CHANGES

r--- r--INTEGER

CHANGE
NUM
4E

DESC RIPTION

-

---

STRING

4:

4A IS DEFINED

4B IS DEFINED

4C IS DEFINED

PICTURE

PICTURE

PICTURE

I

RELEASE AAAAA'w'AAAAA
NAME E.G. SWAPuPAG

PROGRAM
NAME

I

AAAAA
E.G. ASCAN

40 IS DEFINED

VERSION
NAME

I

'V' 99V99
E.G. V5. 2

4E IS DEFINED
HIERARCHY

HOMOGENEOUS: NO
BASIC ITEMS : YES
ORDERED : NO
DATE
NUMBER: FIXED, 6
TIME
IDENTIFICATION: NAME
MONTH

f---STRING

HOMOGENEOUS: YES
BASIC ITEMS : YE S
ORDERED : NO
CHANGE
NUMBER : FIXED, 2
NUM
IDENTIFICATION : NAME

DAY

YEAR

HOURS

INTEGER

INTEGER

INTEGER

MINUTES SECONDS

---- ---- ---- ---- - - - - ---- -- -

-

HIERARCHY

INTEGER

INTEGER

---

LEVEL 4

BUGS

r---INTEGER

ENHANCE

-----INTEGER

5,

o

5A IS DEFINED

IS REDEFINED

HIERARCHY

I

FP INFO
3A

LATEST

~ASE

RELEASE
INFO

1'-'
~,

TR

'"
<D

'"I

6A

I
I '" ;I '" I
I ~ I
"'I
' , /I

I C=NO

~FIXED

....1

-N4
~1

RELEASE
FILE
LATEST RELEASE IS SINGLE MOST RECENTLY
PRODUCED RELEASE OF FINAL PRODUCT.
CURRENT RELEASE IS ALL CURRENT RELEASES
EXCEPT MOST RECENT ONE .
FIXED IS RELEASE IN WHICH TR IS FIXED .

LEVEL 5

SELECTION, BASIC
ITEM KEY,
RELEASE NAME
UNIOUE , YES
SEOUENTIAL NO

HOMOGENEOUS , NO
BASIC ITEMS, NO
ORDERED , NO
NUMBER: FIXED, 2
IDENTIFICATION : NAME

RELEASE
NAME
4A

.?

I

RELEASE
DE SC
3B

6,

2 IS REDEFINED
6A IS DEFINED

PROG'S
EDITION
RELEASE INFO

N

VERSION

g,=YES

10

1
6B IS DEFINED

5A

PROGRAM

..c
N

IC

HOMOGENEOUS , NO
BASIC ITEMS , NO

N

ORDERED , NO
TR

NUMBER , FIXED, 3
IDENTIFICATION , NAME
RECEIVED

STATUS

r---- ---DATETIME

TABULAR
1-3

DESCRIPTION

~ STRING -

40
STATUS IS I IF NEITHER FIXED OR AFFECTS EXISTS FOR THIS TR.
2 IF ONLY AFFECTS EXISTS.
3 IF BOTH AFFECTS AND FIXED EXIST.

LEVEL 6 PART 1

'"
o

0

;!;

...
..."-

...

...

z
0
en
a:
UJ
>

z

z

...

z

,.

0

...;!;
en

UJ
UJ

""

a:

UJ

..J

...

...

...
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z

z

a:
....
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ct
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W
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APPENDIX D

GLOSSARY OF TERMS

This appendix is a glossary of significant terms
defined as they are used throughout the thesis. Within
the body of the text, these terms are underlined when first
discussed.
Additional structure decision (in top-down data structure
design): the decision, at some level of a top-down
design, to introduce further data organization among
the existing data definitions.
A-end (of an association): one of the two end points of
an association; the two ends are not distinguished oy
direction or any kind of superior/subordinate
relationship.
Aggregate: a data structure which groups together a
collection of separate data elements into a single
table-like structure.
Aggregate data definition: a listing of the kinds of data
elements and a description of how they are grouped
together to form an aggregate.
Aggregate instance: an acceptable number of instances of
the various data elements listed in an aggregate data
definition correctly grouped together.
Analysis model: a data structure model consisting of a
compilation of or framework for all possiBle
variations among a collection of real world data
structures.
Association: a pairing or binary relation between aggregates
and basic items.
Association data definition: a specification of the data
definitions of the aggregates and basic items to be
associated and the details of their interrelation.
- 396 -

- 397 Ass:; ~ ~tion
~nd

instance :

an appropria te numb er of aggregate

basic item instances :nterrelated in the man ner

:'esc r ibe d b y an association da ta definition .
....
c:. ",'
_ _ .....
p-

item :

a primitive , indivisibl e data element .

B- -=::-. :. (o f" an association) : one of t h e t wo end points of
an association ; the two ends are not distinguished by
direction or any kind of s uperi or/subordi nate
relationship .
Co~~o~ents

decision ( i n top - down data s tructure design) :

the decision , at some level of a top - down design , to
break up an abstraction into on e o r more components
and to group the m together according to some specific
data s tructuring technique .
Data definition:

a spe c ial declaration to describe the

organization , format , and structure of part of a
data base .
Dic tio nary (of data definitions ) :

the c ol lection of

explicit data definitions for all the parts of a
data base .
Entry ( o f a file) :

the part of a data structure selected

by a file .

File :

a way of selecting or picking particular instances
of some specific part of a data structure ; the part
is the file ' s entry .

Fi le data definition :

a specification of a particular

data structure , including one o r mo re entries , and
rules for selecting particular entry instances .
Fil e instance :

any number of instances o f the data

str ucture specified in a file data definition and a
particular set of rules f or picking entry instances .
Gr o upin g decision (in top - down dat a st ru ct ure design ) :

the

decision , at some level of a top - down design , to
collect or group together certain kinds of information .
InforMation model :

a

forma l is~

wor ld information ;

tt~s

of a data structure .

used to study and rr.ode l r eal

forMalism may have some aspects

- 398 Ins tance (of a data def i nition) : a piece of informat i on
formed accord i ng to a specific data definition .
Prototype model : a struc ture model co n slstln~ o f one
formal or abstract construct which can be used to
imitate or i nvestigate rea l world data structur es .
Redefinition :

a definit i on o f a formerly desc ribed data

struct ure from a new , alte r native vi ewpoint which
requires diff e r ent details or conceptual organization .
Redefinition decision (in top -down data structure design):
the dec i sion , at some level of a top- down design , to
completely change the structure of some previous level
using a redefinition.
Restatement: an express i on , 1n English or a sl~ple picture,
of the current view of some earlier level of a top-down
design 1n l i ght of the further refi nements made since
its defini t i on .
Semantic model: a data struc ture model which defines a data
structur e by describing its access functions; these
access functions complete l y characterize the data
struct ure and provide the userts only i nt e rface to it .
Structure model: a data s truct ure model wh1c~ descriBes
the stat ic, unchanging, structural aspects of a data
st ructure independently from any access of it.
Top-down design: a design based on l eve l s making use of
abstract i ons which will be described in a different
level; e ach level i s a readable, underst andable entity
which can be considered in a stand- alone f ashi on.
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