[1] This is the first paper in a two-part series on a newly developed imaging approach for small-scale heterogeneities (<1 km) in the crust with effects of scattering modes. To obtain a reliable crustal heterogeneous structure, we follow the six major steps: (1) removing overall complex propagation effects, including anelastic attenuation, by using a statistical technique with the use of the Akaike Information Criterion (AIC), (2) obtaining highresolution frequency-wave number ( f-k) power spectra and slowness vectors of spectral peaks in the time-frequency domain, based on a stationary autoregressive model, (3) estimating polarization vectors of the scattered waves identified in step 2 with a stationary multivariate autoregressive model, (4) determining scattering modes (i.e., P or S wave arrival) from the angle between the slowness and polarization vectors obtained in steps 2 and 3, respectively, (5) correcting effects of seismic-source radiation and surface geology by a coda-normalization approach, and finally (6) mapping the f-k power spectra into small blocks in a model space as scattering coefficients, using a slowness-weighted back-projection. We can incorporate scattering modes as well as propagation effects such as anelastic attenuation factors in the background medium, with the AIC based amplitude recovery technique. The resolution in f-k spectrograms and the accuracy of polarization estimates are significantly improved through the present approach, so that not only more scattered phases are clearly identified but also their spatial three-dimensional locations are pinpointed more precisely and stably than previous approaches in imaging based on scattering theory.
Introduction
[2] The Earth has been found to be heterogeneities in a broad range of scales [Wu and Aki, 1988; Sato and Fehler, 1998 ]. Seismic coda waves (hereafter called simply ''coda waves'') are considered to be scattered waves due to smallscale heterogeneities distributed randomly and uniformly [Aki, 1969; Aki and Chouet, 1975] .
[3] Over the past several decades, a considerable number of studies have been made to develop imaging approaches for small-scale heterogeneities, using by teleseismic [e.g., Gupta et al., 1990; Revenaugh, 1995; Scherbaum et al., 1997; Bostock et al., 2001] , regional [e.g., Nishigami, 1991; Chávez-Pérez and Louie, 1998; Asano and Hasegawa, 2004; Taira and Yomogida, 2004] , and local records [e.g., Spudich and Bostwick, 1987; Dodge and Beroza, 1997] for earthquakes (passive-sources) since the pioneering work of Aki [1969] . Several novel migration methods have also been introduced by using active-sources in exploration seismology [e.g., Matsumoto et al., 1998; Huang et al., 1999a Huang et al., , 1999b , as summarized by Fehler and Huang [2002] and Wu [2003] .
[4] Several seismic array analyses of coda waves have recently revealed that P-and S-coda waves contain coherent scattered waves from specific seismic scatterers distributed nonuniformly. Wagner [1997] analyzed seismograms for regional earthquakes recorded by the broadband seismic array located at the Piñ ion Flats Observatory, southern California, in order to reveal the nature of P-, S-and Lg-coda waves. He concluded that the observed P-, S-, and Lg-coda waves in the region are mainly composed of coherent forward scattered waves.
[5] Once we identify coherent arrival phases in coda waves, a simple linear inversion scheme can be generally derived between seismic data and strengths as well as locations of seismic scatterers distributed in a medium, based on the single isotropic scattering model [Sato, 1977] . These strengths may be called scattering coeffi-cients or scattering potentials, depending on assumed scattering models. Unlike relatively low frequency seismic waves (<1 Hz) used for now popular seismic travel time tomographic inversion studies, we must carefully take into consideration complex behaviors of both effects of seismicsource radiation (hereafter called ''source effect'') and surface geology (hereafter called ''station effect'') on coda waves for imaging a spatial distribution of seismic scatterers in the above scheme. To minimize these effects, most of the previous studies on imaging of small-scale heterogeneities normalized the amplitudes of the observed coda waves by a reference amplitude in the very beginning of their analyses. This ''normalization'' leads them to obtain the distribution of scattering coefficients or potentials as not ''absolute'' but ''relative'' values. [6] In this study, we try to map the absolute power spectrum of each coda wave into a scattering coefficient after corrections of the source, station, and propagation (e.g., anelastic attenuation) effects, followed by applications of a coda-normalization approach and an amplitude recovery with the use of the Akaike Information Criterion (AIC) based on a stationary autoregressive (AR) model. The idea of both the AIC and a stationary AR model is also applied to the array processing of waveform data, so that the spatial resolution of three-dimensional distribution of scattering coefficients is much improved, compared with the previous studies. This idea also enables us to discuss their frequencydependent characteristics in a quantitative manner.
[7] In addition to the above corrections, we conduct the frequency-wave number ( f-k) and polarization analyses with a stationary AR model of three-component (3-C) seismic array data sets, in order to determine scattering modes of scattered phases, based on their slowness and polarization vectors. We shall particularly emphasize the importance of such a signal processing because of the enhancement of the detectability of relatively weak scattered waves. Although 3-C arrays require much more cost in field and a large amount of data processings, we shall show the importance of analysis techniques for a 3-C array in the imaging studies of coda waves.
[8] In the present paper, called Paper I, we shall explain our new imaging approach for three-dimensional distributions of scattering coefficients, using high-frequency (>1 Hz) coda waves. As an example, we shall employ the seismic data sets from the dense array observations in the Nagamachi-Rifu fault area, northeastern Japan [e.g., Hasegawa et al., 2001] . The concrete results of these data sets with the approach in this paper will be given in the other paper, called Paper II [Taira et al., 2007] , including their seismological as well as tectonic implications.
[9] Let us outline our imaging approach here. Figure 1 shows the flowchart of data processing steps of the present approach. First, we remove overall propagation effects, based on amplitude recovery with the AIC. Next, we determine ray parameters and scattering modes (i.e., P-P or P-S) of coda waves, using f-k and polarization analyses with stationary AR and MAR models, respectively. Thirdly, source and station effects, including frequency dependency and scattering modes, are corrected on the basis of a coda-normalization approach. Before estimating scattering coefficients, we once again conduct the f-k analysis of coda waves, after the corrections of source, station, and overall propagation effects, in order to obtain f-k power spectra related only to scattering coefficients. Finally, we map these f-k power spectra into scattering coefficients, and obtain the three-dimensional distribution of scattering coefficients for each scattering mode at each frequency. As summarized in Figure 1 , the present approach requires five Figure 1 . Flowchart of data processing steps in this study. To correct source and station effects, including the wave-type (i.e., P or S wave) of each coherent scattered wave in coda waves, we need to evaluate scattering modes in the previous step. We conduct the f-k analysis twice so that the former in step 2 and latter in step 4 can determine scattering modes and f-k power spectra, respectively. phases. We shall explain the approach in the subsequent sections: (1) amplitude recovery, (2) correction of source and station effects, (3) determination of ray parameters and scattering modes, and (4) mapping of small-scale heterogeneities.
Amplitude Recovery With the AIC
[10] Although we attempt to image seismic scatterers from the spatial and temporal variations of the observed coda wave amplitudes, the amplitudes with frequency higher than 1 Hz are complexly affected by geometrical spreading of the corresponding wavefront and energy loss due to anelastic processes (or internal friction) along individual seismic raypaths. The precise correction of these effects is essential in a reliable estimation of scattering coefficients. The correction of propagation effects (i.e., amplitude recovery) has been usually made by the least squares fit of a given representation of attenuation in previous studies of both exploration seismology [e.g., Yilmaz, 1987] and earthquake seismology, that is, assuming the common value of coda Q [e.g., Taira and Yomogida, 2004] . This assumption has been proved to be extremely valid in late part of coda waves (e.g., twice the S-wave travel time) since the discovery of Aki [1969] , and their incoherency is very high.
[11] We are, however, particularly interested in distributions of scatterers around fault zones (see Paper II) where the constant Q model could not be valid. For example, Korneev et al. [2003] estimated a detail 2-D attenuation structure along the Parkfield segment of San Andreas Fault, California, by using fault-zone guided waves, showing that a low-attenuation zone is localized within approximately 5 km southeast from the epicenter of the 1966 Parkfield earthquake and up to 5 km depth from the surface. Figure 2a shows an example of the observed seismograms for an explosion source used in our application (Paper II), recorded near the Nagamachi-Rifu fault, northeastern Japan. Several isolated distinct later phases are noticed with amplitude often larger than the direct P-wave. Although strong seismic reflectors could explain such later phases, an individual attenuation along each raypath can also affect these amplitudes.
[12] In this study, we introduce a statistical amplitude recovery technique to minimize complex propagation effects on observed seismograms, by adopting the AIC in the similar manner to Matsuoka et al. [1986] .
[13] We first obtain an envelope E(t) of each seismogram, using the Hilbert transform, with the reference starting time of a seismogram t p ,
where f (t) indicates the seismogram for the lapse time t after processed by an appropriate bandpass filter and corrected a geometrical spreading factor. t p is the travel time of the direct P-wave. Here g(t) is advanced in a phase by p/2 with respect to f (t), and g(t) is expressed by
where P represents the process of taking Cauchy's principal value.
[14] We next introduce a polynomial regression model to estimate propagation effects on seismograms and then minimize them. Instead of a constant Q model, we assume the envelope of the observed seismograms E(t) is expressed by a linear combination of M-th-order polynomial, and thus the time series of an envelope E(t i ) in a discrete form with t i can be expressed by
Figure 2. An example of results of the amplitude recovery with the AIC. (a) A raw seismogram and (b) amplitude recovered seismograms by using a constant Q model (gray) and an optimal polynomial regression model (black). The constant Q model corresponds to a first-order polynomial regression model. The order of the optimal polynomial regression model is determined so as to minimize AIC values. In this example, the order takes 12. (c) The envelope of the raw seismogram and the decay curves determined on the basis of the constant Q model (gray) and the optimal polynomial regression model (black).
where r(m) (m = 0, 1, Á Á Á, M) and e i indicate the regression coefficients and Gaussian white noise at time t i , respectively. N and M are the number of data (i.e., the length of the analyzed seismogram) and the order of the regression coefficients. To estimate the optimal decay curve, the maximum of M, M max , should be M max < (2 $ 3) ffiffiffiffi N p , as shown by Akaike and Kitagawa [1994] for a general discussion. We applied M max = 2.5 ffiffiffiffi N p to seismograms from the Nagamachi-Rifu fault data to be used in Paper II.
[16] To select an optimal value of M, we use the AIC in terms of a statistical technique [Akaike, 1969] . The residual variance and the AIC value for the regression model of the M-th-order equation (5) are defined by
[17] We determine M so as to minimize AIC(M). This choice of M is based on the criterion to balance the trade-off between the fitting of the decay curve to the data and the complexity of the model. The gain value at t is determined as the inverse of the ratio of the decay curve value at t to one at the direct P-wave arrival in each seismogram.
[18] A first-order polynomial (i.e., M = 1) can correspond to a constant Q model, similar to the classical result of coda [e.g., Aki, 1969] . We therefore expect that the order of the polynomial regression model is close to 1 if the shape of seismogram envelopes shows a simple exponential decay. The single scattering model with a stationary random medium predicts a simple exponential decay, that is, only r(0) and r(1) of equation (3), as widely known since Aki and Chouet [1975] . Although not based on any concrete physical models, it is natural to extend the formulation of the single scattering model into polynomials in exponential for complex random media with heterogeneous intrinsic Q distribution. On the other hand, one of the advantages of the present amplitude recovery technique does not involve the assumption of the common propagation effect to all the earthquake-station pairs, as having been used widely in previous studies on small-scale heterogeneities [e.g., Sato and Fehler, 1998 ].
[19] We performed the amplitude recovery technique to the observed seismogram in Figure 2a . Note that we used the raw seismogram to simply show how the amplitude recovery technique works. Figures 2b and 2c show the amplitude recovered seismogram by applying a polynomial regression model with the AIC and the estimated decay curve. We also computed the decay curve based on a constant Q model, and performed the amplitude recovery by using this decay curve. As mentioned above, we see the large-amplitude later phases on the original seismogram ( Figure 2a ). The decay curve based on the constant Q model could be too simple for this seismogram, and then could cause an overestimation of the amplitudes of the later phases. On the other hand, the amplitude recovery with a polynomial regression model tends to suppress the amplitudes of later phases, so that scattering intensity in our final result, especially scatterers in a deep region, might be underestimated.
Correction of Source and Station Effects
[20] We next consider how to correct source and station effects with the observed high-frequency seismograms. Although most of previous studies adopted the normalization of all seismograms as the first step of data processings, we presently attempt to image scattering coefficients after correction of source and station effects as well as propagation effect. To isolate source, station, and propagation effects of high-frequency seismic waves, direct P-and S-waves have been used in many studies because we can express their effects straightforwardly in theory [e.g., Iwata and Irikura, 1988] . In practice, however, abundant and uniformly sampled data in space are required to obtain their reliable estimations. Coda wave, on the other hand, provides a reliable way to estimate them even if limited amounts of data are available, due to its averaging effect over a given model space [e.g., Aki, 1969] . For example, Tsujiura [1978] showed that station effects with frequency dependency determined by the coda-normalization method are more stable than those determined by the direct S-wave. Phillips and Aki [1986] estimated the distribution of station effects, using coda waves for local earthquakes in central California. They suggested that station effects reflect surface geology, such as sediment and granite, at least in a low-frequency range (<4 Hz). Many directions of progress have been made in this research field since then, as summarized by Sato and Fehler [1998] .
[21] Coda waves may be classified into two parts on the basis of the travel time of each scattered phase so that both source and station effects can be corrected quite accurately by using a coda-normalization approach. The early coda part is assumed to contain a specific scattered phase from each seismic scatterer distributed nonuniformly [e.g., Spudich and Bostwick, 1987; Gupta et al., 1990] and to be imaged in the following back-projection procedure. On the other hand, the later coda part consists of scattered phases from seismic scatterers distributed over a large extent of the studied area and represents the average characters of the scatterers [e.g., Aki and Chouet, 1975; Sato and Fehler, 1998 ].
[22] Later coda parts of local earthquakes are generally defined as the waves arriving after twice of the direct S-wave travel times [Rautian and Khalturin, 1978] . Aki [1969] showed that the temporal decay of the later coda parts for aftershocks of the 1966 Parkfield earthquake are nearly identical to each other, suggesting that the later coda parts are scattered waves from scatterers distributed over a large volume surrounding station and earthquake locations, rather than distinct seismic phases from seismic velocity discontinuities. In addition, many seismological observations strongly suggest that the temporal decay rate of the later coda part is nearly independent of source and station locations and source radiation patterns for a given research area, and it is dependent only on the frequency considered [e.g., Phillips and Aki, 1986] .
[23] In this section, we shall explain how source and station effects can be taken into account, and how to parameterize the time windows for the early and later coda parts as well as the direct P-wave. Specifically, we here explain the parameterizations for seismograms from explosion sources that were used for our application in Paper II. The majority of seismic radiation from explosion sources is P wave although there appear to exist some amounts of direct-like S waves generated mainly by the reflection at the ground surface. In addition, its radiation pattern can be treated as to be isotropic. The effect of source radiation patterns of explosion sources should be small on the seismograms that we used in Paper II.
[24] We define the onset time of the analyzed coda wave, measured from the direct P-wave travel times (t p ). For our application in Paper II, the time window of the direct P-wave (T p ) is set to be 0.32 s while the time windows of the early (T 1 ) and later (T 2 ) coda parts are chosen to be 15 s and 5.12 s, respectively ( Figure 3 ). T p is chosen on the basis of the dominant frequency of the direct P-waves so that any portions of the direct P-waves could not be included in the early coda part. On the other hand, the time windows of the early and later coda parts are determined on the basis of the observed amplitudes of coda waves in a later coda part. As mentioned above, we assume that the later coda part does not include any distinct seismic phases such as phases converted from seismic velocity discontinuities. With the actual data used in Paper II, there are indeed no clear distinct seismic phases in the later coda parts, and we did not see systematic variations in amplitudes of these parts. For seismograms of local events, the starting time of the later coda part for normalization can be about twice the travel time of the direct S-wave [Aki, 1969; Sato and Fehler, 1998] , and the time window of the later coda part can be chosen on the basis of signal-to-noise ratios.
[25] The time-and frequency-dependent spectral amplitude of the coda wave after corrections of the overall propagation effects in the previous section is denoted by A ijk ml (w; t), where l represents the wave type (i.e., l = 1 for P-and l = 2 for S-wave) and m indicates the portion of coda waves (i.e., m = 1 for the early coda part and m = 2 for the later), observed at the j-th station for the i-th source in the kth component for the lapse time t of the angular frequency w.
[26] The spectral amplitude of the early coda part can be expressed by
and for the later
where S ik (w) is the source term of the i-th source and G jk l (w) is the station term of the j-th station. I jk (w) is the instrumental transfer factor for the j-th station and P ijk l (w; t) indicates the scattering term, which is related to the intensity of scattering coefficients sampled by the corresponding part of the coda wave. R q8k is the source radiation pattern whose azimuth q and incident angle 8 are specified for a given combination of the i-th source and the j-th station. t c is the starting time of the later coda part in the form of t c = t p + T P + T 1 . Note that propagation effects in both the two parts have been already corrected by a statistical amplitude recovery technique, based on the AIC explained in section 2.
[27] To suppress the source and station terms, that is, S ik and G jk l , we take the spectral amplitude ratio of A ijk 1l (w; t 1 ) to A ijk 2l (w; t 2 ),
[28] Besides the common recorded system I jk (w), implicit assumptions in equation (10) are supported by the results of previous studies on coda waves, that is, the following simplifications can be grossly applied: the explosion source radiation pattern R q8k is isotropic (i.e., not as a function of azimuth q and incident angle 8) and the station term G jk l (w, 8) is grossly independent of incident angle 8 [e.g., Tsujiura, 1978] . The coda wave b u ijk l (t) after the above correction of source and station effects is calculated by the inverse Fourier transform of b A ijk l (w) defined by equation (10),
Hereafter we shall call b u ijk l (t) a normalized coda wave. Note that we do not consider phase shifts due to station terms Figure 3 . Two time windows (T 1 andT 2 ) and the reference time (t c ) of the coda-normalization approach are shown for an example of the observed seismogram. The early coda part starts from t p + T P where t p and T P are the travel time and the time window of the direct P-wave, respectively. The time window of the early part of coda T 1 is 15 s while one of the later part T 2 is 5.12 s in Paper II.
because it is difficult to evaluate/remove them, particularly high-frequency (>1 Hz) seismograms.
[29] We can now take the normalized coda wave b u ijk l (t) to be affected only by the non-uniform distribution of seismic scatterers. Figure 4 shows an example of normalized coda waves, using the coda-normalization approach explained above. The dominant frequency of this normalized coda wave is higher than one of the original coda wave because the later part of coda wave is dominated by low-frequency (5 Hz) seismic waves, compared with the early part of coda waves. It should be note that we remove effects of source and station with frequency dependency. In other words, we are now able to focus on seismograms only affected by scattering terms as shown in equation (10).
Determination of Ray Parameters and Scattering Modes

Frequency-Wave Number Analysis With a Stationary AR Model
[30] Through an appropriate analysis technique of seismic array data sets, a seismic signal of relatively small amplitude can be enhanced, with respect to ambient seismic noise in records. This is the primary reason why seismic arrays prove very useful in studies on small-scale heterogeneities of the Earth's interior [e.g., Neidell and Taner, 1971; Aki et al., 1976] as well as on high-frequency earthquake rupture processes [e.g., Spudich and Cranswick, 1984; Goldstein and Archuleta, 1991] . Several sophisticated seismic array techniques have been proposed and applied for the identification of seismic signals, such as the f-k [e.g., Capon, 1969; LaCoss et al., 1969] , cross-correlation [e.g., Frankel et al., 1991; Del Pezzo et al., 1997] and multiple signal classification analyses [e.g., Schmidt, 1986; Goldstein and Archuleta, 1991; Almendros et al., 2001] .
[31] The f-k analysis technique with the Fourier transform has been widely utilized to reveal the crustal and upper mantle seismic structure beneath seismic arrays, as summarized by Rost and Thomas [2002] . Although this f-k analysis technique is one of the most effective seismic array techniques, this technique has limitation in accuracy, for example, there are large sidelobes in the time-frequency domain. We develop a f-k analysis technique with a stationary AR model for more accurate detection of seismic signals in coda waves than the conventional approach.
[32] In the case of a two-dimensional seismic array, the f-k power spectrum with the designated wave number vector k(k x , k y ) and angular frequency w is defined by
where the symbol hi indicates the average over time t. N is the number of data. b P is conventionally called f-k power spectrum. b(k x /w, k y /w, t) is the beam output expressed by
where L indicates the number of stations and d l (t) is the seismogram at the l-th station. The time delay t l is calculated by using the distance vector, r l À r 0 , with a given wave number vector k, where r l and r 0 are the coordinate vectors of the l-th station and a reference station, respectively,
[33] As shown in equation (12), the power spectrum b P(k x , k y , w) of beam outputs b (k x /w, k y /w, t) is obtained by calculating its autocorrelation, followed by performing its the Fourier transform in the standard f-k analysis technique. In other words, the f-k analysis technique transforms observed time domain array seismograms to frequency domain periodograms. We then need to smooth each autocorrelation with a certain time domain window or take the squared magnitude of the periodograms obtained by the Fourier transform. Such a smoothing filtering corresponds to an autocorrelation decaying in both temporal directions. The use of a smoothing filter or finite time-window is seldom ideal in the present analysis because it distorts signals, and there are some limitations for the resolution in the frequency domain. [34] Several new methods have been devised for obtaining spectra of more enhanced resolution than conventional filters. One of the most promising methods was devised by Burg [1967] , which is called the maximum entropy method (MEM). The biggest advantage of MEM is its high resolution for a time series of a short length sampled at an equal interval. The MEM is principally identical to the AR spectral estimator devised by Akaike [1969] . A stationary AR model, which was discovered by Yule [1972] , can be described as a stochastic process in which the current value, u(t n ), of a given time series is obtained by the convolution of a wavelet with past M values of the signal, u(t nÀm ) (m = 1, 2, Á Á Á, M), and e(t n ), which is usually a sample of random (white) noise.
[35] In this study, the time series in the MEM corresponds to the observed seismogram and should not be stationary. If we properly divide the observed seismograms into short intervals, however, the one at each short interval can be regarded as a locally stationary time series [Kitagawa and Akaike, 1978; Takanami, 1991] .
[36] To estimate f-k power spectra in the time-frequency domain of high resolution, we divide the entire beam output into many short beam outputs b(k x /w, k y /w, t n ) at discrete times of n = 1, 2, Á Á Á, N with a constant interval dt from equation (13). We assume that each short beam output b(k x /w, k y /w, t n ) is expressed as the following linear combination of the previous values (up to the M -th previous increment of time), based on a stationary AR model:
where a(m) are the AR coefficients of an order m, and e(t n ) represents the Gaussian white noise with zero mean and the variance s
2
. The AR coefficients a(m) are estimated by minimizing the variance of the distribution of noise e (t n ), which is defined by
The highest probability of realization is given by minimizing the value of s 2 (M).
[37] In the process of estimating AR coefficients a(m) for real data, we essentially have ambiguity in the choice of the order of an stationary AR model, M. Increasing the value of M provides a narrower distribution of e(t n ), resulting in higher realization probability. This, however, leads imprecise estimation of AR coefficients because any excessive reduction of s 2 (M) overestimates the probability of realization. A statistically sound trade-off between increasing M and decreasing s 2 (M) is obtained by measuring the following AIC value [e.g., Akaike, 1973] :
A smaller value of AIC indicates a better model for applying the locally stationary AR model, balancing the choice of M and s 2 (M). This value gives an objective criterion to understand the trade-off between these two parameters.
[38] After obtaining the coefficients a(m) (m = 1, 2, Á Á Á, M) and the variance s 2 (M), we estimate the f-k power spectra b P(k x , k y , w) of b(k x /w, k y /w, t n ). A stationary AR model can express a linear-system, that is, input data and output data are time series (or beam output b(k x /w, k y /w, t n )) and e (t n ), respectively [Burg, 1967] . The transfer function between input and output can be expressed by AR coefficients a(m). In the case of a linear system, the power spectral density of beam output (i.e., input data) in the frequency domain is defined by
[39] The dominant frequency of scattered phases can be proportional to the size of the scatterers [e.g., Wu, 1982; Sato, 1984] . Aki and Chouet [1975] showed that the temporal decay of coda waves is strongly frequency dependent, by analyzing the seismograms of local earthquakes recorded in the Kanto area, Japan and by the NORSAR array, Norway. Yomogida et al. [1997] showed the dominant frequency of scattering to be the strongest if the wavelength of seismic waves is comparable to the size of the scatterers, based on the numerical analysis of the properties of scatterers. It is, therefore, important not only to detect the scattered phases from observed seismograms but also to evaluate their dominant frequencies.
[40] We here performed a simple numerical experiment, in order to examine the resolution of time-frequency spectra with a stationary AR model. We considered six scattered phases of a Ricker wavelet type with the three different dominant frequencies: 3 Hz, 6 Hz, and 12 Hz (Figure 5a ). We assumed a sampling interval of 0.01 s and a time window of 2.5 s. We compared the spectrum estimated on the basis of a stationary AR model (Figure 5b ) with the smoothed spectrum estimated on the basis of a discrete Fourier transform (DFT) (Figure 5c ). The length of the time window for calculating spectra was 0.32 s.
[41] The stationary AR model method with a short time window of 0.32 s can reveal detail features of spectra in the time-frequency domain of high resolution. In contrast, the result with a 32-s (point) DFT method shows relatively poor properties with noticeable spectral leakage. This advantage of a stationary AR model method illustrated in Figure 5 will enhance the accuracy in measurement of coherent scattered phases in the early coda part defined in the previous section and to be mapped in a later section.
[42] To assess the stability of the f-k analysis technique explained above, we performed a reliability test, by using observed seismograms recorded by seismic arrays deployed near the Nagamachi-Rifu fault, northeastern Japan. These seismic data were recorded by seismic refraction/reflection experiments and were used to estimate a distribution of scatterers in Paper II. Since the shotpoints and their origin times of the explosion sources in the seismic experiments were determined more accurately than those of earthquakes, we can calculate the theoretical 2-D slowness vectors precisely, on the basis of the geometries of the shots and the arrays and a 3-D P-wave velocity structure.
[43] Figure 6 shows the array seismogram recorded at a dense three-component array for an explosion source, and also represents the seismogram recorded at one station. This data set is hereafter called ''the actual test data.'' The geometry of the shotpoint and the array is shown in Figure 7 . The coordinate center is the epicenter of the M = 5.2 earthquake (see Paper II). The array contained 60 shortperiod three-component seismometers with the natural frequency of 4.5 Hz. The average station spacing is approximately 0.05 km (Figure 7) . Figure 8 shows the estimated f-k power spectrum for the direct P-wave of the actual test data. This calculation was performed in the 2 -16 Hz band width. The time window length was 0.32 s, which used to our application in Paper II. The slowness domain was a range of À0.512 s/km to 0.512 s/km with the sampling interval of 0.016 s/km. These parameterizations were also the same as those in our application of Paper II. The center of the time window for a central station of the array was the direct P-wave arrival (Figure 6b ). We found that the estimated f-k power spectrum has one peak in the 2-D slowness domain and its maximum point (i.e., 2-D slowness vector) is close to the theoretical one (i.e., the 2-D slowness vector toward to the location of the shot).
[44] We next examined the resolution in the frequencywave number domain for the array, by using a simple numerical experiment. We generated three Ricker wavelets having the same arrival time at a central station of the array but different wave numbers (k x and k y ) and dominant frequencies: 3 Hz, 6 Hz, and 12 Hz (Figure 9 ), and then estimated the F-k power spectra in three frequency ranges: 2-4 Hz, 4 -8 Hz, and 8 -16 Hz, through the f-k analysis technique explained above. Gaussian white noise of 50% of the average signal level were added to synthetic waveforms. The time window length and the slowness domain for calculating f-k power spectra were the same as those in the reliability test mentioned above. The center of time window for the central station was selected so as to be the theoretical travel time at this station. The array configuration as well as the geometry of the source and the array were also the same as those in the reliability test. Figure 10 shows the estimated f-k power spectra for this numerical experiment. The maximum f-k power spectrum in each frequency range appear close to its theoretical maximum point. We will discuss an effects of scattered phase durations on the estimation of slowness vectors in the next section.
Polarization Analysis With a Stationary MAR Model
[45] The information of polarization or particle motion of a certain seismic phase is a useful tool for identifying its type of the seismic wave, such as P wave, S wave, Rayleigh wave, and Love wave. The degree of elliptical polarization is one basic measure in polarization analysis, which shows the characteristics of seismic phases in a given seismogram [e.g., Montalbetti and Kanasewich, 1970; Samson, 1977] .
[46] The shape of a hodogram (i.e., a projection of threedimensional particle motions) should have a linear shape for the arrival of scattered phases which are converted to P or S wave in coda waves. On the contrary, it has a spherical shape when incoherent seismic phases such as random noise are incident. This parameter must help us to identify weak but coherent seismic phases. Several polarization analysis techniques using a covariance matrix have been developed in both earthquake and exploration seismology [e.g., Kanasewich, 1973; Nagano et al., 1986; Vidale, 1986; Lilly and Park, 1995] . Soma et al. [2002] proposed the enhanced polarization analysis technique with a wavelet transform, estimating geothermal reservoir structures at the depth range of 1.5 km to 5.5 km at Soultz-sous-Forêts in northeastern France, by using hodogram linearities.
[47] To evaluate the degree of elliptical polarization, including frequency dependency, we improve a standard covariance matrix method [e.g., Wagner and Owens, 1996; Yoshizawa et al., 1999] , using a stationary MAR model in the similar manner to the f-k analysis explained in the previous section. A time series vector u(t n ) has threecomponent (u x , u y , u z ), 3-C, at discrete times of n = 
where N represents the number of data and the superscript T represents the vector transpose.
[48] We can define the covariance matrix G(w, T) of u (t n ) in the time-frequency domain, for a time window T over the time series vector u(t n ) as follows:
where U i (w, T) indicates the Fourier transform of u i (t n ) within the time window T. w is the angular frequency and the asterisk represents the complex conjugate vector. This Fourier transform approach, however, should not be effective in estimating the degree of elliptical polarization due to the limited accuracy if we like to use a short time window, as discussed in the previous section. We then introduce the following polarization analysis technique with a stationary MAR model, in order to estimate a covariance matrix of a given set of 3-C seismograms in the timefrequency domain of high resolution.
[49] First, we describe a stationary MAR model briefly. We follow a technique proposed by Akaike and Kitagawa [1994] to compute the covariance matrix, G. The 3-C seismograms u(t n ; r) at the r-th station may be expressed by a stationary three-dimensional AR model (i.e., the Figure 6 . Bandpass filtered (2-16 Hz) seismograms in the vertical component for the actual test data (see text) recorded at (a) the dense seismic array (see Figure 7 ) and (b) one station of the seismic array. Shaded area represents the time window for calculating the 2-D slowness vector of the direct P-wave. Note that we exclude the seismograms with poor signal-to-noise ratios.
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where M denotes the order of a stationary three-dimensional AR model. w(t n ; r) is assumed to be the three-dimensional Gaussian white noise vector whose each element has the zero mean value,
where E represents the average over the number of data N, in a short time window T.
[50] A 3 Â 3 AR coefficient matrix, A(m; r), defined by equation (22) 
where a ij (m; r) is called the ij-th AR coefficient. The coefficients are estimated by solving a normal equation for the least squares estimation of equation (22), minimizing the variance of w(t n ; r).
[51] The order of AR coefficients M can be determined by the AIC, in a similar manner to the f-k analysis with a stationary AR model explained in the previous section. In this case, the AIC value is defined by
Figure 7. Geometry of the shot (solid star) and array (solid square) for the actual test data. The inserted figure shows the array configuration. Figure 8 . Estimated the f-k power spectrum for the direct P-wave in Figure 6 . Open circle and triangle indicate the estimated and theoretical maximum points, respectively. 
where C(M; r) represents the covariance matrix of w(t n ;r) with the covariance s ij (r) of the i-th and j-th components as each element. The order M is selected so that the AIC value of equation (25) becomes minimum.
[52] The power spectral density in the form of a 3 Â 3 matrix, S(w; M, r), of the 3-C seismogram u(t n ; r) is now expressed by
where A(w; M, r) is the discrete Fourier transform of the matrix A(m; r) with m = M in equation (24). The tilde denotes the complex conjugate and transport operator. The power spectra S ii (w; M, r) (i.e., the i-th diagonal element of S(w; M, r)) of the i-th component is given by
where C jj (M; r) is the j-th diagonal element of the covariance matrix C(M; r) and A ij (w; M, r) À1 is the (i, j) element of the inverse 3 Â 3 matrix of A(w; M, r) (see Akaike and Kitagawa [1994] for details).
[53] Using S ij (w, T; M, r) as the ij-th element of the power spectral matrix S(w; M, r) of equation (27) for a given time window T, we can rewrite the covariance matrix G(w, T; M, r) at the r-th station with a stationary three-dimensional AR model of degree M as follows: 
[54] Note that we conduct the above procedure for a 3-C seismogram at each station of an array. We here consider an effect of a reverberation in a shallow subsurface layer on the estimation of polarization vectors. To suppress this effect, we use the average covariance matrix G(w, T; M) among the stations for a specific scattered phase [e.g., Jurkevics, 1998 ],
where R indicates the number of stations. The singular value decomposition of the averaged covariance matrix G(w, T; M) is given by
where U and V are 3 Â 3 unitary matrices, and L is a 3 Â 3 diagonal matrix with three singular values of G [e.g., Aki and Richards, 1980, chapter 11] . Since G is Hermite, L is composed of three real eigenvalues (jl 0 j ! jl 1 j ! jl 2 j).
[55] Next, we redefine Vidale's elliptical component of polarization P E [Vidale, 1986] , using the above the eigenvalues of the averaged covariance matrix G(w, T; M) of equation (30) as follows:
with Figure 10 . Estimated f-k power spectra in frequency ranges of (a) 2 -4 Hz, (b) 4 -8 Hz, and (c) 8 -16 Hz for the numerical experiment with the seismogram in Figure 9 . Open circles and triangles indicate the estimated and theoretical maximum points, respectively.
where the complex eigenvector v 0 (w, T; M) = (x 0 , y 0 , z 0 ) T , associated with the largest eigenvalue l 0 , pointing in the direction of the maximum polarization. cisa = cos a + i sin a, and Re() represents the real part. We search for the value of a to maximize the length of the real component of the eigenvector v 0 . P E becomes 1 for a circular polarization, while 0 for a perfectly linear one (see Vidale [1986] for details). We use P E of equation (32) to distinguish bodywave scattered phases from surface waves and noise.
[56] Using the above the eigenvector v 0 , we also define the strike, Q H , and dip, Q V , of the direction of the maximum polarization projected on the horizontal plane as follows: [57] The polarization analysis technique with a stationary three-dimensional AR model explained in this section enables us to estimate a covariance matrix in the timefrequency domain of high resolution in the similar manner to the spectrogram shown in Figure 5 . We are able to obtain the degree of elliptical polarization and direction, that is, the azimuth and dip of the maximum polarization more precisely and stably than ever.
[58] Using the actual test data described in section 4.1, we performed a reliability test of the polarization analysis technique with a stationary MAR model introduced in this paper. We estimated the polarization vector for the direct P-wave (Figure 11 ) whose the theoretical polarization vector can be calculated on the basis of the geometry of the shot and array as well as a 3-D P-wave velocity structure. The time window length was set to be 0.32 s, similar to our analysis in Paper II. Figure 11b shows the determined polarization vector to be nearly identical to the theoretical one.
[59] We next examined the threshold of P E for extracting body-wave scattered phases from observed seismograms, by using a simple numerical experiment. We generated waveforms only containing randomly amplitudes following a Gaussian distribution. To find the threshold of P E statistically, we generated 30 different sets of traces. P E of noise is always higher than 0.4, and then we selected P E = 0.4 for our application in Paper II, confirming no significant noise observed seismograms based on the threshold of P E .
[60] We additionally discuss the stability of a methodology with stationary AR or MAR models for analyzing seismic phases. As mentioned in section 1, our purpose is to detect scattered phases and to determine their scattering points/ strengths as well as identify the scattering modes, by combining the 2-D slowness vectors (see section 4.1) and the polarization vectors (this section) of the detected scattered phases in addition to their travel times (see section 5).
[61] One important issue is the effects of scattered phase durations on the estimations of the slowness and polarization vectors. As mentioned above, we assumed that a seismic signal in a short time window (0.32 s for our application) can be treated as a locally stationary time series [Takanami, 1991] . If this assumption is not valid for a specific scattered phase, however, the estimations of the slowness and polarization vectors of this phase could be unstable. Our application (Paper II) used scattered phases identified by at least two shot-array pairs. Through this procedure, we expect the unstable estimations of slowness and polarization vectors should be suppressed.
Identification of Scattering Modes
[62] Seismograms recorded by a small-aperture 3-C seismic array have several kinds of advantage over those by a vertical-component seismic array or arrays of isolated 3-C stations [e.g., Jepsen and Kennett, 1990; Wagner and Langston, 1992; Wagner and Owens, 1996] . Using receiver function and shear wave splitting analyses of 3-C seismograms, some studies have revealed, for example, the depth of Moho discontinuity [e.g., Abers, 1998 ] and seismic anisotropy structure of the upper mantle [e.g., Bear et al., 1999] quantitatively.
[63] As an example of studies on high-frequency late arrivals or coda waves, Wagner [1997] attempted to reveal a coda excitation process in P-and S-coda waves for local earthquakes near the San Jacinto fault zone in southern California, using their wave propagation directions and polarization characteristics. He distinguished between coherent and incoherent scattered waves in both P-and S-coda waves, suggesting that coherent S-coda waves are more sensitive in source characteristics, such as the depth, distance, and radiation pattern of source, than coherent P-coda waves. Poppeliers and Pavlis [2002] deployed a 3-C seismic array to evaluate topographic seismic site responses at Glendora Lake in southwestern Indiana, showing that the interaction of both body and surface waves has significant effects on the site responses, using the geometrical variation of hodograms along the seismic array.
[64] The combination of slowness and polarization vectors with 3-C seismic array observations may give some useful information on scattered phases in coda waves. We attempt to identify scattering modes of scattered phases in coda waves, using the information of both slowness and polarization vectors, as estimated in the previous sections 4.1 and 4.2. Assuming that we use seismograms only for explosion sources (see Paper II), the scattered modes should be either P-P or P-S scattering. The identification of these two scattered models is possible by measuring the angle between slowness and polarization vectors. Since we obtain the 2-D wave number vector of each phase by the f-k analysis in section 4.1, we additionally need to assume the corresponding P-or S-wave velocity beneath the 3-C seismic array, in order to estimate its 3-D slowness vector. This velocity likely corresponds to the average velocity of either P or S wave from the surface down to the scale of the wavelength (i.e., frequency) to be analyzed.
[65] We introduce the scheme of the identification of the scattering mode of each scattered phase, following the criterion of Nakamura [1993] . First, we estimate its apparent velocity v app by the f-k analysis in section 4.1, and identify each detected phase to be either body wave or surface wave by comparing with the S-wave velocity v s of the surface layer as the representative seismic wave velocity of each phase. If the apparent velocity v app is smaller than the velocity v s , the phase is considered to be composed mainly of surface waves so that we discard it from our data set (Figure 12 ).
[66] Next, we classify the remaining scattered waves of the above first procedure further into two categories from the comparison with the reference P-wave velocity. If the apparent velocity v app is larger than the P-wave velocity v p of the first layer, the scattered wave cannot be identified only with the information of slowness (category 1). On the other hand, it cannot be P wave in the case of v s v app v p , so that we conclude it to be S wave (category 2).
[67] To identify the scattering mode to be whether P-P or P-S in the case of category 1 as the final procedure, we incorporate the polarization vector obtained in section 4.2, using the same time window as in the f-k analysis. We define the angle, Y, between its slowness and polarization vectors by
where p indicates the polarization vector. s represents the 3-D slowness vector from the 2-D wave number vector k estimated by the f-k analysis, assuming the surface layer velocities for P-and S-waves. The dot in the numerator denotes the dot product of two vectors, and j j represents the magnitude of a vector. The polarization of P wave must be nearly parallel to the propagation direction while the one of S wave should be perpendicular. We evaluate the credibility of wave type, C defined as C p = 90ÀY p in degree for P-and C s = Y s for S-wave. The scattered waves with C less than 45 are removed from our data set. In the category 1, we identify the scattered wave as P wave if C p is greater than C s while S wave for C p C s . Even in the case of category 2, we cross-check the credibility of one wave type, C s , to confirm that the polarization does agree with S wave.
[68] As mentioned in section 4.2, we can exclude noise from our data set through the threshold of P E , in addition to exclude surface waves on the basis of the apparent velocity. We are, therefore, able to use body-wave scattered phases to estimate a distribution of scatterers.
[69] As a demonstration of above scheme for identification of scattering mode, we computed the credibility of wave type for the direct P-wave of the actual test data. The 2-D slowness and polarization vectors were estimated by the reliability tests of the f-k and polarization techniques described in sections 4.1 and 4.2. The apparent velocity for this P-wave is 20 km/s because of the almost vertical incident wave. The estimated azimuth (clockwise from north) and dip angle (from vertical up) for the 3-D slowness vector are 30°and 10°, assuming P-and S-waves, respectively, while the azimuth and dip angle for the polarization vector are 29°and 6°. The angle, Y, between the slowness and polarization vectors is 4°, and the credibilities of wave types for P and S waves are 86 and 2, respectively. The polarization vector of this direct P-wave was determined to be nearly parallel to its slowness vector, and then the wavetype was determined as P-wave by using the wave-type identification scheme as we expected.
Mapping of Small-Scale Heterogeneities
[70] Seismic migration/back-projection is an effective tool for mapping the Earth's subsurface structure. Over last decades, several migration techniques have been proposed such as finite difference [Claerbout and Doherty, 1972] , Kirchhoff [Schneider, 1978] , and f-k [Gazdag, 1978; Stolt, 1978] migrations mainly in exploration seismology, and widely applied for imaging natural reservoirs (e.g., oil and gas hydrate) in the area of energy resource development. As mentioned in section 1, Huang et al. [1999a Huang et al. [ , 1999b recently introduced new migration techniques to image Figure 13 . A model geometry and a scattering raypath of a scattered wave by the p-th block of volume dV for the i-th source at the j-th array. Note that we compute the take-off angle from the j-th array with the 3-D slowness vector by utilizing the 2-D slowness vectors determined by the f-k analysis and the identified wave-types of scattered waves. complex subsurface structures both stably and accurately, based on the Rytov and Born approximations, respectively. In earthquake seismology, Ishii et al. [2005] examined the rupture process of the 26 December 2004 Sumatra-Andaman earthquake, by using a back-projection method of teleseismic P-wave amplitude recorded at a seismic network in Japan.
[71] To enhance the resolving power of the distribution of small-scale heterogeneities by taking the advantage of 3-C seismic array data sets, we apply a slowness-weighted backprojection technique, which uses the observed slowness vector and travel time of each detected coherent phase with a three-dimensional seismic velocity structure. Under the assumption of a single scattering model, the travel time t ijk cal (p, l) of each scattered phase is calculated by
as the sum of that from the i-th source to the p-th block t ip (1) plus that from the p-th block to the j-th array t pj (l), where l indicates the wave type (i.e., l = 1 and 2 for P and S waves).
[72] Assuming an explosion source (see Paper II), l = 1 is assigned for the travel time from the source, t ip (1), while t pj (l) may be either P (l = 1) or S (l = 2) wave, as identified by the scheme explained in section 4.3. Figure 13 shows a model geometry and a raypath of a given scattered wave. Small-scale heterogeneities are mapped as scattering coefficients located at each block of the volume dV ( Figure 13 ) in our model space.
[73] In the present back-projection procedure, we first shoot a ray from the j-th array with the 3-D slowness vector s (i.e., take-off angle) of the k-th component, depending on the identified scattering mode (i.e., P-or S-wave velocity structure). In other words, we can put strong constraint on the raypath of each phase from a given array based on the observed slowness vector. Such well-constrained raypaths leave the very limited number of possible blocks in the three-dimensional model space responsible for each phase identified as a coherent scattered wave.
[74] We next shoot rays from the i-th source to the centers of all the possible blocks and compute t ip (1), on the basis of the P-wave velocity structure as well as calculate the travel times t pj (l) for blocks. We here consider an error in the determination of slowness vectors due to the effects of segmented blocks in a model space and finite time window analysis for f-k and polarization analyses. For this purpose, we introduce the following fit function f (p, l) for travel time and slowness vector between the observed and calculated data, based on a 2-D Gaussian function,
where s t and s s are the standard deviations in the estimations of travel time and slowness vector, respectively. In addition, we define possible blocks, p sca , responsible for scattering expressed by
where a denotes the lower limit of the fit value. The uncertainty in locations of scatterers can be evaluated by the value of a. We select a = 0.95 for both the shot location with the direct P-wave of the actual test data and locations of scatterers with synthetic data.
[75] Since the ray from the station is well constrained by its slowness vector, we can pinpoint the location of the corresponding scatterer or model block very precisely, including its depth. Most of the previous studies on the imaging of heterogeneous structure used simple half-space velocity models [e.g., Nishigami, 1991; Taira and Yomogida, 2004] . In contrast, we adopt a three-dimensional seismic velocity structure of a target area inverted by seismic tomography and used the pseudo-bending method [Um and Thurber, 1987] , in order to determine locations of seismic scatterers with much more precise raypaths and travel times.
[76] The scattering coefficient g ij (p, w, k, l) of the p-th block at the angular frequency w in the k-th component is finally estimated from the observed f-k power spectra Figure 14 . Depth slices of the distribution of the source location probabilities (see text) for the direct P-wave of the actual test data. Open circle and triangle represent the estimated and theoretical (i.e., the actual shot location) maximum points of the source location probabilities, respectively. Solid square shows the array location. The bold contour corresponds to the fit function values with greater than 0.95, which we calculate the error in the source location.
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TAIRA AND YOMOGIDA: IMAGING OF STRUCTURES, 1 b P ijk l (k x , k y , w) of the normalized seismograms b u ijk l (t) of equation (11), for a given source-array pair (i.e., the i-th source and the j-th array). To estimate the values of a reliable scattering coefficient, the f-k power spectrum b P ijk l (k x , k y , w) of equation (18) as a function of a lapse time, t ijk obs (l), is mapped into the spatial variation for each identified scattering mode l at each ij-th f-k spectrogram,
[77] For a given scatterer located at the p-th block, we calculate g ij (p, w, k, l) for all the source-array pairs (i.e., all the observed seismograms with the combination of i and j) and average them,
where N and M are the source and array numbers, respectively. e g(p, w, k, l) means the scattering coefficient of the p-th block at the k-th component in the angular frequency w for either P-P (l = 1) or P-S (l = 2) scattering. Note that the above formulations have been processed at each component, in order to discuss our imaging approach in general. In the end, we calculate the sum of values of e g(p, w, k, l) for all the three components,
where e g(p, w, l) is the final value to be mapped as scattering coefficient of the p-th block.
[78] As explained in section 1, the spatial distribution of small-scale heterogeneities has been revealed only after the recent availability of dense seismic networks. One important limitation of theses previous studies was the normalization of each seismogram in the first stage of their data analyses in a rather empirical manner. In contrast, our present approach maps the absolute power spectrum of each scattered phase into a scattering coefficient, after the corrections of source, station, and overall propagation effects discussed in sections 2 and 3.
[79] To investigate the location capability of the slowness-weighted back-projection technique, we located the explosion source, by using the direct P-wave of the actual test data. As demonstrated in previous sections, we estimated the 2-D slowness and the polarization vectors for this P-wave, and confirmed that the wave-type is to be P-wave. We set t ip (1) = 0 for the direct P-wave. We normalized the scattering coefficients by its maximum value and called them source location probabilities.
[80] Figure 14 shows that depth slices of the distribution of source location probabilities for the direct P-wave. The uncertainty in the source location is evaluated by equation (38) . We consider the spreading of uncertainty in locations by the fit function greater than a = 0.95. The maximum source location probability is obtained approximately a half kilometer east of its true shot location. The size of the uncertainty is about 3 km in horizontal and 1 km in vertical, so we can conclude that our approach succeeded in locating the shotpoint. Note that we only used the seismograms in the vertical component because our imaging approach can estimate, in principle, the source location by using one component seismograms recorded for a sourcearray pair.
[81] We also performed an numerical experiment with synthetic seismograms, in order to exam the capability of locating scatterers. Since we are interesting in heterogeneous structures around earthquake rupture zones in our application (Paper II), we placed one P-P and P-S scatterers at the coordinate center and 12 km depth where the M = 5.2 earthquake occurred (see Paper II). Each scatterer generates 10 Hz Ricker wavelet with the same amplitude. We synthesized three-component seismograms for the same shot and array as the actual test data (Figure 15 ), assuming the single isotropic scattering model [e.g., Sato, 1977] . Gaussian white noise 20% of the average signal level were added to the synthetic seismograms. Note that we assume that displacement of SV wave is the same as one of SH wave. The parameters for the f-k and polarization analyses were the same as those in the test for the direct P-wave mentioned above.
[82] Figures 16 and 17 show depth slices of the distributions of P-P and P-S scattering coefficients for this numerical experiment. We found the P-P scatterer is located at the assigned point, and the size of the uncertainty to be approximately 2 km in horizontal and 2 km in vertical. On the other hand, the P-S scatterer is located 1 km above the assigned point, and the size of uncertainty is the same as one in the P-P scatterer. These results show that our imaging approach is robust enough to locate scatterers. Figure 16 . Depth slices of the distribution of the P-P scattering coefficients for the synthetic seismograms in Figure 15 . Open circle and triangle represent the estimated and theoretical (i.e., the assigned P-P scatterer location) maximum points of the scattering coefficients, respectively. The bold contour corresponds to the fit function values with greater than 0.95. The P-P scattering coefficients are normalized by its maximum value. 
Conclusions
[83] We have established a new imaging framework for small-scale heterogeneities in the crust, from the points of view of seismic scattering with the use of 3-C seismic array data. We have additionally extended the conventional analyses of coda waves. The key elements in our present development are as follows: (1) propagation effects of a complex background medium (i.e., anelastic attenuation) are corrected by a statistical amplitude recovery based on the AIC, (2) scattered phases are determined with high coherency and high linearity, by performing the f-k and polarization analyses with stationary AR and MAR models, respectively, (3) scattering modes of the detected coherent phases are estimated by combining slowness and polarization vectors, (4) source and station effects are corrected by a coda-normalization approach, and (5) f-k power spectra are mapped as scattering coefficients based on the travel times and slowness vectors of coherent phases with a threedimensional velocity structure.
[84] One of our ultimate goals for studies on small-scale heterogeneities in the crust is to reveal physical properties of seismic scatterers in a quantitative manner, that is, to identify the materials responsible for observed scattered waves. The present approach is definitely compensates several kinds of weakness in conventional approaches of imaging small-scale heterogeneities. Let us summarize the advantages of the present imaging approach in terms of the above goal.
[85] 1. Previous studies on imaging of small-scale heterogeneities did not deal with complex propagation effects of high-frequency seismic waves such as intrinsic attenuation carefully. For example, these studies adopted a given decay curve of seismograms. On the contrary, our approach attempts to estimate and remove the complex propagation effect of each seismogram both statistically and quantitatively, on the basis of the AIC.
[86] 2. To improve resolution in f-k power spectra and covariance matrices in the time-frequency domain, we apply stationary AR and MAR models to f-k and polarization analyses. The improved resolution enables us to separate weak coherent signals of scattering (i.e., scattered phases) from superimposed noise.
[87] 3. By taking the advantage of a 3-C seismic array, we evaluate the scattering mode of each scattered phase. The information of the scattering mode will enable us to make more profound discussions on the nature of heterogeneities than ever.
[88] 4. We correct frequency-dependent source and station effects based on a coda-normalization approach with coda waves of large lapse time.
[89] 5. F-k power spectra of scattering phases are mapped as scattering coefficients in the model space accurately and stably by using their well-constrained slowness vectors with a three-dimensional velocity structure.
[90] In the companion paper, Paper II, we shall apply the present approach to the 3-C seismic array data sets recorded around the Nagamachi-Rifu fault, northeastern Japan, area, in order to observe how it works effectively, together with how powerful the present development is in obtaining information on seismic activities and tectonics in this region, as an concrete example.
