We prove an asymptotic Cramér's theorem, that is, if the sequence (X n + Y n ) n≥1 converges in law to the standard normal distribution and for every n ≥ 1 the random variables X n and Y n are independent, then (X n ) n≥1 and (Y n ) n≥1 converge in law to a normal distribution. Then we compare this result with recent criteria for the central convergence obtained in terms of Malliavin derivatives.
Introduction
The sum of two independent random variables with Gaussian distribution is a Gaussian random variable. A famous result by Harald Cramér [1] says that the converse implication is also true. Namely, if the law of X + Y is Gaussian and X and Y are independent random variables, then X and Y are Gaussian. We study in this paper the following problem: given two sequences of centered square integrable random variables (X n ) n≥1 and (Y n ) n≥1 such that EX 2 n → n→∞ c 1 and EY 2 n → n→∞ c 2 with c 1 , c 2 > 0 and c 1 + c 2 = 1 and assuming that for every n ≥ 1, X n and Y n are independent and X n + Y n → n→∞ N (0, 1) in law, can we get the convergence of X n to the normal law N (0, c 1 ) and the convergence of Y n to the normal law N (0, c 2 )? We will say in this case that the central limit of the sum is decoupled. A partial answer has been given in [9] : here the authors proved that the central limit for the sum implies the central limit for each term when the random variables X n and Y n lives in a Wiener chaos of fixed order. In this work we will prove this result for a very general class of random variables.
Then we will try to understand this asymptotic Cramér's theorem from the perspective of some recent ideas from [3] and [4] related to the Stein's method on Wiener space and some older ideas from [8] , [11] , [12] where the independence of random variables is characterized in terms of the Malliavin derivatives. Let (Ω, F, P ) be a probability space and let (W t ) t∈[0,1] be a Wiener process on this space. Recall that a result in [3] says that a where we denoted by D the Malliavin derivative with respect to W , by L the OrnsteinUhlenbeck generator and by f z the solution of the Stein's equation (for fixed z ∈ R)
(Throughout this paper we denote by ·, · the scalar product in L 2 ([0, 1]).) In particular, if E 1 − DX n , D(−L) −1 X n 2 → n→∞ 0 then X n converges to N (0, 1) as n → ∞ by using Schwarz's inequality and the fact that f ′ z is bounded (actually it suffices to have E 1 − DX n , D(−L) −1 X n → n→∞ 0).
Let us describe the basic idea to treat the convergence of sums of independent random variables to the normal law. Let X n , Y n be two sequences as above (that means Malliavin differentiable with EX 2 n → n→∞ c 1 > 0, EY 2 n → n→∞ c 2 > 0 and
Suppose now that X n and Y n are independent for every n. A result byÜstunel and Zakai ( [11] , Theorem 3) says that in this case
The relation (3) induces the idea that the summands containing DX n , D(−L) −1 Y n and DY n , D(−L) −1 X n could be eliminated from (2). We will see that it is not immediate and that actually a stronger condition than the independence of X n and Y n is necessary in order to do this. Therefore our first step is to introduce some classes of independent random variables X, Y such that the "mixed" terms DX, D(−L) −1 Y and DY, D(−L) −1 X vanish. A first class that we consider here is the class of so-called strongly independent random variables for which every multiple integral in the chaos decomposition of X is independent of every multiple integral in the chaos decomposition of Y . We will see that if X and Y are strongly independent, then DX,
Another class we consider is the class of random variables X, Y that are differentiable in the Malliavin sense and such that X is independent of the couple (Y, DY, D(−L) −1 Y ) and Y is independent of the couple (X, DX, D(−L) −1 X ). We will say in this case that the couple (X, Y ) belongs to the class A. A couple of strongly independent random variables belongs to A and in this sense this class is an intermediary class between the independent and strongly independent random variables. For couples in A we will show that
= 0 almost surely and it is then again possible to cancel the mixed terms in (2). We will prove, by an elementary argument coming from the original Cramér's theorem and without using Malliavin calculus, that for independent random variables the asymptotic Cramér's theorem holds. But for random variables in these classes (in the class A or strongly independent) we can give further results by using the tools of the Malliavin calculus. Concretely, we will treat the following problem: suppose that the sum X n + Y n converges to the normal law in a strong sense, that is, the upper bound
zero as n → ∞. We can interpret this by saying that the sum X n + Y n is "close" to N (0, 1), not in the sense of the rate of convergence but in the sense that X n + Y n belongs to a subset of the set of the sequences of random variables converging to N (0, 1). Then can we obtain the strong convergence of X n and Y n to the normal law, that is E (c 1 − G Xn ) 2 → n→∞ 0 and
where G Xn is given by (12) ? We prove that this property is true for strongly independent random variables while for couples in the class A a supplementary assumption is necessary in order to ensure the strong convergence of X n and Y n from the convergence of X n + Y n .
The organization of the paper is as follows. Section 2 contains preliminaries on the stochastic calculus of variations. In Section 3 we prove the asymptotic Cramér's theorem by using an elementary argument while Section 4 contains some thoughts on this theorem from the perspective of recent results on central limit theorem obtained via Malliavin calculus.
wheref denotes the symmetrization of f defined byf (x 1 , . . . , x n ) = 1 n! σ∈Sn f (x σ(1) , . . . , x σ(n) ). We will need the general formula for calculating products of Wiener chaos integrals of any orders m, n for any symmetric integrands f ∈ L 2 ([0, 1] ⊗m ) and g ∈ L 2 ([0, 1] ⊗n ); it is
where the contraction f ⊗ ℓ g is defined by
Note that the contraction (f ⊗ ℓ g) is an element of L 2 ([0, 1] m+n−2ℓ ) but it is not necessary symmetric. We will denote by (f⊗ ℓ g) its symmetrization. We recall that any square integrable random variable which is measurable with respect to the σ-algebra generated by W can be expanded into an orthogonal sum of multiple stochastic integrals
where
We denote by D the Malliavin derivative operator that acts on smooth functionals of the form F = g(W (ϕ 1 ), . . . , W (ϕ n )) (here g is a smooth function with compact support and
We can define the i th Malliavin derivative D (i) is defined iteratively. The operator D (i) can be extended to the closure D p,2 of smooth functionals with respect to the norm
The adjoint of D is denoted by δ and is called the divergence (or Skorohod) integral. Its domain Dom(δ) coincides with the class of stochastic processes
for all F ∈ D 1,2 and δ(u) is the element of L 2 (Ω) characterized by the duality relationship
For adapted integrands, the divergence integral coincides with the classical Itô integral.
if F is given by (8) . There exists a connection between δ, D and L in the sense that a random variable F belongs to the domain of L if and only if F ∈ D 1,2 and DF ∈ Dom(δ) and then δDF = −LF . Also we will need in the paper the integration by parts formula
whenever F ∈ D 1,2 , u ∈ Dom(δ) and EF 2 1 0 u 2 s ds < ∞.
Asymptotic Cramér's theorem
We start by proving an asymptotic version of the Cramér's theorem [1] . A particular case (when the sequences X n and Y n are multiple integrals in a Wiener chaos of fixed order) has been proven in [9] , Corollary 1. Our proof is based on the Cramér's theorem (see [1] ) and an idea from [7] .
Assume that for every n ≥ 1, the random variables X n and Y n are independent. Then
Proof: One direction is trivial. Let us assume that X n + Y n → n→∞ N (0, 1). We will prove that X n → n→∞ N (0, c 1 ) and Y n → n→∞ N (0, c 2 ). Since EX 2 n → n→∞ c 1 and EY 2 n → n→∞ c 2 it follows that the sequence (X n , Y n ) n≥1 is bounded in L 2 (Ω). By Prohorov's theorem it suffices to prove that for any subsequence which converges in distribution to some random vector (F, G), then we must have F ∼ N (0, c 1 ), G ∼ N (0, c 2 ) and F, G are independent. Let us consider such an arbitrary sequence (X n k , Y n k ) which converges in law to (F, G) as k → ∞. Because X n k and Y n k are independent for each k, it is clear that F and G are independent.
This result can be extended to finite and even infinite sums of independent random variables.
Proposition 1 Suppose that for every n ≥ 1, X n = k≥1 X n k where for every n the random variables X k n , k ≥ 1 are mutually independent and the series is convergent for every ω. Assume also that X n k are centered for every n, k ≥ 1 and E(X n k ) 2 → n→∞ c k > 0 for every k ≥ 1. Suppose that X n converging in law to N (0, 1) as n → ∞. Then for every k ≥ 1 the sequence X n k converges to the normal law as n → ∞.
Proof: Since X n = X n 1 + k≥2 X n k and the two summands are independent, Theorem 1 implies that X n 1 converges to the normal law. Inductively, the conclusion can be obtained.
Remark 1 When, for every n ≥ 1, X n = I k 1 (f n ) and Y n = I k 2 (g n ) are multiple stochastic integrals (possibly of different orders, that can also vary with n) we can go further by proving the following result. If E(X n + Y n ) 2 → n→∞ 1 and X n + Y n converges in law to
Here d Kol means the Kolmogorov distance (recall that the Kolmogorov distance between the law of two random variables U and V is given by
That is, there is an asymptotic Cramér's theorem even if the variances of X n and Y n do not converge a priori. Relation (10) can be proved as follows. First, recall the following bound when X lives in a chaos of fixed order (see e.g. [5] )
where k 4 (X) is the fourth cumulant of X. It is immediate, by the definition of the cumulant, that
and this implies that k 4 (X n ) → n→∞ 0 and k 4 (Y n ) → n→∞ 0. The convergence (10) is obtained by using (11) and the hypothesis lim n EX 2 n > 0 and lim n EY 2 n > 0.
Decoupling central limit under strong independence
Let us regard Theorem 1 from the perspective of the results in [3] . In this part all random variables are centered. We recall some facts related to the convergence of a sequence of random variables to the normal law in terms of the Malliavin calculus. For any random variable X ∈ D 1,2 we denote by
The following result is a slight extension of Proposition 3.1 in [3] . See also Theorem 3 in [10] .
Proposition 2 Let (X n ) n≥1 be a sequence of square integrable random variables such that EX 2 n → n→∞ c > 0. Then the following are equivalent:
1. The sequence (X n ) n≥1 converges in law, an n → ∞, to the normal random variable N (0, c), c > 0.
2. For every t ∈ R, E e itXn (c − G Xn ) → n→∞ 0.
Proof: We follow the scheme 1. ⇒ 2. ⇒ 3. ⇒ 4. ⇒ 1. The implications 1. ⇒ 2. and 3. ⇒ 4. ⇒ 1 follow exactly as in [10] , Theorem 3. Concerning 2. ⇒ 3., set F n = c − G Xn for every n ≥ 1. The random variable E(F n |X n ) is the Radon-Nykodim derivative with respect to P of the measure
As an immediate consequence we have (see also [3] ).
Corollary 1 Suppose that (X n ) n≥1 is a sequence of random variables such that EX 2 n → n→∞ c. suppose that
Remark 2 In the case when the variables X n live in a fixed Wiener chaos, X n = I k (f n ), then the convergence in distribution of X n to the normal law is equivalent to (13), see [7] .
Assume that (X n ) n≥1 and (Y n ) n≥1 are two sequences of random variables such that: i) for every n ≥ 1 the random variables X n and Y n are independent and ii) X n +Y n → N (0, 1) in distribution as n → ∞. The quantity G Xn+Yn , which plays a central role, can be written as
The force of the Cramér's theorem can be observed here: the fact that
converges to zero implies that E(c 1 − G Xn |X n ) and E(c 2 − G Yn |Y n ) both converge to zero. It is not obvious to prove this directly. Note also that the independence of X n and Y n does not guarantee a priori that the terms
But the situation when these two terms vanish is also interesting and we will analyze this case in the sequel. We will see that it requires a slightly stronger assumption than the independence of X n and Y n . We introduce the following concept.
Definition 1 Two random variables X = n≥0 I n (f n ) and Y = m≥0 I m (g m ) are called strongly independent if for every m, n ≥ 0, the random variables I n (f n ) and I m (g m ) are independent.
Remark 3 Let us recall the criterion for the independence of two multiple integrals given in [11] : Let us also note that the class of strongly independent random variables is strictly included in the class of independent random variables. Indeed, consider
,1] ) and
Then X 1 and Y 1 are independent standard normal random variables. Define
Then X, Y are also independent standard normal but they are not strongly independent because for example the chaoses of order one of X and Y are not independent (note that the random variable Proof: Suppose first that X = I n (f ) and
and this is equal to zero from the characterization of the independence of two multiple multiple integrals (see Remark 3) . The extension to the general case is immediate since, if
In view of Lemma 1, the Proposition 2 can be formulated for strongly independent random variables as follows: Suppose that (X n ) n≥1 and (Y n ) n≥1 are two sequences of centered strongly independent random variables such that EX 2 n → n→∞ c 1 and EY 2 n → n→∞ c 2 where c 1 , c 2 > 0 are such that c 1 + c 2 = 1. Then the following affirmations are equivalent:
1. The sequence (X n + Y n ) n≥1 converges in law to a standard normal random variable as n → ∞;
Let us assume now that the two sequences of Theorem 1 are strongly independent. We will also assume that the convergence of the sum X n + Y n to N (0, 1) is strong in the sense that E (1 − G Xn+Yn ) 2 converges to zero as n → ∞. We can say, somehow, that in this case the sum X n +Y n is rather close to the normal law since the upper bound of the distance between it and N (0, 1) goes to zero. We will prove that this implies that the convergence of X n and Y n to the normal law is also strong.
Remark 4
The case of multiple stochastic integrals can be easily understood. Suppose that X n = I k (f n ) and Y n = I l (g n ) where for every n ≥ 1 the kernels
respectively. Assume that EX 2 n → n→∞ c 1 > 0 and EY 2 n → n→∞ c 2 > 0 such that c 1 + c 2 = 1. Then if X n + Y n → n→∞ N (0, 1) and X n , Y n are independent (thus strongly independent) it follows that X n → N (0, c 1 ) and Y n → N (0, c 2 ) and by Remark 2, E (c 1 − G Xn ) 2 → n→∞ 0 and E (c 2 − G Yn ) 2 → n→∞ 0, so the convergence of X n and Y n to the normal distribution is strong.
We will also need the following lemma.
Lemma 2 Assume that X, Y ∈ D 1,2 and X, Y are strongly independent. Then the random variables G X and G Y are strongly independent.
Proof: Let us assume once again that X = I n (f ) and Y = I m (g). The result can easily be extended to the general case. We have
and
It suffices to show that for every k = 1, .., n − 1 and l = 1, .., m − 1 the random variables I 2n−2k (f ⊗ k f ) and I 2m−2l (g ⊗ l g) are independent or equivalently
But since
by using Fubini and the fact that
The general case demands to prove that (f n⊗k f n ′ ) ⊗ 1 (g m⊗l g m ′ ) = 0 almost everywhere for every n, n ′ , m, m ′ ≥ 1 and for every k = 1, .., n ∧ n ′ and l = 1, .., m ∧ m ′ and this can be done similarly as above (note that the fact that k, l ≥ 1 and the value zero is excluded is essential for the proof).
Proposition 3 Suppose that (X n ) n≥1 and (Y n ) n≥1 are two sequences of centered strongly independent random variables such that EX 2 n → n→∞ c 1 and EY 2 n → n→∞ c 2 where
Proof: By using Lemmas 1 and 2 we have
and the conclusion is immediate.
We will study next if the result in Proposition 3 can be obtained by relaxing the hypothesis on the strong independence of X n and Y n for every n. As we have seen, the strong independence of two variables X and Y implies that DX, D(−L) −1 Y = DY, D(−L) −1 X = 0 a.s. But in order to eliminate the "mixed" terms we only need
We therefore introduce an intermediary class between the class of independent random variables and the class of strongly independent random variables for which this property holds.
Definition 2 We will say that a couple (X, Y ) of two random variables in the space D 1,2 belongs to the class A if the vector X is independent of the vector (Y, G Y ) and Y is independent of the vector (X, G X ).
We will give now examples of random variables in A. First we recall the following result from [11] .
Lemma 3 Let X ∈ D 1,2 and Y, Z ∈ L 2 (Ω). Then X is independent of the pair (Y, Z) if and only if for every α, β ∈ R
We show that a couple of strongly independent random variables is in the set A. We consider first the case of multiple integrals.
Lemma 4 Suppose that
Assume that X and Y are independent. Then (X, Y ) belongs to the class A.
Proof: We will prove that X is independent of the couple (Y, G Y ). Similarly it will follow that Y is independent of (X, G X ). We prove that
. First we will show that DX, e i(αY +βG Y ) DY = 0 a. s.
Assume that the random variable e i(αY +βG Y ) admits the chaos expansion e i(αY +βG Y ) = N ≥0 I N (h N ) (in the sense that its real part and its imaginary part admit such a decomposition). Then
Above, (h N⊗r g(·, α) means the symmetrization of the function (t 1 , . . . , t N +q−1−2r ) → (h N ⊗ r g(t 1 , . . . , t N +q−1−2r , α) for fixed α. In other words the above symmetrization does not affect the variable α. By interchanging the order of integration to integrate first with respect to α we will obtain that the last quantity is zero. Similarly it will follow that DX, e i(αY +βG Y ) DG Y is almost surely zero.
We can extend the previous result to the case of infinite chaos expansion. 
Proof:
We have
where we used the fact that since e itY ∈ D 1,2 and
By using the fact that (X, Y ) belongs to the class A we obtain
Now, going in the converse direction
We are now answering the following question: let (X n ) n≥1 and (Y n ) n≥1 be two sequences of random variables such that for every n ≥ 1 the couple (X n , Y n ) is in the class A. Suppose that the sum X n + Y n converges to the normal law and is such that the upper bound from Stein's method is attained, in the sense that E(1 − G Xn+Yn ) 2 converges to zero. Could we then conclude that both X n and Y n converge in a strong sense to the normal laws N (0, c 1 ) and N (0, c 2 ) respectively? We will see that this is true in some particular case under a supplementary hypothesis on the sequences X n and Y n .
Wiener chaos stable random variables
Let us denote another class of families of random variables where the central limit of the sum implies central limit for each component. The idea is to assume a property on the filtration generated by X n + Y n . Let us denote by J n the orthogonal projection of L 2 (Ω) on the n-th Wiener chaos. We recall the following definition (see [8] , [12] ).
Definition 3 We will say that a sigma-algebra τ ⊂ F is Wiener chaos stable if for every n, J n L 2 (τ ) ⊂ L 2 (τ ). In other words, if a random variable F ∈ L 2 (τ ) admits the chaos decomposition F = n≥0 I n (f n ) then for every n ≥ 0 the random variable I n (f n ) is τ -measurable.
Remark 5 The Wiener chaos stable property for sigma-algebras is equivalent to the L −1 -stable property. Recall that a sigma-algebra τ is L −1 stable if L −1 (L 2 0 (τ )) ⊂ L 2 0 (τ ) where L 2 0 (τ ) is the set of τ -measurable square integrable random variables with zero expectation.
As a matter of fact, the sigma -algebra generated by [8] , [12] ).
Theorem 2 Suppose that for every X n = n≥1 I k (f n k ) and Y n = l≥1 I l (g n l ) are such that EX 2 n → n→∞ c 1 and EY 2 n → n→∞ c 2 (such that c 1 , c 2 > 0 and c 1 + c 2 = 1). Assume that i. for every n ≥ 1 the couple (X n , Y n ) belongs to the class A.
ii. for every n ≥ 1 the sigma-algebras σ(X n ) and σ(Y n ) are Wiener chaos stable.
Assume also that E (1 − G Xn+Yn ) 2 → n→∞ 0. Then
Proof: We will show that under assumption ii., the random variable G Xn belongs to σ(X n ) for every n ≥ 1. Since X n is σ(X n ) measurable and σ(X n ) is Wiener chaos stable, we get that I k (f n k ) is σ(X n ) measurable for every n, k. Consequently, I n k (f n k )I n l (f n l ) is σ(X n ) measurable for every n, k, l and by using the product formula we will have that
is σ(X n ) measurable for every n, k, l ≥ 1 and r = 0, .., k ∧ l. As a consequence we can easily obtain that G Xn is measurable with respect to σ(X n ) and similarly G Yn is measurable with respect to σ(Y n ). Assume now that E(1 − G Xn+Yn ) 2 → n→∞ 0. The asymptotic Cramér's Theorem 1 together with Proposition 2 imply that E(c 1 − G Xn |X n ) → 0 and E(c 2 −G Yn |Y n ) → 0 a.s. and by the measurability of G Xn and G Yn we obtain the conclusion.
