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TRAVELING WAVES OF A NON-LOCAL CONSERVATION LAW
Yan Yu, PhD
University of Pittsburgh, 2010
This dissertation establishes the existence and uniqueness of the traveling waves related
to shocks for a non-local scalar conservation law ut + (f(u))x = K  u   u, where f
is an arbitrary continuous dierentiable function, K  u stands for the convolution in
the spatial variable x, and K is an arbitrary non-negative kernel with unit mass not
necessary centered at the origin and with bounded rst moment. We rst truncate the
problem from the real line R to a nite domain and then add an articial viscosity so that
the problem becomes a second-order elliptic boundary value problem. Utilizing classical
techniques, we establish the existence and uniqueness of the boundary value problem.
Then we send the boundary points to innity to extend the result to the whole real line.
Finally we send the viscosity to zero and show that the limit is the traveling wave solution
to the non-local scalar conservation law problem.
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1.0 INTRODUCTION
1.1 BACKGROUND
To describe the motion of a radiating gas in thermo-nonequilibrium in large scales, it was
proposed (see [20]) to utilize the Euler system as follows:
8>>>>>><>>>>>>:
t + (u)x = 0;
(u)t + (u
2 + p)x = 0;
f(e+ u2
2
)gt + fu(e+ u22 ) + pu+ qgx = 0;
 qxx + aq + b(4)x = 0:
(1.1)
In (1.1), ; u; p; e and  are, respectively, the mass density, velocity, pressure, internal
energy and absolute temperature of the gas, while q represents the radiative heat ux, a
and b are given positive constants depending on the gas itself.
The simplest mathematical model in the study of radiating gas is the hyperbolic-
elliptic coupled system8<: ut + uux + qx = 0;qxx   q = ux: 0  t;  1 < x <1 (1.2)
with u0 as the initial condition (see [22]). The system of (1.2) is derived as the third-order
approximation of the full system (1.1), while the second-approximation gives the viscous
Burgers equation ut + uux = uxx, and the rst-order approximation gives the inviscid
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Burgers equation ut + uux = 0. Hamer [16] studied these equations in the physical
respect, especially for the steady progressive shock-wave solutions[20].
The propagation of small disturbances in a radiating gas has been widely studied.
The eects of non-linearity was raised by Hamer [16] (also see [25])from the Euler system.
Here the q is given by an integral equation, whereas the Hamer's equation (1.2) is a rst
order approximation of a perturbation about an equilibrium. The equation qxx   q = ux
can be solved to give
qx = u K  u; K(z) = 12e jzj:
Thus, the Hamer's system can be put into the general form of ut+(f(u))x = K u u.
The traveling wave problem was raised by Serre [31]. It is shown by Serre [31] in
the case
R
R zK(z)dz = 0 that, entropy solutions, if they exist, are unique up to a spatial
translation. His proof carries over to the case when
R
R zK(z)dz 6= 0.
When K(z) = 1
2
e jzj, the function p := K  u satises pxx = p   u = K  u   u,
so that the non-local traveling wave problem (1.5) can be transferred to a second order
ode equation, for which a phase plane analysis can be used. Schochet and Tadmor [29],
and lately Kawashima and Nishibata [18], proved that when f = 1
2
u2 and K(z) = 1
2
e jzj,
(1.5) admits a solution if and only if u  > u+, and the solution is continuous if and only
if u    u+ 6
p
2: Recently, Lattanzio, Mascia, and Serre [21] extended the result from a
single conservation law (1.3) to more general hyperbolic-elliptic systems.
Non-local operators such as a convolution have been used to replace the classical dif-
ferential operators, such as the Laplacian, in a variety of linear and non-linear models. In
fact, many dierential equations originate from approximations of non-local models. For
example, van der Waals in 1893 [32] rst derived a thermodynamical theory involving a
non-local operatorKu u, from which, he derived local models using the approximation
K  u   u  a u where a = 1
2
R
Rn jyj2K(jyj)dy. Non-local models have recently gain
popularity, see examples in [1, 4, 5, 6, 8, 11, 12, 13, 24, 33] and the references therein.
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When f(u) = 1
2
u2, (1.3) is a non-local Burger's equation and was studied in [16, 18, 19,
20, 29]; for the particular Hamer equation, e.g., (1.3) with f(u) = 1
2
u2 and K(z) = 1
2
e jzj,
see [23, 30, 31]. The Burger's equation has a special feature that distinguishes it from
any other conservation law with non-quadratic f . In the Burger's equation, one of the
physical meaning of u is the velocity of uid or trac. Hence, in a moving coordinate
system whose origin moves with velocity of s, the corresponding velocity diers from
that in the original coordinate system by an additive s. Thus, using a moving frame, one
can reduce the general problem to the case c = 0 and u  =  u+, whereas the system of
equations are unchanged. In particular, when K is even, the traveling wave prole  is
an odd function. Based on this observation Chmaj [10] recently established the existence
of a traveling wave.
The method of Chamj [10] is based on a monotonic iteration technique; see the
original development in [3]. Note that when (x) =  ( x) and K(z) = K( z),
K  (x) :=
Z
R
K(x  y)(y)dy =
Z 1
0
n
K(jx  yj) K(x+ y)
o
(y) dy:
For the map from  2 C([0;1)) to K 2 C([0;1)) to be monotonic, it is necessary and
sucient to have K(jx  yj) > K(x + y) for all x > 0; y > 0, i.e. K() is non-increasing
on [0;1). Chmaj discovered that the map from  to , where  solves  x+  = K  
in (0;1) subject to the boundary condition (1) = u+, is monotonic. He cleverly
introduced a notion of sub/super solution in the sense that x+ K Q 0 in (0;1) for
odd , and demonstrated that (x) = u+x=jxj is a subsolution and (x) = 2u+ arctan("x)
is a supersolution for a suciently small positive ", provided that K(z) = o(z 4) as
z !1. Note that if (; ) is a sub/super solution pair, then  6  in (0;1) and  6 
in ( 1; 0) since (; ) is odd. Hence, such a notion of sub/super solution is dierent
from the classical ones for parabolic equations.
For parabolic dierential equations such as ut = uxx+f(u), the existence, uniqueness,
and asymptotic stability of traveling waves has been well-studied; see examples in [2, 15,
27, 28] and the references therein. For non-local problems, Chen developed in [8] a quite
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general framework for the traveling wave problem of a bistable dynamics ut = A[u] where
A is a general non-linear non-local operator, with the fundamental requirement that the
system satises a comparison principal: If ut > A[u], vt 6 A[v], and u(; 0) > v(; 0),
then u(; t) > v(; t) for all t > 0.
1.2 PROBLEM STATEMENT AND CONTRIBUTIONS
In this dissertation, we study traveling waves related to shock waves for a class of non-
local scalar conservation laws in the form of
ut + (f(u))x = K  u  u; x 2 R; t > 0: (1.3)
Here f is a C2 function, K  (x) := RRK(x  y)(y)dy stands for the convolution, and
K is a non-negative integrable function with unit mass and bounded rst moment. More
precisely,
f 2 C2(R);
K > 0 in R;R
RK(z) dz = 1;R
R jzjK(z) dz <1:
(1.4)
A traveling wave is a solution of the form u(x; t) = (z) where z = x  ct is the coor-
dinate in the moving frame whose origin moves with velocity c. To obtain the traveling
wave solution to (1.3), we rst perform change of variables to transform (1.3) into an
4
equation about . Starting from the left-hand side of the equation:
ut = 
0(z)
@z
@t
= 0(z)( c) =  c0(z);

f(u)

x
=

f()
0 @z
@x
=

f()
0
:
Computation on the right-hand side:
(K  u)(x) =
Z
R
K(x  y)u(y; t) dy:
Do the substitution u(y; t) = (l) and l = y   ct we have
(K  u)(x) =
Z
R
K(x  y)(l) dy =
Z
R
K(x  l   ct)(l) dl
=
Z
R
K(z   l)(l) dl = (K  )(z):
Hence we obtain a new equation about the function (z):
 cz + (f())z = K    ;
i.e.,
(f()  c)z +  = K  :
Of concern are traveling waves that connect the constant states u  at z =  1 and u+
at z =1 . This translates to the following traveling wave problem,8<: ( f()  c )z +  = K   in R;( 1) = u  ; (1) = u+: (1.5)
Here, to account for possible discontinuities, the dierential equation is understood as
f((z))  c(z) = C +
Z z
0
[K  (y)  (y)]dy; 8 z 2 R (1.6)
where C = f((0))   c(0) is a constant. Thus, f()   c is continuous across any
discontinuities of .
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Denition 1. Assume f; g 2 L1loc(R), we say f = g on R in the distribution sense, if for
any non-negative smooth function  2 C1(R) with compact support, the following holds:Z
R
f  dx =
Z
R
g  dx:
Similarly, f < g on R in the distribution sense, if for any non-negative smooth function
 2 C1(R) with compact support, and  6= 0,Z
R
f  dx <
Z
R
g  dx:
We calculate, for such  from above:
Z 1
 1


f()  c

z
dz =  
Z 1
 1
z

f()  c

dz
=  
Z 1
 1
z

C +
Z z
0
(K    ) dy

dz
=
Z 1
 1

Z z
0
(K    ) dy

z
dz:
Here, f()  c 2 C(R) means

f()  c

z
= K     on R in the distribution sense.
Consider (1.6) and send z to 1 then take the dierence, we nd that
f(u+)  f(u )
u+   u    c =
1
u+   u 
Z
R
(K    )dy
In the next section when we talk about the wave speed, we will show that
1
u+   u 
Z
R
(K    )dy =  
Z
R
zK(z) dz (1.7)
Hence, the speed c of the traveling wave is uniquely determined by the extended Rankine-
Hugoniot formula
c =
f(u+)  f(u )
u+   u  +
Z
R
zK(z) dz: (1.8)
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Denition 2. Assume
Z
R
K(z) dz = 1, a traveling wave solution to problem (1.5) is a
pair (c; ) 2 R L1(R) such that
1. f((z))  c(z) = f((0))  c(0) +
Z z
0
(K    )(y) dy,
2. lim
z! 1
(z) = u ; lim
z!1
(z) = u+.
c is called the wave speed, and  is called the prole. Specically, when jzK(z)j 2 L1,
c =
f(u+)  f(u )
u+   u  +
Z
R
zK(z) dz:
From the knowledge of the classical conservation law ut + (f(u))x = 0, to have a
physical solution, it is natural to impose the condition (Figure 1)
g(s) := f(s)  f(u ) + f(u+)  f(u )
u+   u  (u    s) < 0; 8 s 2 (u+; u ): (1.9)
u
+
u
-
u
f
u
+
u
-
u
g
Figure 1: Sketch of f and g.
In this dissertation, the main theorem we shall prove is the following:
Theorem 1. Assume (1.4). For each pair (u ; u+) 2 R2 satisfying u  > u+ and (1.9),
there exists a solution (c; ) to (1.5) where c is given by (1.8) and x 6 0 in R in the
distribution sense. In addition,  is an entropy solution in the sense that for every k 2 R,
[(F ()  F (k))sgn(  k)]x  sgn(  k)(K    ) (1.10)
in the distribution sense, where F (s) := f(s)  cs.
Moreover, the solution has a jump if
max
s2[u+;u ]

  g(s)

> (u    u+)
Z
R
jzjK(z) dz: (1.11)
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Since  is decreasing and [F ()]x = K , the entropy condition (1.10) is equivalent
to the condition that
F ((x+)) = F ((x )) > max
s2[(x+);(x )]
F (s); 8x 2 R
where (x) = lim
y!x
(y).
For the traveling wave problem (1.5), here we develop a technique totally dierent
from that in [10]. We shall rst solve a problem, obtained by truncation, in a bounded
interval and then take the limit by letting the bounded interval approach R. The problem
on the bounded domain is solved in part by Chmaj's idea [10] in his construction of
monotonic operator.
For the uniqueness of traveling waves, in general there are innitely many non-
monotonic solutions to (1.5). In certain admissible classes, Serre [31] proved that traveling
waves are unique. Here for the completeness of the dissertation, we shall carry out Serre's
uniqueness proof for the admissible class
A :=
n
 : R! R j lim
y%x
(x) > lim
y&x
(x); 8x 2 R
o
:
The rest of the dissertation is organized as follows. In Chapter 2, we rst show (1.7),
then we study the singular perturbed convection-diusion problem on a nite interval
[ n; n] for positive " and n, imposing the \boundary" condition  = u  in ( 1; n] and
 = u+ in [n;1). In Chapter 3, we take the limit as n!1 to establish the existence of
a traveling wave, and then in Chapter 4, we send "& 0 to get the existence and nally
show that solutions of (1.5) in the class A are unique (up to a translation).
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2.0 A PROBLEM FROM TRUNCATION
2.1 THE WAVE SPEED
We now prove the wave speed satises (1.8), following Chen's approach in [7].
Lemma 1. Assume that
Z
R
(1 + jzj)jK(z)jdz <1Z
R
K(z)dz = 1:
Then for every  2 L1(R) having limits lim
x!1
 (x) =:  (1); there holds
lim
a! 1;b!1
Z b
a
n
 (x) K   (x)
o
dx =
h
 (1)   ( 1)
i Z
R
zK(z) dz:
Proof. Given
R
RK(z)dz = 1; for a; b 2 R, calculate the integral on the left-hand side
before taking limits:
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Z b
a
n
 (x) K   (x)
o
dx =
Z b
a
h
 (x) 
Z 1
 1
K(x  z) (z)dz
i
dx
=
Z b
a
h Z 1
 1
K(z)dz (x) 
Z 1
 1
K(x  z) (x)dz
i
dx
=
Z b
a
h Z 1
 1
K(z) (x)dz  
Z 1
 1
K(z) (x  z)dz
i
dx
=
Z b
a
h Z 1
 1
K(z)

 (x)   (x  z)

dz
i
dx
=
Z 1
 1
K(z)
nZ b
a
h
 (x)   (x  z)
i
dx
o
dz
=
Z 1
 1
K(z)
h Z b
a
 (x)dx 
Z b z
a z
 (x)dx
i
dz
=
Z 1
 1
K(z)
h Z b
b z
 (x)dx 
Z a
a z
 (x)dx
i
dz
=
Z 1
 1
K(z)
nZ b
b z

 (x)  u+

dx 
Z a
a z

 (x)  u 

dx  u z
+u+z
o
dz
= (u+   u )
Z 1
 1
zK(z)dz  
Z 1
 1
K(z)
h Z a
a z

 (x)  u 

dx
i
dz
+
Z 1
 1
K(z)
h Z b
b z

 (x)  u+

dx
i
dz:
Denote
I :=
Z 1
 1
K(z)
h Z a
a z

 (x)  u 

dx
i
dz;
II :=
Z 1
 1
K(z)
h Z b
b z

 (x)  u+

dx
i
dz:
Now consider properties of I as a!  1.
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I =
Z 1
 1
K(z)
h Z a
a z

 (y)  u 

dy
i
dz
=
Z
R
zK(z)
h Z 1
0

 (a  z)  u 

d
i
dz
=
Z 1
0
Z
R
h
zK(z)

 (a  z)  u 
i
dz d:
For every xed  and z, sending a to  1,  (a z)!  ( 1) = u . Since jxK(x)j 2 L1,
by Lebesgue's Dominated Convergence Theorem [26], I ! 0.
Similarly,
II =
Z 1
 1
K(z)
h Z b
b z

 (x)  u+

dx
i
dz
=
Z
R
zK(z)
h Z 1
0

 (b  z)  u 

d
i
dz
=
Z 1
0
Z
R
h
zK(z)

 (b  z)  u 
i
dz d:
For every xed  and z, sending b to 1,  (b  z)!  (1) = u+, II ! 0 as well.
Hence,
Z 1
 1

K      

(y)dy = (u    u+)
Z 1
 1
zK(z)dz:
This proves the lemma.
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2.2 PROBLEM FROM TRUNCATION
In the dissertation, conditions in (1.4) are always assumed. Also u ; u+ are xed con-
stants with u  > u+. Denote
c := cf + cK ; cf :=
f(u+)  f(u )
u+   u  ; cK :=
Z
R
zK(z) dz;
g(s) := f(s)  f(u )  cf [s  u ]:
Note that
g(u+) = g(u ) = 0:
g(s) < 0; 8s 2 (u+; u )
as shown in the Figure 1.
For positive " and n, we consider the \boundary" value problem
8><>:
 "uxx + [f(u)  cu]x + u = K  u in ( n; n);
u = u  in ( 1; n]; u = u+ in [n;1):
(2.1)
Theorem 2. Assume (1.4) and u+ < u . Then for every positive " and n, (2.1) admits
a unique solution u 2 C(R) \ C2([ n ; n+]). In addition, the solution satises ux < 0
on [ n ; n+] and for all x 2 [ n; n],
  "ux(x) + g(u(x)) +
Z
R
K(z)
Z x
x z
[u(y)  u(x)] dy dz = C("; n) (2.2)
where C("; n) is a constant satisfying
0 < C("; n) 6 (u    u+)
n "
2n
+
Z
R
jzjK(z) dz
o
+ max
s2[u+;u ]
g(s):
Proof. We divide the proof into several steps in the following sections.
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2.3 EXISTENCE
We shall employ the Schauder's xed point theorem [14]. For this we use the Banach
space X = C([ n; n]) and the set
D := fv 2 X j u+ 6 v(x) 6 u ; 8x 2 [ n; n]g:
Claim 1. D is a closed, bounded, and convex subset of X.
Proof. We divide the proof into three parts.
1. D is closed if whenever
n
wn
o1
n=1
is a sequence of elements of D and wn uniformly
converges to w, then w is also an element of D. In fact, assume such a sequence,
8wn 2 D  X which is a Banach Space, so w 2 X. 8wn 2 D; 8x 2 [ n; n]; u+ 
wn(x)  u , so u+  w(x)  u . Because w 2 X, w 2 D, which implies that D is
closed.
2. D is bounded if there exists real value M such that jjwjj < M for all element w found
in D. For our case here, M := max(ju j; ju+j) and this sequence is totally bounded.
3. D is convex if 8 t 2 [0; 1]; 8w; v 2 D; tw+(1 t) v 2 D. Indeed, w; v 2 D implies that
w; v 2 X, and t w+(1 t) v 2 X since X is a Banach Space. Because u+  w; v  u ,
one can easily calculate that u+  t w + (1   t) v  u . Hence t w + (1   t) v 2 D
and D is convex.
This completes the proof of Claim 1.
For every v 2 D, we extend the denition domain of v from [ n; n] to R by setting
v = u  in ( 1; n); v = u+ in (n;1): (2.3)
13
Claim 2. K v(x) =
Z
R
K(x y)v(y) dy is well-dened and continuous on R provided K
is a non-negative integrable function and
Z
R
K(z)dz = 1; jzjK(z) 2 L1(R), and v 2 D
with extended denition domain as in (2.3).
If f and g are compactly supported continuous functions, then their convolution ex-
ists, and is also compactly supported and continuous [17]. It follows that if either function
(K in our case) is compactly supported and the other is locally integrable (v in our case),
then the convolution (K  v) is well-dened and continuous.
Under the previous assumptions, we can prove that the boundary value problem of
the second-order linear ordinary dierential equation (ODE)
8<:  "uxx + [f 0(v)  c]ux + u = K  v in ( n; n);u( n) = u ; u(n) = u+ (2.4)
have a unique solution.
In fact, (2.4) is an second order (elliptic) dierential equation with two boundary
conditions. We denote the linear operator L : u! Lu =  "u00 + p u0 + u as
L =  " d
2
dx2
+ p
d
dx
+ 1;
where p := f 0(v)   c. Since f 2 C2(R) and c is a constant, p is a continuous function.
Note the other important fact is that " is a positive constant. For this kind of second-
order dierential equations, we have the following important properties, while the proof
can be found in [9].
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Theorem 3. (Maximum Principle). Let 
 = (a; b), 
 = [a; b], and @
 = fa; bg. If
u 2 C2(
) \ C(
) satises 8<: Lu > 0 in 
;u > 0 on @
;
then either u  0 in 
 or u > 0 in 
.
Theorem 4. (Comparison Principle). Let 
 = (a; b) and assume that p 2 C(
;R) and
" > 0 in 
. Suppose Lu > Lv in 
 and u > v on @
. Then either u  v or u > v in 
.
Now we are to prove the following theorem.
Theorem 5. Assume " > 0, f;K as in (1.4), v 2 D with extended denition domain as
in (2.3), there exists a unique solution u 2 C2( n; n) to the boundary value problem (2.4).
Proof. We rst prove the existence. Because it is known that every second-order
ordinary dierential equation with initial values has a unique solution, let's assume 1
and 2 be, respectively, the unique solution to the homogeneous problem
 "uxx + [f 0(v)  c]ux + u = 0 in ( n; n);
subject to the initial values:
1( n) = 0; 01( n) =  1; 2(n) = 0; 02(n) =  1:
By the maximum principle, the non-trivial solution 1 can only obtain non-negative
maximum or non-positive minimum at the boundary, 1(x) < 0 8x 2 ( n; n]. Hence
1(n) 6= 2(n) for any , and it follows that 1 and 2 are two linearly independent
solutions, i.e.,
01(y)2(y)  1(y)02(y) < 0; for all y 2 [ n; n]:
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Follow the idea of Green's function, we claim the solution is in the form of
u(x) = (u )
2(x)
2( n) + (u+)
1(x)
1(n)
+
Z x
 n
k  v(y)1(y)2(x)
01(y)2(y)  1(y)02(y)
dy
+
Z n
x
k  v(y)2(y)1(x)
01(y)2(y)  1(y)02(y)
dy:
(2.5)
Here we provide the verication.
First of all, u( n) = u ; u(n) = u+, the boundary conditions are satised.
u0(x) = (u )
02(x)
2( n) + (u+)
01(x)
1(n)
+
Z x
 n
k  v(y)1(y)02(x)
01(y)2(y)  1(y)02(y)
dy
+
Z n
x
k  v(y)2(y)01(x)
01(y)2(y)  1(y)02(y)
dy:
u00(x) = (u )
002(x)
2( n) + (u+)
001(x)
1(n)
+
Z x
 n
k  v(y)1(y)002(x)
01(y)2(y)  1(y)02(y)
dy
+
Z n
x
k  v(y)2(y)001(x)
01(y)2(y)  1(y)02(y)
dy   k  v(x):
As we assumed
"00i + (f
0(v)  c)0i + i = 0; i = 1; 2;
direct calculation gives
"u00 + (f 0(v)  c)u0 + u = k  v;
i.e., (2.5) gives a solution to (2.4).
Then we prove that there exists at most one solution. Suppose u1 and u2 are two solu-
tions to (2.4). Denote  = u1   u2. Then  is a solution to
8<:  "uxx + [f 0(v)  c]ux + u = 0 in ( n; n);u( n) = 0; u(n) = 0:
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Apply the maximum principle, since the non-negative maximum and non-positive mini-
mum are obtained on the boundary, we conclude that   0, i.e. u1  u2. This completes
the proof.
We dene T[v] := u as the unique solution to (2.4).
Claim 3. T[D]  D.
Proof. Since
Z
R
K(z) dz = 1 and u+  v  u , for all x 2 R, we have
u+ =
Z
R
u+ K(z) dz 6
Z
R
v(x  z)K(z) dz 6
Z
R
u K(z) dz = u 
i.e., u+ 6 K  v 6 u  on R.
If we denote T[u+] be the solution to
 "uxx + [f 0(u+)  c]ux + u = K  u+ = u+ in ( n; n);
and denote T[u ] in the similar way. Then
u+ = T[u+]  T[v]  T[u ] = u  :
The comparison shows that u = T[v] satises u+ 6 u 6 u  in [ n; n], and u 2 X, so
u 2 D. This gives T[D]  D.
Also, an elliptic estimate shows that fT[v]gv2D is a bounded set in C2([ n; n]) so T
is compact. Since f 2 C2, it is easy to see that T is continuous. Hence, by the Schauder
xed point theorem, T admits a xed point in D, which gives a solution to (2.1).
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2.4 AN L1 ESTIMATE
Let u be an arbitrary solution to (2.1). Set M = max
x2[ n;n]
u(x) and w = M   u. Then
w > 0 in [ n; n] and
 "wxx + [f 0(w)  c]wx + w = K  w > 0 in ( n; n);
so by the maximum principle (Theorem 3), w > 0 in ( n; n). This implies that
M = u  and u < u  in ( n; n):
Similarly, u > u+ in ( n; n). Hence,
u+ < u(x) < u ; 8x 2 ( n; n):
2.5 UNIQUENESS
We shall use the following weak version of the Harnack inequality:
Theorem 6. Let 
 = (a; b) and 
 = [a; b]. Assume that p; q 2 C(
); w 2 C(
)\C2(
),
w > 0 on 
 and  "wxx + pwx + qw > 0 in 
. Then either w  0 or w > 0 in 
.
Let u = u1 and u = u2 be two arbitrary solutions to (2.1). Dene
 := infft > 0 j u1(   h) > u2(); 8h > tg:
This constant is well-dened and  2 [0; 2n], since for t = 2n and every h > t, u1( h) >
u2(). Indeed, we have
u1(x  h)  u2(x) = u    u2(x) > 0; 8 x 6  n;
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and
u1(x  h)  u2(x) = u1(x  h)  u+ > 0; 8 x > n:
Claim 4.  = 0.
Proof. Suppose on the contrary that  > 0. Consider the function
w(x) := u1(x  )  u2(x); x 2 I := [ n+ ; n]:
By continuity, we have w > 0 on I. Also, using the L1 estimate we see that
w(n) = u1(n  )  u+ > 0; w( n+ ) = u    u2( n+ ) > 0:
Furthermore, 8 x 2 I = ( n+ ; n), since
 "u001(x  ) + (f 0(u1(x  ))  c)u01(x  ) + u1(x  ) = K  u1(x  );
 "u002(x) + (f 0(u2(x))  c)u02(x) + u2(x) = K  u2(x):
Take the dierence term by term:
"w00(x) =  "(u001(x  )  u002(x));
K  w(x) = K  (u1(x  )  u2(x)) = K  u1(x  ) K  u2(x):
And the rst order terms need more calculations:
(f 0(u1(x  ))  c)u01(x  )  (f 0(u2(x))  c)u02(x)
= f 0(u1(x  )) u01(x  )  c u01(x  )  f 0(u2(x)) u02(x) + c u02(x)
= f 0(u1(x  )) u01(x  )  f 0(u2(x)) u01(x  ) + f 0(u2(x))(u01(x  )  u02(x))
 c(u01(x  )  u02(x))
=
h
f 0(u2(x) + w(x))  f 0(u2(x))
i
u01(x  ) +
h
f 0(u2(x))  c
i
w0(x)
=
Z 1
0
f 00(u2(x) + t w(x))dt

w(x) +
h
f 0(u2(x))  c
i
w0(x):
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Denote p(x) = [f 0(u2(x))  c] and q(x) = 1 +
Z 1
0
f 00(u2(x) + tw(x))dt, we obtain
 "wxx + pwx + qw = K  w > 0 in I = ( n+ ; n)
As w > 0, by the weak Harnack inequality, w > 0 on [ n + ; n]. Consequently, by
continuity, there exists  > 0 such that
min
~2[0;]
u1(x   + ~) > u2(x) 8x 2 [ n+    ; n]:
As u1 = u  on ( 1; n] and u2 = u+ on [n;1), it implies that
u1(   h)  u2() > 0; 8h 2 [   ; ]:
Hence it is valid for all h 2 [   ;1) for some  > 0. But this contradicts the denition
of , which means that  = 0.
From above, we conclude that  = 0 and u1(   h) > u2() on R for all h > 0.
Exchanging the roles of u1 and u2 we conclude that u1  u2. Thus, (2.1) admits a unique
solution.
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2.6 MONOTONICITY
Let u be the unique solution to (2.1). The previous step concludes that
u(   h) > u(); 8h > 0;
so that
ux 6 0 in [ n+; n ]:
By dierentiation, one obtains that the function  := ux satises
 "xx + [f 0(u)  c]x + [1 + f 00(u)] = K   6 0:
The Harnack inequality and the Hopf's Lemma then imply that
ux =  < 0 in [ n+; n ]:
2.7 THE INTEGRAL IDENTITY
Note that
u(x) K  u(x) =
Z
R
K(z)[u(x)  u(x  z)]dz = d
dx
Z
R
K(z)
Z x
x z
u(y) dy dz:
Thus, integrate the equation
 "uxx + [f(u)  cu]x + u K  u = 0;
we get
 "ux + f(u)  cu+
Z
R
K(z)
Z x
x z
u(y) dy dz = C1("; n)
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for some constant C1("; n). Under the assumption that
g(u) = f(u)  f(u )  cf [u  u ];
c = cf + cK where cf =
f(u+)  f(u )
u+   u  ; cK =
Z
R
zK(z) dz;
we can transform it to
 "ux + g(u) 
Z
R
zK(z) dz  u(x) +
Z
R
K(z)
Z x
x z
u(y) dy dz = C("; n)
for some constant C("; n). We therefore obtain
 "ux + g(u) +
Z
R
K(z)
Z x
x z
[u(y)  u(x)] = C("; n); 8x 2 [ n; n];
which is (2.2).
Now we estimate the size of C("; n). First evaluating (2.2) at x = n and using
g(u+) = 0, u(y) = u+ for y  n, we obtain
C("; n) =  "ux(n) +
Z
R
K(z)
Z n
n z
[u(y)  u+]dydz
=  "ux(n) +
Z 1
0
K(z)
Z n
n z
[u(y)  u+] dy dz:
Because ux(n) < 0, K(z)  0, u(y)  0 and C("; n) > 0.
Next, we use the mean value theorem to conclude that there exists x^ 2 ( n; n) such
that
ux(x^) =
u(n)  u( n)
2n
=
u+   u 
2n
:
It implies that
C("; n) =  "ux(x^) + g(u(x^)) +
Z
R
K(z)
Z x^
x^ z
[u(y)  u(x^)] dy dz
6 (u    u+)
n "
2n
+
Z
R
jzjK(z) dz
o
+ max
s2[u+;u ]
g(s):
This completes the proof of Theorem 2.
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3.0 THE LIMIT AS N !1
In this chapter, we assume, in addition to (1.4), the condition (1.9). We consider the
limit as n!1 of solution to (2.1) to establish the following:
Theorem 7. Assume (1.4), u+ < u , and (1.9). Then for every " > 0, there exists a
uniuque solution u" 2 C2(R) such that
8>><>>:
 "u"xx + [f(u")  cu"]x + u" = K  u" in R;
u"(0) = 1
2
(u+ + u ); lim
x!1
u"(x) = u:
(3.1)
In addition, the solution satises u"x < 0 in R and
  "u"x + g(u"(x)) +
Z
R
K(z)
Z x
x z
[u"(y)  u"(x)] dy dz = 0; 8x 2 R: (3.2)
Proof. Again, we divide the proof into two steps.
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3.1 EXISTENCE
For each positive n, we denote by u";n the unique solution to (2.1). As u";nx < 0 in ( n; n),
there exists a unique z";n 2 ( n; n) such that
u";n(z";n) = 1
2
(u+ + u ):
Set
v";n(x) := u";n(x+ z";n); 8x 2 R;
b";n = n  z";n; a";n =  n  z";n:
Then
v";n(0) = 1
2
(u  + u+);
v";n = u+ in [b
";n;1);
v";n = u  in ( 1; a";n]
and
 "v";nx (x) + g(v";n(x)) +
Z
R
K(z)
Z x
x z
[v";n(y)  v";n(x)] dy dz = C("; n); 8x 2 [a";n; b";n]:
Now consider the family fv";ngn>1. This is an equicontinuous family since u";n has
bounded derivative. Hence, there exist a subsequence fnjg1j=1, constants a"; b"; c", and a
function u" 2 C(R) \ C2((a"; b")) such that
lim
j!1
nj = 1;
lim
j!1
b";nj = b " 2 (0;1];
lim
j!1
a";nj = a" 2 [ 1; 0);

ja"j+ b" =1

;
lim
j!1
C("; nj) = c
";

0 6 c" 6 [u    u+]
Z
R
jzjK(z) dz; since max
s2[u+;u ]
g(s)  0

;
lim
j!1
v";nj = u" in C([ M;M ]) \ C2((a; b)); 8M > 0; a" < a < b < b":
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Hence, from the integral dierential equation for v";n we derive that
  "u"x(x) + g(u"(x)) +
Z
R
K(z)
Z x
x z
[u"(y)  u"(x)] dy dz = c"; 8x 2 (a"; b"): (3.3)
After dierentiation, we see that u" 2 C(R) \ C3((a"; b")) and
 "u"xx + [f(u")  cu"]x + u" = K  u" in (a"; b"):
Now to show that u" satises (3.1) and (3.2), it suces to show that
b" =1; a" =  1; c" = 0; u"(1) = u: (3.4)
Since ja"j+ b" =1, either b" =1 or a" =  1.
First we consider the case that b " = 1. Since u"x 6 0 in R and u" bounded below,
lim
x!1
u"(x) exists. Take a sequence fxjg such that x!1 as j !1. By the mean value
theorem, u"x(xj)!1 as j !1. Hence we obtain from (3.3) that
g(u"(1)) = c":
As c" > 0 and g(s) < 0 for all s 2 (u+; u ), we conclude that
c" = 0; u"(1) = u+:
Now should ja"j < 1, we would have u" = u  on ( 1; a"]. Using the dierential
equation  "u"xx + [f 0(u")   c]u"x + u" = K  u" in [a"  ;1) and Hopf's Lemma we also
conclude that ux(a
" ) < 0. From which, we obtain
0 = c" =  "u"x(a" ) + g(u ) +
Z
R
K(x  z)
Z a"
a" z
[u(y")  u ] dy dz
=  "u"x(a" ) +
Z 0
 1
K(z)
Z a" z
a"
[u    u"(y)] dy dz > 0;
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which is a contradiction. Thus, a" =  1:
Then by sending x !  1 we conclude from (3.3) that g(u( 1)) = 0, so that
u"( 1) = u . Thus, (3.4) holds when b " =1.
In a similarly manner, we can show that (3.4) holds when a" =  1. Hence, we
obtain a solution to (3.1). The solution satises (3.2).
Finally, set  = u"x. Then  6 0 in R and, from (3.1),
 "xx + [f 0(u)  c]x + [f 00(u") + 1] = K   6 0:
The weak Harnack inequality then implies that u"x =  < 0 in R.
3.2 UNIQUENESS
Let u" and v" be two arbitrary solutions to (3.1). Set  = v"   u". Then
K   = K  (v"   u") =  "(v"   u")xx + (f(v")  f(u")  c(v"   u"))x + v"   u"
=  "xx +
Z 1
0
f 0(u"(x) + t(x)) dt     c

x
+ 
=  "xx +
Z 1
0
f 0

u"(x) + t(x)

dt  c



x
+ ;
i.e.,
  "xx + [G]x +   K   = 0 in R; (3.5)
where G(x) =
Z 1
0
f 0(u"(x) + t(x))dt  c.
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Let  2 C1c (R) be a non-negative smooth function with compact support in R. Let  2
C1(R) be an arbitrary function. By multiplying (3.5) by ((x))(x) and integrating
the resulting equation over R we obtain
0 =
Z
R
()
n
  "xx + [G]x +   K  
o
dx
=

  "()x+ ()G
1
 1
+
Z
R

n
"0()2x   0()Gx
o
dx
+
Z
R
["()x   ()G]x dx+
Z
R

n
()   ()K  
o
dx
=
Z
R

n
"0()2x   0()Gx
o
dx+
Z
R
["()x   ()G]x dx
+
Z
R

n
()   ()K  
o
dx
=
Z
R

n
"0()2x   0()Gx + ()   ()K  
o
dx+
Z
R
["()x   ()G]x dx:
Now we take
(s) := (s) :=
sp
s2 + 2
;  > 0:
Then
0(s) =
2
(s2 + 2)3=2
;
so that
0 =
Z
R

n
"0()
2
x   0()Gx + ()   ()K  
o
dx+
Z
R
["()x   ()G]x dx
>
Z
R

n
  0()Gx + ()   ()K  
o
dx+
Z
R
["()x   ()G]x dx
=
Z
R

n
  
2Gx
(2 + 2)3=2
+
2p
2 + 2
   K  p
2 + 2
o
dx+
Z
R
"
"xp
2 + 2
  G
2p
2 + 2
#
x dx:
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Denote sgn() as the signature function
sgn(s) =
8>>><>>>:
1 if s > 0
0 if s = 0 :
 1 if s < 0
We observe that
lim
!0
(s) = lim
!0
sp
s2 + 2
=
s
jsj = sgn(s):
Since x = 0 almost everywhere (a.e.) on fx j (x) = 0g, send  & 0 and use the
Lebesgue's dominated convergence theorem we then obtain
0 >
Z
R

n
sgn()   sgn()K  
o
dx+
Z
R
[" sgn() x   sgn()G(x)]x dx:
Finally, let 0 2 C1c (R) be a non-negative function satisfying 0(0) = 1. Set (x) =
0(x), send  & 0, then
lim
!0
0(x) = 0(0) = 1;
lim
!0

0(x)

x
= lim
!0
  00(x) = 0;
and
lim
x!1
[jxj+ jj ] = 0;
we obtain
0 >
Z
R
n
sgn()   sgn()K  
o
dx:
As (1) = 0, by Lemma 1 we haveZ
R
h
K  jj(x)  jj(x)
i
dx = 0:
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Note that jj = sgn(), the above inequality then implies thatZ
R
h
K  jj   sgn()K  
i
dz 6 0:
As jK  j 6 K  jj, we derive that
K  j j = sgn()K   in R:
Claim 5.   0.
Proof. Suppose this is not true. Then (x0) 6= 0 for some x0 2 R. Without loss of
generality, we assume that (x0) > 0 and x0 < 0.
As (0) = 0, there exists an open interval (a; b) 2 ( 1; 0) such that  > 0 in (a; b),
with (b) = 0 and either a =  1 or (a) = 0. Then
K   = sgn()K  jj = K  jj > 0 in (a; b);
so that
 "xx +Gx + [1 +Gx] = K   > 0 in (a; b):
Based on assumption that x(b)  0, the Hopf Lemma then implies that x(b) < 0. It
follows that for some  > 0
 > 0 in (b  ; b);  < 0 in (b; b+ ):
Now let z0 2 R be a Lebesgue point of K at which K(z0) > 0. Then
K  jj(z0 + b) +K  (z0 + b) =
Z
R
K(z0   z)[j(z + b)j+ (z + b)]dz
>
Z 
 
K(z0   z)[j(z + b)j+ (z + b)]dz
=
Z 0
 
K(z0   z)[j(z + b)j+ (z + b)]dz
+
Z 
0
K(z0   z)[j(z + b)j+ (z + b)]dz
=
Z 
0
K(z0   z)[2j(z + b)j+ (z + b)]dz > 0:
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Similarly,
K  jj(z0 + b) K  (z0 + b) =
Z
R
K(z0   z)[j(z + b)j   (z + b)]dz
>
Z 
 
K(z0   z)[j(z + b)j   (z + b)]dz
=
Z 0
 
K(z0   z)[j(z + b)j   (z + b)]dz
+
Z 
0
K(z0   z)[j(z + b)j   (z + b)]dz
=
Z 0
 
K(z0   z)[2j(z + b)j   (z + b)]dz > 0:
This implies that
K  jj(z0 + b) > jK  (z0 + b)j
and we obtain a contradiction. This contradiction shows that   0 .
Hence, the solution to (3.1) is unique, which completes the proof of Theorem 7.
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4.0 THE LIMIT AS "& 0
Now we can take "! 0 to obtain a solution to (1.5), thereby prove Theorem 1.
Recall the problem is 8<: ( f()  c )z +  = K   in R;( 1) = u  ; (1) = u+: (1:5)
with
f 2 C2(R); K > 0 in R;
Z
R
K(z) dz = 1;
Z
R
jzjK(z) dz <1: (1:4)
Additionally assume
g(s) := f(s)  f(u ) + f(u+)  f(u )
u+   u  (u    s) < 0; 8 s 2 (u+; u ): (1:9)
c =
f(u+)  f(u )
u+   u  +
Z
R
zK(z) dz: (1:8)
Theorem 1. Assume (1.4). For each pair (u ; u+) 2 R2 satisfying u  > u+ and (1.9),
there exists a solution (c; ) to (1.5) where c is given by (1.8) and x 6 0 in R in the
distribution sense. In addition,  is an entropy solution in the sense that for every k 2 R,
[(F ()  F (k))sgn(  k)]x  sgn(  k)(K    ) (1:10)
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in the distribution sense, where F (s) := f(s)  cs.
Moreover, the solution has a jump if
max
s2[u+;u ]

  g(s)

> (u    u+)
Z
R
jzjK(z) dz: (1:11)
Proof. We as well divide the proof into two steps in the following sections.
4.1 EXISTENCE
For every " > 0, let u" be the solution to (3.1). The family fu"g0<"<1 is a family of
bounded and decreasing functions. By Helly's theorem, there exist a subsequence f"jg
of positive numbers and a decreasing function  dened in R such that
lim
j!1
"j = 0;
lim
!1
u"j(x) = (x); 8x 2 R;
lim
j!1
u"j =  in L2(( M;M)); 8M > 0;
lim
j!1
K  u"j(x) = K  (x); 8x 2 R:
To nd the limit equation for , we start from the integral dierential equation (3.2).
Fix any a; b 2 R. By integrating (3.2) over (a; b) we obtain
"[u"(a)  u"(b)] +
Z b
a
n
g(u"(x)) 
Z
R
K(z)
Z x
x z
[u"(y)  u"(x)]dydz
o
dx = 0:
By taking " = "j and sending j !1 we obtainZ b
a
n
g((x)) 
Z
R
K(z)
Z x
x z
[(y)  (x)]dydz
o
dx = 0; 8a; b 2 R:
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This implies that for almost every x 2 R,
g((x))  (x)
Z
R
zK(z) dz =  
Z
R
K(z)
Z x
x z
(y) dy dz: (4.1)
As the right-hand side is continuous, by redening  on a countable set (the set of
discontinuity of ) we see that the above equation is satised for every x 2 R. Further as
the right-hand side is Lipschitz continuous in x (because it is dierentiable with bounded
rst derivative), by dierentiating both side and using the denition of g we obtain
ff()  cgx = K     in L1loc(R):
Next, we show that (1) = u. Indeed, by sending x! 1 in (4.1) we obtain
g((1)) = 0:
As
u+ 6 (1) 6 12(u+ + u ) 6 ( 1) 6 u ;
and
g(s) < 0; 8s 2 (u+; u );
we must have
(1) = u:
Thus,  is a solution to (1.5). In addition, the solution satises x 6 0 in the distribution
sense, which is a consequence from the previous chapter.
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4.2 ENTROPY SOLUTION
Now we show that  is an entropy solution, i.e., it satises (1.10).
For this, let k 2 R and  2 C2(R) be any convex function, i.e., 00(s) > 0 for all s 2 R.
Denote
(s) =
Z s
k
0(t)
h
f 0(t)  c
i
dt; 8 s 2 R:
Then by using the equation for u" we have
0 = 0(u")
n
  "u"xx + [f 0(u")  c]u"x + u"  K  u"
o
=  
h
"(u")
i
xx
+ "00(u")

u"x
2
+
h
(u")
i
x
+ 0(u")
h
u"  K  u"
i
:
Hence, for any non-negative smooth function  2 C1(R) with compact support, after
dropping the non-negative term "00(u")

u"x
2
we have
0 >
Z
R

n
 
h
"(u")
i
xx
+
h
(u")
i
x
+ 0(u")
h
u"  K  u"
io
dx
=
Z
R
n
x("(u
"))x   (u")x + 0(u")
h
u"  K  u"
io
dx
=
Z
R
n
  xx"(u")  (u")x + 0(u")
h
u"  K  u"
io
dx:
Set " = "j and send j !1 we then obtainZ
R
n
  ()x + 0()[ K  ]
o
dx 6 0:
Take the particular choice
(s) = (s) :=
p
(s  k)2 + 2:
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Then
0(s) =
s  kp
(s  k)2 + 2 :
Hence by sending  & 0, we derive by the Lebesgue's dominated convergence theorem
that Z
R
n
  [F ()  F (k)]sgn(  k)x + sgn(  k)[ K  ]
o
dx 6 0
since
lim
!0
(s) = js  kj; lim
&0
0(s) = sgn(s  k);
lim
!0
(s) = lim
!0
Z s
k
0(t)[f
0(t)  c]dt = sgn(s  k)[F (s)  F (k)]:
Thus, we haveZ
R
n
(F ()  F (k))sgn(  k)
x
+ sgn(  k) K  o dx 6 0:
It follows directly that
[sgn(  k)(F ()  F (k))]x 6 sgn(  k)[K    ]
in the distribution sense.
Finally, we see from (4.1) that
 g((x)) =
Z
R
K(z)
Z x
x z
[(y)  (x)]dy dz < [u    u+]
Z
R
jzjK(z) dz:
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Hence, if (1.11) holds, then
 g((x)) < [u    u+]
Z
R
jzjK(z) dz
< max
s2R
(s  u+)f(u ) + (u    s)f(u+)  (u    u+)f(s)
u    u+
= max
s2R

  g(s)

;
i.e.,
jg((x))j > max
s2[u+;u ]
jg(s)j; 8x 2 R:
This implies that  cannot be continuous in R, and so far we have completed the proof
of Theorem 1.
4.3 UNIQUENESS
Here we show that entropy solutions are unique, using Serre's approach [31].
Let  be the decreasing entropy solution obtained as above. Let  be any entropy
solution. Then following a standard yet highly technical computation, one nds that
[sgn(   )(F ()  F ( )]x 6 sgn(   )[K  (   )  (   )]
in the distribution sense. Hence, by setting  =     , integrating the inequality over
( L;L) and sending L!1 we derive that
lim
L!1
Z L
 L
sgn()
n
K     
o
dx > 0:
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Since lim
x!1
j(x)j = 0, we have
lim
L!1
Z L
 L
[K  jj   jj]dx = 0:
Thus Z
R
n
sgn()K    K  jj

dx > 0:
As K  jj > jK  j, we then derive that
K  jj = sgn()K  :
This implies that either  > 0 in R or  6 0 in R. Indeed, if there are Lebesgue
points x1 and x2 of  such that (x1)(x2) < 0, then by working on translation of
h(x) = (x   h)    (x) one can nd an appropriate h and points x0 such that h()
changes signs near x0, so that if z0 is a Lebesgue point of K, then
K  jhj(x0   z0) > jK  h(x0   z0)j:
But this would contradicts the conclusion that K  jhj = sgn(h)K  h. Hence for every
h 2 R, either
(   h)   () > 0 on a.e. in R
or
(   h)   () 6 0 on a.e. in R:
Consequently, there exists h0 2 R such that
(   h0) =  () a.e. in R:
Thus, entropy solution is unique up to a translation.
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