Introduction
Less developed countries' industrialization process has accelerated in the second half of the twentieth century and has developed in such a way that a number of industrial activities formerly located in developed countries have moved into these countries. These industries not only include traditional labor intensive industries such as textiles and clothing but also heavy industries like steel, petrochemicals, fertilizers and paper, some of which are causing high rates of pollution. Today, most of the less developed countries are faced with high levels of industrialization and growth on the one hand and social and environmental problems on the other hand.
Meanwhile, the developed countries have started to specialize in new technology-based industries such as biotechnology, information-processing and microelectronics. The overall trend toward rapid growth of traditional industries in less developed countries seems likely to accelerate in the late 1990s. As a result, such structural changes could lead to increased environmental pressures in these countries, unless clean and efficient technologies are adopted on a large scale (Park and Labys, 1998) .
Differences among countries in environmental standards and costs cause relocation of economic activity especially dirty industries from strictly controlled countries to those with few or no standards by creating 'pollution havens' for developed countries. That is, pollution havens occur when dirty industries move from countries with stringent environmental regulations to countries with weak regulations. According to Eskeland and Harrison (2003) , the pollution haven hypothesis is best seen as a corollary to the theory of comparative advantage: as pollution control costs begin to matter for some industries in some countries, other countries should gain comparative advantage in those industries, if pollution control costs are lower there.
The pollution haven hypothesis assumes that environmental regulations have a strong effect on industrial location and that differential regulations between two countries will at minimum induce specialization and probably significant capital movements to the country with weaker regulations. Therefore, according to this hypothesis both the industrial production structure and trade patterns of countries should be affected. The share of dirty industries is expected to increase while that of clean industries to decline over time in pollution havens.
Also, since the pollution havens are becoming larger producers of the dirty industries, the share of dirty industries is expected to increase in the exports of a pollution haven.
In the literature there are numerous studies examining the role of dirty industries in trade patterns of different countries.
1 These studies can be classified into two basic groups; where in the first group there are studies that use gravity models of bilateral trade. In those models, trade is determined by indicators of country size (GDP, population and land area) and of the distance between the pair of countries in question (physical distance as well as dummy variables indicating common borders, linguistic links etc.). In the other group trade effect is examined within the framework of Heckscher-Ohlin (H-O) model, where the environment is treated as a factor of production that is directly used for agricultural and industrial production as an input. The H-O theorem, if extended in this context, suggests that countries that have lax environmental standards will, under a free trade regime, specialize in pollution intensive goods. In order to test this hypothesis the literature uses HeckscherOhlin-Vanek (HOV) theorem, which states that a country's relative factor intensity is revealed through the factor services embeded in that country's trade flows (Appleyard and Field, 2001) . Therefore, it could be interpreted that the countries which have comparative advantage in dirty industries are also expected to be major pollution intensive exporters.
In terms of empirical results, we can describe the literature on trade effects of pollution havens as diverse and contradictory. Among the gravity model examples we can cite van Beers and van den Bergh (1997), Xu (2000) , Grether and de Melo (2002) and Khan (2003) . van Beers and van den Bergh (1997) test the hypothesis that countries having strict environmental regulations experience relatively low levels of exports and relatively high levels of imports. Environmental policy stringency measures are used in a trade flow equation based on bilateral trade flows to investigate a cross-country data set of 21 OECD countries for 1992. In their model, they use three different dependent variables (total bilateral trade flows, bilateral trade flows in pollution intensive sectors and bilateral trade flows in pollution intensive sectors that are non-resource based); and GDPs, land areas, populations and strictness of environmental regulations of the countries, the distance between the countries and dummy variables for being adjacent countries, being a member of EC and EFTA as explanatory variables. The authors can find no significant effect of environmental policy stringency on dirty export flows and this is explained by the fact that most dirty industries are resource based. On the other hand a significant negative effect of environmental policy stringency is found for non-resource based activities.
In another study Xu (2000) examines whether more stringent domestic environmental policies reduce the international competitiveness of environmentally sensitive goods (ESG In another attempt to search for the pollution haven hypothesis trade effect, Kahn (2003) tests whether the greatest dirty trade growth in the U.S. has taken place with poorer non-democratic nations. By using bilateral gravity trade regressions and four-digit SIC manufacturing industry data, he finds that between 1958 and 1994, the average pollution content of U.S. manufacturing imports has fallen. Poor nations and non-democratic nations are not major exporters of pollution intensive goods to the U.S. However one piece of evidence that supports the pollution haven hypothesis is that relative to South America, Asia and Europe, Africa's exports to the U.S. are the most pollution intensive. He concludes that shipping costs may be playing a key role in why the evidence for the pollution haven hypothesis is weak as he finds that the elasticity of trade with respect to pollution content for light industries is much higher than for heavy industries.
Among HOV type models, we can cite Tobey (1990) , Grossman and Kruger (1991) and Wilson, Otsuki and Sewadeh (2002) . In his influential paper, Tobey (1990) Yet, toxic content of this waste is unavailable as well. Therefore, based on this data we construct pollution indices and we also try to overcome the shortcoming of the lack of toxic content of waste data by using Linear Acute Human Toxicity Index as an additional source (Hettige, Martin, Singh and Wheeler, 1995) .
Using available data on Turkish manufacturing industry we analyze the impact of dirty industries on the exports of Turkey by using a panel of 67 sectors for 1994-1997 period. Availability of data restricts the scope of the study. In the literature the only study with regards to Turkey is on the impact of environmental regulations on exports of the leather industry (Larson et al, 2002) . Leather, a highly pollution-intensive industry, is one of the traditional sectors of the Turkish economy. It is found that in the leather industry a 2-6% increase in total production costs due to water effluent controls, will result in a fall about 1.4-11.4% of total production and 2.3 -45% of total exports if export price is fixed. With international price adjustments this result falls from 45% to 7%.
The current study is the only one that is known today which explores the Turkish case. The paper is constructed as follows: the next section is about the model and econometric methodology. The details with regards to the data set and construction of pollution indices are also discussed in the next section. Estimation results are presented in section 3. Finally, section 4 concludes the paper.
Model, Econometric Methodology and Data Set

Model and Econometric Methodology
In this section we are going to model Turkey's sectoral manufacturing industry exports to the rest of the world. The general format of the model is basically the same as the export demand functions that could be seen in the theoretical and applied literature with some modification to account for the environmental impact. The general form used in this study has the following structure:
where X is the exports of Turkey, P X /P M is the terms of trade, E is the effective exchange rate, Y* is the foreign income, H is the Herfindahl index 2 measuring the concentration in industries which is used here to control for market condition variations among different sectors. Finally, PI is a measure of pollution intensity index, which will establish the relationship between dirty industries and trade. In order to turn this model into an econometric one we have used a log-linear structure as follows:
where lower case letters denote the ln of the same variable, tot is the ln of the terms of trade ratio P X /P M . In equation (2) we expect β 1 to be usually negative; as tot increases competitiveness of the home country declines and exports would fall. β 1 is also the relative price elasticity of exports in this model. Similarly, in general we would expect β 2 to be positive; as home currency depreciates competitiveness of the home country increases, and it measures the exchange rate elasticity of exports. β 3 is expected to be positive; as world income increases we would expect the demand for home country exports to increase. The Herfindahl index H takes values that range from 0 for a perfectly competitive market, to 1 for a monopolistic market. Therefore, a negative sign for β 4 would indicate that as the level of competitiveness increases in the market, the demand for exports increases as well. Finally, the sign of β 5 is our focus. If the level of dirtiness were a determinant of export performance, then we would expect this coefficient to be significant. Also according to the pollution haven hypothesis, dirty industries are moving away from the environmentally strict developed world to the environmentally lax developing world. Therefore, from the developing country perspective we would expect an increase in the By definition 0≤ H ≤1, and H=1 indicates a monopolistic market structure whereas H=0 is a perfectly competitive market. dirtiness of the exports if the pollution haven hypothesis were valid. The positive sign of β 5 would be counted as an evidence for the trade effect of the pollution haven hypothesis.
The disturbance term in equation (2) can be written as u it = µ i + ν it . The disturbance term has two components, µ i are the unobservable individual effects and ν it are the idiosyncratic errors. The econometric literature on panel techniques focuses on how these unobserved effects are treated which determines the econometric technique that is going to be used in estimation. If µ i are treated as random, then it is called the random effects (RE) model, if µ i are assumed to be fixed parameters to be estimated then it is called the fixed effects (FE) model. The random effects approach effectively puts µ i into the error term under the assumption that µ i are orthogonal to the dependent variable and uses a generalized least squares (GLS) analysis that accounts for the implied serial correlation in the error term u it = µ i + ν it (Wooldridge, 2002) .
In this study we estimate Equation 2 by using both the FE and RE estimators. In terms of the FE estimators least squares dummy variables (LSDV) estimator that uses a matrix of individual dummies in the ordinary least squares (OLS) regression, and within estimator that uses deviations from time means are utilized.
In terms of the RE estimators, the feasible generalized least squares (GLS) estimator is used. The GLS estimator replaces the variables by deviations from weighted time means. The outcome in this case depends on the choice of the weight; in this case we utilize two weights, one is calculated by using variances estimated from within and between estimations and the other is calculated by using the OLS estimation.
Data Set
The current study applies the above model to the Turkish manufacturing industry data in 4-digit International Standart Industrial Classicification (ISIC) Revision 2 detail. The study covers 1994-1997 period for 67 sectors. The chosen period is the only period that environmental waste data are available for Turkey, and availability of the data determined the scope of the study, as mentioned before. The data set used in the study is described in Table 1. [ Insert Table 1 here] For the pollution index, PI, we use different proxies that we construct by using the available pollution data. The data are taken from SIS for Turkish manufacturing industry and are in 4-digit ISIC Revision 2 detail.
The only available data for Turkish manufacturing industry are the solid and liquid waste quantities. As mentioned before, there are different methods for measuring the pollution. However, for Turkey no information regarding different pollutants is available, and therefore we use waste output values to construct a pollution index. In order to make the pollution index comparable among industries, differences in size of the different industries need to be controlled. Therefore, the basic structure of the index takes the following form: PI = Waste output / Total manufacturing activity The total manufacturing activity can be calculated by looking at different measures. Hettige, Martin, Singh and Wheeler (1995) suggest physical volume of output, shipment value, value added and employment as alternative choices. We use three different measures for total manufacturing activity:
1. Employment 2. Real value added
Real value of output
The solid waste (sw) and liquid waste (lw) indices therefore are calculated by using different denominators that are numbered as sw1, sw2, sw3, lw1, lw2 and lw3, where 1, 2 and 3 refer to the above measures as denominators respectively 3 . By using the solid waste and liquid waste indices we construct a weighted average index that represents a general measure for pollution. These averages are called pi1, pi2, and pi3; where again 1, 2 and 3 refer to the alternative measures of manufacturing activity.
Even though we refer pi1, pi2 and pi3 as pollution intensity indices, what we actually measure is solid and liquid waste intensity. An industry with large amounts of solid and/or liquid waste may not necessarily be releasing pollutants that are toxic. For example when we look at the ranking produced by our indices we see that processed food sectors are ranking high in terms of producing waste, but their waste is probably not as toxic as industrial chemicals sector. Therefore, the index that we construct may not be an exact measure of dirtiness of the manufacturing industries since we are unable to tell the level toxicity of waste produced by these sectors with the available data.
To correct this shortcoming we also construct alternative indices, which are called hpi1, hpi2 and hpi3
with the help of Linear Acute Human Toxic Intensity Index (LAHTI) that is calculated by Hettige, Martin, Singh and Wheeler (1995) . LAHTI ranks the toxicological risk associated with particular chemicals released from a facility based on US Environmental Protection Agency's Toxic Release Inventory for 1987 and Human Health and Ecotoxicity Database. LAHTI ranks the pollutant intensity according to risk associated with human health and terrestrial ecological damage. Assuming that the risk factor is the same across the countries and has not changed much through time we have used the ranking provided by LAHTI as a weight correcting for the differences in toxicity across different facilities. Therefore, we construct hpi1, hpi2 and hpi3, which are the LAHTI weighted indices. This weighting works as a filter and shows the polluting industries according to the risk attached to the toxic content of their waste.
[ Figure 4 shows that when the average indices are weighted by LAHTI, then the picture changes radically. When we consider the toxicity factor, it appears that among the above-mentioned sectors only 3511, 3512, 3710 and 3720 remain as the highest polluting industries. These industries coincide with the dirty sectors that literature points to for different countries. 
Estimation Results
By using panel estimation techniques and the Turkish data, Equation 2 is estimated. The model is run
by using alternative pollution indices as explained in the previous section. Considering the scope of this paper, we are going to present only three models. In all of these models pollution indices that are based on real value added are used since these indices are the ones that give the best results. The structure of the models does not change much when the other alternative indices are considered. Tables 2, 3 and 4 present estimation results for models 1, 2 and 3, respectively.
In the first two rows of the Tables 2, 3 and 4, LSDV estimations first with individual dummies and then with individual and time dummies are presented. This is the standard FE model estimation technique. Within groups estimations transform the dependent and explanatory variables by deviations from time means. Between group estimations replace the variables by the means of each individual; therefore, the data set is effectively reduced to the cross section observations. The next two estimation techniques are RE models, and both use GLS as the estimation method. The difference between the two techniques lies in the weights that are used when variables are time demeaned. In the first one the weights from within and between estimations are used and in the second one the weights from OLS estimation are used. Finally, in the last rows of the tables result of the maximum likelihood (ML) estimation is given in which the weights are obtained by iterating the GLS procedure.
[ Insert Table 2 here]
In model 1 the average pollution index pi2 is used. In general all the results show that the relative prices, tot, and the exchange rate, e, variables have significant coefficients and the signs turn out to be as
expected. An increase in relative prices decreases the demand for exports and the depreciation of the domestic currency increases the demand for exports. In terms of the elasticities we can say that export demand is inelastic with respect to relative price. In most cases, the exchange rate elasticity of exports is less than one. However, depending on the estimation technique exchange rate elasticity of exports turns out to be greater than one if time dummies are used or the model is estimated by using time means (between groups estimation). The coefficient of the Herfindahl index variable H, is also significant and negative in all cases; therefore, we can conclude that increased levels of competition in industries encourages demand for exports. We also see that the coefficient of the pollution index pi2, is positive and significant. Therefore, we can say that Turkey exports more from the industries that produce relatively large amounts of waste. This can be taken as an evidence for the trade effect of the pollution haven hypothesis.
[Insert Table 3 here]
Similarly the results in Table 3 presenting model 2 are basically the same. The difference between models 1 and 2 is that in model 2 we replace the pollution index pi2 by hpi2. In terms of the coefficients of the variables tot, e and H findings are the same. Similarly the coefficient of the pollution index is significant and positive when FE techniques are used. However, it doesn't seem to be significant when the model is estimated by RE techniques. Another difference is that the coefficient of the pollution index in model 2 is smaller than that of in model 1.
[Insert Table 4 here]
We also try to use the solid waste (sw) and liquid waste (lw) indices separately in Model 3 rather than using the average indices. The results of this experiment are presented in Table 4 . When the solid waste and liquid waste indices are introduced into the model, we see that only the solid waste index turns out to be significant and similar results as in models 1 and 2 are found. We also see that the pollution index variable's coefficient is not significant when the RE model is used.
These results bring out the issue of which estimation technique we should take into consideration. In order to decide on this issue we carry out a specification test based on Hausman (1978) suggested by Baltagi (2001) to compare the two models. If the unobserved components of the error term of Equation 2 are not correlated with the explanatory variables, then the GLS estimator and within estimator will be equal to each other. If however, the unobserved components are correlated with the dependent variables then the GLS estimator will be biased and inconsistent. In order to carry out the specification test, an auxiliary regression that uses the GLS transformation on the variables and includes time demeaned explanatory variables as additional variables is run. Hausman's test in this case is equivalent to testing whether the coefficients of the timedemeaned variables are significant. The rejection would imply that using the RE model is not appropriate.
[Insert Table 5 here] Table 5 summarizes the results of the specification test explained above. For all of the three models the test is rejected at 99% significance, which indicates that FE estimation techniques are more appropriate for our sample. Therefore, with greater confidence we could conclude that our results provide some evidence for the pollution haven hypothesis. The estimated models show that during the period that is considered, in the Turkish manufacturing sector as the dirtiness of the industries increases the demand for exports increases as well.
Conclusion
Pollution haven hypothesis argues that dirty industries flee from environmentally strict industrialized countries to the less developed economies which provide pollution havens for these industries with their lax environmental standards. If this hypothesis were valid, it would be expected that the trade flows of a pollution haven would be affected; industrial dirtiness should be a factor in determining the trade flows of the pollution haven.
This study explores this effect by examining Turkish manufacturing industry data for the period of 1994-1997. In order to measure industrial dirtiness, pollution indices based on industrial waste output data are developed. These indices are utilized to examine the role of dirty industries in the manufacturing trade of Turkey. In this study an export equation is expanded to include the pollution index, and estimated by using panel data estimation techniques.
Estimation results indicate that pollution intensity of different industries seems to be a determinant of Turkish exports. Estimated models show that in the period that is considered, as the dirtiness of the sectors increases the demand for Turkish manufacturing exports increases as well. Therefore it is possible to conclude that results of this study provide some evidence for the trade effect of the pollution haven hypothesis from the developing country perspective. 
