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Let N be the positive integers; let C be a subset closed under taking divisors; 
and let A and B be subsets of C such that every member of AB (= {ab: a E A, 
b E B}) is uniquely representable in the form ab, and also AB contains C. 
Given C, all such pairs (A, B) are found. The result is obtained in a slightly 
more general setting, and the pairs are replaced by arbitrarily large families. 
1. INTRODUCTION 
A monoid is a semigroup with an identity element. Let A4 be a com- 
mutative monoid, with multiplicative notation and identity denoted by 1. 
By a direct decomposition (or simply a decomposition) of M we mean a 
direct product decomposition of A4 into subsets: i.e., if A and B are subsets 
of M such that every member of M is uniquely representable as a product 
ab, a E A, b E B, then the pair (A, B) gives a decomposition of M. We will 
indicate this by writing M = A @ B. More generally, we will consider 
decompositions of M into arbitrarily many factors: by this we mean a 
family (AJiel (where Z is some index set) of subsets Ai of M, such that 
every member of A4 is uniquely representable as a product ni ai , with 
ai E Ai for all i, and ai = 1 for all but finitely many i. We will indicate 
this by M = Oiol Ai . 
The decomposition problem for a given M is the problem of finding all 
possible direct decompositions of M. At present the decomposition 
problem has been solved for certain finite Abelian groups (de Bruijn, 
Haj6s, RCdei, Sands) and for the free commutative monoids of rank one 
(de Bruijn [I]) and two (Niven [2]). (The free commutative monoid of 
finite rank 12 is isomorphic to the additive monoid of lattice points in n- 
space with non-negative coordinates; the free commutative monoid of 
countably infinite rank is isomorphic to the multiplicative monoid of 
positive integers.) In this paper we will solve a generalization of the decom- 
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position problem for free commutative monoids of arbitrary rank; 
however, we treat in detail only the case of a countable (i.e., finite or 
countably infinite) number of factors Ai . This does not represent any loss 
of generality in the case of countable rank. 
To describe our generalization of the decomposition problem, we first 
extend the use of the symbol @ as follows: Let (X&, be a family of subsets 
of a commutative monoid M, and assume that 1 E Xi for all but finitely 
many i. Then we denote by ni Xi the set of all elements of the form 
(*I (I xi 3 xi E Xi Vi E 1, xi = 1 for all but finitely many i. 
If every member of I-Ii Xi is uniquely representable in the form (*), then 
we write %Ji Xi for ni Xi . If I = (1, 2,..., n}, we will also write X,X, .-. X, 
and X1 0 X, @ -0. 0 X, for flIi X6 and Oi Xi , respectively. 
Thus, assuming 1 E Xi for all but finitely many i, Hi Xi is always defined 
while 0; Xi is defined iff representation is unique. Throughout this paper, 
the use of the symbol @ will always carry with it the assumption that 
representation is unique. Thus, if we write A = B @ C, then we mean that 
A = BC and representation in the form be, b E B, c E C, is unique. 
If C is a subset of a commutative monoid M, then we define a super- 
decomposition of C to be a family (A& of subsets of C such that @i Ai is 
defined and contains C. Given M and C, we would like to find all super- 
decompositions of C. We will do this (Part III) for the case in which M is 
a free commutative monoid and C is a suitable subset of M. In particular, 
our results will apply in the special case in which C = M, and hence we 
will have solved the decomposition problem for free commutative monoids 
M. 
In a forthcoming paper we will consider the same problem for the case 
in which M is a non-free submonoid of a free commutative monoid. 
Free commutative monoids 
Let P be a set, and let Q be the free Abelian group on P. We will use 
multiplicative notation for Q. Each q E: Q has a unique expression in the 
form nDEp pQ(p), where q(p) is an integer, and q(p) = 0 for all but finitely 
many p E P. Notice that we are regarding members of Q as functions on 
P. The monoid N consisting of all q E Q which take only non-negative 
values is called the free commutative monoid on P. The cardinality of P is 
called the rank of N. If P is countably infinite, then N is isomorphic to the 
positive integers under multiplication. In any case, we can exploit the 
notation and terminology of the integers: Call the members of P primes, 
and for all m, n E N 
sSrza/x6/3-2 
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m divides at (written m / n) iff m(p) < n(p) Vp E P; 
the g.c.d. of m and IZ (written (m, n)) is the element d of N defined by 
d(p) = min{m(p>, n(~)> VP E P; 
m and n are relatively prime (or coprime) iff (~7, n) = 1. 
In addition, we establish the following: 
NOTATION. If X is any subset of N, set 
Q(X) = {q E Q: q = x/y for some x, y E X}, 
D(X)=(nEN:nlxforsomex6Xj 
(for x E N, we will write D(x) instead of D({x)), 
(X) = the submonoid of N generated by X 
(thus (X) = {x1x, a** x,: x1 , x, ,..., x, E X, r 3 0}), and for subsets X, 
Y of N. we set 
(X/Y) = (x E (X): Y n D(x) c (1)). 
We call a subset of N complete iff it is closed under taking divisors: i.e., 
C is complete iff D(C) = C. This is the condition under which we will 
solve the superdecomposition problem for C, described in the previous 
section: assuming that C is a complete subset of N, we will find all families 
(A&,, of subsets of C such that CC Oi Ai . In view of the completeness 
of C, it is clear that every decomposition N = & Ai of N leads to a 
superdecomposition C C & (Ai n C) of C. Our results will show that the 
converse is true: that every superdecomposition of C arises in this way 
from a decomposition of N. At the same time, we will show that this 
decomposition of N must have a special canonical structure, which we 
describe below. 
The starting point for the idea is the simple observation that, if PI is 
any set of pairwise coprime members of N, then we have a decomposition 
where we recall that (P/PI) is the set of elements of (P) which are not 
divisible by any non-trivial member of PI , and (PI) is the submonoid of 
N generated (multiplicatively) by the members of PI . 
Similarly, if P2 is any set of pairwise coprime members of (Pr), then we 
have 
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Combining decompositions, we obtain 
N = (PoIP,) 0 V,IP,) 0 VA 
where we have set P,, = P. Continuing in this manner, we eventually 
obtain a decomposition 
for any sequence (Pj)zl of sets satisfying 
(1) Vj >, 0, the members of Pj+l are pairwise coprime members of (Pj) ; 
(2) n;o (Pj> = (1). 
We note that the existence of representations it = nT=, ni , with 
nj E (Pj/Pj+l) for all j and nj = 1 for all but finitely many j, depends 
upon the fact that IZ has only finitely many divisors, as well as the fact 
that the (Pi) intersect trivially. We will formalize all of this in Part II. 
Now let I be any set, and let J = Uif, Ji be any partition of the set J of 
non-negative integers into pairwise disjoint subsets Ji . If we set 
for each i E I, then we obtain a decomposition 
which we call a degeneration of (**). In Part III we will show that every 
decomposition of N into countably many factors is obtained in this way: 
i.e., every such decomposition of N is a degeneration of a decomposition 
of the form (**). Thus, as remarked above, our results will show that 
every superdecomposition (into countably many factors) of a complete C 
has the form 
C C @ (A, n C), 
with the Ai as above. 
A similar result holds in the case of uncountably many factors, only 
now the sequence (Pj) must be replaced by a well-ordered family. We will 
state this more carefully later. 
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II. PRELIMINARY RESULTS 
In this section we establish a series of propositions and lemmas to be 
used in Part III. N is always assumed to be a free commutative monoid, 
and the letters P and Q always denote the corresponding set of primes and 
the corresponding free Abelian group, as before. Also, let J denote the 
non-negative integers. 
DEFINITION. Let X and Y be subsets of N. We will say that X is 
complete in Y iff Y n D(X) C X. 
PROPOSITION 1. Let X, Y, and Z be subsets of N. If X is complete in Y, 
then X n Z is complete in Y n Z. 
Proof. (Ynz)nD(XnZ)C(YnD(X))nZCXnz. 
For our next result, recall that, for X C N, Q(X) is defined as 
{x/y E Q: x, y E X>. 
PROPOSITION 2. Let X and Y be non-empty subsets of N. Then 
XY = Xg YiffQ(x)n Q(Y) = (I}. 
Proof. Obvious. 
Since N is commutative, it is clear that @ is commutative in the sense 
that the existence and the definition of oi Xi are independent of any 
ordering on I. Moreover, @ is associative in the following sense: 
PROPOSITION 3. Let (X&, be a family of subsets of N, with 1 E Xi for all 
but$nitely many i. Let (Z,JhpU be a family of pairwise disjoint subsets of I 
with Z = uhIh . Set X = Hi Xi , and for each h E H set Y, = fliE1,, Xi . 
Then X = oi Xi iff 
(*I x= @ Y,, and Y, = @ xi for each h E H. 
h &I, 
Proof. It is clear that (*) holds if X = oi Xi . Conversely, assuming 
(*), suppose ni xi = fli wi , xi , wi E Xi for all i, and xi = wi = 1 for 
all but finitely many i. For each F E H, set yh = niE,, xi , zh = nIiG,, wi . 
Then nh y,, = & z, . The first part of (*) shows that yh = zh for all 
h E H. Together with the second part of (*), this implies that xi = wi for 
all i E I. 
COROLLARY. With notation as above, the existence and the dejinition of 
BhcH (C&, Xi) are independent of the partition of I. 
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PROPOSITION 4 (Cancellation Law). Let X, Y, and Z be subsets of N 
with X non-empty and X @ Y = X @ Z. Then Y = Z. 
Proof. We prove the proposition first under the assumption that N has 
finite or countably infinite rank. Thus we may assume that N is a sub- 
monoid of the multiplicative monoid of positive integers. 
Suppose Y # Z; then the set A = (Y - Z) u (Z - Y) is non-empty. 
Let d be the smallest member of A (with respect to the usual ordering 
on the integers) and let s be the smallest member of X. Without loss of 
generality we may assume that d E Y - Z. Then sd E X @ Y = X @ Z, 
and we have sd = xz for some x E X, z E Z. Clearly d # z since d $k Z; 
hence s i x. Since s is the smallest member of X, we have s < x, and 
therefore z < d. Since d is the smallest member of A, we obtain z $ d. 
Since z E Z, it follows that z E Y. But then sd = xz contradicts unique 
representation in X @ Y. This proves Proposition 4 for free commutative 
monoids of countable rank. 
Now drop the assumption of countable rank, and suppose Y # Z. 
Without loss of generality, we may assume Y - Z is non-empty. Let 
y E Y - Z and let x E X. Set R = P n D(xy); then R is a finite set of 
primes, and hence cancellation is valid in the free commutative monoid 
(R). It is easy to see that X @ Y = X @ 2 implies that 
(x n (R)) 0 (Y n 00) = (X n <R)) 0 (Z n CR)). 
But this is impossible since X n (R) is non-empty and 
Yn(R)#Zn(R). 
This completes the proof. 
PROPOSITION 5. Let (X&{ and (YJisr be families of subsets of N such 
that & Xi and ai Yi are dejined, and assume that for all i E I we have 
1 E x, c Yi c @ x, . 
hsl 
Then Xi = Yi for all i, 
Proof. Fix i E I and suppose y E Yi . Write y = nhs, xh , with xh E Xh 
for all h E I. Since x, E X, C Yh , unique representation in ahE1 Y, shows 
that y = xi . Thus y E Xi ..This proves the proposition. 
DEFINITION: Let X be any subset of N and suppose (X& is a family 
of subsets of N such that X = oi Xi . Then we call the family (X& a 
direct decomposition (or decomposition) of X. 
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We will frequently abuse terminology by saying “X = @Qi Xi is a 
direct decomposition of X.” 
Let X and Y be subsets of N. We will call Y a factor ofX iE Y is a member 
of some direct decomposition of X. Proposition 3 shows that Y is a factor 
of X iff X = Y 0 2 for some set Z. Assuming X is non-empty, then Y is 
non-empty and it follows from Proposition 4 that there is at most one 
such Z; it is called the complement of Y in X. 
If M = A @ B is a direct decomposition of a submonoid M of N, then 
writing 1 = ab, a E A, b E B, shows that all factors of M contain 1, and it 
follows that all factors of M are contained in M (since their complements 
contain 1). This shows that the direct decompositions of M, as defined in 
this section, coincide with those defined in the introduction, where we 
required factors of M to be subsets of M. 
If X = giEl Xi is a direct decomposition of a subset X of N, and if 
I= u heH Ih is a partition of I into pairwise disjoint subsets Ih , then 
Proposition 3 shows that X = BhpH Y, is another direct decomposition 
of X, where Y, = aiElh Xi ; we call the latter decomposition of X a 
degeneration of the former. The terminology is due to de Bruijn. 
Limits 
Let J be the set of non-negative integers, and let (Xi)ieJ be a sequence of 
subsets of N. Set 
lim inf Xj = (n o N: n E Xi for all sufficiently large j} 
lim sup Xj = {n E N: 12 E Xi for arbitrarily large j}. 
Then lim inf Xj C lim sup Xj . If equality holds, then we will say that Xj 
converges and set lim Xi equal to the common value of lim inf Xj and lim 
sup Xj . We will write Xj + X to indicate that Xj converges and that 
lim Xi = X. 
PROPOSITION 6. If Xi + X, then Xj n Y -+ X n Y for any subset 
YgfN. 
Proof. lim sup (Xj n Y) C (lim sup XJ n Y = X n Y = (lim inf XJ 
n Y C lim inf (Xi n Y). 
PROPOSITION 7. Zf Xj -+ X and the Xj are contained in ajixedfinite set F, 
then Xi C X for all sufficiently large j. 
Proof. For each f E F - X, we have f $ Xi for all sufficiently large j. 
Since F - X is finite, it follows that Xj n (F - X) is empty for all suffi- 
ciently large i. Since Xi C F, the result follows. 
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PROPOSITION 8. Let (Y&, and (Z& be sequences of subsets of N. For 
each j E J, set Xj = YiZj . Suppose Yj --+ Y and Zi + Z. Then Xi + YZ. 
Zf in addition Xi = Yj @ Zj for arbitrarily Iarge j, then Xi -+ Y @ Z. 
Proof, We show that lim sup Xj C YZ C lim inf Xj ; this will imply 
that Xj -+ YZ. 
Suppose x E lim sup Xi . Then for arbitrarily large j we have x = y,Zj , 
yj E Yi , zj E Zi . since x has only finitely many divisors, there are only 
finitely many distinct yj . It follows that for some y and z we have yj = y 
and z, = z for arbitrarily large j. Then y E lim sup Yi = Y, and z E lim 
SUP Zj = Z. Thus x = yz E YZ. This shows that lim sup Xj C YZ. 
Now let y E Y, z E Z. Then yz E YjZi = Xi for all sufficiently large j, 
and hence yz E lim inf Xj . This shows YZ C lim inf Xj , completing the 
proof that Xj --f YZ. 
Finally, assume Xi = Yj @ Zj for arbitrarily large j. We must show 
YZ = Y @ Z. Suppose yz = J%, with y, $ E Y and z, D G Z. Then for all 
sufficiently large j we have y, j E Yj and z, D E Zj . Taking such a j for 
which we also have Xj = Yj @ Zj, we obtain y = 9, z = 2. This 
completes the proof. 
PROPOSITION 9. Let ( Uj)iEJ and (Vj)jeJ be sequences of subsets of N such 
that, for each j E J, we have 1 E Uj and Vj = Uj @ V,+l . Put V, = njaJ Vj . 
Then 
and 
V” = (0 Uj) @ V, . 
je.l 
Proof. The first statement is obvious. For the second, we have (taking 
limits over k E J) 
@ Uj + @ Uj 
j<li jEJ 
and 
(The fact that Bick Uj is defined for all k shows that QEJ Uj is defined, 
and the fact that all U, contain 1 implies that the V, are nested downward, 
and hence the V, approach V, as a limit.) Using the first part of the 
proposition and applying Proposition 8 with Y, = Oick Uj and Z, = V, , 
we obtain the desired result. 
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Minimal elements 
DEFINITION. Let X be a subset of N, x E X, x # 1. Then x is a minimal 
eZementofXiffXnD(x)C{l,x}. 
NOTATION. Denote the set of minimal elements of X by Xmin. 
Notice that every member of X - (1) is divisible by some minimal 
element of X. 
Our first result shows that the min operator commutes with limits: 
PROPOSITION 10. Let (X&,, be a sequence of subsets of N, and suppose 
that Xf ---f X. Then XjFin -+ Xmin. 
Proof. We will show 
lim sup(Xyn) C Xmin C lim inf(Xy”). 
Notice first that Xj n D(n) -+ X n D(n) for all n E N by Proposition 6. 
Now suppose n E lim sup (X,“‘“). Then for arbitrarily large j we have 
n E Xi n D(n) C (1, n}, and it follows that IZ E lim sup (Xj n D(n)) = 
X n D(n) = lim inf (Xj n O(n)) C { 1, n}. Since clearly n # 1, we obtain 
yt E xmin. 
Assuming now that m E Xmin, we have m # 1 and m E X = lim inf Xj , 
showing that m E Xj for all sufficiently large j. We must show 
4 n Wm> CV, 4, 
for all sufficiently large j. Since Xj n D(m) + X n D(m) C { 1, m}, the 
result follows from Proposition 7 with F = D(m). This completes the 
proof. 
We will apply Proposition 10 in situations in which the Xj are nested 
downward, and X is their intersection. 
PROPOSITION 11. Let A and B be subsets of N. Suppose n E AB, and 
Amin n D(n) is empty. Then n E B. 
Proof. Wehaven=abforsomeaEA,bEB.Ifa#l,thenais 
divisible by some member of A min, which is then in Amin n D(n). This is 
impossible. Hence a = 1, and thus n = b E B. 
PROPOSITION 12. Let C be a complete subset of N, and let A and B be 
subsets of N such that A C C C A @ B. Then the members of Amin are 
pairwise coprime. 
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Proof. Suppose u, v E A min, d j(u, v), d # 1. We will show that u = v. 
Clearly U, v E Amin C A C C, and hence u/d, v/d E C by completeness. 
Then u/d, v/d E A @ B. Moreover, it is easy to see that Amin n D(u/d) and 
Amin n D(v/d) are empty. Thus Proposition 11 shows u/d, v/d E B. Then 
u = v follows from u(v/d) = v(u/d) by unique representation. 
Projection maps 
Let A and X be subsets of N, and suppose A is a factor of X, X non- 
empty. Then, as we have seen, A has a uniquely determined complement B 
in X. Then there is an obvious map 
defined at x E X by writing x = ab, a E A, b EB, and setting r(x) = a. 
Call z- the projection of X on A. 
Thus 7~~~~ is defined iff A is a factor of X, in which case it is uniquely 
determined by X and A. 
Notice that, if X = A @ B and 1 E B, then Vx E X we have 
x E A iff nX,A(x) = x. 
Closed factors 
Suppose K and X are subsets of N, K is a factor of X, and K is closed 
under multiplication. Then K is called a closedfactor of X. Although some 
of the results of this section hold for closed factors of an arbitrary subset 
X of N, we will consider only the case in which X is a submonoid M of N. 
All factors of M will necessarily contain 1, and all factors of A4 will be 
contained in M. We will use these facts freely without specifically referring 
to them each time. 
PROPOSITION 13. Let M be a submonoid of N, and let K be a closed 
factor of M. Let 7~ be the projection of M on K, as dejined in the previous 
section. Then 
77(km) = k7r(m), VkEK,mEM. 
Proof. Let M = K @ R, and write m = hr, h E K, r E R. Then 
h = r(m). Since K is closed under multiplication, kh E K. This shows that 
n(km) = z-(khr) = kh. 
COROLLARY. Let M and K be as in Proposition 13. Then M n Q(K) = K. 
Proof. Let m = h/k, where m E M, and h, k E K. Then, letting n be 
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the projection of M on K, we have h = r(h) = r(k) = kn(m). Thus 
n(m) = m, implying m E K. 
PROPOSITION 14. Let S and T be subsets of N, each consisting of pairwise 
coprime elements, with T C (S). Then (S) = (T) @ (S/T). 
Proof. It is clear that every member of (S) can be represented as a 
product mn, where m E (T) and n E (SIT). We must show that representa- 
tion is unique. 
For each t E T, set S, = {s ES: s 1 t). Then the St are pairwise disjoint 
subsets of S, as t ranges over T. It is easy to see that, for each t, (t) is a 
factor of (S,). Hence (T) = 6?Jt (t) is a factor of & (S,), which is in turn 
a factor of (S). Thus (T) is a factor of (S). Let B denote its complement: 
(S) = (T) @ B. Applying Proposition 11 with A = (T) shows that 
(S/T) C B. It follows that representation in the form mn, m E (T), 
n E (S/T), is unique. This proves the proposition. 
PROPOSITION 15. Let K be a submonoid of N. Then K is a factor of N 
$7 K = <Kmin) and the members of Kmin are pairwise coprime. 
Proof. If K = (Kmin) and the members of Kmin are pairwise coprime, 
then Proposition 14 (with S = P and T = Kmin) shows that K is a factor 
of N. Conversely, if K is a factor of N, then Proposition 12 (with C = N 
and A = K) shows that the members of Kmin are pairwise coprime. 
Moreover the corollary to Proposition 13 (with A4 = N) shows that K is 
closed under division: 
h,kEK,hik=-k/hEK. 
It then follows easily that K = (Kmin). 
Some lemmas 
We now come to a series of lemmas. The first is a generalization of the 
cancellation law for sets containing 1, and the proof is almost identical. 
Its only purpose will be to prove Lemma 2, which is our basic tool for 
analyzing decompositions. 
LEMMA 1. Let W, X, Y, and Z be subsets of N, with 1 E X. Suppose 
W C (X @ Y) A (X @ Z), and assume moreover that W contains rrxo y, y( W) 
and n’xBz,z( W). Then W n Y = W n Z. 
Proof. Suppose W n Y # W n Z; then the set 
A = (Wn Y-Z)u(WnZ-- Y) 
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is non-empty. Let d be minimal in d with respect to the division ordering: 
i.e., d n D(d) = {d}. Without loss of generality, we may assume that 
dEWnY-Z. Then dEWCX@Z, so we have d=xz for some 
x E X, z E Z, Clearly d # z, since d 4 Z; hence by minimality of d we must 
have z 4 d. Moreover z E W by our assumption about the projection maps. 
Thus z E W n Z, z 6 d; it follows that z E Y. But then Id = xz contra- 
dicts unique representation in X @ Y. This proves the lemma. 
We note that the assumption about the projection maps is automatically 
satisfied if W is complete in some set containing Y U Z. 
LEMMA 2. Let M be a submonoid of N; let A, B, C be subsets of M 
such that C is complete in M, and A u B C C C A @ B; let K be a closed 
factor of M, with M = K @ R and rr = vM,K. Then: 
(a) if c E C and A n D(c) C K, then c E B zrr(c) E B; 
(b) if ZI E (A - K)min, then n(u) E B; 
(c) ifACK,then(A@B)nK= A@(BnK); 
(d) ifACK, thenBC(BnK)@R. 
(When applying this lemma, we will refer to it as Lemma 2x(A, B, C, 44, K), 
where x E {a, b, c, d}.) 
Proof. We note first that 
(9 ifaEAnK,bEB,andabEK,thenbEK 
by the corollary to Proposition 13. This proves (c) immediately. For 
(a), assume that c E C and A n D(c) C K. Setting D = C n D(c), we 
obtain A n D C K, and it is easy to see that D is complete in M. The fact 
that K is closed under multiplication shows that (A n D) @ (B n K) C K, 
and hence (A n D) @ (B n K) 0 R is defined. We claim that 
D C (A n D) @ (B n K) @ R: 
Let d E D and write d = kr, k E K, r E R. Since D is complete in kf, we 
have kEDCCCA@B; hence we can write k=ab, aEA, bEB. 
Again by completeness, we have a E A n D C K, and then (*) shows that 
b E K. Thus we have d = abr E (A n D) @(B n K) OR, proving the 
claim. Notice moreover that D C (A n D) @ B since D C CC A @ B 
and D is complete in M. Apply Lemma 1 with W = D, X = A n D, 
Y = B, and Z = (B n K) @ R (completeness of D in M shows that the 
hypothesis about the projection maps is satisfied, and writing 1 = ab, 
a E A, b E B, shows that 1 E A n B, and hence 1 E X). We obtain D n B = 
D n ((B n K) @ R). Since c E D, this proves (a). 
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(d) follows immediately, since for all b E B we have b E C and 
A n D(b) C A C K. 
Finally we prove (b). Let u E (A - K)min and write u = kr, k E K, 
r~R.Wernustshowk~B.Sincev~ACC,wehavek~CCA@Bby 
completeness of C in M; write k = ab, a E A, b E B. Since v # K, we have 
v # k, and hence v # a. Since a 1 v and v E (A - K)min, we must have 
a E K. Then (*) shows that b E K. Thus n(br) = b E B. 
We claim a = 1. This will complete the proof, since it will imply 
k = b E B. Suppose a # 1; then br j v, br # v. Since v E (A - K)min, it 
follows that A n D(br) C K. Moreover, br E C since br 1 v E A C C, and C 
is complete in M. Recalling that rr(br) = b E B, we obtain br E B by part 
(a). But then (v)(l) = (a)(br) contradicts unique representation in A @ B. 
(Recall that v # a and 1 E B, as shown above.) 
This completes the proof of Lemma 2. 
It is Lemma 2 that makes everything work. In particula.r, it enables us 
to prove four more lemmas. 
Recall that Proposition 1.5 shows that every element of a closed factor 
of N is a product of minimal elements. This is not true for an arbitrary 
factor of N. For example, let N have rank two, with primes p and q; then 
N = (P, q) = 11,~) 0 <P”, 4) 
= {l,Pf 0 (P%> 0 ((P”> ” (4)h 
showing that { 1, p} @ (p2q) is a factor of N. However, its only minimal 
element is p. 
It is true, however, that in any factor of a free commutative monoid N, 
every element is a product of minimal elements and primes which are not 
involved in the minimal elements. This will allow us to construct the Pj 
described in Part I. More generally, the following is true: 
LEMMA 3. Let C be a complete subset of N, and let A and B be subsets 
ofNsuchthatACCCA@B.Set 
S = Amin u (P r\ D(A) - D(Amin)). 
Then the members of S are pairwise coprime, and A C (S). 
Proof. Proposition 12 shows that the members of Amin are pairwise 
coprime. Obviously the members of T = P n D(A) - D(Amin) are pair- 
wise coprime, since T C P. And, if any t E T has a non-trivial divisor in 
common with some a E Amin, then we must have t 1 a, since t is a prime. 
But then t E D(Amin), contradicting t E T. Thus the members of S are 
pairwise coprime. 
It follows that N = (S) @ (P/S). 
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Finally we show that A C (S): Suppose A p (S). Then there exists 
ZI E (A - (S))mi*. Write v = kr, k E (S), I E (P/S). Then Lemma 2b 
(A, B, C, N, (S)) shows that k E B. Moreover v # k, since v $ (S). Thus 
r # 1, implying that r has a prime divisor p. Necessarily p $ S, since 
r E (P/S). Moreover, p E D(A) since p 1 v. From the definition of S, it then 
follows that p E @Amin). Thus p ( w for some w E Amin. Clearly w/p E C, 
since C is complete and w E A C C. Therefore w/p E A @ B. Moreover, 
Amin n D(w/p) is empty, since w E Amin. Thus by Proposition 11 we 
obtain w/p E B. 
Now consider v/p: clearly v/p E C, since C is complete and v E A C C. 
Moreover, A n D(v/p) C (S), since v E (A - (S))min. Letting 7r = 7~~,(~), 
we have 
n(u/p) = T(kr/p) = k+r/p) = k 
by Proposition 13 and the fact that r/p E (P/S). Applying Lemma 2a 
(A, B, C, N, (S)) and recalling that k E B, we obtain v/p E B. Finally, 
using v(w/p) = w(v/p) and unique representation in A @ B, we obtain 
v = w. But this is impossible since w E Amin C S while v # (S). 
To show how Lemma 3 will be applied to superdecompositions and 
also to motivate the next lemma, suppose that C is complete and that 
A and B are subsets of C such that C C A @ B. We construct the set S of 
Lemma 3. This gives a closed factor K = (S) of N, with A C K. Applying 
Lemma 2d(A, B, C, N, K), we obtain B C (B n K) @ R, where R is the 
complement of K in N. Proposition 14 shows that this complement is 
(P/S), and hence B C (B n K) @ (P/S>. It can then be shown by using 
Proposition 5 that 
B = ((B n K) @I (P/S)) n C, 
and hence the structure of B is known modulo K. Applying the same 
process to the superdecomposition 
CnKCA@(BnK) 
(only this time obtaining a closed factor containing B n K) we determine 
the structure of A and B still further. The process is repeated infinitely 
many times. We formalize all of this in a lemma; as usual, .I denotes the 
non-negative integers: 
LEMMA 4. Let (Pi)ieJ be a sequence of subsets of N such that P,, = P 
and for each j E J, Pj,l is a set of pairwise coprime members of (Pj). Set 
Nj = <Pj) for each j, and N, = nj Nj . Then 
(9 
’ jsJ 
I 
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Let C be a complete subset of N and let (Ai)i,l be a family of subsets of C 
such that C C @i Ai . Suppose there is a function q3: J - I such that, for 
each j E J, N,+l contains Ai n Nj for all i f 4(j). Then for each i E I and 
kEJwehave 
(*k) 
W c 17 Nk c @ (Ai n N,), 
id 
(*co) A = (( $3 <P,/P,+d) 0 (4 n W) n C, 
jEJ 
dM=i 
(§a) C n N, C @ (Ai n N,). 
id 
Proof. Proposition 14 shows that Ni = <Pj/P& @ N,+l for each 
j E J, and hence (!) follows by Proposition 9. 
For convenience, we introduce the notation 
AlsosetAi, = AjnN,andC, = CnN,. 
We will prove (*k) and (Sk) by simultaneous induction. Clearly (*0) 
holds; fixing k E J, we will show 
and 
(*k) 3 (§k) 
((*k) and (§k)) 2 (*k + I). 
(*k) G- ($jk): From (*k) we obtain 
from which (§k) follows by unique representation in (P/P& @ Nk . 
((*k) and (§k)) - (*k + 1): If i # +(k), then Aik C N,,, by assumption, 
and hence Ail, = Ai,k+l for such i. Since 4(k) # i, (*k + 1) follows 
immediately from (*k) in this case. 
It remains to prove (*k + 1) for i = 4(k). From (Sk) and the fact that 
Ai, = Ai,r+l for i # 4(k), we obtain 
ck C ( @ Ad,,+,) O AQ(k),k. 
i#d(k) 
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Set 
Then A and B are subsets of CI, such that C, C A @ B since C is complete. 
Moreover, CI, is complete in Nk by Proposition 1, and A C N,,, . This 
shows that Lemma 2d(A, B, CIc , Nk , N,,,) applies, and hence 
Combining this with (*k), we obtain 
and it remains for us to show that equality holds in the above. Setting 
Xi = Ai and 
we have Xi = Yi for i # 4(k), and X4tk) C Y4ck) . Applying Proposition 5, 
we obtain Xi = Yi for all i. (Note that 1 E Ad for all i since 1 E C by 
completeness and CC oi Ai . We must know this in order to apply 
Proposition 5.) This completes the induction. 
Next we prove (* co). Fixing i E Z and taking limits as k -+ co, we have 
Ail, + Ai,, and 
2 (pIIpj+I> + 0 (pjIpi+J* 
jd 
b(j)=i M)=i 
Then (*a) follows from (*k) by taking limits as k -+ co and using 
Propositions 6 and 8. 
Finally, (5 co) follows from the (Sk): If c E C, , then c E Ck for each 
k E J. Thus c has representations 
c = n aik , aik E Aik , 
iCI 
for each k. Since the Aik are nested downward for each i, unique represen- 
tation implies that ailc is independent of k, and hence aik E Ai, for each i 
and k. This shows that c E @ Ai, , completing the proof of Lemma 4. 
Lemma 4 shows that the structure of the Ai is determined module N, 
by any such sequence (Nj)jp, . In Part III we will construct such a sequence 
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by using Lemma 3, and we would like to show that N, = {I}, so that we 
have a complete description of the Ai in terms of the Nj . The following 
pair of lemmas will be used in showing that N, = {l}: 
LEMMA 5. Let the Ai, Pi, Ni , and N, be as in Lemma4, and set P, = N$. 
ForiEIandjEJ,setAij=AinNj,Aim=AinN,,Bij=OhiiAhj, 
Bim = C&i &m . Then, fixing i E I and k E J, we have 
and 
(!!!) Bi, = n Bik . 
R6.I 
Proof. (*a) of Lemma 4 shows that 
Since Bir C Nk , (! !) follows by unique representation in (P/P,) @ Nk . 
Taking limits as k + co, we have Bik ---f ok Bi, since this is a nested 
intersection, and (Pl,/Pco) -+ {I}. Therefore nlc Bi, C Bim follows from (! !) 
by letting k -+ cc and using Proposition 8. Containment in the other 
direction is trivial. This proves (! ! !). 
LEMMA 6. Let C be a complete subset of N, and let (Ai)ie, be a family 
of subsets qf Csuch that C C oi Ai . For each i E I, set Bi = && Ah , and 
suppose that Bi min C P for all i E I. Then Ai C (Ai n P> for all i E I. 
Proof. We note first that I E C by completeness (assuming C non- 
empty; if C is empty, the lemma is trivial); writing 1 = nIiai shows 
1 E A, Vi E I. It follows that, for each i E I, A, = nj,i Bj . Note also that 
the assumption Bmin C P implies that BFn = Uhfi (Ah n P); to see this, 
suppose b E By”. Then the definition of Bi shows that we must have 
b E Ah for some h # i. Also, b E P. This shows containment in once 
direction. For the other, suppose p E Ah n P for some h f i; then 
p E Bi n P, and hence obviously p E Byin. 
Next we claim that, for each i E I, C n Bi C (BP”). Suppose this were 
not true; set E = vi (C n Bi - (BP)). Then E is non-empty. Since 
1 $ E, there exists u E Emin. Then clearly z, E (C n Bj - (B~~in))min for 
some j E I. Since BF”’ C P, it is obvious that N = (Bjm’“) @ (PJBj”in>; 
thus write v = kr, k E (BP), r E (P/Bjmin). Since v $ (By), we have 
v # k. Since k ) v E Emin and 1 $ E, it follows that k $ E. Completeness 
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of C shows that C C (C n Bj) @ Aj , so we can apply Lemma 2b(C n Bj , 
Aj , C, N, (By)) to show that k E A,. Thus k E ni+j (C n BJ, by our 
earlier remarks. Since k $ E, it follows that k E ni,j (By”). Since also 
k E (By”), we have 
k E n (BP) = f-j (u (Ah n p)) = (1:. 
iEI itI hfi 
Thus k = 1, implying v = r E (P/B?“). Since v E Bj , it follows that 
v = 1, which is impossible since v E Emin. 
Thus for all i E Z we have 
CnB,C(B”‘“),(U(A,np))=O(AnnP), 
hfi h#i 
and hence for each m E Z 
A, c n (c n Bi) c n @ (A~ n P) = (A, n P), 
i#m i#m h#i 
completing the proof of the lemma. 
III. THE STRUCTURE THEOREM 
We are now ready to attack the problem of finding all possible coun- 
table superdecompositions (i.e., having countably many factors) of a 
complete subset C of a free commutative monoid N. Given such a super- 
decomposition (Ai)i,l, we will follow the procedure described in the 
preceding section: constructing sets Pj via Lemma 3; determining the 
structure of the Ai modulo N, = nj (Pi> via Lemma 4; and finally 
showing that, miraculously, N, = (1). 
Throughout this section we consider N to be a fixed free commutative 
monoid with set of primes P. Again .Z denotes the non-negative integers. 
We recall that any sequence (Pj)i,J of subsets of N satisfying: 
PO = P; 
V’ E J, Pj+l is a set of pairwise coprime members of (Pj); 
ni <pa = (11 
determines a decomposition 
N = @iI (PjlPd 
93443-3 
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by (!) of Lemma 4. (N, = {1} by assumption here.) Any degeneration 
(defined in Part 1) of the above decomposition gives another decomposition 
and it is clear that, for any complete subset C of N, there results a count- 
able superdecomposition 
C C @ (Di n C). 
The converse of this statement, that every countable superdecomposition 
of a complete C arises in this way, is our main result: 
THEOREM. Let C be a complete subset of a free commutative monoid N, 
and let (Ai)is, be a countable (i.e., jinite or countably in$nite) ,family of 
subsets qf C such that C C oi Ai . Fix a function 4: J -+ Z such that each 
i E Z is the image of infinitely many j E J. Then there is a sequence (Pj)jEJ of 
subsets of N satisfying: 
PO = P; 
Vj E J, Pj,l is a set of pairwise coprime members of (Pj>; 
nj (Pj) = {I); 
and such that, for each i E Z, 
(In other words, every countable superdecomposition of a complete C can 
be obtained via degeneration and intersection with C, from a decomposi- 
tion N = @Jj (Pj/Pj+l), with the P, as above.) 
Proof. Set P, = P; fix k E J and assume that the Pj have been defined 
for all j < k such that, for all j < k, Pj+l is a set of pairwise coprime 
members of Ni (where we set Nj = (Pi)), and Nj+l = (Pi+& contains 
Ai n Nj for all i # 4(j). We must define a set Pk,l of pairwise coprime 
members of Nk , such that N,,, = (P,,,) contains Ai n Nk for all 
i # +(k). This will complete the inductive step, and we will then have 
the Pj defined for all j E J. It will remain to show that they satisfy the 
conditions of the theorem. 
By (Ejk) of Lemma 4, we have 
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(Notice that Lemma 4, as stated, requires an infinite sequence of sets Pj ; 
it is easy to see that we can take this sequence to be P, , P, ,..., PI,, 
P k ,..., Pk ,... .) Set 
A = ( @ (Ai n Nk)) n C, B = Amtk) n Nk ; 
i#d(k) 
then completeness of C shows that C n NJ, C A @ B. Proposition 1 shows 
that C n Nk is complete in Nk , which is isomorphic to a free commutative 
monoid in such a way that the members of P, correspond to the primes, 
and divisibility and coprimeness are preserved in both directions; thus if 
we define 
P - Amin k+l - u (Pk n D(A) - D(Ami”)), 
then Lemma 3 shows that Pk+l is a set of pairwise coprime members of 
Nk , and Nk+l = (Pk+l) contains A. Thus N,,, contains Ai n NI, for all 
i # 4(k), as promised. This completes the inductive step. 
Thus the Pj have been defined for allj E J; for each i E I and j E J, set 
Nj = (Pj?, N, = n Nj ; 
Cj = C n Nj , 
A<j = Ai n Nj ; 
Bij = @ Ahj ; 
h#i 
Cm = C n N, ; 
Ai, = Ai n N, ; 
Bi, = @ Ahm . 
h#i 
By (* co) of Lemma 4, we have for each i E I 
and hence it remains only to show that N, = (l}, since then we will have 
Ai, = (1) for each i. 
Set P, = NEin ; (!) of Lemma 4 shows that N, is a closed factor of N, 
and hence by Proposition 15 the members of P, are pairwise coprime and 
N, = (Pm). We will show that P, is empty. That will complete the proof. 
By @cc) of Lemma 4, we have 
(*) Cm C @ Ai, a 
is1 
We will show also that 
(**) Vi E I, BPCP, 
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and 
c***> Qi E Z, P, C D(Bi, n C). 
These three statements imply that P, is empty, as follows: 
N, is isomorphic to a free commutative monoid in such a way that the 
members of P, correspond to the primes, and divisibility and coprimeness 
are preserved in both directions; moreover C, is complete in N, by 
Proposition 1. Using (*) and (**) above and applying Lemma 6, we 
conclude that 
Vi E Z, A,, C (Ai, n P,>. 
It follows that 
Q’i E Z, &, C (u (Ah, n pm)) C (pm - 4,). 
h#i 
Combining this with (***), we obtain 
Vi E Z, P, C D((Pm - Ai,)). 
Since the members of P, are pairwise coprime, this implies that P, n Ai, 
is empty, for each i E I. 
On the other hand, (***) and completeness of C imply that P, C C, 
and hence P, C C, . Combining this with (*), we have P, C @li Ai, ; 
since P, = N,min, we must in fact have P, C tJi Ai, . Thus 
Pm = Pm n (u Aim) = u (pm n Aim), 
z z 
which, as shown above, is empty. 
Thus, to complete the proof of the theorem, it remains for us to prove 
(**) and (***). 
Fix i E Z and m E Bz”; we will show m E P, . By (!! !) of Lemma 5, we 
have Bi, = nit B,, ; since this is a nested intersection, it follows that 
Bi, + Bi, as k + co, and hence 
B$!p min - Bi, as k+arj 
by Proposition 10. Thus m E BEin for all sufficiently large k E J. Moreover 
m E C since necessarily m E Ah for some h. Therefore 
m E BEin n C C (Bi, n C)min 
for all sufficiently large k. Since $(k) = i for arbitrarily large k by assump- 
tion, it follows that there exists k E .Z such that 
m E (B,(,),, n C)min. 
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Then m E Plc+l , by definition of Pk+, ; hence m E NE:. Since m E N, and 
Ncm C N,,, , it follows that m E NY = P, . Thus (**) is established. 
Finally we prove (***). Fix i E I and p E P, . Since N, = nj Nj is a 
nested intersection, we have Ni + N, as j -+ co, and hence Pj -+ P, by 
Proposition 10. Thus p E Pj for all sufficiently large j; let p E Pj for all 
j > j, . Since 4(k) = i for arbitrarily large k, there exists k >- +, such that 
4(k) = i. Then, in particular, p E PI, n Pfi+l . From the definition of Pk+l 
we have 
and hence p E D(& n C). Using (! !) of Lemma 5, we obtain 
P E D (((PJP2 0 Bi,) n C), 
and hence p / rs, for some r E (PrJP,), s E Bi, , rs E C. Since p E P, , it 
follows that p f r; thus Y E (PI, - {p}). Since p E P, and the members of 
PI, are pairwise coprime, this implies that (p, r) = 1. Consequently p / s. 
Moreover, s E C since TS E C and C is complete. Thus we have 
p 1 s E Bi, n C, proving (***) and thereby completing the proof of the 
theorem. 
If N has countable rank, then the theorem gives all possible super- 
decompositions of a complete subset, since there can be only countably 
many non-trivial (i.e., # (1)) factors. In the uncountable case this is no 
longer true; for example, we have N = @3)EP (p). In order to produce all 
possible superdecompositions in the uncountable case, it is necessary to 
replace the sequence (P& of the theorem by a well-ordered family of 
sets. More precisely, the following is true: 
GENERALIZATION. Let C be a complete subset of a free commutative 
monoid N, and let (A&t be a family of subsets of C such that C C @i Ai . 
If I is countable, let W be the non-negative integers; if I is uncountable, let 
W be the set of all ordinal numbers corresponding to cardinals which are 
strictly less than that of I. Fix a function 4: W + I such that each i E I is 
the image of arbitrarily large w E W. (Such 4 exist, as we show below.) 
Then there is a sequence (P,)w, ,+, of subsets of N satisfying: 
P, = P; 
‘dw E w, pw+1 is a set of pairwise coprime members of (PJ; 
ifw is a limit ordinal in W, then P, = (nVcw (P,))min; 
nwsw <p,> = 01; 
and such that, for each i E I, 
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The proof is entirely analogous to that of the theorem. We note that 4 
exists: this is obvious in the countable case; in the uncountable case, set 
y = card (I). Th en card (IV) = y = y2. This implies the existence of 
a function 4: W -+ Z such that each i E Z is the image of y members of W, 
and therefore arbitrarily large members of W. 
To be more specific in the countable case, suppose for example that 
Z = .Z, the non-negative integers. Then a suitable function (6: J -+ Z can be 
obtained by setting 4(j) = j - T, , where T, is the nth triangular number 
n(n + 1)/2, and T, < ,j < T,,, . If Z is finite (say Z = { l,..., n}), then we 
can take d(j) to be the unique i E Z such that i = j mod n. Thus, in partic- 
ular, if Z has two members and C = N, then we obtain the fact that every 
direct decomposition N = A 0 B has the form 
where PO, PI, Pz ,... are subsets of N satisfying: 
P, = P; 
Vj E J, Pj,l is a set of pairwise coprime members of (P,); 
nj <Pj> = 111. 
We note that the Pi may all be empty beyond some point in the sequence, 
and of course (12,) = {I}. 
If N has rank 1 or 2, we obtain the results of de Bruijn and Niven, 
respectively. If N has countably infinite rank, then the above result gives 
all possible direct decompositions of the multiplicative monoid of positive 
integers into two factors. 
APPLICATION. Factorizations of the zeta function. Let 5 be the Riemann 
zeta function; for each subset A of the positive integers N, set 
for all complex s with Re(s) > 1. Suppose A and B are subsets of N such 
that &s) = [,&) Z&(S) Vs with Re(s) > 1. For each it E N, let r, be the 
number of representations of n in the form ab, a E A, b E B. Then 
5(s) = 2 nsH r,n-‘, which implies (as is well known) that r, = 1 for all 
IZ E N. Hence N = A @ B. Thus all factorizations 5 = CA& come from 
decompositions of N. This has the following consequence: 
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PROPOSITION. Let A undBbesub.sets ofNsuch that l(s) = CA(s) &&s)Vs 
with Re(s) > 1. Then 
5.4(s) = f(s) II-JP (1 - P-Y, 
where f(s) is non-zero and analytic for Re(s) > l/2. 
Proof. Clearly it is sufficient to establish the formula for CA . Let the 
Pi be as in the above solution to the decomposition problem for iV, so that 
A = @k>O (Pze/Pzrc+J. Set S = uj Pj . Then it is easy to see that 
(x, Y E S - P, (x, Y) f 1) * tx I Y or Y I 4. 
LEMMA. Suppose T is a subset of N such that T n P is empty and 
C-G Y E T, (x, Y) # 1) - (x I Y or Y I 4. 
Then, for all real r > I/2, we have CIET twT < 00. 
Proof. For m E Tmin, set T, = {t E T, m 1 t}. Then the members of T, 
are linearly ordered by the division ordering. It follows that 
2, = C t+ < rn+ + (2m)+ + (4m)-’ + *.. 
ET,,, 
= (1 - 2-7-l m+ < 4pi2’, 
where pm is the smallest prime dividing m. Since T - {l} = UmGTmin T, 
and the pm are distinct primes for distinct m E Tmin, we obtain 
c t-‘< 1 + 1 & < 1+ c 4p;Z’< co. 
toT TIEpin msTmin 
Applying the lemma with T = S - P, we obtain 
Setting 
,+--, t-r < O” 
V real r > l/2. 
u = u V,k,, - P2*), v = u (P2k - P,,+d, 
W k>O 
we have U, V C S, U n P empty. Therefore 
V real r > l/2. 
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It follows that the products 
are absolutely convergent for complex s with Re(s) = r > l/2. Set 
f(s) = fl (1 - u-g fl (1 - v-s)-1; 
ueu GE V-P 
Then f(s) is non-zero and analytic for Re(J) > l/2. Observing that 
V n P = A n P, we obtain 
&) J-J (1 - p-y = n (1 - u”) p - L’+-lP 
PEA~P ueu 
the products converging absolutely for Re(s) > 1. Notice that the 
P 2k+l - Pzk are pairwise disjoint for k = 0, 1, 2,..., and that the same is 
true of the Pzk - P2k+l ; hence we obtain 
f(s) ps$p (1 - p-9-’ = IT ( n (1 - u-9 r-I k>O UEPZ&-P2k (1 - u-9- j~~pZk-p2k+l 
the last step following from the fact that 
(PPk> = (p2k+l) 0 (P2kIP2d. 
Finally, absolute convergence of the product for Re(s) > 1 justifies 
Exponential decompositions 
Another consequence of the result for the positive integers is the solution 
to the following “exponential decomposition” problem: Let N be the 
positive integers; find all pairs (A, B) of subsets of N such that every 
member of N - {I} has a unique representation in the form ab, a E A, 
b E B. Assuming (A, B) is such a pair set 
E = {e E N: (e = mn, m, n E N) 3 n = I}. 
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Fixing any e E E, let R, = {r E N: er E A}. Then clearly we must have 
N = R, @ B. Cancellation of B shows that R, is the same for all e E E; 
call it R. Then we have 
A = ER = {er: e E E, r E R}, 
and N = R @ B. This shows that all “exponential decompositions” (A, B) 
are obtained from direct decompositions of N. 
Two corollaries 
We conclude the paper with two corollaries of the structure theorem. 
The first can be regarded as an extension theorem for superdecompositions: 
COROLLARY 1, Let C be a complete subset of a free commutative monoid 
N, and let (A& be a countable famiIy of subsets of C such that CC D, 
where D = oi Ai. Suppose m E (N - D)min. Then, for some h E I, 
(Ah u {m}) @ (@i+h Ai) is defined. 
Proof. The structure theorem shows that there is a decomposition 
N = &Bi such that Ai = Bi n C for each i. Applying Proposition 5 
with Xi = Ai and Yi = Bi n D, we obtain Ai = Bi n D for each i. 
Write m = ni bi , bi E Bi ; if m f bi for all i, then, for all i, bi E D and 
hence bi E Ai as shown above. But then m E D, contrary to assumption. So 
we must have m = bh for some h E 1, and the result follows. 
In exactly the same way, the generalization of the structure theorem to 
arbitrary superdecompositions (not necessarily countable) leads to the 
corresponding generalization of Corollary 1. 
Our final result shows that every factor of every superdecomposition (of 
a complete subset of a free commutative monoid) is closed under taking 
g.c.d.‘s: 
COROLLARY 2. Let C be a complete subset of a free commutative 
monoid N, and let A and B be subsets of N such that A C C C A @ B; then 
Proof. Clearly C C A @ (B n C), since C is complete. Thus we have 
a superdecomposition of C. The theorem shows that there is a sequence 
(PJiEJ of subsets of N such that 
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For each j E J, let 7~~ be the projection of N on the closed factor Ni = (Pj). 
Fixing n E N and writing n = n,n,n, ..- (nf E (Pj/Pj+l) for all j, nj = 1 for 
all but finitely many j), it is easy to see that am = ninj+Inj+z es.; 
moreover, IZ E A ifT n E C and ‘Zj = 1 for all odd j. Combining these two 
observations, we have n E A iff 
(9 n E C and IT&) = am+, for all odd j. 
LEMMA. Let m, n E N. Then, for each j E J, we have 
Proof. Set d = (m, n), e = (mj(m), nj(n)). Then 7rj(d)l m; applying 
Proposition 13 with k = rj(d), we find that nj(d)l 7rj(rn). Similarly, 
rj(d)l rj(n). Thus we have 7rj(d)j e. On the other hand, e is a common 
divisor of m and n, and hence e 1 d. Moreover, the fact that the members 
of Pi are pairwise coprime shows that e E Nj . Applying Proposition 13 
with k = e, we obtain e j rj(d). Thus we have shown 7ri(d) = e, proving 
the lemma. 
Now fix U, u E A, and let j be odd. Then, using (!) and the lemma, we 
have 
Moreover, (u, V) E C by completeness. Thus (u, v) E A by (!). This proves 
the corollary. 
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