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Spatial 3D Mate´rn priors for fast whole-brain
fMRI analysis
Per Side´n∗,‖ , Finn Lindgren† , David Bolin‡ , Anders Eklund∗,§ and Mattias Villani∗,¶
Abstract. Bayesian whole-brain functional magnetic resonance imaging (fMRI)
analysis with three-dimensional spatial smoothing priors have been shown to pro-
duce state-of-the-art activity maps without pre-smoothing the data. The proposed
inference algorithms are computationally demanding however, and the proposed
spatial priors have several less appealing properties, such as being improper and
having infinite spatial range. Our paper proposes a statistical inference framework
for functional magnetic resonance imaging (fMRI) analysis based on the class of
Mate´rn covariance functions. The framework uses the Gaussian Markov random
field (GMRF) representation of Mate´rn fields via the stochastic partial differen-
tial equation (SPDE) approach of Lindgren et al. (2011). This allows for more
flexible and interpretable spatial priors, while maintaining the sparsity required
for fast inference in the high-dimensional whole-brain setting. We develop an ac-
celerated stochastic gradient descent (SGD) optimization algorithm for empirical
Bayes (EB) inference of the spatial hyperparameters. Conditional on the inferred
hyperparameters, we make a fully Bayesian treatment of the main parameters of
interest, that is, the brain activity coefficients. We apply the Mate´rn prior to both
experimental and simulated task-fMRI data and clearly demonstrate that this is a
more reasonable choice than the previously used priors, by using prior simulation,
cross validation and visual inspection of the resulting activation maps. Addition-
ally, to illustrate the potential of the SPDE formulation, we derive an anisotropic
version of the Mate´rn 3D prior.
Keywords: spatial priors, Gaussian Markov random fields, fMRI, spatiotemporal
modeling, efficient computation.
1 Introduction
Functional magnetic resonance imaging (fMRI) is a noninvasive technique for making
inferences about the location and magnitude of neuronal activity in the living human
brain. fMRI has provided neuroscientists with countless new insights on how the brain
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2 Spatial 3D Mate´rn priors for fMRI
operates (Lindquist, 2008). By observing changes in blood oxygenation in a subject
during an experiment, a researcher can apply statistical methods such as the general
linear model (GLM) (Friston et al., 1995) to draw conclusions regarding task-related
brain activations.
fMRI data can be seen as a sequence of three-dimensional images collected over time,
where each image can be divided into a large number of voxels. A problem with the
GLM approach and many of its successors is that the model is mass-univariate, that is,
it analyses each voxel separately and ignores the inherent spatial dependencies between
neighboring brain regions. Normally, this is accounted for by pre-smoothing data and
using post-correction of multiple hypothesis testing, but this strategy is unsatisfactory
from a modeling perspective and has been shown to lead to spurious results in many
cases (Eklund et al., 2016).
One of the earliest Bayesian spatial smoothing prior for neuroimaging is the two-
dimensional prior in slice-wise analysis proposed by Penny et al. (2005). The spatial
prior on the activity coefficients reflect the prior knowledge that activated regions are
spatially contiguous and locally homogeneous. Penny et al. (2005) use the variational
Bayes (VB) approach to approximate the posterior distribution of the activations. Side´n
et al. (2017) extends that prior to the 3D case and proposes fast Markov Chain Monte
Carlo (MCMC) and more accurate VB approaches to inference.
In this paper, we show how the spatial priors used in the previous articles can be
seen as special cases of the Gaussian Markov random field (GMRF) representation of
Gaussian fields of the Mate´rn class, using the stochastic partial differential equation
(SPDE) approach presented in Lindgren et al. (2011). The Mate´rn family of covariance
functions, attributed to Mate´rn (1960) and popularized by Handcock and Stein (1993),
is seeing increasing use in spatial statistical modeling. It is also a standard choice for
Gaussian process (GP) priors in machine learning (Rasmussen and Williams, 2006).
In his practical suggestions for prediction of spatial data, Stein (1999) notes that the
properties of a spatial field depends strongly on the local behavior of the field and that
this behavior is unknown in practice and must be estimated from the data. Moreover,
some commonly used covariance functions, for example the Gaussian (also known as
the squared exponential), do not provide enough flexibility with regard to this local
behavior and Stein summarizes his suggestions with “Use the Mate´rn model”. Using the
Matern prior on large-scale 3D data such as fMRI data is computationally challenging,
however, in particular with MCMC. We present a fast Bayesian inference framework to
make Stein’s appeal feasible in practical work.
Even though the empirical spatial auto-correlation functions of raw fMRI data seem
more fat-tailed than a Gaussian (Eklund et al., 2016; Cox et al., 2017), standard practice
has traditionally been to pre-smooth data using a Gaussian kernel with reference to the
matched filter theorem. The Gaussian covariance function has also been used directly
in the model as a spatial GP prior (Groves et al., 2009), but using the standard GP
formulation results in a dense covariance matrix which becomes too computationally
expensive to invert even with only a few thousand voxels. For this reason, much work
on spatial modeling of fMRI data has been using GMRFs instead, see for example Go¨ssl
et al. (2001); Woolrich et al. (2004); Penny et al. (2005); Harrison and Green (2010);
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Side´n et al. (2017). GMRFs have the property of having sparse precision matrices, which
make them computationally very fast to use, but do not always correspond to simple
covariance functions, especially the intrinsic GMRFs often used as priors, whose preci-
sion matrices are not invertible (Rue and Held, 2005). A different branch of Bayesian
spatial models for fMRI has considered selecting active voxels as a variable selection
problem, modeling the spatial dependence between the activity indicators rather than
between the activity coefficients (see, among others Smith and Fahrmeir, 2007; Vincent
et al., 2010; Lee et al., 2014; Zhang et al., 2014; Bezener et al., 2018). These articles
mostly use Ising priors or GMRF priors squashed through a cumulative distribution
function (CDF) for the indicator dependence, which also gives sparsity. However, these
priors are rarely defined over the whole brain, but are applied independently to parcels
or slices, probably due to computational costs. The SPDE approach of Lindgren et al.
(2011) has been applied to fMRI data before, slice-wise by Yue et al. (2014), and on
the sphere by Mejia et al. (2019) after transforming the volumetric data to the cortical
surface. In both cases integrated nested Laplace approximations (INLA) (Rue et al.,
2009) were used for approximating the posterior, which is efficient but presently cum-
bersome to apply directly to volumetric fMRI data, as the R-INLA R-package currently
lacks support for three-dimensional data.
Our paper makes a number of contributions. First, we develop a fast Bayesian infer-
ence algorithm that allows us to use spatial three-dimensional whole-brain priors of the
Mate´rn class on the activity coefficients, using the SPDE approach. The algorithm ap-
plies empirical Bayes (EB) to optimize the hyperparameters of the spatial prior and the
parameters of the auto-regressive noise model, using an accelerated version of stochastic
gradient descent (SGD). The link to the Mate´rn covariance function gives the spatial
hyperparameters nice interpretations, in terms of range and marginal variance of the
corresponding Gaussian field. Given the maximum a posteriori (MAP) values of the
optimized parameters, we make a fully Bayesian treatment of the main parameters of
interest, that is, the activity coefficients, and compute brain activity posterior probabil-
ity maps (PPMs). The convergence of the optimization algorithm is established and the
resulting EB posterior is compared to the exact MCMC posterior for the prior used in
Side´n et al. (2017), showing the results to be very similar. Second, we apply the Mate´rn
prior with two levels of smoothness to both real and simulated fMRI datasets, and com-
pare with the prior used in Side´n et al. (2017) by observing differences in the PPMs,
and by examining the plausibility of new random samples of the different spatial priors.
Third, we also develop a framework using cross-validation (CV) on left-out voxels, for
comparing the predictive performance of the different spatial priors, both in terms of
point predictions and in terms of uncertainty using proper scoring rules (Gneiting and
Raftery, 2007). The CV framework aims at evaluating the spatial priors in isolation,
neglecting the uncertainty from nuisance regressors, as for example head motion, which
might otherwise bias the analysis. Collectively, our demonstration strongly suggests that
the higher level of smoothness is more reasonable for fMRI data, and also indicates that
the M(2) prior (see the definition in Section 2.2) is more sensible than its intrinsic coun-
terpart. Fourth, we suggest an anisotropic version of the Mate´rn prior, derived through
an alternative SPDE. The anisotropic prior allows the spatial dependence to vary in the
x-, y- and z-direction, and we choose a parameterization such that the new parameters
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can be shown not the affect the marginal variance of the field, and we can choose priors
for the new parameters that are symmetric with respect to the axes.
We begin by reviewing the model of Penny et al. (2005); Side´n et al. (2017) and intro-
ducing the different spatial priors and associated hyperpriors in Section 2. In Section 3,
we derive the optimization algorithm for the EB method, and we describe the PPM
computation. Experimental and simulation results are shown in Section 4. Section 5
contains conclusions and recommendations for future work. The more mathematical
details of the model and priors, the derivation of the gradient and approximate Hessian
used in the SGD optimization algorithm, and the CV framework are given in the sup-
plementary material. Numbered references to the supplementary material are preceded
with an S, as in for example Eq. (S6.1).
The new methods in this article have been implemented and added to the BFAST3D
extension to the SPM software, available at http://www.fil.ion.ucl.ac.uk/spm/
ext/#BFAST3D.
2 Model and priors
The model can be divided into three parts: (i) the measurement model, which consists
of a regression model that relates the observed blood oxygen level dependent (BOLD)
signal in each voxel to the experimental paradigm and nuisance covariates, and a tempo-
ral noise model (Section 2.1), (ii) the spatial prior that models the dependence between
the regression parameters between voxels (Section 2.2 and 2.3), and (iii) the priors on
the spatial hyperparameters and noise model parameters (Section 2.4 and 2.5).
2.1 Measurement model
The single-subject fMRI-data is collected in a T × N matrix Y, with T denoting the
number of volumes collected over time and N the number of voxels. The experimental
paradigm is represented by the T ×K design matrix X, with K regressors representing
for example the hemodynamic response function (HRF) convolved with the binary time
series of task events. The model can be written as Y = XW + E, where W is a K ×N
matrix of regression coefficients and E is a T × N matrix of error terms. We will also
work with the equivalent vectorized formulation y = X¯β + e, where y = vec
(
YT
)
,
X¯ = X ⊗ IN , β = vec
(
WT
)
and e = vec
(
ET
)
. The error terms are modeled as
Gaussian and independent across voxels, possibly following voxel-specific P th order AR
models, described by the N × 1 vector λ of noise precisions and the P × N matrix A
of AR parameters. For the ease of presentation we will in what follows only consider
the special case P = 0, that is, error terms that are independent across both time and
voxels, and treat the more general case in Section S6.
We can divide our parameters into three groups: β, θn and θs. Here, β describes the
brain activity coefficients which we are mainly interested in, θn = {λ,A} are parameters
of the noise model, and θs are spatial hyperparameters that will be introduced in the
next subsection.
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2.2 Spatial prior on activations
We assume spatial, three-dimensional GMRF priors (Rue and Held, 2005; Side´n et al.,
2017) for the regression coefficients, which are independent across regressors, that is,
we assume β|θs ∼ N
(
0,Q−1
)
. Here Q = blkdiag
k∈{1,...,K}
[Qk], that is, a KN × KN block
diagonal matrix with the N ×N matrix Qk as the kth block. θs = {θs,1, . . . ,θs,K} are
the spatial hyperparameters that the different Qk, and thereby Q, depends on. Qk may
be chosen differently for different k.
In this paper, we will construct the different Qk using the SPDE approach (Lind-
gren et al., 2011), which allows for sparse GMRF representations of Mate´rn fields. An
overview of the four priors we will focus on can be seen in Table 1, and are described
in more detail below.
Table 1: Precision matrices for GMRF representations of generalized Mate´rn fields.
κ = 0 κ > 0
α = 1 ICAR(1): Qk = τ
2G M(1): Qk = τ
2
(
κ2I + G
)
α = 2 ICAR(2): Qk = τ
2GG M(2): Qk = τ
2
(
κ2I + G
) (
κ2I + G
)
Side´n et al. (2017) focus on the unweighted graph Laplacian prior Qk = τ
2G which
we refer to here as the ICAR(1) (intrinsic conditional autoregression) prior. The matrix
G is defined by
Gi,j =

ni , for i = j
−1 , for i ∼ j
0 , otherwise,
(2.1)
where i ∼ j means that i and j are adjacent voxels and ni is the number of voxels
adjacent to voxel i. The ICAR(1) prior can be derived from the local assumption that
xi − xj ∼ N
(
0,
(
τ2
)−1)
, for all unordered pairs of adjacent voxels (i, j), where x
denotes the GMRF (Rue and Held, 2005). Thus, one can see that τ2 controls how much
the field can vary between neighboring voxels, where large values of τ2 enforces a field
that is spatially smooth. The ICAR(1) prior is default in the SPM software for fMRI
analysis. The ICAR(2) prior is a more smooth alternative, corresponding to a similar
local assumption for the second-order differences, and has been used earlier for fMRI
analysis in 2D (Penny et al., 2005). The ICAR priors can be extended by adding κ2 to
the diagonal of G as in the right hand column of Table 1, and when κ > 0 we refer
to these as M(α) (Mate´rn) priors. The reason for this is the SPDE link established by
Lindgren et al. (2011). For example, the M(2) prior can be seen as the solution u to
τ
(
κ2I + G
)
u ∼ N (0, I) , (2.2)
which can in turn be seen as a numerical finite difference approximation to the SPDE(
κ2 −∆)α/2 τu (s) =W (s) , (2.3)
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when α = 2. Here s denotes a point in space, α is a smoothness parameter, ∆ is the
Laplace operator, andW (s) is spatial white noise. Also define the smoothness parameter
ν = α − d/2, where d is the dimension of the domain. For ν > 0 and κ > 0, it can be
shown that a Gaussian field u(s) is a solution to the SPDE in Eq. (2.3), when it has
the Mate´rn covariance function (Whittle, 1954, 1963)
C(δ) =
σ2
2ν−1Γ(ν)
(κδ)
ν
Kν (κδ) , (2.4)
where δ is the Euclidean distance between two points in Rd, Kν is the modified Bessel
function of the second kind and
σ2 =
Γ (ν)
Γ (ν + d/2) (4pi)
d/2
τ2κ2ν
(2.5)
is the marginal variance of the field u(s). As d = 3 in our case, for α = 2 we have
ν = 1/2 which is a special case where the Mate´rn covariance function is the same as the
exponential covariance function. In this paper we also consider the SPDE when κ = 0
or ν = −1/2, in which case the solutions no longer have Mate´rn covariance, but are still
well-defined random measures, and we will refer to them as generalized Mate´rn fields.
We also define K = κ2I + G, in which case the solution to Eq. (2.2) is u ∼
N
(
0,
(
τ2KK
)−1)
, which is largely the same as the solution obtained in Lindgren et al.
(2011) using the finite-element method when the triangle basis points are placed at the
voxel locations, apart for some minor differences at the boundary. We use the same def-
inition as Lindgren et al. (2011) for the range ρ =
√
8ν/κ, for κ > 0 and ν > 0, which is
a distance for which two points in the field have correlation near to 0.13. Similar simple
discrete solutions of the SPDE are available also for other values of α. In particular, for
α = 1 we have u ∼ N
(
0,
(
τ2K
)−1)
. Extensions to higher integer values of α such as
α = 3, 4, . . . are straightforward in theory (Lindgren et al., 2011), but will result in less
sparse precision matrices Qk and thereby longer computing times, and more involved
gradient expressions for the parameter optimization in Section 3.1.
For each choice of Qk, we have spatial hyperparameters θs,k =
{
τ2k , κ
2
k
}
, which
will normally be estimated from data. For regressors not related to the brain activity,
that is, head motion regressors and voxel intercepts, we do not use a spatial prior, but
instead a global shrinkage (GS) prior Qk = τ
2
k I. We could here infer τ
2
k from the data,
but will normally fix it to some small value, for example τ2k = 10
−12, which gives a
non-informative prior that provides some numerical stability.
2.3 Anisotropic spatial prior
The SPDE approach makes it possible to fairly easily construct anisotropic priors, for
example using a SPDE of the form
(
κ2 − hx ∂
2
∂x2
− hy ∂
2
∂y2
− hz ∂
2
∂z2
)α/2
τu (s) =W (s) , (2.6)
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with hz defined as hz =
1
hxhy
for identifiability. For α = 2, this SPDE has a finite-
difference solution with precision matrix τ2KK, with K now defined as K = hxGx +
hyGy + hzGz + κ
2I. Here, Gx is defined as in Eq. (2.1), after redefining the neighbors
as being only the adjacent voxels in the x direction. Gy and Gz are defined correspond-
ingly, so that G = Gx + Gy + Gz. When using this prior for regressor k we have four
parameters, θs,k =
{
τ2k , κ
2
k, hx,k, hy,k
}
. The new parameters hx and hy allows for differ-
ent relative length scales of the spatial dependence in the x-, y- and z-direction, which
is reasonable considering the data might not have voxels of equal size in all dimen-
sions and the data collection is normally not symmetric with respect to the three axes.
Conveniently, hx = hy = 1 gives the standard isotropic Mate´rn field defined earlier.
Proposition 2.1. For α > d/2, the anisotropic field u defined in Eq. (2.6) has the
marginal variance defined in Eq. (2.5), which is the same as the isotropic field with the
same τ2 and κ2, and the variance thus does not depend on hx and hy. Furthermore,
Cov (u(s), u(t)) = C
(√
(s− t)T H−1 (s− t)
)
, where H is a diagonal matrix with diag-
onal (hx, hy, 1/ (hxhy))
T
, and C(δ) is the isotropic Mate´rn covariance function defined
in Eq. (2.4) with ν = α− d/2.
Proof. We show the covariance formula first, and then the statement about the marginal
variance follows as Cov (u(s), u(s)) = C
(√
0TH−10
)
= C (0). By using a certain def-
inition of the Fourier transform, the spectral density of u in the anisotropic SPDE in
Eq. (2.6) is
S (ω) =
1
(2pi)
d
1
τ2 (κ2 + ωTHω)
α , (2.7)
so the covariance function can be written as
Cov (u(s), u(t)) =
∫
Rd
1
(2pi)
d
1
τ2 (κ2 + ωTHω)
α e
iωT (s−t)dω. (2.8)
An isotropic field v can be written as an anisotropic field with H = I, so its covariance
function for δ = ‖s− t‖2 is
Cov (v(s), v(t)) =
∫
Rd
1
(2pi)
d
1
τ2 (κ2 + ωTω)
α e
iωT (s−t)dω. (2.9)
On the other hand,
Cov
(
v(H−1/2s), v(H−1/2t)
)
=
∫
Rd
1
(2pi)
d
1
τ2 (κ2 + ωTω)
α e
iωT (H−1/2s−H−1/2t)dω
(2.10)
=
∫
Rd
1
(2pi)
d
1
τ2 (κ2 + zTHz)
α e
izT (s−t) det
(
H1/2
)
dz
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where the last step used the variable substitution ω = H1/2z. Since det
(
H1/2
)
=√
hx · hy · 1/ (hxhy) = 1, the last expression equals that in Eq. (2.8). So
Cov (u(s), u(t)) = Cov
(
v(H−1/2s), v(H−1/2t)
)
= C
(√
(s− t)T H−1 (s− t)
)
,
(2.11)
using that
√
(s− t)T H−1 (s− t) = ∥∥H−1/2s−H−1/2t∥∥
2
.
Proposition 2.1 implies that changing hx or hy does not affect the marginal variance
of the field which is convenient because it means that the anisotropic parameterization
does not change the interpretation of τ2 and κ2, apart from that ρ =
√
8ν/κ will now
be the (in some sense) average range in the x-, y- and z-direction, and we can use the
same priors for them as in the isotropic case. By putting log-normal priors on hx and
hy, as explained in the next subsection, we get priors that are symmetric with respect
to the x-, y- and z-direction.
2.4 Hyperparameter priors
We will now specify priors for the spatial hyperparameters θs = {θs,1, . . . ,θs,K}, which
we let be independent across the different k. For brevity, we drop subindexing with
respect to k in what follows.
Penalised complexity (PC) priors (Simpson et al., 2017) provide a framework for
specifying weakly informative priors that penalize deviation from a simpler base model.
Fuglstad et al. (2019) showed the usefulness of PC priors for the hyperparameters of
Mate´rn Gaussian random fields, where the base model is chosen for κ2 as the intrinsic
field κ2 = 0 and the base model for τ2|κ2 is chosen as the model with zero variance,
that is τ2 = ∞ (note that our definition of τ2 corresponds to τ−1 in Fuglstad et al.
(2019)). This means exponential priors for κd/2 and for τ−1|κ2. The PC prior for M(2)
allows the user to be weakly informative about range and standard deviation of the
spatial activation coefficient maps, by a priori controlling the lower tail probability for
the range Pr (ρ < ρ0) = α1 and the upper tail probability for the marginal variance
Pr
(
σ2 > σ20
)
= α2 of the field. By default, we will set α1 = α2 = 0.05, ρ0 to 2 voxel
lengths and σ20 corresponding to 5% probability that the marginal standard deviation
of the activity coefficients is larger than 2% of the global mean signal. See Section S6.6
for full details about the PC prior for the M(2) hyperparameters.
For M(1), PC priors are not straightforward to specify, since the range and marginal
variance are not available for ν = −1/2 in the continuous space, so we will instead use
log-normal priors for τ2 and κ2, as specified in Section S6.6.
For ICAR(1) and ICAR(2) we use the PC prior for Gaussian random effects for τ2
in Simpson et al. (2017), which means an exponential prior for τ−1. Since these spatial
priors are intrinsic, and do not have a finite marginal variance, we control the PC prior
using that the marginal conditional variance of βi|β−i is σ2i|−i = Var
(
βi|β−i, τ2
)
= G−1i,i ,
where Gi,i = 6τ
2 for ICAR(1) and Gi,i = 42τ
2 for ICAR(2) (for non-boundary nodes).
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We specify σ20 and α2 so that Pr
(
σ2i|−i > σ
2
0
)
= α2. Per default we use α2 = 0.05 and
σ0 corresponding to 0.5% of the global mean signal.
For the anisotropic priors we use log-normal priors for hx and hy as[
log hx
log hy
]
∼ N
(
0, σ2h
[
1 − 12− 12 1
])
, (2.12)
which means that also log (1/ (hxhy)) ∼ N
(
0, σ2h
)
with correlation −1/2 with log hx
and log hy. The motivation for this prior is that it is centered at the isotropic model
hx = hy = 1, and it is symmetric with respect to the x-, y- and z-direction. We will use
σ2h = 0.01 as default, which roughly corresponds to a (0.8, 1.2) 95%-interval for hx.
2.5 Noise model priors
We use priors for the noise model parameters θn = {λ,A} that are independent across
voxels and across AR parameters within the same voxel, with λn ∼ Γ (u1, u2) and
Ap,n ∼ N
(
0,
(
τ2A
)−1)
, which is the same prior as in Penny et al. (2005). Normally
we use u1 = 10 and u2 = 0.1, which are the default values in the SPM software and
τ2A = 10
−3 which is the value used in Penny et al. (2005). We have seen that the spatial
prior for the AR parameters previously used (Penny et al., 2007; Side´n et al., 2017)
gives similar results in practice, which is why we use the computationally more simple
independent prior for A. This is verified empirically in Section 4.2 below.
3 Bayesian inference algorithm
The fast MCMC algorithm in Side´n et al. (2017) is not trivially extended to a 3D model
with a Mate´rn prior as the updating step for κ2k conditional on the other parameters
requires the computation of log determinants such as log
∣∣κ2kI + G∣∣ for various κ2k. This
in general requires the Cholesky decomposition of κ2kI + G which has overwhelming
memory and time requirements for largeN and would normally not be feasible for whole-
brain analysis. In addition, κ2k would require some proposal density for a Metropolis-
within-Gibbs-step, as a conjugate prior is not available. The same problems apply to the
MCMC steps for hx,k and hy,k when using the anisotropic model. The lack of conjugate
priors also makes the spatial VB (SVB) method in Side´n et al. (2017) more complicated,
as the mean-field VB approximate marginal posterior of κ2k will have a simple closed
form.
We instead take an EB approach and optimize the spatial and noise model param-
eters θ = {θs,θn}, for which we are not directly interested in the uncertainty, with
respect to the log marginal posterior p (θ|y). Conditional on the posterior mode esti-
mates of θ, we then sample from the joint posterior of the parameters of interest, the
activation coefficients in β, from which we construct posterior probability maps (PPM)
of activations. Optimizing θ is computationally attractive as we can use fast stochastic
gradient methods (see 3.1) tailored specifically for our problem. We also note that VB
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tends to underestimate the posterior variance of the hyperparameters (Bishop, 2006;
Rue et al., 2009; Side´n et al., 2017), and the approximate posterior for β in Side´n et al.
(2017) only depends on the posterior mean of the hyperparameters. Thus, if EB is seen
as approximating the distribution of each hyperparameter in θ as a point mass, it might
not be much of a restriction compared to VB.
The marginal posterior of θ can be computed by
p (θ|y) = p (y|β,θ) p (β|θ) p (θ)
p (β|y,θ) p (y)
∣∣∣∣
β=β∗
, (3.1)
for arbitrary value of β∗, where all involved distributions are known in closed form,
apart from p (y), but this disappears when taking the derivative of log p (θ|y) with
respect to θi. In Section 3.1, we comprehensibly present the optimization algorithm,
but leave the finer details to Section S6. Given the optimal value θˆ, we will study the
full joint posterior β|y, θˆ of activity coefficients, which is normally the main interest
for task-fMRI analysis. This distribution is a GMRF with mean µ˜ and precision matrix
Q˜ as described in Section S6.2, and can be used for example to compute PPMs, as
described in Section 3.2.
3.1 Parameter optimization
By using the EB approach with SGD optimization, we avoid the costly log determinant
computations needed for MCMC, since the computation of the posterior of θ is no
longer needed. Our algorithm instead uses the gradient of log p (θ|y) to optimize θ, for
which there is a cheap unbiased estimate. We also use an approximation of the Hessian
and other techniques to obtain an accelerated SGD algorithm as described below.
The optimization of θ will be carried out iteratively. At iteration j each θi is updated
with some step ∆θi as θ
(j)
i = θ
(j−1)
i + ∆θ
(j)
i . Let G
(
θ
(j−1)
i
)
= ∂∂θi log p (θ|y)
∣∣∣
θ=θ(j−1)
denote the gradient and H
(
θ
(j−1)
i
)
= ∂
2
∂θ2i
log p (θ|y)
∣∣∣
θ=θ(j−1)
denote the Hessian for
θi (Note that we here use the term Hessian to describe a single number for each i,
rather than the full Hessian matrix for θ which would be too large to consider). Ideally,
one would use the Newton method with ∆θ
(j)
i = −G
(
θ
(j−1)
i
)
/H
(
θ
(j−1)
i
)
, or at least
some gradient descent method with ∆θ
(j)
i = −αG
(
θ
(j−1)
i
)
, with some learning rate α.
It turns out that for our model, this is not computationally feasible in general, since
the gradient depends on various traces on the form tr
(
Q˜−1T
)
for some matrix T
with similar sparsity structure as Q˜. For small problems, such traces can be computed
exactly by first computing the selected inverse Q˜inv of Q˜ using the Takahashi equations
(Takahashi et al., 1973; Rue and Martino, 2007; Side´n et al., 2017), but this is prohibitive
for problems of size larger than, say, KN > 105. However, the Hutchinson estimator
(Hutchinson, 1990) gives a stochastic unbiased estimate of the trace as tr
(
Q˜−1T
)
≈
1
Ns
∑Ns
j=1 v
T
j Q˜
−1Tvj , where each vj is a N×1 vector with independent random elements
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1 or −1 with equal probability. Hence, we can obtain an unbiased estimate of the
gradient, which allows for SGD optimization. Using a learning rate α(j) with the decay
properties
∑
j
(
α(j)
)2
<∞ and∑j α(j) =∞ guarantees convergence to a local optimum
(Robbins and Monro, 1951; Asmussen and Glynn, 2007).
To speed up the convergence of the spatial hyperparameters θs, in addition to SGD,
we use an approximation of the Hessian H˜
(
θ
(j−1)
i
)
= Eβ|Y,θ
[
∂2 log p(θ,β|y)
∂θ2i
]∣∣∣
θ=θ(j−1)
,
which improves the step length (Lange, 1995; Bolin et al., 2019). This is also stochasti-
cally estimated using Hutchinson estimators of various traces, for example
tr
(
K−1k K
−1
k
) ≈ 1Ns ∑Nsj=1 vTj K−1k K−1k vj , where K−1k vj needs only to be computed once
for each j. The final optimization algorithm presented in Algorithm 1 also uses: i) av-
eraging over iterations (line 4-5), which gives robustness to the stochasticity in the
estimates, ii) momentum (line 6), which gives acceleration in the relevant direction and
dampens oscillations, and iii) Polyak averaging (line 10), which reduces the error in the
final estimate of θ by assuming that the last few iterations are just stochastic deviations
from the mode. In practice, all parameters are reparametrized to be defined over the
whole real line, see Section S6.
Algorithm 1 Parameter optimization algorithm
Require: Initial values θ0 and parameters Niter, γ1, γ2, αmom,
{
α(j)
}Niter
j=1
, NPolyak, Ns
1: for j = 1 to Niter do
2: Estimate the gradient G
(
θ
(j−1)
i
)
= ∂∂θi log p (θ|y)
∣∣∣
θ=θ(j−1)
for all i
3: Estimate the approximate Hessian H˜
(
θ
(j−1)
i
)
= Eβ|Y,θ
[
∂2 log p(θ|y,β)
∂θ2i
]∣∣∣
θ=θ(j−1)
for all i
4: Average G¯
(
θ
(j−1)
i
)
= γ1G¯
(
θ
(j−2)
i
)
+ (1− γ1)G
(
θ
(j−1)
i
)
for all i
5: Average H¯
(
θ
(j−1)
i
)
= γ2H¯
(
θ
(j−2)
i
)
+ (1− γ2) H˜
(
θ
(j−1)
i
)
for all i
6: Compute θs step sizes ∆θ
(j)
s,i = αmom∆θ
(j−1)
s,i − α
(j)
H¯
(
θ
(j−1)
s,i
) G¯(θ(j−1)s,i ) for all i
7: Compute θn step sizes ∆θ
(j)
n,i = αnα
(j)G¯
(
θ
(j−1)
n,i
)
for all i
8: Take step θ
(j)
i = θ
(j−1)
i + ∆θ
(j)
i for all i
9: end for
10: Return θˆ = 1NPolyak
∑Niter
i=Niter−NPolyak+1 θ
(j)
Some practical details about the optimization algorithm follow. Normally, the max-
imum number of iterations used is Niter = 200 the averaging parameters are γ1 = 0.2
and γ2 = 0.9, the momentum parameter is αmom = 0.5, the learning rate decreases as
α(j) = 0.90.1 max(0,j−100)+1 , the learning rate for θn is αn = 0.001, we use NPolyak = 10
values for the Polyak averaging, and Ns = 50 samples for the Hutchinson estimator.
These parameter values led to desirable behavior when monitoring the optimization al-
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gorithm on different datasets. We initialize the noise parameters by pre-estimating the
model without the spatial prior, and the spatial parameters are normally initialized near
to the prior mean. We also start the algorithm by running a few (normally 5) iterations
of SGD with small learning rate.
The computational bottleneck of the algorithm is the computation of large-dimensional
linear algebra expressions such as Q˜−1vj , involving the multiplication of the inverse of
large sparse precision matrices with a vector. This is carried out using the fast precondi-
tioned conjugate gradient (PCG) iterative solvers of the corresponding equation system
Q˜u = vj in Side´n et al. (2017), where it is also illustrated that PCG is numerous times
faster than directly solving the equation system using the Cholesky decomposition in
these models.
3.2 PPM computation
PPMs are used to summarize the posterior information about active voxels. The marginal
PPM is computed for each voxel n and contrast vector c as P
(
cTW·,n > γ|y, θˆ
)
, for
some activity threshold γ, recalling that vec
(
WT
)
= β are the activity coefficients.
Since β|y, θˆ ∼ N
(
µ˜, Q˜−1
)
is a GMRF (see Section S6.2), it is clear that cTW·,n|y, θˆ
is univariate Gaussian and the PPM would be simple to compute for any c if we only
had access to the mean and covariance matrix of W·,n|y, θˆ for every voxel n. The mean
is known, but the covariance matrix is non-trivial to compute, since the posterior is pa-
rameterized using the precision matrix. We therefore use the simple Rao-Blackwellized
Monte Carlo (simple RBMC) estimate in Side´n et al. (2018) to approximate this covari-
ance matrix using
Var
(
W·,n|y, θˆ
)
= EW·,−n
[
Var
(
W·,n|W·,−n,y, θˆ
)]
+VarW·,−n
[
E
(
W·,n|W·,−n,y, θˆ
)]
,
(3.2)
where −n denotes all voxels but n. The first term of the right hand side is cheaply
computed as the inverse of a K ×K subblock of Q˜. The second term is approximated
by producing NRBMC samples W
(j) from W|y, θˆ, computing E
(
W·,n|W(j)·,−n,y, θˆ
)
analytically for each j, and computing the Monte Carlo approximation of the variance.
We leave out the details for brevity, but this computation is straightforward due to the
Gaussianity and computationally cheap due to the sparsity structure of Q˜. The PPM
computation time will normally be dominated by the GMRF sampling, which is done
using the technique invented in Papandreou and Yuille (2010) and summarized in Side´n
et al. (2017, Algorithm 2), and requires solving NRBMC equation systems involving Q˜
using PCG.
4 Results
This section is divided into four subsections. We start by describing the real experi-
mental data used. We then test the performance of the EB method against full MCMC
and evaluate the convergence of the optimization algorithm. In the third subsection we
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present results on the experimental fMRI datasets, estimated using our optimization
algorithm implemented in Matlab for the presented model. We compare different spa-
tial isotropic priors by inspecting the resulting posterior activity maps, by examining
the plausibility of new random samples from the spatial priors with estimated hyper-
parameters, and by computing measures of the predictive performance of the spatial
priors using cross-validation. We also do interpretations of the estimated parameters for
the M(2) prior and present results for the anisotropic prior. In the last subsection we
evaluate the methods capability to infer ground truth activity maps and compare the
different priors on simulated data.
4.1 Description of experimental data
We evaluate the method on two different real fMRI datasets, the face repetition dataset
(Henson et al., 2002) previously examined in Penny et al. (2005); Side´n et al. (2017),
and the word object (word and object processing) dataset (Duncan et al., 2009). The
face repetition dataset is available at SPM’s homepage (http://www.fil.ion.ucl.ac.
uk/spm/data/face_rep/) and the word object dataset is available at OpenNEURO
(https://openneuro.org/datasets/ds000107/versions/00001) (Poldrack and Gor-
golewski, 2017). The face repetition dataset was preprocessed using the same steps as in
Penny et al. (2005) using SPM12 (including motion correction, slice timing correction
and normalization to a brain template, but no smoothing), and small isolated clusters
with less than 400 voxels were removed from the brain mask. The resulting mask has
N = 57184 voxels and there are T = 351 volumes. For the word object data, preprocess-
ing consisted only of motion correction and removal of isolated clusters of voxels, as the
slice time information was not available. We selected subject 10, which had relatively
little head motion, and the resulting brain mask has N = 41486 voxels and the number
of volumes is T = 166. For both datasets, the voxels are of size 3× 3× 3 mm, and the
design matrices X both have K = 15 columns, with 4 columns corresponding to the
standard canonical HRF, 4 columns corresponding to the HRF derivative, 6 columns
corresponding to head motion parameters and 1 column corresponding to the intercept.
4.2 Evaluation of the EB method
For the sake of evaluating how well the EB posterior with optimized hyperparameters
approximates the full posterior, we fit the model with the ICAR(1) prior also using
MCMC as described in Side´n et al. (2017), using the face repetition data. The poste-
rior mean, posterior standard deviation and PPM of the contrast for the EB method
can be seen in the third row of Fig. 2, and the corresponding maps computed with
MCMC look very similar, so these are not shown. One comparison is that the MCMC
PPM contains 10 more active voxels in the whole brain than the EB PMM, 213 in
total. Another comparison is that the estimated values for the spatial hyperparameters{
τ2k
}
of the four conditions are {0.246, 0.225, 0.261, 0.273} for EB and the corresponding
MCMC posterior means are close, {0.241, 0.220, 0.254, 0.266}. These results support the
assumption we made earlier, that the posterior distributions of the hyperparameters θ
are well approximated by point masses when the goal of the analysis is to correctly
model the distribution of the activity coefficients W.
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Figure 1: (a) Convergence of τ2k and κ
2
k corresponding to activity regressors over the
iterations of the Algorithm 1, when using the M(2) prior for the face repetition data
(left) and word object data (right). (b) The resulting PPMs for the word object data
after 10, 50, 100 and 200 iterations, where the last is the same as in the third row of
Fig. 3.
For this exercise the same conjugate gamma prior for τ2k as in Side´n et al. (2017) was
also for EB. The only model difference was that the spatial prior for the AR parameters
(Penny et al., 2007; Side´n et al., 2017) was used with MCMC, while the independent
prior was used with EB. However, the resulting AR parameters were similar, verifying
that this spatial prior makes little difference compared to the independent prior for
the AR coefficients. For example, 99% of the AR parameters estimated using the EB
differed less than 0.1 from the corresponding posterior mean from the MCMC method.
The MCMC method used 10,000 iterations after 1,000 burnin samples and thinning
factor 5.
The convergence behavior of Algorithm 1 for the M(2) prior is depicted in Fig. 1.
The hyperparameter optimization trajectories in Fig. 1a suggest that the parameters
reach the right level in about 50 iterations for the face repetition data. The wigglyness
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from the stochasticity in the algorithm starts to die off with the decrease in learning
rate after iteration 100. For the word object data, the trajectories are less wiggly, but
takes longer to reach the right level and a higher learning rate would probably have led
to faster convergence for this dataset. More careful tuning of the various optimization
settings could of course lead to a faster and more stable method, but the default settings
presented in Section 3.1 seem reasonable given all the datasets we have tried. The results
presented in this paper are all after 200 iterations of optimization, but future work could
include coming up with some automatic convergence criterion, based on the change of
some parameters over the iterations. Fig. 1b shows how the PPM of the word object
data converges. The computation times on a computing cluster, with two 8-core (16
threads) Intel Xeon E5-2660 processors at 2.2 GHz, were 0.7h, 1.7h, 3.0h and 5.4h for
10, 50, 100 and 200 iterations respectively.
4.3 Comparison of spatial priors
Activity maps
Fig. 2 and Fig. 3 display posterior brain activity maps (mean, standard deviation and
PPMs) for the two real datasets, when using the spatially independent GS prior and for
the different spatial priors. The figures show that one gets rather different results when
using α = 2 instead of α = 1 in both datasets. The choice between κ = 0 (ICAR(α)) or
κ > 0 (M(α)) has a very small impact on the results for the face repetition data since the
estimated κ for is close to zero for M(α) for this dataset. For the word object data, the
estimated κ is larger and there are clear differences in the activation inferences between
M(2) and ICAR(2). The maps for the GS prior show that the inferred activations are
clearly much more noisy without spatial regularization.
Interpretations for the M(2) prior
We show the estimated spatial range and marginal standard deviation for the Mate´rn
field prior with smoothness α = 2 (M(2)), for the different datasets and conditions, in
Table 2. We see that the spatial range is much larger for the face repetition data, which
should be interpreted as there is more long range dependence between the activity co-
efficients at different voxels for this dataset. Possible explanations for this difference
are different scanner properties and that the slice timing and normalization preprocess-
ing steps impose some smoothness for the face repetition data. Estimating our method
on other OpenNEURO datasets resulted in similar ranges to those of the word object
dataset. Having the flexibility to adapt to datasets with different spatial information
is a good property of the M(2) prior. The corresponding exponential autocovariance
and autocorrelation functions are depicted in Fig. 4. The fat tails makes these functions
resemble the empirical autocorrelation functions for fMRI data found in Eklund et al.
(2016, Supplementary Fig. 17) and Cox et al. (2017, Fig. 3).
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Figure 2: Posterior maps of the contrast (mean effect of faces) for the face repetition
data, when using the spatially independent GS prior and the different spatial priors.
Posterior mean (left), posterior standard deviation (middle) and PPMs (right). Note the
different color scale used for the GS prior. The PPMs show probabilities of exceeding
1% of the global mean signal, thresholded at 0.9. See the definition of the spatial priors
in Table 1.
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Figure 3: Posterior maps of the first condition (words) for the word object data, when
using the spatially independent GS prior and the different spatial priors. Posterior mean
(left), posterior standard deviation (middle) and PPMs (right). Note the different color
scale used for the GS prior. The PPMs show probabilities of exceeding 0.5% of the global
mean signal, thresholded at 0.9. See the definition of the spatial priors in Table 1.
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Table 2: Spatial range ρ = 2/κ and marginal standard deviation (see Eq. 2.5) for the
M(2) spatial prior based on the estimated hyperparameters, for the different datasets
and conditions.
Face repetition data
Condition Range ρ (mm) St. dev. σ
1 (Neutral 1) 83.9 2.58
2 (Neutral 2) 80.2 2.65
3 (Famous 1) 81.0 2.49
4 (Famous 2) 62.6 2.15
Word object data
Condition Range ρ (mm) St. dev. σ
1 (Words) 10.3 1.08
2 (Objects) 15.8 0.93
3 (Scrambled) 21.3 1.25
4 (Consonant) 11.7 2.08
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Figure 4: Spatial prior Mate´rn covariance and correlation functions, for the M(2) prior
with hyperparameters estimated for the different datasets. This corresponds to exponen-
tial covariance functions. Note that the functions have long tails, which is in agreement
with recent research showing that real fMRI data do not have Gaussian spatial auto-
correlation functions.
Prior simulation
In an attempt to give better understanding of the meaning in practice of the different
priors, Fig. 5 displays samples from the spatial priors for the first regressor using the
estimated values of τ21 and κ
2
1 for the different datasets and priors. The same seed
has been used for the same α and dataset. The visual impression is that M(1) and
ICAR(1) produce fields that vary quite rapidly, and M(2) and ICAR(2) give fields that
are more smooth. For the word object dataset we note a difference in that the short
estimated range for M(2) gives a sample with much faster variability than the sample
from ICAR(2), which looks unrealistically smooth.
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Figure 5: Random samples from the spatial priors for the first regressor using the esti-
mated values of τ21 and κ
2
1 for the different datasets and priors.
Cross validation
Many studies, including this one, evaluate models for fMRI data by displaying the
estimated brain activity maps and deciding whether they look plausible or not. A more
scientifically sound approach would be to compare models based on their ability to
predict the values of unseen data points, which is the standard procedure in many
other statistical applications. The problem for fMRI data is that the main object of
interest, the set of activity coefficients W corresponding to activity related covariates,
is not directly observable, but only indirectly through the observed noisy BOLD signal
Y. This makes direct comparison to ground truth activation impossible. We will here
attempt to evaluate the performance of the spatial priors for brain activity by measuring
the out-of-sample predictive performance by computing various prediction error scores
on Y instead. We cannot, however, expect to find large differences between the different
priors, as only a small fraction of the signal is explained by brain activation; most is
explained by the intercept and various noise sources.
We compute both the in-sample fit across all voxels and the out-of-sample fit using
CV when we repeatedly leave out 50% and 90% of the voxels randomly over the whole
brain, and compare the estimated and actual signal Y in those voxels. As we are mainly
interested in evaluating the spatial priors, we compute the errors as explained in Sec-
tion S7, in order to reduce the impact of the noise model, head motion and intercept
regressors.
We use the (mean) absolute error (MAE) and (root mean) square error (RMSE) to
evaluate the predicted mean of Y for each prior, and the continuous ranked probability
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score (CRPS), the ignorance score (IGN, also known as the logarithmic score) and the
interval score (INT) to evaluate the whole predictive distribution for Y. All these scores
are all examples of proper scoring rules (Gneiting and Raftery, 2007), which encourage
the forecaster to be honest and the expected score is maximized when the predictive
distribution equals the generative distribution of the data points. Since the predictive
distribution is Gaussian given the hyperparameters, all the scores can be computed
using simple formulas, as explained in Section S7.
Table 3: Cross validation measures for the two datasets, comparing the different spatial
priors. All the scores are computed as means across voxels, and presented in negatively
oriented forms, so that smaller values are always better. In-sample refers to the aver-
age across all voxels, while the other columns shows means and standard errors across
50 random sets of left out voxels. The same random sets were left out for all priors.
The small differences between the models can be explained by that the signal Y de-
pends more on the intercept, head motion and other noise sources, than on the activity
coefficients.
Prior Score In-sample 50% left out 90% left out In-sample 50% left out 90% left out
M(1) 1.4940 1.5026(±0.0006) 1.5074(±0.0001) 4.7792 4.8244(±0.0012) 4.8293(±0.0003)
ICAR(1) 1.4946 1.5032(±0.0005) 1.5081(±0.0001) 4.7794 4.8243(±0.0012) 4.8293(±0.0003)
M(2) 1.4927 1.4994(±0.0005) 1.5051(±0.0001) 4.7837 4.8226(±0.0012) 4.8283(±0.0003)
ICAR(2) 1.4950 1.5021(±0.0007) 1.5071(±0.0002) 4.7924 4.8230(±0.0012) 4.8299(±0.0004)
M(1) 2.0545 2.0644(±0.0040) 2.0685(±0.0014) 6.3391 6.4001(±0.0039) 6.4019(±0.0011)
ICAR(1) 2.0433 2.0536(±0.0016) 2.0603(±0.0004) 6.3393 6.4001(±0.0039) 6.4018(±0.0011)
M(2) 2.0378 2.0459(±0.0016) 2.0527(±0.0006) 6.3430 6.3975(±0.0040) 6.3998(±0.0011)
ICAR(2) 2.1319 2.1527(±0.0134) 2.1320(±0.0053) 6.3531 6.3976(±0.0039) 6.4011(±0.0013)
M(1) 1.0563 1.0623(±0.0004) 1.0657(±0.0001) 3.3765 3.4082(±0.0008) 3.4116(±0.0002)
ICAR(1) 1.0571 1.0630(±0.0004) 1.0666(±0.0001) 3.3767 3.4081(±0.0008) 3.4116(±0.0002)
M(2) 1.0556 1.0603(±0.0004) 1.0644(±0.0001) 3.3796 3.4069(±0.0008) 3.4111(±0.0002)
ICAR(2) 1.0573 1.0623(±0.0005) 1.0658(±0.0001) 3.3856 3.4072(±0.0008) 3.4134(±0.0003)
M(1) 1.9964 2.0022(±0.0002) 2.0054(±0.0001) 3.1773 3.1863(±0.0002) 3.1875(±4E-05)
ICAR(1) 1.9965 2.0023(±0.0002) 2.0056(±0.0001) 3.1773 3.1863(±0.0002) 3.1875(±4E-05)
M(2) 1.9957 2.0003(±0.0002) 2.0042(±0.0001) 3.1783 3.1861(±0.0002) 3.1875(±4E-05)
ICAR(2) 1.9959 2.0004(±0.0002) 2.0043(±0.0001) 3.1801 3.1862(±0.0002) 3.1885(±7E-05)
M(1) 8.7729 8.8193(±0.0042) 8.8443(±0.0013) 27.889 28.131(±0.0068) 28.161(±0.0019)
ICAR(1) 8.7680 8.8130(±0.0030) 8.8423(±0.0007) 27.890 28.131(±0.0068) 28.161(±0.0019)
M(2) 8.7536 8.7897(±0.0029) 8.8243(±0.0007) 27.909 28.120(±0.0069) 28.163(±0.0019)
ICAR(2) 8.7950 8.8386(±0.0070) 8.8576(±0.0025) 27.952 28.121(±0.0069) 28.207(±0.0041)
INT
Face repetition data Word object data
MAE
RMSE
-CRPS
-IGN
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The results can be seen in Table 3. The differences between the different priors may
seem small, but remember that most of the error comes from noise that is unrelated
to the brain activity, making it hard for a spatial activity prior to substantially reduce
the error. For the face repetition data, we note that the M(2) prior performs better
than the other priors in all cases, both in-sample and out-of-sample, and the differences
are significant except for the ignorance score. For the word object data the differences
between different priors are smaller, which can partly be explained by the higher noise
level in this dataset. The large RMSE for the ICAR(2) prior for the face repetition data
indicates that this prior can give relatively large out-of-sample errors, possibly due to
over-smoothing. The fact that the M(1) and ICAR(1) often performs better that the
M(2) prior in-sample, but not out-of-sample, for the word object data, could be a sign
of over-fitting for these less smooth priors.
Anisotropic priors
We also estimated the model with anisotropic priors, defined in Section 2.3, for the
two datasets, but found it hard to set the tuning parameters of Algorithm 1 to get a
stable optimization that converges. For example, the estimated anisotropic parameters
for the word object data are shown in Table 4. It can be seen that the hyperparameters
corresponding to the main HRF regressors get reasonable values fairly close to 1. The
interpretation of hx and hy being larger than 1 is that this prior is able to capture
a spatial dependence that is stronger in the x- and y-direction, as compared to the
z-direction.
For the hyperparameters corresponding to the HRF derivative regressors, however,
we note a diverging behavior, with very small or large estimated values. The estimates
for the HRF derivatives were also not consistent when rerunning the optimization with
different random seeds and initial values. Similar problems were encountered also for the
main HRF hyperparameters when analyzing the face repetition dataset. Our conclusion
is that, although the anisotropic prior seems to give useful results for some datasets,
it is yet too unstable to use in practice without careful supervision of the convergence.
Future work should address making this process more stable, for example using stronger
priors on the hyperparameter to enhance identifiability.
Table 4: Anisotropic hyperparameter estimates for the word object data.
Word object data HRF HRF derivative
Condition hx hy hz hx hy hz
1 (Words) 1.29 1.14 0.68 0.20 1.50 3.25
2 (Objects) 1.19 1.11 0.76 0.05 1.28 15.11
3 (Scrambled) 1.22 1.20 0.68 0.20 0.83 5.93
4 (Consonant) 1.17 1.27 0.68 3.23 5.82 0.05
4.4 Simulated data
We simulate data using the results from real datasets with the M(2) prior as template.
We use the same brain mask, and subsets of the rows and columns from the design
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matrix X corresponding to the HRF and intercept to create a new design matrix.
We take the noise model estimates of λ and A and the posterior means of intercept
regression coefficients as true values. We do two simulations: the first one based on the
face repetition data with T = 351 and K = 5 and the second one based on the word
object data with T = 100 and K = 3.
In the first simulation, for the four regressors corresponding to the task conditions,
we choose values for the prior hyperparameters τ2k and κ
2
k according to Table 5, chosen
to reflect the parameter estimates in the real datasets (Table 2). We then simulate
values from the spatial M(2) priors for the remaining regression coefficients in W, and
after that values for Y through our generative model. The true sampled values of W
for k = 1 to 4 can be seen in Fig. 6.
Table 5: Spatial range ρ = 2/κ and marginal standard deviation (see Eq. 2.5) used when
sampling from the the M(2) prior when producing the first simulated dataset, and the
corresponding estimates.
True values Estimated values
Condition Range ρ (mm) St. dev. σ Range ρ (mm) St. dev. σ
1 12 2 12.0 1.99
2 24 2 22.9 1.96
3 48 2 66.5 2.29
4 96 2 74.1 1.78
True values cond. 1
-8
-6
-4
-2
0
2
4
6
True values cond. 2
-8
-6
-4
-2
0
2
4
6
True values cond. 3
-5
0
5
True values cond. 4
-2
0
2
4
6
8
10
Figure 6: True activity maps of the four conditions for the first simulated dataset.
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ICAR(1) mean
M(2) mean
ICAR(2) mean
True M(2) mean
-5
-3
-1
1
3
5
ICAR(1) st.dev.
M(2) st.dev.
ICAR(2) st.dev.
True M(2) st.dev.
0
0.5
1
1.5
ICAR(1) PPM
M(2) PPM
ICAR(2) PPM
True M(2) PPM
0.9
0.92
0.94
0.96
0.98
1
Figure 7: Posterior maps of the first condition for the second simulated dataset and
different spatial priors. Posterior mean (left), posterior standard deviation (middle) and
PPMs (right). The bottom row shows the results when the true M(2) model with the true
spatial hyperparameters and noise parameters is used. The PPMs show probabilities of
exceeding 0.2% of the global mean signal, thresholded at 0.9. See the definition of the
spatial priors in Table 1.
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The estimated spatial range and standard deviation with the M(2) prior are shown
in Table 5. We note that the estimated values tend to be closer to the truth when the
range is short. This is probably due to boundary effects that have higher impact on the
results when the spatial range becomes closer to the size of the domain.
The posterior maps for the first condition for the different spatial priors are quite
similar across priors and the results are therefore only shown in supplementary Fig. S8.
The small differences can be explained by the fact that the data are rather informative,
with T = 351 and small noise variance (large λ), which makes the impact of the priors
small.
In the second simulation we make the data less informative, by using the estimated
parameters and brain mask from the word object dataset, which has higher noise vari-
ance, and only T = 100 volumes. Posterior maps for the first condition are shown in
Fig. 7. This condition had a true range of 15 mm and a standard deviation of 1.3,
which were chosen to be close to the estimated values for the real dataset. We see
larger differences between the priors for this simulation. In particular, we note that the
ICAR(2)-prior tends to oversmooth slightly.
5 Conclusions and directions for future research
We propose an efficient Bayesian inference algorithm for whole-brain analysis of fMRI
data using the flexible and interpretable Mate´rn class of spatial priors. We study the
empirical properties of the prior on simulated and two real fRMI dataset and conclude
that the M(2) prior is in general be the preferred choice for future studies. The priors
with α = 1 are clearly inferior in the sense that they do not find the likely correct
activity patterns that are found by the priors with α = 2, they produce new samples
that appear too speckled and they perform worse in the cross validation. The differences
between the M(2) and ICAR(2) are less evident, but fact that they produce somewhat
different activity maps for some datasets, that new samples from the ICAR(2) look too
smooth, that M(2) performed consistently better in the cross validation, and that the
M(2) prior parameters are easier interpreted all argues in the favor of the M(2) prior.
The optimization algorithm appears satisfactory with relatively fast convergence.
Using SGD is an improvement relative to the coordinate descent algorithm employed for
SVB in Side´n et al. (2017), because following the gradient is in general the shorter way
to reach the optimum and there exists better theoretical guarantees for the convergence.
Also, well-known acceleration strategies, such as using momentum or the approximate
Hessian information, are easier to adopt to SGD and one can thereby avoid the more
ad hoc acceleration strategies used in Side´n et al. (2017, Appendix C).
The EB method seems to approximate the exact MCMC posterior well based on
our comparison, suggesting that properly accounting for the uncertainty in the spatial
hyperparameters is of minor importance if the main object is the activity maps.
As the smoothness parameter α appears to be the most important for the resulting
activity maps, it would in future research be interesting to estimate it as a non-integer
value, which could be addressed using the method in Bolin and Kirchner (2017).
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In this work we have not focused on solving the multiple comparison problem which
arises when classifying a large number of voxels as active or inactive. In our previous
article (Side´n et al., 2017), we suggested using joint PPMs (Yue et al., 2014; Mejia
et al., 2019), rather than marginal PPMs, which are based on the excursions set method
introduced in Bolin and Lindgren (2015). The joint PPM finds the active region, defined
as largest region such that all voxels in the region are jointly active with some large
probability. It is likely that the joint PPMs would show larger differences between the
M(2) and ICAR(2) prior, since they depend more on the spatial correlation. The joint
PPMs are easily computed from MCMC output, but harder from the resulting posterior
high-dimensional GMRF posterior from the EB method due to computational issues
with the posterior covariance matrix being unknown. The block RBMC method for
approximating the posterior covariance matrix in Side´n et al. (2018) could be used to
compute the probability of joint activation in such regions, and this is straightforward
when the regions are spatially concentrated. However, when the active region is spread
out across the brain, further approximations would be required and this should be
addressed in future work.
The estimated spatial hyperparameters for the real datasets in Table 2 have strik-
ingly similar values across different HRF regressors. A natural idea is therefore to let
these regressors share the same spatial hyperparameters, at least when the tasks in the
experiment are similar. This would give more power to estimate the hyperparameters,
which could particularly interesting for the anisotropic priors. Our Bayesian inference
algorithm is straightforwardly extended to this setting.
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Supplementary Material
6 Derivation of the gradient and approximate Hessian
For the optimization of the parameters θ = {θs,λ,A}, we need the gradient and approx-
imate Hessian with respect to the different hyperparameters of the log marginal likeli-
hood log p (y|θ) = log p (y|β,θ)+log p (β|θ)−log (β|y,θ), which is constant with respect
to β. The gradient of the log posterior is then simply ∂∂θi log p (θ|y) = ∂∂θi log p (y|θ) +
∂
∂θi
log p (θ), and similarly for the approximate Hessian. We will start this deriva-
tion by considering the log likelihood log p (y|β,θ), then the conditional log posterior
log (β|y,θ), before producing the expressions for the log marginal likelihood gradient as
well as the approximate log marginal likelihood Hessian. Finally, the corresponding pos-
terior gradient and Hessian can be computed by adding the prior contributions derived
in the last subsection.
To get a more robust optimization algorithm in practice, we use the reparameteri-
zations τ0,k = log
(
τ2k
)
, κ0,k = log
(
κ2k
)
and λ0,n = log (λn), so that the parameters are
defined over the whole R and then perform the optimization over these new variables.
The gradient for the new variables is easily obtained from the gradient for the old ones
using the chain rule, for example ∂ log p(y|θ)∂τ0,k =
∂ log p(y|θ)
∂τ2k
· τ2k . For Ap,n we use the logit
reparameterization A0,p,n = log
(
1+Ap,n
2
)
− log
(
1−Ap,n
2
)
, guaranteeing Ap,n ∈ (−1, 1),
which is the stability region for AR(1), and we have ∂ log p(y|θ)∂A0,p,n =
∂ log p(y|θ)
∂Ap,n
· 1−A
2
p,n
2 .
6.1 Log likelihood
As in Side´n et al. (2017, Appendix A), the log likelihood can be written as
log p (y|β,θ) = T − P
2
N∑
n=1
log (λn)− 1
2
N∑
n=1
λnln (W·,n) + const, (6.1)
where
ln (W·,n) = YT·,nY·,n − 2YT·,nXW·,n + WT·,nXTXW·,n
in the case when the noise is independent over time and
ln (W·,n) = YT·,nY·,n − 2YT·,nXW·,n + WT·,nXTXW·,n − 2YT·,ndTnA·,n + AT·,ndndTnA·,n + WT·,nBTnA·,n
+ AT·,nBnW·,n −WT·,n
(
RA·,n + (RA·,n)
T
)
W·,n −AT·,n
(
DnW·,n + (DnW·,n)
T
)
A·,n
+ WT·,n
(
AT·,nSA·,n
)
W·,n
when the noise follows an AR(P )-process in each voxel with AR-parameters A·,n. We
follow the notation in Side´n et al. (2017), except here β = vec
(
WT
)
. For convenience
we list the different matrices and tensors and their sizes also here:
dn
P×(T−P )
contains lagged values of Y·,n, X˜
P×(T−P )×K
contains lagged values of X
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Bn
P×K
= Y′·,nX˜ + dnX, R
K×K×P
= X′X˜, Dn
P×K×P
= dnX˜ S
P×K×K×P
= X˜X˜.
The motivation for using this seemingly cumbersome notation is that it allows for pre-
computation of all sums and matrix products over the time dimension, so that these
can be avoided in each iteration of the algorithm, giving greatly reduced computation
times.
6.2 Conditional log posterior
Following the derivation in Side´n et al. (2017, Appendix A), we obtain β|y,θ ∼ N
(
µ˜, Q˜−1
)
=
N
(
Q˜−1b, Q˜−1
)
with
Q˜ = XTX⊗ diag (λ) + Q, µ˜ = Q˜−1vec (diag (λ) YTX) , (6.2)
for P = 0 and for the case with autoregressive noise (P > 0) we have
Q˜ = PTKN blkdiag
n∈{1,...,N}
[
λnQ˜n
]
PKN + Q, µ˜ = Q˜
−1vec
diag (λ)

...
q˜n
...

n∈{1,...,N}
 ,
(6.3)
Q˜n = X
TX−RA·,n − (RA·,n)T + AT·,nSA·,n, q˜n = YT·,nX−AT·,nBn + AT·,nDnA·,n
where PKN is the permutation matrix defined such that vec (W) = PKNvec
(
WT
)
.
We note that we can also write the parameters of the i.i.d. case on the second, slightly
more complicated form in Eq. (6.3) by instead choosing Q˜n = X
TX and q˜n = Y
T
·,nX.
6.3 Gradient
In this section we derive the gradient for the M(2) case. The gradient for the other
spatial priors can be obtained using the same strategy and these will be left out for
brevity. In summary, the log marginal likelihood
log p (y|θ) = T − P
2
N∑
n=1
log (λn)− 1
2
N∑
n=1
λnln (W·,n) +
1
2
log |Q| − 1
2
βTQβ (6.4)
− 1
2
log
∣∣∣Q˜∣∣∣+ 1
2
(β − µ˜)T Q˜ (β − µ˜) + const.
We begin by writing down the log marginal likelihood gradient and then the derivation
follows.
∂ log p (y|θ)
∂τ2k
=
N
2τ2k
− 1
2
tr
(
Q˜−1
(
Jkk ⊗KkKk
))− 1
2
Mk,·KkKkMTk,·, (6.5)
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∂ log p (y|θ)
∂κ2k
= tr
(
K−1k
)− 1
2
tr
(
Q˜−1
(
Jkk ⊗ 2τ2kKk
))− τ2kMk,·KkMTk,·,
∂ log p (y|θ)
∂λn
=
T − P
2λn
− 1
2
tr
(
Q˜−1PTKN
(
Jnn ⊗ Q˜n
)
PKN
)
− 1
2
ln (M·,n) ,
∂ log p (y|θ)
∂A·,n
= −1
2
λn
∂ln (W·,n)
∂A.,n
∣∣∣∣
W=M
− 1
2
∂ log
∣∣∣Q˜∣∣∣
∂A·,n
where Kk = G + κ
2
kI so that Qk = τ
2
kKkKk and J
ij is the square single-entry matrix
which is zero everywhere except in (i, j) where it is 1. The size of Jij is clear from
the context and is here used in couple with the Kronecker product to construct single-
block matrices, where everything but one block is zero. M is the K × N matrix such
that µ˜ = vec
(
MT
)
(compare with β = vec
(
WT
)
). The terms in the expression for
∂ log p(y|θ)
∂A·,n
are given in Eq. (6.6).
We begin with computing the gradient with respect to τ2k and κ
2
k, that do not appear
in the likelihood, which is why the gradient is the same for the case P = 0 and P > 0
(given Q˜ and µ˜). Thereafter, we treat λn which is different in these cases depending on
the log likelihood term expression ln and lastly Apn which is only relevant for the case
P > 0. A reference for some of the matrix algebraic operations used here is Petersen
and Pedersen (2012).
Gradient with respect to τ2k and κ
2
k
Some useful derivatives are
∂Qk
∂τ2k
= KkKk,
∂Qk
∂κ2k
= 2τ2kKk,
∂Q
∂τ2k
= Jkk ⊗KkKk, ∂Q
∂κ2k
= Jkk ⊗ 2τ2kKk.
Also note that ∂Q˜
∂τ2k
= ∂Q
∂τ2k
and ∂Q˜
∂κ2k
= ∂Q
∂κ2k
. Furthermore
∂ log |Qk|
∂τ2k
=
1
|Qk| |Qk| tr
(
Q−1k
∂Qk
∂τ2k
)
= tr
(
1
τ2k
IN
)
=
N
τ2k
,
∂ log |Qk|
∂κ2k
= 2tr
(
K−1k
)
,
∂ log
∣∣∣Q˜∣∣∣
∂τ2k
= tr
(
Q˜−1
(
Jkk ⊗KkKk
))
,
∂ log
∣∣∣Q˜∣∣∣
∂κ2k
= tr
(
Q˜−1
(
Jkk ⊗ 2τ2kKk
))
,
∂ log µ˜T Q˜µ˜
∂τ2k
= bT
∂Q˜−1
∂τ2k
b = −bT Q˜−1 ∂Q˜
∂τ2k
Q˜−1b = −µ˜T (Jkk ⊗KkKk) µ˜ = −Mk,·KkKkMTk,·,
∂ log µ˜T Q˜µ˜
∂κ2k
= −µ˜T (Jkk ⊗ 2τ2kKk) µ˜ = −2τ2kMk,·KkMTk,·.
Now, by setting β = 0 and removing everything that is constant with respect to τ 2 and
κ2, Eq. (6.4) becomes
log p (y|θ) = 1
2
K∑
k=1
log |Qk| − 1
2
log
∣∣∣Q˜∣∣∣+ 1
2
µ˜T Q˜µ˜+ const
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and we get the derivatives with respect to τ2k and κ
2
k in Eq. (6.5).
Gradient with respect to λn
Note that
∂Q˜
∂λ2n
= PTKN
(
Jnn ⊗ Q˜n
)
PKN ,
∂ log
∣∣∣Q˜∣∣∣
∂λ2n
= tr
(
Q˜−1PTKN
(
Jnn ⊗ Q˜n
)
PKN
)
,
∂ log (β − µ˜)T Q˜ (β − µ˜)
∂λ2n
= (β − µ˜)T ∂Q˜
∂λ2n
(β − µ˜)− 2∂µ˜
T
∂λ2n
Q˜ (β − µ˜)
and that the last expression is zero for β = µ˜. Thus, it is clear that the gradient
with respect to λn in Eq. (6.5) can be obtained from taking the derivative of Eq. (6.4)
and evaluating at β = µ˜.
Gradient with respect to Apn
Use that
∂ln (W·,n)
∂A.,n
=2
[−YT·,ndTn + WBTn −WT·,nRW·,n (6.6)
+
(
dnd
T
n −DnW·,n − (DnW·,n)T + WT·,nSW·,n
)
A·,n
]
,
∂Q˜n
∂Ap,n
=−Rp −RTp + SpA·,n + (SpA·,n)T ,
∂ log
∣∣∣Q˜∣∣∣
∂Ap,n
=tr
(
Q˜−1PTKN
(
Jnn ⊗ λn ∂Q˜n
∂Ap,n
)
PKN
)
,
where Rp and Sp are of sizes K ×K and K ×K × P and refers to the pth sub-tensor
from the appropriate dimension of R and S respectively. The expression in Eq. (6.4) is
derived after noting that the remaining terms of the log likelihood become zero after
taking the derivative and evaluating at β = µ˜.
6.4 Approximate Hessian
The approximate Hessian for the log marginal likelihood in the M(2) case, computed
with directly respect to the parameters τ0,k = log
(
τ2k
)
, κ0,k = log
(
κ2k
)
is
Eβ|Y,θ
[
∂2 log p (y,β|θ)
∂τ20,k
]
= −τ
2
k
2
tr
(
Q˜−1
(
Jkk ⊗KkKk
))− 1
2
Mk,·QkMTk,·, (6.7)
Eβ|Y,θ
[
∂2 log p (y,β|θ)
∂κ20,k
]
= κ2k
[
tr
(
K−1k
)− κ2kτ2k tr (K−1k K−1k )+
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− τ2kMk,·KkMTk,· − τ2k tr
(
Q˜−1
(
Jkk ⊗Kk
))− κ2kτ2kMk,·MTk,·+
− κ2kτ2k tr
(
Q˜−1
(
Jkk ⊗ I)) .
The derivation starts by noting that the non-constant part of the augmented log likeli-
hood with respect to τ0,k and κ0,k is
log p (y,β|θ) = 1
2
log |Q| − 1
2
βTQβ + const. (6.8)
Taking the derivative twice with respect to τ0,k and κ0,k and computing the expec-
tation gives the result, after noting that Eβ|Y,θ
[
βTTβ
]
= tr
(
Q˜−1T
)
+ µ˜TTµ˜, for
general KN ×KN matrix T (Petersen and Pedersen, 2012, Eq. (318)). We write out
the derivation for τ0,k as an example. First note that
∂Q
∂τ0,k
= Jkk ⊗ ∂
∂τ0,k
exp (τ0,k) KkKk = J
kk ⊗Qk,
so
∂ log p (y,β|θ)
∂τ0,k
=
1
2
tr
(
Q−1k Qk
)− 1
2
Wk,·QkWTk,· =
N
2
− 1
2
Wk,·QkWTk,·
∂2 log p (y,β|θ)
∂τ20,k
= −1
2
Wk,·QkWTk,·,
and taking the conditional expectation with respect to β|Y,θ gives the result in Eq. 6.7.
6.5 The anisotropic case
We will in this subsection present the gradient and Hessian for the anisotropic M(2)
model. We only consider h0,k,x = log (hk,x), as the results for hk,y are completely sym-
metric. The derivations can be performed analogously to Subsection 6.3 and Subsec-
tion 6.4. The gradient is
∂ log p (y|θ)
∂h0,k,x
= tr
(
K−1k
∂Kk
∂h0,k,x
)
−τ2k tr
(
Q˜−1
(
Jkk ⊗
(
Kk
∂Kk
∂h0,k,x
)))
−τ2kMk,·Kk
∂Kk
∂h0,k,x
MTk,·,
(6.9)
where ∂Kk∂h0,k,x = exp (h0,k,x) Gx − exp (−h0,k,x) exp (−h0,k,y) Gz. The approximate Hes-
sian is
Eβ|Y,θ
[
∂2 log p (y,β|θ)
∂h20,k,x
]
= −tr
(
K−1k
∂Kk
∂h0,k,x
K−1k
∂Kk
∂h0,k,x
)
+ tr
(
K−1k
∂2Kk
∂h20,k,x
)
+
(6.10)
− τ2k
[
Mk,·Hk,xMTk,· + tr
(
Q˜−1
(
Jkk ⊗Hk,x
))]
,
where ∂
2Kk
∂h20,k,x
= exp (h0,k,x) Gx+exp (−h0,k,x) exp (−h0,k,y) Gz and Hk,x = ∂Kk∂h0,k,x ∂Kk∂h0,k,x+
Kk
∂2Kk
∂h20,k,x
. The first trace of this expression will be Hutchinson approximated using
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tr
(
K−1k
∂Kk
∂h0,k,x
K−1k
∂Kk
∂h0,k,x
)
≈ 1Ns
∑Ns
j=1 v
T
j K
−1
k
∂Kk
∂h0,k,x
K−1k
∂Kk
∂h0,k,x
vj , which requires solv-
ing two equation systems for every term and a somewhat higher computational cost.
6.6 Spatial parameter priors
This section covers the priors of the spatial hyperparameters and their derivatives and
second derivatives. We drop the sub-indexing with respect to k throughout this section
as the parameter priors are mutually independent.
Priors for τ2 and κ2 for M(2)
For the spatial Mate´rn prior with α = 2 the joint PC log prior for τ2 and κ is
log p
(
τ2, κ
)
= −3
2
log τ2+
(
d
2
− 1− ν
)
log κ−λ1κd/2−λ3κ−ν
(
τ2
)−1/2
+const. (6.11)
The PC prior controls the spatial range ρ and marginal variance σ2 of the spatial field,
which are a bijective transform of τ2 and κ, through a priori probabilities P (ρ < ρ0) =
α1 and P
(
σ2 > σ20
)
= α2. This generates the constants λ1 = − log (α1)
(
ρ0/
√
8ν
)d/2
and λ3 = − log(α2)σ0
√
Γ(ν)
Γ(ν+d/2)(4pi)d/2
in Eq. (6.11). As default we will use the values
α1 = α2 = 0.05, ρ0 = 2 voxels and σ0 corresponding to 2% of the global mean signal.
It is straightforward to obtain the derivatives
∂ log p
(
τ2, κ
)
∂ (τ2)
= − 3
2τ2
+
λ3κ
−ν
2
(
τ2
)−3/2
(6.12)
∂ log p
(
τ2, κ
)
∂ (κ2)
=
1
2κ
(
d/2− 1− ν
κ
− λ1d
2
κd/2−1 + λ3νκ−ν−1
(
τ2
)−1/2)
.
Changing parameterization to τ0 and κ0 as before and taking the second derivative with
respect to these gives
∂2 log p (τ0, κ0)
∂τ20
=− λ3
4
exp
(
−νκ0
2
)
exp
(
−τ0
2
)
(6.13)
∂2 log p (τ0, κ0)
∂κ20
=
1
4
[
− (−d/2− 1− ν) exp
(
−κ0
2
)
−
(
d
2
− 1
)
λ1d
2
exp
(
κ0
2
(
d
2
− 1
))
+ (ν − 1)λ3ν exp
(κ0
2
(ν − 1)
)
exp
(
−τ0
2
)]
.
Priors for τ2 and κ2 for M(1)
In this situation, we use independent log-normal priors for τ2 and κ2, that is τ0 ∼
N (µτ0 , σ2τ0) and κ0 ∼ N (µκ0 , σ2κ0). For τ0 we have the derivatives
∂ log p
(
τ2, κ
)
∂τ0
= −τ0 − µτ0
σ2τ0
,
∂2 log p
(
τ2, κ
)
∂τ20
= − 1
σ2τ0
, (6.14)
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and correspondingly for κ0. Per default we use µτ0 = log 0.01, µκ0 = log 0.1, στ0 = 4,
σκ0 = 1 .
Priors for hx and hy for the anisotropic prior
We use a log-normal prior for hx and hy. For h0,x = log (hx) we have the derivatives
∂ log p (h0,x, h0,y)
∂h0,x
= − 2
3σ2h
(
h0,x − h0,y
2
)
,
∂2 log p (h0,x, h0,y)
∂h20,x
= − 2
3σ2h
, (6.15)
and correspondingly for h0,y.
Priors for τ2 for ICAR(1) and ICAR(2)
We use the PC prior for τ2 for Gaussian random effects from Simpson et al. (2017)
p
(
τ2
)
=
λ2
2
(
τ2
)−3/2
exp
(
−λ2
(
τ2
)−1/2)
, τ2 > 0. (6.16)
By specifying σ20 and α2 so that P
(
σ2i|−i > σ
2
0
)
= α2, we get λ2 = − log (α2) /
(
σ0
√
6
)
for ICAR(1) and λ2 = − log (α2) /
(
σ0
√
42
)
for ICAR(2). Derivatives are obtained as
∂ log p
(
τ2
)
∂ (τ2)
= − 3
2τ2
+
λ2
2
(
τ2
)−3/2
(6.17)
∂2 log p (τ0)
∂τ20
=− λ2
4
exp
(
−τ0
2
)
.
When comparing to results from our older paper (Side´n et al., 2017), we use the same
gamma prior as used there for ICAR(1), τ2 ∼ Γ (q1, q2), which has derivatives
∂ log p
(
τ2
)
∂ (τ2)
= q2 − 1− τ
2
q1
∂2 log p (τ0)
∂τ20
=− 1
q1
exp (τ0) .
We use the default values q1 = 10 and q2 = 0.1.
7 Cross Validation
7.1 Cross validation over left out voxels
To reduce the impact of the noise model, we drop the entire BOLD time series for d%
of the voxels to obtain the cross validation voxel set D, and predict the time series
Y·,D given the other data Y·,Dc . To separate the activation and nuisance regressors, we
rewrite the model as
Y
T×N
= X
T×K
W
K×N
+ E =
[
X˙ X¨
] [ W˙
W¨
]
+ E = X˙W˙ + X¨W¨ + E, (7.1)
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with W˙ corresponding to the Kact×N activity regression coefficients, which have spatial
priors, and W¨ corresponding to the nuisance regression coefficients. We define the cross
validation error time series as
ECV·,D = R·,D − X¨E
(
W¨·,D|R·,D,θ
)
, (7.2)
R·,D = Y·,D − X˙E
(
W˙·,D|Y·,−D,θ
)
,
which is compute in two steps. First the out-of-sample residuals R·,D of the spatial part
of the model are computed and then a new model R·,D = X¨W¨·,D + E·,D is fitted for
each voxel independently, using the original values for the parameters θ, before the error
time series ECV·,D can be computed. The reason for this seemingly complicated procedure
is to reduce the impact of the nuisance regressors on the evaluation of the spatial model.
We compute the in-sample errors as EIS = Y −XE (W|Y,θ). We compute the MAE
and RMSE for voxel set D as
MAE =
1
T |D|
T∑
t=1
∑
n∈D
|Et,n| , RMSE =
√√√√ 1
T |D|
T∑
t=1
∑
n∈D
E2t,n. (7.3)
The spatial posterior predictions for the dropped voxels E
(
W˙·,D|Y·,−D,θ
)
are com-
puted using Eq. (6.3) after replacing Q˜n and q˜n with 0 for all n ∈ D.
For the proper scoring rules CRPS, IGN and INT, we also need to compute the
predictive standard deviation in each voxel. This is done in a way that neglects the
uncertainty in the intercept and head motion regressors. For an unseen datapoint Y˜t,n,
the law of total variance gives
Var
(
Y˜t,n|Y·,−D,θ,W¨
)
= EW˙|Y·,−D
[
Var
(
Y˜t,n|θ,W
)]
+ VarW˙|Y·,−D
[
E
(
Y˜t,n|θ,W
)]
(7.4)
= Var
(
Y˜t,n|θ,W
)
+ Xt,(1:Kact)Var
(
W˙|Y·,−D
)
XTt,(1:Kact),
where the first term is simply the variance of the AR noise process in voxel n that does
not depend on W and which can be obtained given the AR parameters A·,n through the
Yule-Walker equations (see for example Cryer and Chan, 2008). The second term can
be computed using the simple RBMC estimator as in Eq. (3.2) in the main article after
replacing Q˜n with 0 for all n ∈ D as was done for the mean. The predictive distribution
for x = Et,n is Gaussian with mean µ = 0 and variance σ
2 as in Eq. (7.4) which gives
simple expressions for the scores as
CRPSt,n = σ
[
1√
pi
− 2ϕ
(
x− µ
σ
)
− x− µ
σ
(
2Φ
(
x− µ
σ
)
− 1
)]
(7.5)
IGNt,n = log
(
1
σ
ϕ
(
x− µ
σ
))
INTt,n = 2Aσ +
2
α
[(µ−Aσ − x) 1 (x < µ−Aσ) + (x− (µ+Aσ)) 1 (x > µ+Aσ)] ,
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where ϕ and Φ denotes the standard normal PDF and CDF and A = Φ−1 (1− α/2) ≈
1.96 for α = 0.05, which is used by default. The presented values for the scores are
averages across all time points and left out voxels.
8 Additional results
Posterior maps for the first condition of the first simulated dataset for the different
spatial priors can be seen in Fig. 8. The results for the M(1) prior are almost visually
indistinguishable from the ICAR(1)-results, so these are not shown. The maps for the
α = 1 priors also look quite similar to the maps for α = 2. The M(2)-and ICAR(2)-
results look very much alike and are also very similar to the “true” posterior maps
obtained by estimating the true M(2) model with the true spatial hyperparameters and
noise parameters. When comparing the corresponding maps for the other conditions
which have larger prior range (results not shown), the difference between the α = 1 and
α = 2 priors is larger, but the M(2)- and ICAR(2)-results are still very similar.
().
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Figure 8: Posterior maps of the first condition for the first simulated dataset and different
spatial priors. Posterior mean (left), posterior standard deviation (middle) and PPMs
(right). The bottom row shows the results when the true M(2) model with the true
spatial hyperparameters and noise parameters is used. The PPMs show probabilities of
exceeding 0.5% of the global mean signal, thresholded at 0.9. See the definition of the
spatial priors in Table 1.
