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La creencia en que el individuo dejado a su propio y libre albedr´ ıo actuar´ ıa buscando su
propio bienestar, y lograr´ ıa, sin propon´ erselo, tambi´ en el m´ aximo bienestar para toda la
sociedad, es la premisa m´ axima del pensamiento liberal. Esta creencia implica que no es
necesaria la intervenci´ on de ninguna instituci´ on, especialmente del Estado, para lograr
una situaci´ on socialmente ´ optima. Como lo expres´ o Adam Smith, uno de los padres del
liberalismo (econ´ omico), en 1776:
“[...] como cualquier individuo pone todo su empe˜ no en emplear su capital en sostener la
industria dom´ estica, y dirigirla a la consecuci´ on del producto que rinde m´ as valor, resulta
que cada uno de ellos colabora de una manera necesaria en la obtenci´ on del ingreso anual
m´ aximo para la sociedad. Ninguno se propone, por lo general, promover el inter´ es p´ ublico,
ni sabe hasta qu´ e punto lo promueve. Cuando preﬁere la actividad econ´ omica de su pa´ ıs a
la extranjera, ´ unicamente considera su seguridad, y cuando dirige la primera de tal forma
que su producto represente el mayor valor posible, s´ olo piensa en su ganancia propia; pero
en ´ este como en otros muchos casos, es conducido por una mano invisible a promover un ﬁn
que no entraba en sus intenciones. Mas no implica mal alguno para la sociedad que tal ﬁn
no entre a formar parte de sus prop´ ositos, pues al seguir su propio inter´ es, promueve el de
la sociedad de una manera m´ as efectiva que si esto entrara en sus designios.” (Smith, 1776,
p.402)
Para el pensamiento liberal, la b´ usqueda del bienestar propio es el motor de toda la
din´ amica social y es producto del ego´ ısmo caracter´ ıstico de cada humano. Raz´ on por
la cual, toda interacci´ on social es producto de estos sentimiento ego´ ıstas, los cuales son
m´ as fuertes que los otros sentimientos morales, como el nacionalismo o el altruismo. Un
ejemplo de este tipo de pensamiento podemos volver a encontrarlo en Smith, quien nos
dice que
“[...] el hombre reclama en la mayor parte de las circunstancias la ayuda de sus semejantes
y en vano puede esperarla s´ olo de su benevolencia. La conseguir´ a con mayor seguridad
interesando en su favor el ego´ ısmo de los otros y haci´ endoles ver que es ventajoso para ellos
hacer lo que se les pide. [...] No es la benevolencia del carnicero, del cervecero o del panadero
la que nos procura el alimento, sino la consideraci´ on de su propio inter´ es. No invocamos sus
sentimientos humanitarios sino su ego´ ısmo; ni les hablamos de nuestras necesidades, sino de
sus ventajas.”(Smith, 1776, p.17)
vvi Introducci´ on
Este tipo de pensamiento ha sido incorporado por la teor´ ıa econ´ omica bajo el ideal del
homo œconomicus, una idealizaci´ on del hombre racional y calculador quien s´ olo busca su
propio bienestar.
Una representaci´ on matem´ atica convencional del comportamiento de un individuo ego´ ısta




sujeto a gi(si) ≥ 0,
donde Si ⊆ Rn
+ es el conjunto de acciones o estrategias disponibles para el individuo i;
gi(si) ≥ 0 son un conjunto de restricciones a las que se enfrenta el individuo i al elegir
la estrategia si ∈ Si y πi(si) es el “bienestar”o “beneﬁcio”que obtiene de tal elecci´ on. El
objetivo del individuo i es, entonces, elegir s∗
i ∈ Si de manera que maximice su bienestar
sujeto al conjunto de restricciones. Sabemos que si se cumplen ciertas condiciones sobre
la funci´ on de bienestar del individuo i y de las restricciones, entonces existe al menos una
soluci´ on al problema. Por ejemplo, las condiciones de suﬁciencia del teorema de Kuhn-
Tucker (Kuhn y Tucker, 1951), especiﬁcan que si Si es convexo, abierto y no vac´ ıo, πi(si)
es c´ oncava y diferenciable en Si y gi(si) es convexa y diferenciable tambi´ en en Si, entonces
existe un s∗
i ∈ Si que satisface las condiciones del problema.
Aunque esta visi´ on ha predominado en gran parte de la econom´ ıa te´ orica, desde sus
comienzos tropez´ o con diversas cr´ ıticas, una de las cuales resaltaremos por el hecho de
que nos acerca al problema central de la teor´ ıa de juegos, y nos permitir´ a ver la teor´ ıa de
juegos cl´ asica como una generalizaci´ on de la visi´ on liberal, con resultados sorprendentes.
En esta direcci´ on, ya en 1754, J.J. Rousseau describ´ ıa, en principio, uno de los problemas
que podr´ ıan presentarse en un entorno social si cada individuo segu´ ıa sus intereses ego´ ıstas.
Rousseau se imaginaba lo que pasar´ ıa si en una tribu primitiva un grupo de individuos
trataba de cazar:1
“[...] Si se trataba de capturar un ciervo, cada uno sent´ ıa perfectamente que deb´ ıa para ello
ocupar su puesto; pero si una liebre pasaba al alcance de uno de ellos, no se puede dudar
que la perseguir´ ıa sin escr´ upulos y, habiendo conseguido su presa, no se cuidar´ ıa demasiado
de advertir su falta a sus compa˜ neros.” (Rousseau, 1754, p.165)
La idea de Rousseau es simple. El bienestar de todo el grupo depende de la coopera-
ci´ on de todos los individuos, y cualquier individuo que decida seguir sus propios intereses
1Presentamos en el cuerpo del texto la versi´ on en espa˜ nol para no cometer faltas de estilo. Sin embargo,
creemos que la versi´ on en ingl´ es del mismo expresa de manera m´ as clara la idea:
“If a group of hunters set out to take a stag, they are fully aware that they would have to
remain faithfully to their posts in order to succeed; but if a hare happens to pass near one
of them, there can be no doubt that he pursued it without qualm, and that once he had
got his prey, he cared very little whether or not he had made his companions miss theirs.”vii
podr´ a lograr un bienestar propio mayor, pero a costa del bienestar del resto de la comu-
nidad. Esta nueva situaci´ on se acostumbra modelarla de la siguiente manera: sea n el
n´ umero de individuos en el grupo de referencia, Si el conjunto de acciones o estrategias
disponibles para cada individuo i = 1,...,n; gi(s) ≥ 0 un conjunto de restricciones a las
que se enfrenta el individuo i = 1,...,n al elegir la estrategia si ∈ Si, y πi(s), donde
s = (s1,...,sn) es la conﬁguraci´ on de acciones colectivas, es el bienestar o beneﬁcio que
obtiene de tal elecci´ on. El objetivo de cada individuo i es elegir s∗
i ∈ Si de manera que
maximice su bienestar, sujeto al conjunto de restricciones, dadas las elecciones de los otros




sujeto a gi(s) ≥ 0,
donde s = (s1,...,sn) ∈ S1 × ... × Sn. Como se observa, a diferencia del problema
del individuo en el marco te´ orico liberal, en este esquema tanto el bienestar como las
restricciones a las que se enfrenta cada individuo dependen de las acciones de los dem´ as
individuos. Este tipo de situaciones son las que trata de modelar la teor´ ıa de juegos cl´ asica.
Y observemos que el an´ alisis liberal es s´ olo un caso especial de ´ este.
El fundamento de la teor´ ıa de juegos cl´ asica, es el supuesto del comportamiento racional de
los agentes. Sin embargo, este supuesto se enfrenta a diversos problemas. Entre estos, cabe
resaltar el hecho de que la teor´ ıa de juegos cl´ asica ha encontrado (en muchas situaciones)
diversas soluciones racionales a un mismo problema. De manera, que la teor´ ıa no ha
podido determinar un´ ıvocamente la acci´ on racional que deber´ ıa seguir cada individuo, lo
cual, seg´ un algunos (ver por ejemplo van Damme (1996, p.1), o Harsanyi y Selten (1988,
p.xi)), es el objetivo mismo de la teor´ ıa de juegos. Por otro lado, muchos investigadores
han puesto en duda que el comportamiento de los agentes se base en una racionalidad
como la propuesta por la teor´ ıa de juegos cl´ asica.
Una v´ ıa, por la cual se han tratado de entender estos problemas, es por medio de la teor´ ıa
de juegos evolutivos. En esta teor´ ıa los agentes no eligen sus acciones con el objeto de
optimizar su beneﬁcio o bienestar. Por el contrario, act´ uan de acuerdo a ciertas reglas, las
cuales han obtenido por medio del aprendizaje, la imitaci´ on, o la herencia, y las cuales
var´ ıan por dos mecanismos: la selecci´ on y la mutaci´ on, que son la base de todo proceso
evolutivo (Dosi y Nelson, 1994). Esta teor´ ıa est´ a a´ un en su infancia, y es en la que se
centra el presente trabajo.
El resto del trabajo se divide como sigue: en el cap´ ıtulo 1 presentamos algunos conceptos
y resultados de la teor´ ıa de juegos cl´ asica (secci´ on 1.1.) y de la teor´ ıa de juegos evolutivos
tradicional (secci´ on 1.2. ), que servir´ an de base para el an´ alisis del cap´ ıtulo 2. En ese
cap´ ıtulo proponemos una axiomatizaci´ on de la teor´ ıa de juegos evolutivos, que permite
analizar mejor los modelos evolutivos que se encuentran en la literatura, los cuales tie-
nen tanto un mecanismo de selecci´ on como uno de mutaci´ on. Esta axiomatizaci´ on nos
permitir´ a plantear mejor y de forma m´ as clara los problemas a que se enfrenta la teor´ ıa
de juegos evolutivos. Uno de los problemas que solucionamos ah´ ı es el de existencia yviii Introducci´ on
unicidad de la distribuci´ on evolutivamente estable, lo cual nos permitir´ a asociar a cada
juego evolutivo una ´ unica distribuci´ on evolutivamente estable y un ´ unico conjunto de
equilibrios estoc´ asticos evolutivamente estables. Aplicamos nuestra teor´ ıa luego para ana-
lizar dos modelos muy famosos e importantes en la literatura: el modelo KMR (Kandori,
Mailath, y Rob, 1993) y el modelo de aspiraci´ on e imitaci´ on (Samuelson, 1997). El an´ alisis
del modelo KMR nos permite corregir y generalizar los resultados obtenidos por Kandori,
Mailath, y Rob (1993) y Rhode y Stegeman (1996). Asimismo, en la secci´ on 2.5. analiza-
mos por medio de simulaciones el comportamiento de las distribuciones estacionarias en
el modelo KMR a medida que el n´ umero de individuos en la poblaci´ on aumenta. Aqu´ ı en-
contramos que para cada juego evolutivo existe una barrera que divide el comportamiento
estoc´ astico en el espacio de tama˜ no poblacional y de tasa de perturbaci´ on. Concluimos
presentando algunas posibles ´ areas de investigaci´ on futura.Cap´ ıtulo 1.
Elementos B´ asicos de la Teor´ ıa de
Juegos No-Cooperativos y Evolutivos
1.1. Elementos B´ asicos de la Teor´ ıa de Juegos No-
Cooperativos
1.1.1. Conceptos B´ asicos
Un juego no-cooperativo se compone de un conjunto de jugadores, cada uno de los cuales
tiene a su disposici´ on un conjunto de acciones (o estrategias) entre las cuales debe elegir
una. As´ ı mismo, a cada jugador se le asigna un pago que depende de las estrategias
de todos los jugadores. El objetivo de cada jugador es elegir su estrategia de tal forma
que logre un pago m´ aximo. Dado que los pagos de todos los jugadores dependen de las
estrategias de todos los agentes, ´ este no es un problema de maximizaci´ on tradicional, y
debe buscarse una forma de analizar el problema que lo haga soluble (ver von Neumann
y Morgenstern (1944) y Nash (1950)). Formalicemos estas ideas:
Sea I = {1,...,n} el conjunto de jugadores, y para cada i ∈ I sea Si = {1,2,...,mi}
el conjunto de sus estrategias puras, donde mi ≥ 2. Representamos la h-´ esima estrategia
pura del jugador i por sih ∈ Si. El conjunto de conﬁguraciones de estrategias puras (o
conjunto de estrategias puras conjuntas) es el producto cartesiano S = S1×...×Sn de los
conjuntos de estrategias puras de todos los jugadores, y as´ ı, un elemento arbitrario de S
es una conﬁguraci´ on de estrategias puras. A cada conﬁguraci´ on de estrategias puras s ∈ S
y jugador i ∈ I, le asociamos un n´ umero real πi(s) que ser´ a el pago del jugador i cuando
el conjunto de jugadores elige la conﬁguraci´ on de estrategias puras s ∈ S. As´ ı se deﬁne
la funci´ on de pagos del jugador i, πi : S → R. La funci´ on π : S → Rn, que asigna a cada
conﬁguraci´ on de estrategias puras s ∈ S, el vector de pagos π(s) = (π1(s),...,πn(s)), la
llamaremos funci´ on conjunta de pagos.
Deﬁnici´ on 1.1 (Juego en Forma Estrat´ egica)
Sea I = {1,...,n}, para cada i ∈ I sea Si = {1,2,...,mi}, donde mi ≥ 2,
S =
 n
i=1 Si y π : S → Rn. Un juego (ﬁnito) en forma estrat´ egica (o normal) es una
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tripleta G = (I,S,π), donde interpretamos I como el conjunto de jugadores, Si como el
conjunto de estrategias puras del jugador i, y π : S → R como la funci´ on conjunta de
pagos.
Nota 1.1
Cuando el juego tiene dos jugadores, se acostumbra a presentar los pagos que recibe cada
jugador πi : S → R por medio de una matriz Ai = [ahk], donde ahk = πi(sih,sjk) para
i = 1,2, 1 ≤ h ≤ m1, 1 ≤ k ≤ m2. Si m1 = m2 = m decimos que el juegos es 2 × m.
Deﬁnici´ on 1.2 (Juego Sim´ etrico)
Sea G = (I,S,π) un juego 2×m en forma estrat´ egica, A1 y A2 las matrices que representan
los pagos de los jugadores 1 y 2 respectivamente. Si A1 = AT
2, entonces diremos que el
juego es un juego sim´ etrico. Si, adem´ as, A1 = A2, diremos que el juego es doble-sim´ etrico.












el simplex unitario mi − 1 dimensional. Una estrategia mixta para el jugador i es un
elemento xi ∈ ∆i, el cual asigna la probabilidad xih a la estrategia pura sih ∈ Si. Una
conﬁguraci´ on de estrategias mixtas es un vector x = (x1,...,xn) donde cada xi es la
estrategia mixta del jugador i = 1,...,n. El conjunto de estrategias mixtas del jugador i
es ∆i y el espacio de estrategias mixtas conjuntas es Θ = ∆1 × ... × ∆n.
Es inmediato que el conjunto de estrategias mixtas de cada jugador es no vac´ ıo, conve-
xo y compacto; y por lo tanto, el espacio de estrategias mixtas conjuntas Θ tambi´ en




,0,...,0); esto es, los vectores con valor 1 en la h-´ esima coordenada y
0 en las dem´ as. As´ ı, cada v´ ertice eh
i representar´ a, entonces, una estrategia mixta para el
jugador i, que asigna una probabilidad de 1 a su estrategia pura h. De esta manera, las
estrategias puras son s´ olo casos especiales de las estrategias mixtas.
Si suponemos que las distribuciones de los agentes son independientes, la probabilidad de
que se juegue una conﬁguraci´ on de estrategias puras particular s = (s1h1,...,snhn) ∈ S
cuando los jugadores eligen una conﬁguraci´ on de estrategias mixtas x ∈ Θ ser´ a el producto
de las probabilidades asociadas por cada jugador en su estrategia mixta xi ∈ ∆i a su





Por lo tanto, el valor esperado del pago al jugador i asociado a la conﬁguraci´ on de estra-
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Deﬁnici´ on 1.4 (Pago Esperado)
El pago esperado del jugador i de la conﬁguraci´ on de estrategias x es el valor ui(x) ∈ R











La funci´ on vectorial u(x) : Θ → Rn, deﬁnida por u(x) = (u1(x),...,un(x)), la llamaremos
la funci´ on conjunta de pagos en estrategias mixtas del juego.
Notemos que el pago esperado del jugador i es una funci´ on lineal de cada estrategia mixta
xj tomada por separado. Para ver esto, sea x−i = (x1,...,xi−1,xi+1,...,xn) el vector de
estrategias mixtas de los jugadores distintos de i. Entonces elegir sjk ∈ Sj, es equivalente
a elegir ek
j ∈ ∆j, por lo cual,
ui

















As´ ı, u(x) = (ui(x))
n
i=1 es una aplicaci´ on lineal en cada vector componente xj ∈ ∆j.
Podemos ahora dar una deﬁnici´ on alternativa de un juego en forma estrat´ egica y que, en
adelante, ser´ a la deﬁnici´ on de referencia a lo largo de este trabajo.
Deﬁnici´ on 1.5 (Juego en Forma Estrat´ egica)
Un juego en forma estrat´ egica (o normal) es una tripleta G = (I,Θ,u), donde
I = {1,...,n} es el conjunto de jugadores, Θ =
 n
i=1 ∆i es el espacio de estrategias
mixtas conjuntas y u : Θ → Rn = (ui(x))
n
i=1 es la funci´ on de pagos conjunta en estrate-
gias mixtas. Aqu´ ı, ∆i es el conjunto de estrategias mixtas del jugador i, y ui : Θ → R es
la funci´ on de pagos en estrategias mixtas del jugador i.
A continuaci´ on presentamos dos juegos en forma estrat´ egica bien conocidos dentro de
esta literatura, y que nos servir´ an de paradigmas a lo largo de este cap´ ıtulo para aclarar
diversos conceptos.
Ejemplo 1.1 (Dilema del Prisionero)
Supongamos que se han atrapado a dos ladrones. La polic´ ıa no tiene suﬁcientes pruebas
para encarcelarlos, por lo cual los a´ ısla e interroga separadamente, para evitar que los dos
ladrones acuerden en una coartada. La polic´ ıa les promete dejarlos en libertad y pagarles
una suma de dinero si dan pruebas para encarcelar al otro, siempre que ´ este no haga4 Cap´ ıtulo 1. Elementos B´ asicos de la Teor´ ıa de Juegos No-Cooperativos y Evolutivos
lo mismo. Si ninguno de los ladrones acusa al otro, ambos saldr´ an libres. Si uno acusa
al otro, y ´ este no hace lo mismo, el acusador saldr´ a libre y recibir´ a una recompensa de
$100, y el acusado deber´ a permanecer 3 meses en la c´ arcel. Si ambos acusan, cada uno
deber´ a permanecer 2 meses en la c´ arcel.
Esta situaci´ on se puede representar mediante un juego en el cual los jugadores son los dos
ladrones, I = {1,2}, y cada uno tiene dos estrategias: “cooperar” (C) con su compa˜ nero, o
“no cooperar” (NC) con su compa˜ nero; es decir, Si = {C,NC}. Supongamos que el pago
que recibe cada jugador i es πi(C,C) = 4, si ambos deciden cooperar, esto es, no acusar;
πi(C,NC) = 0, si el jugador i no acusa y el otro jugador s´ ı lo hace; πi(NC,C) = 5, si el
jugador i acusa y el otro no lo hace; y πi(NC,NC) = 3 si ambos acusan. As´ ı, el juego se
puede representar por:
[y] C NC
[x] C 4,4 0,5
NC 5,0 3,3
donde x es la probabilidad asignada por el jugador 1 (o ﬁla) a su estrategia pura C e y
es la probabilidad asignada por el jugador 2 (o columna) a su estrategia pura C.
Los pagos esperados de los dos jugadores vienen dados por
u1([x]C + [1 − x]NC,[y]C + [1 − y]NC) = (2y − 3)x + 2y + 3,
u2([x]C + [1 − x]NC,[y]C + [1 − y]NC) = (2x − 3)y + 2x + 3.





(2y − 3)x + 2y + 3,(2x − 3)y + 2x + 3
  
.









Ejemplo 1.2 (Juego de Coordinaci´ on)
Supongamos que I = {1,2}, Si = {I,D} para i = 1,2 y que
[y] I D
[x] I 10,10 0,0
D 0,0 1,1
donde x es la probabilidad de que el jugador 1 elija I e y de que lo haga el jugador 2. Los
pagos esperados de los jugadores vienen dados por
u1([x]I + [1 − x]D,[y]I + [1 − y]D) = (11y − 1)x + (1 − y)1.1. Elementos B´ asicos de la Teor´ ıa de Juegos No-Cooperativos 5
u2([x]I + [1 − x]D,[y]I + [1 − y]D) = (11x − 1)y + (1 − x),






(11y − 1)x + (1 − y),(11x − 1)y + (1 − x)
  
.











1.1.2. Soluci´ on de un Juego por Dominancia
Ya que hemos deﬁnido un juego, tanto en estrategias puras como en mixtas, la teor´ ıa
de juegos no-cooperativos cl´ asica busca los “principios-soluci´ on”que deﬁnen un compor-
tamiento racional y derivar de ´ estos las caracter´ ısticas generales de tal comportamiento
(von Neumann y Morgenstern, 1944). Para ello presentamos algunos principios-soluci´ on
que se han desarrollado para caracterizar lo que se considera son las “soluciones racionales
de un juego”.
Deﬁnici´ on 1.6 (Dominancia d´ ebil)
La estrategia yi ∈ ∆i domina d´ ebilmente a la estrategia xi ∈ ∆i si, y s´ olo si,
ui(yi,z−i) ≥ ui(xi,z−i) para todo z ∈ Θ, con desigualdad estricta para alg´ un z ∈ Θ.
Una estrategia xi no es dominada si no existe tal yi.
Deﬁnici´ on 1.7 (Dominancia estricta)
La estrategia yi ∈ ∆i domina estrictamente a la estrategia xi ∈ ∆i si, y s´ olo si,
ui(yi,z−i) > ui(xi,z−i) para todo z ∈ Θ.
Ejemplo 1.3
En el juego del dilema del prisionero, la estrategia NC domina estrictamente a la estrategia
C. En el juego de coordinaci´ on ninguna de las estrategias es dominada. N
Si en el juego G un jugador tiene una estrategia estrictamente dominada, podemos supo-
ner que si ´ este es racional, no deber´ ıa elegir estrategias dominadas estrictamente, as´ ı que
podemos eliminarla obteniendo el juego restringido G1. Si en este nuevo juego existe otro
jugador con una estrategia estrictamente dominada, tambi´ en podemos eliminarla obte-
niendo un nuevo juego G2. Siguiendo de esta manera hasta que no sobrevivan estrategias
estrictamente dominadas, obtenemos un juego Gl el cual tiene un conjunto de perﬁles de
estrategias puras factibles SD ⊆ S.
Deﬁnici´ on 1.8 (Soluci´ on por eliminaci´ on iterada de estrategias dominadas)
Diremos que un juego es soluble por eliminaci´ on iterada de estrategias estrictamente do-
minadas, si despu´ es de eliminar iteradamente las estrategias estrictamente dominadas, el
espacio de estrategias puras factibles SD tiene un ´ unico elemento.6 Cap´ ıtulo 1. Elementos B´ asicos de la Teor´ ıa de Juegos No-Cooperativos y Evolutivos
Ejemplo 1.4
En el dilema del prisionero, vemos que la estrategia NC domina estrictamente a la estra-
tegia C para i = 1,2. As´ ı, despu´ es de la eliminaci´ on iterada de estrategias estrictamente
dominadas, tenemos que SD = {(NC,NC)}. Esto implica que si los agentes son “racio-
nales”, podemos esperar que cada uno elija la estrategia NC, obteniendo as´ ı cada uno un
pago de 3. Observemos que si ambos jugadores elegiesen C, ambos obtendr´ ıan un pago
mayor.1 N
La desventaja de este m´ etodo de soluci´ on es que no es aplicable en general para la de-
terminaci´ on del resultado de un juego, ya que no en todos los juegos existen estrategias
estrictamente dominadas (por ejemplo, en el juego de coordinaci´ on), y no en todos se
tiene que SD sea un conjunto unitario.
1.1.3. Existencia de los Equilibrios de Nash
Un m´ etodo alternativo de soluci´ on fue propuesto por Nash (1950) y est´ a basado en la idea
de que cada jugador elige ,como su estrategia, aqu´ ella que le asegure el mejor resultado
dadas las acciones de los dem´ as jugadores.
Deﬁnici´ on 1.9 (Correspondencia de Mejor-Respuesta)
La correspondencia de mejor respuesta pura del jugador i, βi : Θ → Si, es la aplicaci´ on
que a cada y ∈ Θ le asigna el conjunto (ﬁnito) no vac´ ıo
βi(y) = {h ∈ Si | ui(e
h
i ,y−i) ≥ ui(e
k
i,y−i) ∀k ∈ Si} (1.5)
de estrategias puras.
Dado que toda estrategia mixta xi ∈ ∆i es una combinaci´ on convexa de estrategias puras,
y que ui(xi,y−i) es lineal en xi, ninguna estrategia mixta xi ∈ ∆i puede generarle al
jugador i un pago superior, dado la conﬁguraci´ on y ∈ Θ, que cualquier mejor-respuesta




















Esto demuestra el siguiente lema.
Lema 1.10
Toda estrategia mixta xi ∈ ∆i le genera un menor pago al jugador i frente a la conﬁgu-
raci´ on de estrategias mixtas y ∈ Θ que una mejor-respuesta pura h ∈ βi(y).
Este resultado nos permite caracterizar el conjunto de mejores respuestas puras del juga-
dor i como
βi(y) = {h ∈ Si | ui(e
h
i ,y−i) ≥ ui(xi,y−i) ∀x ∈ ∆i}. (1.7)
1Este es un excelente ejemplo para mostrar que la b´ usqueda del m´ aximo bienestar propio puede llevar
a situaciones sub´ optimas a nivel social.1.1. Elementos B´ asicos de la Teor´ ıa de Juegos No-Cooperativos 7
Deﬁnici´ on 1.11 (Correspondencia de Mejor-Respuesta)
La correspondencia de mejor respuesta mixta del jugador i, ˜ βi : Θ → P(∆i), es la aplica-
ci´ on que a cada y ∈ Θ le asigna el conjunto
˜ βi(y) = {xi ∈ ∆i | ui(xi,y−i) ≥ ui(zi,y−i) ∀zi ∈ ∆i}. (1.8)
Tenemos que ˜ βi(y) ⊆ ∆i es no vac´ ıo, convexo y cerrado (y, por lo tanto, compacto). Este
resultado se sigue de la linealidad de las funciones de pagos esperados.
La correspondencia combinada de mejor respuesta pura del juego, β : Θ → P(S), est´ a de-
ﬁnida como la aplicaci´ on que a cada y ∈ Θ le asigna el producto cartesiano de las corres-




βi(y) ⊆ S, (1.9)
y de manera similar deﬁnimos la correspondencia combinada de mejor respuesta mixta




˜ βi(y) ⊆ Θ. (1.10)
Ejemplo 1.5
En el dilema del prisionero las correspondencias de mejor respuesta son:
β1(y) = ˜ β1(y) =

    
    
0 si y ≤
3
2
1 si y >
3
2
β2(x) = ˜ β2(x) =

    
    
0 si x ≤
3
2










Figura 1.1: Correspondencias de mejor respuesta del Dilema del Prisionero.8 Cap´ ıtulo 1. Elementos B´ asicos de la Teor´ ıa de Juegos No-Cooperativos y Evolutivos
y en el juego de coordinaci´ on
β1(y) =

          
          
0 si y <
1
11
0 ´ o 1 si y =
1
11





          
          
0 si x <
1
11
0 ´ o 1 si x =
1
11





          
          
0 si y <
1
11
[0,1] si y =
1
11





          
          
0 si x <
1
11
[0,1] si x =
1
11















Figura 1.2: Correspondencias de mejor respuesta en el juego de coordinaci´ on.
Teorema 1.12
Si y ∈ Θ y C(xi) = {h ∈ Si | xih > 0} es el soporte de xi, entonces
xi ∈ ˜ βi(y) ⇐⇒ C(xi) ⊆ β(y).1.1. Elementos B´ asicos de la Teor´ ıa de Juegos No-Cooperativos 9
Demostraci´ on
Supongamos que xi ∈ ˜ βi(y), entonces para todo zi ∈ ∆i:
ui(zi,y−i) ≤ ui(xi,y−i) ≤ ui(e
k
i,y−i)
para todo k ∈ C(xi) y, por lo tanto, k ∈ βi(y). De forma similar, si C(xi) ⊆ β(y); luego,




para todo k ∈ C(xi), se tiene el resultado.
El siguiente teorema relaciona las estrategias dominadas con las mejores-respuestas:
Teorema 1.13
En todo juego estrat´ egico de n jugadores:
i.) si ∈ Si no es estrictamente dominada si, y s´ olo si, si ∈ βi(y) para alg´ un y ∈ Θ.
ii.) si ∈ Si no es dominada si, y s´ olo si, si ∈ βi(y) para alg´ un y ∈ int(Θ).
Demostraci´ on
i.) Supongamos que si ∈ Si no es estrictamente dominada; es decir, que para todo ti ∈ Si
existe un y ∈ Θ tal que u(es
i,y−i) ≥ u(et
i,y−i). Pero esto implica que si ∈ βi(y). De
forma similar, si si ∈ βi(y), entonces si no es estrictamente dominada.
ii.) Supongamos que si ∈ Si no es dominada, entonces para todo t∈Si existe y ∈ Θ tal
que u(es
i,y−i) ≥ u(et
i,y−i). Si y / ∈ intΘ, deﬁnamos ˆ yi = λes
i +(1−λ)et
i de tal manera
que u(es
i,y−i) = u(ˆ yi,y−i). As´ ı, (ˆ yi,y−i) ∈ int(Θ) y si ∈ β((ˆ yi,y−i)). La implicaci´ on
contraria se tiene directamente de la deﬁnici´ on de mejor-respuesta.
Utilizando el concepto de mejor-respuesta podemos ahora deﬁnir, lo que puede conside-
rarse como la noci´ on m´ as importante en toda la teor´ ıa de juegos no-cooperativos cl´ asica:
el concepto de equilibrio de Nash (Nash, 1950).
Deﬁnici´ on 1.14 (Equilibrio de Nash)
x ∈ Θ es un equilibrio de Nash si, y s´ olo si, x ∈ ˜ β(x); esto es, si x es una mejor-respuesta
a s´ ı misma.
Aunque no es dif´ ıcil encontrar ejemplos donde no existe un equilibrio de Nash en estra-
tegias puras, para el caso de estrategias mixtas tenemos el siguiente resultado, el cual es
fundamental en la teor´ ıa de juegos no-cooperativos:
Teorema 1.15 (Existencia de los Equilibrios de Nash (1950))
Sea ΘNE el conjunto de equilibrios de Nash en estrategias mixtas. Entonces para todo
juego ﬁnito G, ΘNE  = ∅.10 Cap´ ıtulo 1. Elementos B´ asicos de la Teor´ ıa de Juegos No-Cooperativos y Evolutivos
Para la demostraci´ on de este teorema necesitamos el siguiente resultado. De hecho, es claro
de la deﬁnici´ on 1.14 que un equilibrio de Nash es un punto ﬁjo de la correspondencia de
mejor respuesta.
Teorema 1.16 (Punto Fijo de Kakutani)
Sea A ⊆ Rn un conjunto no vac´ ıo, convexo y compacto, y sea
f : A → P(A) una correspondencia superiormente semicontinua de A en partes de A,
P(A),2 con la propiedad de que el conjunto f(x) ⊆ A es no vac´ ıo y convexo para todo
x ∈ A. Entonces f( ) tiene un punto ﬁjo, esto es, existe x ∈ A tal que x ∈ f(x).
Utilizando el Teorema de Kakutani demostramos el Teorema de Nash.
Demostraci´ on
Para la demostraci´ on del teorema de Nash basta ver que Θ y ˜ β(y) cumplen las condiciones
del teorema de Kakutani. Es claro que ∆i es no vac´ ıo, convexo y compacto, as´ ı que, a
su vez Θ es no vac´ ıo, convexo y compacto. Por otro lado, tambi´ en hemos visto que ˜ βi(y)
es no vac´ ıo, convexo, cerrado y compacto (p.7), de manera que ˜ β(y) tambi´ en posee estas
caracter´ ısticas. Por ´ ultimo, para ver que ˜ β(y) es superiormente semicontinua, basta ver
que tiene un grafo cerrado; esto es, que dadas dos sucesiones cualesquiera {xm} y {ym}
tales que xm → x ∈ Θ y ym → y ∈ Θ y ym ∈ ˜ β(xm), entonces y ∈ ˜ β(x). Pero por
la linealidad de las funciones de pagos esperados con respecto a cada componente xi,
tenemos que para cada i











de manera que y ∈ ˜ β(x).
Ejemplo 1.6
El conjunto de equilibrios de Nash del Dilema del Prisionero es un conjunto unitario:
Θ
NE = {((0,1),(0,1))};















Aplicando el Teorema 1.12 obtenemos:
Teorema 1.17
x ∈ Θ es un equilibrio de Nash si, y s´ olo si, C(x) ⊆ β(x).
2Recordemos que una correspondencia ϕ : S → P(T) es semi-continua superiormente en un punto
s ∈ S si cuando sn → s y tn → t con tn ∈ ϕ(sn), entonces t ∈ ϕ(s) (ver Aliprantis y Border (1994), pp.

























Figura 1.4: Equilibrios de Nash en el juego de coordinaci´ on.
El teorema de Nash demuestra que el concepto de equilibrio de Nash es muy poderoso para
encontrar posibles soluciones racionales a diferentes juegos. A diferencia del m´ etodo de
eliminaci´ on iterada de estrategias estrictamente dominadas, siempre es posible encontrar
un equilibrio de Nash de un juego. Este concepto soluci´ on tiene varias caracter´ ısticas
que lo hacen muy interesante. Por ejemplo, por el Teorema 1.13, si x ∈ ΘNE, xi no
es estrictamente dominada para ning´ un jugador, es decir, que todo equilibrio de Nash
sobrevive al proceso de eliminaci´ on iterada de estrategias estrictamente dominadas. M´ as
a´ un, el hecho de que un equilibrio de Nash sea una mejor respuesta a s´ ı misma, hace que,
bajo el criterio de racionalidad, todo concepto soluci´ on, deber ser un equilibrio de Nash
(Harsanyi y Selten, 1988; van Damme, 1996).
Sin embargo, el concepto de equilibrio de Nash genera ahora un nuevo problema,3 y es
el de la multiplicidad de equilibrios de Nash, como lo muestra el ejemplo del juego de
3Este s´ olo es uno de los problemas te´ oricos que presenta el concepto de equilibrio de Nash. Harsanyi
y Selten (1988) presentan otros problemas que presenta el concepto.12 Cap´ ıtulo 1. Elementos B´ asicos de la Teor´ ıa de Juegos No-Cooperativos y Evolutivos
coordinaci´ on. Supongamos que dos jugadores que se van a enfrentar en el juego de coordi-
naci´ on contratan cada uno a un te´ orico de juegos para que les asesore, y ´ estos les explican
a cada uno por aparte que la soluci´ on racional al juego (en estrategias puras) es (I,I)
o (D,D). Ahora cada jugador tiene exactamente el mismo problema que antes, ya que
debe coordinar (sin ning´ un tipo de comunicaci´ on) con el otro jugador en el equilibrio a
elegir. Pero ya no puede recurrir a la teor´ ıa para que resuelva el problema, puesto que
para la teor´ ıa, ambos equilibrios son “correctos”. As´ ı, la recomendaci´ on de jugar I (o D)
no es sustentable para ninguno de los dos jugadores, ya que si el otro se comporta de
forma diferente, entonces no es ´ optimo para ese jugador elegir tal estrategia. Por lo tanto,
la multiplicidad de equilibrios genera el problema te´ orico de decidir entre ellos, es decir
genera el problema de selecci´ on de equilibrios: Dados diferentes equilibrios de Nash, ¿es
posible elegir alguno que sea m´ as razonable (o factible) desde el punto de vista te´ orico que
otro? Esto es, ¿existe alguna raz´ on para que jugadores racionales, que juegan de manera
no-cooperativa, coordinen en la escogencia del equilibrio de Nash a jugarse? M´ as a´ un,
existe alguna raz´ on te´ orica que lleve a asignar una mayor probabilidad a la ocurrencia de
un equilibrio de Nash por encima de otro? Para dar respuesta a estas preguntas los investi-
gadores en teor´ ıa de juegos han elegido, fundamentalmente, dos caminos: los reﬁnamientos
del concepto de equilibrio de Nash y los juegos evolutivos. La literatura de reﬁnamientos
ha impuesto mayores hip´ otesis sobre el nivel de racionalidad de los agentes, con el obje-
to de hacer no-factibles algunos de los equilibrios de Nash, y as´ ı poder elegir alguno de
´ estos. Por otro lado, los juegos evolutivos descartan del todo la hip´ otesis de racionalidad
de los agentes y modelan la soluci´ on del juego por medio de din´ amicas evolutivas. Dado
que nuestro inter´ es se centrar´ a en los juegos evolutivos, ofreceremos enseguida una breve
presentaci´ on de la teor´ ıa tradicional de juegos evolutivos, centrada en los conceptos de
estrategia evolutivamente estable y de la din´ amica del replicador.4
1.2. Elementos de la Teor´ ıa de Juegos Evolutivos Tra-
dicional
1.2.1. Conceptos B´ asicos
En este cap´ ıtulo presentamos algunos elementos centrales de la teor´ ıa de juegos evoluti-
vos basada en los conceptos de evoluci´ on propuestos por la biolog´ ıa. La teor´ ıa de juegos
evolutivos trata de analizar cu´ ales de las estrategias del juego sobrevivir´ an a la “presi´ on
evolutiva”. Para esto, se han desarrollado varios conceptos que permiten el an´ alisis uti-
lizando dos mecanismos que la literatura sobre evoluci´ on identiﬁca que en todo proceso
evolutivo: el mecanismo de mutaci´ on y el mecanismo de selecci´ on (Dosi y Nelson, 1994).
En esta direcci´ on, presentamos a continuaci´ on los conceptos de estrategia evolutivamente
estable y equilibrio evolutivo, que son los dos conceptos m´ as importantes en teor´ ıa de
4No haremos una presentaci´ on de la literatura de reﬁnamientos. El lector interesado se puede dirigir
a van Damme (1996, c´ ap.1), a Samuelson (1997, c´ ap.1) o a Weibull (1995, c´ ap.1).1.2. Elementos de la Teor´ ıa de Juegos Evolutivos Tradicional 13
juegos evolutivos tradicional, y que fueron el fundamento de la selecci´ on de equilibrios de
Nash, desde el punto de vista no-racional, hasta comienzos de los a˜ nos 1990’s.
Sea I = {1,...,n} el conjunto de poblaciones, donde cada poblaci´ on i tiene un n´ umero Ni
de individuos. Adem´ as, sea Si = {1,...,mi}, con mi ≥ 2, el conjunto de tipos de individuos
de la poblaci´ on i, donde cada poblaci´ on i ∈ I tiene un n´ umero Nih de individuos del tipo
h ∈ Si.
Deﬁnici´ on 1.18 (Estado de la poblaci´ on)
El estado de la poblaci´ on i (o estrategia poblacional de la poblaci´ on i) es el vector
xi = (xi1,...,ximi), donde cada xih =
Nih
Ni es la fracci´ on de individuos del tipo h en
la poblaci´ on i. El estado conjunto de las poblaciones (o la estrategia poblacional conjunta)
es el vector x = (x1,...,xn), donde cada xi es el estado de la poblaci´ on i.
Es inmediato, que xi ∈ ∆i y x ∈ Θ, donde ∆i y Θ son los conjuntos deﬁnidos en el cap´ ıtulo
anterior. Sin embargo, y a menos que todas las poblaciones se puedan representar por un
continuo de individuos, no toda estrategia mixta de un juego no-cooperativo es similar a
alguna estrategia de un juego evolutivo.
En cada periodo de tiempo, los individuos de la poblaci´ on i interact´ uan con individuos de
otras poblaciones j ∈ I, donde j  = i. Esta interacci´ on se realiza de la siguiente manera:
un individuo de cada poblaci´ on i, i = 1,...,n, es asignado aleatoriamente a un grupo de n
jugadores. Como cada individuo puede ser caracterizado por su tipo y por la poblaci´ on de
la cual fue elegido, podemos representar al grupo de n individuos por s = (s1h1,...,snhn),
donde cada sihi ∈ Si representa el jugador tipo h elegido de la poblaci´ on i. Cada grupo
s ∈ S =
 n
i=1 Si juega un juego en forma estrat´ egica llamado juego de etapa, el cual asigna
al individuo tipo h de la poblaci´ on i el pago πih.
Deﬁnici´ on 1.19 (Pago esperados)
Supongamos que cada individuo en cada poblaci´ on tiene la misma probabilidad de ser ele-
gido para conformar un grupo. La probabilidad de que se conforme un grupo
















La funci´ on conjunta de pagos esperados u : Θ ∈ Rnm, donde m =
 
i mi, es la funci´ on
deﬁnida por u(x) = (u11(x),u12(x),...,unmn(x)).14 Cap´ ıtulo 1. Elementos B´ asicos de la Teor´ ıa de Juegos No-Cooperativos y Evolutivos
En un juego evolutivo cada individuo tipo h en la poblaci´ on i “elige”una estrategia (que
puede ser mixta) del juego de etapa. Sin embargo, y a diferencia de los juegos cl´ asicos, el
individuo no elige su estrategia maximizando su pago esperado uih(x), sino que elige una
estrategia que le ha sido programada, sin importar si ´ esta es ´ optima o no. Dado que el
conjunto de estrategias mixtas es no-contable, mientras que el conjunto de tipos dentro
de una poblaci´ on es ﬁnito, supondremos que cada tipo de individuo es identiﬁcado con
una ´ unica estrategia pura del juego de etapa.5 As´ ı, un individuo tipo h en la poblaci´ on i
lo podemos notar por sih.
Deﬁnici´ on 1.20 (Juego evolutivo (tradicional))
Un juego evolutivo es una tripleta Ge = (I,Θ,u), donde I = {1,...,n} es el conjunto de
poblaciones, Θ =
 n
i=1 ∆i es el conjunto de estrategias poblacionales conjuntas, y u( ) es
la funci´ on conjunta de pagos esperados.
Vemos que con esta presentaci´ on, no existe diferencia entre el juego de etapa (un juego
no-cooperativo en forma estrat´ egica) y el juego evolutivo per se. Por lo tanto, un concepto-
soluci´ on (equilibrio) del juego evolutivo debe tener una interpretaci´ on directa en un juego
en forma estrat´ egica.
1.2.2. Estrategias Evolutivamente Estables
En lo que sigue nos concentraremos en juegos evolutivos sim´ etricos 2 × n; esto es, en
juegos donde I = {1,2}, Si = {1,2,...,n}, S1 = S2, Θ = ∆2 y π1(s1h,s2k) = π2(s1k,s2h).
Esta especiﬁcaci´ on hace que, b´ asicamente, se trate de un juego donde los individuos de
una poblaci´ on juegan contra individuos de su misma poblaci´ on. Por esta raz´ on, podemos
eliminar el sub´ ındice que identiﬁca la poblaci´ on a la que pertenece el individuo. Bajo estos
supuestos tenemos que si x,y ∈ ∆, y A es la matriz que resume los pagos de la poblaci´ on,
entonces u(x,y) = x′Ay = y′A′x = u(y,x).
Deﬁnici´ on 1.21 (Estrategia Evolutivamente Estable)
x ∈ ∆ es una estrategia evolutivamente estable (ESS) si, y s´ olo si, para toda estrategia
y  = x con y ∈ ∆, existe ǫy ∈ (0,1) tal que para todo ǫ ∈ (0,ǫy)
u(x,ǫy + (1 − ǫ)x) > u(y,ǫy + (1 − ǫ)x). (1.14)
Si x es ESS, notamos x ∈ ∆ESS.
La deﬁnici´ on de ESS intenta capturar la idea de cu´ ando una estrategia x ∈ ∆ en la
poblaci´ on puede ser “invadida”por una estrategia mutante y ∈ ∆, si el estado poblacio-
nal se aleja un poco de x y se acerca a y. Esto es, se trata de medir la “capacidad de
supervivencia”de una estrategia que se enfrenta a una ´ unica mutaci´ on.
Una forma equivalente de deﬁnir una ESS es la siguiente:
5Autores como Weibull (1995) presentan los juegos evolutivos permitiendo que se identiﬁque un tipo
de jugador con una estrategia mixta. Sin embargo, no dan una explicaci´ on de c´ omo o por qu´ e, del conjunto
de estrategias mixtas, s´ olo un conjunto ﬁnito es relevante.1.2. Elementos de la Teor´ ıa de Juegos Evolutivos Tradicional 15
Teorema 1.22
x ∈ ∆ESS si, y s´ olo si,
u(x,x) ≥ u(y,x), ∀y ∈ ∆, (1.15)
u(x,x) = u(y,x) =⇒ u(x,y) > u(y,y), ∀y  = x. (1.16)
As´ ı, si x ∈ ∆ESS, entonces debe ser mejor respuesta a s´ ı misma que cualquier otra estra-
tegia y ∈ ∆. Pero si y ∈ ∆ es mejor respuesta a x, entonces x debe lograr un mayor pago
contra y que y misma.
Corolario 1.23
Si x ∈ ∆ESS, entonces (x,x) ∈ ΘNE; esto es, ∆ESS ⊆ ∆NE.
Aunque todo ESS es un equilibrio de Nash, lo converso s´ olo se tiene para los equilibrios
de Nash estrictos, esto es, aquellos que cumplen ˜ β(x) = {x}:
Teorema 1.24
Todo equilibrio de Nash estricto es un ESS.
Ejemplo 1.7
En el Dilema del Prisionero,
[y] C NC
[x] C 4,4 0,5
NC 5,0 3,3
dado que NC domina estrictamente a C, tenemos que x = (0,1) ∈ ∆ESS, ya que
˜ β((0,1)) = {(0,1)}.
En el juego de coordinaci´ on,
[y] I D
[x] I 10,10 0,0
D 0,0 1,1
las estrategias puras I y D, que en t´ erminos de estrategias mixtas son e1 = (1,0),
e2 = (0,1), son cada una la ´ unica mejor respuesta a s´ ı mismas y, por lo tanto, son
ESS. Estos dos ejemplos nos muestran que soluciones socialmente sub´ optimas pueden ser
evolutivamente estables. N
Teorema 1.25
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Es decir, el concepto de estrategia evolutivamente estable permite eliminar del conjunto
de soluciones de un juego estrat´ egico, aquellos equilibrios de Nash que no son estrictos
´ o que son d´ ebilmente dominados.
Nota 1.2
Vemos que el concepto de estrategia evolutivamente estable tiene una connotaci´ on de un
mecanismo de selecci´ on darwiniano. La idea de la ESS es que estrategias poblacionales
que logran sobrevivir a un shock poblacional, representado por una mutaci´ on peque˜ na en
las estrategias, son estables evolutivamente, donde las posibilidades de sobrevivencia se
miden en t´ erminos de pagos esperados. Sin embargo, esta din´ amica no es expl´ ıcita en el
modelo, raz´ on por la cual en la literatura se ha introducido el concepto de la din´ amica
del replicador para describir la evoluci´ on de los diferentes tipos de individuos dentro de
la poblaci´ on en t´ erminos de sus pagos esperados.
1.2.3. Din´ amica del Replicador
La teor´ ıa de juegos ha aplicado la idea darwiniana de mecanismo de selecci´ on bas´ andose
en la idea de que aquellas estrategias que logran un mejor resultado frente a sus “compe-
tidoras”se multiplicar´ an dentro de la poblaci´ on con base a la din´ amica del replicador.
Deﬁnici´ on 1.26 (Din´ amica del Replicador)
Al sistema din´ amico
˙ xh = xh(u(e
h,x) − u(x,x)), (1.17)
se le llama din´ amica del replicador. Aqu´ ı, ˙ xi es la variaci´ on temporal (derivada con respecto
al tiempo) de la participaci´ on del tipo i en la poblaci´ on.6
La din´ amica del replicador representa un mecanismo de selecci´ on darwiniano determin´ ısti-
co, donde las poblaciones no est´ an sujetas a ninguna mutaci´ on. Esta din´ amica permite
introducir el siguiente concepto de estabilidad evolutiva.
Deﬁnici´ on 1.27 (Equilibrio Evolutivo)
La estrategia poblacional x∗ ∈ ∆ es un equilibrio evolutivo si, y s´ olo si, es un estado








∗)) = 0 (1.18)





Notaremos al conjunto de equilibrios evolutivos por ∆EE.
6Recordemos que hemos asumido juegos evolutivos sim´ etricos 2 × n, por lo cual hemos eliminado el
sub´ ındice que identiﬁca a la poblaci´ on, y hemos dejado ´ unicamente el sub´ ındice que identiﬁca al tipo.1.2. Elementos de la Teor´ ıa de Juegos Evolutivos Tradicional 17
Ejemplo 1.8
En el Dilema del Prisionero u(e1,x) = 4x1, u(e2,x) = 3 + 2x1 y u(x,x) = 2x2
1 − x1 + 3.
Por lo tanto, la din´ amica del replicador viene dada por7
˙ x1 = x1(x1 − 1)(3 − 2x1).
Los estados estacionarios de esta din´ amica son x1 = 0, x1 = 1 y x1 = 3
2. De estos estados
estacionarios, ´ unicamente son factibles para el juego los primeros dos, y ´ unicamente el
primero, (x1,1 − x1) = (0,1), es un equilibrio evolutivo. As´ ı, ∆EE = {(0,1)}.
Ejemplo 1.9
En el Juego de Coordinaci´ on se tiene que u(e1,x) = 10x1, u(e2,x) = 1 − x1 y
u(x,x) = 10x2
1 + (1 − x1)2. As´ ı, la din´ amica del replicador es
˙ x1 = x1(x1 − 1)(1 − 11x1).
Los estados estacionarios de esta din´ amica son x1 = 0, x1 = 1
11 y x1 = 1. De estos estados
estacionarios, ´ unicamente (x1,1 − x1) = (0,1) y (x1,1 − x1) = (1,0) son equilibrios
evolutivos. Entonces ∆EE = {(0,1),(1,0)}.
Teorema 1.28
i.) Si x ∈ ∆ESS, entonces x ∈ ∆EE.
ii.) Si x ∈ ∆EE, entonces (x,x) ∈ ΘNE.
iii.) Si (x,x) ∈ ΘNE, entonces x ∈ ∆s, donde ∆s es el conjunto de estado estacionarios
de la din´ amica del replicador.
Vemos que tanto las ESS como los equilibrios evolutivos permiten seleccionar ciertos
equilibrios de Nash por medio de ideas evolutivas, haciendo que ´ estos se puedan considerar
m´ as probables como resultado de un juego. Sin embargo, ambos conceptos son limitados
en el sentido de que las ESS carecen de un mecanismo de selecci´ on expl´ ıcito y s´ olo est´ an
expuestas a una ´ unica mutaci´ on. Por otro lado, los equilibrios evolutivos son el resultado
de un mecanismo de selecci´ on expl´ ıcito, pero no est´ an sujetos a mutaciones de ninguna
clase.
As´ ı mismo, el uso de la din´ amica del replicador se ha criticado entre otros, por el hecho
de que los equilibrios evolutivos que se alcanzan dependen de las condiciones iniciales,
lo que se denomina dependencia temporal (o path dependence); y, por el hecho de que,
aunque esta din´ amica puede tener mucho sentido en aplicaciones biol´ ogicas, no parece
suceder lo mismo en econom´ ıa y otras ciencias sociales. Esto ha hecho que se generalice
el concepto soluci´ on en los juegos utilizando los equilibrios evolutivos estoc´ asticamente
estables (Foster y Young, 1990; Kandori, Mailath, y Rob, 1993; Young, 1993, 1996, 1998).
7Dado que es un juego donde s´ olo hay dos tipos de individuos y
 
h xh = 1, podemos analizarlo
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Estas deﬁciencias de la teor´ ıa de juegos evolutivos tradicional requieren adem´ as, como
veremos m´ as adelante, de una nueva deﬁnici´ on de juego evolutivo que permita analizar
situaciones en las que existan varias mutaciones y diversas din´ amicas de selecci´ on, las
cuales se presenten y estudien de forma expl´ ıcita. En el siguiente cap´ ıtulo abordamos la
construcci´ on de una de teor´ ıa de juegos evolutivos general, que no tenga las deﬁciencias
mencionadas. Una vez hecho esto, estudiaremos los modelos de de aspiraci´ on e imitaci´ on,
KMR y de convenciones que est´ an basados en este tipo de an´ alisis.Cap´ ıtulo 2.
Algunos Aportes a la Teor´ ıa de
Juegos Evolutivos Markovianos
Ya vimos en el cap´ ıtulo 1.2. los principios de la teor´ ıa de juegos evolutivos tradicional.
Vimos que los conceptos fundamentales de esta teor´ ıa, las estrategias evolutivamente es-
tables y los equilibrios evolutivos, presentan deﬁciencias, ya que no permiten analizar
situaciones en las que interact´ uan el mecanismo de selecci´ on y el de mutaci´ on de tal
forma que representen un modelo verdaderamente evolutivo. As´ ı mismo, vimos que la de-
ﬁnici´ on de juego evolutivo es una simple reinterpretaci´ on de la deﬁnici´ on de un juego en
forma estrat´ egica. Y aunque esta deﬁnici´ on ha servido para realizar an´ alisis en la teor´ ıa
tradicional, especialmente en el caso est´ atico de las estrategias evolutivamente estables,
no parece estar bien adaptada para el an´ alisis estoc´ astico y din´ amico que caracteriza el
an´ alisis evolutivo. En este cap´ ıtulo proponemos una deﬁnici´ on de juego evolutivo que cree-
mos puede utilizarse para ampliar nuestro actual conocimiento de los procesos evolutivos,
y que aplicaremos para demostrar c´ omo puede seleccionarse por medio de un proceso
evolutivo alguno de los equilibrios de un juego; es decir, vamos a abordar el problema de
selecci´ on de equilibrios que fue presentado en el cap´ ıtulo 1.1.. Aunque esto nos permi-
tir´ a aclarar los problemas inherentes a este an´ alisis, as´ ı como los las preguntas que aun no
se han abordado, este trabajo es preliminar y, por lo tanto, no pretende ser exhaustivo,
por el contrario pretendemos aclarar el tipo de preguntas que creemos deben ser estudia-
das y que por el momento, a lo m´ as, tienen una respuesta parcial. Aunque la selecci´ on
de equilibrios es el tema central al que haremos referencia, creemos, sin embargo, que
esta teor´ ıa tambi´ en podr´ ıa tener aplicabilidad en el estudio de procesos evolutivos m´ as
generales, como aquellos planteados por la teor´ ıa econ´ omica evolutiva, la cual ha visto
un resurgir en los ´ ultimos a˜ nos y se encuentra en una etapa de reciente matematizaci´ on
(Dosi y Nelson, 1994).
Como dijimos, nuestra principal inconformidad con la deﬁnici´ on tradicional de un juego
evolutivo, radica en el hecho de que no especiﬁca los mecanismos de mutaci´ on ni de
selecci´ on. ¡As´ ı, aunque dos situaciones te´ oricas est´ en sujetas a dos procesos evolutivos
completamente diferentes, si tienen el mismo juego de etapa, la teor´ ıa de juegos tradicional
los trata como el mismo juego! Esto hace que la deﬁnici´ on no capture los elementos
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estructurales de un juego, y esto hace que juegos que efectivamente son similares (aunque
no lo parezcan debido a diferencias en el juego de etapa) terminen analizandose de forma
diferente.
2.1. Deﬁnici´ on Alternativa
Sea N = {Ni}n
i=1 la familia de poblaciones, donde Ni es el n´ umero de individuos en la
poblaci´ on i. Para cada i = 1,...,n sea Ni = {1,...,Ni} el conjunto de individuos de
la poblaci´ on i, Ai = {1,...,mi} el conjunto de tipos en la poblaci´ on i, A =
 n
i=1 Ai el
conjunto poblacional de tipos (notamos m =
 n
i=1 mi), Nih es el n´ umero de individuos del
tipo h en la poblaci´ on i (as´ ı, Ni =
 mi
h=1 Nih), el vector si = (Nih)
mi
h=1 es el estado de la
poblaci´ on i, el conjunto de todos los estados de la poblaci´ on i es Si, el vector s = (si)n
i=1
es el estado poblacional y S =
 n
i=1 Si es el conjunto de todos los estados poblacionales.
Con esto, podemos entonces establecer las siguientes deﬁniciones:
Deﬁnici´ on 2.1 (Estructura Poblacional)
Una estructura poblacional es una tripleta N = {N,A,S} donde N es la familia de pobla-
ciones, A es el conjunto poblacional de tipos y S es el conjunto de estados poblacionales.
Deﬁnici´ on 2.2 (Grupo de Jugadores)
Un grupo prototipo es un vector ¯ I = (ili)n
i=1 que establece el n´ umero de individuos li de
cada poblaci´ on i que har´ an parte de un grupo I de jugadores. Un grupo de jugadores I
es un conjunto de parejas ordenadas (i,h), que identiﬁcan un individuo del tipo h de la
poblaci´ on i, de tal forma que el n´ umero de individuos de cada poblaci´ on i es igual a li.
Notemos por lih el n´ umero de individuos del tipo h de la poblaci´ on i en el grupo I, y al
n´ umero total de jugadores por l. Claramente, li =
 
h∈Ai lih y l =
 n
i=1 li. El conjunto de
todos los posibles grupos de jugadores es I =
 n
i=1(Ni ×Ai)li. Asimismo, dado un grupo
de jugadores I notemos por I−(i,h) = I \ {(i,h)} al grupo de jugadores I sin el individuo
(i,h).
Deﬁnici´ on 2.3 (Juego de Etapa)





i es el conjunto poblacional de tipos del grupo prototipo y ¯ π : I → Rl es
la funci´ on de pagos del juego de etapa, donde ¯ π(I) = (¯ πi(I))i∈¯ I.
Deﬁnimos el pago del tipo h de la poblaci´ on i en el grupo I como ¯ πih(I) = ¯ πih((i,h),I−(i,h)).
Necesitamos ahora un m´ etodo para generar los grupos de jugadores que interactuar´ an en
el juego de etapa. Para ello deﬁnimos la siguiente funci´ on:
Deﬁnici´ on 2.4 (Funci´ on de Emparejamiento)
Una funci´ on de emparejamiento es una variable aleatoria E(s) : (Ω,F,P) → (I,σ(I))2.1. Deﬁnici´ on Alternativa 21
donde (Ω,F,P) es un espacio de probabilidad, I es el conjunto de todos los grupos
posibles y σ(I) es una σ-´ algebra de I. Notaremos por
PE(I,s) = P
 
{ω ∈ Ω | E(s,ω) = I}
 
s ∈ S, I ∈ I. (2.1)
Deﬁnimos adem´ as la funci´ on de emparejamiento Bernoulli (o est´ andar)
Ψ(s) : (Ω,F,P) → (I,σ(I)), mediante

















la cual es la medida de probabilidad que asigna una probabilidad ψ(I) al grupo I seg´ un
el n´ umero de individuos que existen de cada tipo en cada poblaci´ on, bajo el supuesto de
que todos los individuos tienen la misma probabilidad de ser elegidos para pertenecer al
grupo.1
A continuaci´ on introducimos los conceptos que nos permitir´ an medir la adaptaci´ on de los
diferentes tipos en las diferentes poblaciones a las condiciones evolutivas.
Deﬁnici´ on 2.5 (Pago Esperado)
El pago esperado del tipo h en la poblaci´ on i cuando las poblaciones est´ an en el estado

























i=1. Si la funci´ on de emparejamiento es la funci´ on Bernoulli, nota-
remos πih(s), πi(s) y π(s) respectivamente.
Utilizando este concepto, podemos deﬁnir las din´ amicas que regir´ an el comportamiento
de los diferentes tipos en las diferentes poblaciones a trav´ es del tiempo.
1La idea de este tipo de asignaci´ on probabil´ ıstica fue propuesta por Jakob Bernoulli y se conoce como
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Deﬁnici´ on 2.6 (Mecanismo de Selecci´ on o Din´ amica Darwiniana)
Sea T ⊆ R+; para cada t ∈ T sea Dt : (S × Λ,S ⊗ G,Q ⊗ R) → (S,S) una variable
aleatoria, donde (S × Λ,S ⊗ G,Q ⊗ R) es un espacio producto de probabilidad y S es la
σ-´ algebra de S generada por el proceso. Notamos para E ∈ S,
P(E) := Q ⊗ R
 
(s,λ) ∈ (S × Λ) | Dt(s,λ) ∈ E
 
.
El proceso estoc´ astico D = {Dt}t∈T es un mecanismo de selecci´ on o una din´ amica darwi-
niana cuando para cada s′ ∈ S se tiene que P(s′ = Dt(s, )) > 0 si, y s´ olo si:


























ih es el n´ umero de individuos del tipo h en la poblaci´ on i en el estado s′.
Esta deﬁnici´ on nos permite analizar situaciones donde el mecanismo de selecci´ on es alea-
torio o determin´ ıstico (como, por ejemplo, la “din´ amica del replicador”). Creemos que
utilizar procesos aleatorios es bastante m´ as ´ util, ya que permite la reaparici´ on de tipos
extintos, lo cual puede ser bastante normal en el an´ alisis en ciencias sociales o en ambientes
con aprendizaje.
Deﬁnici´ on 2.7 (Mecanismo de Mutaci´ on)
Un proceso estoc´ astico M = {Mt}t∈T, donde T ⊆ R+, y para cada t ∈ T tenemos que
Mt : (S×Λ,S⊗G,Q⊗R) → (S,S) es una variable aleatoria (donde (S×Λ,S⊗G,Q⊗R)
es el espacio de probabilidad deﬁnido anteriormente) es un mecanismo de mutaci´ on si, y









si P(s′ = Mt(s, )) > 0, donde P(E) := Q ⊗ R
 
(s,λ) ∈ (S × Λ) | Mt(s,λ) ∈ E
 
.
Diremos que el mecanismo de mutaci´ on es la identidad si existe λ0 ∈ Λ tal que
P(s = Mt(s,λ0)) = 1.
Notemos que la din´ amica darwiniana y el mecanismo de mutaci´ on utilizan el mismo
espacio de probabilidad (S × Λ,S ⊗ G,Q ⊗ R). Esto se debe a que un proceso evolutivo
requiere de la interacci´ on entre ambos procesos de una forma similar a la composici´ on de
procesos estoc´ asticos.2.1. Deﬁnici´ on Alternativa 23
Deﬁnici´ on 2.8 (Interacci´ on entre los Mecanismos de Selecci´ on y Mutaci´ on)
Sean D = {Dt}t∈T y M = {Mt}t∈T un mecanismo de selecci´ on y uno de mutaci´ on respecti-
vamente. Diremos que el mecanismo de mutaci´ on act´ ua sobre el mecanismo de selecci´ on si





. Por otro lado, diremos que el mecanismo de selecci´ on act´ ua sobre el
mecanismo de mutaci´ on si la variable aleatoria





mos al proceso estoc´ astico resultante como
(D ⊕ M) :=
 
(D ◦ M) si para cada t ∈ T el proceso env´ ıa (s,λ) → (Dt ◦ Mt)(s,λ)
(M ◦ D) si para cada t ∈ T el proceso env´ ıa (s,λ) → (Mt ◦ Dt)(s,λ)
.
Veamos que, en efecto, esta deﬁnici´ on est´ a bien planteada, es decir, que ciertamente para
cada t ∈ T tenemos que (Dt ⊕ Mt) es una variable aleatoria. Para ello supongamos que
(D ⊕ M) = (D ◦ M) y observemos que si para cada t ∈ T deﬁnimos la funci´ on






It es una funci´ on medible. En efecto, si A×B es un rect´ angulo medible en S ⊗G, enton-
ces I
−1
t (A × B) = M
−1
t (A) × B, lo cual es medible, ya que Mt es medible. Pero entonces
(Dt ◦ Mt) es la composici´ on de Dt e It y, por lo tanto, es medible.
Tenemos ahora los elementos que nos permiten deﬁnir de forma exacta un juego evolutivo.
Deﬁnici´ on 2.9 (Juego Evolutivo)




, donde N es
una estructura poblacional, Ge es un juego de etapa, T ⊆ R+, E es una funci´ on de
emparejamiento, D es una din´ amica darwiniana, M es un mecanismo de mutaci´ on y
(D ⊕ M) es la interacci´ on entre el mecanismo de mutaci´ on y de selecci´ on.




lo llamamos juego evolutivo est´ andar.
Vemos que cada juego evolutivo Γ genera un proceso estoc´ astico XΓ = {XΓ
t }t∈T al cual
denominamos el proceso generado por el juego Γ (o proceso asociado al juego Γ) y cuya
medida de probabilidad notamos P Γ. Claramente, XΓ = D ⊕ M.
Nota 2.1 (Generalizaciones)
Esta deﬁnici´ on de juego evolutivo abarca todos los modelos con poblaciones ﬁnitas y n´ ume-
ro ﬁnito de tipos, que representan la mayor´ ıa de la literatura. Se puede generalizar para
incluir los casos de un conjunto contable (no-ﬁnito) de poblaciones o un inﬁnito (contable
o no-contable) de individuos o un conjunto inﬁnito (contable o no-contable) de de tipos.
Sin embargo, estas generalizaciones pueden representar problemas conceptuales mayores
que los problemas matem´ aticos que representan. Mostramos los cambios que se requerir´ ıan
hacer para que la deﬁnici´ on cubra los casos anteriores bajo ciertas condiciones.
1. En el caso en que existe un conjunto contable (no ﬁnito) de poblaciones con un
conjunto ﬁnito de tipos y de individuos, debemos redeﬁnir N = {Ni}∞
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las condiciones donde i var´ ıa entre 1 y n, para dejar que i ∈ N. As´ ı, si el conjunto
de poblaciones es contable, basta deﬁnir N ⊆ N como el conjunto donde i toma sus
valores.
2. En el caso en que se tenga un conjunto inﬁnito contable de individuos en cada
poblaci´ on, debemos redeﬁnir Ni = N. Aunque a primera vista no parezca necesario,
tambi´ en debemos redeﬁnir el conjunto de estados poblacionales Si para poder deﬁnir
de forma plausible los mecanismos de selecci´ on y de mutaci´ on, es decir, para que
se cumplan condiciones an´ alogas a las ecuaciones (2.6) y (2.7). La soluci´ on a esto
parece ser deﬁnir Si = ∆mi con si = (sih)
mi
h=1 ∈ Si, donde sih representa el porcentaje
de la poblaci´ on i que est´ a en el estado h. As´ ı, las condiciones de las ecuaciones (2.6)









Tambi´ en es necesario redeﬁnir la funci´ on de emparejamiento Bernoulli as´ ı:
















3. En el caso de que se tenga un continuo de agentes con un conjunto ﬁnito de tipos,
redeﬁnimos el conjunto Ni = [0,Ni] y utilizamos el resto de cambios iguales a los
del punto 2.
4. En el caso en que se tiene un continuo de tipos, redeﬁnimos el conjunto de tipos
en la poblaci´ on i como Ai = [0,ai] para alg´ un ai > 0. Por otro lado, deﬁnimos
Nih = Ai → N ´ o sih = Ai → ∆ seg´ un si el n´ umero de individuos es contable o no.





















seg´ un sea el caso.
Existe una subclase de juegos evolutivos que ha sido ampliamente estudiada, a tal punto
que creemos que ha sido la ´ unica estudiada hasta el momento.2.1. Deﬁnici´ on Alternativa 25





un juego evolutivo y XΓ = {XΓ
t }t∈T el proceso
estoc´ astico generado por Γ. Diremos que Γ es un juego evolutivo markoviano si, y s´ olo si,
para todo t0,t0 + τ ∈ T y st ∈ S se tiene que
P
Γ(Xt0+τ = st0+τ | Xt = st, t ≤ t0) = P
Γ(Xt0+τ = st0+τ | Xt0 = st0).




que adem´ as sea marko-
viano lo denominamos un juego evolutivo markoviano est´ andar.
Bajo ciertas condiciones podemos garantizar que un juego evolutivo sea markoviano.
Teorema 2.11 (Condiciones para que un Juego sea Markoviano)




es markoviano si los procesos
D = {Dt}t∈T y M = {Mt}t∈T son independientes y se cumple alguna de las siguien-
tes condiciones:
i.) Ambos procesos son procesos de Markov.
ii.) M = {Mt}t∈T es un proceso de Markov y D = {Dt}t∈T es un proceso determin´ ıstico,




= 1 y el mecanismo de mutaci´ on
act´ ua sobre el mecanismo de selecci´ on.
iii.) D = {Dt}t∈T es un proceso de Markov y M = {Mt}t∈T es un proceso determin´ ıstico,




= 1 y el mecanismo de selecci´ on
act´ ua sobre el mecanismo de mutaci´ on.
Demostraci´ on
[Vamos a demostrar el caso i.) suponiendo que D ⊕ M = D ◦ M, los otros casos son
similares.] Para ver que XΓ = {XΓ
t }t∈T es un proceso de Markov basta notar que, bajo
nuestras hip´ otesis, los procesos {Dt}t∈T e {It}t∈T son independientes, ya que para cada
t ∈ T
P
Γ(Dt = s1 ∧ It = (s2,λ)) = P








Γ(Xt+1 = st+1 | Xt = st, Xt−1 = st−1,...) =
= P



















t+1,λt) = st+1 | Dt(s
′
t,λt−1) = st ∧ Mt(st−1,λt−1) = s
′
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Dt−1(s
′



















t+1,λt) = st+1 | Dt(Mt(st−1,λt−1),λt−1) = st,

























t+1,λt) = st+1 ∧ Mt+1(st,λt) = s
′
t+1 | Dt(Mt(st−1,λt−1),λt−1) = st)
= P
Γ(Xt+1 = st+1 | Xt = st).
En adelante supondremos que T ⊆ Z+, de tal forma que el proceso asociado a un juego
evolutivo markoviano es una cadena de Markov ﬁnita.
2.2. Caracterizaci´ on de la Distribuci´ on Estacionaria
de una Cadena de Markov
Introducimos a continuaci´ on algunos conceptos relacionados con el trabajo de Freindlin
y Wentzell (1998) sobre perturbaciones de sistemas din´ amicos estoc´ asticos, que nos per-
mitir´ a caracterizar la distribuci´ on estacionaria de ciertos tipos de cadenas de Markov.2
Estos resultados ser´ an de utilidad m´ as adelante cuando analicemos los equilibrios en los
juegos evolutivos markovianos.
La caracterizaci´ on que haremos de la distribuci´ on estacionaria est´ a basada en el concepto
de grafos dirigidos entre los diferentes estados en S.
Deﬁnici´ on 2.12 (T-Grafos)
Sean S = {1,...,n} y T ⊆ S, T  = ∅. Deﬁnimos un T-grafo como el conjunto de ﬂechas
j → i (o parejas ordenadas (j,i)), con j ∈ S\T, i ∈ T, i  = j, que satisfagan las siguientes
condiciones:
i.) Cada j ∈ S \ T es el punto inicial de una, y s´ olo una, ﬂecha.
ii.) No hay ciclos cerrados, es decir, para cada j ∈ S \ T existe una secuencia de ﬂechas
que va de j a un elemento i ∈ T.
2En el ap´ endice A presentamos un repaso de las principales deﬁniciones y caracter´ ısticas de la teor´ ıa
de cadenas de Markov.2.2. Caracterizaci´ on de la Distribuci´ on Estacionaria de una Cadena de Markov 27
Denotamos el conjunto de T-grafos como G(T), si T = {i}, notaremos G(i). Adem´ as,





Lema 2.13 (Freindlin y Wentzell (1998))
Sea X = {Xn}n∈N0 una cadena de Markov ﬁnita e irreducible, entonces una distribuci´ on
















i∈S  i = 1. Adem´ as, dado que X = {Xn}n∈N0 es irreducible, para cada
i ∈ S existe g ∈ G(i) tal que π(g) > 0, de forma que  i > 0 para todo i ∈ S. Por ´ ultimo,





Mostremos que se satisface (2.10), y para ello notemos que los n´ umeros Qi determinan
una distribuci´ on generalizada, es decir, satisfacen (A.6), pero no necesariamente se tiene
que
 





o, lo que es equivalente,










Reemplazando la ecuaci´ on (2.11) en ambos lados, observemos lo siguiente: El lado izquier-
do de la ecuaci´ on es la suma de las probabilidades de transici´ on sobre todos los grafos
dirigidos que parten en alg´ un elemento j ∈ S con j  = i terminando en i, y que tienen
ciclos cerrados que incluyen a i. El lado derecho es la suma de las probabilidades de tran-
sici´ on sobre todos los grafos dirigidos que parten en alg´ un elemento k ∈ S con k  = j que
terminan en j, y que tienen ciclos cerrados que incluyen a i. Pero dado que los ciclos son
iguales, as´ ı tambi´ en el producto de las probabilidades a ambos lados de la igualdad.28 Cap´ ıtulo 2. Algunos Aportes a la Teor´ ıa de Juegos Evolutivos Markovianos
Corolario 2.14 (Caracterizaci´ on de la Distribuci´ on Estacionaria en una Cadena
Finita)
Si X = {Xn}n∈N0 es una cadena de Markov ﬁnita, irreducible y aperi´ odica, entonces su
´ unica distribuci´ on estacionaria viene determinada por las ecuaciones (2.10) y (2.11).
Nos interesa ahora estudiar el comportamiento de cadenas de Markov cercanas.
Deﬁnici´ on 2.15 (Cadena de Markov Perturbada)
Sea X = {Xn}n∈N0 una cadena de Markov con matriz de probabilidades de transici´ on P.
La familia de cadenas de Markov X(ǫ) = {Xn(ǫ)}n∈N0 con matriz de probabilidades de
transici´ on P(ǫ), donde ǫ ∈ (0,a] para a ∈ R, es una perturbaci´ on de X = {Xn}n∈N0 si, y
s´ olo si, satisface las siguientes condiciones:3
i.) X = {Xn}n∈N0 y X(ǫ) = {Xn(ǫ)}n∈N0 tienen el mismo espacio de estados (S,S).
ii.) P = l´ ımǫ→0 P(ǫ).
iii.) Si pij(ǫ) > 0 para alg´ un ǫ ∈ (0,a], entonces existe r ≥ 0 tal que
0 < l´ ımǫ→0 ǫ−rpij(ǫ) < ∞, es decir, pij(ǫ) = O(ǫr). En caso de que exista escribiremos
r(i,j) = r.
Notaremos la perturbaci´ on de X = {Xn}n∈N0 como {X(ǫ),P(ǫ)}.
De la condici´ on iii.) de la deﬁnici´ on anterior tenemos que pij > 0 si, y s´ olo si, r(i,j) = 0.
Denominemos al valor r(i,j) como la resistencia del paso de i a j (o como el costo de
transici´ on entre i y j). Si g ∈ G(i), notaremos por r(g) =
 
(j→k)∈g r(j,k).
Deﬁnici´ on 2.16 (Potencial Estoc´ astico)
Sea {X(ǫ),P(ǫ)} una perturbaci´ on de X = {Xn}n∈N0. El potencial estoc´ astico del estado
i ∈ S es el valor





donde G(i) es el conjunto de i-grafos, r(j,k) es la resistencia del del paso de j a k.
Vamos a introducir algunos conceptos que ser´ an de suma importancia para la teor´ ıa de
juegos evolutivos markovianos y que nos permitir´ an seleccionar una distribuci´ on estacio-
naria de una cadena de Markov por medio de perturbaciones de la misma.
Deﬁnici´ on 2.17 (Distribuci´ on L´ ımite y Equilibrios de Largo Plazo)
Sea {X(ǫ),P(ǫ)} una perturbaci´ on de la cadena de Markov X = {Xn}n∈N0 y sea  (ǫ) la
distribuci´ on estacionaria para cada ǫ ∈ (0,a]. Entonces:
i.) Deﬁnimos la distribuci´ on l´ ımite como  ∗ = l´ ımǫ→0  (ǫ), si este ´ ultimo l´ ımite existe.
3La deﬁnici´ on que damos de perturbaci´ on es m´ as restrictiva de lo necesario, ya que nos interesa que
los procesos perturbados sean cadenas de Markov con ciertas propiedades.2.2. Caracterizaci´ on de la Distribuci´ on Estacionaria de una Cadena de Markov 29
ii.) Deﬁnimos el conjunto de equilibrios de largo plazo C( ∗) como el soporte de  ∗, es
decir, C( ∗) = {i ∈ S |  ∗
i > 0}. Si i ∈ C( ∗) diremos que i es un equilibrio de largo
plazo o un equilibrio estoc´ asticamente estable.
La distribuci´ on l´ ımite jugar´ a un papel central en el problema de selecci´ on de equilibrios
que analizaremos en el siguiente cap´ ıtulo. El resultado central que hemos adaptado de
Young (1993) es el siguiente:
Teorema 2.18 (Selecci´ on de Distribuciones Estacionarias)
Sea {X(ǫ),P(ǫ)} una perturbaci´ on de la cadena de Markov X = {Xn}n∈N0 y sean Sl ⊆ S
las clases recurrentes del proceso X = {Xn}n∈N0, donde l = 1,...,m. Supongamos que
para todo ǫ ∈ (0,a] X(ǫ) = {Xn(ǫ)}n∈N0 es una cadena de Markov ﬁnita, irreducible y
aperi´ odica y sea  (ǫ) su ´ unica distribuci´ on estacionaria. Entonces se cumple lo siguiente:
i.) La distribuci´ on l´ ımite  ∗ = l´ ımǫ→0  (ǫ) existe y es ´ unica.
ii.) La distribuci´ on l´ ımite  ∗ es una distribuci´ on estacionaria del proceso X = {Xn}n∈N0.
iii.) Un estado i ∈ S es un equilibrio de largo plazo si, y s´ olo si, i ∈ Sl∗ donde Sl∗ es una
clase recurrente que minimiza el potencial estoc´ astico.
Demostraci´ on
Sea Qi(ǫ) los n´ umeros deﬁnidos por (2.11) y  i(ǫ) la distribuci´ on estacionaria caracterizada
por (2.10) para cada ǫ ∈ (0,a]. Por el corolario A.18 estos n´ umeros son ´ unicos. Sea
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i = l´ ım




i = l´ ım
ǫ→0 i(ǫ) > 0, si γ(i) = γ
∗.
Por lo tanto, la distribuci´ on estacionaria existe, es ´ unica y asigna una probabilidad positiva
a los estados que minimizan el potencial estoc´ astico. Adem´ as, por la condici´ on ii.) del
teorema 2.15, tenemos que
 
∗ = l´ ım
ǫ→0 (ǫ) = l´ ım
ǫ→0 (ǫ)P(ǫ) =  
∗P,
es decir,  ∗ es una distribuci´ on estacionaria de la cadena de Markov X = {Xn}n∈N0.
Sean ahora Sl con l = 1,...,m las clases recurrentes de X = {Xn}n∈N0. Sabemos que si
i ∈ S\(∪m
l=1Sl), entonces  ∗
i = 0. Por otro lado, sean i,j ∈ Sl y sea g ∈ G(i) el i-grafo que
minimiza el potencial estoc´ astico de i. Podemos generar un j-grafo g′ ∈ G(j) adicionando
a g una ﬂecha de cero resistencia entre i y j, de forma que γ(j) ≥ γ(i). De forma similar,
podemos mostrar que γ(i) ≥ γ(j) de tal forma que podemos deﬁnir γl = γ(i) = γ(j)
si i,j ∈ Sl. Si γl∗ = γ∗ entonces, por lo demostrado anteriormente,  ∗
i > 0 para todo
i ∈ Sl∗.
Este teorema nos permite encontrar f´ acilmente la distribuci´ on estacionaria y los equilibrios
de largo plazo de una cadena de Markov X = {Xn}n∈N0 utilizando una perturbaci´ on
X(ǫ) = {Xn(ǫ)}n∈N0 de la misma. Adem´ as, este problema se traduce en un problema
(m´ as sencillo) de arborescencia.
2.3. Existencia de Equilibrios Estoc´ asticos Evoluti-
vamente Estables
Utilizando los conceptos y herramientas de las dos ´ ultimas secciones podemos presen-
tar y analizar ciertos problemas (que han sido abordados en la literatura reciente de
juegos evolutivos y selecci´ on de equilibrios) utilizando juegos evolutivos markovianos.
Nuestro principal inter´ es est´ a en la selecci´ on de distribuciones estacionarias de los pro-
cesos de Markov asociados a estos juegos y en la posibilidad de interpretar esos resulta-
dos como un equilibrio de Nash del juego en forma estrat´ egica equivalente al juego de2.3. Existencia de Equilibrios Estoc´ asticos Evolutivamente Estables 31
etapa. Bajo nuestras hip´ otesis, el proceso de Markov XΓ = {XΓ





es una cadena de Markov ﬁnita, la cual tiene una
´ unica distribuci´ on estacionaria si se satisfacen las dem´ as hip´ otesis del corolario A.18; es
decir, si la cadena es irreducible y aperi´ odica.
Teorema 2.19 (Juegos Evolutivos Markovianos que generan Cadenas Irredu-





un juego evolutivo markoviano, con T ⊆ Z+ y
supongamos que Ni < ∞ y mi < ∞ para cada i = 1,...,n. Entonces el proceso estoc´ astico
asociado XΓ = {XΓ
t }t∈T es una cadena de Markov ﬁnita. Si, adem´ as, se satisface que:
i.) D ⊕ M = M ◦ D.
ii.) Para todo s,s′ ∈ S se tiene que PM(Mt+1 = s′ | Mt = s) > 0.
Entonces el proceso estoc´ astico asociado XΓ = {XΓ
t }t∈T es una cadena de Markov ﬁnita,
irreducible y aperi´ odica.
Demostraci´ on
La demostraci´ on de este teorema es trivial y se basa en el hecho de que el espacio de
estados S es ﬁnito, el par´ ametro de tiempo es contable y que, por hip´ otesis, todo estado
es alcanzable desde cualquier otro en un ´ unico periodo.
As´ ı, todo juego evolutivo markoviano que satisfaga las hip´ otesis del teorema 2.19 anterior
tendr´ a, por un resultado muy familiar sobre cadenas de Markov ﬁnitas (ver el corolario
A.18), una ´ unica distribuci´ on estacionaria  Γ. Esta distribuci´ on estacionaria, sabemos,
determina el comportamiento del proceso cuando t → ∞ y, por lo tanto, nos dice c´ omo se
comportar´ a el juego evolutivo en el largo plazo. Esto hace que la distribuci´ on estacionaria
 Γ pueda jugar un papel primordial en el an´ alisis evolutivo, ya que nos permite saber
cu´ ales estados son m´ as probables que otros en el largo plazo, as´ ı como poder simular el
comportamiento evolutivo en el largo plazo. A diferencia del an´ alisis cl´ asico puede que no
sea el soporte de  Γ el que sea de inter´ es sino que, por el contrario, sea la distribuci´ on
estacionaria la importante para el an´ alisis. Esto en buena medida se debe al hecho de
que no hay raz´ on para esperar a priori que la distribuci´ on estacionaria tenga un ´ unico
estado como soporte. De tal forma que podr´ ıa ser que el sistema est´ e movi´ endose entre
los diferentes estados que componen el soporte de  Γ.
La teor´ ıa cl´ asica de juegos no-cooperativos ha utilizado la distribuci´ on estacionaria  Γ para
seleccionar uno de los equilibrios de Nash de un juego en forma estrat´ egica. Notemos que si
deﬁnimos xi = 1
Nisi para cada i = 1,...,n, entonces cada estado s ∈ S es equivalente a un
elemento x ∈ Θ. As´ ı,  Γ asigna una medida de probabilidad sobre un subconjunto de Θ,
  Θ, que permitir´ ıa decidir cu´ ando un elemento de ese subconjunto es “m´ as probable” desde
un punto de vista evolutivo. Si adem´ as,  Γ asigna probabilidad 1 a alg´ un estado s∗ ∈ S,
entonces existe un ´ unico elemento de x∗ ∈   Θ que la teor´ ıa de juegos evolutivos tendr´ ıa32 Cap´ ıtulo 2. Algunos Aportes a la Teor´ ıa de Juegos Evolutivos Markovianos
como la m´ as probable. Dado que el juego de etapa de un juego evolutivo es similar a un
juego en forma estrat´ egica, esta interpretaci´ on permitir´ ıa argumentar que una estrategia
mixta conjunta es elegida en ese juego (por encima de otras), debido a un argumento
evolutivo. Si adem´ as, x∗ ∈ ΘNE, entonces este argumento evolutivo permitir´ ıa seleccionar
uno de los m´ ultiples equilibrios de Nash como el m´ as probable. Por ejemplo, si s∗ es tal que
existe un ´ unico h∗
i con Nih∗
i = Ni para cada i = 1,...,n, y el juego en forma estrat´ egica
tiene un equilibrio de Nash en estrategias puras tal que cada jugador elige la estrategia h∗
i
entonces la teor´ ıa de juegos evolutivos seleccionar´ ıa ese equilibrio de Nash como el ´ unico
equilibrio del juego en forma estrat´ egica. Claramente, no todo equilibrio de largo plazo
de un juego evolutivo es un equilibrio de Nash; por lo tanto, este m´ etodo de seleccionar
equilibrios requiere que se analicen juegos evolutivos muy espec´ ıﬁcos (cuya distribuci´ on
de largo plazo tenga un ´ unico elemento en el soporte y que ´ este sea equivalente a un
equilibrio de Nash) que permitan seleccionar un ´ unico equilibrio de Nash. Las condiciones
generales para que esto ocurra no han sido estudiadas.
Ahora: ¿Qu´ e sucede si el juego evolutivo markoviano no satisface las condiciones i.) y ii.)
del teorema 2.19 anterior? En ese caso existir´ an m´ ultiples distribuciones estacionarias y
el problema de multiplicidad existente en juegos cl´ asicos tambi´ en estar´ a presente en la
teor´ ıa de juegos evolutivos markovianos, con un agravante: la distribuci´ on estacionaria
del juego depender´ a de las condiciones iniciales. Sin embargo, utilizando los conceptos de
la secci´ on 2.2. podemos seleccionar una de las distribuciones estacionarias de un juego
evolutivo markoviano. Para ello introducimos el siguiente concepto:





un juego evolutivo y XΓ = {XΓ
t }t∈T el proceso es-





con proceso estoc´ astico aso-
ciado XΓ(ǫ) = {X
Γ(ǫ)
t }t∈T. La familia de juegos evolutivos {Γ(ǫ)}ǫ∈(0,a] es una perturbaci´ on
del juego evolutivo Γ (o un juego evolutivo perturbado) si, y s´ olo si, XΓ(ǫ) = {X
Γ(ǫ)
t }t∈T es
una perturbaci´ on de XΓ = {XΓ
t }t∈T.
De la teor´ ıa presentada en la secci´ on 2.2. sabemos que si para cada ǫ ∈ (0,a] el proceso
asociado XΓ(ǫ) = {X
Γ(ǫ)
t }t∈T es una cadena de Markov ﬁnita, irreducible y aperi´ odica, y
si el proceso XΓ = {XΓ
t }t∈T es una cadena de Markov ﬁnita arbitraria, entonces existe un
´ unico equilibrio de largo plazo  ∗ = l´ ımǫ→0  (ǫ) donde para cada ǫ ∈ (0,a] se tiene que  (ǫ)
es la ´ unica distribuci´ on estacionaria del juego Γ(ǫ) y  ∗ es una distribuci´ on estacionaria
del juego Γ (ver teorema 2.18). As´ ı, si para todo juego evolutivo Γ podemos construir
un juego perturbado que satisfaga las condiciones expuestas en el teorema 2.19, siempre
podremos seleccionar una ´ unica distribuci´ on estacionaria como la ´ unica distribuci´ on l´ ımite
y, as´ ı, encontrar los equilibrios de largo plazo del juego.2.3. Existencia de Equilibrios Estoc´ asticos Evolutivamente Estables 33





un juego evolutivo markoviano con Ni < ∞
y mi < ∞ para todo i = 1,...,n, D ⊕ M = M ◦ D. Entonces existe al menos una
perturbaci´ on de Γ, {Γ(ǫ)}ǫ∈(0,a], la cual, para cada ǫ ∈ (0,a] genera un juego evolutivo
markoviano cuyo proceso estoc´ astico asociado es una cadena de Markov ﬁnita, irreducible
y aperi´ odica.
Demostraci´ on
Dado Γ, deﬁnamos, para cada ǫ ∈ (0,a], el juego evolutivo markoviano Γ(ǫ) como sigue:
i.) N(ǫ) = N, ii.) Ge(ǫ) = Ge, iii.) T(ǫ) = T,
iv.) E(ǫ) = E, v.) D(ǫ) = D, vi.) D(ǫ)⊕M(ǫ) = M(ǫ)◦D(ǫ)
vii.) M(ǫ) = Mb ◦M, donde Mb es una cadena de Markov ﬁnita, irreducible y aperi´ odica


















donde ˆ n =
 n
i=1 m´ axh∈Ai|N′
ih − Nih|, ˆ N =
 n
i=1 Ni, y la colecci´ on de n´ umeros kih
satisface






kih ≤ Ni, N
′




Claramente, para cada t ∈ T se tiene que Mb
t(s) : (Λ,G,ε) → (S,S). Adem´ as, vemos
que P b tiende a la matriz identidad cuando ǫ → 0, por lo tanto, M(ǫ) → M y
as´ ı el proceso generado por el juego evolutivo Γ(ǫ) tiende al proceso generado por Γ.
Por ´ ultimo, dado que pb
ss′ es un polinomio en ǫ, se satisface que pb
ss′ > 0 para todo
ǫ ∈ (0,a] y todo s,s′ ∈ S, de tal forma que pb
ss′ = O(ǫr).
Por lo tanto, {Γ(ǫ)}ǫ∈(0,a] es una perturbaci´ on de Γ. Adem´ as, para cada ǫ ∈ (0,a] el juego
evolutivo Γ(ǫ) satisface las condiciones del teorema 2.19 y, por lo tanto, genera un proceso
que es una cadena de Markov ﬁnita, irreducible y aperi´ odica.
Podemos interpretar el proceso Mb como aquel que permite a los diferentes individuos
en cada una de las poblaciones mutar a otro tipo con probabilidad ǫ y permanecer en
el mismo tipo con probabilidad (1 − ǫ) de forma independiente al tipo del individuo y a
la poblaci´ on a la que pertenece. Por esta raz´ on en la literatura se denomina a ǫ como la
tasa de mutaci´ on, ya que normalmente se perturba un juego cuyo mecanismo de mutaci´ on
es determin´ ıstico. Sin embargo, creemos que es mejor (y m´ as general) deﬁnirla como la
tasa de perturbaci´ on, y a la perturbaci´ on deﬁnida en la demostraci´ on anterior, como la34 Cap´ ıtulo 2. Algunos Aportes a la Teor´ ıa de Juegos Evolutivos Markovianos
perturbaci´ on Bernoulli del juego Γ, la cual notamos Γb. Este mecanismo de mutaci´ on
Mb parece ser el m´ as natural a deﬁnir cuando se desea que los agentes muten de forma
uniforme, y por eso juega un papel primordial entre los mecanismos de mutaci´ on en la
literatura y que, como veremos m´ as adelante, juega en papel central en la teor´ ıa de juegos
evolutivos markovianos que construimos.





un juego evolutivo markoviano y {Γ(ǫ)}ǫ∈(0,a]
una perturbaci´ on del mismo. Deﬁnimos la distribuci´ on evolutivamente estable del juego
Γ,  ∗, como la distribuci´ on l´ ımite del proceso de Markov asociado a Γ y los equilibrios
estoc´ asticos evolutivamente estables como los equilibrios de largo plazo del mismo.
Tenemos entonces el siguiente resultado central:






un juego evolutivo markoviano con Ni < ∞ y
mi < ∞ para todo i = 1,...,n, y adem´ as D ⊕ M = M ◦ D. Entonces el juego Γ tiene
una distribuci´ on evolutivamente estable y un conjunto de equilibrios estoc´ asticos evoluti-
vamente estables C∗  = ∅.
Demostraci´ on
Por hip´ otesis se cumplen las condiciones del teorema 2.21 y, por lo tanto, podemos generar
la perturbaci´ on Bernoulli del juego. As´ ı, para cada ǫ ∈ (0,a], el proceso generado por el
juego Γ(ǫ), XΓ(ǫ) = {X
Γ(ǫ)
t }t∈T, es una cadena de Markov ﬁnita, irreducible y aperi´ odica.
As´ ı, los procesos XΓ = {XΓ
t }t∈T y XΓ(ǫ) = {X
Γ(ǫ)
t }t∈T satisfacen las condiciones del
teorema 2.18 y tenemos el resultado deseado.
Vemos el papel primordial que tiene la perturbaci´ on Bernoulli de un juego. ´ Esta nos
permite perturbar cualquier juego evolutivo markoviano y seleccionar una ´ unica de sus
distribuciones estacionarias como la distribuci´ on evolutivamente estable Bernoulli,  b, y
encontrar los equilibrios estoc´ asticos evolutivamente estables Bernoulli. Sin embargo, la
perturbaci´ on Bernoulli no es la ´ unica que se puede generar, y as´ ı, surge una nueva pre-
gunta: ¿ser´ a que cualquier otra perturbaci´ on del juego Γ selecciona la misma distribuci´ on
estacionaria y el mismo conjunto de equilibrios estoc´ asticamente estables? Este problema
de unicidad no parece haberse planteado en la literatura, en parte debido al hecho de que
la teor´ ıa de juegos evolutivos markovianos no ha sido planteada formalmente. Esto ha
hecho que se estudien ejemplos diversos de juegos con diferentes perturbaciones, pero el
problema requiere trabajar con cualquier otra perturbaci´ on del juego y veriﬁcar si las dis-
tribuciones evolutivamente estables en ambas, son iguales. Para resolver este problema,
sea G(Γ) el conjunto de todas las perturbaciones del juego evolutivo markoviano Γ que
satisfacen las condiciones del teorema 2.23, de tal forma que a cada elemento Γg ∈ G(Γ)
le podemos asociar una ´ unica distribuci´ on evolutivamente estable  g. Notemos por M(Γ)
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Teorema 2.24 (Estructura del Conjunto de Distribuciones Evolutivamente Es-
tables)
Sea Γ un juego evolutivo markoviano y M(Γ) el conjunto de todas las distribuciones evo-
lutivamente estables asociadas a ´ este. Entonces el conjunto M(Γ) es no-vac´ ıo, convexo y
compacto.
Demostraci´ on
Por el teorema 2.23 tenemos que  b ∈ M(Γ), y as´ ı M(Γ)  = ∅. Adem´ as, si  a, a′ ∈ M(Γ),
λ ∈ (0,1) entonces
 

















y, por lo tanto,
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De lo cual, λ a + (1 − λ) a′ ∈ M(Γ). Por ´ ultimo, si   es un punto l´ ımite de M(Γ),
entonces existe { a}a∈N tal que  a ∈ M(Γ) y l´ ıma→∞  a =  . Para cada a ∈ N se satisface
 a = l´ ımǫ→0  a(ǫ) y  a =  aP Γ, luego   = l´ ıma→∞ l´ ımǫ→0  a(ǫ) = l´ ımǫ→0 l´ ıma→∞  a(ǫ) y
  =  P Γ. Es claro que el conjunto M(Γ) es acotado ya que es un subconjunto del simplex
m-dimensional y, as´ ı, es compacto.
Para ciertos tipos de perturbaciones del juego Γ podemos asegurar que su distribuci´ on
evolutivamente estable es la distribuci´ on evolutivamente estable de la perturbaci´ on Ber-
noulli:
Teorema 2.25 (Unicidad de la Distribuci´ on L´ ımite)
Sea Gb(Γ) ⊆ G(Γ) el conjunto de las perturbaciones del juego Γ donde para cada Γg ∈
Gb(Γ) se tienen las siguientes condiciones:
i.) Para todo δ > 0 y ǫ ∈ (0,a] si 0 < ǫ < δ, entonces   g −  g(ǫ)  < k1ǫk2.
ii.) Para todo ǫ ∈ (0,a] se tiene que   g(ǫ) −  b(ǫ)  < k1ǫk2.
Entonces para todo Γg ∈ Gb(Γ) se tiene que l´ ımǫ→0  g(ǫ) =  g =  b.
Demostraci´ on
Claramente, Γb ∈ Gb(Γ). Sea δ > ǫ > 0 y ǫ ∈ (0,a], entonces
  
g −  
b  =   
g +  
g(ǫ) −  
g(ǫ) +  
b(ǫ) −  
b(ǫ) −  
b 
≤   
g −  
g(ǫ)  +   
g(ǫ) −  
b(ǫ)  +   
b(ǫ) −  
b 
≤ 3k1ǫ
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La condici´ on i.) de este teorema la satisface cualquier perturbaci´ on Γg ∈ G(Γ), ya que por
deﬁnici´ on tenemos que  g(ǫ) →  g si ǫ → 0. Adem´ as, por la demostraci´ on del teorema
2.18,   g
s(ǫ)  ≤ kgǫγ∗
g para cada s ∈ S. Pero entonces, si ǫ ∈ (0,a] y a ≤ 1,
  
g(ǫ) −  
b(ǫ)  ≤   























donde k = m   m´ ax{kg,kb}, m =
 
i mi y γ∗ = m´ ın{γ∗
g,γ∗
b}. As´ ı, hemos demostrado que
Gb(Γ) = G(Γ) y, por ende, el siguiente teorema.





un juego evolutivo markoviano con Ni < ∞
y mi < ∞ para todo i = 1,...,n, D ⊕ M = M ◦ D. Entonces la ´ unica distribuci´ on
evolutivamente estable del juego Γ es la distribuci´ on evolutivamente estable Bernoulli,  b.
Este teorema nos permite asegurar que podemos resolver el problema de multiplicidad en
cualquier juego evolutivo markoviano ﬁnito donde el mecanismo de mutaci´ on act´ ua sobre
el mecanismo de selecci´ on.
Sin embargo, este resultado a´ un no nos permite asegurar que la teor´ ıa de juegos evo-
lutivos puede resolver el problema de multiplicidad de equilibrios de Nash en un juego
no-cooperativo en forma estrat´ egica. Para ello, necesitamos estudiar la familia de to-
dos los juegos evolutivos markovianos que tienen un juego de etapa isomorfo al juego
no-cooperativo bajo estudio y cuyo conjunto de equilibrios estoc´ asticos evolutivamente
estables sea un conjunto unitario, y cuyo ´ unico elemento sea isomorfo a un equilibrio de
Nash en estrategias puras. Este estudio a´ un no se ha hecho de forma general, aunque ya
existen ciertos resultados para algunos casos particulares (ver siguiente secci´ on y Binmo-
re, Samuelson, y Young (2003), Kandori, Mailath, y Rob (1993), Kandori y Rob (1995),
Young (1993)). Rhode y Stegeman (1996) demuestran que en ciertos tipos de juegos evo-
lutivos, la distribuci´ on evolutivamente estable asigna probabilidad positiva a estados que
no son isomorfos a un equilibrio de Nash en estrategias puras.
2.4. Dos ejemplos importantes
En esta secci´ on presentamos dos de los modelos m´ as caracter´ ısticos y conocidos de la
literatura reciente de teor´ ıa de juegos evolutivos: el modelo de Kandori, Mailath, y Rob
(1993) y el modelo de Samuelson (1997). La caracter´ ıstica esencial de estos juegos es
que son juegos evolutivos markovianos est´ andar. Adem´ as, ambos juegos tienen una ´ unica
poblaci´ on ﬁnita (n = 1, N < ∞), dos tipos de individuos (A = A1 = {1,2}), y sus
respectivos juegos de etapa son 2×2 y sim´ etricos. Sin embargo, en el modelo de Kandori,
Mailath, y Rob (1993) el mecanismo de selecci´ on es determin´ ıstico, el de mutaci´ on es la2.4. Dos ejemplos importantes 37
identidad y se utiliza la perturbaci´ on Bernoulli para seleccionar los equilibrios estoc´ asticos
evolutivamente estables. Esta caracterizaci´ on hace que el modelo KMR deﬁna un juego
evolutivo markoviano est´ andar ﬁnito, pero no es irreducible ni aperi´ odico.
Por otro lado, en el modelo de aspiraci´ on e imitaci´ on (Samuelson, 1997) el mecanismo
de selecci´ on es estoc´ astico, as´ ı como el de mutaci´ on y el juego evolutivo resultante es
un juego evolutivo markoviano est´ andar ﬁnito, irreducible y aperi´ odico. Esto hace que
el problema de selecci´ on de equilibrios no exista, sin embargo, se puede caracterizar el
comportamiento del juego cuando la tasa de mutaci´ on tiende a cero, la poblaci´ on crece
sin medida y el tiempo se aproxima al continuo.
2.4.1. El modelo KMR
Kandori, Mailath, y Rob (1993) modelan el comportamiento de una poblaci´ on ﬁnita de
N individuos cuando ´ estos toman decisiones bajo un esquema de aprendizaje darwiniano
y a veces cometen errores. Este esquema se caracteriza por el hecho de que existe “inercia
en el aprendizaje”, es decir, que no todos los individuos reaccionan instant´ aneamente al
entorno; adem´ as, los agentes reaccionan de forma miope al entorno, es decir, si reaccionan,
no lo hacen por optimizaci´ on; y por ´ ultimo, existe una peque˜ na probabilidad ǫ > 0 de que
los agentes muten. A continuaci´ on presentamos formalmente el modelo.
Supongamos que el n´ umero de individuos N es par y ﬁnito, y que ´ estos son emparejados





Este juego puede ser de tres tipos:
Con estrategia dominante, cuando (a − c)(d − b) < 0.
Juego de coordinaci´ on, cuando a > c y d > b.
Con un ´ unico equilibrio sim´ etrico en estrategias mixtas, cuando a < c y d < b.
Suponemos que las interacciones ocurren en t = 1,2,..., y que al principio de cada periodo
cada jugador elige su estrategia pura que va a jugar durante el periodo (y que mantiene
sin importar la informaci´ on nueva que pudiera obtener durante el mismo). Existen dos
tipos en la poblaci´ on, de forma que A = {X,Y }. Sea st el n´ umero de jugadores que elige
la estrategia X en el periodo t. Podemos deﬁnir el espacio de estados de la poblaci´ on como
S = {0,1,...,N}.4 El pago esperado por un individuo que elige la estrategia X cuando
4De acuerdo a nuestra deﬁnici´ on de juego evolutivo el espacio de estados es
S′ = {(s1,s2) ∈ Z2
+ | s1 + s2 = N}, sin embargo, el an´ alisis es el mismo, ya que s1 = N − s2; y
adem´ as, se simpliﬁca al realizarlo con S en vez de S′.38 Cap´ ıtulo 2. Algunos Aportes a la Teor´ ıa de Juegos Evolutivos Markovianos

















signo(πX(0) − πY(0)) = signo
 
N(b − d) + (d − a)
N − 1
 
signo(πX(N) − πY(N)) = signo
 




Asumamos que el estado de la poblaci´ on evoluciona de acuerdo a una din´ amica
st+1 = b(st), (KMR)
donde suponemos que
signo(st+1 − st) = signo(πX(st) − πY(st)) (D)
para st  = 0,N. Para st = 0 o st = N podemos elegir dos tipos de comportamientos:
Bi´ ologos: b(0) = 0 y b(N) = N.
KMR: b(0) > 0 si πX(0) > πY(0) y b(N) < N si πX(0) < πY(0), y b(0) = 0 si
πX(0) ≤ πY(0) y b(N) = N si πX(0) ≥ πY(0).
Dado que la hip´ otesis de KMR es m´ as general, la utilizaremos de aqu´ ı en adelante. La
hip´ otesis (D) es satisfecha por muchas de las din´ amicas estudiadas tanto por bi´ ologos
como por te´ oricos del aprendizaje, y s´ olo requiere que la poblaci´ on sea bastante grande
(de tal forma que N ≈ N − 1) y que los agentes se incluyan dentro de s al momento de
tomar las decisiones de cambiar la estrategia. Una din´ amica determin´ ıstica de gran inter´ es





N, si πX(s) > πY(s),
s, si πX(s) = πY(s),
0, si πX(s) < πY(s).
Teorema 2.27 (N´ umero de Estados Estacionarios en KMR)
Si N ≥ 2 y (a − c) + (d − b) > 0, entonces bajo una din´ amica darwiniana el sistema
(KMR) tiene uno, dos o tres estados estacionarios, y el comportamiento asint´ otico del
sistema depende de la condici´ on inicial s0 del sistema.
Si N ≥ 2, (a − c) + (d − b) < 0,  [b(s) − s∗]+  <  [s − s∗]+  si  [s − s∗]+  > 1 y
 [b(s)−s∗]+  ≤  [s−s∗]+  si  [s−s∗]+  ≤ 1, entonces bajo una din´ amica darwiniana el
sistema (KMR) tiene uno o dos estados estacionarios o un 2-ciclo.2.4. Dos ejemplos importantes 39
Demostraci´ on
Para ver esto, sea s∗ ∈ R tal que signo(s − s∗) = signo(πX(s) − πY(s)), de lo cual,
s
∗ =
N(d − b) + (a − d)
(a − c) + (d − b)
.
Si (a − c) + (d − b) > 0 entonces πX(s) < πY(s) si s < s∗ y πX(s) > πY(s) si s > s∗; y, si
(a − c) + (d − b) < 0 entonces πX(s) > πY(s) si s < s∗ y πX(s) < πY(s) si s > s∗.
Supongamos primero que (a − c) + (d − b) > 0, N ≥ 2 y s ∈ S. Si s∗ < 0 entonces
πX(s) > πY(s) y N es el ´ unico punto estacionario. De forma similar, si s∗ > N entonces
πX(s) < πY(s) y 0 es el ´ unico punto estacionario. Si s∗ = 0 entonces πX(s) ≥ πY(s) y 0 y
N son puntos estacionarios. Por otro lado, si s∗ = N entonces πX(s) ≤ πY(s) y 0 y N son
puntos estacionarios. Por ´ ultimo, si s∗ ∈ (0,N) entonces 0 y N son puntos estacionarios
y, si adem´ as s∗ ∈ S, entonces tambi´ en s∗ lo es.
Ahora, supongamos que (a − c) + (d − b) < 0, N ≥ 2 y s ∈ S. Si s∗ ≤ 0 entonces
πX(s) < πY(s) y 0 es el ´ unico punto estacionario; y si s∗ ≥ N entonces πX(s) > πY(s) y
N es el ´ unico punto estacionario.
Por ´ ultimo, si s∗ ∈ (0,N), N ≥ 2,  [b(s) − s∗]+  <  [s − s∗]+  si  [s − s∗]+  > 1 y
 [b(s) − s∗]+  ≤  [s − s∗]+  si  [s − s∗]+  ≤ 1 entonces, si s∗ / ∈ S tenemos que [s∗]− y
[s∗]+ son puntos estacionarios si signo(b(s) − s∗) = signo(s − s∗); y [s∗]− y [s∗]+ generan
un 2-ciclo si signo(b(s) − s∗)  = signo(s − s∗). Si s∗ ∈ S signo(b(s) − s∗) = signo(s − s∗)
´ o b(s∗ − 1) = s∗ o b(s∗ + 1) = s∗, entonces s∗ es un punto estacionario.
Si se satisface la condici´ on  [b(s) − s∗]+  <  [s − s∗]+  si  [s − s∗]+  > 1 y
 [b(s) − s∗]+  ≤  [s − s∗]+  si  [s − s∗]+  ≤ 1 diremos que b( ) es una contracci´ on
con respecto a s∗.
Para eliminar la indeterminaci´ on de la distribuci´ on estacionaria perturbamos el sistema
din´ amico determin´ ıstico, suponiendo que despu´ es de haber elegido sus estrategias para
el periodo t, los agentes deciden independientemente con probabilidad ǫ > 0 cambiar de
estrategia (KMR denominan a esto mutar). As´ ı, el sistema din´ amico se convierte en
st+1 = b(st) + xt − yt, (KMRP)
donde xt es el n´ umero de individuos que cambian a la estrategia X debido a mutaciones
y yt es el n´ umero de individuos que cambian a la estrategia Y debido a mutaciones,
as´ ı xt ∼ Bin(N − b(st),ǫ) y yt ∼ Bin(b(st),ǫ). Bajo estos supuestos, el sistema din´ amico
(KMRP) deﬁne una cadena de Markov perturbada {X(ǫ),P(ǫ)} de la cadena de Markov
deﬁnida por el sistema (KMR), que no es m´ as que la perturbaci´ on Bernoulli del juego
evolutivo KMR. Los siguientes dos teoremas determinan la distribuci´ on evolutivamente
estable del juego evolutivo.5
5Estos dos teoremas y sus corolarios generalizan y corrigen los teoremas de Kandori, Mailath, y Rob
(1993) y el teorema presentado por Rhode y Stegeman (1996).40 Cap´ ıtulo 2. Algunos Aportes a la Teor´ ıa de Juegos Evolutivos Markovianos
Teorema 2.28 (Distribuci´ on Evolutivamente Estable 1)
Sea N ≥ 2 y (a − c) + (d − b) > 0, entonces bajo una din´ amica darwiniana el sistema
(KMR) tiene una ´ unica distribuci´ on evolutivamente estable que viene determinada por:
i.) Si s∗ < 0, entonces  b
N = 1.
ii.) Si s∗ > N, entonces  b
0 = 1.
iii.) Si s∗ ∈ [0,N] y s∗ / ∈ S, entonces  b
0 +  b
N = 1. Adem´ as:
(a) Si s∗ > N
2 , entonces  b
0 = 1.
(b) Si s∗ < N
2 , entonces  b
N = 1.
(c) Si s∗ = N
2 , entonces  b
0 =  b
N = 1
2.
iv.) Si s∗ ∈ [0,N] y s∗ ∈ S, entonces  b
0 +  b
s∗ +  b
N = 1. Adem´ as:
(a) Si s∗ > N
2 , entonces  b
0 = 1.
(b) Si s∗ < N
2 , entonces  b
N = 1.
(c) Si s∗ = N
2 y N > 2, entonces  b
0 =  b
N = 1
2.
(d) Si s∗ = N
2 y N = 2, entonces  b
0 =  b




La demostraci´ on de este teorema es un aplicaci´ on directa de los teoremas 2.18 y 2.27,
donde contamos el n´ umero necesario de agentes que deben cambiar de estado para pasar
de un estado estacionario del sistema (KMR) a otro.
Teorema 2.29 (Distribuci´ on Evolutivamente Estable 2)
Sea N ≥ 2, (a − c) + (d − b) < 0 y b( ) una contracci´ on con respecto a s∗, entonces bajo
una din´ amica darwiniana el sistema (KMR) tiene una ´ unica distribuci´ on evolutivamente
estable que viene determinada por:
i.) Si s∗ ≤ 0, entonces  b
0 = 1.
ii.) Si s∗ ≥ N, entonces  b
N = 1.
iii.) Si N ≥ 3, s∗ ∈ (0,N) y s∗ / ∈ S, entonces:
(a) Si signo(b(s) − s∗) = signo(s − s∗), entonces  b
[s∗]− +  b









N − [s∗]+ + 1
N + 1
.
(b) Si signo(b(s) − s∗)  = signo(s − s∗), entonces  b
[s∗]− +  b
[s∗]+ = 1, donde
 
b
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iv.) Si s∗ ∈ (0,N), s∗ ∈ S y signo(b(s)−s∗) = signo(s−s∗); o, s∗−1 y s∗+1 se comunican
bajo b( ) y se cumple alguna de las siguientes dos condiciones: b(s∗ − 1) = s∗ o
b(s∗ + 1) = s∗; entonces  b
s∗ = 1.
Demostraci´ on
La demostraci´ on de este teorema es similar a la del teorema 2.28.
Harsanyi y Selten (1988) introducen el concepto de dominancia en riesgo, que para el
caso de juegos de coordinaci´ on 2 × 2 equivale a lo siguiente: el equilibrio (X,X) domina
en riesgo al equilibrio (Y,Y ) si a − c > d − b, y el equilibrio (Y,Y ) domina en riesgo
al equilibrio (X,X) si a − c < d − b. El teorema 2.28 nos permite saber si el equilibrio
evolutivo estoc´ asticamente estable es el dominante en riesgo o el Pareto dominante.
Corolario 2.30 (Juegos de Coordinaci´ on)
Supongamos que el juego de etapa es un juego de coordinaci´ on y que N > 2. Si b  = c y
N >
2(a − d)
(a − c) − (d − b)
entonces el ´ unico equilibrio evolutivo estoc´ asticamente estable es el equilibrio dominante
en riesgo. Si b = c entonces el equilibrio evolutivo estoc´ asticamente estable es el Pareto
dominante, independiente del valor que tome N.
Demostraci´ on








(a − c) − (d − b)
 
> 2(a − d),
que a su vez es equivalente a
N
2
(a − c) >
N
2




(a − c) +
N
2





N(d − b) + (a − d)
(a − c) + (d − b)
= s
∗.
Por el teorema 2.28 el ´ unico equilibrio evolutivo estoc´ asticamente estable es el estado
N, donde todos los individuos en la poblaci´ on juegan X, que es equivalente al equilibrio
dominante en riesgo.42 Cap´ ıtulo 2. Algunos Aportes a la Teor´ ıa de Juegos Evolutivos Markovianos









N(d − b) + (a − d)
(a − c) + (d − b)
= s
∗,
y, por lo tanto, el ´ unico equilibrio evolutivo estoc´ asticamente estable es el estado 0, donde
todos los individuos en la poblaci´ on juegan Y , que es equivalente al equilibrio dominante
en riesgo.
Si b = c y a > d entonces
(N − 2)a > (N − 2)d
lo cual implica que




(a + d) − Nb > (N − 1)d − Nb + a.
Pero, como b = c, no es m´ as que
N
2
(a + d − b − c) > (N − 1)d − Nb + a
´ o, lo que es lo mismo,
(N − 1)d − Nb + a
(a − c) + (d − b)
=
N(d − b) + (a − d)





y de forma similar cuando d > a.
Vemos que entonces el an´ alisis evolutivo puede elegir situaciones socialmente sub´ optimas.
Esto se debe al hecho de que si, por ejemplo, a > d pero a−c < d−b, entonces el equilibrio
evolutivo estoc´ asticamente estable es 0 y no N que ser´ ıa el estado que lograr´ ıa el ´ optimo
social.
Corolario 2.31 (Juegos con Equilibrio Sim´ etrico en Estrategias Mixtas)
Supongamos que el juego de etapa es un juego con un ´ unico equilibrio sim´ etrico en estra-
tegias mixtas. Si N ≥ 2 y
N =
(r − 1)a + (r + 1)d − r(b + c)
d − b
para alg´ un r ∈ Z tal que r > a+d
b+c−a−d; y, adem´ as, b( ) una contracci´ on con respecto a s∗
tal que se tiene alguna de las siguientes condiciones:
i.) signo(b(s) − s∗) = signo(s − s∗);2.4. Dos ejemplos importantes 43
ii.) s∗ − 1 y s∗ + 1 se comunican bajo b( ) y se cumple alguna de las siguientes dos
condiciones: b(s∗ − 1) = s∗ o b(s∗ + 1) = s∗.
entonces el ´ unico equilibrio evolutivo estoc´ asticamente estable es el equilibrio sim´ etrico
en estrategias mixtas.
Demostraci´ on
Bajo nuestras hip´ otesis s∗ ∈ S y s∗ ∈ (0,N). Adem´ as, se satisfacen las condiciones del
teorema 2.29.iv).
Como vemos, las condiciones para que se seleccione el equilibro de Nash en este caso son
m´ as fuertes, y no hay raz´ on para esperar que se cumplan en cualquier juego con a < c y
d < b.
Corolario 2.32 (Juegos con Estrategia Dominante)
Supongamos que el juego de etapa es un juego con una estrategia dominante y N ≥ 2. Si
N >
2(a − d)
(a − c) + (d − b)
y se tiene alguna de las siguientes condiciones:
i.) (a − c) < 0, (d − b) > 0 y |a − c| < |d − b|,
ii.) (a − c) > 0, (d − b) < 0 y |a − c| > |d − b|;
entonces el ´ unico equilibrio evolutivo estoc´ asticamente estable es el equilibrio en estrate-
gias dominantes.
Demostraci´ on
Bajo nuestras hip´ otesis, (a − c) + (d − b) > 0, por lo tanto, se satisfacen las condiciones
del teorema 2.28.
i.) Si (a − c) < 0, (d − b) > 0 y |a − c| < |d − b|, entonces de forma similar a la
demostraci´ on del corolario 2.30 tenemos que s∗ > N
2 .
ii.) Asimismo, si (a − c) > 0, (d − b) < 0 y |a − c| > |d − b|, entonces s∗ < N
2 .
Que no siempre el proceso evolutivo seleccionar´ a el equilibrio de Nash en estrategias
dominantes, y que por el contrario el resultado puede ser una situaci´ on no-Nash se ve de
la siguiente manera:
Corolario 2.33 (Juegos con Estrategia Dominante (no-Nash))
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i.) (a − c) < 0, (d − b) > 0 y |a − c| > |d − b|,
ii.) (a − c) > 0, (d − b) < 0 y |a − c| < |d − b|;
entonces el ´ unico equilibrio evolutivo estoc´ asticamente estable no es el equilibrio en es-
trategias dominantes, sino el equilibrio donde ambos jugadores eligen la estrategia estric-
tamente dominada.
Demostraci´ on
La demostraci´ on es similar a la del corolario 2.32 anterior. La diferencia radica, en que en
este caso (a − c) + (d − b) < 0 y, por lo tanto, se satisfacen las condiciones del teorema
2.29.
i.) Si (a − c) < 0, (d − b) > 0 y |a − c| > |d − b|, entonces s∗ ≤ 0.
ii.) Asimismo, si (a − c) > 0, (d − b) < 0 y |a − c| < |d − b|, entonces s∗ ≥ N.
Vemos que el problema de selecci´ on de equilibrios de Nash utilizando juegos evolutivos
es m´ as complejo de lo que muchos autores parecen insinuar. M´ as a´ un, que el equilibrio
evolutivo estoc´ asticamente estable de un juego evolutivo puede ser un resultado no-Nash
pareciera ser m´ as com´ un de lo que se cree.
Hemos utilizado la la perturbaci´ on Bernoulli del juego evolutivo KMR para tratar de
seleccionar uno de los equilibrios de Nash del juego de etapa. Esto nos permiti´ o en ciertos
casos eliminar el problema de indeterminaci´ on que suele estar presente en este tipo de
juegos. Sin embargo, tal como lo demuestran Kandori, Mailath, y Rob (1993) el tiempo
que puede requerirse para que la distribuci´ on l´ ımite tenga importancia puede ser muy
largo, y por eso puede ser conveniente analizar este tipo de juegos bajo otra perspectiva.
Esto es lo que intenta el siguiente modelo que presentamos.
2.4.2. El modelo de aspiraci´ on e imitaci´ on
El modelo de aspiraci´ on e imitaci´ on (Samuelson, 1997) modela el comportamiento de una
poblaci´ on de N individuos, cuando cada uno de ´ estos debe interactuar con otros en un
ambiente incierto, aspirando obtener al menos un nivel de beneﬁcio individual; y variando
su estrategia (imitando a otros) ´ unicamente si no logra obtener el nivel aspirado de pago.
Esto es, modela el comportamiento de una poblaci´ on, donde los agentes aprenden v´ ıa
imitaci´ on la mejor estrategia que deben usar, cuando tienen un nivel aspirado de pago.
De manera m´ as formal, sea N < ∞ el n´ umero de individuos en la poblaci´ on; en cada
periodo de longitud τ, supongamos que se emparejan los individuos de manera aleatoria,
independiente y sin reemplazo, para jugar el siguiente juego de etapa sim´ etrico 2×2, Ge,
donde los pagos esperados de cada jugador vienen dados por
X Y
X a,a c,b
Y b,c d,d2.4. Dos ejemplos importantes 45
y los pagos realizados (o verdaderos) son iguales a los pagos en la tabla m´ as la realizaci´ on
R de una variable aleatoria ˜ R, donde E( ˜ R) = 0 y la distribuci´ on P ˜ R de ˜ R es independiente
de X o Y . As´ ı, el pago esperado de elegir X si el contrincante elige X es a, y el pago
realizado es a + R, y as´ ı sucesivamente.
Supongamos que a > b y d > c de tal manera que (X,X) y (Y,Y ) sean equilibrios de
Nash en estrategias puras del juego Ge. Existen entonces dos tipos de individuos en la
poblaci´ on, cada uno de los cuales juega una de las dos estrategias puras X o Y , esto es,
podemos identiﬁcar cada tipo de jugador con una de las estrategias puras.
Sea SX = {0,1,...,N} el espacio de estados de la poblaci´ on, donde cada estado representa
el n´ umero de individuos del tipo X que hay en la poblaci´ on.6 Podemos representar el
espacio de estados en la forma an´ aloga como S = {0,v,2v,...,vN} = {0,v,2v,...,1},
donde v = 1
N, la cual es una representaci´ on m´ as ´ util para lo que realizaremos m´ as adelante.






































Deﬁnamos, por otro lado,
uX(k) = ka + (1 − k)c, (2.15)
uY(k) = kb + (1 − k)d. (2.16)
Vemos que uX(k) = l´ ımN→∞ u′
X(k) y uY(k) = l´ ımN→∞ u′
Y(k)
Supongamos que todos los individuos de la poblaci´ on tienen un nivel aspirado de pago α, y
que en cada periodo pueden conocer su pago realizado con probabilidad Q(“conocer”) = τ.
La regla de aprendizaje de los agentes es:
Si el pago realizado es mayor o igual a α, entonces mantenga la estrategia.
Si el pago realizado es menor a α, entonces elija aleatoriamente a otro jugador en la
poblaci´ on, esto es elija otro individuo de la poblaci´ on, donde cada individuo tiene
probabilidad 1
N−1 de ser elegido. Luego, con probabilidad 1 − ǫ imite su estrategia
y con probabilidad ǫ mute a la estrategia contraria a la del individuo elegido.
La probabilidad ǫ se conoce como la tasa de mutaci´ on.
Vemos que bajo esta regla de aprendizaje, la probabilidad de que un jugador tipo X
cambie de estrategia, si el estado de la poblaci´ on es 1, es
g(a) = P ˜ R(a + R < α) = f(α − a), (2.17)
6Claramente pod´ ıamos haber deﬁnido el espacio de estados en t´ erminos de la estrategia Y , sin afectar
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donde f( ) es la funci´ on de distribuci´ on de ˜ R.
Supongamos que {a,b,c,d} ⊆ [α − ω,α + ω], y que ˜ R ∼ U[−ω,ω]. Bajo la hip´ otesis de
distribuci´ on uniforme de ˜ R:
1. Se satisface la propiedad mon´ otona de raz´ on de verosimilitud, la cual es una condi-
ci´ on necesaria y suﬁciente para que bajos pagos promedio recibidos sean generados
por bajos pagos promedio esperados, de manera que los pagos recibidos sean ´ utiles
para evaluar estrategias.
2. La linealidad de la distribuci´ on uniforme hace que se puedan intercambiar valores
esperados en la ecuaci´ on (2.17). As´ ı, si el jugador juega una estrategia que d´ e un
pago esperado u, la probabilidad de que abandone la estrategia es
g(u) = f(α − u). (2.18)
Entonces
g(uX(k)) = f(α − ka − (1 − k)c)
=
α − ka − (1 − k)c + ω
2ω
= k
α − a + ω
2ω
+ (1 − k)
α − c + ω
2ω
= kg(a) + (1 − k)g(c);
y
g(uY(k)) = f(α − kb − (1 − k)d) =
α − kb − (1 − k)d + ω
2ω
= k
α − b + ω
2ω
+ (1 − k)
α − d + ω
2ω















































































= g(uX(k)) + (k − 1)(g(a) − g(c))
1
N − 1
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= g(uY(k)) + k(g(b) − g(d))
1
N − 1








= g(uY(k)) + O(v);
El supuesto de distribuci´ on uniforme y de la independencia de f( ) son claves para llegar
a un tipo de din´ amica del replicador.
Dados τ, v y ǫ, el modelo de aspiraci´ on e imitaci´ on es una cadena de Markov ﬁnita
X(ǫ) = {Xn(ǫ)}n∈N0 sobre el espacio de estados S = {0,v,2v,...,1}. Vemos que la
probabilidad de transici´ on de un paso del estado x ∈ S al estado y ∈ S es











































(1 − ǫ) +
N − xN − 1
N − 1
ǫ





























(1 − ǫ) +
N − xN − 1
N − 1
ǫ







N − xN − 1
N − 1
(1 − ǫ)
  (m´ ax{x−y,0})2
|x−y|
> 0.
Por lo tanto, el proceso generado por el modelo de aspiraci´ on e imitaci´ on es una cadena
de Markov ﬁnita, homog´ enea, irreducible y aperi´ odica. Por el corolario A.18 obtenemos:
Teorema 2.34
Sean τ, v y ǫ dados. Entonces:
i.) El modelo de aspiraci´ on e imitaci´ on tiene una ´ unica distribuci´ on estacionaria de
probabilidad, P(ǫ).
ii.) La distribuci´ on estacionaria P(ǫ) es independiente del estado inicial X0 y de la
distribuci´ on de X0.
Usando (2.19) podemos determinar las probabilidades de transici´ on del estado x ∈ S al
estado x + v ∈ S en un ´ unico periodo, r(x,v,τ), y del estado x ∈ S al estado x − v ∈ S.
Estas probabilidades vienen dadas por
r(x,v,τ) = τN(1 − τ)
N−1(1 − x)[(x(1 − ǫ) + (1 − x)ǫ)g(uY(x)) + O(v)] + O(N
2τ
2)





l(x,v,τ) = τN(1 − τ)
N−1x[((1 − x)(1 − ǫ) + xǫ)g(uX(x)) + O(v)] + O(N
2τ
2)





R(x,v) = (1 − x)[(x(1 − ǫ) + (1 − x)ǫ)g(uY(x)) + O(v)]
L(x,v) = x[((1 − x)(1 − ǫ) + xǫ)g(uX(x)) + O(v)].
Estas probabilidades pueden ser utilizadas para construir una caracterizaci´ on aproxima-
da del comportamiento de la trayectoria muestral de la cadena de Markov del modelo
de aspiraci´ on e imitaci´ on. Para demostrarlo, necesitamos estimar el valor esperado y la
varianza condicionales de Xt+τ − Xt dado Xt = x. Deﬁnamos
 (x,v) = R(x,v) − L(x,v) = x(1 − x)(g(uY(x)) − g(uX(x))) + ǫ(1 − 2x)¯ g + O(v),
σ
2(x,v) = R(x,v) + L(x,v) = (1 − 2ǫ)x(1 − x)(g(uY(x)) + g(uX(x))) + ǫ¯ g + O(v),
donde ¯ g = xg(uX(x)) + (1 − x)g(uY(x)). Notemos, que dadas estas deﬁniciones, si z es
una variable continua, entonces2.4. Dos ejemplos importantes 49
˙ z =  (z,0)




(uX(z) − uY(z)) +
ǫ(1 − 2z)
2ω
(α + ω − u(z)), (2.20)
es un tipo din´ amica del replicador.
Sea Xt+τ − Xt ≡ δXt. Entonces, como E[Xt|Xt = x] = x, y que la probabilidad
P(|x − y| ≥ 2) = O(N2τ2), donde x,y ∈ S, entonces
E[δXt|Xt = x] = vr(x,v,τ) − vl(x,v,τ) + O(N
2τ
2)
= v(r(x,v,τ) − l(x,v,τ)) + O(N
2τ
2)
= τ(1 − τ)














V [δXt|Xt = x] = τv(1 − τ)
N−1σ






E[Xt+τ|Xt = x] − E[Xt|Xt = x]
τ
= (1 − τ)






E[Xt+τ|Xt = x] − E[Xt|Xt = x]
τ
=  (x,0),
de manera que el lado derecho de la ecuaci´ on tiende a la din´ amica del replicador (2.20).
Teorema 2.35
Sea X0 = x(0) ﬁjo y sea z(t) la soluci´ on de la ecuaci´ on del replicador ˙ z =  (z,0) sujeta
a z(0) = x(0). Entonces para todo δ > 0 y T ∈ N, existen N0 ∈ N, τ0 ∈ R+ tales que si
N > N0 y N2τ < τ0, entonces
P(|z(t) − Xt| ≥ ǫ) < ǫ, (2.21)
para todo t ∈ [0,T] en donde Xt est´ e deﬁnido.
Demostraci´ on
Sean T > 0 y δ > 0 ﬁjos. Sea Z(t) la soluci´ on a la ecuaci´ on del replicador ˙ Z =  (Z,v)
sujeta a Z(0) = x(0). Entonces se tiene que




Z(t) = x(0) +
  t
0
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Y, adem´ as, para todo z(t),Z(t) ∈ [0,1],
    (z,0) −  (Z,0)
    =
     z(1 − z)(g(uY(z)) − g(uz(z))) + ǫ(1 − 2z)¯ g
− Z(1 − Z)(g(uY(Z)) − g(uZ(Z))) − ǫ(1 − 2Z)¯ g
     
≤
       z(1 − z)
 
α + ω − bz − (1 − z)d
2ω
−
α + ω − az − (1 − z)c
2ω
 
+ ǫ(1 − 2z)¯ g
− Z(1 − Z)
 
α + ω − bZ − (1 − Z)d
2ω
−
α + ω − aZ − (1 − Z)c
2ω
 
− ǫ(1 − 2Z)¯ g
       
≤




2(1 − z) − Z




2 − Z(1 − Z)
2]
       
≤
   2ǫ¯ g
      z − Z
    + M
   z − Z
       z(1 − z) + Z(1 − z − Z)
    +
   (1 − z)
2 − Z(2 + z + Z
2)
    
≤ C1
   z − Z
   ,
donde
M = m´ ax
        
a − b
2ω
       ,
       
c − d
2ω




C1 = m´ ax
  
   2ǫ¯ g
 




   z(1 − z) + Z(1 − z − Z)
 






   z(1 − z)
2 − Z(1 − Z)
2
 
   
  
.
Por otro lado,     (z,v) −  (z,0)
    =
   O(v)
    ≤ C2v.
Deﬁnamos C = m´ ax{C1,C2}. Como
|z(t) − Z(t)| ≤













      (z(s),0) −  (Z(s),v)




      (z(s),0) −  (Z(s),0)
     ds +
  t
0
      (Z(s),0) −  (Z(s),v)




     z(s) − Z(s)
     ds + Cvt,
utilizando el lema A.19, tenemos que










Elijamos N0 tal que |z(t) − Z(t)| < δ
2.
Por otro lado, siguiendo la metodolog´ ıa de Boylan (1995), deﬁnamos
mkτ = Xkτ − X0 −
k  
j=1
E[Xjτ − Xjτ−τ|Xjτ−τ] k = 1,...,T2.4. Dos ejemplos importantes 51
m0 = 0.
Vemos que {mkτ} es una martingala con respecto a la σ-´ algebra generada por X0,...,Xkτ,
para la cual E[mkτ] = E[m0] = m0 = 0. Pero entonces, para t = kτ obtenemos que









N−1 (x(jτ − τ),v) + O(N
2τ
2k)
















donde [s] es la parte entera de s. Entonces
|Z(t) − Xt| ≤
       
  t
0
















       
≤ |mt| +
       
  t
0
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(1 − τ(1 − τ)
N−1)






























      + 2tC3 + O(N
2τ)
≤ |mt| + C1
  t
0





      ds + 2tC3 + O(N
2τ),











. Dado que t = kτ, tenemos que t = [t/τ]τ, de manera
que si deﬁnimos
φ(s) =
     Z(s) − X[
s
τ]τ
     ,
tenemos que




donde C es el deﬁnido anteriormente, y
M(t) = sup
0≤s≤t
     m[
s
τ]τ
      + 2tC3 + O(N
2τ) + O(v).
Hemos adicionado O(v) para que la desigualdad se cumpla para todo t ∈ [0,T] y no s´ olo
para t = kτ. As´ ı,
φ(t) ≤ M(t) + C
  t
0
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y aplicando el lema A.19 obtenemos

















para todo t ∈ [0,T]. Sea τ0 tal para todo N, τ, tales que N > N0 y N2τ < τ0 se cumpla
2tC3 + O(N2τ) + O(v) ≤ δ
4e−Ct y tS
N + O(N2τ) < δ3
16Te−2CT. Usando la desigualdad de
Markov y el hecho que E[mt] = 0 obtenemos
P
 




















































Dado que mt es una martingala, tenemos que
E[m
2





































































































donde S es una cota superior de (1 − τ)N−1σ2(x,v). Usando los dos ´ ultimos resultados
obtenemos
P (|z(t) − Xt| ≥ δ) ≤ P
 


















obteniendo el resultado buscado.
Vemos, que entonces, para todo intervalo de tiempo ﬁnito la din´ amica de un juego evo-
lutivo markoviano puede ser aproximada por una din´ amico tipo replicador; lo cual, en
ciertos casos puede ser de inter´ es y, adem´ as, m´ as sencillo de analizar.
2.5. Simulaciones
Vimos en la secciones anteriores que si perturbamos un juego evolutivo utilizando pe-
que˜ nas mutaciones, si el juego de etapa es un juego 2 × 2 y si la poblaci´ on es ﬁnita
(N < ∞), entonces podemos seleccionar una de las distribuciones estacionarias del juego
no perturbado utilizando los m´ etodos presentados ah´ ı. Nos preguntamos ahora si estos
resultados se mantienen cuando N → ∞. Para ello analizaremos los efectos que tiene
sobre el modelo KMR tomar los l´ ımites N → ∞ y ǫ → 0 en diferentes ordenes. Kandori,
Mailath, y Rob (1993, p. 47) argumentan que intuitivamente se puede esperar que los
resultados de la secci´ on 2.4.1. se mantengan. As´ ı, para los autores parece ser claro que si54 Cap´ ıtulo 2. Algunos Aportes a la Teor´ ıa de Juegos Evolutivos Markovianos
tomamos el l´ ımite haciendo que ǫ → 0 y luego N → ∞, obtenemos el mismo resultado




ǫ→0 (N,ǫ) =  
b
donde  b es la distribuci´ on evolutivamente estable Bernoulli que hemos encontrado ante-




 (N,ǫ) =  
b
tenemos el mismo resultado .
Sin embargo, el problema que hemos planteado es bastante m´ as dif´ ıcil de lo que se cree
a primera vista. Esto se debe b´ asicamente al hecho de que la estructura poblacional del
juego KMR cambia con N, y as´ ı mismo lo deben hacer los mecanismos de selecci´ on y de
mutaci´ on, de tal forma que cambia el proceso generado por el modelo KMR. Por lo tanto,
el an´ alisis del comportamiento cuando aumenta el n´ umero de individuos, N → ∞, requiere
permitir que el espacio de estados cambie con N. Sin embargo, y aqu´ ı encontramos las
diﬁcultades, no es claro que en general el proceso generado por el juego KMR mantenga sus
propiedades a medida que N → ∞. En particular, para ǫ > 0 los procesos generados por
la perturbaci´ on Bernoulli del juego pueden ya no ser una cadena de Markov irreducible
y, as´ ı, tener m´ ultiples distribuciones estacionarias. Dado que toda la teor´ ıa que hemos
construido se basa en el hecho de que estos procesos son irreducibles, sin condiciones que
aseguren esto, no parece factible que se pueda encontrar una pregunta sencilla e intuitiva
a la pregunta.
Por otro lado, a´ un si logr´ asemos asegurar que se mantienen las propiedades estoc´ asticas de
la perturbaci´ on Bernoulli, hemos visto que existen valores de N que junto con s∗ determi-
nan el comportamiento del proceso y la distribuci´ on Bernoulli. Pero, si N est´ a cambiando,
nada asegura que no existe N0 tal que se tenga un comportamiento distinto si N > N0
del que se tiene si N < N0. Adem´ as, como hemos demostrado, la ubicaci´ on de s∗ relativo
a S es crucial para los resultados con N ﬁnito. Pero, cambios en N generan cambios en
s∗, por lo tanto, la ubicaci´ on de s∗ var´ ıa con N. M´ as a´ un, es nuestra capacidad para
determinar el conjunto absorbente bajo la din´ amica (KMR) que tiene menor potencial
estoc´ astico la que determina los equilibrios estoc´ asticos evolutivamente estables; y como
vimos esto est´ a determinado por la distancia entre el conjunto absorbente y s∗. Pero en
este problema esa distancia puede ser igual para todos los estados absorbentes, si N → ∞.
Pareciera entonces, que si esperamos que nuestros teoremas naturalmente se trasladen al
caso inﬁnito requerimos que siempre la ubicaci´ on relativa de s∗/N en S sea la misma y,
a su vez, que las cotas para N encontradas en los teoremas no sean cruzadas.
Dadas las diﬁcultades anal´ ıticas para encontrar la distribuci´ on estacionaria y estoc´ astica-
mente estable cuando esto ocurre, y a diferencia de lo planteado por Kandori, Mailath, y
Rob (1993), recurrimos aqu´ ı a simulaciones como un primer m´ etodo de aproximaci´ on al
problema. Hemos realizado dos tipos de simulaciones suponiendo que el juego de etapa2.5. Simulaciones 55
es un juego de coordinaci´ on y la din´ amica darwiniana es la din´ amica de mejor respuesta:
el primer grupo ﬁja un ǫ ∈ (0,a], donde a < 1, y calcula las distribuciones estacionarias
a medida que N aumenta. En el segundo grupo ﬁjamos N y permitimos que ǫ ∈ (0,a]
var´ ıe. Aqu´ ı presentamos algunos de los resultados en forma de conjeturas.
2.5.1. Simulaciones con N ﬁjo
En este primer grupo de simulaciones mantuvimos N > 2 ﬁjo y buscamos la distribu-
ci´ on estacionaria para diferentes valores de ǫ ∈ (0,a]. En el ap´ endice C.1. se presen-
tan las funciones de densidad de las distribuciones estacionarias para los casos N =
20,40,60,80,100,150,200,400,600,800. Aqu´ ı analizaremos el caso con N = 20 para ver
el tipo de comportamiento que hemos encontrado num´ ericamente, y que como se observa
en las ﬁguras del ap´ endice se mantiene de forma independiente del valor de N. La ﬁgura
2.1 presenta la distribuci´ on estacionaria cuando ǫ = 0.1. Vemos que la masa de probabili-
dad est´ a cerca de N = 20. Al calcular la esperanza encontramos que E(X) = 18 > N
2 , es
decir, |E(X) − N
2 | = 8.










Figura 2.1: Distribuci´ on estacionaria para ǫ = 0.1 y N = 20.
La ﬁgura 2.2 presenta la distribuci´ on estacionaria cuando ǫ aumenta a 0.2. Vemos que
la masa de probabilidad empieza a correrse hacia 0 y se aleja de N, de tal forma que al
calcular la esperanza tenemos que E(X) = 16 > N
2 , que ahora se encuentra m´ as cerca a
N
2 , ya que |E(X) − N
2 | = 6.
Si aumentamos ǫ nuevamente en 0.1, encontramos que para ǫ = 0.3 tenemos E(X) =
14 > N
2 y as´ ı |E(X)− N
2 | = 4. La ﬁgura 2.3 muestra que la masa de probabilidad se aleja
un poco m´ as de N acerc´ andose a 0.
Este comportamiento, donde a medida que aumenta ǫ para N ﬁjo, la masa de probabilidad
se aleja de N y se acerca a 0 se sigue observando para los casos ǫ = 0.4, ǫ = 0.5 y ǫ = 0.6,
como se ve en las ﬁguras 2.4, 2.5 y 2.6, donde E(X) = 12, E(X) = 10 y E(X) = 8
respectivamente.
Sin embargo, a partir de cierto ǫ0 este comportamiento comienza a cambiar, y aparece
nuevamente una masa de probabilidad cercana a N. Las ﬁguras 2.7-2.9 muestran este
nuevo comportamiento.56 Cap´ ıtulo 2. Algunos Aportes a la Teor´ ıa de Juegos Evolutivos Markovianos








Figura 2.2: Distribuci´ on estacionaria para ǫ = 0.2 y N = 20.












Figura 2.3: Distribuci´ on estacionaria para ǫ = 0.3 y N = 20.











Figura 2.4: Distribuci´ on estacionaria para ǫ = 0.4 y N = 20.
Este cambio de estructura, que claramente se observa a simple vista, tambi´ en se ve re-
ﬂejado en un aumento en la desviaci´ on est´ andar, la cual pasa de valores cercanos a 1
para ǫ = 0.1 a valores cercanos a 8 cuando ǫ = 0.9. En la ﬁgura 2.10 presentamos los
dos primeros momentos para los diferentes valores de ǫ. Como se observa, para N = 20
alrededor de ǫ = 0.7 ocurre este cambio estructural en el comportamiento del modelo.2.5. Simulaciones 57











Figura 2.5: Distribuci´ on estacionaria para ǫ = 0.5 y N = 20.











Figura 2.6: Distribuci´ on estacionaria para ǫ = 0.6 y N = 20.












Figura 2.7: Distribuci´ on estacionaria para ǫ = 0.7 y N = 20.
Si se observan las gr´ aﬁcas del ap´ endice C.1., para cada N la distribuci´ on estacionaria
cambia a partir de un valor de ǫ0 de forma similar a lo que hemos mostrado aqu´ ı.
Al observar este comportamiento, hemos buscado num´ ericamente los valores de ǫ0, en58 Cap´ ıtulo 2. Algunos Aportes a la Teor´ ıa de Juegos Evolutivos Markovianos












Figura 2.8: Distribuci´ on estacionaria para ǫ = 0.8 y N = 20.
















Figura 2.10: Los dos primeros momentos E(X) y V (X) cuando ǫ ∈ (0.1,0.9) y N = 20.
En el panel (a) la esperanza de X(ǫ) y en el panel (b) la varianza V (X(ǫ)).2.5. Simulaciones 59
los cuales aparece ese cambio de comportamiento. Realizamos esa b´ usqueda para cuatro
matrices de pagos en el juego de etapa; para todas las matrices se mantiene el mismo























Con base en esas simulaciones encontramos que existe una frontera que divide el compor-
tamiento estoc´ astico del proceso generado por el juego Γ(ǫ). Llama la atenci´ on que los
valores de ǫ0 para cada N son id´ enticos cuando utilizamos las matrices A1 y B1, as´ ı como
cuando utilizamos las matrices A2 y B2. Este hecho nos lleva a conjeturar que el valor de
ǫ0 depende de los valores de a,b,c,d, pero no del orden en que est´ an distribuidos dentro







Figura 2.11: Frontera que separa el comportamiento de las distribuciones estacionarias
para diferentes valores de N y ǫ. En el panel (a) la frontera para las matrices
A1 y B1 y el panel (b) para las matrices A2 y B2.
De estos resultados conjeturamos lo siguiente:
Conjetura 1 (Frontera de Divisi´ on)
Sea Γ el juego evolutivo Markoviano deﬁnido por el modelo KMR y {Γ(ǫ)}ǫ∈(0,a] la per-
turbaci´ on Bernoulli del mismo. Entonces para cada N > 2 existe ǫ0 ∈ (0,a] tal que
i.) P(E1) = 0 si ǫ < ǫ0 y P(E1) > 0 si ǫ > ǫ0, ´ o,
ii.) P(E1) > 0 si ǫ < ǫ0 y P(E1) = 0 si ǫ > ǫ0, ´ o,
iii.) P(E2) = 0 si ǫ < ǫ0 y P(E2) > 0 si ǫ > ǫ0, ´ o,
iv.) P(E2) > 0 si ǫ < ǫ0 y P(E2) = 0 si ǫ > ǫ0.
Donde E1 = [0,s∗] y E2 = [s∗,N].
As´ ı, cualquier an´ alisis del comportamiento asint´ otico de las distribuciones estacionarias
cuando N → ∞ y ǫ → 0 deber´ ıa seguir ciertas trayectorias que no crucen la frontera de
divisi´ on para asegurar que el comportamiento a lo largo de esa trayectoria sea homog´ eneo.60 Cap´ ıtulo 2. Algunos Aportes a la Teor´ ıa de Juegos Evolutivos Markovianos
2.5.2. Simulaciones con ǫ ﬁjo
Para el siguiente grupo de simulaciones mantuvimos el valor de ǫ ∈ (0,a] ﬁjo y analizamos
el comportamiento de la distribuci´ on estacionaria a medida que N → ∞. Presentamos
aqu´ ı el comportamiento para dos valores de ǫ, ǫ = 0.3 y ǫ = 0.7 lo cual nos permitir´ a mos-
trar mejor el tipo de resultados que se pueden esperar. En el ap´ endice C.2. se presentan
las gr´ aﬁcas de otros valores de ǫ.
Al igual que en las simulaciones anteriores hemos supuesto que el juego de etapa es un






la cual, por el corolario 2.30 nos asegura que en N∗ = 200 se debe esperar un cambio en
el comportamiento de las distribuciones estacionarias.7
En la ﬁgura 2.12 vemos que la distribuci´ on estacionaria de ǫ = 0.3 es completamente
diferente de la de ǫ = 0.7. Este resultado llama la atenci´ on especialmente debido a que s∗
tiene el mismo valor para ambos valores de ǫ.























Figura 2.12: Distribuci´ on estacionaria para (a) ǫ = 0.3 y (b) ǫ = 0.7 y N = 100.
A medida que aumentamos N, la diferencia parece disminuir entre ambas distribuciones
estacionarias, como se observa en la ﬁgura 2.13. M´ as a´ un, si N = 200, ambas distribuciones
le asignan una probabilidad positiva a los mismos dos subconjuntos de S, como se observa
en la ﬁgura 2.14.
7Utilizamos esta matriz debido a que genera valores de las variables que son peque˜ nos, en especial de
N∗. Asimismo, con otras matrices de pagos tuvimos el problema de que exist´ ıan m´ ultiples distribuciones
estacionarias, lo cual pod´ ıa deberse tanto al problema te´ orico planteado anteriormente o a problemas de
aproximaci´ on num´ erica.2.5. Simulaciones 61


























Figura 2.13: Distribuci´ on estacionaria para (a) ǫ = 0.3 y (b) ǫ = 0.7 y N = 150.

























Figura 2.14: Distribuci´ on estacionaria para (a) ǫ = 0.3 y (b) ǫ = 0.7 y N = 200.
Sin embargo, la similitud entre ambas distribuciones estacionarias no es m´ as que un
fen´ omeno pasajero, como lo demuestra la ﬁgura 2.15. A diferencia de lo que esperan
KMR, el comportamiento de la distribuci´ on estacionaria no se hace m´ as similar a medida
que aumenta N, por el contrario, la diferencia se mantiene incluso para valores de N
mayores a los que reportamos aqu´ ı. De esta forma, la distribuci´ on estacionaria parece





puede ser diferente para diferentes valores de ǫ.
Aunque en estas simulaciones hemos supuesto que el juego de etapa es un juego de coor-
dinaci´ on, no hay razones para creer que la pregunta tenga una respuesta m´ as simple en
otros tipos de juegos.8 Por ejemplo, si el juego de etapa tiene un ´ unico equilibrio en es-
8No desarrollamos esta hip´ otesis con mayor profundidad con otras simulaciones, ya que encontramos62 Cap´ ıtulo 2. Algunos Aportes a la Teor´ ıa de Juegos Evolutivos Markovianos























Figura 2.15: Distribuci´ on estacionaria para (a) ǫ = 0.3 y (b) ǫ = 0.7 y N = 250.





entonces las distribuciones estacionarias para ǫ = 0.1,
ǫ = 0.5 y ǫ = 0.9 se comportan como se muestra en las ﬁguras 2.16-2.18.
Con base en estos resultados conjeturamos lo siguiente:
Conjetura 2
Sea Γ el juego evolutivo markoviano deﬁnido por el modelo KMR y {Γ(ǫ)}ǫ∈(0,a] la pertur-
baci´ on Bernoulli del mismo. Si |ǫ1−ǫ2| > δ con ǫ1,ǫ2 ∈ (0,a] ﬁjos, si l´ ımN→∞  (N,ǫ1) =  1
y l´ ımN→∞  (N,ǫ2) =  2 existen, entonces
l´ ım
ǫ1→0 1  = l´ ım
ǫ2→0 2.
Esto quiere decir, que en general, esperar´ ıamos que existan varias distribuciones evoluti-
vamente estables cada una asociada al ǫ particular que se eligi´ o al momento de tomar el
l´ ımite cuando N → ∞.
As´ ı, las simulaciones que realizamos parecen contradecir la creencia de varios autores, entre
ellos Binmore, Samuelson, y Young (2003) y Kandori, Mailath, y Rob (1993), para quienes
el an´ alisis cuando N → ∞ es esencialmente igual al caso de una poblaci´ on ﬁnita. A nuestro
juicio, este problema es mucho m´ as complejo y nuestro trabajo pareciera indicar que
cuando la poblaci´ on es demasiado grande, el problema de multiplicidad de distribuciones
evolutivamente estables, inexistente en el caso de poblaciones ﬁnitas, aparece aqu´ ı como
central.
valores de la matriz de pagos que no generen m´ as de una distribuci´ on estacionaria para diferentes valores
de ǫ es un problema complejo que requiere mayores recursos.2.5. Simulaciones 63




































Figura 2.16: Distribuci´ on estacionaria para (a) ǫ = 0.1, (b) ǫ = 0.5 y (c) ǫ = 0.9 y N = 100.64 Cap´ ıtulo 2. Algunos Aportes a la Teor´ ıa de Juegos Evolutivos Markovianos



































Figura 2.17: Distribuci´ on estacionaria para (a) ǫ = 0.1, (b) ǫ = 0.5 y (c) ǫ = 0.9 y N = 200.2.5. Simulaciones 65


































Figura 2.18: Distribuci´ on estacionaria para (a) ǫ = 0.1, (b) ǫ = 0.5 y (c) ǫ = 0.9 y N = 250.66 Cap´ ıtulo 2. Algunos Aportes a la Teor´ ıa de Juegos Evolutivos MarkovianosConclusiones
Como hemos visto, la teor´ ıa de juegos evolutivos markovianos puede jugar un papel fun-
damental para resolver el problema de multiplicidad de equilibrios de Nash, presente en la
teor´ ıa de juegos no-cooperativos cl´ asica. Asimismo, su potencial para el an´ alisis evolutivo
en diferentes ciencias, especialmente las sociales, es inmenso. Sin embargo, como vimos, la
teor´ ıa de juegos evolutivos markovianos, en su forma actual, presenta deﬁciencias anal´ ıti-
cas que a nuestro parecer ha obstaculizado el desarrollo de la teor´ ıa. Nuestro prop´ osito
en este trabajo ha sido el de construir una teor´ ıa de juegos evolutivos markovianos que
permita uniﬁcar los diferentes resultados que se encuentran en la literatura, as´ ı como
abordar y presentar mejor y de forma m´ as clara, los diferentes problemas te´ oricos que se
presentan.
En particular, hemos presentado una formulaci´ on axiom´ atica coherente para la teor´ ıa de
juegos evolutivos y la teor´ ıa de juegos evolutivos markovianos. Esto nos permiti´ o demos-
trar que podemos relacionar con cada juego evolutivo markoviano una ´ unica distribuci´ on
evolutivamente estable.
Bas´ andonos luego en esta teor´ ıa y el trabajo de Kandori, Mailath, y Rob (1993), anali-
zamos los juegos 2 × 2, para los cuales encontramos diferentes condiciones para que los
equilibrios evolutivos estoc´ asticamente estables fueran similares a un equilibrio de Nash,
con lo cual abordamos el problema de multiplicidad de equilibrios en la teor´ ıa de jue-
gos no-cooperativos. Esto nos permiti´ o corregir y generalizar los resultados de Kandori,
Mailath, y Rob (1993) y Rhode y Stegeman (1996), donde demostramos que bajo cier-
tas condiciones la distribuci´ on evolutivamente estable Bernoulli seleccionar´ ıa situaciones
que no eran en modo alguno similares a un equilibrio de Nash. Asimismo, demostramos
que en ciertas ocasiones los equilibrios evolutivos estoc´ asticamente estables pueden no ser
socialmente ´ optimos.
Por ´ ultimo, investigamos el comportamiento de la distribuci´ on estacionaria de la pertur-
baci´ on Bernoulli del juego KMR cuando el n´ umero de agentes crece al inﬁnito. Para ello
utilizamos simulaciones que nos permitieron entender que el problema era m´ as complejo
de lo pensado por algunos te´ oricos. En particular, mostramos que existen comportamien-
tos estoc´ asticos muy diferentes para valores diferentes del par´ ametro de perturbaci´ on y
del n´ umero de individuos en la poblaci´ on. Asimismo, observamos que cuando el n´ umero
de agentes crece, el problema de multiplicidad de distribuciones evolutivamente estables
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se convierte en una posibilidad muy factible, y que el orden en que se analice el com-
portamiento asint´ otico de este juego puede tener implicaciones muy importantes para el
resultado que obtenga.
Existen dos ´ areas de inter´ es que creemos a´ un deben ser exploradas con mayor profundi-
dad. Primero, aunque ya sabemos que cada juego evolutivo tiene asociada su distribuci´ on
evolutivamente estable Bernoulli, no sabemos si varios juegos evolutivos markovianos tie-
nen una misma distribuci´ on evolutivamente estable Bernoulli. Responder esta pregunta
podr´ ıa permitir entender mejor las diferencias entre los diferentes modelos planteados por
diversos autores. Asimismo, debe estudiarse con mayor profundidad las condiciones para
que un equilibrio evolutivo estoc´ asticamente estable sea equivalente a un equilibrio de
Nash. Esto se ha hecho ya para diferentes juegos bajo la hip´ otesis de que existe una ´ unica
poblaci´ on, sin embargo, el estudio con diferentes poblaciones de diferentes tama˜ nos no se
ha realizado. Esto, a su vez, ha hecho que la teor´ ıa de juegos evolutivos no haya estudiado
a profundidad el caso de juegos de etapa no sim´ etricos.
En segundo lugar, debe estudiarse mejor las consecuencias del aumento del n´ umero de in-
dividuos. M´ as estudios en computador pueden ser ´ utiles para veriﬁcar con mayor precisi´ on
las conjeturas aqu´ ı planteadas. Asimismo, un desarrollo anal´ ıtico que permita demostrar
que existe soluci´ on (o no) al problema planteado ser´ ıa un gran adelanto para la teor´ ıa.Ap´ endice A.
Elementos de la Teor´ ıa de Cadenas
de Markov
A.1. Conceptos B´ asicos
Sea (Ω,F,P) un espacio de probabilidad, S ⊆ Z+ un conjunto a lo m´ as numerable, y S
la σ-´ algebra de Borel del conjunto S.
Deﬁnici´ on A.1 (Cadena de Markov)
Una cadena de Markov es una familia de funciones medibles X = {Xn}n∈N0, donde
Xn : (Ω,F,P) → (S,S), y se satisface la siguiente condici´ on:
P(Xn+1 = j|Xn = i,Xn−1 = in−1,Xn−2 = in−2,...,X0 = i0) = P(Xn+1 = j|Xn = i)
(A.1)
para todo n ∈ N0 y para todo i0,i1,...,in−1,i,j ∈ S (siempre y cuando las probabilidades
condicionales est´ en bien deﬁnidas). A S ⊆ Z+ lo denominamos el espacio de estados.
Si S es ﬁnito, diremos que X = {Xn}n∈N0 es una cadena de Markov ﬁnita.
Deﬁnici´ on A.2 (Probabilidad de Transici´ on)
Las probabilidades P(Xn+1 = j|Xn = i) las denominaremos probabilidades de transici´ on
en un paso. De manera similar podemos deﬁnir las probabilidades de transici´ on de n pasos
como P(Xm+n = j|Xm = i).
Deﬁnici´ on A.3 (Homogeneidad o Estacionariedad)
Una cadena de Markov X = {Xn}n∈N0 se dice homog´ enea o estacionaria si, y s´ olo si, las
probabilidades de transici´ on del proceso cumplen
P(Xm+1 = j|Xm = i) = P(Xn+1 = j|Xn = i) (A.2)
para todo m, n ∈ N. En ese caso, diremos que tiene probabilidades de transici´ on estacio-
narias.
6970 Ap´ endice A. Elementos de la Teor´ ıa de Cadenas de Markov
Notaremos las probabilidades de transici´ on de un paso de una cadena de Markov ho-
mog´ enea (entre el estado i y el estado j) por pij, y las probabilidades de transici´ on de
n pasos por pn
ij. En lo que sigue nos concentraremos ´ unicamente en cadenas de Markov
homog´ eneas. Podemos, entonces, representar todas las probabilidades de un paso entre
los diferentes estados por medio de la matriz de probabilidades de transici´ on, P = [pij],




pij = 1 i = 0,1,2,... .
La cadena de Markov estar´ a completamente determinada si se conoce la matriz de tran-
siciones de probabilidad P y la distribuci´ on de X0.
Teorema A.4 (Ecuaciones de Chapman-Kolmogorov)
Sea X = {Xn}n∈N0 una cadena de Markov homog´ enea con matriz de probabilidades de
















1 si i = j
0 si i  = j
De este teorema se sigue, que si Q = [pn
ij], entonces Q = P n.
Deﬁnici´ on A.5 (Accesibilidad)
El estado j ∈ S es accesible desde el estado i ∈ S, notado i → j si, y s´ olo si, existe n ∈ N0
tal que pn
ij > 0. Si i es accesible desde j, j → i, y j es accesible desde i, i → j, i y j se
(inter)comunican, notado i ↔ j.
Si dos estados i, j ∈ S no se comunican, entonces pn
ij = 0 y/o pn
ji = 0 para todo n ∈ N0. Es
f´ acil ver que el concepto de comunicaci´ on entre estados deﬁne una relaci´ on de equivalencia,
y as´ ı, una partici´ on sobre el espacio de estados S, donde los estados que pertenecen a una
partici´ on son los estados que se comunican entre s´ ı.
Deﬁnici´ on A.6 (Irreductibilidad)
Una cadena de Markov X = {Xn}n∈N0 se dice irreducible si el conjunto de particiones
generado por la relaci´ on de comunicaci´ on es {∅,S}.
As´ ı, una cadena de Markov es irreducible si, y s´ olo si, la relaci´ on de comunicaci´ on genera
una ´ unica clase.
Deﬁnici´ on A.7 (Periodo de una Cadena de Markov)
El periodo de un estado i, d(i), es el m´ aximo com´ un divisor de los enteros n ≥ 1 tales que
pn
ii > 0. Si pn
ii = 0 para todo n ≥ 0 deﬁnimos d(i) = 0.A.1. Conceptos B´ asicos 71
Teorema A.8
Si los estados i, j ∈ S se comunican, i ↔ j, entonces d(i) = d(j).
Por lo tanto, todos los estados de una clase tienen el mismo periodo. La periodicidad es
una caracter´ ıstica de clase.
Deﬁnici´ on A.9
Una cadena de Markov X = {Xn}n∈N0 es aperi´ odica si, y s´ olo si, para todo i ∈ S, d(i) = 1.
En otro caso, la cadena se dice peri´ odica.
Consideremos un estado i ∈ S ﬁjo pero arbitrario, y deﬁnamos para cada entero n ≥ 1
f
n
ii = P(Xn = i, Xv  = i v = 1,2,...,n − 1|X0 = i),
la probabilidad del primer regreso al estado i despu´ es de n transiciones. Es directo que
f1













Deﬁnici´ on A.10 (Recurrencia de un Estado)





ii = 1, (A.4)
esto es, si la probabilidad de regresar en tiempo ﬁnito al estado i es 1.





ii < 1, (A.5)
esto es, si no es recurrente.
Podemos deﬁnir la recurrencia de un estado de otra manera, utilizando el siguiente teo-
rema:
Teorema A.11






Esto es, si el valor esperado de retornos al estado i es inﬁnito.
Corolario A.12
Si i, j ∈ S se comunican, y si i es recurrente, entonces j es recurrente.
Por lo tanto, la recurrencia tambi´ en es una propiedad de clase.72 Ap´ endice A. Elementos de la Teor´ ıa de Cadenas de Markov
A.2. Existencia y Unicidad de la Distribuci´ on Esta-
cionaria
Una de las caracter´ ısticas m´ as interesantes de algunas cadenas de Markov irreducibles y
aperi´ odicas, es la existencia y unicidad de su distribuci´ on estacionaria, la cual deﬁnimos
a continuaci´ on:
Deﬁnici´ on A.13 (Distribuci´ on Estacionaria)
Sea X = {Xn}n∈N0 una cadena de Markov con probabilidades de transici´ on pij y sea
( i)∞
i=0 una colecci´ on que satisface
 i ≥ 0,
∞  
i=0
 i = 1,  i =
∞  
j=0
 jpji, i = 0,1,2,... (A.6)
Llamaremos a esta colecci´ on una distribuci´ on estacionaria de probabilidad de la cadena
de Markov X = {Xn}n∈N0.
El siguiente es el teorema central de la teor´ ıa de cadenas de Markov:
Teorema A.14 (Teorema L´ ımite B´ asico de Cadenas de Markov)














ji = l´ ım
n→∞p
n
ii =  i,
donde
 ∞
i=0  i = 1.
Este teorema nos permite caracterizar el valor l´ ımite de las probabilidades de transici´ on
de n pasos, cuando n → ∞, lo cual es muy importante para los resultados que siguen.
Deﬁnici´ on A.15 (Ergodicidad)




ii =  i > 0.




ii =  i = 0.
Si l´ ımn→∞ pn
ii =  i > 0 para un estado i en una clase aperi´ odica recurrente, entonces
 j > 0 para todo estado j en la clase, y en ese caso decimos que la clase es recurrente
positiva. Para estas clases tenemos el siguiente resultado:A.3. El Lema Bellman-Gronwall 73
Teorema A.16 (Unicidad de la Distribuci´ on Estacionaria en una Clase)










i=0  i = 1, y la colecci´ on ( i)∞
i=0 es ´ unica, y viene determinada por el conjunto
de ecuaciones
 i > 0,
∞  
i=0
 i = 1,  i =
∞  
j=0
 jpji, i = 0,1,2,... (A.8)
Aplicando este teorema, vemos entonces, que para toda cadena de Markov irreducible,
aperi´ odica y recurrente positiva existe una ´ unica colecci´ on   = ( i)∞
i=0, que cumple con las
ecuaciones (A.6); por lo tanto, para estas cadenas de Markov existe una ´ unica distribuci´ on
estacionaria de probabilidad.
Ahora: si X = {Xn}n∈N0 es una cadena de Markov irreducible, aperi´ odica y positiva




i = P(X0 = i) =  i, donde ( i)∞
i=0 es la distribuci´ on estacionaria de probabilidad de la




i = P(Xn = i) =  i (De ah´ ı el nombre de distribuci´ on estacionaria de probabilidad!).
A su vez, si p0 es cualquier distribuci´ on de probabilidad de X0 y pn la distribuci´ on de
probabilidad de Xn, entonces pn = p0   P n, donde P es la matriz de transiciones de
probabilidad. As´ ı, la distribuci´ on estacionaria de la cadena de Markov es   = l´ ımn→∞ pn.
Tenemos, adem´ as, el siguiente resultado central:
Teorema A.17 (Unicidad y Erg´ odicidad)
Sea X = {Xn}n∈N0 una cadena de Markov irreducible, aperi´ odica y positiva recurren-
te, entonces tiene una ´ unica distribuci´ on de estacionaria, la cual es independiente de la
distribuci´ on de probabilidad de X0.
Corolario A.18 (Unicidad y Ergodicidad en Cadenas de Markov Finitas)
Sea X = {Xn}n∈N0 una cadena de Markov ﬁnita, irreducible y aperi´ odica, entonces
X = {Xn}n∈N0 tiene una ´ unica distribuci´ on estacionaria, la cual es independiente de
la distribuci´ on de X0.
Este ´ ultimo teorema jugar´ a un papel central en la teor´ ıa de juegos evolutivos markovianos.
A.3. El Lema Bellman-Gronwall
Por ´ ultimo, enunciamos a continuaci´ on, un lema, muy utilizado en teor´ ıa de ecuaciones
diferenciales estoc´ asticas, y que utilizaremos m´ as adelante.74 Ap´ endice A. Elementos de la Teor´ ıa de Cadenas de Markov
Lema A.19 (Bellman-Gronwall)




g(s)ds + h(t), t ∈ [t0,T],





C(t−s)h(s)ds + h(t), t ∈ [t0,T].Ap´ endice B.
Programas para las Simulaciones
Los programas utilizado para realizar las simulaciones fueron escritos en Scilab
(http://www.scilab.org/) el cual es un programa GNU similar a Matlab. A continuaci´ on
presentamos los dos programas:
// Un programa que calcula las distribucines l´ ımite del art´ ıculo de KMR
// para diferentes valores de N y una misma tasa de mutaci´ on
clear; format(20); stacksize=stacksize(2000000);
N=100; // N´ umero de agentes
// En cada etapa, el jgador fila y el columna eligen L y R
a=10; // Pago al jugador fila si ambos jugadores L
b=0; // Pago al jugador fila si juega L y el otro R
c=0; // Pago al jugador fila si juega R y el otro L
d=1; // Pago al jugador fila si ambos jugadores R
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for k=1:pasos
// Calculamos las probabilidades binomiales
bin=binomial(e,N);
e=e^2;











// Calculamos la distribuci´ on estacionaria de esa cadena de Markov










// Un programa que calcula las distribucines l´ ımite del art´ ıculo de KMR
// para diferentes valores de N y una misma tasa de mutaci´ on
clear; format(20); stacksize=stacksize(50000000);77
e=0.5; // Tasa de mutaci´ on, es decir la probabilidad de pasar de
L a R.
// En cada etapa, el jgador fila y el columna eligen L y R
a=1; // Pago al jugador fila si ambos jugadores L
b=50; // Pago al jugador fila si juega L y el otro R
c=50; // Pago al jugador fila si juega R y el otro L
d=1; // Pago al jugador fila si ambos jugadores R
A=[a b;c d]; // Matriz de pagos
N0=100; // Numero inicial de agentes pasos=10; // Numero de
agentes en que se incrementa en cada paso entre total inicial y
















z(k)=(N*(d-b)+a-d)/(a-c+d-b);78 Ap´ endice B. Programas para las Simulaciones
x2=ceil(z(k));
x1=floor(z(k));











// Calculamos la distribuci´ on estacionaria de esa cadena de Markov



























































Presentamos en este ap´ endice los resultados de las simulaciones. Para ello utilizamos las
gr´ aﬁcas de las funciones de densidad de la distribuci´ on estacionaria.
C.1. Simulaciones con N ﬁjo




























e=0.1 N=20 e=0.125 N=20 e=0.15 N=20
























e=0.175 N=20 e=0.2 N=20 e=0.225 N=20
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e=0.25 N=20 e=0.275 N=20 e=0.3 N=20



































e=0.325 N=20 e=0.35 N=20 e=0.375 N=20

































e=0.4 N=20 e=0.425 N=20 e=0.45 N=20

































e=0.475 N=20 e=0.5 N=20 e=0.525 N=20

































e=0.55 N=20 e=0.575 N=20 e=0.6 N=20C.1. Simulaciones con N ﬁjo 83



































e=0.625 N=20 e=0.65 N=20 e=0.675 N=20




































e=0.7 N=20 e=0.725 N=20 e=0.75 N=20



































e=0.775 N=20 e=0.8 N=20 e=0.825 N=20

































e=0.85 N=20 e=0.875 N=20 e=0.9 N=20
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