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This Memorandum stems from RAND’S con t inu ing  i n t e r e s t  i n  t h e  
assessment of r e l i a b i l i t y .  It r e p o r t s  t h e  r e s u l t s  of r e sea rch  on t h e  
mathematical  t heo ry  of t o l e r a n c e  a n d  confidence l i m i t s .  
The body of t h e  Memorandum i s  addressed p r i m a r i l y  t o  mathematical  
s t a t i s t i c i a n s .  The Summary i s  longer and more d e t a i l e d  than usua l  i n  
RAND Memoranda. I n  a d d i t i o n  t o  summarizing t h e  c o n t e n t s  of t h i s  
Memorandum, an  e f f o r t  i s  made t o  relate t h e  r e s u l t s  t o  r e l e v a n t  earlier 
s t u d i e s  t3’’c4’. The Summary i s  w r i t t e n  f o r  t h e  use r  o f  s ta t is t ical  
procedures who may no t  be a mathematician. 
The a u t h o r s ,  who have been c o n s u l t a n t s  t o  The RAND Corporat ion,  
performed some of t h e  r e sea rch  f o r  t h i s  Memorandum dur ing  t h e  cour se  
of t h e  r e l i a b i l i t y  assessment s tudy  t h a t  RAND is conducting f o r  t h e  
Apollo R e l i a b i l i t y  and Qual i ty  Off ice ,  Hq NASA, under Con t rac t  NASr- 
21(11). 
S c i e n t i f i c  Research Labora to r i e s .  Therefore ,  t h e  r e s u l t s  desc r ibed  
h e r e i n  are a l s o  being disseminated i n  e s s e n t i a l l y  t h e  same form, save 
f o r  t h i s  P re face  and f o r  t h e  Summary, as Mathematical Note No. 446 
(DI-82-0503) by t h e  Boeing S c i e n t i f i c  Research Labora to r i e s ,  S e a t t l e ,  
Washington. 
Another p a r t  w a s  done under t h e  a u s p i c e s  of t h e  Boeing 
'V' 
T h i s  Memorandum extends t h e  v a l i d i t y  o f  exponen t i a l  t o l e r a n c e  
and confidence l i m i t s ,  under c e r t a i n  r e s t r i c t i o n s ,  t o  classes o f  
d i s t r i b u t i o n s  based on f a i l u r e  r a t e .  I n  p a r t i c u l a r ,  t h e  u s u a l  
exponen t i a l  lower t o l e r a n c e  l i m i t  is shown t o  be conse rva t ive  f o r  
t h e  i n c r e a s i n g  f a i l u r e  rate class of d i s t r i b u t i o n s  i n  t h e  range of 
populat ion coverages and confidence c o e f f i c i e n t s  o f  p r a c t i c a l  i n t e r e s t .  
Conservat ive confidence l i m i t s  are a l s o  obtained on t h e  mean. 
The rest  o f  t h i s  Summary w i l l  be devoted t o  p u t t i n g  t h e  r e s u l t s  
of t h i s  Memorandum i n  p e r s p e c t i v e  f o r  t he  u s e r  o f  s t a t i s t i c a l  pro- 
cedures  who may n o t  be a mathematician. Th i s  involves  s e p a r a t i n g  t h e  
material ( d e f i n i t i o n s ,  theorems, c o r o l l a r i e s )  t h a t  p e r t a i n s  d i r e c t l y  
t o  t o l e r a n c e  and confidence l i m i t s  from the  techniques used i n  
o b t a i n i n g  t h e s e  r e s u l t s .  Also, comparisons wi th  "standard" procedures 
w i l l  be made. 
L e t  
C e r t a i n  p r e l i m i n a r i e s  are needed. 
= (X, X2, . . ., X ) denote an ordered ( i .e . ,  0 S X S X 5 
n 1 2  
. . . X ) sample o f  times t o  f a i l u r e  o f  an i t e m  w i th  d i s t r i b u t i o n  F. 
I f  L i s  a func t ion  such t h a t  
n 
P F { l -  F[L(XJ] 2 1-q] = 1-a, 
we s a y  t h a t  [L(Is),m) i s  a lower to l e rance  i n t e r v a l  (o r  t h a t  L(XJ i s  
a lower t o l e r a n c e  l i m i t )  f o r  t h e  populat ion,  with coverage 1-q and 
conf idence  c o e f f i c i e n t  1-a. That is, t h e  p r o b a b i l i t y  e q u a l s  1-CY t h a t  
t h e  i n t e r v a l  [L(XJ,=) covers  a t  l e a s t  a f r a c t i o n  1-q o f  t h e  populat ion 
of l i f e t i m e s .  S i m i l a r l y ,  i f  U i s  a f u n c t i o n  such t h a t  
-vi- 
we s a y  t h a t  [O,U(11)] i s  an upper t o l e r a n c e  i n t e r v a l  ( o r  t h a t  U(XJ i s  
an upper t o l e r a n c e  l i m i t )  f o r  t he  popu la t ion ,  w i th  coverage q and 
confidence c o e f f i c i e n t  1-a. 
t h  
The q p e r c e n t i l e ,  , o f  a continuous d i s t r i b u t i o n  F i s  de f ined  5, 
by 
Wq) = 4. 
I f  a funct ion S s a t i s f i e s  1 
we s a y  t h a t  [S1(11),m) i s  a lOO(1-a) p e r c e n t  lower confidence i n t e r v a l  
( o r  t h a t  S (11) i s  a lower confidence l i m i t )  f o r  5 . S i m i l a r l y ,  i f  a 
funct ion S s a t i s f i e s  2 
1 4 
we say  t h a t  [ 0 , S 2 ( X J ]  i s  a lOO(1-a) percen t  upper confidence i n t e r v a l  
(o r  t h a t  S (11) i s  an upper confidence l i m i t )  f o r  5 . 
2 4 
I f ,  i n  t he  above d e f i n i t i o n s  f o r  t o l e r a n c e  and confidence l i m i t s ,  
t h e  p r o b a b i l i t i e s  on the  l e f t -hand  s i d e  are g r e a t e r  than o r  equa l  t o  
( 2 )  instead o f  equal  t o  (=) 1-a, t hen  t h e  a d j e c t i v e  "conservative" i s  
added t o  the term being d e f i n e d .  
lower to l e rance  i n t e r v a l  w i th  coverage 1-q and confidence c o e f f i c i e n t  
1-a, of a conse rva t ive  lOO(1-a) p e r c e n t  lower confidence l i m i t  f o r  t h e  
qth p e r c e n t i l e ,  e t c .  
Thus one speaks of a conse rva t ive  
-v i i -  
A lower t o l e r a n c e  l i m i t  w i th  coverage 1-q and confidence coef -  
f i c i e n t  1-(Y is a lOO(1-a,)  pe rcent  lower confidence l i m i t  f o r  t h e  
p e r c e n t i l e  5 . S i m i l a r l y ,  an upper t o l e r a n c e  l i m i t  wi th  coverage q 
and confidence c o e f f i c i e n t  1-a, i s  a lOO(1-a )  percent  upper confidence 
l i m i t  f o r  t h e  p e r c e n t i l e  5 . 
q 
9 
A censored sampling p lan  i s  one i n  which a f ixed  number of  items, 
say  n ,  are placed on l i f e  test and the  t e s t i n g  i s  terminated when a 
f ixed  number o f  them, r (1 S r n),  have f a i l e d .  I f  t h e  l i f e  d i s t r i -  
bu t ion  i s  exponen t i a l  wi th  mean 8, then t h e  maximum l ike l ihood  estimate 
o f  0 based on t h e  censored sample i s  
T h i s  can a l s o  be w r i t t e n ,  as on p.  6 o f  t h i s  Memorandum, wi th  X 
as 
= 0 ,  0 
For the exponen t i a l  d i s t r i b u t i o n  with mean 8 ,  based on a sampling p l an  
censored a t  r o u t  o f  n observa t ions ,  t h e  fol lowing f a c t s  hold: 
* 
( i )  A lower t o l e r a n c e  l i m i t  w i th  coverage 1-q and 
confidence c o e f f i c i e n t  1-a, i s  g iven  by 
* 
I n  w h a t  fo l lows ,  2(m) denote8 t h e  pth p e r c e n t i l e  of t h e  
ch i - squa re  d i s t r i b u t i o n  % i t h  m degrees  o f  freedom. 
- v i i i -  
Th i s  i s  a l s o  a l O O ( 1 - a )  percent  lower confidence 
l i m i t  f o r  5 t h e  qth p e r c e n t i l e .  
q’ 
( i i )  An upper to l e rance  l i m i t  wi th  coverage q and 
confidence c o e f f i c i e n t  1-a i s  given by 
Th i s  i s  a l s o  a lOO(1-a) percent  upper confidence 
l i m i t  f o r  5 t h e  qth p e r c e n t i l e .  
cl’ 
(iii) A lower l O O ( 1 - a )  percent  confidence l i m i t  f o r  t h e  
mean, 8 ,  is given  by 
( iv)  An upper l O O ( 1 - a )  pe rcen t  confidence l i m i t  f o r  
t h e  mean, 8 ,  i s  given by 
Def in i t i ons  o f  i n c r e a s i n g  f a i l u r e  rate (IFR) d i s t r i b u t i o n s ,  
decreas ing  f a i l u r e  rate (DFR) d i s t r i b u t i o n s ,  d i s t r i b u t i o n s  whose 
f a i l u r e  r a t e  i nc reases  on t h e  average (IFRA), and d i s t r i b u t i o n s  
whose f a i l u r e  ra te  dec reases  on t h e  average  (DFRA), are g iven  on 
pages 3 and 4 .  
bu t  the  converse i s  n o t ,  i n  g e n e r a l ,  t r u e .  An example is given  on 
p. 4 showing an  IFRA d i s t r i b u t i o n  that  i s  n o t  an  IFR d i s t r i b u t i o n .  
I f  a d i s t r i b u t i o n  i s  IFR (DFR) , i t  i s  a l s o  IFRA (DFRA) , 
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I 
The exponential distribution belongs to each of the four classes of 
distributions -- its failure rate being constant. 
The remainder of this Summary is devoted to relating the results 
of this Memorandum to the "standard" results listed in (i) through (iv), 
above. 
Section 2 gives lower tolerance limits, and lower confidence 
limits for percentiles and for the mean for IFR or IFRA distributions. 
Theorem 2 . 3 ,  p. 7, states that if, for IFR distributions, xl-m 
-2n log (1-q), the exponential lower tolerance limit in (i) above is 
a conservative lower tolerance limit; if ~~-~(2r) S -2n log (1-q), then 
q (3 provides the conservative lower tolerance limit. Similarly n r,n 
for the lower confidence limit for a percentile. Corollary 2.4, p. 9 ,  
states that if, for an IFR distribution, l-cr 2 l-e and l-q 2 e , 
then the results in (i) provide conservative lower tolerance and 
confidence limits. Corollary 2.7, p .  10, states that the results of 
Theorem 2.4 hold even far IFRA distributions, provided r = 1; that 
is, only the earliest failure time is used. Theorem 2.8, p. 10, 
provides a conservative lower confidence limit for the mean of an 
IFR distribution. It differs from the result stated in (iii) by R 
factor 
(2r) 2 
2 
2 
-1 -r In 
9 
2r) 
2n 1 - exp 
This factor being less than unity, the lower limit of Theorem 2.8 
is less than that of (iii) . 
Section 3 gives upper tolerance limits, and upper confidence 
limits for percentiles and for the mean of IFR or IFRA distributions. 
-x - 
2 Theorem 3 . 3 ,  p. 1 4 ,  states that if for IFRA distributions, xW(2r) S 
-2(n-r+l) log  (1-q), then the exponential upper tolerance limit of 
(ii) above is a conservative upper tolerance limit; if xCY(2r) 2 
-2(n-r+1) 1% ( 1 - 4  Y then 
upper tolerance limit. Similarly for the upper confidence limit 
for a percentile. Corollary 3 . 4 ,  p. 16, states that if for an IFRA 
distribution, 1-CY 2 1-e-' and q 2 1 - exp{- -1, then the results 
in (ii) provide conservative upper tolerance and confidence limits. 
2 
r 8 r,n (XJ provides the conservative 
r 
n-r+l 
Theorem 3 . 3  and Corollary 3 . 4 ,  holding for IFRA distributions, hold, 
- a fortiori, for IFR distributions. Theorem 3 . 5 ,  p. 16,  states that 
for IFR distributions, the upper confidence limit for the mean given 
in (iv) is conservative if x (2r) S 2(n-r+l); if x (2r) 2 2(n-r+l), 
then - 8 
2 2 
CY CY 
r (XJ provides the upper confidence limit. Corollary 3 . 6 ,  n-r+l r,n 
-1 n+l p. 19,  states that for IFR distributions, if 1-CY > 1-e and r S - 2 ,  
then the upper confidence limit for the mean given in (iv) is 
conservative. 
Section 4 gives upper and lower tolerance limits, and a lower 
confidence limit for the mean for DFR or DFRA distributions. 
Theorem 4 . 1 ,  p. 20, states that if, for DFRA distributions, ~~-~(2r)S 
-2(n-r+l) log (1-q), the exponential lower tolerance limit in (i) 
above is conservative; if ~ ~ - ~ ( 2 r )  2 -2(n-r+l) log (1-q), then 
2 
2 
r 6 (11) provides the conservative lower tolerance limit. n-r+l r,n 
2 Theorem 4.2, p. 21, states that if, for DFR distributions, xCY(2r) 2 
-2n l og  ( 1 - q ) ,  then the exponential upper tolerance limit in (ii) 
2 r *  is conservative; if xCY(2r) S -2n log  (1-q) , then 'f; 0 
the conservative upper tolerance limit. Finally, Theorem 4 . 3 ,  p. 21, 
(XJ provides 
r ,n 
-xi - 
. 
states for DFR d i s t r i b u t i o n s ,  i f  x1 2 @(2r) 5 2(n-r+l) ,  then the 
exponential lower confidence l i m i t  for the mean g iven  i n  (iii) i s  
conservative;  i f  x1 a(2r) 2 2(n-r+l), then a conservative lower 
confidence l i m i t  for the mean i s  given by 
2 
r I - ~ 1 - ~ 2 r ) J  2 8 
exp 1 n-r+l 2(n-r+l) r , n  
-xiii- 
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1. INTRODUCTION 
A fundamental problem in statistical reliability theory and life 
testing is to obtain lower tolerance limits as a function of sample 
data, say X_ = (Xl, Xz, ..., Xn). That is, if X denotes the time to 
failure of an item with distribution F, then we seek a function L(XX 
such that 
We call 1 - q the population coverage for the interval [L(XJ ,a) , and 
1- CY the confidence coefficient. 
PF(F[U(XJ] 2 q] 2 1- cy. Related problems are those of obtaining 
confidence limits on moments and percentiles. 
Also, we want U(XJ such that 
Parametric tolerance limits based on the normal and exponential 
r11C21[33 Goodman and Madansky C41 examine distributions are well known. 
various criteria for goodness of tolerance intervals and certain 
optimum properties of the usual exponential tolerance limits are 
demonstrated. Recently, a great deal of effort has been devoted to 
obtaining various confidence limits for the Weibull distribution. 
DubeyC5] obtains asymptotic confidence limits on 1- F(T) and the 
failure rate for the class of Weibull distributions with non-decreasing 
failure rate. He also studies the properties of various estimators 
for Weibull parameters!6’ Johns and LiebermanC7’ present a method 
for obtaining exact lower confidence limits for 1-F(T) when F is 
the Weibull distribution with both scale and shape parameters unknown. 
Unlike Dubey, they do not require that the Weibull distribution in 
question have a non-decreasing failure rate. These confidence limits 
-2- 
are obtained both for the censored and non-censored cases and are 
asymptotically efficient. 
[: 81 There exist distribution-free tolerance limits based on say, 
the kth order statistic X 
size N. They have one unfortunate disadvantage, however. For given 
cy, q ,  k there is a minimum sample size N(a, q, k) such that 
for certain values of q ,  a, k and sample k 
r93 is true only if N 2 N(a, q ,  k). Hanson and Koopmans obtain upper 
tolerance limits for the class of distributions with increasing hazard 
rate, and lower tolerance limits for the class of distributions with 
PF density, f (i.e., log f(x) is concave where finite). They do not 
assume non-negative random variables as we do. In Ref. 10, sharper 
results for distributions with monotone failure rate are obtained. 
This Memorandum extends and generalizes the results of Ref. 10 and 
in the process provides more-elegant proofs. 
2 
Assuming that the sample data arise from a distribution with 
monotone failure rate (either non-decreasing or non-increasing and 
F(0-) = 0) or with monotone failure rate average, we obtain conserva- 
tive confidence limits for most reliability parameters of interest. 
* 
These confidence limits are, in part, derived as in the case of the 
exponential distribution. In many instances these are optimum 
confidence limits when the failure distribution is actually exponential 
* 
See Chapter 
distributions and 
2 and Appendix 2 of Ref. 11 for a discussion of such 
a test for monotone failure rate. 
-3- 
(Goodman and MadanskyC4'). They also have the advantage of being 
convenient to compute and are =based on a strong, non-verifiable, 
parametric assumption. 
PRELIMINARIES 
Throughout this Memorandum we use the following notation and 
( 0  I;P1 S Y 2  C ... ICYn) assumptions. 
denote an ordered sample from a distribution F (G)  , and define 
Let 0 S X 1  5 X2 S ... C X  n 
Xo = Yo = 0 .  
let G(x) = 1- e We say that a distribution F with 
density f is an increasing failure rate (IFR) distribution if its 
We assume that F is continuous, P(0) = G(0) = 0, and 
-X for x 2 0 .  
failure rate r(t) I= f(t)/[l- F(t)] is increasing. 
verify that if F is IFR, G'$(t) = - log [l- F(t)] is convex where 
finite. This motivates the more general definition: We say that 
F is IFR if - log [l- F(t)] is convex where finite. Similarly, F 
is a decreasing failure rate (DFR) distribution if G F(t) is concave 
on [O ,a ) .  Barlow and Proschan 
It is easy to 
-1 
obtain inequalities for expected E: 123 
values of statistics based on the exponential assumption when, in 
fact, the true distribution has a monotone failure rate. 
We will also be interested in a considerably weaker restriction 
on F. If F has a density f and failure rate r(x) such that 
t 
L[r(x) t dx 
0 
is increasing (decreasing) in t, we say that F has an increasing 
(decreasing) failure rate average. We write F is IFRA (DFRA). 
-4 - 
More gene ra l ly ,  F i s  IFRA (DFRA) i f  and only  i f  
i s  increas ing  where f i n i t e  (decreas ing  on [O,m)) .  
a d d i t i o n a l  p r o p e r t i e s  of  t h i s  c l a s s .  I f  F i s  IFR (DFR) and F(0) = 0 ,  
See Ref .  13 f o r  
then i t  fol lows t h a t  F i s  IFRA (DFRA). 
Perhaps a simple example w i l l  motivate  t h e  IFRA c l a s s  o f  d i s t r i -  
b u t i o n s .  Let  
F(x) = lo , x < o  
where k > 1. Then i t  i s  easy  t o  check t h a t  F i s  IFRA bu t  not IFR. 
Th i s  i s  the l i f e  d i s t r i b u t i o n  of a s t r u c t u r e  composed o f  two subs t ruc -  
t u r e s  i n  p a r a l l e l ,  t h e  f i r s t  having k components i n  s e r i e s ,  t he  
second cons i s t ing  of  a s i n g l e  component, w i th  component l i f e  l eng ths  
independently d i s t r i b u t e d  according t o  t h e  u n i t  exponen t i a l  d i s t r i -  
bu t ion .  Any "reasonable" s t r u c t u r e  b u i l t  from components having 
exponent ia l  o r  IFR f a i l u r e  d i s t r i b u t i o n s  w i l l  have an IFRA f a i l u r e  
d i s t r i b u t i o n  ( c f .  Ref.  1 3 ) .  
* 
s t  s t  
We u s e  t he  symbol S f o r  s t o c h a s t i c  i n e q u a l i t y  and = f o r  s tochas-  
t i c  equivalence.  
* 
The preceding example a l s o  shows t h a t  a s t r u c t u r e  b u i l t  from 
DFR components w i l l  n o t ,  i n  g e n e r a l ,  be DFRA. 
. 
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2 .  LOWER CONFIDENCE LIMITS 
To o b t a i n  lower confidence l i m i t s  we need the  fol lowing lemna 
which i s  proved i n  Ref.  15. 
f o r  a l l  convex Q such t h a t  Q(0) S 0, and f o r  a l l  0 S x g .. . S x 
i f  and on ly  i f  
1 n 
0 <eaj g 1 
j =i 
f o r  i = 1, 2, ..., n .  Furthermore, i f  
whenever 0 S x S . . . S x and 1 n' 
f o r  i = 1, 2, .. . , n ,  then Q i s  convex and Q(0)  S 0. 
The fol lowing theorem, a n  inmediate consequence of  Lemma 2.1,  
is t h e  key t o o l  used i n  ob ta in ing  lower confidence l i m i t s .  
-6 - 
-1 
THEOREM 2.2: I f  G F i s  convex on t h e  suppor t  o f  F ,  F(0) = 0 = 
G(0)  and 
0 Skaj 1 
j =i 
f o r  i = 1, 2 ,  ... , n, then 
- Proof:  By t h e  prev ious  lemma 
where Yi, ..., Y' are j o i n t l y  d i s t r i b u t e d  as the  o r d e r  s t a t i s t i c s  
from G. By apply ing  a lemma. i n  Lehman '"' " 737 w e  have t h e  result.11 n 
Let 
r 
and l e t  x2 
d i s t r i b u t i o n  wi th  2r  deg rees  o f  freedom. I f  
(2r)  denote  t h e  ( 1 - a ) ) l O O  p e r c e n t  p o i n t  of  t h e  ch i -square  1 - C Y  
then 
-7- 
Also d e f i n e  
5 - a  
-2r lon (1-q) i f  ~ ~ - ~ ( 2 r )  2 2 -2n l o g  (1-q) 2 
XI-@( 2r) 
r 2 - 
n i f  .xl (y(2r) 5 -2n log (1-q) . 
THEOREM 2.3: I f  F i s  IFR, F(0) = 0, F(S ) = q ,  then 
9 
(2 - 1) P F b  - FCC1-a,q(r) - or ,n 3 2 1 - q ]  2 1-cy, 
o r  e q u i v a l e n t l y ,  
Proof: S ince  (2.1) and (2.2) are e q u i v a l e n t ,  w e  need only 
show ( 2 . 1 ) .  Note t h a t  
r r Eai xi = C A ~  (xi - 
1 1 
where 
r =Caj. 
By Theorem 2.2, 
-8- 
when 0 % A i  5 1 f o r  i = 1, 2, ..., r .  Choosing 
we have 
when 
It follows t h a t ,  i n  t h i s  c a s e ,  
I f  
n - i + l  
n then let Ai  = -, so  t h a t  
Also, 
-9 - 
so t h a t  (2.1) follows.[[  
C o r o l l a r y  2.4: I f  F is IFR, 1 -cy 2 1- e-' and 1 - q 2 e -r /n , 
then 
Proof: By Theorem 2.3 we need only show 
L e t  H deno te  t h e  ch i - squa re  d i s t r i b u t i o n  with 2 r  degrees  of  freedom. 
Since H i s  IFR, H(2r) S 1- e-'. 
x2,_,(2r) /2 r  2 1 when 1 - cy > 1 - e -1 . Since 1 - q 2 e -r /n , then 
- -  log (1-q) S 1. 
This imp l i e s  x2 (2r) 2 2 r ,  i . e . ,  
1-CY 
n The r e s u l t  follows.1) 
Theorem 2.3 can  be p a r t i a l l y  extended t o  IFRA d i s t r i b u t i o n s  by 
u s i n g  t h e  fol lowing lemma proved i n  Ref. 15. 
L e m a  2.5: 
f o r  a l l  0 S 
i n c r e a s i n g  i n  x i f  and only i f  f o r  some k (1 5 k S n) ,  0 S A 
A2 
5 x 5 .. . S x and for  a l l  @ such t h a t  @(x) /x  i s  x1 2 n 
5 
1 
... S %  % 1 and A = . .. = A = 0, wi th  A .  de f ined  on p .  7 .  k+l n 1 
- 10- 
The fol lowing theorem and i t s  c o r o l l a r y  are an immediate conse- 
quence of  Lemma 2.5. 
THEOREM 2.6: I f  [G-lF(x)]/x i s  inc reas ing  on t h e  suppor t  o f  F ,  
= ... = An = 0 f o r  some k % %+1 and 0 5 A S A2 S ... 1 
Corol la rv  2.7: I f  F i s  I F M ,  F(0) = 0 and F(5 ) = q ,  then 
q 
' F t -  F[cl-ct,q ( l ) X l ]  2 1- q} 2 1- CY, 
o r  equ iva len t ly ,  
P&q cl-cY,q (l)X,} 2 1 - CY. 
m 
I- 
THEOREM 2.8: I f  F i s  IFR and 8 = x dF(x) ,  then 
0 J 
Proof: We use t h e  bound 
, t < e  f - w t  F ( t ;8 )  2 b(t ;B)  = 1 - e  , t 2 8  
where w depends on t and s a t i s f i e s  dx = 8; see Ref .  11, p .  28. 
0 
-11- 
By Theorem 2.2,  
i f  0 * Ai 5 1 f o r  i = 1, 2 ,  ..., r .  Choose k so t h a t  1 -cy 
Then 
- w t  Thus, s i n c e  f o r  t < 0, b(t ;6)  = 1-e (where w(0) s a t i s f i e s  
- w t  1 -e 
W = 91, 
I 
2 1-a. 1-2 
. (xi-x i-1 ) 
- log (1-k 
1 
Since w(0) i s  dec reas ing  i n  0, using t h e  cond i t ion  j u s t  above govern- 
i ng  w(6), we f i n d  
'E 2 1-cy .  
Now choose A = c(n-i+l)  where 0 5 c S l / n .  
i Hence (2.3) becomes 
-12- 
imp 1 y ing 
or 
Therefore,  
To maximize the bound subject  t o  c 5 l / n ,  s e t  c = l /n . l l  
-13- 
3. UPPER CONFIDENCE LIMITS 
To o b t a i n  upper confidence l i m i t s ,  we need the  following lemna 
which i s  proved i n  Ref .  15. 
Lemma 3 . 1 :  Assume @(x)/x i s  inc reas ing  i n  x 8 [O,b]. Then 
f o r  a l l  0 z x  S x  S ... S x  S b and 0 1  n 
1 
i f  and on ly  i f  f o r  some k (0 S k S n) ,  al 2 0, a2 2 0,  ..., a 2 0, k- 1 
- - 
ak 2 1, ak+l - %+2 ... = a = 0 .  n 
The following theorem i s  t h e  key t o o l  used i n  ob ta in ing  upper 
confidence l i m i t s  : 
THEOREM 3 . 2 :  I f  G-'F(x)/x i s  inc reas ing  on t h e  support  of F and 
a 2 1, ai 2 0, f o r  i = 1, 2 ,  ..., n,  then n 
Proof:  By t h e  previous lemma 
- 14- 
where Yi, ..., Y' are j o i n t l y  d i s t r i b u t e d  as t h e  o rde r  s ta t i s t ics  
from G .  
n 
By apply ing  a lemma i n  Lehman 
Note t h a t  F i s  IFRA i f  and only i f  G 
' *  731 we have t h e  result.11 
F(x)/x i s  inc reas ing  on -1 
t h e  support  o f  F when F ( 0 )  = 0 and 
, X C O .  
G(x) = 
It w i l l  be  convenient  t o  l e t  
THEOREM 3.3: If F i s  IFRA, F(0 )  = 0 and F ( 5  ) = q ,  then 
q 
o r  equ iva len t ly ,  
- Proof: S ince  (3.1) and (3.2) are e q u i v a l e n t ,  we need only  show 
(3.1). L e t  
a s  before.  By Theorem 3 .2 ,  
- 15- 
when a 2 0 and A .  2 1 f o r  i = 1 ,  2 ,  ..., r .  Hence i 1 
when 
It  follows that  i n  t h i s  case, 
If 
then 
-16- 
and ( 3  .l) fol lows .I/ 
-1 r Corol la ry  3 . 4 :  I f  F i s  IFRA, 1-cr 2 1-e and q 2 1 - exp{- x}, 
then  
- Proof:  By Theorem 3 . 3  we need only  show 
2 - log  (1-q) . Xu( 2r) s 2 r  r 
L e t  H denote t h e  ch i -square  d i s t r i b u t i o n  wi th  2r degrees  o f  freedom. 
Since log  H(x) i s  concave, H(2r) 2 e by J e n s e n ' s  i n e q u a l i t y ,  which 
impl i e s  h ( 2 r )  S 2 r ,  o r  xa(2r) /2 r  S 1, when 1-a > 1-e-'. 
-1 
2 2 
S ince  
n r+l 
r l o g  (1-q) by hypo thes i s ,  t h e  r e s u l t  follows.II 
It w i l l  be convenient  t o  l e t  
2 
a i f  x (2 r )  2 2(n-r+l) 
THEOREM 3.5: I f  F i s  IFR and 8 = xdF(x) , then  
0 / 
2 1-a. a,r r , n  
-17- 
Proof: W e  use the bound 
(See R e f .  11, p .  27.)  By Theorem 3 .2 ,  
if ai 2 0 and A .  2 1 for i = 1, 2 ,  ... , r ,  where 1 
Choose kCy so that 
. Hence = c(n-i+l) for i = 1, 2 ,  ..., r ,  where c 2 -1 n - r+l Now l e t  Ai 
a s  i n  the proof of Theorem 2.8,  
and 
- 18- 
2 
-1 cxCY(2r) 
< 1. Now 2 Case 1. k C 1- e o r  cy 
PF~[c$n-i+l)(Xi-Xi-l);O 1 2 k C Y 1  2 1-0 , 
imp 1 y ing 
' - log C (1-kJ (n- i+l) (Xi-Xi- 
1 
or  
i . e . ,  1 We now choose c as small as p o s s i b l e  s u b j e c t  t o  c 2 -* n-r+l  ' 
. We do t h i s  so t h e  exponen t i a l  upper confidence 1 choose c = -n-r+l 
bound w i l l  be v a l i d  f o r  as many combinat ions of  CY and r as p o s s i b l e .  
2 Case 2 .  k > 1- e-' o r  xCY(2r) 2 2(n - r+ l ) .  Now 
CY 
which implies  
2 1-CY.11 n- r+ l  r , n  
Confidence bounds on 8 assuming F I F U  can  be  s i m i l a r l y  de r ived  
us ing  the p r o b a b i l i t y  bounds i n  R e f .  14. 
-19- 
Corol larv 3 .6:  If F i s  IFR, 0 = xdF(x) , 1-CY > 1-  e - 1  , and 
0 i 
r s'- *' , then 2 
Proof: By Theorem 3 . 5  w e  need only show ~ ( 2 r )  2 s 2(n-r+l) .  As 
i n  the  proof o f  Corollary 3 . 4 ,  ~ ( 2 r ) / 2 r  2 S 1 when 1-CY > 1 -  e -1  . Since 
2 1 when r % "+I, the r e s u l t  follows.11 n-r+l 
r 2 
-20- 
4. CONFIDENCE LIMITS FOR DFR DISTRIBUTIONS 
Confidence l i m i t s  f o r  DFR and DFRA d i s t r i b u t i o n s  can a l s o  be 
obtained using t h e  techniques of t he  previous s e c t i o n s .  
Let 
THEOREM 4.1: I f  F i s  DFRA, then 
'F [cy*, q(r)  'r , n 3 2 1-$ 2 1-a. 
Proof: The proof i s  s imilar  t o  t h e  proof of Theorem 3.3 where 
-1 now F G(x)/x i s  i n c r e a s i n g  i n  x 2 0 .  Hence 
when Ai 2 1 f o r  i = 1, 2, ..., r ,  by Theorem 3.2.  L e t t i n g  
we  see t h a t  
-21- 
when 
The remainder of the proof is obvious./) 
The upper tolerance limits for DFR distributions are not as 
useful. Let 
if xCY(2r) 2 - 2n log (1-q) . 
THEOREM 4'.2: If F is DFR, then 
We omit the proof since it is similar to previous proofs. 
Let 
if x1-CY(2r) 2 s Z(n-r+l) 
= * C 
THEOREM 4 . 3 :  If F is DFR and 0 = xdF(x) < m ,  then 
0 i 
} 2 1-CY.  
cy,r r,n 
-22- 
m, P . 3 1 1  Proof:  We use  t h e  bound 
1 -  t s 
F( t ; e )  2 b( t ;8 )  = 
, t > e .  9 e - l  1-- t 
By Theorem 3 .2  wi th  G and F in te rchanged ,  
when Ai 2 1 f o r  i = 1, 2,  ..., r .  
Choose k so t h a t  1-CY 
Let  Ai = c(n-i+l)  f o r  i = 1, 2,  . .., r so  t h a t  c 2 - .
follows t h a t  
Then i t  n-r+l  
as i n  the proof  o f  Theorem 2.8.  
-1 2 2 Case 1. kl-CY < 1- e o r  ~ ~ - ~ ( 2 r )  < ;. Now 
imp ly ing  
. 
-23- 
1 
We want to choose c as small as possible subject to c 2- n-r+l* 
Hence, let c = - 1 n-r+l * 
-1 2 
2 1 - e or ~ ~ - ~ ( 2 r )  2 2(n-r+l). In this case kl-CY Case 2. 
2 1-CY, 1 -1 (n-r+l)e 0 (n - i+l) (X i-X kl-ar 1) 1 
implying 
The bound is obtained by substituting for 1-k .I1 1-CY 
-25- 
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