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The mechanical behavior of structural materials used in nuclear applications is
significantly degraded as a result of irradiation, typically characterized by an increase in
yield stress, localization of inelastic deformation along narrow dislocation channels, and
considerably reduced strains to failure. Further, creep rates are accelerated under
irradiation. These changes in mechanical properties can be traced back to the irradiated
microstructure which shows the formation of a large number of material defects, e.g.,
point defect clusters, dislocation loops, and complex dislocation networks. Interaction of
dislocations with the irradiation-induced defects governs the mechanical behavior of
irradiated metals. However, the mechanical properties are seldom systematically
correlated to the underlying irradiated microstructure. Further, the current state of
modeling of deformation behavior is mostly phenomenological and typically does not
incorporate the effects of microstructure or defect densities.
The present research develops a continuum constitutive crystal plasticity
framework to model the mechanical behavior and deformed microstructure of bcc
ferritic/martensitic steels exposed to irradiation. Physically-based constitutive models for
various plasticity-induced dislocation migration processes such as climb and cross-slip
are developed. We have also developed models for the interaction of dislocations with the
irradiation-induced defects. A rate theory based approach is used to model the evolution
of point defects generated due to irradiation, and coupled to the mechanical behavior. A
void nucleation and growth based damage framework is also developed to model failure
initiation in these irradiated materials. The framework is used to simulate the following
xvii
major features of inelastic deformation in bcc ferritic/martensitic steels: irradiation
hardening, flow localization due to dislocation channel formation, failure initiation at the
interfaces of these dislocation channels and grain boundaries, irradiation creep
deformation, and temperature-dependent non-Schmid yield behavior. Model results are
compared to available experimental data.
This framework represents the state-of-the-art in constitutive modeling of the





In recent years, there has been a renewed interest in nuclear energy as a
sustainable and relatively clean source for our present and future energy requirements.
Design of nuclear power generation systems is contingent on the development of
structural alloys that can withstand extreme stress and temperature loading in the
presence of radiation fluxes and corrosive environments over the life of these power
generation systems. In particular, the presence of irradiation poses a key challenge in
extending the life of these structural materials, which are used in the cladding and core
structures of nuclear pressure vessel reactors. Varied and complex radiation-induced
phenomena occur over multiple length- and time-scales that degrade the mechanical
properties of these materials, and their study is a matter of ongoing research. While
significant efforts have been directed towards studying the effects of radiation on
microstructure evolution, these microstructural features are seldom systematically
correlated to the deformation behavior and mechanical properties at the meso- and
macro-scale, especially in terms of constitutive modeling.
Understanding the effect of radiation-induced defects on the dislocation-mediated
crystallographic deformation behavior holds the key for modeling and designing
‘radiation-resistant’ structural alloys for nuclear applications. The present research
focuses on understanding these dislocation-defect interaction mechanisms and developing
2
physically-based continuum constitutive equations at the level of crystal plasticity to
model the mechanical behavior and deformed microstructure of irradiated bcc alloys.
1.2 Radiation damage in metallic systems
Radiation damage in metallic crystals is initiated by the ‘knock-on’ event where
an incident energetic particle interacts with a lattice atom and transfers a large part of its
kinetic energy to the lattice atom. This transfer of energy results in the creation of the
primary knock-on atom (PKA) as the ‘excited’ lattice atom leaves its lattice site and
traverses through the lattice creating more PKAs and accompanying defects. When the
PKAs have expended all their energy, they finally terminate as interstitials in the lattice.
The physics of radiation damage and defect production has been explained in detail by
Was [6].
Material defects created during the radiation damage process include point defect
clusters, dislocation loops and networks, voids, bubbles, precipitates, solute segregation
at grain boundaries, etc. Interaction of the plasticity-carrying dislocations with the
radiation-induced defects alters their deformation behavior and mechanical properties.
Primary observed effects include irradiation hardening, plastic flow localization, reduced
ductility, and significantly lower strains to failure. Further, the irradiation creep rates are
accelerated as compared to thermal creep, and occur at relatively lower homologous
temperatures [7]. These effects are generally observed in most metallic systems and are a
key concern for the use of structural materials in reactor vessels.
The operating conditions and desired mechanical properties for nuclear structural
materials are ever-evolving and there are various classes of materials depending on their
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application. The present generation 9-12% Cr ferritic/martensitic steels used as cladding
material are expected to operate in the temperature range 300-600ºC and can take
radiation doses up to 70-80 dpa (radiation damage measured in average displacements per
atom) [8]. These bcc ferritic/martensitic steels have higher swelling resistance and better
creep properties than the previous generation fcc austenitic steels [9], and are candidates
for fusion and Generation IV fission applications [10]. A summary of the tensile strength
and fracture properties of various ferritic/martensitic steels is given by Anderoglu et al.
[11]. The present work focuses on modeling the mechanical properties of these bcc
ferritic/martensitic steels. While the constitutive equations developed here may be
applied to bcc materials in general, we have used Mod 9Cr-1Mo ferritic/martensitic steel
as a model material in most of this work.
1.3 Scope of the present research
This research develops a continuum constitutive crystal viscoplasticity framework
to model radiation damage in bcc materials over a wide range of deformation and loading
histories. While crystal plasticity frameworks for modeling radiation damage have been
developed previously [12–15], they generally address only the initial irradiation
hardening and the post-hardening flow localization during tensile loading. In the present
work, a unified model framework is developed to address: both irradiation hardening and
flow localization during post-irradiation quasi-static tensile loading; failure initiation
subsequent to plastic flow localization during tensile loading; and in-situ irradiation creep
deformation. While separate deformation mechanisms may be dominant in each of these
deformation regimes, physically, none of them are expected be mutually exclusive. This
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allows us to develop a unified model framework with different deformation mechanisms
dominant during different loading regimes. Example applications of the framework to
model each of the above phenomena are given separately.
In this crystal plasticity framework, defect densities representative of the
substructure (mobile dislocations, immobile dislocations, and irradiation-induced
defects), rather than phenomenological hardening variables, are used as internal state
variables. Physically-based constitutive equations are developed to model the interactions
among these defect variables. Many of these constitutive equations draw on information
obtained from lower length- and time-scale simulations (e.g., molecular dynamics, and
kinetic Monte Carlo) of the interaction of dislocations with irradiation-induced defects. A
major emphasis of this research lies on modeling not just the mechanical properties, but
the deformed microstructure as well. This allows us to correlate the observed mechanical
behavior to the underlying spatial and temporal substructure evolution. Model results and
predictions are compared to available experimental data.
1.4 Organization of the thesis
The modeling tasks described above are organized in this thesis in the following
fashion.
Chapter 2 starts with a discussion of the microstructural effects of irradiation and
the observed deformation mechanisms. A brief review of the prior constitutive modeling
efforts is also given. We then discuss the development of a crystal plasticity framework
to model irradiation damage. We start with a description of the internal state variables
used in this framework, followed by the finite deformation kinematics of the crystal
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plasticity framework. Constitutive equations for the thermally-activated dislocation glide
kinetics of double kink nucleation (in bcc metals) and point defect flux-governed
dislocation climb are then discussed in the context of a conservative crystal plasticity
framework. Rate equations for irradiation-induced point defects and interstitial loops are
then developed and coupled with the deformation phenomena. Constitutive equations for
dislocation density evolution are also developed. Climb and cross-slip of dislocations is
modeled and tied with the deformation kinetics. The framework is used to model
irradiation hardening in a Mod 9Cr-1Mo ferritic/martensitic steel during tensile loading.
Model predictions are also made for irradiation creep loading at different applied stresses
and radiation rates.
Chapter 3 focuses on modeling flow localization in irradiated bcc materials due to
dislocation channel formation. Current understanding of the dislocation channeling
phenomena in bcc metals is discussed. A phenomenological constitutive equation is
developed to model flow localization due to the clearing of irradiation-induced defects
along preferred crystallographic planes, allowing subsequent dislocation glide to occur.
This constitutive equation is coupled with the existing framework to model the
mechanical behavior and deformed microstructure due to dislocation channel formation.
Effect of various mesoscopic factors such as initial crystallographic orientation
distribution, grain size, radiation dose, and degree of cross-slip on the localization
behavior is also studied.
Chapter 4 develops a continuum damage framework to model failure initiation at
the interfaces of dislocation channels, subsequent to flow localization. Constitutive
equations are developed for the generation of vacancies during inelastic deformation and
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coupled to the nucleation and growth of voids by vacancy-mediated processes. The
damage framework is coupled with the existing crystal plasticity framework to model
failure initiation ahead of a sharp notch. The numerical simulations are used to measure
the crack-tip displacements and compute the crack growth resistance. Fracture toughness
calculations are also performed for the irradiated specimens.
Chapter 5 models the mechanical behavior and microstructure evolution during
irradiation creep deformation. A constitutive model for the absorption of irradiation-
induced point defects at grain boundary sinks is developed and coupled with the existing
crystal plasticity framework. The creep strain is correlated with the evolution of radiation
damage (measured in dpa). The deformed microstructure is studied in terms of the spatial
distribution of dislocations and irradiation-induced defects. Effect of varying the grain
size on the creep strain rates is also studied.
Chapter 6 develops constitutive equations for modeling non-Schmid yield effects
due to dislocation core spreading in bcc metals. Constitutive equations are developed to
model the temperature dependence of non-Schmid coefficients based on available
experimental data for bcc-iron. Decay of non-Schmid effects with increasing inelastic
deformation is also considered in this model. The constitutive equations are used to
model the orientation-dependent mechanical behavior of single crystal iron over different
temperatures. Model predictions are also made for tension-compression asymmetry in
bcc-iron. Implications for irradiation damage and effect of the presence of interstitials
near the screw dislocation core on the non-Schmid yield behavior are also discussed.
Finally, Chapter 7 summarizes the novel contributions and major conclusions of
this research, along with recommendations for future work.
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Note that Chapters 3 through 6 develop models for addressing different aspects of
the deformation behavior of irradiated bcc metals. If interested in one specific aspect of
the deformation behavior, the reader may refer to that particular Chapter, after an
understanding of the constitutive model framework described in Chapter 2. Further, a
separate Chapter on literature review has been foregone, since each Chapter has a rather
comprehensive literature review pertaining to the topics discussed in that Chapter.
Significant parts of Chapter 2 have been published in Ref. [16]. Major findings of
Chapter 3 have appeared in Ref. [17]. The work done in Chapter 4 is presently under




A CONSTITUTIVE CRYSTAL PLASTICITY FRAMEWORK FOR
MODELING RADIATION DAMAGE IN BCC MATERIALS1
2.1 Introduction
The quasi-static tensile behavior of metals subject to radiation damage is typically
characterized by an increase in the yield point and decrease of uniform ductility and true
strain to fracture. As for creep behavior, the ‘irradiation creep’ rates have been found to
be much higher than the thermal creep rates in virgin materials and occur at relatively
lower temperatures. Radiation damage reduces the life of these structural materials used
in nuclear applications. Accordingly, research is directed at understanding the
mechanisms governing inelastic deformation and improving material performance.
Inelastic deformation of irradiated materials at ambient and intermediate
temperatures is essentially a multiscale phenomenon governed by unit processes spanning
length scales over more than 15 orders of magnitude and time scales spanning 21 orders
of magnitude [20]. Starting with localized shuffling of the lattice due to incident, high-
energy, knock-on atoms and radiation cascade-induced defect nucleation and growth
[21], and subsequent spatial evolution (migration and clustering) of these point defects
[22] and their interaction with dislocations [23,24], this leads to irradiation-induced
hardening, and eventually dislocation channeling and flow localization [25]. A multitude
1 Significant parts of this Chapter have appeared in Ref. [16].
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of physical phenomena occur in cascade from the atomic length- and timescales to the
length- and timescales of engineering structures.
For modeling the mechanical behavior of such bcc ferritic/martensitic structural
materials at the scale of microstructure (e.g., individual grains), it is necessary to consider
crystallographic deformation mechanisms based on dislocation-defect interactions and
their evolution. Continuum constitutive models should rely on information from lower
length- and time-scale models of reaction pathways for dislocation nucleation and barrier
bypass, and more importantly the point defect-dislocation reaction kinetics for irradiated
materials. This Chapter will discuss a mechanism-based internal state variable (ISV)
approach coupled with continuum crystal plasticity to model inelastic deformation in bcc
materials subjected to radiation damage at ambient and intermediate homologous
temperatures under quasi-static and creep loading.
2.2 Background
2.2.1 Microstructural effects of radiation
Irradiation of metals produces a large number of defects (interstitials and
vacancies) that affect their mechanical properties. Depending on the type of metal (fcc or
bcc), certain distinct microstructural effects can be observed. For fcc metals such as Cu,
stacking fault tetrahedra form the majority of the irradiation-induced defects [26]. For bcc
metals such as Fe, interstitial loops are the primary observed defect structures [27].
Complex dislocation networks, cavities and precipitates are also observed [28]. Another
common feature of irradiated deformed microstructures is the formation of defect-free
channels and corresponding plastic flow localization [25,29].
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Dislocation networks act as sinks for point defects. Since a high density of
dislocations is generated, the effective dislocation sink strength for these defects in
irradiated materials is higher than the grain boundary sink strength. Swelling is another
phenomenon observed due to the formation of voids in the lattice [30]. Voids provide a
neutral sink facilitating diffusion of excess interstitials to the dislocations. Also observed
is the biased absorption of interstitials at dislocations, promoting dislocation climb at
barriers [31,32]. The focus of the present work is modeling the effect of these defects on
the mechanical behavior of the material during and post-irradiation.
At intermediate to elevated homologous temperatures (> 0.3), inelastic
deformation becomes strain-rate and temperature sensitive (thermally activated
dislocation migration). In addition to glide, dislocation climb also contributes to inelastic
deformation at these temperatures [33], particularly in the presence of irradiation-induced
defects. This is affected by the non-equilibrium concentration of point defects, allowing
dislocations to climb by absorption or emission of point defects. This is commonly
referred to as “climb-controlled” creep [33,34].
For irradiated materials, the creep rate is considerably higher than that in thermal
creep (of virgin materials) and occurs at much lower temperatures [6]. Deformation
mechanism maps show that irradiation creep occurs at homologous temperatures of the
order 0.3-0.5 as compared to thermal creep which occurs at homologous temperatures
greater than 0.5 [7]. As opposed to thermal creep, which is governed by diffusion-
controlled processes, accelerated irradiation creep rate is attributed to the creation of a
large number of point defects that promote the growth and migration of defect loops and
voids by stress-assisted mechanisms.
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2.2.2 Irradiation creep mechanisms
A number of irradiation creep mechanisms have been conjectured, none of which
by themselves have been able to explain the deformation behavior of materials over the
entire domain of radiation damage. A comprehensive review of the various irradiation
creep mechanisms is given by Bullough and Wood [35] and Matthews and Finnis [36].
Brailsford and Bullough [37] suggested that upon the application of external
uniaxial stress, interstitial loops are more likely to nucleate on crystallographic planes
with preferred orientation, specifically on planes perpendicular to the applied stress;
while vacancy loops nucleate parallel to the direction of applied stress. This mechanism
(stress induced preferential nucleation, SIPN) ultimately results in elongation of the
material along the direction of applied stress. It can be shown that the creep rate in this
case is linearly proportional to the applied stress. This model for creep, though supported
by some experimental evidence, does not account for all the observed creep behaviors
[6]. However, SIPN can be used to account for creep during the transient creep regime
when interstitial loops start nucleating.
The stress-induced preferential absorption (SIPA) model for steady-state
irradiation creep was originally proposed by Heald and Speight [38] and later
quantitatively analyzed by Bullough and Willis [39]. Under the application of external
stress, interstitials drift preferentially towards planes perpendicular to the direction of
applied stress. The physical basis of this model is that the stress-induced interaction
energy between preferentially aligned edge dislocations and interstitials is higher than
that between non-aligned dislocations and interstitials for an applied tensile stress. This
preferential drift of interstitials facilitates climb of edge dislocations perpendicular to the
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plane by absorption of interstitials. The climb contribution to creep strain has been shown
to be a linear function of the applied stress and is in reasonable agreement with steady-
state creep data for steels [40].
The SIPA mechanism accounts only for climb of edge dislocations by absorption
of interstitials under applied external stress. Mansur and Reiley [31,41] suggested that
there must be an additional component of creep strain due to the subsequent glide of
dislocations on the crystallographic plane, after the edge component of dislocations
pinned at interstitials have climbed by SIPA. This climb-enabled glide of dislocations,
also known as preferred absorption glide (PAG) has been shown to provide a dominant
contribution to the creep strain at lower stresses and low dislocation densities [41].
2.2.3 Summary of prior constitutive modeling efforts
A multitude of phenomenological and physics-based constitutive models have
been developed in the past to model plasticity and creep in irradiated materials. A brief
review of some of the models is given here.
Ghoniem et al. [42] developed a model for creep (GMA model) based on unit
dislocation evolution mechanisms. This model can be integrated with rate theory-based
evolution of point defects in irradiated materials. This model has evolution laws for
dislocation growth and migration processes, based on the interaction of dislocations with
other (point) defects. The GMA model laid a comprehensive framework for linking
physical dislocation mechanisms of deformation to the mechanical behavior of materials
at high temperatures.
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The mechanical behavior of irradiated materials characterized by an initial
increase in yield stress has been correlated to the observed microstructural changes and
modeled using a dispersed barrier hardening (DBH) model [43,44]. This model tries to
establish a direct relation between the change in yield strength and the evolution of defect
densities. Singh et al. [45] developed a cascade-induced source hardening (CISH) model
wherein the increase in yield strength is interpreted as the added stress necessary to free
the grown-in dislocations from irradiation-induced defect loops, thus enabling them to act
as Frank-Read sources for dislocation multiplication and initiating plastic deformation.
Arsenlis et al. [12] discussed a continuum dislocation density-based plasticity
model for irradiated fcc metals at low homologous temperatures. In this model, the
material strength is derived from impediments to dislocation glide in the form of forest
dislocations and irradiation-induced defects (stacking fault tetrahedra). The dislocation
densities in this model evolve by dislocation multiplication and pair-wise annihilation
mechanisms and the defects evolve by shearing of the initially perfect defects by passing
dislocations.
Krishna et al. [13] developed a micromechanics-based rate-independent crystal
plasticity model to capture the quasi-static tensile behavior of OFHC copper subject to
radiation damage. The critical resolved shear stress on each slip system has a square root
dependence on the dislocation and defect densities in this model. An evolution law for
irradiation-induced defects based on experimental observation of annihilation of these
defects, when they are within a prescribed standoff distance of the dislocations [46], was
also proposed in this work.
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Li et al. [14] developed a multiscale model for predicting irradiation hardening in
iron-based alloys. Dislocation dynamics (DD) simulations of interactions between
dislocations and irradiation-induced defects were used to compute the average critically
resolved shear stress (CRSS) as a function of the defect density in irradiated iron, which
was then fed into a phenomenological viscoplastic crystal plasticity framework to model
the irradiation hardening and texture evolution. Simulation results were then compared
with experiments to establish the hardening behavior as a function of radiation damage
(in dpa).
More recently, Barton et al. [15] developed a crystal plasticity framework for
modeling strain localization in irradiated iron. The slip system strength in this model
evolves as a function of the network dislocation density and a tensor damage variable
representative of the ‘contact’ density between dislocations and irradiation-induced
prismatic loops. The crystal plasticity model was calibrated using stress-strain curves of
irradiated iron with varying loop densities, obtained from DD simulations. The DD
simulations performed by Arsenlis et al. [47] show that elastic interactions of the
prismatic loops with gliding dislocations leads to their coarsening and coalescence, until
the coarsened loops resemble network dislocations (in virgin, unirradiated materials) in
their hardening behavior, thus leading to lower threshold stress for glide within the
channels. To account for this flow softening mechanism, Barton et al. [15] developed a
phenomenological rule assuming exponential decay of the prismatic loop density.
Most of the models developed to date do not provide a complete description of the
underlying dislocation-defect interaction processes at the level of crystal plasticity in
irradiated materials. Further, mechanical behavior of bcc metals is governed by more
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complex crystallographic deformation mechanisms such as cross-slip of screw
dislocations and non-Schmid yield behavior due to dislocation core spreading. To
account for all of the above mentioned physical phenomena, a mechanism-based crystal
plasticity model is developed for irradiated bcc systems in this Chapter. In the following
Sections, the continuum constitutive model is explained and then the model is exercised
to qualitatively predict the quasi-static tensile and creep behavior of a bcc
ferritic/martensitic steel as a function of irradiation exposure.
2.3 Model description
The following Sections explain the Internal State Variables (ISVs) adopted in this
model, the finite deformation kinematics of crystal plasticity, constitutive formulation of
inelastic deformation and hardening laws, and the evolution laws of the ISVs.
2.3.1 Defect densities as internal state variables
This work focuses on bcc ferritic/martensitic steels, where interstitial loops are the
primary irradiation-induced defects and vacancy loops are not observed (even with
transmission electron microscopy) [27]. Interstitial loops are formed in irradiated
materials when interstitial-clusters (formed during the displacement cascade) condense
onto close-packed planes in the lattice.
Number densities of the interstitial loops, iN
 , and their mean size, id
 , are
therefore used as ISVs in this model. They evolve with cumulative irradiation damage,
measured in terms of displacements per atom (dpa). It is assumed that all the interstitial
16
loops are sessile. Furthermore, the dislocation density,  , on each slip system  ,
comprised of dislocations other than interstitial loops, is also tracked. Along the lines of
the work of Estrin and Kubin [48], the dislocation density is additively decomposed into
mobile and immobile parts to help capture the transients in plastic flow, i.e.,
M I
      , where M
 is the mobile dislocation density and I
 is the immobile
dislocation density on slip system  . Apart from the planar and line defects, this model
also tracks the concentration of irradiation-induced point defects (interstitials, ic , and
vacancies, vc ) that play an important role in dislocation migration processes. These point
defects also evolve with dpa. The evolution of these ISVs is discussed in Section 2.3.3.3.
2.3.2 Finite deformation kinematics
The constitutive crystal plasticity formulation is based on multiplicative
decomposition of the deformation gradient tensor, F , into the elastic, eF , and inelastic,
iF , parts [49,50], i.e.,
e i F F F (2.1)
with iF describing the effects of the inelastic deformation on an undeformed lattice,
mapping the reference configuration to an intermediate configuration in which the lattice
has the same orientation, and eF describes the lattice distortion and the rigid body
rotation that carries the intermediate isoclinic configuration to the current, deformed
configuration. Moreover, i i i F L F , where iL is the inelastic velocity gradient





i   

  L m n (2.2)
where 0
m and 0
n are unit vectors corresponding to the slip and slip plane normal
directions in the reference (or intermediate) configurations,  is the shearing rate on slip
system  , and sN is the total number of slip systems.
2.3.3 Constitutive model
2.3.3.1 Elastic deformation
For infinitesimal lattice deformation, the elastic Green strain tensor,
 (1/ 2)e eT e  E F F I , is related to the second Piola–Kirchhoff (PK) stress tensor in
the intermediate configuration by : eS C E , where C is the fourth rank elasticity tensor
of the lattice. The PK stress tensor, S , is related to the Cauchy stress,  , in the current
configuration by   1det e e e T   S F F F . The resolved shear stress on a slip plane is
given by Schmid’s law, i.e.,
  0 0
1
det e
         m n m S n
F
 (2.3)
where m and n are the unit vectors corresponding to the slip and slip plane normal
direction in the current configuration.
2.3.3.2 Inelastic deformation
Inelastic deformation in crystalline materials is governed by dislocation migration
on close-packed slip planes with preferred orientations. This is represented at the
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continuum level in terms of the crystallographic shearing rate for each slip system. The
physical picture of inelastic deformation can be visualized as follows: mobile dislocations
glide on preferred slip planes and get pinned at barriers, which in this case are primarily
in the form of interstitial loops and immobile dislocations. Parts of the pinned mobile
dislocation segments then climb by absorbing point defect clusters, allowing the
unpinned dislocation segments to glide further.  There are therefore two contributions to
the crystallographic shearing rate, one due to thermally-activated glide of dislocation
segments and the other due to climb of the edge component of dislocations, assisted by
preferred absorption of interstitials.
2.3.3.2.1 Dislocation glide
Dislocation glide in bcc metals is governed by the thermally-activated double
kink nucleation mechanism. The local, short-range barriers to dislocation glide (e.g.,
Peierls barrier) can be overcome by thermal fluctuations, while the long-range barriers
with higher activation energy for bypass, due to the presence of immobile dislocations
and interstitial loops (in this case), cannot be readily overcome by thermal fluctuations.
Kothari and Anand [51] formulated a law for the dislocation glide velocity using a
Kocks-type activation enthalpy term [52], i.e.,


















                  

(2.4)
where gl is the glide distance between barriers,  is the cooperative attempt frequency of
dislocation glide, gF is the activation energy barrier in the absence of external applied
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stress, k is the Boltzmann constant, T is the absolute temperature, as
 is the athermal
barrier resistance, ts
 is the thermal barrier resistance, and p and q are parameters used
to model the shape of the activation enthalpy curve.
Based on a dispersed barrier hardening model [43,44,53], the athermal slip
resistance, as
 , due to long-range interactions of dislocations with interstitial loops and
dislocations on other slip systems depends on the dislocation densities, defect loop sizes
and corresponding number densities, i.e.,
1
sN
a i i is Gb q A q N d






where q is the dislocation barrier strength, iq is the interstitial loop strength, and A
 is
the matrix of slip system dislocation interaction coefficients. We neglect here any long-
range directional contribution to as
 (e.g., slip system back stress), as an approximation
in view of the propensity for SIPA and screw dislocation cross-slip. It is noted that
Bauschinger effects can still arise due to the spatial heterogeneity of yielding associated,
for example, with the orientation distribution of grains (cf. [54]). Further, the effect of
non-Schmid stresses in constricting the screw dislocation core in bcc materials [55–60]
has also been neglected in the constitutive formulation and examples in this Chapter. It is
expected that increase in interstitial concentration in irradiated materials will further
hinder the constriction of dislocation cores, leading to a more pronounced effect of core
spreading. Models to address these non-Schmid stresses are discussed in Chapter 6.
The thermal slip resistance, ts
 , for bcc materials is typically governed by the




Climb in irradiated materials is driven by interaction of edge dislocation segments
with the local non-equilibrium concentration of point defects (interstitials and vacancies).
Climb can occur either by interstitial or vacancy trapping at the edge dislocation core.
The climb rate is thus governed by the flux of interstitials and vacancies near the core of
the edge dislocation segment. The dependence of dislocation climb velocity on the flux of
point defects to and from the core is given as [41]
 c i i i v v vv z D c z D cb
    (2.6)
where  is the atomic volume, iz
 , vz
 are the interstitial and vacancy capture
efficiencies (defined as fraction of the total available point defects absorbed) of the
dislocations perpendicular to the slip plane, respectively, and iD , vD are the effective
interstitial and vacancy diffusivities, respectively. Here, ic , vc are the previously
mentioned bulk interstitial and vacancy concentrations, respectively. Physically, the
capture efficiencies, iz
 and vz
 , are affected by the atomic sites around a dislocation core
available for the respective point defect absorption. The first term in the above expression
represents the climb rate due to interstitial trapping and the second term represents the
drag due to vacancy trapping at the dislocation core.
It has been further suggested that the interstitial capture efficiency, iz E ,
where  is the uniaxial stress and E is the Young’s modulus [41]. Extending this to a
crystal plasticity framework, we use  0i i cz z E  , where c   α αn σ n is the
resolved stress normal to the slip plane; c
 corresponds to the climb component of the
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Peach-Koehler force on a dislocation [61]. The coefficient, 0iz , in the above expression is
assumed to be constant over all stress and temperature ranges. This expression reflects
the dependence of interstitial capture efficiency on stress, thus differentiating between
dislocations that are aligned and those that are not aligned to the stress direction (SIPA).
Note that this expression also gives the direction in which dislocation climb occurs,
namely n . A similar expression follows for vacancy capture efficiency, i.e.,
 0v v cz z E  .
The bias for absorption of interstitials as compared to vacancies (due to the
preferential mutual interaction fields of interstitials with dislocations) will be accounted
for in the coefficient, 0iz , having a higher value than
0
vz . For simplicity, interaction of
point defects with either edge or screw type of dislocations has not been explicitly
differentiated in the present formulation. Note that all of the interactions mentioned in
this Section are those with edge dislocations. As mentioned earlier, interactions of point
defects with screw dislocations will lead to a more pronounced dislocation core spreading
effect. Future work will focus on modeling these interactions based on input from
atomistics.
2.3.3.2.3 Crystallographic shearing rate due to climb and glide
Since dislocation climb occurs perpendicular to the slip plane, it does not
contribute to inelastic strain in the same manner as dislocation glide. Further, climb by
itself is a non-conservative process; hence modeling this in a crystal plasticity framework
is not straightforward. Based on the physical picture of inelastic deformation presented
earlier, glide on the slip plane is assisted by climb events which enable dislocations to
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overcome the barriers to glide in the domain of lower (insufficient) stresses. Climb is
accompanied by migration of mobile dislocations via absorption of point defects. A
schematic of this mechanism is shown in Fig. 1. Hence, there is a contribution of climb to
the crystallographic shearing rate, in addition to the glide contribution of mobile
dislocations. The inelastic shear strain on a slip plane due to glide of mobile dislocations
is given by the Orowan equation [62], i.e.,
M gbl
   (2.7)
where gl is the average distance swept by glide dislocations on the slip plane. Taking
derivative of this equation with respect to time leads to the expression for inelastic
shearing rate, i.e., M g M gbv bl
        . The first term of this expression represents the
shearing rate due glide, i.e., g M gbv
    , and can be calculated from Eq. (2.4), if M
 is
known. The second term is assumed here to represent the contribution to the
crystallographic shearing rate due to climb, c , and is generally negligible in the quasi-
static regime at lower homologous temperatures or for virgin (unirradiated) materials at
moderate to high levels of mobile dislocation density. However, it is significant in the
SIPA regime, when dislocation glide becomes increasingly difficult due to the presence
of sessile interstitial loops which dominate the landscape of obstacles, and elevated
temperatures result in higher diffusivities of point defects.
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Figure 1. A dislocation on a slip plane climbs across a barrier of height, cl , and is
free to glide to the next obstacle; gl is the slip distance after which another such
barrier is encountered.
The frequency of dislocation climb events reckoned in terms of the population of
mobile dislocations is given by c c cf v l
  , where cv
 is the mean climb velocity of
mobile edge segments and cl is the average distance climbed. The corresponding rate of
migration of mobile dislocations passing barriers due to climb is therefore given by
c Mf
  . Accordingly, we can write the contribution to the crystallographic strain rate due
to climb as a function of the migration rate of mobile dislocations, i.e.,
c





       (2.8)
The total crystallographic shearing rate on slip system  is therefore given as
g c M g cbv
                .
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2.3.3.3 Substructure evolution
This Section deals with the evolution of point, line and planar defects, which
constitute the substructure of the material. The evolution equations for all defects are in
the form of rate equations, with individual terms representing specific physical
mechanisms of defect generation, depletion, and recovery. First we will consider point
defects, and then move on to interstitial loops, followed by dislocations. The models
presented here offer a continuum scale statistical representation of the mechanisms
governing evolution of these defects as a collective ensemble, and is limited in
applicability to perhaps the lesser of 10 times the mean dislocation spacing or 10 gl in
minimum scale.
2.3.3.3.1 Point defects
Point defects are generated due to continuous, sequential collisions of incident
high-energy radiation-induced particles with lattice atoms during radiation, knocking
atoms off their respective lattice sites and creating interstitial-vacancy pairs. A part of the
interstitial and vacancy population recombines over time to regenerate ordered lattice
arrangement. Some point defects are subsequently absorbed by the mobile dislocations to
form interstitial loops, while others are absorbed by network (immobile) dislocations.
Radiation-induced point defects thus evolve by the following competing processes: defect
pair creation by collisions between incident high-energy particles and lattice atoms,
defect pair recombination, and defect absorption by dislocations. It is assumed for
simplicity that the point defects are homogeneously distributed within the material and
there are no spatial concentration gradients. The corresponding local rate equations for
interstitial and vacancy concentrations are thus given as
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 0i iv i v is M I ic K K c c K c  

     (2.9)
 0v iv i v vs M I vc K K c c K c  

     (2.10)
where 0K , ivK are the defect pair creation and recombination rates, respectively,
is i iK z D
  is the interstitial-sink (dislocation) reaction rate coefficient, vs v vK z D
  is
the vacancy-sink (dislocation) reaction rate coefficient. Note that the rate of defect
absorption at mobile dislocation sinks (per slip system) also corresponds to the flux of
point defects causing climb of mobile dislocations (cf. Section 2.3.3.2.2). Implications
will be explained in the next Section. The defect pair creation and recombination rates are
assumed to be constant over the entire deformation process. This formulation is based on
a standard rate theory approach used previously to model the evolution of point defects
[63,64].
2.3.3.3.2 Interstitial loops
Rate equations for the evolution of interstitial loops have been developed in the
past, which are based on distributing the loop population into different size classes
[65,66]. A rate theory-based model for similar conditions of loop growth due to
dislocation climb was developed by Semenov et al. [67], again using a distribution of the
dislocation loops with different size classes. Implementation of such models in a crystal
plasticity framework is deemed impractical.
Here we propose a simple model, assuming that interstitial loops are formed when
the mobile edge dislocation segments climb by absorbing point defect clusters. It follows
that the climb rate of mobile dislocations will yield the rate of formation of interstitial
loops, while the absorption rate of point defects at dislocations will yield the growth rate
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of the loops. All interstitial loops on slip plane  are assumed to be of mean size id
 . It
is also assumed that all loops are planar and approximately circular in shape. Recall that
in Section 2.3.3.2.3, the rate of migration of mobile edge dislocations due to climb is
given by  limc b c c M c gv l bl        . This population of mobile dislocation segments
grows into interstitial loops by absorption of interstitials. Conserving the total line length
of mobile dislocations involved in climb, we arrive at limi i c bN d
     . The rate of















The dependence of interstitial loop size as a function of the number of interstitials
absorbed per loop is not entirely known. In this model, the areal growth rate of the planar
loops is assumed to be a linear function of the number of interstitials absorbed per loop.
As will be shown later, this assumption gives a reasonable estimate of the loop size
evolution, at least for low radiation doses. From Section 2.3.3.3.1, the rate of absorption
of interstitials per slip system is given as is M iK c
  . Hence, if we know the number of
interstitials, 0i , required to form a loop of area, 0iA , the average areal growth rate of iN











Furthermore, 24i iA d
















The parameters 0i and 0iA need to be estimated from experimental data. Note that
vacancy loops could be formed by a similar mechanism. However, the diffusivities of
vacancies are much lower than that of interstitials, leading to a comparatively lower
absorption rate at dislocations. These loops are therefore relatively smaller than the
corresponding interstitial loops and do not cause considerable impediment to glide.
Hence, for simplicity, we do not track the evolution of vacancy loops in our simulations.
The absorption of vacancies at dislocations is however accounted for in Eq. (2.10).
The models discussed here are essentially based on creation-exchange relations,
with defects being created, recombined, or transformed from one type to another. For
simplicity, we have neglected considering the full character of transport relations (defect
concentration gradients and fluxes). We will comment on implications of this idealization
in later discussion.
2.3.3.3.3 Dislocation densities
This Section discusses the evolution of the mobile and immobile components of
dislocation densities on each slip system. Various laws have been proposed to statistically
represent the substructure evolution for specific deformation processes. Here we extend
these laws to model inelastic deformation in irradiated bcc materials.
Dominant mechanisms governing substructure evolution in bcc irradiated
materials can be listed as follows: generation of new dislocations from pre-existing
dislocation segments ( mul
 ), migration of mobile dislocations by cross-slip ( cs
 ) and
climb ( limc b
 ), mutual annihilation of mobile dislocations ( mutual
 ), trapping of mobile
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dislocations at barriers, rendering them immobile ( trap
 ), and dynamic recovery of
immobile dislocations by thermally activated processes ( dyn
 ). Each of these mechanisms
is explained next.
Multiplication of mobile dislocations
The rate of formation of new dislocation segments is a function of the area swept
on the slip plane by gliding mobile dislocations. This relation proposed by Essmann and






    (2.14)
where dl is the average line length of the dislocation segment and mulk is a material











     (2.15)
Cross-slip of mobile screw dislocations
Cross-slip of screw dislocations is a prominent process in bcc metals, because of
the existence of several slip planes on to which a screw dislocation with a unique Burgers
vector can migrate. Cross-slip helps bypass barriers to glide and reduce internal stresses
in the material. At low temperatures, a <111> type screw dislocation may spread to three
{110} and three {112} slip planes. At higher temperatures, six more {123} planes come
into the picture for a given slip direction. This kind of dislocation migration along a
specific slip direction, but spread across multiple slip planes, is commonly referred to as
wavy slip. A simple stochastic model for cross-slip is proposed here.  Cross-slip of screw
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dislocations in bcc materials is known to occur by the double kink mechanism [69].
Cross-slip is a thermally activated process; the probability that a screw dislocation will












where * is the critical activation stress for double kink nucleation, aV is the
corresponding activation volume [70], and  is the resolved shear stress on slip system
 .
Consider a subset  of slip systems, such that the slip direction is the same for
all slip systems in subset  . The probability of cross-slip is calculated on each of the slip
planes belonging to  . It is assumed that all screw dislocations belonging to  will then
cross-slip to the plane  having the highest probability, i.e.,  max ,P P      .
Accordingly, we calculate the associated dislocation annihilation rate on slip system 

















where csk is a material constant. This would result in additional dislocations on slip










   
     
 
   
   
 
    
 
 
    (2.18)
Note that slip plane  with the highest probability for cross-slip also corresponds
to the highest absolute resolved shear stress, i.e., the slip plane that is most favorably
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oriented with respect to the imposed stress state. Dislocation glide on slip plane  would
thus be comparatively easier.
Climb of mobile dislocations
As mentioned earlier, climb is associated with the migration of mobile
dislocations. The model for dislocation climb was given in Section 2.3.3.2.3, and the











Mutual annihilation of mobile dislocations
Mutual annihilation of edge dipoles and mobile screw dislocation segments with
opposite Burgers vectors occurs when dislocation segments lie within a critical capture





      (2.20)
The factor of two accounts for the fact that two dislocations with opposite Burgers
vectors are annihilated as a result of this mechanism.
Trapping of mobile dislocations
Mobile dislocations get trapped at barriers on the slip plane and the corresponding
dislocation segments are immobilized. For the case of irradiated materials, these barriers
are in the form of dislocation networks (forest interactions) and interstitial loops. Based







where  is the effective free path of dislocation trapping on slip system  . Since this
expression gives a rate for immobilization of mobile dislocations, the immobile
dislocation density would increase at the same rate. The effective free path is generally




    
  (2.22)
where dis and int are the mean free paths of the dislocation networks and interstitial
loops, respectively. For dislocations, the mean free path has an inverse dependence on the





   
  (2.23)
where  and i are associated material constants.
Dynamic recovery of immobile dislocations
Dynamic recovery of immobile dislocations due to thermally activated processes
is considered in a single rate expression [75], i.e.,
dyn dyn Ik
      (2.24)
where dynk is a material constant. Assembling terms, the defect densities and sizes evolve
by the following relations:
, limM evolution mul cs c b mutual trap
                    (2.25)
,I evolution trap dyn
        (2.26)
, limi i c bN N
   (2.27)
,i i growthd d
   (2.28)
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Some parameter estimation is required in these evolution models to fit the
experimental data. Note that the interaction of dislocations with interstitial loops has been
considered only in terms of its contribution to the hardening behavior (Eq. (2.5)), and
trapping of immobile dislocations thus rendering them immobile (Eq. (2.23)). Physically,
the interaction of interstitial loops with glide dislocations is expected to reduce the
density of the loops and cause flow localization along dislocation channels [29,76–78].
Models to capture this effect will be discussed in Chapter 3.
2.4 Model implementation
The constitutive model developed herein is applied to model the quasi-static
tension and creep responses of a Mod (modified) 9Cr-1Mo steel. Mod 9Cr-1Mo steel is a
ferritic/martensitic steel that has potential high temperature nuclear applications, such as
the cladding in fast reactors. The material is subject to considerable radiation damage in
these applications.
2.4.1 Parameter estimation
Temperature dependence of the elastic constants is taken from Ref. [79]. Apart
from the elastic constants, not much material-specific data are available for estimating the
model parameters. Mod 9Cr-1Mo steel contains mostly ferritic and martensitic phases.
This steel derives its strength primarily from lath martensite, which has a body centered
tetragonal (bct) crystal structure. Subsequent tempering leads to a tempered martensite
phase which is essentially body centered cubic [80]. Moreover, tempering of this
microstructure also leads to breakup of the martensite laths [81], generally wider lath
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structures and less heterogeneity in terms of the distribution of grains [82]. In the present
work it is assumed that the material has a uniform bcc crystal structure with 48 slip
systems. A uniform grain size is also assumed to simplify the model implementation.
Model parameters relying on actual physical data were estimated from the
corresponding values of (bcc) alpha-Fe. The Burgers vector magnitude is that of bcc-Fe,
  03 2b a , where 0 0.2866 nma  is the lattice parameter of bcc-Fe [83]. Model
parameters were calibrated to fit the experimental stress-strain response of virgin
(unirradiated) material and then used to simulate tensile test behavior under irradiation.
The following explains the rationale behind choosing specific parameter values. The
values of all the parameters are listed in Table 1.
2.4.1.1 Dislocation glide
Ashby [84] suggested the activation energy for dislocation glide, gF , to be of
the order of 30.5Gb for irradiated materials. In our calculations, the activation energy
was estimated to be 30.35Gb based on fit to available experimental tension test data.
Further, the shape parameters, p and q , of the enthalpy curve should lie in the range
0 1p  , 1 2q  . The values, 0.28p  , and 1.34q  , adopted for bcc-Ta by Kothari
and Anand [51] are found to fit our data reasonably. Temperature and strain rate
dependence of the cooperative attempt frequency for dislocation glide,  , is not exactly
known, but it is typically of the order 10 11 -110 10  s   . Further the mobile dislocation
density 7 -210  mmM
  , and the mean dislocation glide distance 15 20  nmgl   .
Accordingly, the pre-exponential factor, 0 M gbl
   , for the dislocation glide relation,
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 0 /g M g g gbv v l         , is assumed to have a constant value of 5 14.0 10  s in our
simulations.
In this work, the Peierls barrier stress has been assumed to be constant over all
simulation temperatures and strain rates. Although this may not hold over the entire
temperature regime, predictions are limited by lack of experimental data beyond 400 K
for bcc-iron. Beyond 400 K, although the dependence of flow stress is not expected to be
dominated by the Peierls barrier, it is also unlikely that the flow stress will be entirely
independent of the Peierls barrier. As suggested in the literature [85], a value of 390 MPa
has been used for the Peierls barrier.
The barrier strengths for dislocations, q , and interstitial loops, iq , were
calibrated to the experimental data and found to have the values 0.3q  , 0.4iq  .
These values are reasonably close to the barrier strengths used by Arsenlis et al. [12] for
irradiated fcc-Cu. The coefficients of dislocation interaction ( A ) among all the 48 slip
systems in bcc are not as well characterized as for fcc crystals. We have used a value of
1.0A  for the self-interaction coefficient and ( ) 0.2A    for the latent
interaction coefficient. This is based on the assumption that the strongest resistance to
glide on a slip plane will be offered by dislocations on the plane itself, and latent
interaction offers a relatively weaker resistance. This value of latent interaction
coefficient is of the same order as that predicted by Queyreau et al. [86] for different




Estimation of dislocation climb parameters requires knowledge of the diffusivities
of self-interstitial atoms (SIAs) and vacancies in the material. Point defect diffusivities
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(2.29)
where mpE is the migration energy and ,0pD is the diffusion constant of point defect type
p . The corresponding values for SIAs and vacancies are based on MD simulations for
bcc-Fe performed by Mendelev and Mishin [87]. The proportionality constants for
interstitial and vacancy capture efficiencies, 0iz and
0
vz , were estimated from fit to
experimental data. It has however been suggested in rate theory calculations performed
by Stoller et al. [88] that the capture efficiency for self-interstitials is roughly 1.2 times
that for vacancies, and this ratio is maintained in our calculations. The average
dislocation glide distance between two barriers, gl , is estimated (from the mean free path
of the dislocations) to be 15 nm. This value is assumed to be constant in our simulations,
since the average glide distance remains in the same range for dislocation densities
evolving over the entire deformation domain. Further, the average dislocation climb
distance cl is assumed to be 3b . This is reasonable considering the fact that the barriers
to glide present in the form of planar loops and dislocation networks, can be overcome by
climbing a few atomic planes with respect to the slip plane. This would have been
different for the case of larger obstacles, such as precipitates, where the climb distance
would be much higher.
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2.4.1.3 Evolution of defects
2.4.1.3.1 Point defects
The defect pair creation rate, 0K , is a function the incident radiation flux and the
probability of atomic displacement due to radiation. Consequently, 0K depends on the
energy of the incident particles (neutrons, ions, etc.). The underlying physics is beyond
the scope of the current work. However, based on calculations done in [6], it is estimated
that 0K is typically of the order
12 13 -3 -110 10  mm s for neutron irradiation in steels. In our
simulations, a value of 12 -3 -10 2.5 10  mm sK   is used for the creep tests, unless specified
otherwise. It has been suggested that in the high temperature, high sink (dislocations)
density regime, contribution of the defect pair recombination rate, ivK , is negligible
compared to the other evolution terms in the rate equations [6]. This term is therefore set
to zero in our simulations.
2.4.1.3.2 Interstitial loops
As mentioned earlier, the areal growth rate of interstitial loops is assumed to be a
linear function of the interstitials absorbed per loop. Marian et al. [89] characterized the
self-interstitial loops in bcc iron and found that a 4 nm loop contains 91 SIAs. Though the
number of interstitials per loop has been found to be lower for larger (> 10 nm) loops, it
is reasonable to assume this ratio to be constant over a limited range of cumulative
radiation damage. Accordingly, a value of 0 91i  and 0 212.57 nmiA  is used in our
simulations. These approximations can be appropriately modified for higher dpa levels.
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Table 1. Model parameters for Mod 9Cr-1Mo steel.
Parameter Value Meaning
E ,  207300 – 64.58(T[K] -273) MPa, 0.3 Elastic constants
0a 0.2866 nm Lattice parameter
gF , p , q , 0 30.35Gb , 0.28, 1.34, 5 14.0 10 s Flow rule parameters
p , q , iq , A
 ,
 A  




vz ,  , gl , cl





0i 0, 212.57 nm , 91 Point defect and
interstitial loop
evolution parameters





2 2 15.34 10  mm s  , 1 2 17.87 10  mm s  ,




mulk (creep), dynk ,
cR ,  , i




38.0 10 , 0.004G , 320b Cross-slip parameters
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2.4.1.3.3 Dislocation densities
Dislocation evolution parameters in the model required were calibrated to fit the
experimental stress-strain curves as the precise quantitative evolution behavior of these
substructure variables is not known.
The dislocation multiplication model is essentially a phenomenological rule based
on experimental observations of the growth of dislocation loops [68]. It has been found
from our simulations that the dislocation multiplication constant mulk should have a
higher value in creep tests as compared to quasi-static tension tests. A higher
multiplication rate in creep tests is needed to account for the reduction in dislocation
density due to climb of mobile dislocations by absorption of point defects. As will be
explained later, it is assumed that point defects due to radiation are produced dynamically
in the material only during the creep tests (i.e., continuous irradiation), and accordingly
the dislocation multiplication rate needs to be higher in these simulations. The dislocation
multiplication constant used for tension tests has a value 0.143mulk  which is in the
same range as the value used by Evers et al. [90], i.e., 0.1mulk  , for similar simulations
of polycrystalline Cu. For the creep tests, however, a higher value of 1.02mulk  is used.
Higher values of the constant are also justified by the elevated temperatures at which
creep experiments are performed, leading to a higher rate of multiplication of mobile
dislocations.
To the best of our knowledge there are no quantitative studies on the evolution
rate of dislocations due to cross-slip, in a statistical sense. Hirthe and Lothe [69]
calculated the critical stress, * , required by a dislocation for double kink nucleation and
this was plotted as a function of the dislocation line length, dl , in the work of Rhee et al.
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[70]. Given an average mobile dislocation density of 7 7 -22 10 3 10  mm    per slip
system, 100 150dl b b  . The calculations of Rhee et al. show that in this range
* 0.004G  . In the present model we have used the above value, assuming it to be
constant over the entire range of dislocation densities. Further, the activation volume for
cross-slip is assumed to be 320aV b . Estimation of the amount of cross-slip on each slip
system in a polycrystal ensemble is not exactly trivial and the value of the material
constant, csk , has been calibrated such that the rate of cross-slip is comparable to the
other dislocation evolution mechanisms at higher stresses and elevated temperatures.
For the mutual annihilation of dislocations, a capture radius, 1 nmcR  , is used.
This value is of the same order as that used by Arsenlis et al. [12] for irradiated fcc
copper ( 8.5cR b ). The trapping coefficients for dislocations and interstitial loops and
the dynamic recovery constant are calibrated based on fit to the experimental data.
2.4.2 Measure of radiation damage
Radiation damage is conventionally measured in terms of cumulative effective
displacements per atom (dpa) in the material based on the flux of incident particles.
Calculation of the effective atomic displacements is however infeasible in the present
model, in a continuum sense. Quantitative measure of radiation damage is therefore done
in the present model using a correlation for interstitial loop density and size to the
cumulative dpa damage based on experimental observations. Deo et al. [53] proposed a







where 13 -35 10 mmA   and 63.7 10 mmB   . The same is used in our simulations. Note
that this is an empirical relation fit to experimental observations of the variation of loop
density and size over a limited range of dpa damage, and will not hold for high (> 10 dpa)
or very low (< 1 dpa) radiation doses. Further, the interstitial loops are assumed to be
uniformly distributed in the material. Effects of irradiation temperature, material depth
from irradiated surface, etc. are neglected here as beyond the scope of the present work.
2.5 Results and discussion
2.5.1 Quasi-static tension tests
Three-dimensional displacement-controlled simulations were performed using the
finite element program ABAQUS [91] on 125 cubic grain ensembles, with 30 µm sized
grains that have random crystallographic orientation distribution. The constitutive
equations were implemented using the User MATerial subroutine (UMAT) in ABAQUS.
Periodic boundary conditions were enforced in all directions; implying that displacements
on opposite boundaries are tied to each other [92].
It is assumed that all tensile test samples are pre-irradiated and there is no
concurrent radiation damage during the tension tests. This is reasonable considering the
fact that samples are generally irradiated at the rate of 6 5 -110 10  dpa -s   ; radiation
damage over the time-scales of the tension tests (≈1000 s) will be negligible compared to
the damage already accumulated. In this work, simulation results are compared to the
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experimental data for Mod 9Cr-1Mo steel from Ref. [2]. It has been confirmed from
experiments that Mod 9Cr-1Mo steel has very high dislocation densities of the order
7 8 -210 10  mm  [82,93]. Further, additional dislocations are generated in the material
during the course of irradiation. Accordingly, initial dislocation densities of
0 7 -22 10 mmM   and
0 7 -23 10 mmI   are assumed on all 48 slip systems.
Tension tests were conducted at a strain rate of 4 -110 s . The results were
calibrated with experimental data [2]. Figure 2 compares simulation results for true
stress-strain behavior with experimental data. A reasonable fit for the stress-strain curves
was obtained over various temperatures and radiation dose histories with a single set of
parameters, up to and just beyond the point of material softening.
Figure 2. Comparisons of simulations calibrated to experimental stress-strain curves
over a range of temperatures and dpa damage. Experimental data from [2].
Experimental data for true stress not corrected for necking. Dotted red line a-b
indicates the strain up to which simulated stress-strain behavior for the irradiated
samples can be reliable.
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Beyond this point, however, the simulated stress-strain curves for the irradiated
material have a less negative slope than the corresponding experimental results, and the
simulated stress-strain curves appear to be diverging. Moreover, only the engineering
stress-strain data were reported for the experiments, so conversion of the data past the
point of diffuse necking instability is not reasonable for the virgin material.  However, for
the irradiated material, the post peak softening behavior in experiments has contributions
both from the material softening associated with interplay of dislocations with
irradiation-induced defects and attendant dislocation substructure evolution and the
geometric softening due to the onset of diffuse necking. In the present formulation,
interaction of dislocations with irradiation-induced defects has been addressed only in
terms of irradiation hardening (cf. Eq. (2.5)), which contributes to the observed increase
in initial yield stress. Beyond this, interaction of the irradiation-induced defects with glide
dislocations is expected to cause a reduction in the density of the defects and create paths
for easy dislocation glide [47,78]. Models to capture this material softening effect are
discussed in Chapter 3.
Simulations regarding radiation dose-, temperature-, and strain rate-dependence of
the tensile test behavior were also performed to parametrically explore model predictions.
Results are shown in Figs. 3, 4, and 5, respectively. As expected, the initial yield stress
increases with increasing radiation doses. The flow stress decreases with increasing test
temperatures, and increases with increasing strain rates. Also note that at higher strain
rates the increase in flow stress is not as pronounced. This is due to the fact that the strain
rates used in these tests are still close to the quasi-static (strain-rate independent) regime.
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Figure 3. Effect of radiation dose on the stress-strain response.
Figure 4. Effect of temperature on the stress-strain response.
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Figure 5. Effect of strain rate on the stress-strain response of the material loaded in
tension at 323 K after being irradiated to 3 dpa .
2.5.2 Creep tests
Creep simulations are computationally intensive due to the significantly longer
time-scales of these tests (100-1000 h). In this work, accelerated creep simulations were
performed over shorter durations of time (20-30 h) to explore initial trends of the model
under creep loading. They are accelerated in the sense that the rate of absorption of point
defects, and consequently the climb rates of mobile dislocations are higher in our
simulations. Three-dimensional stress-controlled simulations were performed on 27 grain
ensembles with 30 µm cubic grains and random crystallographic orientation distribution.
Periodic boundary conditions were used on the lateral (side) faces of the ensemble. All
degrees of freedom were restricted on the top face. The bottom face was initially loaded
in tensile stress to the requisite level, and the stress was then held constant for the desired
duration of time.
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It is assumed that the material has no prior deformation history, and has only
mobile dislocations. Mobile dislocations will eventually be trapped and become
immobile. Dislocation loops are also formed from the mobile dislocations. An initial
dislocation density 0 8 -21.0 10 mmM   was assigned to each slip system. An initial
concentration of 0 13 -31.0 10 mmic   , and
0 13 -31.0 10 mmvc   was used for the interstitials
and vacancies, respectively. The initial point defect concentrations used are higher than
the corresponding equilibrium concentrations (in the absence of irradiation). High initial
concentrations have been used to avoid numerical instabilities in the simulations. Given
the fact that the defect pair production rate is high during irradiation, these initial
concentration levels used will be reached within seconds of the start of irradiation in
actual experiments.
Simulations were performed over a range of stress, temperature and radiation
damage rates. To the best of our knowledge, there is currently no representative
experimental data in the literature to validate our simulation results. Predictive trends are
consistent with expectations. Figure 6 shows the total strain evolution over time for
different defect pair production rates.  Of course, creep strain dominates after the initial
loading portion. Simulations show that the creep rate depends linearly on the defect pair
production rate. Based on the correlation between loop density and dpa levels in Eq.
(2.30), the average radiation damage rate was found to be 5 -11.05 10 dpa-s , and the
corresponding average creep rate was 8 -13.65 10 s at 160 MPa true stress and 773 K for
12 -3 -1
0 2.5 10 mm sK   . For the same stress and temperature conditions, when the defect
production rate was increased to 12 -3 -10 5.0 10 mm sK   , the radiation damage rate was
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found to be 5 -12.12 10 dpa -s , and the corresponding creep rate was 8 -17.31 10 s . For
12 -3 -1
0 1.25 10 mm sK   , the radiation damage rate was found to be
6 -15.15 10 dpa -s ,
and the corresponding creep rate was 8 -11.57 10 s .
Figure 6. Total strain evolution over time for different defect pair production rates.
The material was loaded to 160 MPa in stress control at 773 K .
Figure 7 shows the evolution of total strain over time for different true stress
levels. The creep rate is initially dominated by SIPA. In the later stages however the
creep rates start increasing. In the steady state creep regime, the mobile and the immobile
dislocation evolution processes compete against each other, until the mobile dislocation
density starts decreasing at a higher rate. This reduces the athermal slip resistance and
facilitates dislocation glide, leading to higher creep rates during the later stages of
deformation.
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Figure 7. Total strain evolution over time for different stresses under creep loading
at 773 K . 12 -3 -10 2.5 10 mm sK   in these simulations.
Figure 8 shows the evolution of defects (dislocation densities, areal interstitial
loop density) during creep as a function of the total strain. The mobile and immobile
dislocation evolution trends are (qualitatively) similar to those predicted by Magnusson et
al. [94] for thermal creep. Note that the equilibrium vacancy concentration at 773 K is
approximately 9 -33.5 10 mm ; as expected, the present vacancy concentration is of
substantially non-equilibrium character. The mobile dislocation density decreases with
increasing strain; and the immobile and areal interstitial loop densities increase with
increasing creep. The areal interstitial loop density is however several times higher than
the immobile dislocation density. This is due to the accumulation of defects associated
with the radiation damage phenomena. Our simulations have also shown that the mobile
dislocation densities decrease to very low levels on certain slip planes. The resolved
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normal stress, c
 , is higher on these planes, leading to a more rapid migration of mobile
dislocations from them via absorption of point defects.
Figure 8. Average dislocation densities and areal interstitial loops density (per slip
system) as a function of total strain. Initial threshold indicated loading of the sample
in stress, before the constant stress creep regime has begun. The material was
loaded to 160 MPa at 773 K . 12 -3 -10 2.5 10 mm sK   in these simulations.
Figure 9 shows the evolution of point defects during creep as a function of the
total strain. Qualitative trends compare well with the mean field rate theory calculations
of Stoller et al. [88], at least initially. In the calculations of Stoller et al., a constant
dislocation density was used. Note that they used a more complex rate theory formulation
for point defect evolution, with terms accounting for additional mechanisms.
The spatial evolution of effective inelastic strain and defect substructure during
irradiation creep deformation is discussed in detail in Chapter 5.
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Figure 9. Average point defect concentrations as a function of total strain. Loading
conditions same as in Fig. 8.
2.6 Summary
A mechanism-based ISV continuum crystal plasticity model has been formulated
to simulate the inelastic behavior of irradiated bcc structural materials. Statistically
representative continuum models have been developed for cross-slip and climb of
dislocations and growth of interstitial loops. A rate theory-based approach has been used
to model the point defect evolution during radiation. The model was used to predict the
quasi-static tensile behavior and creep behavior of Mod 9Cr-1Mo ferritic/martensitic
steel. Reasonable calibration with available experimental quasi-static loading data for the
initial hardening response was achieved and behavioral trends were predicted for creep
loading. Most of the material parameters used in the model are based on physical
constants and data. This mesoscale model provides a framework for bridging simulations
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across multiple length- and time-scales by drawing on information from various atomistic
and kinetic Monte-Carlo simulations of radiation damage. The constitutive model has
been proposed for bcc metals; however, it can be easily applied to other systems by
making necessary modifications of the evolution mechanisms and relevant
crystallography.
This Chapter lays the foundations of continuum framework to model the
deformation behavior of irradiated bcc materials over a range of loading and radiation
histories. The following Chapters will apply the framework to model these deformation
histories, with necessary model modifications.
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CHAPTER 3
MODELING LOCALIZED DEFORMATION DUE TO
DISLOCATION CHANNEL FORMATION2
3.1 Introduction
The mechanical behavior of bcc ferritic/martensitic steels is significantly
influenced by radiation damage, with effects including an increase in yield point,
decrease in uniform ductility and considerably lower true strain to fracture [2,95–98].
Failure in these materials is governed by heterogeneous localized deformation due to the
formation of dislocation channels, wherein majority of the inelastic strain is localized
[29,76,77]. As a result, irradiated materials fail at relatively lower strains compared with
virgin materials. In fact, the formation of dislocation channels and the resulting localized
deformation is not just a feature of these ferritic/martensitic steels, but is observed in all
irradiated metallic systems [99–102]. Research is therefore directed at understanding the
physical mechanisms underlying these processes and the factors influencing them.
This Chapter focuses on modeling localized deformation in irradiated bcc
materials using a mesoscale crystal plasticity model. A physics-based continuum
constitutive framework was developed in Chapter 2 to model the quasi-static tensile and
creep behavior of irradiated bcc metals. This framework is applied here to model the
mechanical response and microstructure evolution resulting from heterogeneous localized
2 Significant parts of this Chapter have appeared in Ref. [17].
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deformation in irradiated bcc ferritic/martensitic steels. Necessary modifications are
made to the existing constitutive model to capture the localization behavior.
3.2 Background
The microstructure of as-irradiated bcc metals is typically characterized by defect
clusters and dislocation loops (primarily interstitial-type) [27,103,104]. On being
subjected to tensile deformation, cellular structures of dislocations are observed at low
radiation doses (< 0.2 dpa) [78]. However, at larger radiation doses, the deformed
microstructure changes drastically and is dominated by the formation of dislocation
channels, associated with the <111>{110}- and <111>{112}-type slip systems in bcc
crystals [29,78,99,105]. These dislocation channels are typically depleted of irradiation-
induced defects and dislocation debris [106,107], though they might not be entirely free
of defects [78,108]. The channels are generally found to be oriented along the direction of
maximum resolved shear stress in the material, e.g., at 45 to the loading axis for
uniaxial tension [78]. The channels are ~ 50-200 nm wide [29,78,109,110] and the
spacing between channels is ~1.5-5 µm [78]. It has been found that the channels are
formed more densely near the fracture surfaces as compared to the uniformly strained
bulk; the average spacing between channels differs by an order of magnitude in these
regions [78].
The mechanical behavior of these materials is governed primarily by the
dislocation-defect interactions. Irradiation leads to an increase in yield strength of the
materials. This is due to the presence of irradiation-induced point defect clusters and
dislocation loops, posing as added obstacles in the path of glide dislocations that carry
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inelastic deformation. More importantly, there is a severe decrease in ductility and
engineering strain to failure in these irradiated materials. This observed behavior has
been correlated to the formation of defect-depleted dislocation channels mentioned
above. It has been suggested [105] that pinning of dislocation sources at (stronger)
irradiation-induced defects leads to stress concentration and restricted flow in the
material. When the dislocations are eventually unpinned, higher resolved shear stresses
allow them to sweep through and annihilate the barriers, hence creating defect-depleted
channels [111]. Subsequent glide of dislocations through these ‘cleared’ channels
becomes easier, leading to flow softening and localization of inelastic deformation along
the channels [104], finally resulting in failure at relatively lower bulk strains [112].
Physical mechanisms involved in the annihilation of defects by mobile glide
dislocations are still a matter of ongoing research. In situ transmission electron
microscopy (TEM) and molecular dynamics (MD) simulations are primarily used for this
purpose. It has been found that screw dislocations are more effective at annihilating
irradiation-induced defects and have higher mobility within the channels as compared to
edge dislocations in fcc metals [107,113]. It is noted that majority of the defect
annihilation studies have been performed for fcc metals and alloys. Studies of the
interaction of dislocations with defect clusters in fcc metals (primarily vacancy type
stacking fault tetrahedra, SFT) show that the SFTs can either be sheared by or absorbed
into the gliding dislocations [114–118]. The SFTs can also be partially unfaulted on
interaction with screw dislocations which spontaneous cross-slip on the face of the SFTs
[119]. Interstitial type Frank loops interacting with screw dislocations have been found to
be transformed into helical turns, which pin the dislocation lines [120,121]. When the
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dislocations are eventually unpinned at higher stresses, they carry the helical turns along
with them, leading to progressive clearing of dislocation channels [120,121]. Similar
phenomena have also been suggested for the interaction of SFTs with screw dislocations
[119].
In bcc metals, plastic deformation is non-trivial due to the inherent non-planar
nature of the 1 2 111 screw dislocation cores, manifesting in the form of non-
associative plastic flow, tension-compression asymmetry, and temperature-dependent
screw dislocation mobility [122–125]. Consequently, the study of defect (primarily
interstitial loop) annihilation mechanisms in bcc structures is much more difficult, and is
also material-dependent. Experimental observations of post-deformed samples of
irradiated Fe-9Cr alloy [126] suggest that removal of irradiation induced- 100
interstitial loops occurs by continued interaction with 1 2 111 screw dislocations based
on the reaction:    100 1 2 111 1 2 111    . Subsequent transformation of the resultant
loops into screw dislocations with the same Burgers vector leads to a microstructure
typical of the unirradiated deformed specimens. MD simulations of temperature-
dependent reactions between 1 2 111 screw dislocations and 100 interstitial loops in
bcc iron [127] have suggested that the absorption of loops by screw dislocations results in
the formation of glissile helical turns at elevated temperatures. This could lead to
potential reactions of the gliding helical turns with other radiation induced-defects,
resulting in their growth or shrinkage, ultimately contributing to dislocation channel
formation. MD studies of edge dislocations interacting with self-interstitial atom (SIA)
loops have also suggested other potential defect annihilation mechanisms via loop
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absorption into the dislocations [128,129]. A recent dislocation dynamics (DD) study of
irradiated bcc-Fe [47] suggests that transition to localized deformation occurs at a critical
density of the irradiation-induced defects (prismatic loops), below which deformation is
mostly homogeneous. It was suggested [47] that flow localization along dislocation
channels is a two-step process: initial coarsening of the prismatic loops on their
interaction with glide dislocations, followed by ‘transformation’ of these coarsened
prismatic loops into structures that are indistinguishable from network dislocations (in
unirradiated materials). As a result, flow resistance along these regions is greatly reduced
due to transformation of the prismatic loops to the ‘apparent’ network dislocations,
allowing inelastic deformation to localize. While this might be a possible mechanism to
account for flow localization along dislocation channels, further experimental evidence is
needed to confirm its exclusivity.
As can be seen, modeling the localization phenomena in irradiated materials is
rather complicated due to the nature of dislocation-defect interactions involved; it has
been mostly limited to MD (mentioned above) and DD studies [25,47,120,121,130–132].
There is also an issue associated with the inherent length scale (~ hundred nm) of the
problem. On one hand, coarse-grained calculations need to capture the underlying
physics of phenomena occurring at lower length scales; on the other hand, lower scale
atomistic studies of such large polycrystalline ensembles over the time frame of a few
hundred seconds are impractical. Nonetheless, MD simulations are vital in understanding
the defect evolution and individual physical mechanisms at the atomic scale and
extracting information for higher scale simulations. Although providing an effective
method to model this phenomenon at intermediate length scales, DD simulations are
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limited in applicability to very small sample sizes and are therefore inadequate for
predicting the overall mechanical properties of the bulk. Further, constitutive assumptions
are still involved in the dislocation-dislocation interactions in DD simulations. A
mechanism-based mesoscale constitutive crystal plasticity continuum framework with
adequate phenomenological treatment of the underlying deformation processes (including
a suitable description of the defect annihilation mechanism, yet to be fully resolved) at
lower scales can address the aforementioned scale issues. Moreover, it can be used to
study the effect of factors such as crystallographic orientation, grain size, etc. on the
localization behavior.
A defect density-based crystal plasticity framework was developed to simulate the
mechanical behavior of irradiated bcc materials in Chapter 2. Evolution laws for
dislocations and interstitial loops (produced due to radiation in bcc materials) were tied to
the inelastic deformation behavior. In addition, rate theory calculations were used to
model the evolution of irradiation-induced point defects. However, the constitutive
framework did not attempt to model the localization behavior observed in irradiated
metals loaded in tension. In this Chapter, a phenomenological model is developed to
account for the observed localization due to interaction of irradiation-induced defects
with glide dislocations. The framework is used to model the mechanical response and
deformed microstructure of an irradiated ferritic/martensitic steel loaded in tension.
3.3 Model description
The continuum crystal plasticity model accounts for the climb-enhanced glide of
mobile dislocations trapped in the field of immobile dislocations and irradiation-induced
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interstitial loops, at the level of slip systems. Dislocation densities, both mobile ( M
 ) and
immobile ( I
 ), number densities of the sessile interstitial loops ( iN
 ), and interstitial
loop sizes ( id
 ) are used as ISVs in the model, the evolution of which affect the
hardening behavior of slip system  . It is assumed that all the interstitial loops are planar
and circular in shape. In addition, point defects, i.e., interstitials ( ic ) and vacancies ( vc )
(generated during irradiation and present thereafter) are tracked using rate theory
calculations. As described in Chapter 2, physically-consistent models are used for the
evolution of defect densities.
In this Chapter, we develop a phenomenological model for reduction in density of
the interstitial loops, to account for the observed flow softening behavior.
3.3.1 Defect annihilation model
Using insights from MD simulations for fcc Ni, Rodney et al. [133] developed a
micromechanical model that asserts ‘absorption’ by glide dislocations within a critical
capture radius of irradiation-induced defects. However, they assumed that the defects
would be absorbed uniformly, without any consideration for preferential slip on favorably
oriented planes. A critical capture radius for defect absorption has also been employed in
DD simulations of fcc metals by Ghoniem et al. [46,131]. Using this information,
Krishna et al. [13] recently developed a constitutive model for defect annihilation in fcc
metals. Their model considered dependence of the defect annihilation rate on both the
defect density and dislocation density, as compared to Rodney et al. [133] where
absorption rate is dependent only on the defect density. Further, Krishna et al. [13] used a
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crystal plasticity framework and also accounted for dependence of the annihilation rate
on the crystallographic shearing rate.
Before describing our defect annihilation model, it is again emphasized that the
mechanisms of defect annihilation in bcc metals are less well understood and quantified
than those in fcc metals (cf. Section 3.2). Assuming that a similar concept of critical
capture radius would hold for bcc metals, we have formulated a phenomenological model
for the annihilation rate with dependence on both mobile dislocation density, M
 , and
areal loop density, i iN d
  . Accordingly, the depletion rate of areal loop density on any
slip system  is given as
   1,
c cann
i ann i i i M
RN d N d
b
      

   (3.1)
where annR is the capture radius of annihilation and c is the exponent of the areal loop
density such that the product of areal loop density term and mobile dislocation density
term on the right hand side of Eq. (3.1) has the units of dislocation/areal loop density.
This leads us to the annihilation rate of interstitial loop number density as
   1, 1
c cann




    
  

   (3.2)
Rodney et al. [133] also suggested that the capture radius would increase with increasing
loop sizes. Accordingly, the capture radius, annR , is varied as a function of the current
loop size, id
 , in this framework, and the areal loop density exponent, c , is also varied to
study their effect on the localization behavior. Both these parameters are also used for
calibrating simulation results to experimental stress-strain data for irradiated specimens.
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Recent dislocation dynamics studies of irradiated Fe [47] have suggested that
reduction in flow stress may simply be due to transformation of these loops into ordinary
network dislocations (without any annihilation/absorption of the loops), thus reducing
their resistance to dislocation glide and promoting localization. While this assertion may
be valid, this does not rule out the ‘absorption’ of irradiation-induced defects by mobile
dislocations as observed by others (cf. Section 3.2). With continued physical insights,
appropriate modification to the phenomenological relation given in Eq. (3.2) may be
made to account for this mechanism in the future. Nevertheless, our constitutive model in
its present form accounts for the reduction in loop density, and consequent reduction in
flow stress, enabling us to study localization as a function of other mesoscopic factors,
such as crystallographic orientations, loop density, etc.
The updated rate of evolution of interstitial loop density (modified from Eq.
(2.27)) is thus given as
, lim ,i i c b i annN N N
      (3.3)
Note that mobile dislocations also get (statistically) trapped at the interstitial loop





The constitutive model was used to simulate the tensile behavior of Mod 9Cr-
1Mo steel. This steel has good radiation resistance and high temperature properties.
Ferrite and martensite constitute the main phases of Mod 9Cr-1Mo steel, which derives
its strength from the lath martensite microstructure. Moreover, the crystal structure of the
subsequently tempered martensite phase is closer to body-centered cubic than body-
centered tetragonal [80].  Thus, we have assumed the material to have a uniform bcc
structure with 48 slip systems. The majority of the parameters in this model require
estimation from physical constants. For Mod 9Cr-1Mo steel, however, not much physical
data are available apart from the elastic constants. Since, it has primarily ferritic and
martensitic phases, most of the parameters are estimated from available data for bcc-iron.
The rationale behind selecting specific values has already been explained in detail in
Section 2.4.1 and the corresponding values given in Table 1 in Chapter 2.
Experimental studies of the microstructure of Mod 9Cr-1Mo steel have estimated
a high density of dislocations of the order 7 8 -210 10 mm [82,93]. Based on this, the
initial density of mobile dislocations is assumed to be 0 7 -22 10 mmM   and that of
0 7 -23 10 mmI   is assumed for immobile dislocations on all 48 slip systems in our
simulations.
In this Chapter, a parametric study of the cross-slip model and its effects on
localization behavior has been performed. An analytical solution for the critical activation
stress for cross-slip, * , is given by Hirth and Lothe [69]. The value of * depends on the
average dislocation line length. Given an average dislocation density of
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7 7 -21 10 5 10 mm   per slip system, the average dislocation line length 100 200b  .
Corresponding to this dislocation line length, * was estimated to be 0.004G from
Rhee et al. [70]. The same value was used in all our simulations. The activation volume
for cross-slip was assumed to be 320aV b . The value of the material constant, csk , was
varied to study its effect on the microstructure evolution.
3.4.2 Loading and boundary conditions
The 3D constitutive model was implemented in the finite element program
ABAQUS [91] using the User MATerial (UMAT) subroutine. Simulations were
performed using generalized plane strain elements along with the 3D crystallography,
effectively treating a network of cubic grains (square cross-section in the plane) as
columnar with random orientation distribution. Finite elements (FEs) with linear
interpolation and reduced integration were used.
Quasi-static tension tests were simulated on the polycrystalline ensembles. A
schematic of the loading and boundary conditions is shown in Fig. 10. The bottom edge
of the 2D simulation box was constrained along the loading direction, and the center of
the bottom edge was constrained in all degrees of freedom to prevent rigid body rotation.
The side edges of the simulation box were traction-free. Note that traction-free surfaces
are valid boundary conditions only for loading samples to relatively small strains (~ 4-5%
strains in the present case). Displacement-controlled tensile loading was applied on the
top edge at a prescribed strain-rate of 4 -11 10 s in all simulations.
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Figure 10. Schematic of loading and boundary conditions applied to the simulation
box.
3.5 Results and discussion
Post-irradiation tension tests were performed on 25 square-shaped, randomly
oriented, 5 µm-sized grains, unless mentioned otherwise. Post-irradiation tension tests are
those for which the material is loaded in a normal (no radiation) environment following
irradiation to a certain dpa damage level. The presence of prior radiation damage leads to
dislocation channel formation and inelastic strain localization during these tensile tests.
Note that in-reactor tension test (concurrent radiation and deformation with little or no
prior radiation history) studies on bcc-Fe and Fe-Cr alloys by Singh et al. [134] found
that deformation is homogeneous and dislocation channels are not formed. However, in-
reactor tension test studies on Cu and CuCrZr alloys [135] did find the formation of
dislocation channels, though yield drop and plastic instability was not observed in the
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associated mechanical behavior. These experiments suggest that channel formation and
plastic instability is strain rate- and radiation dose-dependent.
The following Sections will first consider the simulated mechanical response of
the material, and then describe the simulated deformed microstructure in terms of the
evolution of effective inelastic strain, mobile dislocation density, and interstitial loop
density.
3.5.1 Mechanical behavior
Certain model parameters were calibrated to match the experimental engineering
stress-strain data for Mod 9Cr-1Mo steel [2]. The model was first fit to the virgin
specimen data using the parameter values given in Table 1. Values of 42.0 10csk   ,
/ 3.0ann iR d
  and 0.85c  for the cross-slip and flow softening models were then used
to match the model results to the irradiated specimen data. Figure 11 shows the simulated
stress-strain curves and the corresponding experimental data for various loading and
irradiation histories. A reasonable fit is obtained for all cases, to 3-4% engineering strain
for irradiated specimens, and 5-6% engineering strain for virgin specimens. Note the
change in the stress-strain response of the irradiated specimens as a result of the
additional defect annihilation model (Eq. (3.2)) from the initial stress-strain curves shown
previously in Fig. 2. For irradiated specimens, the initial localization behavior is
dominated primarily by material softening instabilities due to formation of dislocation
channels. At higher strains, geometric softening instabilities are expected to set in, which
the current simulation meshes and boundary conditions do not address; only material
instabilities are captured. For virgin specimens, no material softening instabilities are
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present for the simulated mechanical response. The softening observed in the
experimental stress-strain curves of the virgin specimens is dominated by geometric
instability due to diffuse necking.
For the post-irradiation tensile tests simulated here, diffusion gradients were
neglected in the point defect rate equations (Eqs. (2.9), (2.10)). This is a valid assumption
given the fact that there is no concurrent irradiation and the overall point defect
concentrations are low in the material. However, for the case of in-reactor tension tests
(cf. [134,135]), with concurrent irradiation, the diffusion gradients cannot be neglected,
and will play a role in the evolution of the deformed microstructure. Future work will
focus on modeling these experiments.
Figure 11. Comparison of simulated stress-strain curves (solid and dotted lines)
calibrated to experimental data (open symbols). Experimental data from Maloy et
al. [2].
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The objective of the present modeling is to determine the localization patterns and
how they relate in terms of spatial frequency and orientation to the larger scale
polycrystalline grain structure. The simulation results presented in Fig. 11 were carried
out using finite elements with a mesh size of 200 nm.  This mesh size is selected as the
minimum size which serves as a compromise between a converged polycrystal stress-
strain response and the lower limit of the continuum field approximation of continuously
distributed dislocations (cf. [136]). The current dislocation mechanism-based constitutive
framework admits interpretation of the dislocation spacing in channels and allows for
estimation of continued channel refinement and enhanced strain localization without
having to explicitly resolve the fields below the minimum mesh size of 200 nm. Even if
the measured channel width is below this scale, the net shear strain is comparable at the
mesoscale (e.g., grain scale) in both cases. At a resolution of 200 nm element size, each
finite element would contain ~2-4 dislocations per slip system (for a given dislocation
density ~ 7 8 -25 10 10 mm  ). A finer mesh would effectively have less than one
dislocation per element. This provides a lower limit on the element size for purposes of a
statistical ensemble representation.
Effect of element size on the inelastic part of the stress-strain response was
analyzed by coarser mesh simulations for the case of 2.9 dpa radiation damage at 437 K
(Fig. 12). It was found that the mechanical response of the material depends somewhat on
the uniform element size. Using the same set of parameters, a reasonable fit to the
experimental stress-strain curve was obtained for all element sizes, at least until
geometric instabilities set in later on. However, note that the drop in stress due to
localization instabilities is much larger when using a coarse mesh. This is because
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localized deformation takes place over a relatively larger volume of the coarse mesh, thus
contributing to the (volume averaged) stress response more significantly. Convergence
was achieved in the peak stress and initial localization regime for element sizes
approaching 200 nm. An element size of 200 nm will be used in the following
simulations, unless specified otherwise. A finer mesh would also lead to significantly
higher computational times. Even with a mesh size of 200 nm, the simulations took ≈
100 h to reach 4% applied strain on 24 CPU cores (2.2 GHz AMD Opteron) running in
parallel.
Figure 12. Effect of element size on the inelastic part of the stress-strain curves for
the material loaded at 437 K after irradiation to 2.9 dpa . Open triangles indicate
the corresponding experimental data.
Finally, these simulations were performed using 5 µm-sized grains. This was done
to homogenize the effect of random initial crystallographic orientations on the
deformation behavior, and still use a relatively small simulation cell size (with a very fine
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mesh). We have verified using larger grain simulations that grain size effects on the yield
strength and hardening behavior are not noticeable. In the present form of model there are
no scale effects to reflect this. However, the element size and the grain size affect
localization behavior in terms of the dislocation channel width and the channel spacing,
respectively. These effects will be discussed in detail in Section 3.5.6.
3.5.2 Microstructure evolution
3.5.2.1 Evolution of inelastic strain
The microstructure of irradiated materials loaded in tension is dominated by the
formation of defect-depleted dislocation channels. This results in highly localized
deformation along narrow shear bands. To visualize this phenomenon, the distribution of
effective inelastic strain was plotted after tensile deformation to 2% engineering strain in
Fig. 13(a), and subsequently 4% engineering strain in Fig. 13(b).
Figure 13. Distribution of effective inelastic strain for material loaded in tension at
437 K after (a) 2% , and (b) 4% applied engineering strain. The material was
irradiated to 2.9 dpa prior to tensile loading. Dotted lines overlaid indicate grain
interfaces. See text for description of regions A, B, and C.
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The sample was tested at 437 K, following irradiation to 2.9 dpa. Values of
42.0 10csk   , / 3.0ann iR d
  and 0.8c  were used for the cross-slip and defect
annihilation parameters, respectively. Regions A, B and C marked in Fig. 13(b) indicate
the microstructure evolution during the stages of dislocation channel formation. These
regions will be discussed later in the context of defect evolution.
As shown in Fig. 13, intense shear bands, with inelastic strains as high as ≈ 0.7,
are formed when the average engineering strain in the bulk is much lower (≈ 0.02-0.03).
The shear bands (due to channels) are about 200-500 nm and the average spacing
between the bands is of the order of 10 µm. The dislocation channel width is over-
predicted by a factor of 2-4 as compared to the experimental results of Zinkle and Singh
[78]. Also, the inelastic strain values in our simulations are lower than the experimentally
measured shear strains (~1.0-5.0) [99,137]. As mentioned in the last Section, the 200 nm
mesh size in these simulations facilitated applicability of the mechanism based
continuum approach at or above the scale of mean dislocation spacing in the channels,
which allows us to consider a polycrystalline ensemble with a number of grains,
addressing issues such as the effects of microstructure on channel formation and spacing.
Presently, discrete dislocation mechanics models, also a continuum theory that introduces
dislocation lines within a lattice, are not sufficiently advanced to consider the large scale
of polycrystals (such approaches are typically used to model dislocation substructure
formation), to address dislocation interactions with grain boundaries, or to consider in a
robust way the problem of numerous dislocation interactions with irradiation induced
defects, including effects of local lattice rotations within shear bands (cf.
[120,131,132,138]). Since the net shear strain at the polycrystal level due to localized
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plasticity is essentially the same regardless of channel width, the product of the inelastic
shear strain within the channel and the channel width should be more or less invariant; in
the present case of a 200 nm minimum channel width, the computed localized plastic
shear strains should be multiplied by a factor of roughly 4 to project the inelastic shear
strain levels in the actual channels with 50 nm width, for example.  This is indeed within
the window of reported values of localized inelastic strain on the order of 2-3.
Inelastic strain evolution in the microstructure (Figs. 13(a) and 13(b)) suggests
that multiplication of channels occurs during later stages of deformation; not all channels
are formed simultaneously. Further, the channels grow at different rates; those oriented
along favorable slip planes grow preferentially. Also, as expected, the inelastic strain in
channels increases as the applied engineering strain goes from 2% to 4%. The widening
of channels from Fig. 13(a) to Fig. 13(b) might be an artifact of FE simulations given the
present assignment of uniform initial defect density.  In experiments, channel widening
with increasing applied strains is seldom observed in majority of the metals, and it is
believed that the channels, once formed during the initial stages, allow all the applied
deformation to localize within them. Introduction of a non-uniform distribution of initial
defect density, in conjunction with softening, has been shown (cf. [139]) to provide
enhanced sharpening of shear bands in alpha-Ti using a crystal plasticity continuum
formulation, and may play a similar role in the present case (cf. Section 3.5.7 for the
effect of non-uniform initial defects on channel width). However, in an experimental
study by Byun et al. [140], evidence of the formation of channels at different points in
time was shown for bcc vanadium. They also showed evidence of widening and
bifurcation channels, attributing this to multiple cross-slip of screw dislocations within
70
the channels in bcc vanadium. Note that the present model framework considers the (rate-
dependent) cross-slip mechanism; widening and bifurcation of channels observed in our
simulations are in part due to cross-slip (discussed in detail in Section 3.5.4). From a
continuum perspective, it is intuitive that if a ‘soft’ channel cannot accommodate all the
applied deformation, it has to widen. Cross-slip offers a possible mechanism to this end.
The constitutive framework assumes a homogeneous local material, i.e., neglects
gradients of strain or (line, point) defect densities in the material. Generally,
heterogeneous localized deformation is associated with gradients (discussed in detail in
Section 3.5.8), and has contributions from both material and geometric instabilities,
leading to mesh dependence in FE simulations. However, as has been demonstrated, the
present framework accounting only for local ‘constitutive’ material softening due to
dislocation channel formation is able to qualitatively capture both the microstructure
evolution and mechanical behavior of irradiated materials. Heterogeneous localized
deformation, in the present case, is a consequence of spatial correlations of
crystallographic orientations of the grains. Dislocation channels form along favorably
oriented slip planes, which have achieved higher resolved shear stresses to annihilate the
defects. Further, geometric instabilities are not dominant, at least during the early stages
of localization (< 4% engineering strain for the present material). Experiments suggest
that these irradiated specimens fail at ≈ 6-8% engineering strain [2]. At such low strain
levels, geometric softening effects, though present during the later stages of localization
behavior, might not be significant.
71
3.5.2.2 Substructure evolution
To understand the underlying physical processes governing dislocation channel
formation, it is instructive to observe the defect evolution in the material. Figs. 14(a) and
14(b) show the distribution of the mobile dislocation density, M , and interstitial loop
density, iN (averaged over all slip systems), respectively, corresponding to the effective
inelastic strain shown in Fig. 13(b). Based on the regions A, B and C marked in each of
the Figs. 13(b), 14(a) and 14(b), three different stages of microstructure evolution can be
identified during dislocation channel formation.
I. Incipient channel formation
Region A marks the incipient stages of channel formation, when interstitial loops
have just started getting annihilated. The mobile dislocation density is slightly lower than
the bulk average, as trapping of mobile dislocations by interstitial loops has rendered
them immobile.
II. Defect depletion
Once the mobile dislocations are subject to sufficient driving force (resolved
shear stress), they start annihilating the interstitial loops. As a result, the interstitial loop
density is depleted to lower values than the bulk average in region B. Many of the mobile
dislocations are still getting trapped at barriers due to the immobilization process, the rate
of which has increased due to continual accumulation of immobile dislocations
contributing to statistical trapping of the mobile dislocations.
III. Flow localization
Finally, the flow resistance is lowered due to depletion of interstitial loop density
to very low values in region C. As a result, easier dislocation glide leads to large inelastic
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strain in this region. The mobile dislocation density is replenished to relatively high
values by dislocation multiplication processes in the defect-depleted channels as a result
of enhanced inelastic deformation.
Average values of the mobile dislocation density, interstitial loop density and
inelastic strain in the three regions are summarized in Table 2. The interstitial loop
density shown in Fig. 14(b) and reported in Table 2 is averaged over all 48 slip systems.
Generally, localization takes place on just a few slip systems, on which majority of the
interstitial loops get depleted. Hence, the plotted slip system averaged loop density, also
accounting for interstitial loops on slip systems for which localized deformation has not
taken place, does not diminish to very low values in the dislocation channels, and differs
from the bulk average loop density by a factor of less than 2. In reality, channels are
depleted of the majority of the irradiation-induced defects (interstitial loops in the present
case), if not entirely cleared [78,108]. Irrespective of this, the stages of microstructure
evolution during dislocation channel formation would remain the same.
Figure 14. Distribution of (a) mobile dislocation density, and (b) interstitial loop
density corresponding to the effective inelastic strain in Fig. 13(b). See text for
description of regions A, B and C.
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Recent TEM studies of the migration of dislocations through a field of irradiation-
induced defects by Briceño et al. [141] offer valuable insights regarding the dislocation-
defect interactions just prior to localization. The modeled substructure evolution is in
agreement with the TEM observations, i.e., mobile dislocations get trapped in a field of
defects, thus rendering them immobile, followed by percolation of dislocations through
the field as a result of annihilation of defects. They also suggested that pumping of
mobile dislocations takes place via sources not induced by irradiation, and percolation of
the dislocations by defect annihilation only enhances their activation. This is consistent
with our constitutive model, i.e., dislocation multiplication takes place irrespective of the
irradiation-induced defect field (1st term in Eq. (2.25)), and annihilation of defects only
leads to enhanced dislocation migration and larger inelastic strain.
Table 2. Average values of mobile dislocation density, interstitial loop density, and
inelastic strain during the different stages of dislocation channel evolution, based on
regions marked in Figs. 4(b), 5(a) and 5(b).
Region Stage Mobile dislocation
density ( -2mm )
Interstitial loop





71.6 10 138.0 10 0.10
B Defect depletion 71.1 10 137.7 10 0.30
C Flow localization 72.1 10 136.7 10 0.70
Bulk --- 71.8 10 138.5 10 0.04
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3.5.3 Effect of radiation dose on localization
Experimental studies by Sharp [137] and more recently by Jiao et al. [108] show
that the inelastic strain in channels (experimentally interpreted in terms of the height of
channels) increases with increasing dpa damage (increasing loop size and density). The
same was observed in our simulations as the radiation dose was increased from 1 dpa to
2.9 dpa. The measured values of maximum inelastic strain in the channels are given in
Table 3. All simulations were performed with the same initial microstructures
(crystallographic orientation distributions). As seen in Table 3, the maximum inelastic
strain in channels increases with increasing dpa dose. In fact, the simulated maximum
inelastic strain was found to scale linearly with the radiation dpa dose at both 2% and 4%
engineering strains (Fig. 15). Note that we have assumed a square root dependence of the
interstitial loop density and size on dpa dose (Eqs. (2.30), (2.31)). This suggests that
maximum inelastic strain in the channels also has a square root dependence on the
interstitial loop density and size.
Note that the linear dependence of maximum inelastic strain in channels as a
function of dpa dose emerges from our simulations using the same initial microstructures
and the assumption of an initially uniform defect distribution. In physical experiments, it
is highly unlikely that different samples with different dpa dose histories would have the
same initial microstructures; linear dpa dependence has not been reported experimentally.
Interestingly, if one were to plot the surface slip band (correlated to dislocation channels
in the interior, cf. [142]) heights as a function of the corresponding neutron dose fluxes at
the same extension levels reported for irradiated single crystal copper in the table in Ref.
[137], it is found that the slip band height does have a near-linear dependence on the
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neutron dose flux for the limited reported data. However, more systematic experiments
are needed to address this issue and verify our model predictions.
Table 3. Maximum inelastic strain in channels as a function of radiation dose,
engineering strain, csk , annR and c . Material was loaded in tension at 437 K . The
same initial microstructure was used in all simulations.
Radiation
dose ( dpa )





1 42.0 10 3.0 0.8
2% 0.117
4% 0.303
2 42.0 10 3.0 0.8
2% 0.266
4% 0.479
2.9 42.0 10 3.0 0.8
2% 0.392
4% 0.598
2.9 62.0 10 3.0 0.8
2% 0.359
4% 0.446
2.9 82.0 10 3.0 0.8
2% 0.252
4% 0.345
2.9 42.0 10 2.5 0.8
2% 0.360
4% 0.620
2.9 42.0 10 3.5 0.6
2% 0.099
4% 0.287




Figure 15. Maximum inelastic strain in dislocation channels as a function of dpa
dose after tensile loading to 2% , and 4% engineering strains at 437 K .
Maximum inelastic strain in the channels given in Table 3 depends strongly on
the initial crystallographic orientation distributions in the material. For example, using a
different initial (random) crystallographic orientation distribution, maximum inelastic
strain in the channels is as high as 1.198 at 4% engineering strain, 2.9 dpa radiation dose
and 437 K (using 42.0 10csk   , / 3.0ann iR d
  and 0.8c  ).
3.5.4 Effect of degree of cross-slip on localization
The role of cross-slip in the localized deformation of irradiated materials is not
yet completely understood. DD simulations by Diaz de la Rubia et al. [25] showed that
cross-slip during defect annihilation plays a role in dislocation channel formation. They
proposed that double cross-slip of screw dislocations (during their interaction with
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irradiation-induced defects) back to the slip plane from which they initially started
contributes to large inelastic strains and hence the localization process. These
observations were consistent with TEM studies by Robach et al. [107], which verified the
role of cross-slip in the formation and clearing of dislocation channels.
In the present work, we performed a parametric study of the cross-slip model
described in Section 2.3.3.3. The estimation procedure for the cross-slip activation stress,
* , was mentioned earlier. Here, we vary the cross-slip constant, csk , and study the
resulting localization behavior. The simulated samples were irradiated to 2.9 dpa and then
loaded in tension at 437 K. Figs. 16(a) and 16(b) show the effect of increasing csk on the
evolution of effective inelastic strain. The corresponding interstitial loop density
evolution is shown in Figs. 16(c) and 16(d), respectively. All parameters except csk
remain same in both these simulations. Further, we started out with the same initial
crystallographic orientation distribution in both cases. Values of maximum inelastic
strains in the channels as a function of csk are summarized in Table 3.
As the degree of cross-slip ( csk ) is increased from Fig. 16(a) to Fig. 16(b), the
channels spread over a wider region and have lower localized inelastic strains. Cross-slip
offers a way for mobile dislocations within the channels to bypass slip on planes which
have higher flow resistance (due to higher interstitial loop density). As a result, mobile
dislocations have migrated to planes with lower interstitial loop densities; lesser
interstitial loops are annihilated by mobile dislocations in the localized region during the
subsequent loop annihilation process. Therefore, increasing cross-slip results in a relative
higher loop density within the channels. This is reflected in the (slip system averaged)
interstitial loop density plots shown in Figs. 16(c) and 16(d). As a result of lesser
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interstitial loops getting annihilated, the flow resistance is relatively higher with
increasing degree of cross-slip, though it is still lower than regions in the immediate
vicinity (where no defect annihilation has occurred). However, stress gradients (with the
neighboring regions) are now smeared, thus resulting in the formation of wider and more
diffuse shear bands.
Figure 16. (a), (b): Effect of degree of cross-slip ( csk ) on the distribution of effective
inelastic strain for material loaded in tension to 4% engineering strain at 437 K ,
after being irradiated to 2.9 dpa damage. (c), (d): Distribution of interstitial loop
density corresponding to the effective inelastic strain shown in (a) and (b)
respectively. See text for description of regions D and E.
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There are no quantitative studies to compare the simulated effect of the degree of
cross-slip on localization behavior. However, the current parametric study suggests that
cross-slip assists in the formation of wider dislocation channels. Cross-slip is a material
dependent phenomenon; the tendency to cross-slip depends on the stacking fault energy,
availability of slip planes, etc. In fact, it was observed in a set of experiments performed
on irradiated copper and copper-aluminum alloys [143,144] that the low stacking fault
energy alloys do not show channel formation. It was observed that for the low stacking
fault energy alloys, glide is confined to only a few slip planes [144] as cross-slip to other
planes is much more difficult. This precludes any cleared channel formation.
Nevertheless, more detailed studies are needed to find a physical basis for choosing the
values of csk and
* , perhaps from MD simulations.
The spatial orientation of dislocation channels depends not just on the loading
direction, but also on the crystallography. As also seen in experiments [145], our
simulations clearly suggest that not all dislocation channels are formed along the
maximum resolved shear stress plane (diagonal 45° direction to the vertical loading axis,
in the present case); dislocation channels are formed along off-diagonal directions as
well. The spatial orientation of dislocation channels depends on the availability of
favorable slip planes within a grain. Experimental studies of dislocation channel
formation in bcc-vanadium [140] also suggest the same, where it was seen that the
channels within a single grain are spatially oriented along multiple directions that are
coincident with the favorable crystallographic slip planes. This was attributed to cross-
slip [140].
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The structure of grain boundaries is not explicitly accounted for in this model.
However, it is known that grain boundaries can act as points of localized stress
concentration. This results in a multiaxial stress state and leads to reorientation and
bifurcation of dislocation channels. The same was observed in our simulations at the
interface between grains where the crystallographic orientations change, for example, in
the regions marked D and E in Fig. 16(a). This is in agreement with experimental
observations of reorientation and bifurcation of dislocation channels in bcc materials
[78,140]. Further, we have assumed a uniform grain structure to simplify the model
implementation in our simulations. It is expected that the presence of laths and carbide
precipitates in the martensitic microstructure may lead to sites of stress concentration and
promote localization (effect of stress concentration on localization is studied in detail in
Chapter 4).
3.5.5 Parametric study of defect annihilation model
A parametric study of the defect annihilation model and its effect on the
localization behavior is presented here. In this phenomenological model (Section 3.3.1),
annR represents the critical capture radius around a mobile dislocation within which
interstitial loops will be annihilated during glide. annR was varied as a function of the
current interstitial loop size, id
 . The exponent of interstitial loop term, c , in Eq. (3.2)
was also varied.
Figures 17(a)-(c) show the effective inelastic strain in the material for different
combinations of annR and c . Comparison of corresponding engineering stress-strain
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curves to the experimental data is shown in Fig. 17(d). These simulations again represent
a material irradiated to 2.9 dpa damage and then loaded in tension to 4% engineering
strain at 437 K. Note that the same initial crystallographic orientation distributions were
used as for the cross-slip simulations. Values of maximum inelastic strain in the channels
as function of annR and c are summarized in Table 3.
Figure 17. (a-c): Effect of annR and c on the distribution of effective inelastic strain
in a material loaded in tension to 4% engineering strain at 437 K , after being
irradiation to 2.9 dpa . (d): Corresponding effect on the stress-strain curves.
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It is found that neither annR nor c have a major effect on the channel width.
However, the localized inelastic strains and the stress-strain responses are greatly
affected. It is observed from Table 3 that as annR is increased from 2.5 id
 to 3.5 id
 (for
0.8c  ), the maximum inelastic strain in channels increases monotonically at 2%
engineering strain but decreases monotonically at 4% engineering strain. This suggests
that higher annR promotes annihilation of defects initially, so that less number of defects
are left in the localized region during subsequent deformation. Consequently, localization
is accelerated initially with increasing annR , but is slowed down later. The parameter c
has a more drastic effect on the localization behavior. It is observed that as c is decreased
from 0.8 to 0.6 (for 3.5ann iR d
 ), the localized strains decrease to negligible levels.
This implies that the phenomenological rule given in Eq. (3.2) needs to be weighted
higher in terms of the current interstitial loop density than the current dislocation density,
for localization to occur.
Comparison of the stress-strain curves for different values of the defect
annihilation parameters indicates that quite evidently c has a more pronounced effect on
the flow stress. The engineering stress decreases by ≈ 150 MPa at 4% engineering strain
as c is increased from 0.6 to 0.8 (for 3.5ann iR d
 ). However, as annR increases from 2.5
to 3.5 (for 0.8c  ), the flow stress decreases by ≈ 20 MPa. Note that the effect of degree
of cross-slip ( csk ) on the stress-strain curves is not as pronounced (difference in
engineering stress values < 10 MPa for any given strain, as csk is increased from
42 10
to 62 10 ). This is because cross-slip only aids in migration of dislocations to slip planes
with lower resolved shear stresses, and does not contribute to the defect annihilation
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process; mobile dislocations still need sufficient levels of resolved shear stress to
annihilate the defects.
Figure 16(a) shows the effective inelastic strain plot for 3.0ann iR d
  and
0.8c  , other parameters remaining same. Given other parameters, 3.0ann iR d
 and
0.85c  results in the best fit to the experimental stress-strain curve in the present case.
Of course, this is not the only exhaustive data set for the model parameters; other
combination of parameter values might also yield a good fit to the experimental data.
However, the given data set serves the present objective of qualitative parametric analysis
of the constitutive model.
3.5.6 Scale and geometry effects
Effects of length scale and geometry on the localization behavior were studied by
varying the grain size, aspect ratio, and dimensions of the simulation cell. These
simulations were performed on larger samples. A relatively coarser mesh (500 nm
element size) was used in this case to avoid significantly higher computational times
resulting from larger samples with highly resolved meshes; however, by keeping the
element size fixed as grain size is varied, the physical scale associated with minimum
channel width is established as an a priori assumption of the otherwise local FE analysis.
Figure 18 shows the effective inelastic strain in the material for different grain sizes and
geometries. All samples were irradiated to 2.9 dpa and then loaded in tension along the
vertical axis to 4% engineering strain at 437 K. Values of 42.0 10csk   , 3.0ann iR d

and 0.8c  were used in these simulations.
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Figures 18(a) and 18(b) show the effective inelastic strain in a sample with 100
grains of size 5 µm, and 25 grains of size 10 µm, respectively. From simulations, the
channel width is not affected by increasing the grain size from 5 µm to 10 µm. However,
the corresponding average channel spacing increases from ≈ 10 µm to ≈ 20 µm,
indicating that it is dominated by nearest neighbor grain orientation/misorientation
effects.  For the inelastic strain shown in Fig. 18(b), the same initial crystallographic
orientations were used as for Figs. 13 and 14. However, the grain size is double that of
the value used earlier. It is observed that the relative spatial arrangement of dislocation
channels in Fig. 18(b) is the exact same as that observed in Fig. 13(b). This suggests that
dislocation channel orientation and distribution is dependent only on the crystallographic
orientations in the material. Further, the spacing between channels is a function of the
grain size.
There are two dominant material length scales governing the physics of the
localization phenomena. First, the mean free path of mobile dislocations, 1d Ml  ,
relates to the area swept out on the glide plane, dbl (cf. [68], [16]), by mobile
dislocations which annihilate the interstitial loops. Subsequent to defect annihilation, the
rate of formation of new mobile dislocations (and hence dl ) governs the width of the
channels during the third stage of localization (cf. Section 3.5.2.2, region C in Fig. 14(a)).
Arsenlis et al. [47] suggested a similar mechanism governing the characteristic width of
dislocation channels. Note that for the present case, 200 225 nmdl   (given a mobile
dislocation density of 7 -22.0 2.5 10 mm  along the channels, cf. Table 2). If the FE mesh
size is larger than dl , then channel formation is regularized by the specified mesh size. In
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any case, the FE mesh should not reduce below dl as this is considered as the limit of the
continuum field approximation. Hence, the channel width is controlled by the greater of
dl and the mesh size in these simulations. As discussed earlier, the dislocation
mechanism-based constitutive framework admits interpretation of the dislocation spacing
in channels and allows for estimation of continued channel refinement and enhanced
strain localization without having to explicitly resolve the fields below the minimum
mesh size of 200 nm in the present case.
A second material length scale is the characteristic grain size, which governs the
spacing between dislocation channels via heterogeneous triggering of localization.
Hence, the channel spacing increases with increasing grain size. This length scale is
explicitly modeled in the initial microstructure of the simulated material.
We note that an additional length scale, the diffusion length for interstitials and
vacancies, plays a role at very low stress levels and strain rates at elevated temperatures;
this may provide additional regularization and coarsening of the channel localization.
Effect of geometry on the channel formation was studied by varying the aspect
ratio of the simulation cell. The effective inelastic strain for two such cases is shown in
Figs. 18(c) and 18(d). A grain size of 5 µm was used. Formation of multiple dislocation
channels is observed along the longer dimension in both cases. The average channel
width and spacing are not affected by changing the aspect ratio of the simulation cell
from a square sample to a rectangular (oblate/prolate) sample. This confirms that the
localization behavior observed in the present simulations is not an artifact of the
geometry and boundary conditions in the simulations; rather, it correlates with the
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intergranular heterogeneities in the material, notably triggered by grains favorably
oriented for slip.
Figure 18. Effect of increasing the grain size from (a) 5 μm to (b) 10 μm for the
same simulation cell size, and (c), (d): effect of simulation cell aspect ratio on the
distribution of effective inelastic strain for samples loaded vertically in tension to
4% engineering strain at 437 K , after being irradiated to 2.9 dpa .
3.5.7 Effect of random defect density on channel width
Until now, we have assumed that initially the irradiation-induced defects are
distributed uniformly in the material. This is an assumption to simplify the model
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implementation. Physically, it may be expected that the defects are not distributed
uniformly. For example, the density of defects may be higher near the irradiated surface.
Further, the interstitial loop density may also vary for each slip system, depending on the
crystallographic planes on which the interstitial loops are formed. These considerations
are beyond the scope of the present continuum framework. However, it has been found
earlier [139] that a non-uniform defect density helps to regularize (inhibit) the width of
the shear bands and sharpen the degree of localization within them.
Figure 19. (a-c): Distribution of effective inelastic strain for different degrees of
scatter of the spatially non-uniform initial interstitial loop density. (d): Effective
inelastic strain profile along a horizontal section at 18 μmy  in the material.
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We performed simulations in which each material point in the simulation cell was
assigned a random interstitial loop density, with the interstitial loop density having a
scatter based on normal (Gaussian) distribution. These simulations were performed with
increasing degree of scatter, i.e., standard deviation of the normal distribution was
increased from 0.05 to 0.25. The same initial crystallographic orientation was used in all
cases. Figures 19(a)-(c) show the distribution of effective inelastic strain in the material
with different degrees of scatter. Figure 19(d) shows the corresponding effective inelastic
strain profile along a horizontal section of the material at 18 μmy  , where y represents
the vertical direction.
The overall localization patterns are qualitatively similar in all three
microstructures, suggesting that the initial crystallography primarily governs the spatial
distribution of localization. As the standard deviation increases from 0.05 to 0.25 in Figs.
19(a)-(c), regions of micro-texture (in terms of inelastic strain) are observed. Slip
localization, in the present case, takes place along multiple parallel paths due to trickling
of mobile dislocations through the non-uniform defect field, thus giving rise to the
observed micro-texture. Further, Fig. 19(d) shows that the inelastic strain profile is
jagged along the localized deformation regions. This suggests that the ‘apparent’ shear
bands in Figs. 19(a)-(c) are in fact composed of multiple localization pathways (or
dislocation channels). The width of each of these channels is limited by the element size
(200 nm) and varies from 200-400 nm (i.e., 1-2 elements). Due to their spatial proximity,
interaction and coalescence of localization pathways may also contribute to the
‘apparent’ widening of dislocation channels discussed in Section 3.5.2.1, in addition to
the cross-slip mechanism. As discussed in Zbib and Aifantis [146], if the spacing
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between two shear bands is less than a characteristic length scale, they may coalescence
into one. More importantly, the inelastic strain pattern at 22 μmx  in Fig. 19(d) clearly
shows that as the degree of scatter increases, the localization profile becomes sharper,
i.e., the inelastic deformation has a higher to tendency to localize within a single
dislocation channel. In other words, scatter in the initial defect density helps regularize
the dislocation channel width.
3.5.8 Non-local model considerations
We have reiterated throughout this Chapter that mesh dependence of the local
constitutive framework stipulates that the dislocation channel width is inevitably
governed by the minimum FE size. While a non-local constitutive framework seems to be
the obvious approach to address this mesh dependence issue and model the inherent
physical length scale, there are problems associated with the scale at which the
dislocation channeling phenomena occurs.
As mentioned in Section 3.5.6, the dislocation channel width is governed by the
mean free path of mobile dislocations, 1d Ml  , which trickle through the field of
interstitial loops. This length scale may be accounted for by considering gradients of
either the dislocation density or the inelastic strain. Aifantis and co-authors [146–151]
have derived analytical conditions for the instability of a perturbed viscoplastic solid
(localization is a type of material instability) by considering higher order gradients of
either of these state variables in the evolution of flow stress. Based on linear and non-
linear stability analyses of a simplified solid, they derived solutions for the size (width)
and periodicity (spacing) of the localized regions. A similar gradient-based constitutive
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model may be used in our spatially resolved numerical finite element calculations to
model the inherent length scale of localization. Though computationally intensive, this
method is not entirely unfeasible.
However, as mentioned earlier, the length scale governing dislocation channel
width is coincidental with the lower limit of continuum field approximation of
continuously distributed dislocations (cf. [136]) in the present case. This stipulates that
the minimum mesh size be of the order of 100-200 nm in our continuum field finite
element calculations. Even if we were to use a gradient-based non-local model, it would
be physically unreasonable to use a mesh resolution much further below 200 nm. Hence,
there is no significant advantage gained by using non-local continuum plasticity
equations to model dislocation channels. In our simulations, the mesh size serves as the
length scale governing dislocation channel width.
3.5.9 Various forms of flow localization models
In this work, we have used a phenomenological constitutive equation for
interstitial loop annihilation that allows flow localization to occur along
crystallographically favored directions. This simple constitutive model is based on the
concept of annihilation/absorption of interstitial loops within a critical capture radius,
annR , of the gliding mobile dislocations. Different forms of capture radius-based
annihilation criterion were earlier proposed in Refs. [13,131,133]. On the other hand,
Barton et al. [15] proposed a contact density based tensor representation of the
irradiation-induced defects and a phenomenological decay of the contact density along
pathways with coincident defect- and dislocation glide-planes, thus allowing localization
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to occur. Arsenlis et al. [12] considered shearing of the irradiation-induced defects on
their interaction with dislocations as a possible mechanism of dislocation-defect
interaction. This model was shown to cause flow softening for certain values of the
associated strength sensitivity coefficient, while hardening in other cases. More recently,
Po and Ghoniem [152] assumed a simple linear decay of the irradiation-induced defects
based on collision (or interaction) of these defects with the gliding dislocations.
All of these models (including the one developed in the present Chapter) have
tried to address the observed flow localization in irradiated metals with varying degrees
of success. In all these models, reduction in the irradiation-induced defect density is
identified as the means to reduce flow stress and promote localization. Further, the role of
crystallography in allowing localization to occur along preferential directions was
considered only in Refs. [13,15,152] and the present work. This is especially important in
view of the experimental observations of dislocation channel formation only along
preferential slip planes [78]. Another consideration in modeling flow localization is the
presence of a heterogeneous spatial distribution of irradiation-induced defects in the
material. Not only is this a more physical representation of the irradiation phenomena,
but it has also been shown to promote localization [152] and regularize the dislocation
channel width (in the present work).
Uncertainties in these models, for example, associated with the various
constitutive model forms, distribution functions of the heterogeneous density of
irradiation-induced defects, crystallographic orientation distribution, etc. need to be
quantified and their effect on the macroscopic mechanical response studied. This will
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help identify the suitable flow localization model for predicting the material properties in
engineering problems. We leave this to future work.
3.6 Summary
A continuum crystal plasticity framework has been used to model the localization
behavior in irradiated bcc ferritic/martensitic steels, and results compared to available
experimental data. Our simulations have been able to qualitatively capture majority of the
microstructure evolution characteristics observed in experiments. The validity of the
cross-slip model and its effect on the widening of dislocation channels in irradiated bcc
materials has been examined. Effect of the defect annihilation model on lowering the
flow stress and widening of dislocation channels has been studied. The cross-slip model
and the flow softening model are essential to simulate the deformed microstructure of
irradiated bcc metals and control the degree of localization in terms of the width of the
dislocation channels.
It has been found that the maximum inelastic strain in channels is a linear function
of the radiation dpa dose for the same initial crystallographic orientation distribution of
grains. It has also been found that the localization behavior depends strongly on the
crystallographic orientation distribution of grains. Further, the dislocation channel width
is controlled by the mean free path of dislocations, dl , and the channel spacing is
controlled by the grain size. These parameters define the characteristic length scales in
the localization phenomena in tensile deformation of irradiated metals.
Finally, it is imperative to note the differences between prior FE-based continuum
modeling of flow localization in irradiated materials and the present work. Most of the
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prior FE modeling efforts [153–155] have explicitly modeled dislocation channels in the
material, i.e., explicitly embedded ‘softer’ shear bands in a ‘harder’ matrix. In contrast,
we started out with a bulk consisting of uniformly distributed irradiation-induced defects
and let the microstructure evolve according to constitutive rules based on the physics of
the material behavior under mechanical loading. Shear bands (dislocation channels) with
higher accumulated inelastic stains (and lower defect densities) were found to form
implicitly in the microstructure as a result of the “constitutive” material softening effects
triggered by intergranular heterogeneity, combined with the flow softening arising from
annihilation of irradiation-induced defects. More recently, Barton et al. [15] and Po and
Ghoniem [152] have modeled flow localization in irradiated metals using continuum
constitutive equations. As in our model, both these works have used phenomenological
descriptions of the reduction in density of the irradiation-induced defects, thus allowing
localization pathways to form. Interestingly, Po and Ghoniem [152] also found that shear
localization is promoted by using a heterogeneously distributed initial density of
irradiation-induced defects.
The present modeling approach serves the objective of parametric exploration of
the underlying mechanisms governing localized deformation, and relating these to the
deformation behavior expected for various mechanical and material loading histories
(e.g., in-reactor tensile tests with continued generation of point defect clusters). Future
work will focus on modeling these experiments.
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CHAPTER 4
MODELING THE EFFECT OF FLOW LOCALIZATION ON
FAILURE INITIATION AHEAD OF A SHARP NOTCH
4.1 Introduction
Failure in irradiated alloys correlates with the flow localization along dislocation
channels. Dislocation channels have been found to be more densely spread near the
fracture surfaces, where the channel spacing decreases by more than an order of
magnitude from that in the uniformly deformed region [78]. In terms of mechanical
properties, the fracture toughness has been found to universally decrease with increasing
radiation dose under quasi-static loading [2,44,96,156]. Fracture has been found, in many
cases, to propagate along the ‘faceted’ interfaces of dislocation channels with the
uniformly deformed bulk [112,157]. Further, intergranular cracks have been found to
initiate at the intersections of dislocation channels and grain boundaries [158]. Inability
of the grain boundaries (GBs) to accommodate highly localized strains from dislocation
channels has been suggested as one of the dominant factors contributing to irradiation-
assisted intergranular stress corrosion cracking [159].
These experimental observations motivate the present study of flow localization
and failure initiation ahead of a sharp notch in irradiated bcc materials by coupling crystal
plasticity with nucleation and growth of damage. A void nucleation and growth-based
continuum damage framework is developed in this Chapter and coupled to the existing
defect density-based crystal plasticity framework to explore dislocation channel patterns,
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and void nucleation and growth in the regions of high stress triaxiality ahead of the notch.
Effects of loading rate and temperature on failure initiation are studied. The framework is
also used to predict the crack growth resistance and fracture toughness of irradiated
specimens.
4.2 Background
4.2.1 Flow localization and ductile failure in irradiated metals
Failure in irradiated metals is triggered, in many cases, by plasticity mismatch at
the interface of dislocation channels with the uniformly deformed bulk. The fracture
surface of a ferritic/martensitic Eurofer-97 steel, irradiated at 300ºC, shows evidence of
transgranular ‘zigzag’ fracture, and the dimples associated with ductile failure become
more shallow with increasing radiation dose, suggesting pathways of localized shear, in
particular [112]. The ‘zigzag’ fracture pattern suggests an arbitrary crack path along
intertwined dislocation channels in the deformed material. It was proposed [112] that
plasticity mismatch, at the interface of the ‘hard’ matrix and the ‘soft’ dislocation
channel, promotes void nucleation, growth and coalescence, ultimately resulting in
failure. It was also found [112] that the crack resistance of the quasi-statically loaded
irradiated material degrades significantly as compared to the unirradiated material. This
was attributed to the occurrence of mixed mode (Mode I + II) fracture ahead of the crack
tip. However, the crack resistance was found to increase under dynamic loading and was
comparable to that of the virgin, unirradiated material.
Observation of ‘shallow’ ductile fracture was also reported for irradiated 9Cr-
1Mo martensitic steel at both room temperature and at 250ºC, along with evidence of
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secondary cracks, which were not present in the unirradiated specimens [160]. Further,
evidence of limited-ductility ‘channel’ fracture with separation of fracture surfaces along
localized-shear dislocation channel paths has been found in 304 stainless steel [157], 321
austenitic steel [156], and 308 and 316 stainless steel [161] at elevated temperatures and
high radiation doses. Fracture surfaces show relatively flat facets along dislocation
channels that intersect and are intertwined with other channels [157], akin to the ‘zigzag’
fracture [112] mentioned earlier, but without any dimples. This ‘channel’ fracture
mechanism may be considered as a limiting case of transgranular ductile failure along
dislocation channels in irradiated metals with little or no dimple formation.
Note that failure in irradiated materials does not always occur by ductile fracture.
Although the quasi-static fracture toughness of metals has been universally found to
decrease as a result of radiation, the failure mode is temperature dependent, with brittle
cleavage fracture occurring at low test temperatures [3] and an increase in the apparent
ductile-brittle transition temperature (DBTT) with increasing radiation [6,162,163]. In a
recent study [164], it has been shown that the irradiation temperature has a dominant
effect on the fracture toughness, as opposed to irradiation dose, in the regime of moderate
to high radiation doses (3-148 dpa). Brittle fracture was observed when the
ferritic/martensitic HT9 steel was irradiated at temperatures below 400ºC, while ductile
fracture was observed when the irradiation temperature was higher [164].
4.2.2 Models for void nucleation and growth
Ductile failure occurs by nucleation, growth and coalescence of voids subsequent
to significant plastic deformation in metals [165]. In unirradiated metals, nucleation of
97
voids generally occurs at the interfaces of second phase particles and inclusions. In the
absence of second phase particles, voids may nucleate by the condensation/clustering of
vacancies in regions of high plastic deformation [166]. Under the influence of high
plastic strain and hydrostatic stress (developed due to plastic instability during tensile
loading, for example), these voids grow rapidly and coalesce, thus forming macroscopic
flaws or cracks.
The physics of void nucleation has been studied using the classical theory of
heterogeneous nucleation at interfaces (GBs, inclusions) [167–172]. In these studies, it is
implicitly assumed that the driving force for void nucleation is derived from the
condensation of supersaturated vacancies (cf. [170,173]), while not explicitly tracking the
vacancy concentration in the material. The energy barrier and critical radius for void
nucleation was calculated given the applied normal stress and interfacial energy at GBs
and second phase particles [167,168], and also considering local internal stresses due to
the presence of voids [170]. A major conclusion from all these calculations was that high
local stress concentration, more specifically high tensile normal stresses, are necessary
for voids to nucleate. Based on experimental observations of voids in 304 stainless steel
under creep loading [171], it was also concluded that many of the voids were formed in
the material prior to mechanical loading, possibly during primary forming processes, thus
bypassing the requirement for the presence of high stress concentration for voids to
nucleate.
It should be noted that majority of the studies mentioned here concern
intergranular fracture under quasi-static tensile or creep loading. In the context of the
present problem, heterogeneous void nucleation is of interest because localization of
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deformation along dislocation channels in irradiated materials leads to the formation of
interfacial regions with plasticity mismatch within the grains. In the regions of high stress
concentration (e.g., ahead of a sharp notch or crack-tip), nucleation and growth of voids
would presumably be promoted at such interfaces, ultimately leading to transgranular
‘zigzag’ fracture [112] or ‘channel’ fracture [157].
The problem of void growth has received much attention in the past, especially in
the context of correlating void growth with macroscopic applied stress and plastic strain.
The mechanics of void growth is generally studied using/extending models developed
most notably some 30-40 years ago [174–179]. The influence of stress triaxiality and
plastic strain on the growth rate of an isolated cylindrical void was first studied by
McClintock [174]. Analytical solutions of the growth of an isolated spherical void in a
perfectly plastic material by Rice and Tracey [175] showed an exponential dependence of
the growth rate on the stress triaxiality ratio. Gurson [176] considered material softening
as a result of void growth and developed a void porosity-dependent, and hydrostatic
stress-dependent plastic potential function for a cell containing a void. This model was
further extended to a periodic array of cells containing voids in a hardening material by
Tvergaard [177,178] and later modified by Tvergaard and Needleman [179] to account
for void coalescence once a critical porosity is reached. More recently, models for the
micromechanics of void growth and coalescence have also been developed and compared
to experiments by Benzerga and co-authors [180–182]. A review of the current advances
in continuum modeling of void phenomena (growth and coalescence) and associated
implications for fracture is given by Besson [183].
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However, these models are mostly phenomenological in nature and focus on
strain-driven growth. Void growth by vacancy diffusion mechanisms has also been
studied [166,167,184–191]. It is generally agreed [166,187,188,190,191] that vacancy
surface diffusion and GB diffusion (where present) are the dominant mechanisms
contributing to void growth in a supersaturated field of vacancies, as may arise in the case
of irradiated metals. Among these studies, the work of Cuitiño and Ortiz [166] is of
particular interest in that it employs a dislocation density based crystal plasticity
framework to model vacancy supersaturation and void growth in fcc metals subject to
plastic deformation.
In this Chapter, a continuum damage framework is developed to model
heterogeneous nucleation and growth of voids due to condensation of vacancies formed
by excessive inelastic deformation. The damage framework is coupled with the existing
dislocation density crystal plasticity framework to study flow localization and failure
initiation ahead of a sharp notch in irradiated bcc metals.
4.3 Model description
The constitutive model framework considers the following physical phenomena:
(a) inelastic deformation of bcc materials in the field of irradiation-induced defects
(primarily interstitial loops) that evolve with inelastic strain,
(b) vacancy supersaturation in the regions of localized inelastic deformation along
dislocation channels,
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(c) void nucleation by condensation/clustering of supersaturated vacancies in the regions
of stress concentration, further promoted along dislocation channel interfaces (via
plasticity mismatch with the surrounding interior) and GBs,
(d) void growth via diffusional transport of vacancies from the bulk to the void surface
under the influence of multi-axial stress.
These phenomena principally account for the decrease in ductility and eventual
failure of irradiated metals. While the flow localization associated with channel formation
is modeled using the existing crystal plasticity framework, constitutive equations for
items (b)-(d) above are developed in this Chapter, and coupled to the crystal plasticity
model in terms of the field of vacancies in the material. Note that the ferritic/martensitic
steels modeled in this work have high swelling resistance; voids/vacancy loops are not
generally observed post-irradiation, even with transmission electron microscopy [27].
Accordingly, it is assumed here that no voids are formed due to irradiation; rather they
are assumed to form by vacancy condensation subsequent to inelastic deformation.
4.3.1 Crystal plasticity framework
The coupled crystal plasticity-damage framework uses the void number density,
VN , and the corresponding mean void radius, Vr , as state variables, in addition to the
ISVs defined earlier. Note that while the dislocation densities, M
 and I
 , and the
interstitial loop density, iN
 , and loop size, id
 , are defined at the level of slip systems,
VN , Vr , and the interstitial, ic , and vacancy concentrations, vc , are defined at the
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mesoscale. Constitutive equations for the finite deformation crystal plasticity framework
(item (a) above) were developed in Chapters 2 and 3.
In this Section, we will briefly summarize the cross-slip and dislocation dipole
annihilation models and the corresponding rate of vacancy generation due to inelastic
deformation (item (b) above).
4.3.1.1 Vacancy supersaturation due to inelastic deformation
Cuitiño and Ortiz [166] developed a model for vacancy formation due to inelastic
deformation in a dislocation density based crystal plasticity framework for fcc materials.
They assumed that intersection jogs, formed during dislocation glide and cross-slip, leave
behind a trail of vacancies during their subsequent motion. The formation of vacancies by
edge dislocation dipole annihilation during cyclic deformation of fcc metals was also
modeled by Repetto and Ortiz [192] to predict fatigue crack initiation. Based on similar
concepts, we assume that vacancies are formed by cross-slip of dislocations, and by
mutual annihilation of dipoles within a critical capture radius of the associated glide
dislocations.
The cross-slip model [16] assumes that mobile screw dislocations from slip
system  migrate to slip plane  , which has the lowest stress-biased activation energy
barrier,  * aV  , amongst all possible slip systems   , such that all slip systems
of subset  have the same Burgers vector direction. Here, * is the critical activation
stress for double-kink nucleation,  is the resolved shear stress on slip system  and aV
is the activation volume for cross-slip. Accordingly, the rate of migration of mobile screw


















where csk is a material constant, k is Boltzmann’s constant, T is absolute temperature,
and  is the crystallographic shearing rate on slip system  . The corresponding rate of
accumulation of mobile screw dislocations on slip system  with the lowest activation
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This migration rate, when multiplied by the Burgers vector, b , and the average line
length of mobile dislocations, 1M Ml
  , gives the number of migration events per
unit time. The corresponding rate of vacancy generation due to cross-slip is obtained as
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where  is the atomic volume.
Mutual annihilation of mobile dislocation dipoles within a critical capture radius,





       , (4.4)
where the factor of two accounts for the fact that two mobile dislocations with opposite
Burgers vectors are annihilated via this mechanism. The total number of mutual
annihilation events per unit time is obtained as half the product of the mutual dislocation
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annihilation rate with the Burgers vector and the capture radius, i.e., 2c mutualbR

[68,192]. Following a similar procedure as in Eq. (4.3), the corresponding vacancy
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The factor of two here avoids double counting of the dislocation annihilation events. The
total vacancy generation rate due inelastic deformation on all slip systems is thus given as
,
v v vin cs mutual
c c c 
   
     (4.6)
As a result, the total vacancy evolution rate (given in Eq. (2.10)) is modified to
reflect the vacancy generation rate due to inelastic deformation, i.e.,
 0v iv i v vs M I v v inc K K c c K c c  

       (4.7)
where 0K , ivK are the defect pair creation and recombination rates, respectively, and vsK

is the vacancy-dislocation reaction rate coefficient. Except for v inc , the other terms in Eq.
(4.7) will be dominant mainly under concurrent irradiation.
4.3.2 Damage framework
A continuum damage approach is used to model the evolution of an isotropic
damage variable,  , in the material. Using the concept of effective stress, i.e.,
 1    , and the strain equivalence principle (cf. [193]), the elastic stiffness of the
damaged material is given as
 1  C C (4.8)
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where C is the elastic stiffness of the undamaged material and  is the effective stress
in the damaged material. Here,  is the volume fraction of voids. In what follows, the
voids are assumed to be spherical in shape, and their volume number density, VN , and
mean radius, Vr , are used as ISVs in this damage framework.
4.3.2.1 Void nucleation model
Based on the classical theory of void nucleation due to vacancy condensation, the
steady state nucleation rate of voids that are each composed of j vacancies is given as
[6,173]









where Z is the dimensionless Zeldovich factor, j , is the rate of impingement of
vacancies on a void nucleus having j vacancies, pVN is the number of potential
nucleation sites, and jG is the Gibbs free energy change associated with the formation
of a void nucleus having j vacancies. A relation between the radius, Vr , of the void and







     
 
(4.10)
where  is the volume of a single vacancy. An implicit assumption, of course, is that the
voids are composed only of vacancies; there are no gas atoms present within the voids.
Accordingly, the free energy change associated with the formation of a spherical void
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composed of j vacancies under the influence of local tensile hydrostatic stress, H , is
given as
     1 3 2 3 3 244 3 4
3j H V H V
G j j r r              
 
(4.11)
where  is the associated interfacial energy change, and is given as the difference
between the surface energy of new void surfaces created and the surface energy of
interfaces annihilated as a result of void formation. The present framework considers
both heterogeneous void nucleation at the dislocation channel-induced plasticity
mismatch interfaces and homogeneous void nucleation in the homogeneously deformed
grain interiors;  would vary accordingly depending on whether the nucleation site is
at a dislocation channel interface or a GB interface ( het   ), or in the homogeneous
interior ( hom   ). The critical number of vacancies,
*j , required to form a void
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(4.12)










The non-equilibrium Zeldovich correction factor, Z , accounts for fluctuations
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(4.14)
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The impingement rate of vacancies on the void nucleus, j , depends on the
probability of finding vacancies within an atomic layer, 1 3 , of the void surface, i.e.,
 2 1 34 Vr   , and the jump frequency of vacancies, given by 2 3vD  [169]. Here, vD
is the vacancy diffusivity. Accordingly, the impingement rate is given as
2






From Raj and Ashby [167], the number of potential nucleation sites per unit
volume, pVN , is related to the available volume for void nucleation. Hence, it depends on







As a result of nucleation of voids due to vacancy condensation, the vacancy concentration
in the material is depleted. Based on the steady state void nucleation rate given in Eq.
(4.9) and the critical number of vacancies required to nucleate the voids given in Eq.
(4.12), the corresponding mean field vacancy absorption rate is given by
**n j
v VV
c j N  (4.17)
This framework tracks the number density and radii of voids at each material
point. However, as a result of simultaneous nucleation and growth events, there would
exist a distribution of void sizes at any instant of time. Keeping track of such a void size
distribution for each material point in a crystal plasticity framework is computationally
expensive, given that the slip system-ISVs must be tracked as well. Hence, we track only
the average void radius at each material point, which is calculated by conserving the
volume of the pre-existing and newly nucleated voids, i.e.,
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where subscripts t and 1t  in the above equation refer to values of the variable at the
respective time steps, t is the time interval between these time steps, and values within
represent mean values of the respective variables. For brevity, the average void
radius at the current time step, V tr , will be simply referred to as Vr in the following
Sections, unless mentioned otherwise.
Note that effect of the presence of interstitials on void nucleation and growth is
neglected in the present work. This is reasonable given the fact that interstitials, though
present due to prior irradiation, may be neglected in comparison to the significantly larger
number of vacancies generated during inelastic deformation.
4.3.2.2 Void growth model
As mentioned earlier, surface diffusion is one of the dominant mechanisms
contributing to void growth (in the absence of GB diffusion). Void growth may also be
reaction rate controlled (cf. [6]). Reaction rate controlled processes are those in which no
macroscopic concentration gradients of the reactants exist; rather, these processes are
governed by the ‘sink strengths’ of the respective reactants. Initially when 1 nmVr  ,
void growth may be reaction rate limited [6]. As the voids increase in size, the growth
rate is controlled by the diffusive flux of vacancies from the surrounding material. As
outlined in Was [6], a mixed void growth rate equation may be used to reflect
contributions from each of these mechanisms. However, for simplicity, we focus on
modeling just diffusion controlled void growth. This is reasonable given the fact that
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initial reaction rate controlled void growth in the field of supersaturated vacancies will be
swift, and diffusion controlled growth is the rate limiting step (a similar assumption has
also been made in [166,191,194]). Note that void growth is further accelerated in the
regions of heavy inelastic deformation due to vacancy pipe diffusion along dislocations
[166,192,195].
From Was [6], assuming steady state diffusion in an infinite field of vacancies,
the absorption rate of vacancies for void growth is calculated using a standard rate theory
approach, i.e.,
 4  ;g V Vv V v V v v v vVc r D N c c c c   (4.19)
where Vvc is the vacancy concentration at the void surface. This expression is obtained by
solving the steady state diffusion of vacancies to a spherical void lying within a larger
spherical shell, which is an infinite vacancy source. Applying conservation to the vacancy
change rate within voids, the equivalent expression for uniform growth rate of voids is
given by [6]
   24  ;g V VV V V V V v V v v v v vV
V
N V N r r c r D c c c c
r
          (4.20)
The vacancy concentration at the void surface, Vvc , is a function of the force
balance between  the external tensile hydrostatic stress, H (promoting growth), and the
inward pressure due to surface tension, 2 V Vr (resisting growth). Following a similar
procedure as in Was [6], Vvc as a function of the net resultant force due to surface tension
and hydrostatic stress, is given by
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(4.21)
where 0vc is the equilibrium vacancy concentration,
f
vE is the vacancy formation energy,
f
vS is the vacancy formation entropy, and V is the interfacial energy associated with
creation of a new void surface. Note that this expression also gives the dependence of the
void growth rate, Vr , on H . A higher value of H would lower
V
vc , thus increasing Vr
(from Eq. (4.19)), and vice-versa.
As mentioned earlier, vacancy diffusion is accelerated along dislocations (pipe
diffusion) in the regions of excessive inelastic deformation. Based on the pipe diffusion
model, the vacancy diffusion coefficient in the grain interior is a function of the
dislocation density in the material, and is given as [195]
2l
v v vD D b D
 

    
 
 (4.22)
where lvD is the vacancy lattice diffusion coefficient, and vD
 is the vacancy pipe
diffusion coefficient.
Note that the present framework models only the initial stages of failure due to
diffusion-driven void growth. It is expected that strain-driven void growth and
coalescence will dominate in the later stages. Strain-driven void growth may be modeled
using the Rice and Tracey model [175], for example. Further, our model assumes that the
voids are spherical in shape. Ellipsoidal void growth is generally expected at high stress
triaxialities with a dominant principal stress (cf. [183]), and has been studied in Gologanu
et al. [196], for example. Future work may address these issues.
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Before moving further, it should be noted that the presence of voids is expected to
cause additional resistance to the glide of dislocations. Accordingly, this is accounted by
modifying the dispersed barrier hardening model for athermal slip resistance of
dislocations (Eq. (2.5)) to the following form:
1
sN
a i i i V V Vs Gb q A q N d q N r





   (4.23)
where Vq is the void barrier strength. Note that while dislocations and interstitial loops
are expected to resist dislocation glide at the level of slip systems, voids are not
associated with a particular slip system and resist glide on all slip systems.
4.3.2.3 Modeling simultaneous void nucleation and growth
Void nucleation and growth are competitive and complementary processes.
Initially, when there is little or no damage in the material, void nucleation would
obviously occur preferentially over void growth. However, with increasing damage, void
growth takes preference over nucleation as potential nucleation sites decay in number
(modeled using Eq. (4.16)). A simple strategy is implemented here to model void
nucleation and growth, decomposing it into a two-step process. It is assumed that
following inelastic deformation, void nucleation occurs if possible. Criteria for critical
void nucleation are outlined in the algorithm given in Fig. 20. Subsequent to nucleation,
void growth is allowed to occur according to Eq. (4.20). Though this is a deterministic
treatment of the problem of simultaneous void nucleation and growth, the nucleation rate
is slowed down at higher damage values due to the lack of potential nucleation sites
according to Eq. (4.16). Figure 20 presents the detailed algorithm for modeling void
nucleation and growth and coupling it to the crystal plasticity framework.
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Figure 20. Algorithm for integration of void nucleation and growth-based damage
model. Dashed black lines indicate operations performed by calling FE code.
4.4 Model implementation
4.4.1 Loading and boundary conditions
The 3D constitutive model is implemented in the FE program ABAQUS [91] as a
User MATerial (UMAT) subroutine. Generalized plane strain elements are used along
with fully 3D crystallography and the described constitutive model. The elements employ
linear interpolation and reduced integration.
A single deep edge notch with semi-circular tip is created at mid-height on the
side of a 800-800 µm simulation cell. A schematic of the loading and boundary
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conditions is shown in Fig. 21(a). Regions in the immediate vicinity of the notch are
modeled using the (incremental) coupled crystal plasticity-damage material behavior
described in Section 4.3. The microstructure (courtesy Dr. J. Padbidri, Georgia Tech) is
generated using an approximate Dirichlet (weighted Voronoi) tessellation achieved by
packing of (randomly oriented) polygonal grains with Gaussian size distribution (25 µm
mean size), through random sequential addition. Deformation plasticity model with
Ramberg-Osgood hardening behavior is assigned to the outer region (shaded in green) in
Fig. 21(a). Based on the dimensions of the respective regions indicated in Fig. 21(a), a
representative simulation cell has ~ 45 grains in the crystal plasticity domain enveloping
the notch root. Different notch depths and radii are used in the simulations; these values
are specified where needed.
Figure 21. (a): Schematic of loading and boundary conditions. (b): Representative
mesh ahead of a notch root of radius, 2 μm  , having a minimum mesh size of
200 nm .
The bottom edge of the 2D simulation cell is constrained along the loading
direction, and the far right node of the bottom edge is constrained in both x and y degrees
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of freedom (to prevent rigid body rotation). Displacement-controlled tensile loading is
applied on the top edge in the y direction (remote applied straining), and the side edges of
the simulation cell are traction-free. The simulation cell is loaded at quasi-static strain
rate ( 4 110  s  ), unless mentioned otherwise.
The simulation cell is freely meshed in ABAQUS using quadrilateral and
triangular elements. A mesh size of 200 nm is used in the crystal plasticity zone in
regions in the immediate vicinity and up to 5 µm away from the notch, with radially
increasing mesh size up to 4 µm in the crystal plasticity zone, and up to 15 µm in the
Ramberg-Osgood zone. A typical simulation cell has ≈ 15,000 elements in the crystal
plasticity zone, ≈ 5,000 elements in the Ramberg-Osgood zone. With this mesh density,
the simulations take ≈ 80 h to reach 0.7% applied strain on 24 CPU cores (2.2 GHz AMD
Opteron) running in parallel. A representative mesh ahead of a deep notch with radius,
2 μm  , is shown in Fig. 21(b). This sharp notch effectively represents a crack.
Following Refs. [197,198], the crack tip displacement ( CTD ) computed as the net
displacement between nodes 1 and 2 labeled in Fig. 21(b), is used to characterize the
driving force for fracture. The CTD relates to the J -integral for stationary crack growth
(cf. [165,199]), and is often used to quantify fracture. Also note that
2 2CTD CTOD CTSD  . Thus, CTD is able to characterize failure under mixed mode
(Mode I and Mode II) loading. Here, CTOD is the crack tip opening displacement, and
CTSD is the crack tip shear displacement.
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4.4.2 Algorithm for identifying dislocation channel interface and GB elements
An essential step in modeling void nucleation and growth in the present
framework is identifying whether a material point is in the homogeneously deformed
bulk, dislocation channel interface, or at a GB. This is implemented in our FE simulations
in the following fashion:
(a) A list of nearest neighbor elements is stored that lie within a cutoff radius, 1.5d ( d is
the characteristic length of the material point, defined as the square root of the area of
the respective element), of the centroid of the element in question.
(b) At each time step, the difference in effective inelastic strain, ieff , between the
neighboring elements is computed. If the difference is greater than 0.05, and ieff is
lower in the present FE than its neighbor, then the material point is at a dislocation
channel interface.
(c) If the neighboring element belongs to a different grain, the material point is at a GB.
(d) If none of the above conditions are satisfied, the material point lies within the
uniformly deformed bulk.
4.4.3 Non-local vacancy concentration at interface elements
This simple framework identifies interface elements along dislocation channels
and GBs in the material. Heterogeneous void nucleation and growth processes are
expected to be more prolific at these interface elements. Physically, the vacancy
population at material points contiguous to the ‘interface’ should also contribute to the
nucleation and growth of voids. This is implemented in our framework by taking a non-
local estimate of the vacancy concentration at the interface elements. Using the nearest
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neighbor list computed in Section 4.4.2, the non-local vacancy concentration, iv nlc , at the
interface element is calculated as the element area-weighted sum of vacancy
concentration over all nearest neighbors, including the vacancy concentration at the
interface element. If void nucleation and/or growth occurs at the interface element,
vacancy concentration in the neighboring elements is depleted proportional to their
contribution to iv nlc .
4.4.4 Damage estimation
The crystal plasticity and damage framework outlined here employs 3D
crystallography and 3D constitutive equations. However, as explained in Section 4.4.1,
the polycrystalline simulations are performed using generalized plane strain FEs,
effectively treating polyhedral grains as columnar (polygonal cross-section in the plane).
We employ a commonly used microstructure scaling relation, which relates the mean
areal density, Ax , of convex-shaped particles to the volume density, Vx , according to
the relation
A Vx D x (4.24)
where D is the mean caliper diameter of the particle, to find the areal density ( AVN ) of
voids across the material cross-section. Further, using Cavalieri’s principle, the volume
fraction of voids, VV , is equal to the average area fraction of voids, AA (cf. [200]). Thus,
the damage variable,  , measuring the volume fraction of voids, is given as
  22
0 0
2A V V VV V
V A
r N rN rV A
A A
     (4.25)
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where 0A is the cross-sectional area of the initially undeformed material.
4.4.5 Model parameters
The framework is used to simulate the deformation behavior of Mod 9Cr-1Mo
steel loaded in quasi-static tension. This steel has good radiation resistance and high
temperature properties. The microstructure of Mod 9Cr-1Mo steel is mainly comprised of
ferrite and martensite phases. It is assumed that the crystal structure of the subsequently
tempered martensite phase is body-centered cubic (cf. [80]). Accordingly, the material is
assigned a uniform bcc crystal structure with 24 slip systems (12 {110}-type and 12
{112}-type). To save computational costs, deformation along the 24 {123} bcc slip
systems is neglected for the example applications presented in this Chapter.
The crystal plasticity model was calibrated earlier [16,17] to match the
experimental engineering stress-strain data of Mod 9Cr-1Mo steel [2] for different
radiation and temperature histories. In addition to the parameter estimation described in
Chapter 2, the void barrier strength, Vq , is assumed to have a value of unity. This follows
the experimental observation that voids are the strongest obstacles in the path of gliding
dislocations [44].




 , and  . The vacancy formation energy, fvE , and entropy,
f
vS , are taken from [87].
Studies have shown [201,202] that the pipe diffusion coefficient, vD
 , is ~3-4 orders of
magnitude higher than the lattice diffusion coefficient in bcc-Fe at elevated temperatures,
and even higher at low and intermediate temperatures. Accordingly, we assume that
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410 lv vD D
  . The interfacial energy change associated with homogeneous void
nucleation is -21.95 Jmhom V   [69], where V is the surface energy of the material.
The exact value of het is not entirely known. From [69], the grain boundary interfacial
energy of Fe, 20.78 JmGB
 . Assuming that the energy of a dislocation channel
interface is the same, the interfacial energy change associated with heterogeneous
nucleation of a spherical void at an interface (in Eq. (4.12)) is ideally given by
4het V GB    . This expression accounts for the fact that a void of surface area,
24 Vr , with interfacial energy, V , is created by destroying a dislocation channel
interface (or GB) of area, 2Vr , with interfacial energy, GB (
24 Vr is already factored out
in the corresponding term in Eq. (4.12)). Substituting values of the respective parameters
into the above expression, 21.75 Jmhet
  . This value of het is too high to allow
spherical void nucleation even at peak stress for stress triaxialities on the order of 3-3.5.
Note that an assumption of spherical voids is used here just to simplify the constitutive
equations; the voids are seldom spherical in nature. This is because a spherical shape has
the highest contact angle (90º) at the void-GB interface (cf. [167]), and is the least
energetically favorable. Contact angle-based shape factors of voids of various shapes and
their effect on void nucleation and growth at different temperatures has been studied in
detail by Raj and Ashby [167]. Based on their analysis of void nucleation at grain
interfaces, plausible void-interface contact angles lie in the range 0º-37º for Cu, meaning
that the nucleated voids are essentially prolate spheroids with a high degree of
eccentricity. The surface and interfacial energies of Fe are in the same range as Cu,
allowing us to extrapolate these results to the present case. Using the shape factors given
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in [167] and the contact angles mentioned above, 20.33 Jmhet
  for Fe. Note that the
surface and interfacial energy values reported above are generally measured at T > 1000
K. These values increase with decrease in temperature; at intermediate temperatures of
400-600 K, the calculated value of het would be even higher. Accordingly, we have
used a value of het in the range
20.32 0.38 Jm  in our simulations. Effects of this
parameter on damage initiation and the computed CTD are studied in Section 4.5.3.
As mentioned in Section 4.4.1, Ramberg-Osgood hardening behavior is assumed
for the material far away from the notch in the context of a deformation plasticity model.
Separate sets of Ramberg-Osgood model parameters, for different loading (temperature,
strain rate and radiation dose) histories, were generated by fitting to the stress-strain
response from the respective crystal plasticity simulations of smooth specimens with 125,
randomly oriented cubic grains of 30 µm size, deformed uniaxially up to 1.5%
engineering strain.
4.5 Results and discussion
Post-irradiation tension test simulations are performed on the notched specimens
at different test temperatures and loading rates. The following Sections will first consider
inelastic deformation and vacancy generation in the vicinity of the notch, and then
describe the damage behavior.
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4.5.1 Channel formation and vacancy supersaturation
Figure 22 shows the distribution of effective inelastic strain and the corresponding
vacancy concentration ahead of a circular notch of radius, 2 μm  , with notch depth,
250 μma  , in the material irradiated to 2.9 dpa and then strained normal to the notch to
0.7% remote applied engineering strain at 550 K. -20.38 Jmhet  in these simulations.
Figure 22(a) shows that the deformation is primarily localized in a single grain ahead of
the notch. As mentioned earlier, localization of deformation occurs via reduction in
density of the irradiation-induced defects along these channels, thus reducing the flow
stress. This has been modeled phenomenologically in Eq. (3.2) as a function of the
interacting defect density and mobile dislocation density (cf. Chapter 3 for detailed
description of the localization mechanism). Multiple, intertwined channels are formed in
the regions of stress concentration in the immediate vicinity of the notch. Reorientation
and bifurcation of channels at GBs is also observed. The spacing between channels here
is much lower than computed previously for the case of localization in smooth specimens
in Chapter 3. This is in agreement with experimental observation of higher density of
dislocation channels near the fractured surface as compared to uniformly deformed
regions [78]. We also found earlier in Chapter 3 that the dislocation channel spatial
patterns are strongly dependent on the crystallography of the material. The width of
modeled dislocation channels is limited by the minimum mesh size at 200 nm, and is
larger than the experimentally observed channel width of 50-200 nm [29,78,109,110].
Further, the localized inelastic strain in channels (~ 0.6-1.4) is lower than that seen in
experiments (~ 1.0-5.0) [99,137]. However, we have verified that the simulated net
localization of shear strain in the stress-strain response of polycrystalline, smooth
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specimen ensembles is comparable to experiments, and the product of the channel width
with the localized strain within channels is more or less invariant (cf. [17]). A finer mesh
may be used to achieve the experimentally observed channel widths and localized strains,
albeit at the cost of significantly increased computational times. For the present
qualitative study of dislocation channel patterns and failure initiation ahead of the notch
root, a mesh resolution of 200 nm is deemed sufficient.
Figure 22. Distribution of (a): effective inelastic strain, and (b): vacancy
concentration ahead of the notch after 0.7% applied strain. Grain boundaries are
rendered. The material was irradiated to 2.9 dpa prior to tensile loading at 550 K .
Figure 22(b) shows that the vacancy concentration increases by ~ 3-4 orders of
magnitude in the regions of localized deformation, thus facilitating void nucleation and
growth. The vacancy generation due to inelastic deformation has contributions from both
dislocation cross-slip and annihilation of dislocation dipoles. We have verified that the
vacancy contribution from these respective mechanisms is of the same order of
magnitude using the model parameters specified in Table 1. As will be shown later, this
vacancy concentration is in general sufficiently high to promote void nucleation and
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growth even at GBs ahead of the notch root, where localized deformation is not that
prevalent.
4.5.2 Damage evolution
Figure 23 shows the distribution of voids (Fig. 23(a): number density, 23(b):
radius) corresponding to the effective inelastic strain distribution shown in Fig. 22(a).
Void nucleation and growth is observed at multiple regions along the dislocation channel
interfaces. In some cases, voids nucleate on both sides of a dislocation channel, for
example in the regions A and B marked in Fig. 23(a). The nature of void activity within
the grain is consistent with the experimentally observed, faceted ‘zigzag’ fracture [112]
along localized shear pathways. Strain-driven void growth and coalescence (not modeled
here) would ultimately lead to transgranular fracture along these failure routes. Further,
void activity is also prevalent at the intersection of dislocation channels with GBs ahead
of the notch root. As mentioned earlier, incompatibility of highly localized strains along
dislocation channels at their intersection with GBs is known to contribute to intergranular
stress corrosion cracking in irradiated materials [159]. Note that the interfacial energy
change associated with heterogeneous void nucleation was assigned to be the same for
nucleation at both dislocation channel interfaces and GBs, i.e., 20.38 Jmhet
  .
Figure 23(a) shows that the density of voids goes up to 7 310  mm  , and the void
radius up to 1 µm in Fig. 23(b). Correlating the void radius distribution to the vacancy
concentration in Fig. 22(b), it is found that the void radius is higher in regions of higher
vacancy concentration. The void radius is in general higher along dislocation channel
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interfaces, compared to GBs. This is because the vacancy concentration is higher along
the dislocation channel interfaces than GBs.
Figure 23. Distribution of (a): void number density, and (b): void radius
corresponding to the effective inelastic strain in Fig. 22(a). See text for discussion of
regions A and B.
The evolution of damage (volume fraction of voids) for the same microstructure is
shown in Fig. 24. Figure 24(a) shows the evolution of total damage with applied strain.
This is calculated as the total area-weighted damage over all elements in a semi-circular














where iA is the area of the thi FE. The corresponding damage distribution at 0.45%,
0.55%, and 0.70% strain is shown in Figs. 24(b), 24(c), and 24(d), respectively.
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Figure 24. (a): Evolution of total area-weighted damage (in a semi-circular region of
radius 25 μm ahead of the notch) with applied strain. (b), (c), (d): Distribution of
damage in the material after (b) 0.45% , (c) 0.55% , and (d) 0.70% applied strain,
respectively. See text for discussion of regions C, D, E and F.
As seen in Fig. 24(a), damage initiates first at ≈ 0.32% applied remote strain in
the present case. The evolution of damage is however not uniform; change in damage rate
with applied strain is observed. This is associated with damage propagation along new
region(s), and can be correlated to the corresponding damage distribution plots. Initially
failure propagates mainly along the region C marked in Fig. 24(b). At 0.55% strain,
damage is also found to propagate along the new regions D and E marked in Fig. 24(c).
With further applied deformation, failure is again initiated along region F marked in Fig.
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24(d). Decrease in the damage rate, for example in the range 0.4-0.5% applied strain in
Fig. 24(a), is due to relative saturation of damage in region C, and consequently its
inability to accommodate the applied deformation, promoting failure elsewhere.
Note that a maximum damage of 0.65 is allowed in each element. Excessive
element distortion beyond this damage level leads to convergence issues in our
simulations. A higher order FE may be used to address this problem, but with increased
computation costs. Even if damage were allowed to occur up to the maximum possible
value of 1.0, a similar, but delayed, damage pattern may be expected.
4.5.3 Parametric study of het
Figure 25(a) shows the evolution of  t with applied strain for three different
values of het . The material was irradiated to 2.9 dpa and then loaded at 550 K. A notch
of 0.5 μm  and 300 μma  was used in all these simulations. Further, the same
initial microstructure was used for all cases. Note that the simulation for
20.32 Jmhet
  failed to converge beyond 0.2% applied strain.
As expected, damage initiates earlier with a lower value of het . Inspection of
the deformed microstructure (not shown here) suggests that the damage initiation patterns
are similar in all three cases, albeit delayed in time with increasing het . A lower value
of het allows failure to initiate prematurely at GBs (provided the hydrostatic stress is
sufficient for void nucleation). This is because strain localization within a dislocation
channel needs to be high enough such that the difference in ieff with the neighboring
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element exceeds 0.05, for an ‘interface’ to be created in our simulations (cf. Section 4.2).
In the early stages of localization this might not be the case, allowing (aphysical)
premature void nucleation at GBs for lower values of het .
het may be used as a parameter to calibrate our simulations to experiments. For
example, if the critical value of damage were to be pre-defined as   41.0 10t c
  (say),
the CTD (or fracture toughness) corresponding to  t c can be computed for different
values of het and compared to experiments. Figure 25(b) shows the computed CTD
for different het at   41.0 10t c
  . As het increases,  t c is found to occur at
higher CTD . The CTD corresponding to 20.38 Jmhet
  is found to occur closest to
the point of intersection of the 5% secant line (from the origin with linear elastic loading
slope) with the load-displacement curve. Experimentally, intersection point of the 5%
secant line with the load-displacement curve is generally used to estimate the critical
fracture toughness (cf. [165]). Using 20.32 Jmhet
  or 20.35 Jm , the computed
CTD was found to be much lower. Hence, a value of 20.38 Jmhet
  is used for the
rest of our simulations.
It can be seen from the damage evolution plots in Figs. 24(a) and 25(a) that
  41.0 10t c
  roughly indicates the point at which ‘stable’ damage propagation
begins. As will be shown in Section 4.5.7, this value is in agreement with the critical
damage corresponding to the computed fracture toughness.
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Figure 25. (a): Evolution of total area-weighted damage with applied strain for
different values of het . (b): Computed CTD as a function of het at
  41.0 10t c
  .
4.5.4 Crack growth resistance
The framework developed here is used to estimate the crack growth resistance in
terms of the CTD of a stationary crack (sharp notch) of increasing crack length for
monotonic remote loading. A circular notch of 0.5 μm  was placed at increasing
depths in the range 50-400 µm within the material. The dimensions of the crystal
plasticity zone, loading and boundary conditions remain the same as shown in Fig. 21(a).
The material was loaded to 0.5% remote applied engineering strain at a quasi-static strain
rate of 4 -110  s at 550 K. The material response was found to be just at or beyond the
point of intersection of the 5% secant line with the load-displacement curve at 0.5%
engineering strain, in all cases. Further, damage initiation was observed in all the
irradiated microstructures.
Figure 26 shows the computed CTD of the 2.9 dpa irradiated specimens with
increasing crack length, compared to the simulations of the corresponding CTD for
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virgin (no irradiation) specimens. As expected, a monotonic, “R curve” behavior is seen
for both the irradiated and virgin specimens. Further, the crack growth resistance of the
irradiated material is lower than that of the corresponding virgin material in all cases.
This agrees with experimental observations regarding the effect of irradiation on crack
growth resistance under quasi-static loading for another ferritic/martensitic steel [112],
suggesting a loss in tearing resistance with increasing radiation dose.
Figure 26. Crack growth resistance of irradiated material compared to that of the
virgin material, computed in terms of the CTD of stationary cracks of increasing
lengths.
Note that we are not modeling crack growth explicitly in our simulations, rather
we are measuring the CTD of stationary cracks of increasing crack lengths at a given
strain to measure the crack growth resistance. Strictly speaking, the R curve must also
reflect potential toughening effects during crack growth, e.g., plastic deformation in the
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wake of the crack. These effects are not captured in the present work. Explicit crack
growth needs to be modeled to capture these phenomena.
A comparison of the deformed microstructures (loaded to 0.5% remote applied
engineering strain) for the 2.9 dpa irradiated and virgin specimens for 200 μma  is
shown in Fig. 27. Figures 27(a) and 27(c) show the distribution of inelastic strain for the
irradiated and the virgin material, respectively. The corresponding damage distribution is
shown in Figs. 27(b) and 27(d), respectively. The same grain distribution and initial
crystallography was used in both cases. As expected, no dislocation channels are
observed in the virgin specimen; the inelastic strain localization is typical of a plane
strain, small-scale yielding (cf. [165,203]). Further, no damage is observed in the virgin
specimens. Physically, failure may initiate in the regions of stress concentration at second
phase particles and inclusions (microstructural features not considered here) in the
unirradiated specimens. This may lead to even higher CTDs than computed for the virgin
specimens in our simulations. In the context of the present constitutive equations, a lower
value of het may be used to initiate failure at GB interfaces in the virgin specimens.
The irradiated microstructure, in contrast, shows failure initiation along interfaces,
both dislocation channels and GBs, in the vicinity of the notch. These heterogeneous
interfaces provide paths for ‘easy’ crack propagation in the irradiated material, thus
degrading the crack growth resistance. Though not supported by explicit experimental
results, Chaouadi [112] suggested a similar mechanism to be responsible for degradation
in the crack growth resistance of irradiated materials. FE simulations of void growth at
bi-material interfaces [204] have shown that void growth is more prolific at the interfaces
as compared to that in a homogeneous material. This further asserts that the
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experimentally observed degradation in crack growth resistance of irradiated specimens
is due to ‘accelerated’ void nucleation and growth processes at the dislocation channel
interfaces, as modeled in our simulations. Note that the stress levels ahead of the notch
are higher in the irradiated material (higher flow stress due to irradiation hardening) than
the virgin material. Higher stress promotes void nucleation according to the constitutive
relations given in Eqs. (4.9)-(4.13), all other conditions remaining the same.
Figure 27. Distribution of effective inelastic strain for (a): irradiated (to 2.9 dpa ),
and (c): virgin specimens loaded to 0.5% strain at 550 K . (b), (d): Distribution of
damage corresponding to the microstructures in (a), and (c), respectively.
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4.5.5 Strain rate effects
Figure 28(a) shows the effective inelastic strain distribution ahead of a 300 µm
deep notch loaded at a strain rate of 11.0 s . The same microstructure loaded at a strain
rate of 4 110  s  is shown in Figure 28(b). The material was irradiated to 2.9 dpa and then
deformed to 0.49% strain at 550 K in both cases. It can be seen that the level of
localization is lower at higher strain rate and the dislocation channels are not fully
developed. In contrast, parts of the quasi-statically loaded microstructure are already in
the post-localization, softening regime. Note that the material is modeled using a
viscoplastic flow rule (cf. Eq. (2.4)). Rate effects in limiting ‘viscous’ inelastic
dissipation may lower the extent of localization in the material loaded at 11.0 s . We have
also verified from the stress-strain curves that the material loaded at higher strain rate has
a higher hardening rate (with respect to inelastic strain). It has been shown earlier [205]
that localization is accommodated less readily at higher hardening rates. As a result,
formation of dislocation channel ‘interfaces’ and subsequent failure initiation is delayed
at higher strain rates. Further, void nucleation and growth, as modeled here, are diffusion-
controlled processes. Diffusion time scales are much lower than the time scales of
inelastic deformation, especially for the material loaded at 11.0 s ; fewer voids would
nucleate and grow (i.e., less damage) over the time scale of inelastic deformation at this
loading rate. From simulations, t was found to be
61.54 10 for the material loaded at
11.0 s , and 41.02 10 for the quasi-statically loaded material, after 0.49% applied strain.
This may be used to interpret the experimentally observed increase in crack growth
resistance of the irradiated material under dynamic loading [112]. Since the material
loaded at higher strain rate has lower damage, its tearing resistance would be higher.
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Figure 28. Comparison of effective inelastic strain distribution for specimen
irradiated to 2.9 dpa and then loaded in tension at a strain rate of (a): 11.0 s , and
(b): 4 110  s  , to 0.49% strain at 550 K .
4.5.6 Temperature effects
Figure 29(a) shows the evolution of total area-weighted void number density,
 V tN , for three different test temperatures. The corresponding evolution of total area-
weighted void radius,  V tr , is shown in Fig. 29(b). 2 μm  and 250 μma  in all
these simulations. The same initial microstructure as in Figs. 22 and 23 was used for all
three cases. The material was loaded in tension, after irradiation to 2.9 dpa.  V tN and
 V tr were computed using a similar procedure described for  t in Section 4.5.2. Note
that the simulation failed to converge beyond 0.5% strain for the 600 K case.
As can be seen in Fig. 29(a), voids nucleate earlier in the material loaded at higher
temperatures. However, the evolution of  V tN is not intuitive beyond the point of failure
initiation. The rate of evolution of void number density is higher at higher temperatures
due higher thermal ‘activation’ of void nucleation, as modeled in Eq. (4.10). Inspection
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of the deformed microstructure (not shown here) revealed roughly the same failure
patterns in all three cases, albeit at lower applied strains for the materials loaded at higher
temperatures. It can also be seen that  V tN for the material loaded at 437 K is initially
lower, but exceeds that for material loaded at 550 K after ≈ 0.55% applied strain. This is
because the material at lower temperature has relatively higher flow stress, resulting in
lower activation energy for void nucleation (cf. Eq. (4.13)). Another reason for this is
also due to the fact that the void radius of the material loaded at 437 K is much lower
than that at 550 K (Fig. 29(b)), meaning less overall damage. In order to accommodate
the incompatible deformation, failure initiation takes place via higher void nucleation rate
at 437 K.
Figure 29. Evolution of (a): total area-weighted void number density, and (b): total
area-weighted void radius as a function of temperature.
Figure 29(b) shows that the evolution of void radius is near-monotonic at all
temperatures; the rate of change of void radius is higher at higher temperatures. This is
because void growth, as modeled here, is governed solely by thermally-activated
133
diffusion kinetics. Void nucleation, on the other hand, is dependent both on the material
stress levels and the loading temperature. The void radius is much lower at 437 K than
the higher loading temperatures, indicating a change in failure mechanism from ductile
‘zigzag’ fracture [112] to limited ductility ‘channel’ fracture [157] in the temperature
range 437-550 K. Note that het was assumed to be temperature invariant in these
simulations. However, het may be expected to increase with decrease in temperature,
further lowering the rate of void nucleation and growth.
4.5.7 Fracture toughness calculations
In the limit of small-scale yielding, the stress intensity factor, K , in terms of the
CTD , is given as [165]
  'YSK m CTD E (4.27)
where m is a dimensionless constant dependent on the stress state ( 2m  for plane
strain), YS is the yield stress, and  ' 21E E   for plane strain. As mentioned earlier,
the intersection of the 5% secant line with the load-displacement curve is generally used
to assess the critical fracture toughness, cK , in experiments. We adopt a similar
procedure in the present work, computing the CTD at the point of intersection of the 5%
secant line with the load-displacement curve, and calculating cK using Eq. (4.27). Based
on the true stress-true strain curve of Mod 9Cr-1Mo steel irradiated to 2.9 dpa (not
presented here), 550 K 725 MPaYS  at 550 KT  . Similarly, 437 K 750 MPaYS  , and
600 K
710 MPaYS  .
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The values of cK calculated for different notch depths and radii are listed in Table
4. There is a large discrepancy in the value of cK between simulations and that measured
in experiments. However, note that the experiments used a much larger notch radius,  .
In general, the measured cK is known to decrease with decreasing  for both metals
[206–208] and ceramics [209–211]. The same was observed in our simulations, when 
was decreased from 2 µm to 0.5 µm. It has also been suggested that cK scales linearly
with 1 2 , beyond a threshold notch root radius [207,210]. See Refs. [212,213] for
analytical model to explain this effect. As shown in Fig. 30, if we were to extrapolate the
simulated cK as a function of
1 2 for / 0.5a W  , the predicted cK at 60 80 μm   is
consistent with the experimental values. Possible reasons of slightly lower values of cK
reported in experiments may be due to higher radiation doses and lower test temperatures
(reflecting in lower ductility). Also note that the experimental notch root radii are larger
than the grain size (≈ 25 µm). At these notch root radii, intergranular interactions may
homogenize and mitigate the effect of grain level heterogeneity on the fracture toughness
that are observed for sub-grain size notch root radii, for example in the present
simulations. Further, fracture toughness has also been found to vary with irradiation
temperature [164]. These effects are beyond the scope of the present work and not
considered here.
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Figure 30. cK , as a function of
1/2 , extrapolated to the experimental notch radii.
Experimental data from [2,3].
It can be seen from Table 4 that the value of  t at critical fracture toughness is
in the range 5 410 10  at 550 K. We have shown earlier in Section 4.5.3 that this value
roughly corresponds to the stable damage propagation regime. In terms of classical
fracture mechanics, the driving force for fracture, K , overcomes the material resistance,
cK , at this critical  t to allow stable crack propagation. Further,  t decreases with
decrease in temperature, indicating a decrease in ductility.  t may thus be used as an
indicator of the material’s fracture behavior in the present framework.
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Table 4. Fracture toughness calculations for different notch radii,  , and notch
depths, a . 800 μmW  is the width of the specimens.
Radiation
dose (dpa) T (K)  (
μm) /a W  t  (μm)CTD (MPa m)cK
2.9 550 0.5 0.3125 52.44 10 2.35 26.61
2.9 550 0.5 0.375 52.11 10 2.21 25.84
2.9 550 0.5 0.4375 41.03 10 2.00 24.58
2.9 550 0.5 0.5 53.29 10 2.01 24.60
2.9 550 1.0 0.5 51.05 10 3.01 30.15
2.9 550 2.0 0.5 51.86 10 4.83 38.18
2.9 550 1.0 0.3125 41.97 10 3.27 31.41
2.9 550 2.0 0.3125 41.48 10 5.41 40.40
2.9 437 2.0 0.3125 91.1 10 5.12 40.74
2.9 600 2.0 0.3125 44.18 10 5.50 39.97
3.0 323-433 ~ 65 0.5 - - 100-1401
4.3 523 ~80 0.5 - - ≈ 1502
1 Ref. [2], 2 Ref. [3].
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4.6 Summary
A void nucleation and growth based continuum damage framework has been
developed and coupled with an existing crystal plasticity framework, to model failure
initiation in irradiated bcc materials. Constitutive equations for vacancy generation via
cross-slip and dislocation dipole mechanisms (during inelastic deformation) have been
developed. Void nucleation has been modeled using a classical nucleation theory, while
void growth is modeled using a diffusion-controlled mechanism. The framework has
been used to model vacancy supersaturation along dislocation channels, and void
nucleation and growth along these dislocation channel interfaces and GBs at high stress
triaxialities. Our simulations have been able to capture the microstructural evolution
characteristics of the transgranular ‘zigzag’ failure mechanism [112] at intermediate
temperatures. Further, the crack growth resistance of the irradiated notched specimens
has been found to be lower than that of the corresponding virgin specimens. The extent of
localization and damage (in the irradiated microstructures) was found to decrease with
increase in the loading rate. The effect of temperature on the evolution of void number
density and radius has also been studied. There is a discrepancy between the irradiated
specimen fracture toughness measured from simulations and from experiments. However,
when the simulated fracture toughness values are extrapolated to the experimental notch
root radii, they are consistent with the values measured from experiments.
The simulated failure initiation is strongly sensitive to the value of the interfacial
energy change, het , for heterogeneous void nucleation at dislocation channel interfaces
and GBs. As has been demonstrated, this parameter may be used to calibrate the
simulations to experimental results, in terms of the measured crack tip displacement
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and/or critical fracture toughness. Insights from atomistic simulations of the interfacial
phenomena may also be used to refine the estimation of this parameter, for example its
temperature dependence. Further, the value of het adopted here is used to study failure
initiation ahead of sharp notches having radii in the range 0.5-2 µm. At lower stress
triaxialities (larger notch root radii), this value of het may be too high to allow any
void nucleation. Future work will address these issues by performing detailed parametric
studies of the effect of notch geometry on failure initiation. Future work can also
incorporate strain-driven void growth mechanisms in this framework, to model failure
over larger applied strains.
Defect-tolerant design of structures  used in nuclear applications often relies on
the fracture toughness master curve of the material used (cf. [214]). This framework
(calibrated to experiments) may be used to construct such master curves for various
loading histories. Further, the framework developed here is pretty general and may be
applied to simulate void nucleation and growth-mediated failure for other deformation
histories (no irradiation) as well, for example, at slip band interfaces during cyclic
loading, or at second phase interfaces, etc. in different material systems.
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CHAPTER 5
MODELING IRRADIATION CREEP DEFORMATION
5.1 Introduction
Irradiation creep deformation of metallic systems is accelerated (in comparison to
conventional thermal creep) due to the creation of point defects that promote the growth
and migration of defect loops and voids by stress-assisted mechanisms. Further,
irradiation creep occurs at relatively lower homologous temperatures [7]. Irradiation
creep has been correlated to the volumetric changes and swelling observed in structural
metals [36,194]. While ferritic/martensitic steels (materials modeled in this work) are
generally known to have good swelling resistance at elevated temperatures [10,11],
irradiation creep can still contribute to the creation and growth of defect loops.
Subsequent glide of dislocations through the field of these irradiation-induced defect
loops is impeded.
This Chapter focuses on modeling the mechanical behavior and microstructure
evolution during irradiation creep deformation. The crystal plasticity framework
developed in Chapter 2 is modified to account for absorption of radiation-induced point
defects at grain boundary (GB) sinks, in addition to the dislocation sinks considered
earlier. The framework is used to simulate the substructure in terms of dislocation
densities, interstitial loop densities, and point defect concentrations. The effect of
radiation rate, applied stress, and grain size on the creep behavior is studied. A parametric
study of the GB sink model is also performed. The creep strain is also correlated to the
in-situ radiation damage (measured in dpa).
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5.2 Background
The microstructure of metals undergoing irradiation creep deformation is
characterized by the formation of defect loops, dislocation pileups and subgrain
boundaries [215,216]. Deformation mechanism maps indicate that irradiation creep
generally occurs at relatively lower homologous temperatures of the order ≈ 0.3-0.5 as
compared to thermal creep (in virgin materials) which occurs at homologous
temperatures greater than 0.5 [7]. This is attributed to the presence of non-equilibrium
concentration of irradiation-induced point defects that allow accelerated migration and
growth of defect loops under the application of external stress. The evolution of loops is
initially prolific, with saturation reached at higher dpa doses [217]. In order to account for
the stress anisotropy, the evolution of strain and defects was correlated [215] to the
stress-induced preferential absorption (SIPA) model [31,41]. Again, the SIPA model was
not able to account for the entire deformation all by itself [217]. As mentioned in Section
2.2.2, glide of dislocations subsequent to their climb (by SIPA) also needs to be
accounted for. Further, it was found [215] that a threshold radiation dose must be reached
after which irradiation creep commences. The creep strain rate (with respect to dpa rate)
has also been found to be a near-linear function of the applied stress [218]. Studies also
suggest [219] that a transition stress level exists beyond which the creep exponent
changes from unity to a higher value.
A review of the irradiation creep mechanisms was given in Section 2.2.2. Without
going into the details, it is again emphasized that SIPA and preferential absorption glide
(PAG) of dislocations are the dominant mechanisms contributing to irradiation creep, at
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least in the steady state regime. We have modeled the same using the climb-enhanced
glide mechanism in Section 2.3.3.2.3.
The constitutive model developed in Chapter 2 did not account for the absorption
of radiation-induced point defects at GBs. While this assumption may be valid for certain
cases of pure metals and single crystals, point defect-GB interactions go hand-in-hand
with the radiation-induced solute segregation effects observed in alloys [6]. For example,
irradiation has been found to cause depletion of Cr, and enrichment of Ni and Si at the
GBs in stainless steels [220]. Since atomic transport is generally accompanied by a
parallel point defect transport (interstitial or vacancy, depending on the direction), the
fluxes of these solute atoms are often related to the point defect fluxes [6]. We do not
model the effects of radiation on solute segregation explicitly, but we consider point
defect absorption at GBs in this Chapter and study its effect on the inelastic deformation
characteristics near GBs during creep loading.
5.3 Model description
The finite deformation crystal plasticity framework developed in Chapter 2
models the following ISVs: mobile dislocation density, M
 , immobile dislocation
density, I
 , interstitial loop density, iN
 , interstitial loop size, id
 , at the level of slip
system  , as well as the interstitial, ic , and vacancy concentration, vc , at the mesoscopic
(integration point) level.
Constitutive equations for the evolution of slip system level ISVs are defined in
Chapter 2, while those for the point defect evolution are modified here to account for
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absorption at GB sinks. Specifically, Eqs. (2.9) and (2.10), representing the rate of
evolution of interstitials, ic , and vacancies, vc , are modified to the following form:
  20i iv i v is M I i iGB i ic K K c c K c k D c  

      (5.1)
  20v iv i v vs M I v vGB v vc K K c c K c k D c  

      (5.2)
where 0K , ivK are the defect pair creation and recombination rates, respectively,
is i iK z D
  is the interstitial-dislocation reaction rate coefficient, vs v vK z D
  is the
vacancy-dislocation reaction rate coefficient, iGBk , vGBk are the GB sink strengths for
interstitials and vacancies, respectively, and iD , vD are the interstitial and vacancy
diffusivities, respectively. Here,  0 /x x cz z E  is the point defect capture efficiency of
defect type x , c
     n n is the resolved stress normal to the slip plane  with unit
normal direction, n , E is the Young’s modulus, and 0xz is a material constant (assumed
to be temperature-indepedent). While the rest of the terms were defined earlier in Chapter
2, the sink strength, xGBk , represents the tendency of the GB to absorb point defect x
[6,221]. Physically, 1xGBk
 represents the distance travelled by the point defect x in the GB
before it gets absorbed [6].
In the present work, we use a spatially resolved mesh to solve for the point defect
rate equations and also couple them with the crystallography-dependent deformation
behavior. Note that in our model implementation, 0xGBk  when the material point is not
at a GB. This is in contrast with coarse-grained mean field rate theory calculations, where
an average value of GB sink strength has to be assumed. While these are useful for
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studying the time evolution of ISVs and associated properties, spatial correlation is
beyond the scope of the mean field rate theory calculations. The procedure for identifying
GB elements is explained later.
It is again emphasized that we have neglected the full character of transport
relations with defect gradients and fluxes in the present formulation. Physically, point
defect fluxes would exist from the grain interior to the GBs, more so in the presence of
radiation-induced segregation. In the presence of defect gradients, the point defect
evolution equations will have the following form:
   20i iv i v is M I i iGB i i i ic K K c c K c k D c D c  

          (5.3)
   20v iv i v vs M I v vGB v v v vc K K c c K c k D c D c  

          (5.4)
where the last term in each equation represents the respective diffusive flux due to spatial
concentration gradients. The flux terms are expected to be non-negligible in the regions
of high concentration gradients, for example near the irradiated surfaces of metals, in the
regions of solute segregation, etc. Incorporating these defect gradients requires non-local
continuum modeling. We leave this to future work.
5.4 Model implementation
5.4.1 Loading and boundary conditions
The 3D constitutive model was implemented in the finite element program
ABAQUS [91] using the User MATerial (UMAT) subroutine. 2D finite elements with
linear interpolation and reduced integration were used. Generalized plane strain finite
elements were used along with 3D material crystallography. Grains with in-plane square
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cross-section were used, thus effectively simulating a network of cuboidal grains. The
grain size is specified where needed. Random initial crystallographic orientations were
assigned to all the grains.
Creep tests with concurrent irradiation were simulated on the polycrystalline
ensembles. Figure 31 shows a schematic of the loading and boundary conditions. A 2D
square-shaped simulation cell of side 175 µm was used in all simulations. The bottom
edge of the 2D simulation cell is constrained along the loading direction, and the center
of the bottom edge constrained in all degrees of freedom to prevent rigid body rotation.
The side edges are traction-free. Stress-controlled loading is applied to the top edge. The
applied tensile stress is ramped up to the desired level at an effective strain rate of
4 110  s  , and then the stress is held constant for the desired amount of time.
Figure 31. Schematic of stress-controlled loading and boundary conditions.
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This model differentiates between a GB and grain interior; elements with first
nearest neighbors belonging to a different grain are assigned as GB elements. We have
used a regular mesh in our simulations, with uniform mesh size. The thickness of the GB
element is thus governed by the mesh size. We will comment on implications later.
5.4.2 Model parameters
The constitutive model was used to simulate the creep response of Mod 9Cr-1Mo
ferritic/martensitic steel. A uniform bcc crystal structure with 48 slip systems is assumed.
It is assumed that the dislocation population is entirely mobile at the beginning of the
simulation with an initial dislocation density of 0 8 21.0 10  mmM
  on each slip system.
This dislocation density is of the same order as that observed in experiments [82,93]. It is
assumed that there are no immobile dislocations or interstitial loops present initially.
Further, an initial concentration of 0 0 10 31.0 10 mmi vc c
   was used for both the
interstitials and vacancies. As explained in Chapter 2, though the initial point defect
concentrations may be expected to be lower in the actual material, the high irradiation
rate (in terms of 0K ) ensures that the specified initial concentrations would be reached
momentarily subsequent to the start of irradiation in physical experiments.
Model parameters for the constitutive framework are given in Section 2.4.1. The
GB absorption model adds two new parameters, iGBk and vGBk , to the framework. It was
suggested [221] that 2 7 9 210 10  mmxGBk
  for a mean grain size > 10 µm and defect type
x . Physically, the GB sink strength for interstitials and vacancies may be expected to be
different. However, there is no data in the literature to indicate their relative magnitudes.
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We have assumed that the GB sink strengths for interstitials and vacancies have the same
magnitudes. We have also performed a parametric study of the effect of GB sink strength
on creep strain evolution in Section 5.5.3. In the rest of this Chapter, we have used a
value of 2 9 25.0 10  mmxGBk
  for both interstitials and vacancies. While this is on the
higher side of the above mentioned range of the GB sink strength, it allows us to isolate
the effect of GB sinks on the irradiation creep behavior.
5.5 Results and discussion
Creep simulations with concurrent irradiation were performed on 49 square-
shaped, randomly oriented, 25 µm-sized grains, unless specified otherwise. An initial
stress hold was applied for 3 h before the start of irradiation (point defect generation) in
all cases. This allows the applied stress to equilibrate before irradiation-induced
deformation begins. The material was loaded at 773 K in all cases. A uniform mesh size
of 2.5 µm was used in these simulations, thus having 10 elements along the length of
each grain. The peripheral elements of each square grain are assigned as GB elements,
thus effectively assigning a GB thickness of 2.5 µm. The following Sections will first
consider the simulated mechanical response of the material, and then discuss the
microstructure evolution in terms of the effective inelastic strain, dislocation and
interstitial loop densities, and interstitial concentrations.
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5.5.1 Mechanical behavior
Figure 32(a) shows the evolution of strain as a function of time for different
irradiation rates (in terms of the defect pair generation rate, 0K ) at an applied stress of
160 MPa. The corresponding instantaneous strain rates are plotted in Fig. 32(b). The
same initial (random) crystallographic orientation distribution was used in all cases. The
strain rate goes up with increase in 0K ; higher 0K promotes faster generation of point
defect pairs (according to Eqs. (5.1), (5.2)), and corresponding higher dislocation climb
rate (Eq. (2.6)) and interstitial loop creation rate (Eq. (2.11)). At a total strain of 0.0016
(near steady-state), the instantaneous strain rate is: 9 12.69 10 s  for
12 3 -1
0 1.0 10 mm sK
  , 9 15.34 10 s  for 12 3 -10 2.0 10 mm sK
  , 8 12.23 10 s  for
12 3 -1
0 5.0 10 mm sK
  , and 83.27 10 for 12 3 -10 10.0 10 mm sK
  . Based on these data,
the instantaneous strain rate was found to scale almost linearly as a function of 0K .
Figure 32. (a): Evolution of total strain as a function of time for different 0K , (b):
evolution of instantaneous strain rate corresponding to the strain evolution in (a).
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More interestingly, it is observed in Fig. 32(a) that following the initial stress hold
period of 3 h, irradiation creep does not begin at the same instant for the different
radiation rates. Irradiation creep begins earlier for the material irradiated at higher 0K .
This suggests that a radiation threshold needs to be reached before irradiation creep
commences. Such a radiation dose threshold has been observed in experimental studies of
irradiation creep in 304 and 316 stainless steels [215,222].
Correlation with the evolution of average interstitial loop density (Fig. 33(a)) and
loop size (Fig. 33(b)) suggests that this radiation dose threshold is associated with the
initial generation of interstitial loops and saturation of the average interstitial loop size.
Note that the evolution rate of loop size, id
 , depends on the rate of absorption of
interstitials by climbing mobile dislocations and is a linear function of the interstitial
concentration, ic (cf. Eq. (2.13)). As observed in Fig. 9 in Chapter 2, ic saturates
following the initial transients, leading to saturation of id
 , as well. It is noted that the
loops are expected to grow in size with increasing radiation. Evolution of multiple size
classes of loops at a material point may be used to capture this experimentally observed
effect in a rate theory model (e.g. [217]). A size class based model allows for transport of
point defects from one size class to the next by diffusion-mediated absorption/emission of
point defects. However, these calculations are computationally intensive, especially so in
the context of the present spatially resolved finite element crystal plasticity framework,
where the ISVs have to be resolved at the slip system level.
The interstitial loop density, on the other hand, increases monotonically as a
function of time. The creation rate of interstitial loops, iN
 , is proportional to the climb
149
rate, c
 (cf. Eq. (2.11)), and hence has a similar evolution trend as the creep strain. Deo
et al. [53] suggested a square root dependence of the interstitial loop density on the
radiation dpa level, i.e.,
1/2dpaiN A  (5.5)
where 15 31.0 10 mmA   for low radiation levels (< 1 dpa). While this phenomenological
relation was proposed to correlate the ‘post-irradiation’ interstitial loop density with the
dpa level, we have used this relation to estimate the in-situ dpa level during the
irradiation creep simulations. Given that the physics of defect pair production is beyond
the scope of the present continuum framework, this is the only feasible way of estimating
radiation dpa levels during our irradiation creep simulations.
Figure 33. Evolution of (a): average interstitial loop density, and (b): average
interstitial loop size as a function of time for different radiation rates.
Figure 34(a) shows the evolution of radiation dpa level with time. The radiation
dpa is found to increase linearly with time for all radiation rates, subsequent to the initial
stress hold period. This observation has two implications. First, this suggests that the
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phenomenological relation in Eq. (5.5) is estimating the qualitative radiation damage
trends correctly as the dpa level is expected to increase linearly with time for a constant
radiation rate. While this validates the qualitative estimation of radiation damage in our
simulations, the exact value of the pre-multiplication factor, A , in Eq. (5.5) needs to be
determined from irradiation creep experiments for quantitative predictions. More
importantly, this asserts that the constitutive model given in Eq. (2.11) is indeed
capturing the qualitative physics of interstitial loop creation during irradiation creep,
since a linear dpa evolution rate is never prescribed in our simulations, rather it emerges
from the simulation results. A caveat of estimating radiation dpa using this procedure is
that there is no way to measure the initial threshold dpa required for irradiation creep
deformation to commence. Given that this threshold dpa is expected to be very small, this
should not affect the correlation of steady state irradiation creep with dpa level.
Presumably, another problem with estimating radiation damage in this manner is that the
dpa damage rate is not solely a function of the defect pair production rate, 0K . The
measured dpa damage rate is expected to change if one or more of the other loading
conditions and material variables change.
In any case, the radiation dpa rate was measured to be: 7 13.9 10  dpa s   for
12 3 1
0 1.0 10 mm sK
   , 7 15.1 10 dpa s   for 12 3 10 2.0 10 mm sK
   , 6 13.61 10 dpa s  
for 12 3 10 5.0 10 mm sK
   , and 6 17.94 10 dpa s   for 12 3 10 10.0 10 mm sK
   using Eq.
(5.5). This suggests that the radiation dpa level is not a linear function of 0K . Again, the
physics of point defect generation due to energetic particle flux is beyond the scope of the
present continuum framework. See Was [6] for a discussion of the dependence of dpa
rate on the displacement cross-section, particle flux, energy of the incident particles.
151
Figure 34. (a): Evolution of radiation dpa level as a function of time using Eq. (5.5),
(b): evolution of total strain as a function of radiation dpa level for different 0K .
Regardless, the purpose of this exercise is to correlate the evolution of strain (and
other properties, as well) to the radiation dpa level during irradiation creep deformation.
For example, Fig. 34(b) shows the evolution of total strain as a function of the average
dpa level. The initial strain at zero radiation level indicates the strain accumulated during
initial loading of the material to the desired stress. The reason for highest strain rate (with
respect to dpa) at 12 3 10 2.0 10 mm sK
   is not intuitively evident. Correlating this to the
loop size evolution in Fig. 33(b), the defect pair generation rate of 12 3 10 2.0 10 mm sK
  
is such that the density of mobile dislocations that have climbed produced the largest
loops (in size) by absorbing interstitials. At higher 0K , a greater number of interstitial
loops is generated such that less interstitials are available per interstitial loop formed (cf.
Eq. (2.12)). At lower 0K , the interstitial concentration in the material is lower, and
consequently the growth rate of the interstitial loops is also lower.
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5.5.2 Deformed microstructure
5.5.2.1 Spatial distribution of inelastic strain
Figure 35 shows the distribution of effective inelastic strain in the material loaded
at an applied stress of 160 MPa at 773 K. Following the initial stress hold of 3 h, the
material was irradiated at a rate of 12 3 10 5.0 10 mm sK
   for ≈ 10 h. The total strain in
the material is ≈ 0.00176.
Figure 35. Distribution of effective inelastic strain in the material loaded at an
applied strain of 160 MPa at 773 K . The material was irradiated at
12 3 1
0 5.0 10 mm sK
   for 10 h . Dotted lines overlaid on the mesh indicate GBs.
Depending on the initial crystallographic orientation, the level of deformation
varies within each grain interior. However, significantly less deformation is observed at
the GBs (regions adjacent to the dotted lines overlaid in Fig. 35). According to the model
described in Section 5.3, GBs act as sinks for point defects. Relatively lower
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concentration of point defects is available for absorption by the deformation-carrying
mobile dislocations in regions near GBs; inelastic deformation is inhibited near the GB
regions.
Mesh size serves as the length scale that limits the thickness of the GB point
defect sink regions and the inelastic deformation characteristics near GB regions in our
local framework. A non-local constitutive formulation may be more appealing in this
scenario, where the length scale associated with GB point defect sinks is intrinsically
modeled in the constitutive equations, rather than pre-determined to be a function of the
mesh size (as in present simulations). Physically, the material length scale associated with
GB point defect absorption should relate to the distance travelled by point defect x in the
GB before it gets absorbed, 1xGBk
 (cf. Section 5.3). However, the mesh size (= 2.5 µm) is
significantly larger than 1xGBk
 (≈ 30-300 nm) in our simulations. Hence, the mesh size
serves as the model parameter that determines the degree of point defect absorption near
GB regions. Consequently, the macroscopic deformation behavior is expected to change
as a function of the mesh size. A finer mesh would allow for lower absorption at the GB
regions due lesser relative thickness of the GBs. However, computational times were
found to increase significantly using a mesh size lower than this (for a mesh size of 2.5
µm and simulation cell size of 175x175 µm, the creep simulations would take ≈ 250 h to
reach a total strain of ≈ 0.0017 on 16, 2.2 GHz AMD Opteron CPU cores running in
parallel).  We have therefore limited our mesh size to 2.5 µm. Future work may address
these mesh sensitivity issues.
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5.5.2.2 Substructure
Figures 36(a)-(d) show the distribution of substructure in terms of the (slip system
averaged) mobile dislocation density, immobile dislocation density, interstitial loop
density, and the interstitial concentration, respectively, corresponding to the effective
inelastic strain plot in Fig. 35.
The mobile dislocation density is in general lower in the grain interior as
compared to the GB regions. This is because mobile dislocations are absorbed and
‘transformed’ to interstitial loops in the grain interior, where the interstitial concentration
is relatively higher. In contrast, the ‘transformation’ of mobile dislocations to interstitial
loops is limited at the GBs due to the lack of interstitials, thus resulting in higher mobile
dislocation density near the GBs.
A part of the mobile dislocation density is also transformed to immobile
dislocations via dislocation trapping events (cf. Section 2.3.3.3.3). The rate of mobile
dislocation trapping and consequent formation of immobile dislocations is higher in the
grain interior, since the deformation is higher. In contrast, the average immobile
dislocation density is lower at the GBs. A similar spatial evolution pattern is also
observed for the interstitial loop density. This again can be explained by the contrast in
deformation and resulting transformation of mobile dislocations to interstitial loops in the
grain interior versus the GBs. Spatial evolution of dislocations and interstitial loops is
dependent on the availability of interstitials for absorption by mobile dislocations, thus
creating interstitial loops. Since GB sinks absorb all the point defects near the grain
edges, the interstitial concentration is significantly lower in these regions. The interstitial
concentration in the grain interior varies proportional to the amount of deformation
155
within the grains. Note that the substructure and inelastic deformation is more or less
uniform within the grains; no localization is observed within the grains. This is in
contrast to quasi-static tensile loading, where flow localization is observed along narrow
dislocation channels (cf. Chapter 3). It is noted that the radiation dpa levels are
significantly higher in the localized microstructures considered earlier. As observed in
Arsenlis et al. [47], a radiation threshold may exist beyond which inelastic deformation is
no longer homogeneous and localization commences.
Figure 36. Distribution of (a): mobile dislocation density, (b): immobile dislocation
density, (c): interstitial loop density, and (d): interstitial concentration
corresponding to the inelastic distribution plot in Fig. 35.
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5.5.3 Parametric study of GB sink model
We performed a parametric study of the GB sink model by varying the GB sink
strengths, 2iGBk and
2
vGBk , and studying their effects on creep strain evolution. The defect
pair generation rate was 12 3 10 2.0 10 mm sK
   in the material loaded to 160 MPa
applied stress at 773 K in all cases. Keeping all other parameters constant, the GB sink
strength was varied from 8 25.0 10 mm to 10 25.0 10 mm . We also considered a case
with no GB sinks present, i.e., 2 2 0iGB vGBk k  . Figure 37(a)-(c) shows the deformed
microstructure for three different GB sink strengths at ≈ 0.00157 total strain. Figure 37
(d) compares the creep strain evolution w.r.t. time for the different sink strengths. It is
more intuitive to compare the strain evolution w.r.t. time than dpa since the damage rate
measured in terms of 1dpa s will not be the same for all cases in our simulations
(different average interstitial loop density evolution for different cases).
The deformed microstructure shows that there is significant deformation at the
GBs for the microstructure with zero sinks. As the sink strength increases, the amount of
inelastic strain along the GBs decreases. Note that all three microstructures are compared
at the same total strain. In order to accommodate the total applied deformation, the degree
of deformation in the grain interior is higher for the microstructures with non-zero sink
strengths. The strain evolution plot in Fig. 37(d) shows that the strain rate (w.r.t. time)
increases as the GB sink strength decreases and more deformation is transferred across
the GBs. Further, the strain evolution is identical for the sink strengths 9 25.0 10 mm and
10 25.0 10 mm . This suggests that for 12 3 10 2.0 10 mm sK
   , majority of the point
defects are absorbed by GBs having sink strengths 9 25.0 10 mm and higher.
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Figure 37. (a-c): Distribution of effective inelastic strain for three different GB sink
strengths. Dotted lines overlaid on the mesh indicate grain interfaces. (d): Evolution
of strain as a function of time for different GB sink strengths.
Since GB sinks lower the irradiation creep rate, it might seem beneficial to
engineer materials with higher sink strengths. However, note that we have not accounted
for the point defects once they are absorbed at GBs. Physically, these point defects,
especially vacancies, might contribute to intergranular failure via void nucleation and
growth processes at the GBs. Further, incompatibility of strain at the GBs might also
accelerate these failure processes. As mentioned earlier, point defect absorption at GBs is
also associated with radiation-induced segregation (cf. [6]), which is again detrimental
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for the material’s fracture resistance. In addition, we have not considered high
temperature GB diffusional creep in the present constitutive framework. A model
considering all these physical phenomena may be used to estimate the optimal amount of
GB sink strength that would prolong the material’s life in irradiation environments.
5.5.4 Grain size effect
The effect of GB sinks on the creep strain evolution was also studied by varying
the density of GBs. Keeping the simulation cell dimensions constant, we performed three
separate simulations with 196 grains of 12.5 µm size, 49 grains of 25 µm size, and 25
grains of 35 µm size, respectively. The same element size of 2.5 µm was used in all
cases. Random initial crystallographic orientation distribution was assigned in all three
cases. 12 -3 -10 5.0 10 mm sK   was used. The material was loaded to ≈ 0.0016 total strain
at an applied stress of 160 MPa at 773 K.
Figure 38 shows the evolution of strain with time for different grain sizes. As the
density of GBs increases (i.e., grain size decreases), the creep strain rate decreases. This
is because GBs inhibit the transfer of deformation. The grain interior, which is expected
to deform at similar rates in all cases, has to be crept longer to achieve the same amount
of deformation for the smaller grain sizes (higher density of GBs). Decrease in irradiation
creep rate with decreasing grain size was also observed in experiments during in-reactor
stress relaxation of Zr alloys [223,224]. This is in contrast to conventional creep (in the
absence of irradiation) where creep rates generally increase with decrease in grain size.
We have also neglected diffusional creep at interfaces in the present framework. It is
interesting to note that since irradiation creep can occur at lower homologous
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temperatures, perhaps there is a range of temperature in which one might see decreasing
creep rate with decreasing grain size, although at higher temperatures intergranular
diffusional creep would again begin to dominate.
Figure 38. Evolution of creep strain as a function of time for different grain sizes in
a simulation cell having the same dimensions.
5.5.5 Irradiation creep compliance
Assuming a linear stress dependence, the creep rate as a function of stress is given
by [225]
0 0B     (5.6)
where   is the strain rate per dpa rate (measured in 1dpa ), 0B is the creep compliance
(measured in 1 1dpa MPa  ),  is the stress (measured in MPa), and 0  is the strain offset
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at zero stress (measured in 1dpa ). Irradiation creep simulations were performed at three
different applied stresses (80 MPa, 160 MPa, and 240 MPa) for 12 3 10 2.0 10 mm sK
  
and 12 3 10 5.0 10 mm sK
   . The irradiation temperature was 773 K in all cases. The in-
situ radiation dpa level was calculated using Eq. (5.5) and correlated to the total strain.  
was measured in the steady-state creep regime.
Figure 39. Creep rates as a function of stress for different radiation rates.
Figure 39 shows the variation of   with applied stress for different 0K .  
increases with increase in applied stress. A linear regression fit of   (w.r.t. stress) was
used to compute the creep compliance. From simulations, 5 -1 -10 4.24 10 dpa MPaB
  for
12 -3 -1
0 2.0 10 mm sK   , and
5 -1 -1
0 1.65 10 dpa MPaB
  for 12 -3 -10 5.0 10 mm sK   . 0B is
of the same order of magnitude as that seen in experiments for oxide dispersion
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strengthened ferritic steels at similar temperatures [225], but higher by a factor of 2-4. Xu
and Was [216] performed irradiation creep experiments on a similar 9Cr-1Mo steel at
773 K. While they did not measure the creep compliance, they did measure the creep rate,
  , at 160 MPa. Again, the creep rates predicted from our simulations are of the same
order of magnitude, but higher by a factor of ~ 3-4. The simulated radiation damage rates
are similar to their dpa rates. In our model, the absorption efficiency of interstitials at
dislocations, iz
 ,  and the GB sink strength, iGBk , may be calibrated to fit the creep strain
rates and dpa rates to experiments.
5.6 Summary
The constitutive framework developed in Chapter 2 was used to model the
mechanical behavior and deformed microstructure during stress-controlled creep loading
with concurrent irradiation. A GB sink model was used to account for the absorption of
point defects at GBs. The framework was used to correlate the creep strain with the in-
situ radiation dpa level for different defect pair generation rates. The substructure was
studied in terms of the evolution of interstitial loop densities and sizes. While the
interstitial loop densities increase monotonically with ongoing radiation, the loop sizes
were found to saturate following the initial transients. The creep strain rate was found to
increase with decreasing density of GBs and lower GB sink strengths. Decreasing
irradiation creep rate with decreasing grain size has also been observed in experiments
during in-reactor stress relaxation of Zr alloys [223,224]. Irradiation creep rates and creep
compliances were measured from simulations and compared to available experimental
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data for similar ferritic/martensitic steels. They were found to be of the same order of
magnitude, but slightly higher than the experimental values.
This framework may be used to study the effect of various microstructural
parameters (grain size, density of GBs, GB sink strengths, etc.) on the irradiation creep
rates. Model predictions may be used to guide the engineering of structural materials with
optimal irradiation creep properties. Future work needs to address the incorporation of
spatial point defect gradients in a computationally feasible manner in order to capture the
material physics more accurately. Models for failure initiation due to the absorption of
point defects and radiation-induced segregation at GBs may also be developed as an
extension of this work. High temperature GB-enhanced diffusional creep and void growth
effects on creep also need to be considered to make this framework more robust.
163
CHAPTER 6
CONSTITUTIVE EQUATIONS FOR MODELING NON-SCHMID
EFFECTS IN SINGLE CRYSTAL BCC-IRON
6.1 Introduction
Until now, we have discussed deformation mechanisms in irradiated bcc metals at
intermediate and elevated temperatures. While these mechanisms would also extend to
the low temperature deformation behavior, non-Schmid effects are expected to be
dominant in bcc metals at low temperatures. At these temperatures, inelastic deformation
in bcc metals is characterized by complex slip modes.  It has been argued that initial yield
is governed by core spreading of the ½ <111> screw dislocations that leads to non-
Schmid yield behavior [60,226]. Atomistic simulations at  relatively high stresses show
that the core structure of the screw dislocation in bcc crystals is not confined to its slip
plane but splits into several planes of the <111> zone, significant of which are the {110}
family of planes [227,228]. This core spreading effect has been argued to severely limit
the mobility of screw dislocations in bcc metals; the dislocation core must again constrict
for it to glide. In contrast to Schmid law, the yield stress depends not only on the resolved
shear stress on the primary slip system, but also on stress components of the secondary
‘non-glide' slip systems (necessary for the dislocation core to constrict) in these crystals
[57,125,229,230]. Further, plastic flow is non-associative, meaning that the yield surface
and plastic flow potential are not identical [58,122,125,231]. Tension-compression
asymmetry is an additional manifestation of a non-Schmid formulation, particularly in
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terms of initial yield stress. Dislocation core spreading and non-Schmid effects have been
discussed in connection with the majority of the bcc metals at low temperatures, observed
for example, in Fe [1,232,233], Mo [230,231,234,235], Nb and Nb-Mo alloys [236–238],
Ta and Ta-Re alloys [239].
The present work pursues this line of modeling non-Schmid effects for bcc-Fe at
low and ambient temperatures. Constitutive equations are incorporated in a previously
developed dislocation density based crystal plasticity framework for bcc metals [16] to
model the mechanical behavior of Fe single crystals over a range of crystallographic
orientations and temperatures, fitting to available experimental data. While the effect of
irradiation damage on the non-Schmid yield behavior is not entirely clear (not much
research has been done in this area), we will comment on possible effects.
6.2 Background
To account for the influence of non-Schmid stress components on initial yield,
Qin and Bassani [57] proposed a first order approximation for the critical yield stress, cr
, as a linear combination of the resolved shear stress and the non-Schmid stresses on slip





a   

  (6.1)
where  is the resolved shear stress on slip system  , ia is the non-Schmid coefficient
corresponding to the thi non-Schmid stress component, i
 , and nsN is the total number
of non-Schmid stress components. Based on atomistic simulations of an isolated ½
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<111> screw dislocation on the {110} slip plane in Mo and W [230], for bcc crystals this
yield criterion has the form:
   1 2 3cr ns ns nsa a a                       m n m n n m n n m n    (6.2)
where  is the current stress state, m and n are unit vectors corresponding to the slip
direction and the slip plane normal on slip system  , ns
n is the unit vector of the ‘non-
glide’ plane on which the screw dislocation core was initially spread, and, 1a , 2a and 3a
are coefficients that can be fit to the atomistically/experimentally determined yield stress
for the bcc single crystal loaded in different orientations. From left to right, the terms on
the RHS of Eq. (6.2) represent the conventional resolved (Schmid) shear stress along the
slip plane, the resolved shear stress along the ‘non-glide’ plane, the resolved stress
normal to the primary slip plane, and the resolved stress normal to the ‘non-glide’ plane,
respectively. For the case of a conventional Schmid-type yield formulation, only the
resolved shear stress on the primary slip plane is considered, i.e., 1 2 3 0a a a   .
In recent years, a number of continuum crystal plasticity frameworks have
incorporated non-Schmid effects in bcc crystals at low homologous temperatures
[233,240–243]. These frameworks generally rely on the aforementioned non-Schmid
coefficients (or its variants) to capture asymmetric yield behavior observed in bcc
crystals. With the exception of Lim et al. [243], the non-Schmid coefficients used in these
crystal plasticity models are generally assessed using molecular statics simulations
performed at 0 K. However, experimental studies of single crystal bcc metals suggest that
the contribution of non-Schmid stresses to the yield stress diminishes with increasing
temperature. For example, studies on single crystal Fe [1] show that as the temperature is
increased from 143 K, deviation of yield from Schmid’s law decreases monotonically and
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becomes almost negligible at 295 K. Based on comparison to experiments, Lim et al.
[243] showed that while the non-Schmid stresses are dominant in the yield behavior of
single crystal Ta at 77 K, they are not so significant at 273 K and 300 K. Chen and co-
authors [244,245] also derived an atomistically based macroscopic yield criterion and an
orientation-dependent Peierls potential for kink-pair nucleation on screw dislocations in
bcc-Fe. In their bottom-up model, effects of temperature on diminishing the twinning-
antitwinning asymmetry and tension-compression asymmetry are captured by the Peierls
potential itself. Temperature dependence of the non-Schmid coefficients thus needs to be
considered in the expression for yield in constitutive models that employ this kind of non-
Schmid formulation.
It should also be noted that the non-Schmid coefficients derived from atomistics
are based on simulations of an isolated screw dislocation in the lattice, meaning that the
yield stress is simply the lattice frictional resistance that needs to be overcome to initiate
glide of an isolated screw dislocation; dislocation-dislocation interactions are not
considered. Also, the yield criterion does not provide any information about the evolution
of non-Schmid stresses past the point of initial yield. In the presence of the long range
field of other dislocations, the contribution of non-Schmid stresses may be expected to
diminish beyond the point of initial yield, more so because dislocation glide (plastic flow)
is governed primarily by the Schmid stresses. These effects are not generally considered
in the continuum crystal plasticity models mentioned above.
The present work develops constitutive equations for yield in bcc-Fe, accounting
for the temperature dependence of non-Schmid coefficients (based on results from
available experiments), and the evolution of non-Schmid stresses with inelastic
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deformation. These equations are coupled with existing models for thermally-activated
dislocation glide kinetics and used in the crystal plasticity framework developed in
Chapter 2 to model the orientation and temperature dependence of yield and inelastic
flow in single crystal Fe. Some of the constitutive equations presented in Chapter 2 are
restated here as they have different implied meanings. A top-down modeling approach is
presented, with model parameters based entirely on available experimental data from
laboratory scale coupons.  Much experimental and modeling work still remains to resolve
the complexity of dislocation mobility and initial yield phenomena in bcc crystals.
Alternative explanations may be offered and pursued for orientation dependence and rate
dependence of initial yield in bcc crystals that relates to complex dislocation kink pair
phenomena that govern kinetics at low applied stress levels and finite temperature
without resorting to the core spreading argument and non-Schmid effects in Eq. (6.2)
(i.e., 1 2 3 0a a a   , cf. [246]).  This line of reasoning would require that tension-
compression asymmetry arise more from cooperative mesoscale (many body)
manifestations of the intrinsic twinning/anti-twinning asymmetry of the orientation
dependent Peierls stress of bcc crystals. The distinction and validity of these two very
different frameworks for mobility of screw dislocations in bcc crystals will take more
time to fully resolve. In the present work, we consider available experimental data to
explore the temperature dependence and consistency of the formulation based on non-
Schmid effects.
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6.3 Temperature dependence of non-Schmid coefficients
As mentioned earlier, inelastic deformation in bcc crystals occurs due to the glide
of  ½<111> screw dislocations via kink pair formation on the {110} family of planes.
The ‘non-Schmid’ plane corresponding to each of the possible slip systems in bcc
crystals is given in Gröger et al. [230]. It should be noted that the present work deals with
modeling the deformation of bcc crystals at low homologous temperatures, in particular
room temperature and below. There are contradictory claims in the literature regarding
the nature of active slip systems in bcc-Fe at these temperatures. Although the majority of
the studies [233,247–249] concluded that elementary slip occurs via kink-pair formation
on the {110} plane at room temperature and below, Brunner and Diehl [250,251]
deduced that while this is true at temperatures below 250 K, kink-pair formation occurs
on the {112} plane at temperatures above 250 K. Nonetheless, it has been found
[247,249,252] that slip on the {112} plane is a combination of elementary slip steps on
{110} planes. In the present work, we assume that {110} planes are the primary slip
planes in bcc-Fe. Further, in order to account for the twinning/anti-twinning asymmetry
observed in bcc crystals (cf. [238]), forward and backward slip has been explicitly
accounted for in Ref. [230] by considering the positive and negative slip directions as
separate slip systems. Thus, in place of the 12 {110} <111> slip systems, we now have
24 slip systems considering both the positive and negative slip directions. The non-
Schmid planes corresponding to these slip systems are also given in Ref. [230].
The Schmid and non-Schmid stresses (on each slip system) scale linearly as a
function of the uniaxial stress, proportional to the respective Schmid and ‘non-Schmid’
factors. At yield, the slip system with the highest Schmid factor is activated; ‘non-
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Schmid’ factors corresponding to the loading orientation can be easily obtained for this
activated slip system. Orientation-dependent variation of the uniaxial yield stress may
thus be used to estimate the parameters, 1a , 2a , 3a , and cr , simultaneously either by
solving a system of linear equations corresponding to each orientation for Eq. (6.2), or
using a regression analysis. However, this naïve method predicted aphysical values of the
parameters when fitted to relevant experimental data. For example, cr was predicted to
be negative or extremely small ( 0.05cr Y  ) in many cases, which is not possible;
typically cr is of the same order as Y (here Y is the yield stress). Further, 1a was
predicted to be negative in certain cases. As explained in [243], 1a , accounting for the
twinning/anti-twinning asymmetry [230,235,238], should be non-negative in order to
account for higher resolved shear stress along the anti-twinning direction. To avoid these
anomalies, we determine 1a separately by the procedure described below, and then solve
for the rest of the parameters, 2a , 3a , and cr , simultaneously.
Given the threefold symmetry of a ½<111> screw dislocation in the bcc crystal
(cf. [235] and references therein), orientation dependence of the yield stress about 30 
of one reference slip plane of the {110} family is sufficient to determine the non-Schmid
coefficients and may be applied to all slip planes. Note that 30  correspond to the two
{112} planes adjacent to a {110} plane along which twinning/anti-twinning asymmetry is
observed.
The parameter 1a may be estimated by fitting the yield stress, Y , on the
maximum resolved shear stress plane (MRSSP) measured as a function of the angle,  ,
which the MRSSP makes with the reference (110) slip plane about which the orientation
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where 0 is a material constant. Note that this expression is a simplified form of Eq.
(6.2) obtained by combining cr , and the 2a and 3a terms into 0 . Transformation of the
yield rule from the slip system tensorial description in Eq. (6.2) to the angular (i.e.,  )
dependence in Eq. (6.3) is a consequence of the bcc crystal symmetry and definition of
the slip systems and corresponding non-Schmid slip planes [230].
Spitzig and Keh [1] performed experimental studies of the temperature
dependence of the proportional limit stress in uniaxial tension, pl , as a function of 
about the  101 slip plane in single crystal Fe. These values, extracted from Fig. 5 in Ref.
[1], are given in Table 5. Assuming Y pl  , 1
Ta is estimated for different temperatures
by fitting the experimental data in Table 5 to Eq. (6.3) using a least squares regression
method, and is given in Table 5. The superscript T on 1
Ta denotes the respective
temperature. Based on the fit, 1
Ta is found to decrease monotonically as the temperature
is increased from 143 K to 295 K. Molecular statics simulations [232,233] have estimated
that 0K1 0.61a  . From calculations,
250K 0K
1 10.07a a and
295K 0K
1 10.06a a . This verifies
that twinning/anti-twinning asymmetry, though present, is significantly diminished at
room temperature for Fe. Compiling the values of 1
Ta estimated over different
temperatures, the variation of 1
Ta as a function of T is shown in Fig. 40. Least square fit
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of these data points to an exponential decay function is also shown in Fig. 40, and has the
following form:
 1 0.0106 2.3311exp 0.0162 ;  143 K 298 KTa T T     (6.4)
Table 5. Least squares fit of non-Schmid coefficient, 1a , to the experimentally
measured variation of pl as a function of  (from [1]) for different temperatures
using Eq. (6.3).
 (K)T  ( )   0pl pl     1Ta  0 0pl    

















Note that the value of  0pl pl     at 30    was also reported for all
temperatures in Ref. [1]. However, these data points did not give good fit to Eq. (6.3) for
143 KT  and 195 KT  . Hence, these data points were excluded from the estimation
of 1
Ta for all temperatures. As mentioned earlier, Eqs. (6.2) and (6.3) give the orientation
dependence of yield on non-Schmid stresses to a first order approximation; higher order
stress terms may be needed for fitting the non-Schmid coefficients over the entire range
(even at 30    ). Similar problems were also encountered when estimating 1a from
molecular statics results (cf. [232]).
Figure 40. Variation of non-Schmid coefficients with temperature.
Having determined 1
Ta , we are now left with three parameters: Tcr , 2
Ta , 3
Ta .
Using the values of orientation-dependent yield stress, these parameters are estimated by
solving a system of linear equations corresponding to different orientations for Eq. (6.2).
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Two sets of temperature-dependent non-Schmid parameters were obtained based on two
different sets of experimental data for bcc-Fe [1,253]. These values are reported in Table
6 and plotted as a function of temperature in Fig. 40. Note that the same value of 1
Ta
(from Eq. (6.4)) was used in both these calculations.
Except for the value of 2
Ta in the temperature range 295-298 K, the calculated
values of 2
Ta and 3
Ta are comparable from both experimental data sets at similar
temperatures, though the non-Schmid coefficients calculated from Ref. [253] are
generally higher than that calculated from Ref. [1]. This might be due to the fact that the
lower yield stress was reported in Ref. [253], while the proportional limit stress was
reported in Ref. [1]. In terms of deformation, the point of proportional limit occurs prior
to the lower yield point. Physically, the non-Schmid stresses are considered to assist in
constricting the (already spread) screw dislocation cores for glide to initiate (i.e., yield to
occur) in bcc crystals. Full constriction of the dislocation cores might not have occurred
at proportional limit, thus reflecting in slightly lower non-Schmid contributions as
compared to that at the lower yield point.
It can be seen from Table 6 that both 2
Ta and 3
Ta decrease with increase in
temperature, and start saturating in the range 250-298 K (similar to 1
Ta ). However, the
contribution of these non-Schmid components to yield is still significant at room
temperature, in contrast to the near-negligible contribution of the twinning-antitwinning
asymmetry component. Temperature dependence of 2
Ta and 3
Ta , fit to exponential decay
functions, are given in Eqs. (6.5) and (6.6), respectively.
 2 0.1727 108.9126exp 0.0496 ;  143 K 298 KTa T T     (6.5)
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 3 0.2699 3.5454exp 0.0160 ;  143 K 298 KTa T T     (6.6)
From atomistic simulations [233], 0K2 0.23a  and
0K
3 0.55a  . These values are
marginally lower than the calculated corresponding non-Schmid parameters at 143 K.
Physically, these non-Schmid components represent the contribution of shear stresses
perpendicular to the slip direction in constricting the distorted dislocation core [230].
Calculated values of these coefficients from (isolated dislocation) atomistic simulations
might have been lower because dislocation-dislocation interactions in distorting the core
are not accounted for in the atomistic simulations. Unlike 1
Ta , both 2
Ta and 3
Ta are not
negligible at 250 K and 295 K. Physically, this means that resolved stresses normal to the
Schmid and the ‘non-glide’ plane still contribute to the constriction of screw dislocation
cores (for glide to initiate) at ambient temperatures.
Table 6. Estimate of 2
Ta and 3
Ta by fitting the orientation-dependent yield stress to
Eq. (6.2) for different temperatures.
Experimental
data













Table 7 gives the relative contributions of the Schmid and non-Schmid stress
components to the critical resolved shear stress, Tcr , as a function of temperature.
Approximate loading orientations were estimated from the stereographic projections
given in Ref. [1]. Experimental yield stress values were also taken from Ref. [1]. All
calculations were performed for slip system  with the highest Schmid factor, assuming
single slip at yield. As can be seen, the relative non-Schmid stress contributions to Tcr
decrease markedly with increase in temperature. They are each less than 7% of Tcr at 295
K; although diminished, non-Schmid effects are still present at room temperature. More
importantly, the calculated value of Tcr (sum of the Schmid and the non-Schmid stress
components) for different orientations at a given temperature is more or less invariant (all
values are within 4% of the mean Tcr calculated at a given temperature). Physically,
T
cr
denotes the resistance to dislocation glide at yield; Tcr is a material property and should
be the same irrespective of the loading orientation. In our calculations, Tcr is a function
of the yield stress and the non-Schmid coefficients. While the yield stress values are
taken from experiments, the non-Schmid coefficients are estimated here. This verifies
that the estimated coefficients, 1
Ta , 2
Ta , and 3
Ta , are indeed addressing the experimentally
observed temperature-dependent non-Schmid yield behavior.
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  m n
(MPa)
 2Ta     n m n
(MPa)





143 -24 [1 2 20] 234.09 104.05 21.45 -13.83 45.38 157.05
0 [1 3 7] 229.5 114.34 13.75 0 33.94 162.03
20 [3 7 9] 263.93 120.93 4.85 13.85 15.19 154.82
195 -24 [1 2 20] 131.56 58.48 5.49 -5.30 17.27 75.94
0 [1 3 7] 126.5 63.02 3.45 0 12.67 79.14
20 [3 7 9] 136.62 62.60 1.14 4.89 5.33 73.96
250 -24 [1 2 20] 58.10 25.83 1.13 -2.26 5.99 30.69
0 [1 3 7] 53.8 26.80 0.69 0 4.23 31.72
20 [3 7 9] 56.76 26.01 0.22 1.96 1.74 29.93
295 -24 [1 2 20] 32.51 14.45 0.37 -1.26 3.02 16.58
0 [1 3 7] 30.10 14.99 0.23 0 2.12 17.34
20 [3 7 9] 31.30 14.34 0.07 1.08 0.86 16.35
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Using atomistic simulations of a ½ <111> screw dislocation in bcc-Fe [233], the
yield stress criterion given in Eq. (6.2) may be extended to account for the effect of
tension/compression perpendicular to the glide direction and also account for the fact that
hydrostatic stress does not contribute to dislocation glide. This leads to three additional
terms in the expression for the critical yield stress [233]. For simplicity, the effect of
these additional non-Schmid stresses on yield behavior is not considered the present
work.
6.4 Crystal plasticity framework
The finite deformation crystal plasticity model is based on the multiplicative
deformation of the deformation gradient, F , into elastic, eF , and inelastic, iF , parts
[49,50]. The inelastic velocity gradient, iL , given by 1i i i L F F , is the tensor sum of








  L m n (6.7)
where 0
m and 0
n are unit vectors corresponding to the slip and slip plane normal
directions in the reference (or intermediate) configuration. Shearing rate,  , is a
function of the resolved shear stress,  , and the internal state variables (ISVs) on each
slip system  . The slip system dislocation density,  , given as the additive sum of
mobile, M
 , and immobile dislocations, I
 , i.e., M I
      , is used as an ISV in this
framework.
178
6.4.1 Dislocation glide kinetics
Thermally activated glide of ½ <111> screw dislocations by kink-pair nucleation
is the rate controlling mechanism governing inelastic deformation in bcc metals at low
temperatures (cf. [254]). In continuum constitutive formulations, the crystallographic
shearing rate due to thermally activated dislocation glide is generally represented using a

























where 0 is the pre-exponential factor, gF is the activation energy for dislocation glide
in the absence of external stress, k is Boltzmann constant, T is absolute temperature, f

is the driving stress for dislocation glide, s is the lattice resistance to dislocation glide,
0s
 is the lattice resistance at 0 K, and p and q are parameters used to model the shape
of the activation enthalpy function. Note that the double-kink nucleation mechanism in
bcc metals is governed by two different temperature regimes (cf. [254]). For simplicity,
these two regimes are not explicitly considered in the present work.
The purpose of this work is to demonstrate a top-down approach for modeling
non-Schmid effects in bcc metals at finite temperatures. It should be noted that while the
coarse-grained constitutive models developed/used in this work are phenomenological in
nature, we still consider the screw dislocation movement by kink-pair formation as the
rate-controlling mechanism. In more (atomistically-derived) physical formulations, the
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  (6.9)
where  kp ,fH T is the stress- and temperature-dependent activation free energy of
kink-pair formation. We have recently used the nudged elastic band method to calculate
the kink-pair formation energy from the approximate 0 K potential energy landscape (i.e.,
kp kp( , ) ( , 0)f fH T H T
    ) [246]. However, to fully account for the effect of
activation entropy and the associated Meyer-Neldel compensation rule [255], one should
calculate the activation free energy as a function of all the stress components at various
temperatures. At the moment, it is a very difficult task from the atomistic modeling
standpoint. Hence, the present work represents an empirical characterization of the
temperature effect on activation free energy of kink-pair formation in terms of the
temperature dependent 1a , 2a , and 3a . The enthalpy function in its present form is
simple enough for the parameters to be estimated directly from available experimental
data. As will be shown later, this Kocks-type flow rule replicates the inelastic flow
response fairly well.
In Eq. (6.8), s may be expressed as the additive sum of contributions from the
lattice frictional resistance, Tfrics , and the obstacle resistance, obss
 , i.e.,
T
fric obss s s
   (6.10)
T
frics is the short range lattice resistance and is generally a function of the
temperature-dependent Peierls stress in bcc metals. The long range resistance, obss
 , due to












where G is the shear modulus, b is the Burgers vector magnitude, q is the dislocation
barrier strength, and, A is the matrix of slip system dislocation interaction coefficients.
Ideally, s should be equal to Tcr at yield, since
T
cr represents the total slip system
resistance to glide initiation.
Strictly speaking, the driving stress for dislocation glide, f
 , is just the resolved
shear stress,  , on slip system  ; this must hold whether yield (i.e., initiation of glide at
a threshold) follows Schmid’s law or not. Further, crystal viscoplastic formulations do
not generally model yield and inelastic flow separately. Yield is implicitly modeled in the
flow rule using the lattice resistance, s , or a similar threshold-like term.
In the present formulation, we assume the initial (threshold) driving stress to be




      (6.12)
From Eq. (6.2), ns
 has the following form:
   1 2 3T T Tns ns ns nsa a a                   m n n m n n m n   (6.13)
Eq. (6.12) thus satisfies the yield relation given in Eq. (6.2). However, in view of the
foregoing statement that resolved shear stress drives dislocation glide, Eq. (6.12) should
be modified beyond the point of yield such that the contribution from non-Schmid
stresses diminishes with inelastic deformation. From a physical standpoint, it is unlikely
that the non-Schmid effects would suddenly disappear; not all dislocations start gliding at
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the point of initial yield, meaning that not all dislocation cores get constricted
simultaneously at yield. Further, long range interaction fields with other dislocations may
be expected to affect the extent of dislocation core spreading and its subsequent
constriction. We propose to model this decay of the non-Schmid contribution to the
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i is a material constant. As the contribution of non-Schmid stresses decays with
increasing inelastic strain, the resolved shear stress,  , dominates the driving force for
dislocation glide.
Note that the non-Schmid stresses may be assumed to decay as a function of the
dislocation density,  , or some other state variable. For simplicity we choose the
constitutive form given in Eq. (6.14). Detailed experimental studies, for example, of the
orientation dependence of yield in pre-strained crystals, are needed to determine the exact
nature of the decay of non-Schmid stresses with applied strain.
6.4.2 Dislocation evolution
We have developed constitutive equations for the evolution of mobile and
immobile dislocations in bcc metals subjected to radiation damage in Chapter 2.
Neglecting terms representing the interaction of dislocations with irradiation-induced
defects, the rate of evolution of mobile and immobile dislocations, as a function of the
crystallographic shearing rate,  , is given as [16]
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   
   
    (6.16)
The first term in Eq. (6.15) represents the rate of formation of new mobile dislocations by
multiplication at existing dislocation segments, the second  term represents the rate of
migration of mobile dislocations by cross-slip (from slip plane  to slip plane  ), the
third term represents the rate of mutual annihilation of mobile dislocation segments with
opposite Burgers vectors within a critical capture radius cR , and the fourth term
represents the rate of immobilization of mobile dislocation segments by trapping at
barriers, given as a function of the effective mean free path, 1    , of the glide
dislocations. The corresponding rate of addition of immobile dislocations due to trapping
of mobile dislocations is reflected in the first term of Eq. (6.16), while the second term
represents the rate of annihilation of immobile dislocations by dynamic recovery. In these
equations, mulk , csk , and dynk are material constants corresponding to mobile dislocation
multiplication, mobile dislocation cross-slip, and dynamic recovery of immobile
dislocations, respectively. * is the activation stress for cross-slip over an activation
volume, aV , and  is a constant associated with dislocation trapping. These equations
are assumed to principally reflect the dislocation mechanisms governing inelastic
deformation in bcc-Fe. Reference [16] provides a detailed description of the physical
mechanisms modeled and the assumptions involved.
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6.5 Model parameters
Temperature dependent elastic constants for bcc-Fe are adopted from [256]. As
mentioned earlier, the material is assumed to have 24 {110} <111> slip systems,
considering both positive and negative slip. These slip systems are listed in [230]. Based
on bcc crystallography, the Burgers vector magnitude of Fe is given as   03 2b a ,
where 0 0.2866 nma  is the lattice parameter of bcc-iron [83].
Experimental studies [250,251,257,258] have suggested that the activation energy
for dislocation glide at zero stress, gF , is in the range 0.65-0.9 eV. We have assumed
that 0.7 eVgF  at all temperatures. Values of the shape function parameters, 0.28p 
and 1.34q  , are taken from [51], where they were used to model the tensile behavior of
bcc-Ta. Note that p and q were fit to the atomistically calculated stress-dependent
activation energies of kink-pair formation in Ref. [246] and it was found that p and q
are not very sensitive to the detailed variation of stress dependent activation energies. The
pre-exponential factor in the flow rule, 0 , is assumed to be have a constant value of
4 15.0 10  s .




discussed in Section 6.3. The non-Schmid contribution to the driving stress has been
modeled to decay as an exponential function of the effective inelastic strain in Eq. (6.14).
The value of the associated material constant, 0
i , is assumed to be 0.02, meaning that the
non-Schmid contribution at 0.02ieff  decreases to ≈ 37% of the contribution at initial
yield ( 0ieff  ). Systematic experiments/atomistic simulations are needed to further refine
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this phenomenological relation. Parametric study of the effect of 0
i on the simulated
stress-strain curves is shown in Section 6.6.3.
From [85], the lattice resistance at 0 K, 0 390 MPas
  . From experiments [259],
temperature-dependent values of the lattice frictional resistance, Tfrics , are:
295K 10 MPafrics  ,
250K 25 MPafrics  ,
195K 60 MPafrics  , and
143K 115 MPafrics  . These values
were again fit to a polynomial expression to obtain the temperature dependence of Tfrics ,
i.e.,
2361.7426 2.2311 [K] 0.0035 [K]  MPaTfrics T T   (6.17)
Further, Tfrics is assumed to be independent of the loading orientation. The dislocation
barrier strength, q , is assumed to be 0.3 in the expression for obstacle resistance, obss
 . A
similar value was used in Arsenlis et al. [12] to model the dislocation barrier resistance in
irradiated Cu. The values of the dislocation interaction coefficients were assumed to be
1.0A  (self-interaction) and   0.2A    (latent interaction). From experiments
[257,259], 5 8 MPaobss
   at initial yield. Putting in values of the above mentioned
parameters in Eq. (6.11), the initial value of dislocation density,
0 4 24.0 10.0 10  mm    . We have assumed that an equal population of mobile and
immobile dislocations exists initially, and 0 0 4 24.0 10  mmM I 
   on all slip systems.
Parameters associated with the dislocation evolution equations include: mulk , csk ,
dynk ,
* , aV , cR , and  . Since this work focusses on modeling the mechanical behavior
of bcc-Fe at low and ambient temperatures, dislocation migration due to thermally
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activated cross-slip may be neglected at these temperatures, i.e., 0csk  (see [16] for
values of the parameters, * and aV , when csk is non-zero). The critical capture radius,
cR , for mutual annihilation of dislocation dipoles is assumed to be 6b (≈ 1.5 nm). This is
of the same order as that used in Ref. [12] for mutual dislocation dipole annihilation in
irradiated Cu. The remaining parameters, mulk , dynk and  , were used to fit simulation
results to the experimental single crystal stress-strain curves of bcc-Fe [4] for different
loading orientations at 298 K. Based on the fit (discussed in Section 6.6.1),
23.45 10mulk
  , 22.75 10dynk   , and
27.40 10
  . Further, these parameters are
assumed to be temperature invariant. Table 8 lists the values of the complete set of
parameters.
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Table 8. Model parameters for bcc-Fe.
Parameter Value Meaning
11C , 12C , 44C ,

  239260 24520 exp 392.03 [K] 1  MPaT  ,
  135780 6550 exp 469.65 [K] 1  MPaT  ,
  120720 3500 exp 162.9 [K] 1  MPaT  , 0.29
Elastic constants
(from [256])
G 87600 17 [K] MPaT Shear modulus
(from [260])
0a 0.2866 nm Lattice parameter
(from [83])
gF , p , q , 0 0.7 eV, 0.28, 1.34,





Ta  1 0.0106 2.3311exp 0.0162Ta T   ,
 2 0.1727 108.9126exp 0.0496Ta T   ,
 3 0.2699 3.5454exp 0.0160Ta T   ; for




 , q , A ,
 A   ,
0s

2361.7426 2.2311 [K] 0.0035 [K]  MPaTfrics T T   ,




i 0.02 Parameter for
decay of non-
Schmid stresses
mulk , csk , dynk ,
cR , 




6.6 Results and discussion
6.6.1 Orientation-dependent stress-strain curves at 298 K
Three-dimensional (3D) finite element simulations were performed using the
finite element program ABAQUS [91]. Periodic boundary conditions were enforced in all
directions on a cubic simulation cell of size 100 µm on each side. The material was
loaded in uniaxial tension using displacement-controlled boundary conditions at a strain
rate of 4 110  s  (unless specified otherwise), with net traction free sides. The constitutive
equations were implemented using the user material subroutine (UMAT) in ABAQUS.
The constitutive model was fit to the experimental initial hardening response (up
to ≈ 5% strain) of single crystal Fe loaded in three different orientations, [0 0 1] , [0 1 1]
and [1 1 1] , at 298 K. Figure 41 compares the simulated stress-strain curves with the
experimental data [4,240]. A reasonable fit was obtained for the stress-strain response in
all three orientations. However, the simulated yield stress for the [1 1 1] orientation
differed slightly from the experimental value. Note that the non-Schmid parameters were
calculated from a different set of experiments [1,253]. Small differences in material
composition might have resulted in different values of yield stress. For example, it has
been shown [261] that ppm level carbon concentration difference can result in non-
negligible difference in the yield stress of Fe single crystals, especially at low
temperatures. If the experimental data from Ref. [4] were used for calculating the non-
Schmid parameters, 298K1 0.0363a  ,
298K
2 0.0333a   ,
298K
3 0.1417a  , and
298K 17.87 MPacr  . Due to the lack of systematic data regarding the variation of
orientation-dependent yield stress with temperature in Ref. [4], these experimental results
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were not used to develop the constitutive equations for non-Schmid parameters.
Nevertheless, the overall stress-strain response of the simulated material is in qualitative
agreement with experiments.
Figure 41. Comparison of simulations (solid and dotted lines) calibrated to the
experimental stress-strain curves (open symbols) for three different orientations at
298 K . Experimental data from [4].
Figure 42 shows the evolution of average mobile and immobile dislocation
density as a function of strain for the three loading orientations. These dislocation
densities are averaged over all slip systems. While the dislocation densities (both mobile
and immobile) saturate for the [0 1 1] loading case, this is not the case for [0 0 1] and
[1 1 1] loading. The hardening behavior in the stress-strain curves in Fig. 41 suggest the
same (obstacle hardening is a function of dislocation density). Further, the mobile
dislocation density for the [0 0 1] and [1 1 1] loading cases increases asymptotically.
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This dislocation evolution behavior is qualitatively similar to that seen in experiments
[4]; the nature of dislocation evolution, asymptotic or saturating, is a function of the
loading orientation and active slip systems.
Figure 42. Evolution of average dislocation density as a function of strain for
different loading orientations.
6.6.2 Temperature-dependent yield stress
The constitutive equations were used to predict the yield stress of single crystal Fe
for various temperatures and loading orientations. The model predictions were compared
to the experimental data [1] for the material loaded in [1 1 16] , [1 3 7] , and [4 9 9]
orientations at 143 K, 195 K, 250 K, and 295 K. Figure 43 compares the 0.2% yield stress
measured from simulations to the corresponding experimental data as a function of angle,
 , which the MRSSP makes with the reference (110) slip plane. Angles, 30    ,
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0   , and 30   , in Ref. [1] roughly correspond to the [1 1 16] , [1 3 7] , and [4 9 9]
loading orientations, respectively. Except for the [4 9 9] loading, the predicted
orientation-dependent yield behavior was fairly accurate at all temperatures. The yield
stress for [4 9 9] orientation was over-predicted at all temperatures. As mentioned earlier
in Section 6.3, the experimental yield stress for this orientation, 30   , was not used to
estimate the non-Schmid coefficients; a higher order stress term may be necessary to
capture the yield behavior for this orientation. Generally, this orientation is also excluded
in estimation of non-Schmid parameters from atomistic simulations (cf. [232]).
Figure 43. Comparison of yield stress measured from simulations (closed symbols)
with experiments (open symbols) for different loading orientations and
temperatures.
The yield stress, in the present case, is a function of the non-Schmid stresses, as
well as the lattice frictional and obstacle resistances. Of these, the non-Schmid stresses
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are orientation and temperature dependent (Eqs. (6.4)-(6.6)), while the lattice frictional
resistance is assumed to depend only on temperature (Eq. (6.17)). Temperature
dependence of the obstacle resistance was ignored in the present work; the simulated
hardening response was, in many cases, not in agreement with the experimental
hardening response at lower temperatures. Moreover, the hardening response was
calibrated using a different set of experiments [4] at 298 K. The simulated hardening may
not be expected to fit the experimental results from Ref. [1] at lower temperatures.
A ratio of the total resolved stress, including non-Schmid terms, to the Schmid
stress (on slip system  with the highest Schmid factor) given as
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 
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m n
   

(6.18)
This ratio may be used for estimating the deviation from ‘conventional’ Schmid behavior
at temperature T . Ratio TnsR is plotted for different temperatures in the standard
stereographic triangle in Figs. 44(a)-(d). These values are calculated at the point of initial
yield. The corresponding Schmid factor is plotted in Fig. 44(e). The deviation from
Schmid behavior increases with decrease in temperature. The value of TnsR , although
relatively lower, is slightly greater than unity at 250 K and 295 K. This suggests that non-
Schmid effects are non-negligible at room temperature. Furthermore, TnsR is higher for
crystallographic orientations between the [0 0 1] and [1 1 1] poles in the stereographic
triangle. As one approaches the [0 1 1] pole, TnsR decreases gradually to unity at all
temperatures.
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Figure 44. TnsR for uniaxial tension plotted in the standard stereographic triangle at
(a): 143 K , (b): 195 K , (c): 250 K , and (d): 295 K . (e): Schmid factor for bcc
metals.
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6.6.3 Parametric study of 0
i
The effect of 0
i on the mechanical response of the specimen loaded in [1 1 16]
orientation was explored at 195 K. The stress-strain response without non-Schmid
effects, i.e., associative flow was also simulated. Figure 45 shows the stress-strain curves
for all these cases compared to the experimental data. The ‘associative’ legend represents
no non-Schmid effects/associative flow, and the open symbols show the experimental
stress-strain curve from Ref. [1] for [1 1 16] loading at 195 K.
As 0
i is increased from 0.005 to 0.05, the initial flow stress decreases
monotonically. The initial flow stress of the associative flow case is higher than those
with non-Schmid stresses. Note that relaxation of the stress-strain response to a quasi-
equilibrium state is observed at higher applied strains; this is more prominent for the
material with lower 0
i . It might seem counter-intuitive that the material with higher non-
Schmid stresses has a lower initial flow stress. Note that for glide to occur, the driving
stress, f
 , must overcome the lattice frictional and obstacle resistance. f
 has
contributions from the resolved shear stress,  , and the non-Schmid stresses (both
components of the macroscopic stress state). When non-Schmid stresses are present, they
complement  in overcoming the lattice resistance. However, for the case of associative
flow,  must have a higher relative contribution to f
 ;  , and hence the macroscopic
stress, has to increase to overcome the lattice resistance initially.
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Figure 45. Parametric effect of 0
i on the true stress-strain response of the material
loaded in [1 1 16] orientation at 195 K compared to the associative flow behavior.
Open symbols show the corresponding experimental data from [1].
Comparison to experiments [1] shows that the material with 0 0.02
i  best fits the
experimental stress-strain data, all other parameters remaining unchanged. Accordingly,
we have used 0 0.02
i  in all our simulations. Systematic experiments, for example,
uniaxial loading of single crystals with different levels of pre-strain, may be used to
obtain a better estimate of this parameter (higher pre-strain would relate to lower
contribution of non-Schmid effects).
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6.6.4 Tension-compression asymmetry
The constitutive model was used to predict the tension-compression (TC)
asymmetry of single crystal Fe loaded in different orientations. This asymmetry measured














where tY is the yield stress in tension, and
c
Y is the yield stress in compression. The
yield stress measured at 0.2% strain was used in these calculations. Figure 46 shows the
variation of SD with temperature for various loading orientations. A negative value of
SD indicates higher yield stress in compression.
As can be seen, the tension-compression asymmetry is highly orientation and
temperature dependent. Loading orientations [0 0 1] and [1 1 16] are stereographically
close by, hence the overlap in their TC asymmetry behavior, especially at 250 K and 295
K. A qualitatively similar, but higher, degree of TC asymmetry is also seen for the
[1 1 1] orientation. The yield stress is generally higher in compression, except for the
[0 1 1] orientation at 143 K. Similar predictions were also made for the TC asymmetry
of single crystal Mo in Ref. [243] using a constitutive model with non-Schmid
considerations. Also note that the TC asymmetry is generally lower at 250 K and 295 K,
though not zero. This again shows that TC asymmetry due to the non-Schmid effects is
still present at room temperature.
This asymmetry arises from activation of different slip systems in tension and
compression. A comparison of the possible activated slip systems in tension versus
compression is given in Ref. [242] for different loading orientations. There is no
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systematic experimental data available to compare to our model predictions. However,
experiments [262,263] have shown that tension-compression asymmetry is indeed
prevalent in similar Fe-Si alloys.
Figure 46. Variation of the strength differential, SD , with temperature for different
loading orientations.
6.6.5 Strain rate dependence
The model was used to simulate the strain rate dependence of single crystal Fe
loaded in the [0 0 1] orientation at 298 K by applying strain rates in the range 410 to
0 -110 s , with the resulting stress-strain responses shown in Fig. 47(a). As expected, the
flow stress increases at higher strain rates. Figure 47(b) plots the ratio of yield stress
measured at a given strain rate to the corresponding yield stress at 4 110  s  for different
loading rates. Simulation results of single crystal Fe at 298 K are compared with
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experimental data for polycrystalline Fe [5]; a test temperature of 288 K was used in the
experiments. Although a one-to-one correspondence may not be expected, the simulated
increase in yield stress with applied strain rate is in general agreement with experiments,
at least up to a strain rate of 1 110  s  . Beyond this, the simulations have slightly higher
rate sensitivity than the experiments. Note that the experimental yield stress reported here
is for polycrystalline Fe. The pre-exponential factor, 0 , may be used to calibrate the
strain rate dependence in terms of the yield and flow stress. In the present simulations,
4 1
0 5.0 10  s
  was used. A higher value of 0 would result in lower yield and flow
stress.
Figure 47. (a): Simulated strain rate sensitivity of single crystal Fe loaded in the
[0 0 1] orientation at 298 K . (b): Comparison of simulated 0.2% yield stress of
single crystal Fe with experimentally measured lower yield stress of polycrystal Fe
as a function of strain rate. Experimental data from [5].
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6.6.6 Implications for radiation damage
The models discussed in this Chapter have not addressed any issues relating to
radiation damage at low temperatures so far. This is in part due to the complicated nature
of non-Schmid effects by itself, and also due to the lack of relevant experimental data for
single crystal Fe to compare our model predictions. Moreover, delineating the irradiation
effects from the non-Schmid effects presents an added challenge. While irradiation
hardening and flow localization due interactions of dislocations with interstitial loops
may be modeled using the constitutive equations developed in Chapters 2 and 3,
interaction of dislocations with the irradiation-induced point defects is expected to affect
their mobility and the unit processes of dislocation kink pair formation.
Dr. Ting Zhu and Sankar Narayanan at Georgia Tech are presently studying these
interactions and their effect on the deformation mechanism using atomistic simulations.
Based on personal communication, the following summarizes some of their recent
findings. While the far-field dislocation-interstitial interaction is still governed by the
elastic strain field of these defects, screw dislocation migration is controlled by cross-
kink nucleation on secondary slip planes (as opposed to double kink nucleation) once the
interstitial approaches the screw dislocation core. Further, the spatial orientation of
interstitials around the dislocation core also affects the Peierls stress for dislocation kink
nucleation. These effects would manifest themselves in a modified form of the enthalpy
shape function for screw dislocation mobility in Eq. (6.8).
While the above mentioned studies are for the unit process of kink-pair formation,
we expect that the presence of a distribution of interstitials around a screw dislocation
core would further hinder its glide by preventing core constriction on secondary slip
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planes. From a statistical viewpoint, these effects may be accounted in the present
framework by modeling the non-Schmid coefficients as a function of the mean field
interstitial concentration, i.e.,
0
( )T Tj j j ia a f c  (6.20)




ja is the value of the corresponding non-
Schmid coefficient in the absence of any irradiation (as modeled in the present
simulations), and ( )j if c is the functional dependence of the non-Schmid coefficient on
the interstitial concentration, ic , around the dislocation core. This last term needs to be
determined from relevant atomistic calculations.
6.7 Summary
Constitutive equations have been developed for modeling orientation dependence
and tension-compression asymmetry of single crystal bcc-Fe at low and ambient
temperatures by attributing these effects to non-Schmid stresses that have been shown in
previous 2D atomistic simulations to correlate with screw dislocation core spreading.
Constitutive equations are also introduced for the decay of the non-Schmid contribution
to the yield stress as a function of inelastic strain. These non-Schmid contributions are
coupled with an existing dislocation density crystal plasticity framework to simulate the
mechanical behavior of single crystal Fe. The model is fit to the experimental hardening
response at 298 K. The yield stress and tension-compression asymmetry for different
loading orientations and temperatures is also modeled. Model predictions are compared
to available experimental data, including strain rate dependence of flow stress.
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Temperature dependence of the non-Schmid parameters has not been previously
examined. Furthermore, previous continuum constitutive models generally use the non-
Schmid parameters measured from atomistic simulations at 0 K. This might not be
physically accurate, as experiments suggest that the non-Schmid effects decay with
increase in temperature. In this work, the non-Schmid parameters and their temperature
dependence are inferred entirely from available experimental data for Fe. The
methodology adopted in this work may also be used to estimate the temperature
dependence of non-Schmid parameters for other bcc metals, such as Mo and Ta.
This work demonstrates a top-down approach to crystal plasticity modeling of
temperature-dependent non-Schmid yield behavior in bcc metals. While a bottom-up
approach employing atomistics (for example, [245]) may be more physically based with
regard to dislocation line level processes involved in kink-pair formation, these models
are presently of largely qualitative character. They predict significantly higher Peierls
stress values than seen in experiments and do not account for many body defect
interactions. The top-down approach taken here can be used to model mesoscopic
(polycrystal) and macroscopic deformation behavior in applications.
It will clearly take more time and effort to rectify and fully understand the
applicability of the kind of non-Schmid type formulation of crystal plasticity pursued
here relative to approaches that consider in more detail the processes of kink pair
formation at lower stress levels and finite temperatures typically of thermally activated
flow in bcc crystals. The latter approaches do not resort to the core spreading argument
and associated non-Schmid stress effects in Eq. (6.2) (i.e., 1 2 3 0a a a   ) [246].
However, tension-compression asymmetry is a challenge to be resolved in models that do
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not incorporate non-Schmid stresses. Ultimately, it is likely necessary to rectify and adopt
combined bottom-up and top-down modeling approaches to address the complexity of
screw/edge dislocation activities in bcc crystals to make connections between the length




7.1 Summary and novel contributions
7.1.1 Constitutive model development
A continuum crystal plasticity framework has been developed for modeling the
mechanical behavior of irradiated bcc materials. The framework models the deformation
behavior over a range of loading and radiation histories. Climb enhanced glide of
dislocations is the principal inelastic deformation mechanism in this crystal plasticity
framework. While the conventional glide component of deformation dominates during
quasi-static loading, dislocation climb by stress-induced preferential absorption (SIPA) is
more prevalent during creep loading of the irradiated materials.
A continuum damage framework has also been developed to model failure
initiation at the interfaces of dislocation channels and grain boundaries (GBs) in
irradiated bcc materials. Void nucleation and growth by condensation of supersaturated
vacancies (generated during inelastic deformation) is the main failure mechanism in this
damage framework.
Dislocation densities (mobile and immobile), size and number density of the
irradiation-induced interstitial loops, and point defect concentrations are used as state
variables in this crystal plasticity framework. The damage framework also uses the
number density and size of voids as state variables, in addition to those used in the crystal
plasticity framework.
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Physically-based constitutive equations have been developed to model the
evolution of these state variables by creation, exchange, interaction, and annihilation type
mechanisms. Rate theory based equations for the evolution of point defects have also
been integrated in this crystal plasticity framework. This is a unique feature of the present
framework and has not been done previously. Rate theory calculations are usually
performed for mean field material points and have not been correlated to the mechanical
behavior previously. Radiation damage in metals is generally manifested in terms of
point defect generation and their subsequent evolution. Correlation of the spatial point
defect evolution to the deformation behavior is therefore fundamental to modeling
radiation damage, more so in the case of irradiation creep. While irradiation hardening
and subsequent flow localization can be modeled by simply considering the interstitial
loops (in bcc metals), modeling irradiation creep requires consideration for the radiation-
induced point defects, as well. Consideration of point defects also allows us to model
void nucleation and growth by condensation of supersaturated vacancies generated during
inelastic deformation.
In addition to modifying some of the existing models available in the literature,
constitutive equations for the following physical mechanisms have been developed in this
work:
 Inelastic deformation by climb enhanced glide of dislocations.
 Climb of mobile edge dislocations by absorbing point defect clusters and their
transformation to interstitial loops.
 Growth of planar interstitial loops by absorbing point defects.
 Cross-slip of mobile screw dislocations.
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 Annihilation of interstitial loops when they are within a critical capture radius of
the interacting mobile dislocations, thus clearing pathways for easy dislocation
glide.
 Temperature dependence of non-Schmid yield behavior.
 Decay of non-Schmid stresses with inelastic deformation.
 Diffusion-mediated growth of voids in a supersaturated field of vacancies under
tensile hydrostatic stresses.
Integration of these models in the crystal plasticity framework not only provides a more
physically-based representation of the deformation behavior, but also allows us to
delineate the effect of each of these separate mechanisms on the overall macroscopic
mechanical response and microstructure evolution. Parametric study of these models also
offers guidance for tailoring properties for the design of ‘radiation-resistant’ materials.
7.1.2 Model application
The framework has been used to model the following major features of inelastic
deformation in irradiated bcc materials:
 Increase in yield stress due irradiation hardening and the initial dislocation
evolution due to interaction with irradiation-induced defects.
 Flow localization along narrow dislocation channels due to annihilation of
irradiation-induced interstitial loops by the interacting mobile dislocations.
 Failure initiation at the interfaces of these dislocation channels and GBs by void
nucleation and growth processes.
 Irradiation creep deformation by dislocation climb enhanced glide.
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 Temperature-dependent non-Schmid yield behavior in bcc metals.
Prior to this work, there existed several constitutive crystal plasticity frameworks
[12–15] to model the mechanical behavior of irradiated polycrystals. A distinct feature of
our framework in comparison to these previous works is that we have explicitly modeled
irradiation creep; none of these existing frameworks consider irradiation creep
deformation. Moreover, microstructure evolution due to dislocation channel formation is
not addressed explicitly in most of these frameworks. In contrast, we have modeled both
the deformed microstructure evolution and the resulting mechanical behavior due to
dislocation channel formation; correlating the deformed microstructure with the
mechanical properties is essential to understanding the mechanics of these deformation
processes.
Another novel contribution of this research is the void nucleation and growth
based damage framework. While this framework was applied to model failure initiation
at the dislocation channel interfaces in irradiated metals, the underlying physics of the
framework is general enough for modeling void nucleation and growth mediated failure
in virgin metals, as well.
Finally, constitutive modeling of the temperature dependence of non-Schmid
stresses is another novel contribution of this research. While atomistically informed
constitutive frameworks for modeling non-Schmid effects were developed previously
(e.g. [233,242]), temperature dependence of the non-Schmid stresses was never studied
systematically. Relevant findings of the present research pose the necessity for exploring
these temperature effects in other bcc metals as well, in order to develop physically
accurate constitutive models.
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The constitutive crystal plasticity framework described in Chapter 2 has been
published in Ref. [16]. Major findings of Chapter 3 relating to flow localization and
dislocation channel formation have been published in Ref. [17]. The void nucleation and
growth based damage framework used to model failure initiation in the regions of stress
concentration in Chapter 4 has been submitted for publication [18]. Significant parts of
Chapter 6 relating to the top-down modeling of temperature-dependent non-Schmid
effects in bcc-Fe have also been submitted for publication [19].
This coarse-grained constitutive framework is suited for modeling the mechanical
behavior at the meso- and macroscales, while addressing the physics of the underlying
deformation phenomena. Atomistic and dislocation dynamics simulations are indeed
essential for understanding the defect evolution unit processes, but they are unfeasible for
simulating polycrystalline ensembles at the scale of microns and over large timescales.
Using information (of the physical deformation mechanisms) gained from these lower
scale simulations, the present continuum framework may be used to model their effect on
the macroscopic mechanical properties and microstructural evolution.
A shortcoming of this body of work is neglect of the non-local character of
transport relations for point defects (Eqs. (5.3)-(5.4)), as well as non-local relations for
dislocation-interstitial loop interactions. Such relations are necessary to achieve FE mesh
insensitive results. As a consequence of the local approximation, the mesh sizes used here
must be regarded as the assigned material length scales for localization.
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7.2 Conclusions
Based on application of the constitutive framework to model different loading
conditions, the following major conclusions are drawn from the present research:
Flow localization along dislocation channels
 The constitutive framework is able to qualitatively capture the microstructural and
mechanical aspects of inelastic flow localization due to dislocation channel
formation in irradiated bcc materials.
 Flow localization in our simulations is a result of ‘constitutive’ material softening
effects due to interstitial loop annihilation along preferred crystallographic planes,
triggered by intergranular heterogeneity.
 Cross-slip promotes the formation of wider and more diffuse dislocation channels.
 Maximum localized inelastic strain in the channels is a linear function of the
radiation dpa dose for the same initial crystallographic orientation distribution of
grains.
 There are two dominant length scales governing the localization phenomena. The
dislocation channel width is governed by the greater of the mean free path of
mobile dislocations, dl , and the mesh size, while the dislocation channel spacing
is governed by the grain size.
Failure initiation along dislocation channel interfaces and GBs ahead of a notch
 The density of dislocation channels is much higher in the vicinity of a notch, as
compared to the homogeneously deformed bulk.
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 The void nucleation and growth based damage framework is able to model ductile
‘zigzag’ fracture and limited ductility ‘channel’ fracture in irradiated metals at
elevated temperatures.
 Failure initiation is strongly sensitive to the interfacial energy change, het ,
associated with heterogeneous void nucleation at the dislocation channel
interfaces and GBs. This parameter may be used for calibrating our model
predictions to experiments.
 The crack growth resistance of irradiated specimens is lower than that of the
virgin specimens.
 The extent of localization and failure initiation is inhibited at higher strain rates.
Irradiation creep deformation
 Dislocation climb by stress-induced preferential absorption (SIPA) and
subsequent dislocation glide is the primary irradiation creep mechanism in our
framework. Using this mechanism, model predictions of creep rates and
irradiation creep compliance are of the same order of magnitude as in
experiments.
 The interstitial loop density was found to increase monotonically with ongoing
radiation, while mean the loop size saturates following the initial transients.
 The in-situ radiation rate was measured in terms of -1dpa s using a
phenomenological relationship that correlates the interstitial loop density with the
radiation dpa damage. Using this correlation, the measured dpa rate was found to
increase linearly with time. This asserts that the present framework is modeling
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trends of irradiation creep qualitatively, as linear dpa rate is expected for a
constant defect pair production rate.
 The creep strain rate decreases with decreasing grain size and higher GB sink
strengths. This is because point defect sinks inhibit the inelastic deformation near
GBs. Decrease in irradiation creep rate with decreasing grain size was also
observed in experiments during in-reactor stress relaxation of Zr alloys [223,224].
Non-Schmid yield behavior of bcc-iron at low and ambient temperatures
 A top-down approach is used for modeling the temperature dependence of non-
Schmid effects in bcc-Fe, using data entirely from experiments.
 Using the atomistically measured 0 K non-Schmid coefficients for modeling the
mechanical behavior of bcc metals at finite temperatures is physically inaccurate.
 The contribution of non-Schmid stresses required to constrict the screw
dislocation cores (for them to glide) decreases with increasing temperature and
increasing inelastic deformation.
 Based on fit to experiments, the decay of non-Schmid coefficients with respect to
temperature starts saturating at ~ 250 K in bcc-iron.
 Non-Schmid yield behavior and resulting tension-compression asymmetry though
reduced, is still non-negligible at room temperatures in bcc-iron. At room
temperature, the contribution of non-Schmid stresses to the critical resolved shear




7.3 Recommendations for future work
As with any model development, we have made numerous assumptions to
simplify the constitutive equations and their numerical implementation. Most
importantly, we have assumed a local material in all the model applications demonstrated
in this research. This framework may be updated in future work to consider the non-local
nature of dislocation-interstitial loop interactions by incorporating higher order gradient
terms (of inelastic strain/dislocation density) in the evolution of flow stress. The work of
Aifantis and co-authors [146–151] may be used as a starting point for this non-local
approach. A non-local model would regularize the width of localized dislocation channels
according to an intrinsic material length scale (as opposed to a mesh size-dependent
channel width). Further, point defect spatial diffusion may be present at the timescales of
irradiation creep deformation, as well. Point defect gradients are also expected to be non-
negligible during slow strain rate in-reactor tension tests with concurrent irradiation.
These defect gradients may be modeled in future work using the constitutive equations
(5.3) and (5.4). In terms of numerical implementation, continuity of the point defect
concentrations needs to be considered in a finite element framework in addition to the
continuity of displacement. Alternatively, a numerical scheme may be developed where
the point defect concentrations are mapped using a separate finite difference mesh, thus
decoupling mechanical deformation and point defect diffusion.
As mentioned above, in-reactor tension tests (concurrent irradiation and
deformation) may be simulated using this model framework in future work. This would
be particularly interesting for exploring the effect of radiation dose on the dislocation
channel formation behavior; Arsenlis et al. [47] showed that a threshold radiation dose
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exists below which channel formation does not take place. It would also be informative to
perform combined loading simulations, e.g., in-reactor tensile loading followed by stress
hold and study its effect on the irradiation creep rates.
While the framework has been applied to model different deformation histories,
detailed parametric exploration (within the window of physical feasibility) of the various
constitutive models has not been performed in the present research. This should be
addressed in future work in order to quantify the individual effect of each of these models
on the measured mechanical properties and/or microstructural evolution characteristics,
and the associated uncertainties.
Finally, validation of the constitutive models with relevant experiments, atomistic
simulations, theoretical calculations, etc. is fundamental for the applicability of this
framework to practical engineering problems. For example, the interfacial energy change
parameter, het , associated with heterogeneous void nucleation may be estimated from
atomistic simulations of the nucleation of voids at interfaces performed for different
stress triaxialities and temperatures. This parameter would affect the accurate
measurement of fracture toughness in our simulations. As another example, the material
constant associated with the decay of non-Schmid stresses as a function of inelastic strain
(in Eq. (6.14)) may be estimated by pre-straining iron single crystals and studying its
effect on the yield stress and flow stress at different temperatures. The presence of
interstitials near the screw dislocation core is also expected to affect the non-Schmid
yield behavior. Relevant atomistic studies may be performed to determine the functional
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