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Abstract
A strongly ergodic non-homogeneous Markov chain is considered in the paper. As an analog of the
Poisson limit theorem for a homogeneous Markov chain recurring to small cylindrical sets, a Poisson
limit theorem is given for the non-homogeneous Markov chain. Meanwhile, some interesting results
about approximation independence and probabilities of small cylindrical sets are given.
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1. The main result
The classical Poisson limit theorem for the 0–1 valued i.i.d. random sequence has been
generalized in different directions such as by moving the sequence from independence to
dependence or by letting it take integer values [1–3]. For an irreducible recurrent finite
Markov chain, Pitskel [3] obtained a Poisson limit theorem for the recurrence to small
cylindrical sets. As an analog of Pitskel’s result, we here prove a Poisson limit theorem for
a strongly ergodic non-homogeneous Markov chain.
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Let N+ be the set of all positive integers and N0 = N+ ∪ {0}. For a non-homogeneous
Markov chain with a finite state space Θ , let Ω = {{ωi}i∈N0 : ωi ∈ Θ} be the space of
trajectories, {P(n): n ∈ N+} be the transition probability matrices with P(n) being the
nth step transition probability matrix, and P be the Markov measure with some initial
distribution. Let P [k,k+n] be the product of matrices P(j), k  j  k+n, k ∈N+, n ∈N0,
and T denote the shift transformation on Ω . For each ω∗ ∈Ω , let
Sn(ω
∗)= {ω: ωi = ω∗i , 0 i  n}.
For a positive constant µ> 0 and ω∗ ∈Ω , let Nn be an integer such that
Nn = inf
{
k:
k∑
i=0
P
(
T iω ∈ Sn(ω∗)
)
 µ
}
.
Let Q be the matrix of a homogeneous finite Markov chain with state space Θ , which
is irreducible and aperiodic, Qn is the nth power of Q. Let ‖ · ‖ denote the matrix norm
‖A‖ = sup
θ∈Θ
∑
α∈Θ
|aθα|.
We obtain the main result stated as follows.
Theorem. Let µ> 0. If limn→∞‖P(n)−Q‖ = 0, then for almost all ω∗ ∈Ω
Nn∑
k=0
ISn(ω∗) ◦ T k
converges weakly to the Poisson law with parameter µ, that is
lim
n→∞P
({
ω ∈Ω :
Nn∑
i=0
ISn(ω∗)(T
iω)= k
})
= µ
k
k! e
−µ, k ∈N0,
where IA(·) is the indicator function of a set A.
In order to prove the theorem, we need some lemmas given in Section 2 for strongly
ergodic non-homogeneous Markov chains. We will note that these result are themselves
interesting and important. Basing these lemmas, we prove the theorem by verifying the
conditions of Sevast’yanov’s theorem [3] stated in Section 3.
2. Some lemmas for non-homogeneous Markov chains
A non-homogeneous Markov chain is called strongly ergodic [4] if there exists a
matrix Π with identical rows such that
lim
n→∞
∥∥P [1,n] −Π∥∥= 0.
We know that if Q is an irreducible and aperiodic finite Markov chain and ‖P(n) −
Q‖ → 0, then the non-homogeneous finite Markov chain {P(n): n ∈ N+} is strongly
ergodic.
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Hereafter, we always assume that Q is irreducible and aperiodic on finite state space Θ ,
and its stationary distribution is {πθ : θ ∈Θ}.
Lemma 1. If limn→∞ ‖P(n)−Q‖ = 0, then
lim
n→∞ supk∈N+
∥∥P [k,k+n−1] −Qn∥∥= 0.
Proof. Let {πθ : θ ∈Θ} be the stationary distribution of Q, and let
Π = (πθα), πθα = πα, θ,α ∈Θ.
We have∥∥P [k,k+n] −Π∥∥ ∥∥P [k,k+n] − P [k,k+n−1]Q∥∥+ ∥∥P [k,k+n−1]Q− P [k,k+n−2]Q2∥∥
+ · · · + ∥∥P [k,k+n−r]Qr − P [k,k+n−r]Π∥∥

∥∥P(k + n)−Q∥∥+ · · · + ∥∥P(k + n− r + 1)−Q∥∥+ ‖Qr −Π‖.
For any ε > 0, there exists an integer r such that
‖Qr −Π‖< ε
2
.
Since ‖P(n)−Q‖→ 0, there exists an integer n1 such that for each k ∈N+∥∥P(k + n− i)−Q∥∥< ε
2r
, 0 i < r, n n1.
Thus, for each ε > 0, there exists an integer n0 > n1 ∨ r such that for each k ∈N+∥∥P [k,k+n] −Π∥∥< ε, n n0.
We also have∥∥P [k,k+n−1] −Qn∥∥ ∥∥P [k,k+n−1] −Π∥∥+ ‖Qn −Π‖.
Thus we complete the proof of the lemma. ✷
Lemma 2. There exist positive constants q1, q2, B and C such that for almost all ω∗ ∈Ω
Bqn1 <P
(
Sn−1(ω∗)
)
<Cqn2 .
Proof. Since Θ is finite and Q is irreducible and aperiodic, there exists an integer n1 such
that
sup
θ,α∈Θ
∣∣Qnθα − πα∣∣< ε2 , n n1.
By Lemma 1, there exists an integer n2 such that
sup
k∈N+
∥∥P [k,k+n−1] −Qn∥∥< ε
2
, n n2.
Let β = supα∈Θ πα . It is clear that 0 < β < 1. Let n0 = n1 ∨ n2. Let ε be small enough
such that β + ε < 1. Thus
sup
k∈N+
sup
θ, α∈Θ
P
[k,k+n−1]
θα < πα + ε  β + ε < 1, n n0.
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Let q2 = (β + ε)1/n0 < 1 and C = q−n02 . Let {pθ : θ ∈Θ} be an initial distribution for
the non-homogeneous Markov chain. For any integer n, let n=mn0+r , where 0 r < n0.
We have
P
(
Sn−1(ω∗)
)= P(ω: ω0 = ω∗0, . . . ,ωn−1 = ω∗n−1)
 P(ω: ωn0 = ω∗n0 , . . . ,ωmn0 = ω∗mn0 , ωmn0+1 = ω∗mn0+1, . . . ,
ωmn0+r = ω∗mn0+r )
=
∑
θ
pθ · P [1,n0]θω∗n0 . . .P
[(m−1)n0+1,mn0]
ω∗
(m−1)n0ω
∗
mn0
· Pω∗mn0ω∗mn0+1(mn0 + 1) . . .
× Pω∗mn0+r−1ω∗mn0+r (mn0 + r)

∑
θ
pθ · (β + ε)m = qn−r2  Cqn2 .
Let
Ak =
{
ω∗: ∃i  k, Pω∗i ω∗i+1(i + 1)= 0
}
, k ∈N+,
A= {ω∗: ∃i ∈N+, Pω∗i ω∗i+1(i + 1)= 0}.
It is clear that P(Ak)= 0 and A=⋃∞k=1Ak , hence P(A)= 0. We note that when ω∗ /∈A
P
(
Sn(ω
∗)
)
> 0, n ∈N+.
Thus for almost all ω∗ ∈Ω
P
(
Sn(ω
∗)
)
> 0, n ∈N+.
Let P ∗ denote the Markov measure for the homogeneous Markov chain Q. Particularly,
for almost ω∗ ∈Ω , we have
P ∗
(
Sn(ω
∗)
)
> 0, n ∈N+.
Let
q¯1 = inf
θ, α∈Θ{Qθα : Qθα > 0}.
It is clear that q¯1 > 0. Since ‖P(n)−Q‖→ 0, for any ε > 0, there exists an inter n3 such
that
sup
θ, α
∣∣Pθα(n)−Qθα∣∣< ε, n n3.
Let ε be small enough such that ε < q¯1, and let q1 = q¯1 − ε. It is not hard to see that there
exist a constant B > 0 such that for almost all ω∗ ∈Ω
P
(
Sn−1(ω∗)
)
>Bqn1 , n ∈N+.
The proof of the lemma is complete. ✷
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Lemma 3. Let k1, k2 be integers and let
E1 =
{
ω: T k1ω ∈ Sn(ω∗)
}
,
E2 =
{
ω: T k2ω ∈ Sn(ω∗)
}
.
If k2 − k1 > n+ [lnn], then for almost all ω∗ ∈Ω , we have
lim
n→∞
[
P(E2 |E1)
P (E2)
− 1
]
= 0.
Proof. By Markov property, we have
P(E2 |E1)
P (E2)
= P(ωk2 = ω
∗
k2
, . . . ,ωn+k2 = ω∗n+k2 | ωk1 = ω∗k1 . . .ωn+k1 = ω∗n+k1 )
P (ωk2 = ω∗k2 . . .ωn+k2 = ω∗n+k2)
=
P
[n+k1+1,k2]
ω∗n+k1ω
∗
k2
. . .Pω∗n+k2−1ω
∗
n+k2
(n+ k2)∑
θ
pθP
[1,k2]
θω∗k2
. . .Pω∗n+k2−1ω
∗
n+k2
(n+ k2)
=
P
[n+k1+1,k2]
ω∗n+k1ω
∗
k2∑
θ
pθP
[1,k2]
θω∗k2
=
P
[n+k1+1,k2]
ω∗n+k1ω
∗
k2∑
θ,α
pθP
[1,n+k1]
θα P
[n+k1+1,k2]
αω∗k2
.
By Lemma 1
lim
n→∞ supk
∥∥P [k,k+n] −Π∥∥= 0.
This implies that
lim
n→∞ supθ,α
∣∣P [n+k1,k2]θα − πα∣∣= 0.
Particularly, noting that k2 − k1 − n > [lnn], we have
lim
n→∞ supα
∣∣P [n+k1+1,k2]
ω∗n+k1ω
∗
k2
− P [n+k1+1,k2]
αω∗k2
∣∣= 0.
Thus
lim
n→∞
P(E2 |E1)
P (E2)
= 1.
The proof of the lemma is complete. ✷
Lemma 4. Let h denote the entropy of the homogeneous Markov chain Q. For any δ > 0,
there exist constants C1(ω∗) and C2(ω∗) such that for almost all ω∗ we have
C1(ω
∗)e−(h+δ)n < P
(
Sn(ω
∗)
)
<C2(ω
∗)e−(h−δ)n.
Proof. Let P ∗ be the stationary Markov measure of Markov chain Q. By the ergodic
theory [5], for almost all ω∗, we have
lim
n→∞
{
−1
n
lnP ∗
(
Sn(ω
∗)
)}= h.
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It is clear that
P ∗
(
Sn(ω
∗)
)= πω∗0Qω∗0ω∗1 . . .Qω∗n−1ω∗n
and
P
(
Sn(ω
∗)
)= pω∗0Pω∗0ω∗1 (1) . . .Pω∗n−1ω∗n (n).
By the hypothesis that ‖P(n)−Q‖→ 0, it is not hard to see that
lim
n→∞
{
−1
n
lnP
(
Sn(ω
∗)
)}= h.
Thus the proof is complete. ✷
3. Proof of the theorem
The proof of our theorem is based on the following lemma which is called Sev-
ast’yanov’s theorem [3]. Let n, r  1 be integers, Ir (n) be a set consisting of collections
(i1, . . . , ir ) of mutually distinct indices 1 ik  n.
Lemma 5. Let {ηni }ni=1, n  1, be an array of 0–1 valued random variables on some
probability space (Ω,F ,P ) and define
ξn = ηn1 + ηn2 + · · · + ηnn.
Let
bni1,...,ir = P
(
ηni1 = ηni2 = · · · = ηnir = 1
)
.
Assume that
lim
n→∞
(
max
1in
bni
)
= 0, (1)
lim
n→∞
n∑
i=1
bni = λ > 0. (2)
Moreover, assume that there exist rare sets Ir (n) such that for any r  1
lim
n→∞
∑
(i1,...,ir )∈Ir (n)
bni1,...,ir = 0, (3)
lim
n→∞
∑
(i1,...,ir )∈Ir (n)
bni1 . . . b
n
ir
= 0, (4)
lim
n→∞
bni1
. . . bnir
bni1,...,ir
= 1, (5)
uniformly in (i1, . . . , ir ) /∈ Ir (n). Then
lim
n→∞P(ξn = k)=
λk exp(−λ)
k! .
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What we hereafter have to do is just to check the assumptions of Lemma 5. We here
introduce some notations.
For every µ> 0, ω∗ ∈Ω , we define
ηni (ω)= ISn(ω∗)(T iω), ξn(ω)=
Nn∑
i=0
ηni (ω),
bni1,...,ir = P
(
ω: ηni = 1, . . . , ηnir = 1
)
.
Let Wr(Nn) be the set of all collections (i1, . . . , ir ) such that 0 i1 < i2 < · · ·< ir 
Nn, and let
Ir (Nn)⊂Wr(Nn), Jr (Nn)⊂Wr(Nn),
Ir (Nn)=
{
(i1, . . . , ir ): min
1jr−1 |ij+1 − ij |< n+ [lnn]
}
,
Jr (Nn)=
{
(i1, . . . , ir ): min
1jr−1 |ij+1 − ij |< n− 3
[
lnn/ lnq−12
]}
.
Lemma 6. For sufficiently large n, if (i1, . . . , ir ) ∈ Jr(Nn), then bni1,...,ir = 0.
Applying Lemma 2, we can prove this lemma in the similar way as Lemmas 1.2 and 1.3
in [3].
We denote by |A| the number of elements in a set A.
Lemma 7. For almost all ω∗ ∈Ω , any δ > 0 and sufficiently large n, there exists a constant
C1(r,ω∗) such that∣∣Ir (Nn)∣∣ C1(r,ω∗)(n+ [lnn])en(r−1)(h+δ).
Proof. By the definition of Nn and Lemma 4, for almost all ω∗ and any δ1 > 0, and
sufficiently large n, we have
Nn 
(
µ+ α(n))C−11 (ω∗)e(h+δ1)n,
where α(n)=∑Nni=0 P(T iω ∈ Sn(ω∗))−µ<Cqn2 . By Lemma 1.5 in [3]∣∣Ir (Nn)∣∣ (r − 1)Nr−1n (n+ [lnn]).
Taking δ1 < δ and C1(r,ω∗)= (r − 1)(µ+ α(n))C−11 (ω∗), we complete the proof of the
lemma. ✷
Lemma 8. For any r , any δ > 0 and almost all ω∗, there exist a number n0, a positive
number t and a constant C2(r,ω∗) such that for n > n0 and (i1, . . . , ir ) /∈ Jr(Nn), we have
bni1,...,ir < C2(r,ω
∗)nt e−nr(h−δ).
Proof. Let k(n) = n − 3[lnn/ lnq−12 ] − [lnn] and let k(n) be sufficiently large. If
(i1, . . . , ir ) /∈ Jr(Nn), then for 1 j  r − 1
ij+1 − ij > n− 3
[
lnn/ lnq−12
]= k(n)+ [lnn].
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It is clear that
bni1,...,ir  P
(
T i1ω ∈ Sk(n)(ω∗), . . . , T ir ω ∈ Sk(n)(ω∗)
)
.
Since i1 < i2 < · · ·< ir , by Markov property, we have
P
(
T i1ω ∈ Sk(n)(ω∗), . . . , T ir ω ∈ Sk(n)(ω∗)
)
= P (T i1ω ∈ Sk(n)(ω∗)) r∏
j=2
P
(
T ij ω ∈ Sk(n)(ω∗) | T ij−1ω ∈ Sk(n)(ω∗)
)
.
For any ε > 0, by Lemma 3, there exists an integer n0 such that∣∣∣∣P(T ij ω ∈ Sk(n)(ω∗) | T ij−1ω ∈ Sk(n)(ω∗))P (T ij ω ∈ Sk(n)(ω∗)) − 1
∣∣∣∣< ε, n n0.
Hence, by Lemma 4, we have
bni1,...,ir 
r∏
j=1
P
(
T ij ω ∈ Sk(n)(ω∗)
)
(1+ ε)r
Cr2(ω∗)e−rk(n)(h−δ)(1+ ε)r
=Cr2(ω∗)e−nr(h−δ)e3r(h−δ) lnn/ lnq
−1
2 +r(h−δ) lnn(1+ ε)r .
Let C2(r,ω∗)= Cr2(ω∗)(1+ ε)r , and let t = [3r(h− δ)/ lnq−12 ] + r(h− δ)+ 1. Thus the
proof of the lemma is complete. ✷
Proof of the theorem. We verify assumptions (1)–(5) of Lemma 5.
(1) limn→∞ max1iNn bni = 0.
By Lemma 2
max
i
bni < Cq
n
2 → 0.
(2) limn→∞
∑Nn
i=1 b
n
i = µ.
Noting that 0 α(n) < Cqn2 and by the definition of Nn, we have
Nn∑
i=1
bni = µ+ α(n)→ µ.
(3) limn→∞
∑
(i1,...,ir )∈Ir (Nn) b
n
i1,...,ir
= 0.
By Lemmas 6–8 we can prove this fact in the same way as Lemma 1.9 in [3].
(4) limn→∞
∑
(i1,...,ir )∈Ir (Nn) b
n
i1
. . . bnir = 0.
By Lemmas 4 and 7
lim
n→∞
∑
(i1,...,ir )∈Ir (Nn)
bni1 . . . b
n
ir
 lim
n→∞
∣∣Ir (Nn)∣∣e−nr(h−δ)Cr2(ω∗)= 0.
(5) limn→∞
bni1
,...,ir
bni1
...bnir
= 1 uniformly in (i1, . . . , ir ) /∈ Ir (Nn).
Noting that ij − ij−1 > n+ [lnn], by Markov property, we have
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bni1,...,ir = P
(
T i1ω ∈ Sn(ω∗), . . . , T ir ω ∈ Sn(ω∗)
)
= P (T i1ω ∈ Sn(ω∗)) r∏
j=2
P
(
T ij ω ∈ Sn(ω∗) | T ij−1ω ∈ Sn(ω∗)
)
.
By Lemma 3, for any ε > 0 and sufficiently large n, we have∣∣P (T ij ω ∈ Sn(ω∗) | T ij−1ω ∈ Sn(ω∗))/P (T ij ω ∈ Sn(ω∗))− 1∣∣< ε.
So, for (i1, . . . , ir ) /∈ Ir (Nn)
bni1 . . . b
n
ir
(1− ε)r < bni1,...,ir < bni1 . . . bnir (1+ ε)r .
Thus we prove the fact.
The proof of the theorem is complete. ✷
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