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STRONG PROPERTY (T) FOR HIGHER RANK SIMPLE LIE
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Abstract. We prove that connected higher rank simple Lie groups have Laf-
forgue’s strong property (T) with respect to a certain class of Banach spaces
E10 containing many classical superreflexive spaces and some non-reflexive
spaces as well. This generalizes the result of Lafforgue asserting that SL(3,R)
has strong property (T) with respect to Hilbert spaces and the more recent
result of the second named author asserting that SL(3,R) has strong property
(T) with respect to a certain larger class of Banach spaces. For the general-
ization to higher rank groups, it is sufficient to prove strong property (T) for
Sp(2,R) and its universal covering group. As consequences of our main result,
it follows that for X ∈ E10, connected higher rank simple Lie groups and their
lattices have property (FX) of Bader, Furman, Gelander and Monod, and that
the expanders contructed from a lattice in a connected higher rank simple Lie
group do not admit a coarse embedding into X.
1. Introduction
In 1967, Kazhdan introduced property (T) for groups in order to prove that
certain groups are finitely generated [Kaz67] (see also [BHV08]). A locally compact
group has property (T) if the trivial representation of the group is isolated in the
unitary dual of the group equipped with the Fell topology. This property, which
usually plays the role of a rigidity property, has important applications in different
areas of mathematics.
Over the years, several strengthenings of property (T) have been studied. In
this article, we focus on Lafforgue’s strong property (T), which he introduced as an
obstruction to a certain approach to the Baum-Connes Conjecture. We work with a
slightly more flexible notion of strong property (T), as defined by the second named
author in [dlS13]. Recall that a length function on a locally compact group G is a
continuous function ` : G→ R+ such that `(g−1) = `(g) and `(g1g2) ≤ `(g1)+`(g2)
for all g, g1, g2 ∈ G.
Definition 1.1. A locally compact group G has strong property (T) with respect
to a class E of Banach spaces, denoted by (TstrongE ), if for every length function `
on G there is a sequence of compactly supported symmetric Borel measures mn on
G such that for every Banach space X in E there is a constant t > 0 such that
the following holds: for every strongly continuous representation pi : G → B(X)
satisfying ‖pi(g)‖B(X) ≤ Let`(g) for some L ∈ R+, the sequence pi(mn) converges in
the norm topology on B(X) to a projection onto the pi(G)-invariant vectors in X.
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2 TIM DE LAAT AND MIKAEL DE LA SALLE
Lafforgue’s original definition of strong property (T) in [Laf08] corresponds to
taking E to be the class of Hilbert spaces. We will denote this property by (TstrongHilbert).
The Banach space strong property (T) of [Laf09] is denoted by (TstrongBanach), which cor-
responds to taking E to be the class of Banach spaces with nontrivial (Rademacher)
type. By the work of Lafforgue, it is known that (TstrongE ) passes from a group to
its cocompact lattices.
In [Laf08], Lafforgue proved that word-hyperbolic groups do not satisfy (TstrongHilbert).
It follows that connected simple Lie groups with real rank 1 do not have (TstrongHilbert),
since such a group is either locally isomorphic to SO(n, 1) or SU(n, 1) for some
n ≥ 2, in which case it does not have Kazhdan’s property (T), or it is locally
isomorphic to Sp(n, 1) for some n ≥ 2 or to F4(−20), in which case it contains a
word-hyperbolic cocompact lattice.
Lafforgue also showed that SL(3,R) has (TstrongHilbert), with the consequence that
any connected almost R-simple algebraic group whose Lie algebra contains a copy
of sl(3,R) has (TstrongHilbert). In [dlS13], the second named author proved that SL(3,R)
has (TstrongE4 ). For r > 2, the class Er (see Section 2.4 for the precise definition)
is a certain class of Banach spaces containing the Hilbert spaces, many classical
superreflexive spaces, and some non-reflexive spaces. We point out that if r1 ≥
r2 > 2, then Er1 ⊂ Er2 . An open question is whether the classes Er contain all
spaces of nontrivial type (see Section 2.4 for the definition of type).
The aim of this article is to extend, in a way, these results on SL(3,R) to all
connected higher rank simple Lie groups. To do this, we need to consider strong
property (T) for Sp(2,R) and its universal covering group. We are able to prove
that both these groups have (TstrongE10 ), which implies our main theorem.
Theorem A. Let G be a connected simple Lie group with real rank at least 2.
Then G has strong property (T) with respect to the class E10.
The assertions that Sp(2,R) and its universal covering group S˜p(2,R) have
(TstrongE10 ) follow from explicit decay estimates of matrix coefficients of represen-
tations with small exponential growth of these groups on Banach spaces in E10. In
fact, we will consider Banach spaces satisfying certain technical conditions that are
naturally satisfied by the spaces in E10. Parts of the computations in this article
rely on the methods used in the work of Haagerup and the first named author on
the failure of the Approximation Property for connected higher rank simple Lie
groups (see [HdL13a] and [HdL13b]), and on the work in [dL13].
Apart from its aforementioned relation to the Baum-Connes Conjecture, strong
property (T) has two other interesting applications due to Lafforgue (see [Laf08]
and [Laf09]) that we want to mention. Firstly, let us recall that for second countable
locally compact groups, Kazhdan’s property (T) is equivalent to Serre’s property
(FH). A locally compact group G has property (FH) if every continuous affine iso-
metric action of G on a real Hilbert space has a fixed point. Analogues of property
(T) and property (FH) in the setting of Banach spaces were introduced by Bader,
Furman, Gelander and Monod in [BFGM07]. However, unlike for the case of Hilbert
spaces, these properties are not equivalent. For a Banach spaceX, a locally compact
group G is said to have property (TX) (resp. property (TX)) if for every contin-
uous linear isometric representation (resp. every uniformly equicontinuous linear
representation) ρ : G → O(X) , the quotient representation ρ′ : G → O(X/Xρ(G))
does not have almost invariant vectors. The group G is said to have property (FX)
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(resp. property (FX)) if every continuous action of G on X by affine isometries
(resp. every uniformly equicontinuous affine action of G on X) has a fixed point.
In [BFGM07], it was proved that for second countable locally compact groups,
property (T) implies property (FX) for certain Banach spaces, the most notable
examples being Lp-spaces. Bader, Furman, Gelander and Monod conjectured that
connected semisimple Lie groups with finite center and higher rank simple factors
satisfy property (FX) for every superreflexive Banach space X. In fact, they con-
jectured a stronger statement (see [BFGM07, Conjecture 1.6]). It was proved by
Lafforgue that a locally compact group G has (FX) if it has (TstrongX⊕C ). In fact, it
has a fixed point property for affine actions with linear part having small exponen-
tial growth. In Section 7 we obtain the following corollary of Theorem A, which
supports the conjecture of Bader, Furman, Gelander and Monod.
Corollary 1.2. Let G be a connected simple Lie group with real rank at least 2.
Then G and its lattices have properties (FX) and (FX) for every X ∈ E10.
The second application of strong property (T) that was found by Lafforgue is
on embeddings of families of expanders (see [Lub10] and [Pis10, Section 3]). Let
Γ be a lattice in a connected higher rank simple Lie group, and assume that there
exists a sequence (Γi)i∈N of finite-index subgroups of Γ such that |Γ/Γi| → ∞ for
i → ∞. Note that this assumption is in particular satisfied when Γ is residually
finite. If S denotes a finite symmetric generating set of Γ, and if Yi = Γ/Γi is
the corresponding graph with natural metric denoted by di, then (Yi, di)i∈N is a
sequence of expanders, since Γ has Kazhdan’s property (T). A sequence of expanders
(Yi, di) is said to embed coarsely into a Banach space X if there exist a function
ρ : N→ R+ such that ρ(n)→∞ for n→∞ and 1-Lipschitz functions fi : Yi → X
such that ‖fi(y) − fi(y′)‖X ≥ ρ(di(y, y′)) for all i ∈ N and y, y′ ∈ Xi. By [Laf08,
Section 5] (see also [Laf09, Section 5.2] and [dlS13]), the following result follows
immediately from Theorem A.
Corollary 1.3. Let Γ be a lattice in a connected simple Lie group with real rank
at least 2, and let (Yi, di) be a family of expanders constructed from Γ in the way
mentioned above. Then (Yi, di) does not admit a coarse embedding in any Banach
space in E10.
In the non-Archimedean setting, a strong analogue of Theorem A is known.
Indeed, for a non-Archimedean local field F , Lafforgue proved that SL(3, F ) has
property (TstrongBanach) (see [Laf08] and [Laf09]), and Liao proved that Sp(2, F ) has it
as well, implying that any connected almost F -simple algebraic group with F -split
rank at least 2 has property (TstrongBanach) (see [Lia13]). Analogues of the corollaries
above follow as well.
Remark 1.4. Let us point out that the estimate of Lemma 3.2 and its proof (which
is postponed to Appendix A) imply an improvement of the results in [dL13] and
[HdL13b]. In those articles it is proved that for a lattice Γ in a connected higher rank
simple Lie group and p ∈ [1, 1211 )∪ (12,∞], the noncommutative Lp-space Lp(L(Γ))
does not have the completely bounded approximation property (CBAP) or operator
space approximation property (OAP). From our computations, it follows that even
for p ∈ [1, 109 ) ∪ (10,∞], the space Lp(L(Γ)) does not have these properties. It is
an interesting open question whether this failure of the CBAP and OAP can be
extended to all p 6= 2.
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This article is organized as follows. We recall some preliminaries in Section 2.
In Section 3, we consider certain aspects of harmonic analysis on SU(2), which is a
subgroup of Sp(2,R) and S˜p(2,R), postponing certain computations to Appendix
A. The explicit decay results for representations of Sp(2,R) and S˜p(2,R) with small
exponential growth is proved in Sections 4 and 5, respectively. Our main theorem
is proved in Section 6. In Section 7, we obtain Corollary 1.2.
Acknowledgements. We thank the referee for his very thorough reading and use-
ful comments. We thank Nicolas Monod for allowing us to add his argument for
Proposition 7.1. The second named author thanks E´tienne Ghys for enlighten-
ing discussions on quasi-morphisms on S˜p(2,R) and for communicating the work
[BG92].
2. Preliminaries
2.1. Lie groups. A universal covering group of a connected Lie group G is a Lie
group G˜ together with a surjective Lie group homomorphism σ : G˜→ G such that
(G˜, σ) is a simply connected covering space of G. Every connected Lie group G has
a simply connected covering space G˜, which can be made into a universal covering
group. Indeed, if σ : G˜ → G is the corresponding covering map and 1˜ ∈ σ−1(1),
there exists a unique multiplication on G˜ that makes G˜ into a Lie group in such a
way that σ is a surjective Lie group homomorphism. Universal covering groups (of
connected Lie groups) are unique up to isomorphism. Moreover, they satisfy the
exact sequence 1 → pi1(G) → G˜ → G → 1, where pi1(G) denotes the fundamental
group of G. For details, see [Kna02, Section I.11].
Let G be a connected semisimple Lie group with Lie algebra g. The KAK decom-
position of G is given by G = KAK, where K comes from a Cartan decomposition
g = k+p (K has Lie algebra k) and A is an abelian Lie group whose Lie algebra a is
a maximal abelian subspace of p. If the center of G is finite, then K is a maximal
compact subgroup. The real rank of G is defined as the dimension of a. Given
a KAK decomposition G = KAK and g ∈ G, it is not the case that there exist
unique k1, k2 ∈ K and a ∈ A such that g = k1ak2. However, by choosing a set of
positive roots and restricting to the closure A+ of the positive Weyl chamber A+,
we still have the decomposition G = KA+K. Also, if g = k1ak2, where k1, k2 ∈ K
and a ∈ A+, then a is unique. For details, see [Hel78, Section IX.1].
2.2. The group Sp(2,R). Let I2 denote the 2 × 2 identity matrix, and let J ∈
M4(R) be defined by J =
(
0 I2
−I2 0
)
. The Lie group Sp(2,R) is defined as the
group of linear transformations of R4 that preserve the standard symplectic form
w(x, y) = 〈Jx, y〉; that is,
Sp(2,R) = {g ∈ GL(4,R) | gTJg = J},
where gT denotes the transpose of g. Let us point out that some authors denote
this group by Sp(4,R).
Let K denote the maximal compact subgroup of Sp(2,R) given by
K =
{(
A −B
B A
)
∈ M4(R)
∣∣∣∣ A+ iB ∈ U(2)}.
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This group is isomorphic to U(2) through the isomorphism ι(A+iB) =
(
A −B
B A
)
.
This formula defines a ring isomorphism ι between M2(C) and M4(R) satisfying
ι(X∗) = ι(X)T and det(ι(X)) = |det(X)|2 for X ∈M2(C). Let H denote the sub-
group of K given by ι(SU(2)). For β, γ ∈ R, let D(β, γ) = diag(eβ , eγ , e−β , e−γ) ∈
Sp(2,R). A KAK decomposition is given by Sp(2,R) = KA+K, where A+ =
{D(β, γ) | β ≥ γ ≥ 0}.
We will denote the Lie algebra of Sp(2,R) by sp2, and by exp: sp2 → Sp(2,R)
the corresponding exponential map. Let us also denote by k, h and a the Lie
subalgebras corresponding to the subgroups K, H and A, respectively.
For s ∈ R, we define the following element of K:
vs = ι(eisI2).
Since vpi = −1 belongs to the center of Sp(2,R), the formula t · g = vtgv−t defines
an action of R/piZ on Sp(2,R).
2.3. The universal covering group of Sp(2,R). Let S˜p(2,R) be the universal
covering group of Sp(2,R). As explained in Section 2.1, it is a connected simple
Lie group that is simply connected as a topological space, and there is a surjec-
tive Lie group homomorphism σ : S˜p(2,R) → Sp(2,R). Let us recall some facts
about S˜p(2,R), in particular its KAK decomposition. For more details, we refer to
[HdL13b], in which the structure of S˜p(2,R) is discussed in more detail. The Lie al-
gebra of S˜p(2,R) is sp2. Let e˜xp : sp2 → S˜p(2,R) be the corresponding exponential
map. The group A˜ = e˜xp(a) is isomorphic to A, the group H˜ = e˜xp(h) is isomor-
phic to H, and e˜xp(RJ) is a Z-covering group of exp(RJ) = {vt | t ∈ R/2piZ}.
For a ∈ A (resp. h ∈ H), we denote by a˜ (resp. h˜) the corresponding element of A˜
(resp. H˜), and we denote by {v˜t = e˜xp(tJ) | t ∈ R} the elements of e˜xp(RJ). We
also denote by ι˜ : SU(2)→ H˜ the isomorphism defined by ι˜(u) = ι˜(u) for u ∈ SU(2).
The center of S˜p(2,R) is {v˜t | t ∈ piZ}. Since RJ is the center of k, K˜ = e˜xp(k) is
a subgroup isomorphic to H × R through the identification of v˜th˜ with (h, t). The
KAK decomposition of S˜p(2,R) is summarized in the following lemma.
Lemma 2.1. Every element g ∈ S˜p(2,R) can be written as g = h˜1v˜tD˜(β, γ)v˜sh˜2
with h˜1, h˜2 ∈ H˜, s, t ∈ R and β ≥ γ ≥ 0. Moreover, s can be taken in [0, pi) (or any
other interval of size pi).
To continue the description of S˜p(2,R), we recall that a quasi-morphism is a
map Φ : S˜p(2,R)→ R such that Φ(g1g2)−Φ(g1)−Φ(g2) is bounded on S˜p(2,R)×
S˜p(2,R). A quasi-morphism is called trivial if it is bounded (it corresponds to 0
in the bounded cohomology). Quasi-morphisms on S˜p(2,R) (and more generally
on the universal cover of Sp(n,R) for n ≥ 1) were studied by Barge and Ghys
[BG92]. There are several ways to construct nontrivial quasi-morphisms, but Barge
and Ghys proved that all these coincide: there is essentially one quasi-morphism on
S˜p(2,R), in the sense that the space of quasi-morphisms modulo the bounded quasi-
morphisms is one-dimensional. Crucial for our analysis (see the proof of Proposition
6.3) is the fact that this quasi-morphism is bounded on A˜ and grows linearly on
{v˜t | t ∈ R}. More precisely, we use the following result.
Lemma 2.2. There is a continuous map Φ : S˜p(2,R) → R such that whenever
g ∈ S˜p(2,R) has KAK decomposition g = h˜1v˜tD˜(β, γ)v˜sh˜2, we have Φ(g) = t + s.
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Moreover,
(1) |Φ(g1g2)− Φ(g1)− Φ(g2)| < pi2
for all g1, g2 ∈ S˜p(2,R).
Proof. To our knowledge, the function Φ was introduced (with a different definition)
by Guichardet and Wigner [GW78] and Dupont and Guichardet [DG78], and the
fact that it is a quasi-morphism is due to Dupont [Dup79]. This was reproved
in [Raw12], in which the function Φ is the essential ingredient for the explicit
realization of S˜p(2,R). We will now briefly recall this realization.
Let c : Sp(2,R)→ S1 be the continuous function given by c(g) = det(A+D+iB−iC)| det(A+D+iB−iC)|
for g =
(
A C
B D
)
. Note that ι(A + D + iB − iC) = g − JgJ = g + (gT )−1. Let
the 2-cocycle η be defined as the smooth function η : Sp(2,R) × Sp(2,R) → R
satisfying c(g1g2) = c(g1)c(g2)eiη(g1,g2) and η(1, 1) = 0. In this way, we can re-
alize S˜p(2,R) as {(g, t) ∈ Sp(2,R) × R | eit = c(g)} with the group multipli-
cation (g1, t1)(g2, t2) = (g1g2, t1 + t2 + η(g1, g2)). We define Φ(g, t) = t2 . By
[Raw12, Lemma 14], η satisfies |η(g1, g2)| < pi, which is exactly (1). To prove
the lemma, it remains to show that an element of the form h˜1v˜tD˜(β, γ)v˜sh˜2 in
S˜p(2,R) corresponds to (h1vtD(β, γ)vsh2, 2t + 2s). We first claim that c(g) =
e2i(t+s) for g = h1vtD(β, γ)vsh2. Indeed, writing h1vt = ι(k1) and vsh2 = ι(k2)
for ki ∈ U(2), we have (gT )−1 = ι(k1)D(−β,−γ)ι(k2), and, hence, g − JgJ =
ι(k1diag(2 cosh β, 2 cosh γ)k2), from which the equality c(g) = det k1 det k2 = e2i(t+s)
follows. Hence, the expressions h˜1v˜tD˜(β, γ)v˜sh˜2 and (h1vtD(β, γ)vsh2, 2t+2s) cor-
respond to elements of S˜p(2,R) that have the same image in Sp(2,R), and both
sides depend continuously on h1, h2, s, t, β and γ. Since they coincide for the
identity, we have equality everywhere. 
2.4. Banach spaces. Let (gi)i∈N be a sequence of independent complex Gaussian
N (0, 1) random variables defined on some probability space (Ω,P).
Definition 2.3. A Banach space X has type p ≥ 1 if there is a constant T such that
for all n ∈ N and x1, . . . , xn ∈ X, we have ‖
∑
i gixi‖L2(Ω;X) ≤ T (
∑
i ‖xi‖p)1/p.
The best T is denoted by Tp(X). A Banach space X has cotype q ≤ ∞ if there is a
constant C such that for all n ∈ N and all x1, . . . , xn ∈ X, we have (
∑
i ‖xi‖q)1/q ≤
C‖∑i gixi‖L2(Ω;X). The best C is denoted by Cq(X).
Hilbert spaces have type 2 and cotype 2, and by a theorem of Kwapien´ this
property characterizes the Banach spaces that are isomorphic to a Hilbert space.
Superreflexive spaces have nontrivial type (i.e., type > 1), but the converse is not
true. Indeed, there are spaces of nontrivial type that are not even reflexive. Also,
for every q > 2, there are Banach spaces that are not reflexive but have type 2
and cotype q [PX87]. For more details, including equivalent definitions of type and
cotype, we refer to [Mau03].
Given a Banach space X, the following operations give new Banach spaces: (a)
taking a subspace of X, (b) taking a quotient of X, (c) taking an ultrapower of
X, and (d) taking the complex interpolation space [X0, X1]θ for some compatible
couple (X0, X1) with X1 isomorphic to X and θ ∈ (0, 1).
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Definition 2.4. For r > 2, let Er be the smallest class of Banach spaces that is
closed under the operations (a)–(d) and that contains all spaces with type p and
cotype q satisfying 1p − 1q < 1r .
For arbitrary r > 2, the class Er contains non-reflexive spaces. Also, every
Banach space in Er has nontrivial type. We do not know if Er actually depends on
r. Possibly, it contains all Banach spaces of nontrivial type. For more details, we
refer to [dlS13].
2.5. Representations. A linear representation pi : G→ B(X) of a locally compact
group G on a Banach space X is said to be continuous if it is continuous with respect
to the strong operator topology on B(X). If m is a compactly supported signed
Borel measure on G and pi : G → B(X) is a continuous representation, we will
denote by pi(m) the operator on X defined by pi(m)ξ =
∫
pi(g)ξdm(g) (Bochner
integral) for all ξ ∈ X.
Recall that the contragredient representation Tpi of a representation pi of G on X
is the representation of G on X∗ given by g 7→ pi(g−1)∗. It might not be continuous,
even if pi is.
Recall that for a representation pi : K → B(X), where K is compact, a vector
ξ ∈ X is of finite K-type if span(pi(K)ξ) is finite-dimensional. If V is a unitary
irreducible representation of K, a vector ξ ∈ X is called of K-type V if for every
η ∈ X∗, the coefficient k 7→ 〈pi(k)ξ, η〉 belongs to the space of coefficients of V .
We denote by XV the vector space consisting of vectors of K-type V . By an easy
application of the Hahn-Banach Theorem, a vector of K-type V is of finite K-type.
Let X1 ⊗ X2 denote the injective tensor product of X1 and X2. We recall the
following analogue of the Peter-Weyl Theorem (see [dlS13, Theorem 2.5]).
Theorem 2.5 (Peter-Weyl Theorem). Let K be a compact group, and let pi : K →
B(X) be a continuous isometric representation.
(1) For every unitary irreducible representation V of K, the space XV is com-
plemented by a K-equivariant projection.
(2) There is a Banach space Y and a K-equivariant isomorphism u : XV →
Y ⊗ V (K acting trivially on Y ).
(3) The vector space spanned by the subspaces XV , where V goes through the
equivalence classes of unitary irreducible representations of K, is the space
Xfinite consisting of vectors of finite K-type, and it is dense in X.
(4) The vector space spanned by the subspaces X∗V , where V goes through the
equivalence classes of unitary irreducible representations of K, is the space
X∗finite, and it is weak-* dense in X∗.
3. Harmonic analysis on SU(2)
In this section, we consider the group SU(2) and we discuss certain explicit
estimates of the norm of certain operators on L2(SU(2)) that we need in Sections
4 and 5. This will be important for our approach, as most of the analysis on the
representations of Sp(2,R) and S˜p(2,R) will be done on the level of their compact
subgroups H and H˜, which are isomorphic to SU(2) (see Sections 2.2 and 2.3).
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The elements of SU(2) are of the form
(
α β
−β α
)
for α, β ∈ C satisfying |α|2 +
|β|2 = 1. For θ ∈ R, let
rθ =
(
cos θ − sin θ
sin θ cos θ
)
, dθ =
(
eiθ 0
0 e−iθ
)
, uθ =
1√
2
(
eiθ −1
1 e−iθ
)
.
The set {rθ | θ ∈ R} forms a subgroup of SU(2) isomorphic to SO(2), and
the set {dθ | θ ∈ [0, pi2 ]} forms a family of representatives of the double cosets
SO(2)\SU(2)/SO(2). The set {dθ | θ ∈ R} is a subgroup of SU(2) isomorphic
to U(1). If we denote by SU(2)//U(1) the quotient space of SU(2) with respect
to the equivalence relation coming from the conjugation action of U(1) on SU(2),
then {uθ | θ ∈ [0, 2pi)} forms a subfamily of the set of representatives of the cor-
responding equivalence classes. Let P =
∫
SO(2) λ(r)dr ∈ B(L2(SU(2))) denote the
orthogonal projection onto the space of SO(2)-invariant functions on SU(2). For
θ ∈ R, let Tθ = Pλ(dθ)P ∈ B(L2(SU(2))), and let Sθ ∈ B(L2(SU(2))) be the
operator given by
Sθξ =
1
2pi
∫ 2pi
0
λ(dϕuθd−ϕ)ξdϕ,
where λ denotes the left-regular representation of SU(2).
Lemma 3.1. For p > 4, there is a constant Cp such that for θ ∈ [pi6 , pi3 ],
‖Tθ − Tpi4 ‖Sp ≤ Cp
∣∣∣θ − pi4 ∣∣∣ 12− 2p .
Proof. This is [LdlS11, Lemma 5.3] in disguise. To avoid confusion, for δ ∈ [−1, 1],
let T˜δ ∈ B(L2(S2)) denote the operators appearing that lemma. We recall that for
a function f on S2 and x ∈ S2, T˜δf(x) is the average of f on {y ∈ S2 | 〈x, y〉 = δ}.
We claim that there is a unitary U : L2(S2)→ Ran(P ) such that U∗TθU = T˜cos(2θ)
for all θ. This implies that ‖Tθ − Tpi4 ‖Sp = ‖T˜cos 2θ − T˜0‖Sp , and the estimate we
have to prove follows immediately from the first inequality of [LdlS11, Lemma 5.3].
To construct the unitary U , we recall the classical isomorphism between SO(3)
and SU(2)/{−1, 1} obtained from the adjoint action of SU(2) on its Lie algebra
su2. Explicitly, this isomorphism is given by
(2)
(
α β
−β α
)
7→
Re(α2 + β2) Im(β2 − α2) 2Im(αβ)Im(α2 + β2) Re(α2 − β2) −2Re(αβ)
2Im(αβ) 2Re(αβ) |α|2 − |β|2
 ,
where α, β ∈ C satisfy |α|2 + |β|2 = 1. This isomorphism also induces an iso-
morphism {rθ | θ ∈ R}/{−1, 1} ∼=
(
1 0
0 SO(2)
)
, from which we get isomorphisms
L2({rθ | θ ∈ R}\SU(2)) ∼= L2
((
1 0
0 SO(2)
)
\SO(3)
)
∼= L2(S2). This gives our
unitary U∗, because the image of P is L2({rθ | θ ∈ R}\SU(2)). The idenfication
U∗TθU = T˜cos(2θ) is straightforward by (2). 
The following lemma is proved in the appendix.
Lemma 3.2. For p > 10, there is a constant C ′p such that for all θ1, θ2 ∈ R,
‖Sθ1 − Sθ2‖Sp ≤ C ′p|θ1 − θ2|
1
4− 52p .
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The estimate for the Tθ’s is implicit in [HdL13a] for p = ∞ and in [dL13] for
p > 4; an analogous estimate for the Sθ’s is implicit in [HdL13b] for p > 12.
For the non-invariant coefficients of representations (see Sections 4 and 5), we
need the following two propositions, which rely on [dlS13, Proposition 2.8].
Proposition 3.3. For every integer m, there is a contant C(m) (with C(0) = 1)
such that for every Banach space X, every isometric representation pi : SU(2) →
B(X) and all unit vectors ξ ∈ X, η ∈ X∗ for which the coefficient c(h) = 〈pi(h)ξ, η〉
satisfies c (rθhrθ′) = eimθc(h) for all h ∈ SU(2) and θ, θ′ ∈ R, we have
|c(dθ)− c(dpi4 )| ≤ C(m)‖(Tθ − Tpi4 )⊗ idX‖B(L2(SU(2);X))
for all θ ∈ [0, pi4 ].
Proof. If m is odd, this is completely obvious, since the hypothesis c (rθhrθ′) =
eimθc(h) and the fact that rpi = −1 belongs to the center of SU(2) imply (taking
θ = θ′ = pi) that c is identically 0.
If m = 0, this is the observation of [dlS13, Proposition 2.7]. Therefore, let us
assume m 6= 0 is even.
A simple computation shows that if rθdpi4 rθ′ = dpi4 , then rθ = rθ′ = ±1. In
other words, the action of the subgroup SO(2) × SO(2) ⊂ SU(2) × SU(2) by left-
right multiplication on SU(2) satisfies the condition of [dlS13, Proposition 2.8] for
x0 = dpi4 and the character χ(rθ, rθ′) = e
imθ. Hence, we get a constant C(m) such
that
|c(dθ)− c(dpi4 )| ≤ C(m)
(∣∣∣θ − pi4 ∣∣∣+ ‖(Tθ − Tpi4 )⊗ idX‖B(L2(SU(2);X))) .
We claim that
(3) ‖(Tθ − Tpi4 )‖B(L2(SU(2))) ≥ | cos(2θ)|.
This implies that there is a c ∈ R such that |θ − pi4 | ≤ c‖(Tθ − Tpi4 )‖B(L2(SU(2)))
for all θ ∈ [0, pi4 ], which concludes the proof. The inequality (3) can be obtained
from the analysis in the proofs of Lemma 3.1 and [LdlS11, Lemma 5.3], or can be
directly obtained by doing the computation Tθf = cos(2θ)f , where the function
f ∈ L2(SU(2)) is given by
f
(
α β
−β α
)
= Re(α2 + β2).

Proposition 3.4. For every integer m, there is a contant C ′(m) (with C ′(0) = 1)
such that for every Banach space X, every isometric representation pi : SU(2) →
B(X) and all unit vectors ξ ∈ X, η ∈ X∗ for which the coefficient c(h) = 〈pi(h)ξ, η〉
satisfies c (dθhd−θ) = eimθc(h) for all h ∈ SU(2) and θ ∈ R, we have
|c(uθ)− c(upi2 )| ≤ C ′(m)‖(Sθ − Spi2 )⊗ idX‖B(L2(SU(2);X))
for all θ ∈ R.
Proof. Again, the case m odd is obvious because dpi = −1 belongs to the center of
SU(2). The case m = 0 is [dlS13, Proposition 2.7]. For m 6= 0 even, consider the
subgroup {(dϕ, dϕ) | ϕ ∈ R/2piZ} ⊂ SU(2)×SU(2). As above, we can apply [dlS13,
Proposition 2.8] for x0 = upi2 , which yields the required inequality, provided that
‖(Sθ − Spi2 )‖B(L2(SU(2))) ≥ 2−
1
2 |eiθ − eipi2 |. This inequality is (39). 
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4. Decay of representations of Sp(2,R) on certain Banach spaces
In this section, let G = Sp(2,R) (see Section 2.2). We prove explicit decay
estimates for matrix coefficients of representations of G with small exponential
growth on certain Banach spaces.
4.1. Statement of the result. From now on, we assume that X is a Banach space
for which there exist s1, s2 > 0 and C1, C2 ∈ R such that for θ ∈ R,
‖ (Tθ − Tpi4 )⊗ IdX‖B(L2(SU(2);X)) ≤ C1 ∣∣∣θ − pi4 ∣∣∣s1 ,(4)
‖ (Sθ − Spi2 )⊗ IdX‖B(L2(SU(2);X)) ≤ C2 ∣∣∣θ − pi2 ∣∣∣s2 .(5)
Remark 4.1. By (3) and (39), s1 ≤ 1 and s2 ≤ 1 if X is nonzero.
For s1, s2 > 0, let s−(s1, s2) be the smallest root of the polynomial P (x) =
x2 − (2s1 + s2)x + s1s2. Explicitly, s−(s1, s2) = s1 + s22 −
√
s21 +
s22
4 . Note that
0 < s−(s1, s2) < s1 and 0 < s−(s1, s2) < s2. For fixed values of s satisfying
0 < s < s−(s1, s2), we will consider representations pi : G→ B(X) for which there
exists an L > 0 such that for β ≥ γ ≥ 0,
(6) ‖pi(D(β, γ))‖B(X) ≤ Lesβ .
The following result is the main theorem of this section.
Theorem 4.2. Let X be a Banach space satisfying (4) and (5), and let s <
s−(s1, s2). There exists ε ∈ C0(G) such that the following holds: for a representa-
tion pi : G→ B(X) satisfying (6), a unitary irreducible representation V of SU(2),
and m ∈ Z, there exists a constant C such that for every ξ ∈ XH and η ∈ (X∗)V
unit vectors,
• if V is the trivial representation and m = 0, there exists a cξ,η ∈ C such
that
(7)
∣∣∣∣ ∫
R/piZ
〈pi(vtgv−t)ξ, η〉dt
pi
− cξ,η
∣∣∣∣ ≤ Cε(g);
• otherwise,
(8)
∣∣∣∣ ∫
R/piZ
e−2imt〈pi(vtgv−t)ξ, η〉dt
pi
∣∣∣∣ ≤ Cε(g).
Moreover there is a c > 0 such that ε(kD(β, γ)k′) ≤ e−cβ for all β ≥ γ ≥ 0 and
k, k′ ∈ K.
For a more precise form of ε, see Remark 4.16.
Remark 4.3. An analogous result holds for the coefficients of pi with respect to
K-finite vectors, as for SL(3,R) and coefficients of representations with respect to
SO(3)-finite vectors (see [dlS13, Proposition 4.3]). This follows from Theorem 4.2,
but could also be proved directly. However, such a result does not extend to the
universal covering group of G, since K˜ is not compact. We state the theorem in the
way above, since the proof works with almost no change for the universal covering
group of G.
The proof of Theorem 4.2 relies on a series of technical lemmas, and takes the
rest of this section. We start by explaining the general idea of the proof.
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4.2. Outline of the proof. The proof follows the same general strategy as the
proof of the fact that SL(3,R) has (TstrongHilbert) in [Laf08]. It relies heavily on Propo-
sitions 3.3 and 3.4.
In the proof of (7), we set c(g) =
∫
R/piZ〈pi(vtgv−t)ξ, η〉dtpi . The KAK decomposi-
tion of G plays a key role in the study of c, as an element g ∈ G with KAK decom-
position g = h1vtD(β, γ)vsh2 satisfies c(g) = c(vt+sD(β, γ)). This indicates that it
will be useful to compute the precise KAK decomposition of certain elements of G
(or at least the A-part and the value of t+s). Now, on the one hand, if D1, D2 ∈ G
commute with ι(rθ) for all θ, then cD1,D2 : SU(2) → C, h 7→ c(D1ι(h)D2) is a co-
efficient of an isometric representation of SU(2) with respect to vectors of norm
dominated by ‖pi(D1)‖ and ‖pi(D2)‖ that satisfies cD1,D2(rθhrθ′) = cD1,D2(h) for
all rθ, rθ′ . Proposition 3.3 therefore applies and, with (4), gives certain local Ho¨lder
continuity estimates for c. On the other hand, by considering cD1,D2 for D1, D2 ∈ G
commuting with ι(dθ) for all θ, Proposition 3.4 and (5) give other local Ho¨lder conti-
nuity estimates for c. The idea is to combine such estimates obtained for all suitable
choices of D1 and D2 in order to show that c(g) satisfies the Cauchy criterion as
g →∞ and hence has a limit.
In order to prove (8), we proceed as follows. By Theorem 2.5, we can write
(X∗)V = Y ⊗ V for some Banach space Y , and we can assume that η = y ⊗ v0
for some y ∈ Y and v0 ∈ V . Define the K-equivariant map q : X → V ∗ by
〈q(x), v〉 = 〈x, y⊗v〉 for all v ∈ V , and consider c(g) = ∫R/piZ e−2imtq(pi(vtgv−t)ξ)dtpi .
Then (8) is equivalent to ‖c(g)‖V ∗ ≤ Cε(g) (for a different constant C). Again, c(g)
is better understood through the KAK decomposition of g, but this time the full
KAK decomposition is needed. Then, as for (7), we study cD1,D2 : SU(2)→ C, h 7→
c(D1ι(h)D2). If D1 and D2 commute with {ι(rθ) | θ ∈ R}, Proposition 3.3 and a
decomposition of V ∗ into characters of the commutative subgroup {rθ | θ ∈ R} give
local Ho¨lder continuity estimates for c. Similarly, if D1 and D2 commute with ι(dθ)
for all θ, we get other estimates. By combining such estimates, one can show that
for every g ∈ G, c(g) is simultaneously close to c(vtD(α, 0)) and to c(vsD(α′, α′))
for some α, α′, s, t ∈ R. By using that vsD(α′, α′) commutes with every ι(rθ),
and similarly by considering the commutation relation of vtD(α, 0) and ι(dθ), we
conclude that in order for the vectors c(vtD(α, 0)) and c(vsD(α′, α′)) in V ∗ to be
close to each other, they have to be close to 0. Hence, c(g) has to be close to 0.
4.3. Computations on the KAK decomposition. An important technical step
in the proof sketched above is to obtain precise KAK decompositions of elements of
the form D1ι(h)D2. This is the content of the next series of lemmas. Parts of these
computations have been obtained in [HdL13a, Lemmas 3.9 and 3.15] and [HdL13b,
Lemmas 3.18 and 3.23], but here we need more information on the K-part. For
this, we will use the explicit KAK decomposition of certain elements in GL(2,R).
Lemma 4.4. Let a, d ≥ 0, and c ∈ R. Then one can write
(
a −c
c d
)
= rφ
(
λ 0
0 µ
)
rφ,
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where φ ∈ [−pi4 , pi4 ] and λ, µ ≥ 0 are characterized by
λµ = ad+ c2,
λ− µ = a− d,
tan(2φ) = 2c
a+ d ,
(9)
with the convention that, in case a = d = 0, we have φ = pi4 if c ≥ 0, and φ = −pi4
if c < 0.
This lemma follows by computations that we leave to the reader. The following
lemma gives a special case of this result.
Lemma 4.5. Let α > 0 and θ ∈ [−pi2 , pi2 ]. We can write(
eα 0
0 e−α
)
rθ
(
eα 0
0 e−α
)
= rφ
(
eβ 0
0 e−β
)
rφ,
where β ≥ 0 and φ ∈ [−pi4 , pi4 ] are characterized by
sinh β = sinh(2α) cos θ,(10)
tan(2φ) = tan θcosh(2α) ,(11)
with the convention that tan(pi2 ) =∞ and tan(−pi2 ) = −∞.
We can now compute certain KAK decompositions in G. For θ, θ′ ∈ R, we
introduce the following element of K:
wθ,θ′ = ι
(
eiθ 0
0 eiθ′
)
= v θ+θ′
2
ι(d θ−θ′
2
).
Proposition 4.6. For all α > 0 and θ ∈ [0, pi2 ], we have
D(α, α)wθ,pi2−θD(α, α) = wφ,φ′D(β, γ)wφ,φ′ ,
D(α, α)w−θ,θ−pi2D(α, α) = w−φ,−φ′D(β, γ)w−φ,−φ′ ,
where β, γ ≥ 0 and φ, φ′ ∈ [0, pi4 ] satisfy
sinh β = sinh(2α) cos θ, sinh γ = sinh(2α) sin θ,(12)
tan(2φ) = tan θcosh(2α) , tan(2φ
′) = 1tan θ cosh(2α) .(13)
Proof. Let e1, e2, e3, e4 be the standard basis of R4. Then each matrix in this
proposition leaves the planes Re1 +Re3 and Re2 +Re4 invariant. The result follows
by restricting to these subspaces and applying Lemma 4.5. 
Proposition 4.7. For all α > 0 and θ ∈ [−pi2 , pi2 ], we have
D(α, 0)ι(uθ)D(α, 0) = ι(rφ)wω1,ω2D(β, γ)wω1,ω2ι(rφ),
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where β ≥ γ ≥ 0 and φ, ω1, ω2 ∈ [−pi4 , pi4 ] satisfy
sinh β sinh γ = 12 sinh
2(α),(14)
sinh β − sinh γ = 1√
2
sinh(2α) cos θ,(15)
tan(2φ) = 1coshα cos θ ,(16)
sin(2ω1) cosh β =
1√
2
sin θ = − sin(2ω2) cosh γ.(17)
Proof. This is just a computation with 4 × 4 matrices. We still give a detailed
proof, as the computations are slightly more involved than for Proposition 4.6.
We assume that θ ∈ (−pi2 , pi2 ). The case |θ| = pi2 will follow by continuity. Let
X = D(α, 0)ι(uθ)D(α, 0). It follows from the KAK decomposition of G that there
exist β ≥ γ ≥ 0 and k, k′ ∈ K such that X = kD(β, γ)k′. In general, the element
k is not unique, but it is determined uniquely up to multiplication on the right by
a matrix in D := {ι(diag(1, 2)) | i ∈ {−1, 1}}. We prove that the proposition
holds, perhaps with k replaced by a matrix in kD. Computing 12 (X − (X−1)T )
gives
1√
2
(
Y 0
0 −Y
)
= kdiag(sinh β, sinh γ,− sinh β,− sinh γ)k′,
where Y =
(
sinh(2α) cos θ − sinhα
sinhα 0
)
. By Lemma 4.4, we have Y = rφdiag(λ, µ)rφ,
with λ ≥ µ ≥ 0 and φ ∈ (−pi4 , pi4 ) satisfying λµ = sinh2 α, and λ−µ = sinh(2α) cos θ,
and tan(2φ) = 2 sinhα(sinh(2α) cos θ)−1 = (coshα cos θ)−1. For k0 := ι(rφ) ∈ K,
we obtain
(18) 1√
2
k0diag(λ, µ,−λ,−µ)k0 = kdiag(sinh β, sinh γ,− sinh β,− sinh γ)k′.
This implies that sinh β = λ√2 and sinh γ =
µ√
2 , so that (14) and (15) hold. If
θ = 0, the matrix X is block-diagonal, in which case we can take k = k′ = k0.
For other values of θ, we can still assume that k and k′ depend continuously
on θ, which determines k and k′ uniquely. From (18), we get that k−10 k com-
mutes with diag(sinh2 β, sinh2 γ, sinh2 β, sinh2 γ), which implies (since β > γ > 0
by our assumption that cos θ 6= 0) that ι−1(k−10 k) is a diagonal matrix, i.e.,
k = ι(rφdiag(eiω1 , eiω2)) = ι(rφ)wω1,ω2 for ω1, ω2 ∈ R. Substituting this in (18),
we obtain k′ = wω1,ω2ι(rφ). By our previous remark, we can assume that ω1, ω2
depend continuously on θ and take ω1 = ω2 = 0 if θ = 0.
Consider the lower-left 2× 2-submatrix in the equality X = kD(β, γ)k′:
sin θ√
2
(
1 0
0 −1
)
= rφ
(
sin(2ω1) cosh β 0
0 sin(2ω2) cosh γ
)
rφ.
This equality implies that sin(2ω1) cosh β = 1√2 sin θ = − sin(2ω2) cosh γ. In par-
ticular, | sin 2ωj | < 1, and hence |ωj | < pi4 by continuity, since ω1 = ω2 = 0 if
θ = 0. 
4.4. Invariant coefficients.
Notation 4.8. In Sections 4.4 and 4.5, we will use the following notation. For
numerical expressions, we write A . B if there exists a constant C > 0 such that
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A ≤ CB. The constant C can depend on X (through the constants C1, s1 and
C2, s2 in (4) and (5), respectively), L, V and m.
We now prove the first part of Theorem 4.2. Let X be a Banach space satisfying
(4) and (5), and let pi : G → B(X) be a continuous representation satisfying (6).
Replacing the norm on X by the equivalent norm ‖x‖′ = ∫
K
‖pi(k)x‖dk, we may
assume that the restriction of pi to K is isometric. For H-invariant unit vectors
ξ ∈ X and η ∈ X∗, let
c(g) =
∫
R/piZ
〈pi(vtgv−t)ξ, η〉dt
pi
.
It follows that c(h1vtgv−th2) = c(g) for all g ∈ G, h1, h2 ∈ H and t ∈ R. Note
that c is a coefficient of the representation 1 ⊗ pi of G on L2(R/piZ;X). Indeed,
c(g) = 〈(1⊗ pi)(g)ξ˜, η˜〉, where ξ˜ ∈ L2(R/piZ, dt/pi;X) and η˜ ∈ L2(R/piZ, dt/pi;X∗)
are the vectors ξ˜(t) = pi(v−t)ξ and η˜(t) = Tpi(v−t)η, which have norm 1, as pi(v−t)
is an isometry. In what follows, we will use that by Fubini’s Theorem, (4) and (5)
also hold for X replaced by L2(R/piZ;X).
With the notation of Propositions 4.6 and 4.7, it follows that for every t ∈ R/piZ,
c(vtD(α, α)w−θ,θ−pi2D(α, α)) = c(vt+φ+φ′D(β, γ)),(19)
c(vtD(α, 0)ι(uθ)D(α, 0)) = c(vt+ω1+ω2D(β, γ)).(20)
Lemma 4.9. Let c be as above, let β ≥ γ ≥ 0, and let α be the non-negative
solution of sinh2(2α) = sinh2 β+ sinh2 γ. Then there exists a ρ ∈ R/2piZ such that
for all t ∈ R/2piZ,
|c(vtD(β, γ))− c(vt+ρD(2α, 0))| . esβ−s1(β−γ).
Proof. For t ∈ R/2piZ, let ct,α : h 7→ c(vtD(α, α)v−pi4 ι(h)D(α, α)) be defined on
SU(2). Let ξ˜ and η˜ be as above. For ξt,α = (1 ⊗ pi(D(α, α)))ξ˜ and ηt,α = (1 ⊗
pi(vtD(α, α)v−pi4 ))
∗η˜, which are vectors of norm at most Lesα in L2(R/piZ, dt/pi;X)
and L2(R/piZ, dt/pi;X∗), respectively, we can write ct,α = 〈(1⊗ pi)(ι(h))ξt,α, ηt,α〉.
Since D(α, α) and vt commute with ι(rθ) for all θ, we have ct,α(rθhrθ′) = ct,α(h)
for all θ, θ′ ∈ R.
For h = dpi
4−θ and h
′ = dpi
4
, it follows from Proposition 3.3 and (4) that∣∣c(vtD(α, α)w−θ,θ−pi2D(α, α))− c(vtD(α, α)w0,−pi2D(α, α))∣∣ . e2sα|θ|s1 ,
provided that θ ∈ [0, pi4 ]. Take θ = arctan(sinh γ/ sinh β). Then |θ| ≤ eγ−β
and 2α ≤ β + 1, so the right-hand side is . esβ−s1(β−γ). By (19), we have
c(vtD(α, α)w−θ,θ−pi2D(α, α)) = c(vt+ρ1D(β, γ)) and c(vtD(α, α)w0,−pi2D(α, α)) =
c(vt+ρ2D(2α, 0)) for some ρ1, ρ2 ∈ R/2piZ, Hence,
|c(vtD(β, γ))− c(vt+ρD(2α, 0))| . eβs−s1(β−γ)
for ρ = ρ2 − ρ1. 
Lemma 4.10. Let c be as above, and let α > 0. Then for all t ∈ R/2piZ and
τ ∈ [0, pi4 ],
|c(vtD(2α, 0))− c(vt+τD(2α, 0))| . e−2(s1−s)α.
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Proof. We can assume that α ≥ 1. Let θ ∈ [0, pi2 ], and let β ≥ γ ≥ 0 and φ, φ′ ∈
[0, pi4 ] be determined by Proposition 4.6. In particular, we have
D(α, α)wθ,pi2−θD(α, α) = wφ,φ′D(β, γ)wφ,φ′ ,
D(α, α)w−θ,θ−pi2D(α, α) = w−φ,−φ′D(β, γ)w−φ,−φ′ .
As in the proof of Lemma 4.9, we estimate the difference of c evaluated in a generic
element of the form of the first equality above and c evaluated in the element for
which θ = 0, yielding
|c(vt+pi4D(2α, 0))− c(vt+φ+φ′D(β, γ))| . e2sαθs1 .
Similarly, using the second equality,
|c(vt−pi4D(2α, 0))− c(vt−φ−φ′D(β, γ))| . e2sαθs1 .
Substituting t′ = t+ pi4 in the first inequality and t′ = t+
pi
4 −2φ−2φ′ in the second
one, we obtain
|c(vt′D(2α, 0))− c(vt′+2φ+2φ′−pi2D(2α, 0))| . e2sαθs1 .
The right-hand side of this last inequality is . e−2(s1−s)α for θ ∈ [0, 4e−2α] (by the
assumption α ≥ 1, we indeed have 4e−2α ≤ pi2 ). In order to prove the lemma, it
therefore suffices to show that, for α large enough, {2φ+2φ′−pi2 | θ ∈ [0, 4e−2α]} con-
tains [−pi4 , 0]. By Proposition 4.6, it follows that 2φ+2φ′− pi2 depends continuously
on θ and is equal to 0 if θ = 0, so that we only need to prove that 2φ+2φ′− pi2 < −pi4
for θ = 4e−2α. But for θ = 4e−2α, we have tan(2φ) ∼ 8e−4α and tan(2φ′) ∼ 12 < 1
for α → ∞. In particular, for α sufficiently large, 0 ≤ 2φ+ 2φ′ ≤ pi4 , which proves
the claim. 
Lemma 4.11. Let c be as above, let β ≥ γ ≥ 0, and let α′ be the non-negative
solution of sinh2(α′) = sinh β sinh γ. Then there exists a σ ∈ R/2piZ such that for
all t ∈ R/2piZ,
|c(vtD(β, γ))− c(vt+σD(α′, α′))| . esβ−(s2−s)γ .
Proof. If 0 ≤ γ ≤ 1, the inequality holds for all σ by the triangle inequality and
the inequalities |c(vtD(β, γ))| . esβ and |c(vt+σD(α′, α′))| . esα′ ≤ esβ . We can
therefore assume that γ ≥ 1.
Let α be the non-negative solution of sinh β sinh γ = 12 sinh
2(α). Clearly α′ ≤ α.
The function f(t) = log(sinh(t)) is concave. Therefore, for a fixed value of β+γ = x,
sinh β sinh γ is maximal for β = γ = x2 and minimal for β = x − 1, γ = 1. This
implies that sinh2 α′ ≥ sinh 1 sinh(x − 1) ≥ sinh2 x−12 and sinh2 α ≤ 2 sinh2 x2 ≤
sinh2(x2 + 1), where the second inequalities are again consequences of the concavity
of f . To summarize,
(21) 12(β + γ) ≤ α
′ ≤ α ≤ 12(β + γ) + 1.
For t ∈ R consider the map c′t,α : h 7→ c(vtD(α, 0)ι(h)D(α, 0)) defined on SU(2).
From the equality ι(dθ) = vθw0,−2θ and the fact that w0,−2θ commutes withD(α, 0),
we deduce that D(α, 0)ι(dθhd−θ)D(α, 0) = v−θι(dθ)D(α, 0)ι(h)D(α, 0)ι(d−θ)vθ.
Hence, for h ∈ SU(2), we have c′t,α(dθhd−θ) = c′t,α(h). Using Proposition 3.4
and (5), we obtain
|c(vtD(α, 0)ι(uθ)D(α, 0))− c(vtD(α, 0)ι(upi2 )D(α, 0))| . e2sα
∣∣∣θ − pi2 ∣∣∣s2 .
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For θ ∈ [0, pi2 ] satisfying (15), it follows that cos θ ≤
√
2eβ−2α, so that the right-
hand side of this inequality is . e(2s−2s2)α+s2β . esβ−(s2−s)γ by (21). Also, by
Proposition 4.7 and (20), we can rewrite the left-hand side, which also yields σ1, σ2 ∈
R/2piZ such that
|c(vt+σ1D(β, γ))− c(vt+σ2D(α′, α′))| . esβ−(s2−s)γ .
The result follows with σ = σ2 − σ1. 
Proof of (7). Let R = {(β, γ) ∈ R2 | β2 + γ2 ≥ 2 and β ≥ γ ≥ 0}. Consider the
partition of R given by the sets ∆n = (Cn ∪ Hn) ∩ {(β, γ) ∈ R2 | β2 + γ2 ≥ 2},
where
Cn = {(β, γ) | β ≥ s1 + s2 − s
s1
γ ≥ 0 and sinh2 β+sinh2 γ ∈ [sinh2(n), sinh2(n+1)]}
and
Hn = {(β, γ) |s1 + s2 − s
s1
γ ≥ β ≥ γ ≥ 0
and sinh β sinh γ ∈ [sinh β(n) sinh γ(n), sinh β(n+1) sinh γ(n+1)]}.
Here, (β(n), γ(n)) are the points on the line given by β = s1+s2−ss1 γ such that
sinh2 β+ sinh2 γ = sinh2 n. To motivate these definitions, note that the right-hand
sides of the inequalities in Lemma 4.9 and 4.11 are equal if and only if β = s1+s2−ss1 γ,
and in this case they are equal to e−β
P (s)
s1+s2−s . For n ∈ N, let ε(n) = e−n P (s)s1+s2−s .
For all (β1, γ1) and (β2, γ2) in ∆n with sinh2 β1 +sinh2 γ1 = sinh2 β2 +sinh2 γ2 ∈
[sinh2(n), sinh2(n + 1)], it follows by applying Lemma 4.9 twice that there is a
ρ ∈ R/2piZ such that for all t ∈ R/2piZ, we have
(22) |c(vtD(β1, γ1)− c(vt+ρD(β2, γ2))| . eβ1s−s1(β1−γ1) + eβ2s−s1(β2−γ2) . ε(n).
The inequality eβis−s1(βi−γi) . ε(n) is clear if (βi, γi) ∈ Cn. Otherwise, βi + γi =
β(n) + γ(n) + O(1), by the requirement that (βi, γi) ∈ Hn, and βi = n + O(1) =
β(n)+O(1) by sinh2 βi+sinh2 γi ∈ [sinh2(n), sinh2(n+1)]. Hence, βis−s1(βi−γi) =
β(n)s− s1(β(n) − γ(n)) +O(1) = −n P (s)s1+s2−s +O(1), which proves the inequality.
Similarly, for all (β1, γ1) and (β2, γ2) in ∆n with sinh β1 sinh γ1 = sinh β2 sinh γ2 ∈
[sinh β(n) sinh γ(n), sinh β(n+1) sinh γ(n+1)], it follows by applying Lemma 4.11 twice
that there is a σ ∈ R/2piZ such that for all t ∈ R/2piZ, we have
(23) |c(vtD(β1, γ1)− c(vt+σD(β2, γ2))| . eβ1s−(s2−s)γ1 + eβ2s−(s2−s)γ2 . ε(n).
Again, this last inequality is clear if (βi, γi) ∈ Hn, and the same argument shows
that otherwise βis− (s2− s)γi = β(n)s− (s2− s)γ(n) +O(1) = −n P (s)s1+s2−s +O(1).
By considering three elementary paths, meaning paths of the form of (22) and
(23) (see Figure 1, left), we get that for every (β, γ) ∈ Cn, there is a t′ ∈ R/2piZ
such that
|c(vtD(β, γ))− c(vt+t′D(n, 0))| . ε(n).
Similarly by considering three elementary paths (see Figure 1, right), we get that
for every (β, γ) ∈ Hn, there is a t′ ∈ R/2piZ such that
|c(vtD(β, γ))− c(vt+t′D(β(n), γ(n)))| . ε(n).
Since (β(n), γ(n)) belongs also to Cn, these two inequalities together imply that for
every (β, γ) ∈ ∆n, there is a t′ ∈ R/2piZ such that
|c(vtD(β, γ))− c(vt+t′D(n, 0))| . ε(n).
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γ = 0
Cn
Hn
β = γ
β = s1+s2−ss1 γ
γ = 0
Cn
Hn
β = γ
β = s1+s2−ss1 γ
Figure 1. The three elementary paths connecting (β, γ) ∈ Cn to
(n, 0) (left) and (β, γ) ∈ Hn to (β(n), γ(n)) (right).
From this and the inequality s1 − s ≥ P (s)s1+s2−s , it follows by applying Lemma 4.10
at most four times that for (β1, γ1), (β2, γ2) ∈ ∆n and t1, t2 ∈ R/2piZ,
|c(vt1D(β1, γ1))− c(vt2D(β2, γ2))| . ε(n).
Now, let n,N ∈ N, and let (β1, γ1, t1) and (β2, γ2, t2) be two triples such that
(β1, γ1), (β2, γ2) ∈ ∆n∪ . . .∪∆n+N , and t1, t2 ∈ R/2piZ. Using that P (s)s1+s2−s > 0 by
our choice of s, by a geometric series argument that will only replace the (implicit)
constant in front of the estimate, we obtain
|c(vt1D(β1, γ1))−c(vt2D(β2, γ2))| . ε(n)+ε(n+1)+. . .+ε(n+N−1)+ε(n+N) . ε(n).
From this, it follows directly that the function c has a limit cξ,η at infinity, and that∣∣∣∣∣
∫
R/piZ
〈pi(vtgv−t)ξ, η〉dt
pi
− cξ,η
∣∣∣∣∣ . ε(n)
for all g ∈ KD(β, γ)K with (β, γ) ∈ ∪l≥n∆l. 
4.5. Non-invariant coefficients. We now prove the second part of Theorem 4.2.
Let X be a Banach space satisfying (4) and (5), and let pi : G → B(X) be a
representation satisfying (6). We will again assume that the restriction of pi to K
is isometric. Let piV : H → B(V ) be a unitary irreducible representation of H
and m ∈ Z with either V nontrivial or m 6= 0. For a unit vector ξ ∈ XH and an
H-equivariant linear map q : X → V with norm 1, let c : g → V be the map defined
by
(24) c(g) =
∫
R/piZ
e−2imtq(pi(vtgv−t)ξ)
dt
pi
.
By the H-equivariance of q it follows that
(25) c(h1vtgv−th2) = e2imtpiV (h1)c(g)
for all h1, h2 ∈ H and t ∈ R. Equation (8) will follow from the Peter-Weyl Theorem
for actions of compact groups on Banach spaces (see (2) in Theorem 2.5) and
(26) ‖c(g)‖ . ε(g).
Lemma 4.12. With the notation of Proposition 4.6, for every t ∈ R/2piZ,
c(vtD(α, α)wθ,pi2−θD(α, α)) = e
−im(φ+φ′)piV (dφ−φ′
2
)c(vt+φ+φ′D(β, γ)).
Proof. This is immediate by Proposition 4.6, the definition of wφ,φ′ and (25). 
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Lemma 4.13. There is a constant C ′, depending on V and m, such that with the
notation of Proposition 4.7, for every t ∈ R/2piZ,
‖c(vtD(α, 0)ι(uθ)D(α, 0))‖ = ‖c(vt+ω1+ω2D(β, γ))‖,
‖c(vtD(α, 0)ι(uθ)D(α, 0))− piV (rφ)c(vt+ω1+ω2D(β, γ))‖ ≤ C ′Le−γ+sβ .
Proof. By Proposition 4.7, the definition of wφ,φ′ , equation (25) and the fact that
piV is unitary, the first equality is immediate.
To prove the second inequality, we use that piV is a Lipschitz map (it is even C∞)
from SU(2) to B(V ). Hence, (ω, ω′) 7→ e−im(ω+ω′)piV (dω−ω′
2
) is Lipschitz, say with
constant C ′′, which implies that the left-hand side of the inequality in the Lemma
is less than
C ′′(|ω1|+ |ω2|)‖c(vt+ω1+ω2D(β, γ))‖.
By (17), | sin(2ω1)| ≤ (
√
2 cosh β)−1 and | sin(2ω2)| ≤ (
√
2 cosh γ)−1, which implies
that |ω1| + |ω2| . e−γ . The Lemma follows from this inequality by the a priori
bound ‖c(vt+ω1+ω2D(β, γ))‖ ≤ ‖pi(vt+ω1+ω2D(β, γ))‖B(X) ≤ Lesβ . 
Lemma 4.14. Let c be as above, let β ≥ γ ≥ 0, and let α be the non-negative
solution of sinh2(2α) = sinh2 β + sinh2 γ. Then there exist a ρ ∈ R/2piZ and z ∈ C
with |z| = 1 such that for all t ∈ R/2piZ,
‖c(vtD(β, γ))− zc(vt+ρD(2α, 0))‖ . eβs−s1(β−γ).
Proof. For t ∈ R, consider the map ct,α : h 7→ c(vtD(α, α)v−pi4 ι(h)D(α, α)), where
h ∈ SU(2). Since D(α, α) and vt commute with ι(rθ) for all θ, the map ct,α satisfies
ct,α(rθhrθ′) = piV (rθ)ct,α(h). The characters of the abelian group U(1) are indexed
by n ∈ Z and given by rθ 7→ einθ. As a consequence, there is an orthonormal basis
e1, . . . , ed of V and integers m1, . . . ,md such that piV (rθ)ek = eimkθek for all k. For
each k ≤ d, the map h 7→ 〈ct,α(h), ek〉 satisfies 〈ct,α(rθhrθ′), ek〉 = eimkθ〈ct,α(h), ek〉,
and it can be written as a coefficient of the restriction to H of the representation
1⊗ pi on L2([0, pi), ds/pi;X). Indeed,
〈ct,α(h), ek〉 =
∫
R/piZ
〈pi(ι(h))pi(D(α, α)v−t′)ξ, (q ◦ pi(vt′+tD(α, α)v−pi4 ))∗ek〉
dt′
pi
=〈Id⊗ pi(ι(h))ξ˜, η˜〉L2([0,pi);X),L2([0,pi);X∗),
where ξ˜ : t′ 7→ pi(D(α, α)v−t′)ξ ∈ X and η˜ : t′ 7→ (q ◦ pi(vt′+tD(α, α)v−pi/4))∗ek. By
(6) and the fact that ‖q‖ ≤ 1, we have ‖ξ′‖L2([0,pi);X) . esα and ‖η′‖L2([0,pi);X∗) .
esα. For h = dpi
4−θ and h
′ = dpi
4
, it follows by Proposition 3.3 and (4) that
‖c(vtD(α, α)w−θ,θ−pi2D(α, α))− c(vtD(α, α)w0,−pi2D(α, α))‖ . e2sα|θ|s1 .
For θ = arctan(sinh γ/ sinh β), it follows in the same way as in Lemma 4.9 that
the right-hand side is . esβ−s1(β−γ). By Proposition 4.6 and Lemma 4.12, we
can write c(vtD(α, α)w−θ,θ−pi2D(α, α)) = z1piV (d1)c(vt+ρ1D(β, γ)) and, similarly,
c(vtD(α, α)w0,−pi2D(α, α)) = z2piV (d2)c(vt+ρ2D(2α, 0)) for some ρ1, ρ2 ∈ R/2piZ,
d1, d2 ∈ U(1), and z1, z2 ∈ C of modulus 1. It follows that
‖c(vt+ρ1D(β, γ))− z1z2piV (d−11 d2)c(vt+ρ2D(2α, 0))‖ . eβs−s1(β−γ).
It remains to notice that by the equality ι(dθ)D(2α, 0) = vθD(2α, 0)v−θι(dθ) and
(25),
piV (dθ)c(vsD(2α, 0)) = c(vsι(dθ)D(2α, 0)) = e2imθc(vsD(2α, 0)).
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The lemma now follows in the same way as Lemma 4.9, with ρ = ρ2 − ρ1. 
Lemma 4.15. Let c be as above, let β ≥ γ ≥ 1, and denote by α′ the positive
solution of sinh2(α′) = sinh β sinh γ. There exists σ ∈ R/2piZ such that for t ∈
R/2piZ,
‖c(vtD(β, γ))− c(vt+σD(α′, α′))‖ . esβ−(s2−s)γ .
Proof. Let α be the non-negative solution of 12 sinh
2(α) = sinh γ sinh β. As before,
(21) follows. For t ∈ R consider the map c′t,α : h 7→ c(vtD(α, 0)ι(h)D(α, 0)) on
SU(2). It is elementary to check that c′t,α(dθhd−θ) = e−2imθpiV (dθ)c′t,α(h) for all
h ∈ SU(2) and θ ∈ R. Decomposing V as a direct sum of characters of {dθ | θ ∈ R},
we obtain by Proposition 3.4 that
‖c(vtD(α, 0)ι(uθ)D(α, 0))− c(vtD(α, 0)ι(upi2 )D(α, 0))‖ . e2sα
∣∣∣θ − pi2 ∣∣∣s2 .
As in the proof of Lemma 4.11, it follows that the right-hand side is . esβ−(s2−s)γ .
By Lemma 4.13 we can replace c(vtD(α, 0)ι(uθ)D(α, 0)) by piV (r1)c(vt+σ1D(β, γ))
up to an error of order e−γ+sβ for some r1 ∈ SO(2) and σ1 ∈ R/2piZ. We can also
replace c(vtD(α, 0)ι(upi2 )D(α, 0)) by piV (r2)c(vt+σ2D(α
′, α′)) up to an error of order
e(s−1)α
′ for some r2 ∈ SO(2) and σ2 ∈ R/2piZ. By (21), we have γ− 12 ≤ α′ ≤ β+1,
and second error term is dominated by the first. By Remark 4.1, s2 ≤ s2 − s ≤ 1,
and the first error term (and therefore also the second) is dominated by esβ−(s2−s)γ .
Altogether, we obtain
‖piV (r1)c(vt+σ1D(β, γ))− piV (r2)c(vt+σ2D(α′, α′))‖ . esβ−(s2−s)γ .
Since D(α′, α′) commutes with elements of ι(SO(2)), we obtain
piV (r−11 r2)c(vt+σ2D(α′, α′)) = c(vt+σ2D(α′, α′)).
This proves the lemma with σ = σ2 − σ1. 
Proof of (26). Let γ0 ≥ 1, and let β0 = s1+s2−ss1 γ0. By this choice, the right-hand
sides of the inequalities of Lemmas 4.14 and 4.15 with (β, γ) = (β0, γ0) are equal
to e−β0
P (s)
s1+s2−s , which we simplify in this proof to ε0. Let us denote
C = {(β, γ) | β ≥ s1 + s2 − s
s1
γ ≥ 0 and sinh2 β + sinh2 γ = sinh2 β0 + sinh2 γ0}
and
H = {(β, γ) | s1 + s2 − s
s1
γ ≥ β ≥ γ ≥ 0 and sinh β sinh γ = sinh β0 sinh γ0}.
Denote by α the positive solution of sinh2(2α) = sinh2 β0 + sinh2 γ0 and by α′ the
positive solution of sinh2(α′) = sinh β0 sinh γ0. Our goal is to prove that for every
(β, γ) ∈ C ∪ H and every t ∈ R/2piZ,
(27) ‖c(vtD(β, γ))‖ . ε0.
But Lemma 4.14 implies that for (β, γ) ∈ C,
max
t∈R/2piZ
‖c(vtD(β, γ))‖ . ε0 + max
t∈R/2piZ
‖c(vtD(2α, 0))‖.
Similarly, Lemma 4.15 implies that for (β, γ) ∈ H,
max
t∈R/2piZ
‖c(vtD(β, γ))‖ . ε0 + max
t∈R/2piZ
‖c(vtD(α′, α′))‖.
Hence, it suffices to prove (27) for (β, γ) = (2α, 0) and (α′, α′).
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By Lemmas 4.14 and 4.15 applied to (β0, γ0), there exist t′, t′′ such that for all
t,
‖c(vt+t′D(α, α))− c(vt+t′′D(2α′, 0))‖ . ε0.
The vector c(vt+t′D(α, α)) belongs to the space V1 of vectors invariant under
piV (SO(2)), whereas c(vt+t′′D(2α′, 0)) belongs to the space V2 of vectors x sat-
isfying piV (dθ)x = eimθx for all θ.
At this point we have to distinguish two cases: if V is the trivial representation,
then m 6= 0. Necessarily, V2 = {0}, so that (27) holds for (β, γ) = (2α, 0) or (α′, α′).
If V is not the trivial representation, note that V1 and V2 do not intersect (V1 ∩ V2
is a space of eigenvectors for SO(2) and {dθ, θ ∈ R}, and hence of the group that
they generate, which is SU(2); as a nontrivial irreducible representation, V does
not have any nonzero eigenvector). Hence, there is a constant C(V1, V2) > 0 such
that for every x1 ∈ V1, x2 ∈ V2, we have ‖x1‖ + ‖x2‖ ≤ C(V1, V2)‖x1 − x2‖. This
proves that (27) holds for (β, γ) = (2α, 0) or (α′, α′) and concludes the proof. 
Remark 4.16. It follows from the proofs that the function ε ∈ C0(G) can be taken
as
(28) ε(g) = exp
(
−P (s) max
(
β
s1 + s2 − s ,
β + γ
2s1 + s2 − s
))
if β ≥ γ ≥ 0 are so that g ∈ KD(β, γ)K, and where P (s) = s2− (2s1 + s2)s+ s1s2.
Indeed, with the notation of the proof of (7), we have that ε(g) ≤ ε(n) = e−n P (s)s1+s2−s
if g ∈ KD(β, γ)K with (β, γ) ∈ ∆n. One easily checks that if (β, γ) ∈ Cn, then
ε(g) = e−P (s)
β
s1+s2−s = e−n
P (s)
s1+s2−s+O(1). Similarly, if (β, γ) ∈ Hn, then ε(g) =
e−P (s)
β+γ
2s1+s2−s = e−n
P (s)
s1+s2−s+O(1). In each case, ε(g) is of the order of ε(n).
5. Decay of representations of S˜p(2,R) on certain Banach spaces
In this section, let G˜ = S˜p(2,R) be the universal covering group of G = Sp(2,R)
(see Section 2.3). Recall that Φ : G˜ → R denotes the quasi-morphism considered
in Lemma 2.2.
Let X be a Banach space satisfying (4) and (5). For fixed values of s satisfying
0 < s < s−(s1, s2), we consider continuous representations pi : G˜→ B(X) for which
there exist an L > 0 such that for β ≥ γ ≥ 0,
(29) ‖pi(D˜(β, γ))‖B(X) ≤ Lesβ .
This assumption does not say anything about the norm of pi(v˜t), but by continuity
there exist κ ≥ 0 and L′ ≥ 0 such that
(30) ‖pi(v˜t)‖B(X) ≤ L′eκ|t|.
The main theorem of this section, which is similar to Theorem 4.2, is the following.
Theorem 5.1. Let X be a Banach space satisfying (4) and (5), and let s <
s−(s1, s2) and κ ∈ R. There exists ε ∈ C(G˜) such that the following holds: for
a representation pi : G˜ → B(X) satisfying (29) and (30), a unitary irreducible
representation V of SU(2), and m ∈ Z, there exists a constant C such that for
every ξ ∈ XH and η ∈ (X∗)V unit vectors,
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• if V is the trivial representation and m = 0, there exists cξ,η ∈ C such that
(31)
∣∣∣∣∣
∫
R/piZ
〈pi(v˜tgv˜−t)ξ, η〉dt
pi
− cξ,η
∣∣∣∣∣ ≤ Cε(g);
• otherwise,
(32)
∣∣∣∣∣
∫
R/piZ
e−2imt〈pi(v˜tgv˜−t)ξ, η〉dt
pi
∣∣∣∣∣ ≤ Cε(g).
Moreover there is a constant c > 0 such that ε(g) ≤ eκ|Φ(g)|−cβ if g ∈
K˜D˜(β, γ)K˜ with β ≥ γ ≥ 0.
Theorem 5.1 is proved in the same way as Theorem 4.2, with Proposition 4.6
and 4.7 replaced by the following analogues. For θ, θ′ ∈ R, we define w˜θ,θ′ ∈ K˜ by
(33) w˜θ,θ′ = e˜xp
(
ι
(
iθ 0
0 iθ′
))
= v˜ θ+θ′
2
ι˜(d θ−θ′
2
).
Proposition 5.2. For all α > 0 and θ ∈ [0, pi2 ], we have
D˜(α, α)w˜θ,pi2−θD˜(α, α) =w˜φ,φ′D˜(β, γ)w˜φ,φ′ ,
D˜(α, α)w˜−θ,θ−pi2 D˜(α, α) =w˜−φ,−φ′D˜(β, γ)w˜−φ,−φ′ ,
where β, γ ∈ R+, φ, φ′ ∈ [0, pi4 ] satisfy (12) and (13).
Proof. Fix θ ∈ [0, pi2 ]. By Proposition 4.6, both equalites hold when projected
onto G, and all terms depend continuously on α. It is therefore enough to prove
the proposition when α = 0. In this case, the first equality therefore reduces to
w˜θ,pi2−θ = w˜2φ,2φ′ , which holds because 2φ = θ and 2φ
′ = pi2 − θ. The second
equality is proved in the same way. 
With the same proof, we obtain the following result from Proposition 4.7.
Proposition 5.3. For all α > 0 and θ ∈ [−pi2 , pi2 ], we have
D˜(α, 0)ι˜(uθ)D˜(α, 0) = ι˜(rφ)w˜ω1,ω2D˜(β, γ)w˜ω1,ω2 ι˜(rφ),
where β ≥ γ ≥ 0, φ, ω1, ω2 ∈ [−pi4 , pi4 ] are characterized by (14), (15), (16) and (17).
What allows to use for G˜ essentially the same proof as for G is that in the above
propositions, the value of Φ(g(θ, α)) (where g(θ, α) is the element of G˜ analyzed in
each proposition) remains bounded as α > 0 and |θ| ≤ pi2 . This reflects that Φ is a
quasi-morphism.
Sketch of proof of Theorem 5.1. As for G, we can assume that the restriction of pi
to H˜ is isometric. For the proof of (31), denote
c(g) =
∫
R/piZ
〈pi(v˜tgv˜−t)ξ, η〉dt
pi
,
so that c(h˜gh˜′v˜t) = c(v˜tg) for all t ∈ R and h˜, h˜′ ∈ H˜. By the KAK decomposition,
it is therefore enough to show (31) for g = v˜tD˜(β, γ) for t ∈ R and β ≥ γ ≥ 0. Let
ε˜(g) = exp
(
−P (s) max
(
β
s1 + s2 − s ,
β + γ
2s1 + s2 − s
))
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for β ≥ γ ≥ 0 such that g ∈ K˜D˜(β, γ)K˜ and P (s) = s2 − (2s1 + s2)s + s1s2. The
same proof as for Theorem 4.2 shows that there is a limit cξ,η such that
|c(g)− cξ,η| ≤ Cε˜(g)
for all g of the form v˜tD˜(β, γ) with t ∈ [−pi, pi]. For t0 ∈ R, consider ξt0 = pi(v˜t0)ξ.
It is an H-invariant vector of norm less that L′eκ|t0|. If we apply the preceding
with ξ replaced by the H-invariant unit vector ξt0/‖ξt0‖ we get that
|c(g)− cξt0 ,η| ≤ Cε˜(g)L′eκt0
for all g of the form v˜tD˜(β, γ) with t ∈ [t0 − pi, t0 + pi]. To prove (31) it re-
mains to notice that cξt0 ,η does not depend on t0. Indeed if |t0 − t′0| < 2pi
the intervals [t0 − pi, t0 + pi] and [t′0 − pi, t′0 + pi] intersect (say at t), and we get
cξt0 ,η = limβ→∞ c(v˜tD˜(β, 0)) = cξt′0 ,η. This proves (31) with ε(g) = ε˜(g)e
κ|Φ(g)|.
Similarly, as for (8) we prove (32) for g of the form D˜(β, γ). Replacing ξ by
pi(v˜t)ξ/‖pi(v˜t)ξ‖ and using the KAK decomposition, we get (32) for arbitrary g,
still with ε(g) = ε˜(g)eκ|Φ(g)|. 
6. Strong property (T)
In [Laf08], Lafforgue proved that any connected almost R-simple algebraic group
whose Lie algebra contains a Lie subalgebra isomorphic to sl(3,R) has property
(TstrongHilbert). Our results allow us to generalize this to all connected higher rank
simple Lie groups and to the Banach spaces in the class E10 (see Section 2.4 for the
definition of E10), as stated in Theorem A. This section is devoted to the proof of
this theorem.
It is not immediate that strong property (T) as defined in Definition 1.1 extends
from SL(3,R) and Sp(2,R) and its universal covering group to all connected higher
rank simple Lie groups. As in [Laf08], we actually show that the property (*)
that we define below, which is strong property (T) with a control on the speed of
convergence, holds for SL(3,R) and Sp(2,R) and its universal covering group. This
property extends to all connected higher rank simple Lie groups.
Let G be a locally compact group with a length function `. The pair (G,`) is said
to have property (*) if there is a sequence (mn) of compactly supported symmetric
measures with support contained in {g ∈ G | `(g) ≤ n} such that the following
holds. For every Banach space X ∈ E10, there exist α, µ > 0 such that for every
continuous representation pi on X satisfying supg e−α`(g)‖pi(g)‖B(X) < ∞, there is
a projection P ∈ B(X) on the subspace XG of G-invariant vectors in X such that
‖pi(mn)− P‖B(X) ≤ e−µn for n large enough.
We will use the following easy observation, which we state without proof.
Lemma 6.1. Let G be a locally compact group with two length functions `, `′
satisfying `′ ≤ a`+ b for some a, b > 0, and suppose that (*) holds for (G, `). Then
(*) also holds for (G, `′).
6.1. Case of Sp(2,R) and its universal cover. The case of Sp(2,R) is a conse-
quence of Theorem 4.2 and of the results from [dlS13]. Indeed, Proposition 3.2 in
[dlS13] and Lemma 3.1 and 3.2 imply that for every Banach space X in E10, there
exist constants C1 > 0, C2 > 0, s1 > 0, s2 > 0 such that (4) and (5) hold.
Proposition 6.2. The group Sp(2,R) satisfies (*) for every length function `.
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Proof. Let ` : Sp(2,R) → R+ be the length function given by `(kD(β, γ)k′) = β,
where β ≥ γ ≥ 0 and k, k′ ∈ K. Equivalently, `(g) = log ‖g‖, where the norm is the
usual norm of a linear map acting on Euclidean R4. By Lemma 6.1, we only have
to prove (*) for this length function because any other length function `′ satisfies
`′ ≤ a`+ b for some a, b. We will prove (*) with
mn(f) =
∫
H×H×R/piZ
f(hvtD(n, 0)v−th′)dhdh′
dt
pi
.
We can write D(n, 0)−1 = D(−n, 0) = ι(h)D(n, 0)ι(h−1) with h =
(
i 0
0 −i
)
∈
SU(2). As a consequence, HD(n, 0)H = HD(n, 0)−1H, and, hence, mn is a sym-
metric measure.
Let X ∈ E10. As explained, there exist C1 > 0, C2 > 0, s1, s2 > 0 such that (4)
and (5) hold. With the notation of Section 4, let α < s−(s1, s2), and let pi be a
continuous representation of Sp(2,R) on X satisfying supg e−α`(g)‖pi(g)‖B(X) <∞.
From (7) in Theorem 4.2 and from Remark 4.16, we obtain that pi(mn) converges
in the norm of B(X) to an operator P ∈ B(X), and
‖pi(mn)− P‖ . exp
(
− Ps1,s2(α)
s1 + s2 − αn
)
,
which is less than e−µn for n large enough, provided that µ < Ps1,s2 (α)s1+s2−α . It remains
to show that P is a projection on XSp(2,R). For this we will use (8). Firstly, note
that P is the limit of pi(mg) for g →∞, where
mg(f) =
∫
H×H×R/piZ
f(vthgh′v−t)dhdh′
dt
pi
.
Writing
mg ∗mg′(f) =
∫
H×R/piZ
mghvtg′v−t(f)dh
dt
pi
,
we get that
pi(mg)P = lim
g′→∞
pi(mg ∗mg′)
= lim
g′→∞
∫
H×R/piZ
pi(mghvug′v−u)dh
dt
pi
= P.
pi(mg)P = lim
g′→∞
pi(mg ∗mg′) = lim
g′→∞
∫
H×R/piZ
pi(mghvug′v−u)dh
dt
pi
= P.
In particular, taking g → ∞, we see that P is a projection. It is clear that
XSp(2,R) ⊂ P (X). Let us prove the converse. Let ξ = Pξ be in the range of P and
g ∈ Sp(2,R). Let V be an irreducible unitary representation of H, let η ∈ (X∗)V ,
and let m ∈ Z. If m 6= 0 or V is nontrivial, we have, by (8),∫
R/piZ
e−imt〈pi(vtgv−t)ξ, η〉dt
pi
= lim
g′→∞
∫
R/piZ×H
∫
R/piZ
e−imt〈pi(vt(gvuhg′v−u)v−t)ξ, η〉dt
pi
dh
du
pi
= 0.
If V is nontrivial, then this implies that all Fourier coefficients of the continuous
function t ∈ R/piZ 7→ 〈pi(vtgv−t)ξ, η〉 vanish, meaning that 〈pi(vtgv−t)ξ, η〉 = 0. If
V is trivial, 〈pi(vtgv−t)ξ, η〉 does not depend on t. By Theorem 2.5, this implies
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that pi(vtgv−t)ξ is an H-invariant vector not depending on t. By integrating over
H and R/piZ, we obtain
pi(g)ξ =
∫
H×R/piZ
pi(vthgv−t)ξ
dt
pi
dh = pi(mg)ξ.
We conclude that pi(g)ξ = ξ from the already proved equation pi(mg)P = P . This
proves that ξ ∈ XSp(2,R), which finishes the proof. 
Proposition 6.3. The group S˜p(2,R) satisfies (*) for every length function `.
Proof. A minor difference with the case of Sp(2,R) is that we do not have a favorite
length function on S˜p(2,R), so we consider an arbitrary length function `. Then
there exists a δ > 0 such that `(h˜v˜tD˜(bδnc, 0)v˜−th˜′) ≤ n for all n large enough, all
h˜, h˜′ ∈ H˜ and t ∈ R/piZ. Consider the measure mn on S˜p(2,R) given by
mn(f) =
∫
H˜×H˜×R/piZ
f(h˜v˜tD˜(bδnc, 0)v˜−th˜′)dhdh′ dt
pi
.
This measure mn is symmetric. By our choice of δ, the measure mn has support in
{g | `(g) ≤ n} for n large enough. Using Theorem 5.1, the proof is now essentially
the same as for Sp(2,R), except that we have to be careful because the function
ε appearing in Theorem 5.1 does not belong to C0(S˜p(2,R)). However, it will be
sufficient that for each C > 0,
(34) ε ∈ C0
(
{g ∈ S˜p(2,R) | |Φ(g)| ≤ C}
)
.
Let X ∈ E10. As for Sp(2,R), there exist α, µ > 0 such that if pi is a representation
on X satisfying supg e−α`(g)‖pi(g)‖ < ∞, then pi(mn) converges in norm to some
operator P ∈ B(X) and ‖pi(mn) − P‖ ≤ e−µn for all n large enough. This is
because Φ(g) = 0 on the support of mn. More generally, by (34), we have P =
limn→∞ pi(mgn) for every sequence gn going to infinity and such that supn Φ(gn) <
∞, where
mg(f) =
∫
H˜×H˜×R/piZ
f(h˜v˜tgv˜−th˜′)dh˜dh˜′
dt
pi
.
We show that P is a projection on the invariant vectors. Using the formula
mg ∗mg′(f) =
∫
H˜×R/piZ
m
gh˜v˜tg′v˜−t
(f)dh˜du
pi
,
we get, for g′ = D(bcnc, 0) and n→∞, that pi(mg)P = P . To justify this, by (34)
we have to show that for a fixed g ∈ S˜p(2,R),
sup
n
sup
h˜∈H˜,t∈[0,pi]
|Φ(gh˜v˜tD˜(bcnc, 0)v˜−t)| <∞.
This follows from (1), which implies that |Φ(gh˜v˜tD˜(bcnc, 0)v˜−t)| ≤ pi2 + |Φ(g)| +
|Φ(h˜v˜tD˜(bcnc, 0)v˜−t)| = pi2 + |Φ(g)|. This shows that P is a projection, and the
same proof as for Sp(2,R) shows that its range is exactly the space of invariant
vectors. 
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6.2. Proof of Theorem A. To prove Theorem A, the first step is to consider the
case of connected simple Lie groups locally isomorphic to SL(3,R) or Sp(2,R). For
this we need the following lemma.
Lemma 6.4. Let G and H be locally compact groups such that G is a finite
extension of H. Then G has (*) for every length function ` if and only if H has (*)
for every length function `′.
Proof. Let q : G→ H be a surjective continuous homomorphism with finite kernel
N = ker q. Assume that G has (*) for all `, and let `′ be a length function on
H. Then `′ ◦ q is a length function on G. Let (mn) be a sequence of compactly
supported symmetric measures on G given by property (*), and let m˜n be the image
of mn under q. It is immediate that (m˜n) is a sequence of measures establishing
property (*) for (H, `′).
Conversely, assume that H has property (*) for all `′. For every f ∈ Cc(G), the
function f˜(g) = 1|N |
∑
n∈N f(gn) is in Cc(G/N) = Cc(H). If ` is a length function
on G, the function `′(h) = maxg∈q−1(h) `(g) is a length function on H, so that
property (*) gives a sequence (m˜n) of measures on H with support contained in
{h | `′(h) ≤ n}. Define a measure mn on G by
∫
fdmn =
∫
f˜dm˜n. It is symmetric
and its support is contained in {g | `(g) ≤ n}. If pi is a continuous representation of
G on a Banach space X, then pi(N) = 1|N |
∑
n∈N pi(n) is a projection on XN , and
pi induces a representation pi of H on XN , which can be extended to a continuous
representation on X by putting pi(h)(1 − pi(N)) = 1 − pi(N). Moreover, by the
definition of mn, we have pi(mn) = pi(m˜n)Q = Qpi(m˜n). From this, property (*)
follows for (G, `). 
Lemma 6.5. Let R be a connected real Lie group with Lie algebra isomorphic to
sp2 or sl3. Then R has property (*) for every length function `.
Proof. If R is isomorphic to Sp(2,R) or S˜p(2,R), this is Proposition 6.2 or 6.3. If
R is isomorphic to SL(3,R) the lemma follows from [dlS13, Theorems 1.6 and 4.1].
Consider the case when the Lie algebra of R is isomorphic to sp2. By [Kna02,
Propositions I.1.100 and I.1.101], R is isomorphic to a quotient of S˜p(2,R) by
a subgroup of its center, which is Z = {v˜t | t ∈ piZ}. Since all the nontrivial
subgroups of Z have finite index in Z, this implies that R is either isomorphic to
S˜p(2,R), or it is, as Sp(2,R), a finite extension of S˜p(2,R)/Z. In each case, the
result follows, using Lemma 6.4. By the same argument and using additionally that
the universal covering group of SL(3,R) has finite center (of order 2), we get in the
second case that R is isomorphic to a finite extension of SL(3,R). This proves the
lemma. 
Proof of Theorem A. The proof is the same as the proof of [Laf08, Corollaire 4.1].
Let G be a connected simple Lie group with real rank at least two. Then G has an
analytic subgroup R locally isomorphic to SL(3,R) or Sp(2,R) (see, e.g., [BT65,
Theorem 7.2] or [Mar91, Proposition I.1.6.2]). Such a subgroup is closed, as follows
from a result of Mostow (see [Dor96, Corollary 1]). Let ` be a length function on G.
We will prove property (*) for (G, `), using that R has property (*) for the length
function ` restricted to R by Lemma 6.5. Let X ∈ E10. Denote by g the Lie algebra
of G (that we equip with some norm), Ad : G→ Aut(g) the adjoint representation
and exp : g → G the exponential map. Replacing `(g) by `(g) + log ‖Ad(g)‖, we
can assume that ‖Ad(g)‖ ≤ e`(g) for all g ∈ G.
26 TIM DE LAAT AND MIKAEL DE LA SALLE
By Lemma 6.5, we can find (mn), α, µ > 0 establishing property (*) for R. Let
s > 0, and let pi be a continuous representation of G on X satisfying ‖pi(g)‖ ≤
Les`(g). By Lemma 6.5, if s < α, then pi(mn) converges in the norm topology of
B(X) to a projection P onto the R-invariant vectors. We claim that for s small
enough, P is a projection on the G-invariant vectors. For this we have to show that
(35) pi(g)Px = Px for all g ∈ G, x ∈ X.
It is sufficient to show (35) for all x in the dense subspace of X consisting of C∞
vectors, i.e., such that g 7→ pi(g)x is C∞. In particular there is a constant C0 such
that ‖pi(exp(Z))x− x‖ ≤ C0‖Z‖g for all Z in the unit ball of g.
The proof relies on a variant of Mautner’s Lemma. Let a = exp(A) ∈ R be a
semisimple element such that a 6= 1, and decompose g = ⊕λ∈Rgλ as eigenspaces of
adA. The Lie algebra generated by ⊕λ 6=0gλ is a nonzero ideal of g, which is g by
the simplicity assumption. It is therefore sufficient to show (35) when g = exp(Y )
for Y ∈ gλ for some λ 6= 0. We only prove the case λ > 0, the other being similar.
With these two reductions, we can now prove (35). Since Px is R-invariant, we
have for all n ∈ N,
pi(expY )Px− Px = pi(an) (pi(a−n expY an)Px− Px)
= pi(an)
(
pi(exp(e−λnY ))Px− Px) .
Take n′ = bεnc ∈ N for some fixed 0 < ε < λ, and write Px = pi(mn′)x + (P −
pi(mn′))x. By Lemma 6.5, we have ‖(P−pi(mn′))x‖ ≤ e−µn′‖x‖ for n large enough.
Hence,
‖pi(expY )Px− Px‖ ≤ ‖pi(an) (pi(exp(e−λnY ))pi(mn′)x− pi(mn′)x) ‖
+ 2Le−µn
′+s(n`(a)+1)‖x‖
for all n large enough. Expanding pi(mn′)x =
∫
pi(g)xdmn′(g), we can dominate
‖pi(an) (pi(exp(e−λnY ))pi(mn′)x− pi(mn′)x) ‖
≤
∫
‖pi(ang)(pi(exp(e−λnAd(g−1)Y ))− 1)x‖dmn′(g).
But by our assumption on `, ‖e−λnAd(g−1)Y ‖ ≤ e−λn+`(g−1)‖Y ‖ ≤ e(−λ+ε)n‖Y ‖
if g belongs to the support of mn′ . Since ε < λ, this is smaller than 1 for n large
enough, and hence for all g in the support of mn′ we can apply the assumption that
x is a C∞ vector and get
‖pi(ang)(pi(exp(e−λnAd(g−1)Y ))− 1)x‖ ≤ C0‖pi(ang)‖e(−λ+ε)n‖Y ‖
≤ C0Le(−λ+ε+s(`(a)+ε))n.
This implies that
‖pi(expY )Px− Px‖ ≤ C
(
e(−λ+ε+s(`(a)+ε))n + e(−µε+s)n
)
,
which goes to zero as n goes to infinity if s is small enough. This proves the
theorem. 
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7. Fixed point property
This section is devoted to the proof of Corollary 1.2. Let X be a Banach space,
and let E be a class of Banach spaces containing X ⊕ C. As mentioned in the
introduction, it was proved by Lafforgue that if a locally compact group G has
(TstrongE ), then G has property (FX) (and hence property (FX)) [Laf08].
Let G be a connected simple Lie group with real rank at least 2. Since the class
E10 is stable under X 7→ X⊕C, Corollary 1.2 for G is an immediate consequence of
Theorem A. However, strong property (T) is not known to pass to lattices (only to
cocompact ones), and an additional argument is needed for non-cocompact lattices.
This argument is based on the property of p-integrability, which is satisfied by the
lattices under consideration. Recall from [Sha00] or [BFGM07] that if 0 < p <∞,
a lattice Γ in G is p-integrable if it is either cocompact or for some (or equivalently
any) finite generating set S of Γ, there is a Borel fundamental domain Ω ⊂ G such
that ∫
Ω
|χ(g−1h)|pSdh <∞ ∀g ∈ G,
where | · |S is the word-length associated with S and χ : G → Γ is defined by
χ−1(1) = Ω and χ(gγ−1) = γχ(g).
It is known that (FX) for Γ follows from (FLp(G/Γ;X)) for G provided that p > 1
is such that Γ is a p-integrable lattice in G [BFGM07, Proposition 8.8]. Since E10 is
stable under X 7→ Lp(G/Γ;X) for any 1 < p < ∞, Corollary 1.2 follows from the
following result, which Nicolas Monod kindly explained to us. A similar statement
for lattices in S˜L(2,R) that are pull-backs of lattices in SL(2,R) can be found in
[DT14].
Proposition 7.1. Let G be a connected simple Lie group with real rank at least
2, and let Γ be a lattice in G. Then Γ is p-integrable for all p <∞.
Proof. The case of G having finite center coincides with the case of real linear
algebraic groups, which was proved by Shalom [Sha00].
If the center Z(G) of G is infinite, then Z(G) is isomorphic to Z, and we
can reduce to the finite center case by using that G is a central extension of
G/Z(G) given by a bounded 2-cocycle [GW78]. Equivalently, there exists a section
s : G/Z(G)→ G and a finite set A ⊂ Z(G) such that
(36) s(gh)s(g)−1s(h)−1 ∈ A for all g, h ∈ G/Z(G).
If Γ is a lattice in G, then ΓZ(G) is discrete by [Rag72, Corollary 5.17], and hence
it is a lattice in G. It follows that Γ has finite index in ΓZ(G), and by replacing
Γ by ΓZ(G), we can assume that Z(G) ⊂ Γ. Then Γ/Z(G) ⊂ G/Z(G) is a lattice,
so by [Sha00], it is p-integrable for all p < ∞. Let p < ∞, and let Ω ⊂ G/Z(G)
be a fundamental domain for Γ/Z(G) as in the definition of p-integrability. For
any Borel section s : G/Z(G) → G, s(Ω) is a fundamental domain for Γ, and we
claim that this fundamental domain witnesses the p-integrability of Γ if s satisfies
(36). Indeed, let S be a finite symmetric generating set of Γ, and let S′ = s(S)∪A,
where A ⊂ Z(G) is a finite symmetric generating set of Z(G) satisfying (36).
Then S′ is a finite generating set of Γ, and by (36) we see that |s(γ1γ2)|S′ ≤
|s(γ1)|S′ + |s(γ2)|S′ + 1 for all γ1, γ2 ∈ Γ/Z(G). This implies that |s(γ)|S′ ≤ 2|γ|S
for all γ ∈ Γ/Z(G). Also, for all g ∈ G/Z(G), we have s(g)s(χ(g)) ∈ s(Ω)A, which
shows that χ(s(g)) ∈ s(χ(g))A−1. Therefore, if z ∈ Z(G) and h ∈ Ω is arbitrary, we
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have (zs(g))−1s(h) ∈ z−1s(g−1h)A, and χ((zs(g))−1s(h)) ∈ s(χ(g−1h))z−1AA−1,
which implies that
|χ(zs(g))−1s(h)|S′ ≤ 2|χ(g−1h)|S + |z|S + 2.
This implies that
∫
Ω |χ(zs(g))−1s(h)|pS′dh < ∞ for all z ∈ Z(G) and g ∈ G/Z(G).
This concludes the proof because every element of G can be written in this way. 
Appendix A. On an inequality for Jacobi polynomials
In this appendix, we prove, using the notation of Section 3, the following theorem.
Theorem A.1. For q > 10, there is a constant Cq such that for all θ1, θ2 ∈ R
‖Sθ1 − Sθ2‖Sq ≤ Cq|θ1 − θ2|
1
4− 52q .
Moreover Cq ≤ C(q − 10)− 1q for some universal constant C.
The proof of this theorem is by computation: the operator Sθ1 − Sθ2 can be
explicitly diagonalized. Its eigenvalues are obtained from the spherical functions
for the Gelfand pair (U(2),U(1)), which are the so-called disc polynomials (see
[Koo72]). The proof relies on some careful estimates of the value of these polyno-
mials at 0. This is exactly the strategy of proof that was already applied in [dL13]
and [HdL13b], using the estimates for the Jacobi polynomials obtained in [HS13].
Our only contribution is a slight improvement of the results of [HS13] (see Lemma
A.4 and the preceding remark).
Recall that the irreducible representations of SU(2) are indexed by the non-
negative half-integers ` = 0, 12 , 1,
3
2 , . . . . The corresponding irreducible representa-
tions pi` on the complex vector spaces H` of homogeneous polynomials of degree 2`
in two complex variables z1, z2 are given by
pi`(u)P (z1, z2) = P (az1 + cz2, bz1 + dz2) , u =
(
a b
c d
)
.
If H` is equipped with a Hilbert space structure that makes pi` into a unitary
representation, then the family {zm1 zn2 | m + n = 2`} is an orthogonal family.
It is convenient to index this family by p = −`,−` + 1, . . . , ` and to denote the
polynomial z`−p1 z
`+p
2 by h`p. For `, p, p′, let f `p,p′ : SU(2)→ C be the matrix element
given by f `p,p′(g) = 〈pi`(g)h`p′ , h`p〉. The matrix formed by these elements is called
the Wigner D-matrix. By the Peter-Weyl Theorem and the orthogonality of the
family {h`p | p = −`,−` + 1, . . . , `} in H`, the family of functions f `p,p′ for ` ∈ N/2
and p, p′ = −`,−` + 1, . . . , ` form an orthogonal basis of L2(SU(2)). It turns out
that the operators Sθ are all diagonal in this basis.
Lemma A.2. For ` ∈ N/2 and p = −`,−`+ 1, . . . , `,
Sθf
`
p,p′ = e2ipθc`pf `p,p′
where, for every r > 0,
(37) c`p = 2−`
∫ 2pi
0
(1 + r−1e−iϕ)`−p(1− reiϕ)`+p dϕ2pi .
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Proof. By the definition of Sθ and f `p,p′ we can write Sθf `p,p′(g) = 〈pi`(g)h`p′ , I`p(θ)〉,
where I`p(θ) =
∫ 2pi
0 pi`(dϕuθd−ϕ)h
`
p
dϕ
2pi . By expanding
pi`(dϕuθd−ϕ)h`p =
(
eiθz1 + e−2iϕz2√
2
)l−p(−e2iϕz1 + e−iθz2√
2
)`+p
in the basis of (h`p)p=−`,...,`, a small computation yields the existence of c`p ∈ R such
that I`p(θ) = e−2ipθc`ph`p. By substituting θ = 0, z1 = r and z2 = 1, we get∫ 2pi
0
(
r + e−2iϕ√
2
)l−p(−e2iϕr + e−2iθ√
2
)`+p
= c`pr`−p.
This is equation (37) after the change of variable 2ϕ → ϕ. This also implies that
Sθf
`
p,p′ = e2ipθc`pf `p,p′ . 
It follows from this Lemma and the above description of the unitary dual of
SU(2) that for θ1, θ2 ∈ R and q > 0,
(38) ‖Sθ1 − Sθ2‖qSq =
∑
`
∑
p=−`,...,`
(2`+ 1)
∣∣(e2ipθ1 − e2ipθ2)c`p∣∣q .
An upper bound for ‖Sθ1 − Sθ2‖Sq will follow from an upper bound on c`p. For
p = p′ = ` = 12 , we have c`p = 2−
1
2 and Sθf `p,p′ = 2−
1
2 eiθf `p,p′ . This implies the
following “obvious” lower bound, used in the proof of Proposition 3.4:
(39) ‖Sθ1 − Sθ2‖B(L2(SU(2))) ≥ 2−
1
2 |eiθ1 − eiθ2 |.
Remark A.3. For p ≥ 0, the constant c`p is, up to a factor (−2)`−p, the value of
the Jacobi polynomial P (0,2p)`−p at 0. For p < 0, we have c`p = c`−p. In [HS13], it was
proved that |c`p| ≤ C(1 + l)−
1
4 . We will improve this estimate in Proposition A.5.
The key lemma for the improvement given by Theorem A.1 is a slight modifica-
tion of [HS13, Lemma 3.6].
Lemma A.4. There is a constant C such that for every u, v ∈ R,∫ pi
0
e−(u−v cos s)
2 ds
pi
≤ C√
(|u+ v|+ 1)(|u− v|+ 1) .
Proof. By symmetry we can assume that u, v ≥ 0. We can also assume v ≥ 1, since
for v ∈ [0, 1] and u ≥ 0, the term ∫ pi0 e−(u−v cos s)2 dspi is less than e1−(u−1)2 , which is
less than C√
(|u+v|+1)(|u−v|+1) for some C.
Firstly, assume that 0 ≤ u ≤ v. The case of |u − v| ≤ 1 was already covered in
[HS13]. Hence, we additionally assume that |u−v| ≥ 1. Let σ ∈ [0, pi2 ] be such that
cosσ = uv . Note that σ2 ≥ 2 v−uv , since cosσ ≥ 1− σ
2
2 . Then, as in [HS13],
u− v cos s = v(cosσ − cos s) = 2v sin
(
s+ σ
2
)
sin
(
s− σ
2
)
.
Using the inequality | sin t| ≥ 2
√
2
3pi |t| for |t| ≤ 3pi4 , we conclude that
|u− v cos s| ≥ 4v9pi2 (s+ σ)|s− σ| ≥
4vσ
9pi2 |s− σ|.
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Hence,
1
pi
∫ pi
0
e−(u−v cos s)
2
ds ≤ 1
pi
∫ pi
0
e−(
4
9 vσpi
−2)2(s−σ)2ds
≤ 1
pi
∫
R
e−(
4
9 vσpi
−2)2(s−σ)2ds
= 9pi
3/2
4vσ ≤
10√
v(v − u)
where we used that σ2 ≥ 2 v−uv and 9pi
3/2
4
√
2 ≤ 10. By the assumptions that v ≥
v − u ≥ 1, we have 10√
v(v−u) ≤
C√
(|u+v|+1)(|u−v|+1) for some universal constant C.
Now, assume that 0 ≤ v ≤ u. Then u−v cos s = u−v+2v sin2 ( s2) ≥ u−v+ 2pi2 vs2.
Hence,
1
pi
∫ pi
0
e−(u−v cos s)
2
ds ≤ 1
pi
∫ pi
0
e−(u−v)
2− 4v2
pi4 s
4
ds
≤ 1
pi
∫ ∞
0
e−(u−v)
2− 4v2
pi4 s
4
ds ≤ e
−(u−v)2
√
2v
using
∫∞
0 e
−t4 dt ≤ 1. Finally by our assumption that v ≥ 1, we have e−(u−v)
2
√
2v ≤
C√
(|u+v|+1)(|u−v|+1) for some universal constant C. 
We now proceed to the crucial estimate.
Proposition A.5. There is a constant C such that for every ` ∈ N/2, p = −`, `+
1, . . . , `,
(40) |c`p| ≤ C min
(
(1 + `)− 14 ,
∣∣∣∣|p| − `√2
∣∣∣∣− 12
)
.
In words, we get strictly better estimates than |c`p| ≤ C(1 + `)−
1
4 except on an
interval of size
√
1 + ` around ±`/√2.
The proof is the same as the proof of [HS13, Theorem 1.1], except that we use
the result of Lemma A.4 instead of [HS13, Lemma 3.6].
Proof of Theorem A.1. We will use in the proofs that for all α > 1, u ∈ R and
x > 0,
(41)
∑
k∈(u+Z)∩(x,∞)
k−α ≤ α
α− 1x
1−α.
This follows from the computation
∑
k∈(u+Z)∩(x,∞) k
−α ≤ x−α + ∫∞
x
y−αdy ≤
α
α−1x
1−α for x ≥ 1. For 0 < x < 1, we have∑k∈(u+Z)∩(x,∞) k−α ≤ 1+∫∞x y−αdy ≤
α
α−1x
1−α.
In the rest of the proof we assume q > 10. We will denote A / B if there
exists a universal constant K such that A ≤ KqB.
If we denote αp = |e2ipθ1 − e2ipθ2 |, then (38) becomes
‖Sθ1 − Sθ2‖qSq =
∑
p∈ 12Z
αqp
∑
`∈|p|+N
(2`+ 1)|c`p|q.
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If p = 0, then αp = 0. For |p| = 12 , using (41), we obtain∑
`∈ 12+N
(2`+ 1)|c`1
2
|q ≤ 2Cq
∑
`∈ 12+N
(`+ 1)1−
q
4 / 1.
For fixed p different from 0 and ± 12 , we decompose the sum
∑
`∈|p|+N as∑
|p|≤`<√2|p|−
√
|p|
+
∑
√
2|p|−
√
|p|≤`≤√2|p|+
√
|p|+1
+
∑
√
2|p|+
√
|p|+1<`
.
For the first sum, by (40), we obtain (2`+ 1)|c`p|q ≤ 2
√
2|p|Cq(|p| − √`2 )−
q
2 , so that
with the change of variable k =
√
2|p| − ` ∈ (√2− 1)|p|+ Z, we obtain by (41),∑
|p|≤`<√2|p|−
√
|p|
(2`+ 1)|c`p|q ≤ 2
√
2|p|Cq
∑
k>
√
|p|
(
k√
2
)− q2
/ |p| 32− q4 .
The second sum has at most 2
√|p|+ 1 terms. By (40), for each of these terms,
we have (2`+ 1)|c`p|q ≤ 2Cq(1 + `)1−
q
4 / |p|1− q4 so that we get∑
√
2|p|−
√
|p|≤`≤√2|p|+
√
|p|
(2`+ 1)|c`p|q / |p|
3
2− q4 .
For the third sum, we obtain (2` + 1)|c`p|q ≤ Cq(2` + 1)( √`2 − |p|)−
q
2 . With
the change of variable k = ` − √2|p| ∈ (1 − √2)|p| + Z ∩ (√|p|,∞), this becomes
(2`+ 1)|c`p|q ≤ Cq(2k + 2
√
2|p|+ 1)
(
k√
2
)− q2 / (k + |p|)k− q2 . Hence, by (41),∑
√
2|p|+
√
|p|≤`
(2`+ 1)|c`p|q /
∑
k∈(1−√2)|p|+Z∩(
√
|p|,∞)
k1−
q
2 + |p|k− q2
/
(√
|p|2−
q
2 + |p|
√
|p|1−
q
2
)
/ |p| 32− q4 .
Adding the three sums above, we obtain for |p| ≥ 1,∑
`∈|p|+N
(2`+ 1)|c`p|q / |p|
3
2− q4 .
All together, using α−p = αp, we obtain
‖Sθ1 − Sθ2‖qSq /
∑
p∈ 12Z
αqp|p|
3
2− q4 / Cq
∑
n≥1
αqn
2
n
3
2− q4 .
Denote ε = |e2iθ1 − e2iθ2 | ∈ [0, 2]. We use the inequality αp = |e2ipθ1 − e2ipθ2 | ≤
min(2, pε). Let n0 be the least n such that nε ≤ 4. Then∑
1≤n≤n0
αqn
2
n
3
2− q4 ≤ 2−qεq
∑
1≤n≤n0
n
3
2+
3q
4 / εq(1 + n0)
5
2+
3q
4 / ε
q
4− 52 ,
where the last inequality holds because 1 +n0 ≤ 1 + 4ε ≤ 6ε . In the same way using
that n0 ≥ 4ε − 1 ≥ 1ε∑
n0<n
αqn
2
n
3
2− q4 ≤ 2q
∑
n0<n
n
3
2− q4 / n
5
2− q4
0
q − 10 /
ε
q
4− 52
q − 10 .
Together we get
‖Sθ1 − Sθ2‖qSq /
q
q − 10ε
q
4− 52 .
It remains to use that ε ≤ 2|θ1 − θ2|. 
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