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Abstract 
The present-day industries incorporate many applications, and complex processes, hence, a large number of sensors with 
dissimilar process deadlines and sensor update frequencies will be in place. This paper presents a scheduling algorithm, 
which takes into account the varying deadlines of the sensors connected to the cluster-head, and formulates a static schedule 
for Time Division Multiple Access (TDMA) based communication. The scheme uses IEEE802.15.4e superframe as a 
baseline and proposes a new superframe structure. For evaluation purposes the update frequencies of different industrial 
processes are considered. The scheduling algorithm is evaluated under varying network loads by increasing the number of 
nodes affiliated to a cluster-head. The static schedule generated by the scheduling algorithm offers reduced energy 
consumption, improved reliability, efficient network load management and improved information to control bits ratio. 
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1. Introduction
The industrial systems with incorporated automation and 
process control involves a wide variety of processes running 
simultaneously [1, 2]. Each of these processes depend on 
information sampled from a number of sensors playing 
critical role in the smooth operation of these processes. 
Depending on the significance, feedback requirements and 
allowable deadlines, each of these sensors may have different 
sampling times [3]. Therefore, sensors involved in different 
processes and applications, embedded in the industrial 
automation and feedback control systems, have very diverse 
update frequencies. The time deadlines of the sensors 
involved in the regulatory feedback, open loop control and 
monitoring systems vary significantly [1, 4]. Since the 
sensors in the industrial environments belonging to these 
three systems exist in the same vicinity and cannot be isolated 
based on geographic placement, therefore, scheduling for 
heterogeneous time deadlines must be performed. In typical 
Wireless Sensor Networks (WSNs), the communication of 
such diverse deadlines is mostly handled by adopting the 
Carrier Sense Multiple Access/ Collision Avoidance 
(CSMA/CA) [5, 6, 7], which allows the individual nodes to 
access the channel on need basis or when the deadline is 
approaching. However, due the lack of reliability in 
CSMA/CA based channel access schemes, its use is not much 
appreciated in IWSNs. The critical nature of the information 
[8] in industrial applications and severity of the consequences 
of failed communications, more reliable channel access 
schemes are preferred. Hence, the TDMA based channel 
access scheme serves as a more suitable alternate compared 
to CSMA/CA based channel access in IWSNs [9, 10]. 
Furthermore, high dependability of Quality of Service (QoS) 
on number of nodes in CSMA/CA based schemes also limits 
its scope for dense networks. It is for the same reasons, 
TDMA based channel access was introduced in 
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IEEE802.15.4e, (industry oriented WSN communication 
standard) for improved reliability and acceptable QoS [11]. 
Since TDMA based channel access schemes involve prior 
scheduling, solutions are proposed to offer runtime schedule, 
which takes into account the deadlines of the affiliated nodes 
in every superframe and formulate a schedule for the nodes 
for each superframe. The runtime scheduling although offers 
deadline based schedule, however, due to the need for 
increased number of control bits (used for schedule update in 
every frame) information to control bits ratio is decreased. 
Furthermore, the affiliated nodes need to stay in active 
listening mode during control and schedule exchange periods 
to ensure if their communication is scheduled or not. Given 
the importance of long lifetime of the sensor nodes, afore 
mentioned scheduling solution degrades the battery life 
significantly, resulting early depletion of node’s energy. 
Apart from this, since the TDMA based channel access 
schemes require prior assignment of time-slots to the network 
nodes, the symmetrical access of the nodes cannot always be 
ensured in runtime scheduling.  
The shortcomings of the opportunistic approach (CSMA/CA) 
and runtime scheduling can be addressed with the symmetric 
scheduling. However, for diverse time deadlines, the 
formation of symmetric schedule using TDMA based channel 
access mechanism is a challenging task. The schedule 
complexity further increases with the increase in the 
variations in the deadlines and number of nodes to be 
scheduled.  
In this paper, a scheduling algorithm is proposed which 
considers varying time deadlines for different nodes, 
affiliated to the cluster-head. The proposed scheme 
transforms the deadlines to form a deterministic schedule. 
The proposed algorithm reduces the overall scheduling 
complexity by incorporating suitable approximations to the 
varying deadlines. The formulated schedules using proposed 
scheme improves the reliability by reducing frequent 
changes. It also enhances the lifetime of sensor nodes by 
reducing the active listening periods, hence allowing them to 
stay in the deep sleep mode for longer duration  
The rest of the paper is organized as follows. Section II 
presents the literature review, Section III presents the system 
model of the proposed scheduling algorithm. Results are 
presented in Section IV. Finally, Section V concludes the 
paper and gives the future directions. 
2. Literature Review
Dynamic nature of the industrial processes and harsh channel 
conditions makes wireless communications in such networks 
much complex. Under such circumstances the reliability and 
efficient data delivery in IWSNs becomes a challenging task. 
Furthermore, some of the conventional communication 
protocols impact negatively on the battery life of the nodes 
eventually affecting the network lifetime. It is further 
assumed that battery life is not as significant as reliability and 
maintaining desired QoS, given the abundance of readily 
available power sources in industrial environments. 
Although, it is true for certain cases, it cannot be linearised to 
all the possible applications in industries and for most cases, 
energy efficiency plays an important role.  
Guaranteed channel access in TDMA based schemes though 
offer improved reliability, however, the conflict-free 
assignment of the time-slots for the nodes in accordance with 
the update frequency requirements becomes much more 
challenging with the increase in the number of nodes. 
Literature, in this aspect is very limited and provides very 
fewer works regarding the efficient scheduling of the large 
number of nodes.  
In [12], authors have proposed two heuristic algorithms to 
solve the schedule minimization problem and have ensured 
packet delivery. Authors have also evaluated upper bounds 
for these schedules as a function of total packets generated in 
the network. In [13, 14], authors further improved the results 
in [12] and showed how their work outperforms [12]. In [13], 
authors considered harsh dynamic environment but failed to 
offer guaranteed data reliability. In [14], authors improve 
reliability in harsh control environments and form hypergraph 
to increase scheduling flexibility. Moreover, two schemes are 
also presented in [14], namely dedicated scheduling and 
shared scheduling and were applied to wireless sensor and 
control networks for performance evaluation. Another 
TDMA based scheme, ShedEx is introduced in [15]. This 
paper extends the concept of reliability improvement by 
repeating most rewarding slots and presents a scheduling 
algorithm to guarantee certain specified reliability. 
3. System Model
Due to a wide variety of applications in the industrial 
environments, the International society of Automation (ISA) 
has divided industrial systems in six types [1, 2].  Each of 
these systems offer services for specific application areas 
including emergency, regulatory control, supervisory control, 
open loop control, alerting and monitoring. Based on the class 
of application and the sensitivity of the observed parameter, 
a deadline is usually affiliated with all sorts of periodic 
communications in industrial environments. As IWSNs serve 
as a mean to communicate the generated traffic from various 
sensing nodes, it should also ensure the timely scheduling of 
communications to avoid unwanted delays. Since the 
deadlines of the sensed parameters can vary significantly, 
from few milliseconds to even seconds and minutes, it is 
difficult to establish a deterministic schedule for TDMA 
based IWSNs, especially when it is intended to ensure 
timeslot assignment within the specified time deadline. 
Furthermore, the efficiency of the schedule decreases with the 
increase in the number of nodes with desynchronized 
deadlines. 
This The proposed system uses TDMA based channel access 
and basic frame structure of IEEE802.15.4e, Low Latency 
Deterministic Networks (LLDN). The superframe structure 
for LLDN is represented in Figure 1. A cluster based 
approach is considered where star topology is implemented 
to connect sensor nodes with the cluster-head. The 
prespecified schedule is used for the TDMA based 
communications within the cluster with group 
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acknowledgement (Gack) based confirmation and shared 
slots for retransmission of the communication. The 
communication of data to the final destination is supported by 
the hierarchical architecture. 
Figure 1. IEEE 802.15.4e Communication Frame 
structure with Group acknowledgement and shared 
slots 
Figure 2. Superframe structure for the proposed 
scheduling algorithm 
To schedule large number of transmitting nodes, with 
desynchronized time deadlines, the modified superframe is 
presented in Figure 2. In this case, each superframe is divided 
in sub-frames, each of duration τ. The sub-frame replicates 
the IEEE 802.15.4e frame structure presented in Figure 1. The 
proposed superframe serves as an envelope which holds 
multiple sub-frames. The duration of the superframe is 
controlled by the lowest sampling frequency (𝑓𝑚𝑖𝑛) of all the
nodes in cluster and is given by   𝑇𝑠𝑓 = 1/𝑓𝑚𝑖𝑛. The duration
of the sub-frame, 𝜏 is given by: 𝜏 =
𝑇𝑠𝑓
𝑠𝑓𝐶𝑜𝑢𝑛𝑡
,  where 𝑠𝑓𝐶𝑜𝑢𝑛𝑡 
is the number of sub-frames in a superframe. Sub-frame 
duration can also be represented as: 𝜏 = 1/𝑓𝑚𝑎𝑥, where 𝑓𝑚𝑎𝑥
is the frequency of the most frequently communicating node. 
The total transmissions that can take place during a 
superframe are denoted by n and is presented in equation 1. 
𝑛 = 𝑘×
𝑇𝑠𝑓
𝜏
        (1) 
Here 𝑘 is the number of time-slots per sub-frame (see Figure 
1). 
In any possible scenario, the total time slots required for 
proper communication of every node in the cluster is defined 
by the number of nodes in a cluster and time delay between 
two consecutive transmissions i.e. frequency of transmission 
of the nodes. A generalized equation for total required 
transmission slots, σ, is presented in equation 2. 
σ =
(∑ 𝑓_𝑏𝑖𝑡𝑠𝑖×𝑆𝑦𝑚(𝑟𝑖 ,   𝑠𝑦𝑚_𝑑𝑙)
𝑠
𝑖=1 )×𝑇𝑠𝑓
𝐵∆
(2) 
Here 𝑠 is the total number of sources, 𝑓_𝑏𝑖𝑡𝑠𝑖  is the number
of bits to be transmitted by the source 𝑖 in every 
communication, 𝑟𝑖 is the sampling rate of the node 𝑖,  𝐵∆ is
the number of bits communicated in single transmission and 
𝑠𝑦𝑚_𝑑𝑙 is the vector of all possible symmetric deadlines for 
the values of 𝑇𝑠𝑓 and 𝜏. The 𝑆𝑦𝑚(𝑟𝑖 ,   𝑠𝑦𝑚_𝑑𝑙) ensures the
symmetrical attributes of the superframe by approximating 𝑟𝑖
to the nearest symmetrical deadline from the 𝑠𝑦𝑚_𝑑𝑙 vector. 
The symmetrical deadline selected is either lower than or 
equal to 𝑟𝑖 to ensure the in-time delivery of the information
from all the affiliated nodes. 
To evaluate the scheduling efficiency of the algorithm, 
overall load on the network is also evaluated. Here the 
Network Load (NL) is defined as the ratio of the required 
transmission slots (σ) to the total available slots (n) and is 
presented in equation 3. 
𝑁𝐿 =
σ
𝑛
        (3) 
The information provided in equation 3 gives a measure of 
the network load handled by the algorithm and saturation 
point of the algorithm.  
The communication between the cluster-head and the source 
nodes is established in two phases. In first phase (setup phase) 
the nodes send request to affiliate with a cluster-head 
depending on the received RSSI values. The request message 
also includes the data requirements of a particular node, 
specifying the details of number of transmission slots needed 
per unit time. Once the requests are received the cluster-head 
acknowledges the affiliation of the nodes to the cluster. It is 
assumed that the load on the cluster-head is shared with the 
neighboring clusters if the data requirements for all the 
requests approach to the maximum load limitation of the 
cluster-head (i.e. σ → 𝑛). Along with the confirmation of the 
affiliation to a cluster, the cluster-head also assigns localized 
identification numbers to the nodes. Once the nodes are 
associated to the relevant cluster-heads, each cluster-head 
broadcasts a communication schedule. In the second phase 
(data communication phase), based on the shared schedule 
the transmission of the sensed data from the sensor nodes to 
the cluster-head takes place. Any new nodes trying to affiliate 
with the cluster-head after the setup phase use control 
channel. The affiliation is provided based on the availability 
of vacant transmission slots for communication of upcoming 
node. 
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Figure 3. Superframe communication schedule for nodes affiliated to cluster-head 
The communication schedule evaluated at the cluster-head 
based on the received transmission requirements of the 
nodes provides a static schedule, which requires no 
modifications unless a new node sends affiliation request 
to the cluster-head or association status of one or more 
associated nodes is changed over time. In addition, with the 
new association or disassociation of nodes, the schedule of 
the already affiliated nodes does not change, enabling the 
undisturbed nodes’ operation for longer duration. Two 
primary benefits are achieved due to this deterministic 
schedule:  
(i) Improved reliability due to less frequent changes in 
the nodes’ transmission schedule and stability in 
communications 
(ii) Improved energy efficiency due to the extended sleep 
periods and reduced idle listening periods 
As stated earlier, the sensed information from different 
nodes with communication frequencies ranging from 𝑓𝑚𝑖𝑛
to 𝑓𝑚𝑎𝑥, define the duration of superframe (𝑇𝑠𝑓) and sub-
frames (τ). Furthermore, 𝑇𝑠𝑓 = 𝑁×τ, is also ensured where
𝑁 is positive integer.  
The scheduling of heterogeneous sensing deadlines is 
considered highly complex; therefore, some non-
conventional means are proposed for the efficient schedule 
generation. Since the target application areas for the 
proposed scheme are regulatory feedback, open loop 
control and alerting traffic, therefore, all the nodes needs to 
be scheduled can be categorized as periodic 
communication sources. 
To reduce the scheduling complexity, the sources in the 
IWSNs are divided into four categories, purely based on 
their communication deadlines. These categories include: 
(i) 𝑇𝐴: sources with communication frequency, 𝑓𝑚𝑎𝑥,
which communicate during every sub-frame i.e. in 
every τ. 
(ii) 𝑇𝐵: sources communicating once every (2×𝑄)×τ
intervals (where 𝑄 is a positive integer and 𝑄 < 𝑁 2⁄ ) 
This category deals with nodes with time deadlines 
which are even multiples of τ.  
(iii) 𝑇𝐶: sources communicating in every ((2×𝑄) + 1)×τ
intervals (where 𝑄 is a positive integer and 𝑄 <
𝑁 2⁄ ). This category deals with the nodes having time 
deadlines as odd multiples of τ.  
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(iv) 𝑇𝐷: sources with communication frequency, 𝑓𝑚𝑖𝑛,
which communicate once every superframe.    
The total number of source nodes in each category 𝑇𝐴, 𝑇𝐵,
𝑇𝐶  and 𝑇𝐷 are w, b, c, and d respectively. The scheduler
first schedules 𝑇𝐴 then 𝑇𝐵 then 𝑇𝐶  and at last 𝑇𝐷. The
scheduling algorithm is presented in Algorithm 1, whereas 
an example scenario for the scheduling is presented in 
Figure 3. 
Based on the transmission requirements from all the 
affiliated nodes to the cluster-head, a transmission schedule 
is defined for a period of 𝑇𝑠𝑓 (the duration of the
superframe). The same schedule is repeated in every 
superframe. A map of the superframe schedule is presented 
in Figure 3. As it can be seen in the figure, each row shows 
the nodes (where N1 to Nw+30 are node IDs) scheduled in 
a particular sub-frame and columns represent the time slots 
in each sub-frame where one time slot can facilitate 
communication of one sensor node. Since 𝑇𝐴 represents the
nodes which communicate in every sub-frame so out of n 
time slots first w time slots in every sub-frame are reserved 
for type ‘𝑇𝐴’ nodes (as represented in Figure 3, ‘slot 1’ to
‘slot w’ and Algorithm 1 [Lines 1-10]). Nodes in Category 
𝑇𝐵, on the other hand, do not transmit in every subframe,
rather, nodes in this category transmit once every few 
subframes and need to be arranged in order to maximize 
scheduling efficiency. As an example, see scheduling of 
nodes for ‘Slot w+1’ in Figure 3. Two nodes are scheduled 
in this column, i.e. ‘Nw+1’ and ‘Nw+2’. Nodes Nw+1 and 
Nw+2 are scheduled alternatively as both of the nodes 
transmit in alternative sub-frames. To schedule these 
nodes, the scheduler first schedules both the nodes in two 
separate columns at first but since both the columns have 
vacant slots so one of the columns is circularly shifted and 
then merged together if they do not have overlapping 
schedules (which is true in this case). Note that the circular 
shift to the columns is limited by:  
𝐿𝑠ℎ𝑖𝑓𝑡 = (
𝑇𝑑𝑒𝑎𝑑𝑙𝑖𝑛𝑒
𝜏⁄ ) − 1 (4) 
In this case as time deadline of ‘Nw+1’ and ‘Nw+2’ is 2×𝜏, 
hence only one shift is performed. Similarly, in case of ‘slot 
w+2’, three nodes are scheduled ‘Nw+3’, ‘Nw+4’ and 
‘Nw+5’. See that ‘Nw+3’ has time deadline of 2𝜏 whereas 
‘Nw+4’ and ‘Nw+5’ have time deadline of 4𝜏 respectively. 
First ‘Nw+3’ is scheduled. Since ‘Nw+4’ cannot be 
scheduled in same slot unless circularly shifted so the 
‘Nw+4’ was placed in the same column with one shift. The 
scheduler also schedules ‘Nw+5’ in next columns and see 
by circularly shifting it up to ‘𝐿𝑠ℎ𝑖𝑓𝑡’ (see equation 4) and
is merged with the same column with three shifts. Nodes 
belonging to category 𝑇𝐶  are scheduled in a similar way.
After Nodes belonging to both 𝑇𝐵 and 𝑇𝐶  are separately
scheduled, there could be some partially scheduled 
columns left. In Figure 3, columns referred as ‘Slot p’ and 
‘Slot s’still have unscheduled slots so scheduler merges the 
two by circularly shifting Slot p twice. Any remaining 
available free slots are filled with the schedule of nodes in 
category 𝑇𝐷. The final schedule is circulated to the nodes
in the cluster before the data communication can start. 
Results and Discussion 
The performance of the scheduling algorithm is evaluated 
in terms of the schedule efficiency and energy efficiency. 
For the evaluation purposes the deadlines of the nodes are 
generated at random ranging from 10 milliseconds (ms) to 
400 ms. As a reference, the desired update 
frequency/deadlines for selected control applications in 
industrial environments are presented in Table I. The time 
deadlines of the individual nodes in one of the evaluated 
scenarios is presented in Figure 4. Based on the defined 
range of deadlines, the values of 𝑇𝑠𝑓 and τ are evaluated
whereas 20 time slots are allocated in a sub-frame i.e. 𝑘 =
20. Furthermore, the number of generated information bits
per sample, 𝑓_𝑏𝑖𝑡𝑠𝑖 , for node i is assumed to take one time
slot for communication. 
Algorithm 1: Schedule formation for communication 
of heterogeneous sensor sampling in IWSNs. 
The performance of the scheduling algorithm is evaluated 
by increasing the load on the cluster-head by incrementing 
number of affiliated nodes.  In Figure 5, the bar graphs 
represent the traffic load in percentage (right side y-axis) 
Input: (𝐟𝐢, 𝐟𝐛𝐢𝐭𝐬𝐢, 𝒔𝒚𝒎𝒅𝒍, 𝑩∆, 𝐤, 𝐬, 𝐢 = 𝟏, 𝟐, … , 𝐬)
Output: (Sch)   //Transmission Schedule  
1. sortAscending (fi); /* sorting sampling
rate/communication frequencies (fmin =
f1 & fmax = fs) */
2. 𝑇𝑠𝑓 = 1/𝑓𝑚𝑖𝑛;
3. 𝜏 = 1/𝑓𝑚𝑎𝑥 ;
4. 𝑠𝑓𝐶𝑜𝑢𝑛𝑡 = 𝑇𝑠𝑓/𝜏;  /*Total Sub-frames per
superframe*/
5. 𝑛 = 𝑘×(𝑇𝑠𝑓/𝜏);
6. σ = (∑ 𝑓_𝑏𝑖𝑡𝑠𝑖×𝑆𝑦𝑚(𝑟𝑖  ,   𝑠𝑦𝑚_𝑑𝑙)
𝑠
𝑖=1 )×(𝑇𝑠𝑓/
𝐵∆);
7. 𝑁𝐿 = σ/𝑛;
8. If(NL≥1) {Re-run Setup Phase/Selected nodes;
Go to 1;}
9. else
10. Sch_ TA =scheduleAll{TA (sub-frame(1→
𝑠𝑓𝐶𝑜𝑢𝑛𝑡),time-slot(1→ 𝑠))};
11. Sch_ TB =scheduleAll{TB (sub-frame(1→
𝑠𝑓𝐶𝑜𝑢𝑛𝑡),time-slot(1→ 𝑠))},{circShift&adjust};
12. Sch_ TC =scheduleAll{TC (sub-frame(1→
𝑠𝑓𝐶𝑜𝑢𝑛𝑡),time-slot(1→ 𝑠))},{circShift&adjust};
13. Sch_ TB,C =circShift&adjust (TB ,TC)
14. count(sch_Slots/sub_frame);
15. Sch=merge(Sch_TA, Sch_ TB,C);
16. Sch=Adjust {TD(1→ 𝑡𝑜𝑡𝑎𝑙) ⇒Min(count
(sch_Slots/ sub_frame))};
17. Return Sch;
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as the number of affiliated nodes are increased from 40 to 
75. In extreme cases (nodes=75), the traffic load reaches to
92.4%. The error bars, represented in the second plot in 
Figure 5 (w.r.t left Y-axis) present the average number of 
scheduled slots per sub-frames, with error bar presenting 
deviation from the mean value for one complete 
superframe duration. It can be seen that for loads up to 
92.4% scheduler still manages to schedule nodes with 
diverse deadlines. Furthermore, the deviation in number of 
scheduled slots per sub-frame is well within the limits, 
ensuring deterministic performance due to minor variations 
in scheduled slots to shared slots ratio. 
Since the proposed scheduling scheme offers a 
deterministic schedule, therefore, instead of listening to the 
beacon of each sub-frame (which would be considered as a 
superframe in traditional cases), the nodes with less 
frequent communications can choose to listen to the beacon 
of superframe. For instance, a node transmitting only once 
in the superframe does not need to listen to the beacon of 
each subframe. Rather, it will just listen to the beacon of 
superframe and then the beacon of subframe in which it is 
transmitting. Listening to the beacon of the sub-frame in 
which node is scheduled to transmit is used for fine tuning. 
The nodes can also rely on the superframe beacon only, but 
this may cause desynchronization and time jitter effects 
due to which sub-frame beacon of the relevant sub-frames 
is also considered. 
Table 1. Delay and update requirements for 
industrial processes [16-18]  
Update frequency and deadlines for control applications in 
IWSNs 
Application Type Update 
Frequency 
Battery 
lifetime 
Close Loop Control 
Control valve [19, 20] 10 − 500 ms 5 years 
Pressure sensor [19, 20] 10 − 500 ms 5 years 
Temperature sensor [20] 10 − 500 ms 5 years 
Variable speed drive [20] 10 − 500 ms 5 years 
Interlocking and Control 
Proximity sensor [19, 20] 10 − 250 ms 5 years 
Valve [19, 20] 10 − 250 ms 5 years 
Machinery and tools  10 ms 3 years 
Motion Control 10 ms 3 years 
Since the active listening mode consumes a reasonable 
amount of energy, it is therefore, important to minimize the 
active listening period. In Figure 6, the overall active 
listening period of the nodes in the proposed scheduling 
scheme as well as the traditional schemes is presented. It 
can be seen that with the deterministic schedule the overall 
active listening period during a superframe of duration 𝑇𝑠𝑓
is notably reduced. 
Figure 4. Time Deadlines of the Nodes affiliated with 
a cluster-head 
Figure 5. Scheduled slots per sub-frame as a 
function of Network load and number of affiliated 
nodes 
Figure 6. Active Listening time of a node in a 
superframe of duration 𝑇𝑠𝑓 
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Conclusion and Future Directives 
Industrial systems have diverse requirements and therefore 
nodes in IWSNs may have varying and desynchronized 
time deadlines. For such cases, a deterministic schedule 
formation for TDMA based communication in IWSNs, is a 
challenging task. In this paper, a scheduling algorithm is 
presented which offers a symmetric schedule for 
desynchronized node deadlines. The performance of the 
algorithm is evaluated based on the scheduled slots in each 
frame and scheduling ability of the presented scheme under 
high network loads.  Furthermore, the generated schedule 
is used to improve the battery life of the wireless nodes by 
minimizing active listening periods in communications of 
these nodes. 
The scheduling algorithm uses an approximation scheme to 
offer deterministic schedule. However, the work can 
further be extended by incorporating asynchronous 
communications in the schedule.  
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