Abstract. The general solutions of a sum form functional equation have been obtained. The importance of its solutions in relation to the entropies and some moments of a discrete random variable has been discussed.
Introduction
For n = 1,2,...; let = j(pi,... ,pn) : Pi > 0, i = 1,..., n; J2 Pi = 1 j denote the set of all n-component complete discrete probability distributions with nonnegative elements. For any probability distribution (pi,... ,pn) £ rn, the entropies n (1-1) Hn(pi,...,pn) = -5^Pilog2pj i=1
are known as the Shannon entropies [7] with Hn :Tn-> R, n = 1,2,...; M denoting the set of all real numbers and 01og2 0 := 0. Given any probability distribution (pi,... ,pn) € Tn, let us consider a discrete real-valued random variable Zn taking the values z\,..., zn with respective probabilities p\,..., pn where it follows that the values of the random variable Zn taking with probabilities 0 and 1 do not contribute anything to the value of n'T{Zn). Also, the right hand side of (1.8) is a symmetric function of pi,... ,pn.
Making use of (1.5) and (1.9) for r = 1,2 it is easy to verify that the mappings tp\ and </?2 satisfy the functional equation
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holds. So, it seems desirable to pay attention to the functional equation
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in which / : I R, g : I -> R, (pi,... ,p n ) G T n , (gi,..., q m ) G T m and c 0 is a given constant. Clearly / = <^2 and g = tf\ satisfy the functional equation (1.11) when c = 2. Keeping in view (1.9), we shall assume that (1.14)
The functional equation (1.14) was first considered by T.W. Chaundy and J.B. McLeod [1] who came across it while studying some problems in statistical thermodynamics. The object of this paper is to determine all possible solutions (/, g) of equation (1.11) satisfying initial conditions (1.12) and (1.13), assuming that /:/-> R, <?:/-> M, (pi,...,p n ) G T n , (<?i, ...,q m ) G T m , n > 3 and m > 3 being fixed integers. This has been done in section 3. In section 4, we have discussed the importance of various obtained solutions of (1.11) in relation to statistics and various entropies in information theory.
Some Preliminary Results
In this section, we mention some definitions and known results. A mapping a : I -> R is said to be additive on I or on the unit triangle A = {(x,y) :0<x<l, 0 < y < 1, 0<x + y<l}ifit satisfies the equation a(x + y) = a{x) + a(y) for all (x, y) G A. A mapping A : R -> R is said to be additive on R if A{x + y) = A(x) + A(y) holds for all x G R, y G R. It is known (see Z. Daroczy and L. Losonczi [2] ) that if a mapping a : I -> R is additive on I, then it has a unique additive extension A : R -> R in the sense that A is additive on R and A(x) = a(x) for all x G I. 
where
for all x £ I. Prom (3.7) and (1.13), it follows that
Thus, M : I -»• R is a nonconstant mapping. Now let us write (3.6) in the form m
J2[9(xQj) ~ M(x)g{q j ) -qj g(x)] = 0. j=i
By Result 1, there exists an additive mapping E : R x I -» R, additive in the first variable, such that
for all x G I, q G I. Since E is additive in the first variable, so E(0; x) = 0 for all x G I. Putting q -0 in (3.9) and making use of (1.13), it also follows that E{Y\x) = 0 for all x G I. Consequently, (3.9) reduces to the equation
for all q G I, x G I. Making use of (1.13) and (3.8), it can be concluded from (3.10) that E(q; 0) = 0 and E(q; 1) = 0 for all q € I. Now we prove that, indeed,
for all q G /, x G I. To the contrary, suppose that there exists a pair (q*, x*), q* G I, x* G I such that E(q*\x*) / 0. Keeping in view the information already obtained, we must have 0 < q* < 1 and 0 < x* < 1. To proceed further, we prove that holds for all r, 0 < r < 1. Indeed, (3.12) holds for r = 0 and r = 1 because of (1.13) and E{0; x) = 0, E{ 1; x) = 0 for all x <E I. Now we prove (3.12) for all r, 0 < r < 1. Let 0 < r < 1. Since 0 < q* < 1, 0 < x* < 1, we have (3.13) 9(x*(q*r))=g((x*q*)r).
Making use of (3.10), it can be proved that (3.14) Prom (3.13), (3.14), (3.15) and E(q*;x*) + 0, (3.12) follows for all r, 0 < r < 1. Since the mappings r i -> r and r i -• E(r;-) are additive on I, the left hand side of (3.12) is a mapping additive on I. Now we prove that the right hand side of (3.12) is a mapping not additive on I. To the contrary, suppose the right hand side of (3.12) is a mapping additive on I. This is possible only if g : I -> E is additive. valid for all x G I, q G I. The left hand side of (3.16) is symmetric in x and q. Hence, so must also be the right hand side of (3.16). This gives us the equation ( 
3.17) \M{x) -x]g(q) = [M(q) -q]g(x)
for all x G I, q G I. Case 
The mapping x h-> M{X) -x vanishes identically on I.
In this case, (3.16) reduces to for all x G I and q G I. The most general solution of (3.18) is of the form (3.2) (ii) in which i : I -> R is a mapping logarithmic in the sense of Definition 2. 
follows. Since I : I -> R is logarithmic, the above equation can be written
Define a mapping /i : / -> R as
for all p £ I. Then, making use of (1.12), it follows that /i(0) = 0 and /i(l) = 0. Also, from (3.24) and (3.25), one can infer that /i : I R also satisfies the equation (1.14).
From ( 
Comments
In this section, we discuss the importance of solutions (3.1), (3.2) and (3.3) in information theory and statistics.
Let (pi,... ,p n ) € r" and S -{i : 1 < i < n, 0 < pi < 1}.
Then S is a nonempty set. Let us consider (3.1). Using equations (2.1), (2. 
pn). i=1
Thus we see that in (3.3), the mapping g is connected only with the nonadditive entropy (pi,... ,pn) whereas / is connected with both the entropies H"(pi,..., pn) and Hn(p\,... ,pn) which is also the first moment (Zn).
