We consider the problem of depth estimation from multiple images based on the defocus cue. For a Gaussian defocus blur, the observations can be shown to be the solution of a deterministic but inhomogeneous diffusion process. However, the diffusion process does not sufficiently address the case in which the Gaussian kernel is deformed. This deformation happens due to several factors like self-occlusion, possible aberrations and imperfections in the aperture. These issues can be solved by incorporating a stochastic perturbation into the heat diffusion process. The resultant flow is that of an inhomogeneous heat diffusion perturbed by a stochastic curvature driven motion. The depth in the scene is estimated from the coefficient of the stochastic heat equation without actually knowing the departure from the Gaussian assumption. Further, the proposed method also takes into account the non-convex nature of the diffusion process. The method provides a strong theoretical framework for handling the depth from defocus problem.
Introduction
The limited depth of field introduces a defocus blur in images captured with conventional lenses based on the range of depth variation in a scene. This artifact has been used in computer vision for estimating depth in the scene. As discussed in [7] , this method of shape recovery is particularly relevant for complex scenes which have a large amount of geometric detail and complex self occlusion relationships which make it difficult to estimate the shape using stereo based methods. In this paper we introduce a new technique for recovering the structure based on the defocus blur. The principal idea that enables our work is that the defocus effect can be modeled in terms of inhomogeneous diffusion (e.g., spatially varying coefficients) of heat using the heat equation. This is because the defocus blur can be modeled as a Gaussian blur, which forms a temporally evolving kernel for the isotropic heat equation. This approach was explored by Favaro et al. [4] . Their method had two main shortcomings. First, it could not handle departure from Gaussian assumption in case of self-occlusions. Second, it made an assumption that the diffusion coefficient is a convex function and the solution was based on conjugate gradient based method. In this paper we address both these shortcomings. Here, we propose a model wherein the heat equation is perturbed stochastically. In this approach the departure from the Gaussian blur model is implicitly accounted for in the stochastic perturbation of diffusion. The mathematical existence for the stochastically perturbed heat equation, which is used here, is analysed by Yip [15] and he has used it to model the dendritic growth of crystal structures. Here we adapt the model for solving the depth from defocus problem by correlating the stochastic heat equation to the defocus blurring process.
The research in depth from defocus was initially introduced by Pentland [12] in which the problem of DFD was posed as an estimation of linear space variant blur. Subsequently, there has been substantial work done using deterministic [6] and statistical techniques [3] in the spatial domain and also by solving in the frequency domain [14] . However, most of the works done assume that the observations do not suffer from self-occlusion. The handling of occlusion effects in depth computation has been addressed in [1] , [2] , [5] . The extent of departure from the Gaussian shape depends on the nature of depth discontinuity in the scene, which is unknown. Any imperfection in the lens aperture would also change the shape of the blur kernel. Unlike earlier methods, the proposed method can handle such an effect under a unified framework without having to estimate the departure from the assumed model. An interesting recent work has been by Hasinoff and Kutulakos [7] , where the authors consider depth from focus as a pixel matching operation. However, this method requires many high resolution images.
Defocus as a Stochastically Perturbed Diffusion
In this section we discuss the mathematical basis of stochastic perturbation of the heat equation as a tool to analyse defocused images.
Defocus as a Diffusion Process
Consider the image formation process in a real aperture camera employing a thin lens [3] . When a point light source is in focus, all light rays that are radiated from the object point and intercepted by the lens converge at a point on the image plane. When the point is not in focus, it is imaged as a circular patch instead of a point. The point spread function (PSF) of the camera describes the image intensity caused by a single point light source. Geometric optics approximates the PSF to a circular disk. However, as discussed in the literature [3] , [12] due to diffraction it will be roughly a circular blob with the brightness falling off gradually at the border rather than sharply. The resultant PSF has the general shape of a 2-D Gaussian function [3] , [12] . For an equifocal plane the resultant image formed is then given by
where we adopt x to denote the 2D space co-ordinates in an image, f (x) is the focused image of the scene and h is the space-varying PSF. Here h(x) is given by a circularly symmetric 2-D Gaussian function
where σ is a function of depth at a given point. It is quite well-known that, for a scene with constant depth the imaging model in eqn(1) can be formulated in terms of the isotropic heat equation [9] given by
where u is the Laplacian operator. Here the solution u(x,t) taken at a specific time t = τ plays the role of an image I(x) = u(x, τ) and f (x) corresponds to the initial condition, i.e. the pin-hole equivalent observation of the scene. Note that we have used u(x,t) to represent the evolution of heat everywhere in the paper. The blurring parameter σ is related to the diffusion coefficient by the following relation [4] 
where t is the time variable in the diffusion equation, c is the diffusion coefficient, and γ is a proportionality constant relating the blur radius to the spread (σ ) of the blur kernel that can be determined via initial calibration. In the depth from defocus problem, the depth in the scene varies over the image and hence the constant c will actually be c(x), i.e., it will vary over the image. This corresponds to a heat equation in an inhomogeneous medium.
Stochastic Perturbation
The stochastic form of the isotropic heat equation can be given by
where W (x,t) is the brownian motion of a particle ω located at position x and time t. α(x,t) is the diffusion coefficient. The stochastic form of the heat equation corresponds to an Ito diffusion without drift [11] . The addition of stochastic perturbation to the deterministic diffusion equation can be physically thought of as adding thermal fluctuations to the heat diffusion equation. The issues like existence and regularity of the evolution arise by such an addition. These were rigorously studied and proved by Yip [15] . They were studied in the context of crystal growth. However, the same formulation is valid for the defocus problem. The form of the stochastically perturbed diffusion or the stochastic heat equation is given by
where W (t) is a spatially correlated infinite dimensional Brownian motion, dW (t) is the Ito's differential and u corresponds to the Laplacian of u in space. The spatial correlation of W is essential for proving the Gibbs-Thomson condition [15] . This implies that the movement of each particle is not stochastic in space but in time. The GibbsThomson condition is related to the regularity and existence of the solution of eqn(5). Gibbs-Thomson relation is a function which relates the temperature and curvature values in equilibrium for the interface of evolution. Loosely speaking the Gibbs-Thomson condition essentially prescribes an equality between the variation of the energy of the interface and the total divergence of the Gibbs-Thomson relation. These are discussed in detail by Yip in his work [15] where he gives a proof of the Gibbs-Thomson condition for eqn(5).
Defocusing as a Stochastically Perturbed Diffusion
The defocusing phenomenon has a specific space varying characteristic at surface edges and occluding edges. Consider the particular case as shown in fig. 1 . Here we consider the specific case of a surface edge discontinuity which results in self-occlusion. In depth from Figure 1 : Illustration of the self-occlusion on account of surface discontinuity. For the point P, the point spread function (PSF) is the circular region devoid of the darkened region. For the point A in the scene, the PSF is circular as there is no self-occlusion. defocus, self occlusion results when a continuum of rays is partially occluded and results in the blur kernel being modified [13] . This is illustrated in fig.1 . Here, the rays emanating from the point P are partially blocked due to the surface discontinuity. The image plane is at a distance from the focus point and so the observation of point P results in a blur with radius R b . However, due to the partial occlusion due to the near edge, the resultant blur instead of being circular is deformed (being R e f f ). This artifact is present for all points in the observation from the surface edge to the point A. From point A onwards, the blur kernel is unaffected. A similar effect can be observed in the case of an occluding edge as well [1] .
There have been a few approaches [1] , [2] , [5] where the authors have tried to address this problem by explicit modeling of this phenomenon or by adding a post-processing step. However, in our model, due to the stochastically perturbed curvature driven motion along the level sets, it is possible to incorporate this variation implicitly. This is particularly important in correctly estimating the blur kernels along discontinuities like surface edges and occluding edges. This is depicted in fig.1 . As shown in the figure, along the surface edge, the contributions from the near and far surface are inhomogeneously mixed and this results in an anisotropic nature to the resultant blur kernel. So, when one does a stochastic curvature driven motion along the level sets, the blur contribution along the surface edge can be appropriately estimated. The non-uniformity of the kernel is implicitly handled in this model. There exists a similar effect when one has an occluding edge as well [1] .
Evolution Equation
We now proceed to obtain an explicit evolution equation. In order to do this we first obtain an expression for the stochastic perturbation part of eqn(5). Here we consider the recent work done in stochastic level sets [8] and stochastic curvature driven motion [10] . As discussed by Yip[15] , the stochastic perturbation of the eqn(5) can be seen to be given by du(x,t) = n(x,t)dW (t).
where n(x,t) is the normal to the surface interface u(t) (i.e. the interface u(x,t)∀x). The equivalent deterministic evolution using the level set framework for the geometric heat equation is given by the following equation
where κ(x,t) is the mean curvature of the level set and n(x,t) is the normal to the level set. Here κ is given by
where x = x 1 , x 2 i.e. two-dimensional space and u x i refers to
where ∇u(x) = u x 1 +u x 2 . The geometric heat equation is similar to the linear heat equation except that it diffuses orthogonal to its gradient and does not diffuse along the direction of the gradient. As a result the stochastic perturbation mainly affects the level set curves and does not affect the homogeneous regions. This is appropriate since any kernel variation for instance due to self occlusion would mainly occur along edges and would be reflected in the stochastic perturbation. The effect of the perturbation is further spread on the homogeneous regions through the deterministic diffusion component. Now, the stochastic formulation of the above deterministic formulation according to eqn(6) could be written as du(x,t) = ndW (t),
The differential in eqn (9) is the Ito differential. This suffers from problems like it is not invariant to the parameterization of the curve, i.e., the evolution depends on the implicit representation of the initial curve and ill posedness, i.e., under certain conditions it approaches the inverse heat equation which is unstable [8] , [10] . These difficulties are overcome by introducing the Stratonovich differential [11] given by
The Stratonovich form is in an implicit form and converting it to the explicit Ito form results in an added second order term. This is because of the difference in estimating Ito and Stratonovich differentials. In Ito diffusion the integration happens at the left end point whereas in the Stratonovich case the integration happens at the mid-point while evaluating the integration of the differential [11] . With a single Gaussian perturbation in space, the eqn(10) is written as
The numerical implementation of the scheme for evolution is done by considering a step δt in time and δ x in space and is given by [8] u
where N is the noise term and it denotes a standard Gaussian random variable, and the second order term is introduced because of the Stratonovich differential component. This term is a kind of smoothing term and is nothing but the degenerate diffusion component along the edges with the stochastic term corresponding to the diffusion component across the edges. Hence the complete stochastic heat equation would then be
Since the stochastic perturbation appropriately handles the deformation of the kernel, the diffusion coefficient c is taken to be only a single inhomogeneous coefficient value and not a diffusion tensor.
Depth Estimation
We consider the case when we are given two images I 1 (x), I 2 (x) with different defocus blurs. Then the resultant formulation is
and where the term u(x,t + mδt) is obtained from u(x,t) by the evolution in eqn (13) and m is the number of iterations in going from image I 1 to I 2 . The evolution equation in eqn (13) blurs the image I 1 with a space-variant blur till it approximates the image I 2 closely enough which is tracked by a discrepancy measure φ . The blur parameter σ is related to the diffusion coefficient by the eqn(3) and the blur parameter is directly proportional to the depth in the scene [3] . In order to estimate the depth in the scene one therefore has to estimate the diffusion coefficient for the evolution equation. In a deterministic case one would obtain the following minimization problem:
where φ (.) is a discrepancy measure andĉ(x) is the diffusion coefficient for the deterministic diffusion equation. However in the stochastically perturbed case, the resultant diffusion coefficient is a combination of deterministic and stochastic diffusion. The deterministic diffusion coefficient is obtained from the contribution from the following part of the evolution equation:
which is the deterministic part of eqn(5). The stochastic diffusion coefficient contribution is obtained by normalizing the stochastic perturbation component in the evolution equation. We recall that the stochastic perturbation component is given by
The stochastic diffusion coefficient is then given by normalizing the stochastic contribution by the corresponding deterministic evolution:
where κ is the curvature and n is the normal. Thus the combined diffusion coefficient is given by
where η is the weight factor which determines the relative weight of the stochastic perturbation. The depth in the scene is obtained by solving for d(x) in a minimization problem of the formd
We adopt a Euclidean distance measure for φ . Here the image I 2 (x) is assumed to be the more defocused image. However, that may not always be the case, and one can have sections in an image which are more in focus and other sections which are more defocused compared to the corresponding sections in the second image. In that case as an initial step the images are preprocessed and the regions which are more in focus are identified. The diffusion always happens in a forward direction to avoid instabilities that may arise due to backward diffusion. The method used to ensure this is similar the one suggested in [4] . The minimization in eqn.(19) cannot be done using conjugate gradient descent algorithm due to the stochastic perturbation. We adopt a simple simulated annealing scheme to perform the stochastic optimization. The various steps for the algorithm for depth estimation are as follows:
Given the initial images I 1 (x), and I 2 (x) divide them into sections such that the diffusion is always in the forward direction using the preprocessing step discussed earlier.
STEP 2:
Compute u n+1 from u n using the formula for du given in eqn(13).
STEP 3:
Compute the discrepancy measure φ n STEP 4: Accept u n+1
• if φ n+1 < φ n
• otherwise, accept u n+1 with probability exp
STEP 5: Loop back to STEP 2 till the stopping criterion is satisfied.
Here T (n) is a time-dependent function that plays the same role as a decreasing temperature. Its choice is crucial. If the temperature decreases too fast the process may get stuck in a local minimum, else if it decreases slowly the convergence is delayed. Here we adopt T (n) = T 0 / √ n as suggested by Juan et al. [8] . The stopping criterion is based on the Euclidean distance measure approaching zero. The depth estimate is then obtained by considering the deterministic and the stochastic parts separately. For the deterministic part, we assume a constant diffusion coefficient and relate the blur to the time of evolution. The blur cannot be related directly in the stochastic part due to the non-uniform nature of evolution. Hence, in each iteration we normalize the stochastic perturbation with the corresponding orthogonal diffusion component. We then integrate the corresponding contributions over time to obtain the contribution of the stochastic perturbation to the blurring process. The final depth estimate is obtained as the joint contribution of the deterministic and stochastic components. The depth obtained in this method has a space-varying characteristic, i.e., the problem solved is equivalent to space varying point spread function (PSF) estimation. Further due to the stochastic nature, the self occlusion effects and other imperfections are implicitly handled by the method when it does a stochastic perturbation of the blur model.
Experiments
The algorithm has been tested with real images and the results are compared with state of the art techniques. The method works quite well on all these test data sets.
The experimental setup shown in fig.2 is the "dolls" data set [4] . The images were taken with varying lens to image plane distances to obtain different amount of defocus in different observations. The Fig.2(c) shows the depth map estimated by the deterministic method [4] and Fig.2(d) shows the depth map obtained by the proposed method. Once again we can clearly identify the depth boundaries from the recovered depth map, justifying the usefulness of the proposed algorithm. The different dolls are clearly visible to be at different depths.
A challenging data set is the "hair" data set used in [7] . The data set is of a wig with a messy hairstyle surrounded by several artificial plants. This data poses challenging self occlusion and complex structure issues. Fig. 3(a,b) shows the 2 input images used. Fig.  3(c) shows the depth map obtained for the deterministic method [4] . As can be seen, the method does not handle the self occlusion and non-convex diffusion coefficient issues efficiently. Fig. 3(d) shows the depth map obtained from the confocal stereo method [7] . However, they have images from 13 aperture settings each with 61 focal settings. Fig. 3(e) shows the depth map obtained from the proposed method using two input images which is comparable to the depth map in [7] [7] ). (c) shows the resultant depth map for the deterministic method [4] . (d) shows the corresponding result from [7] (which uses images from 13 aperture, each with 61 focus settings) and (e) depicts the result from the proposed method (using only 2 images).
Conclusion
In this paper we have proposed a method based on stochastic perturbation of diffusion for solving the depth from defocus problem. The main contribution here has been in incorporating a stochastic formulation of the blur model which can effectively handle variations in the blur from the standard Gaussian blur model. The variations arise in the real world due to aberrations in the lenses and aperture and are experimentally too elaborate to measure. Further the problem of deformation of the Gaussian kernel due to self occlusion is also implicitly handled. We demonstrate that improved results can be obtained using the proposed technique. The proposed method also takes into account the non-convex nature of diffusion propagation. It may be noted that most researchers in the area of structure recovery have pointed out the need for regularization of the recovered surface. The proposed method does not impose any such constraint while recoverying the depth. Currently we are investigating the possibility of incorporating a spatial smoothness constraint during diffusion propagation to improve accuracy.
