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Abstract 
 
Random probability vectors are of great interest especially in view of their application 
to statistical inference. Indeed, they can be used for determining the de Finetti mixing 
measure in the representation of the law of a partially exchangeable array of random 
elements taking values in a separable and complete metric space. In this paper we 
describe a construction of a vector of Dirichlet processes based on the normalization of  
completely random measures that are jointly infinitely divisible. After deducing the 
form of the Laplace exponent of the vector of the gamma completely random measures, 
we study some of their distributional properties. Our attention particularly focuses on 
the dependence structure and the specific partition probability function 
induced by the proposed vector. 
 
 
Keywords: Bayesian inference, Dirichlet process, Gauss hypergeometric function, 
Multivariate Levy measure, Partial exchangeability, Partition probability function 
  
                                                 
1
 Fabrizio Leisen, Departamento de Estadística, Universidad Carlos III de Madrid, C/ Madrid 126, 28903 
Getafe (Madrid), España, e-mail: fabrizio.leisen@uc3m.es 
 
2
 Antonio Lioji, Department of Economics and Business, University of Pavia, via san felice 5, 27100 
Pavia, Italy. Also affiliated to Collegio Carlo Alberto, Moncalieri (TO), Italy, email:  lijoi@unipv.it  
 
3
 Dario Spanó, Departament of Statistics, University of Warwick, Coventry CV4 7AL, United Kingdom, 
e-mail: d.spano@warwick.ac.uk 
 
 
1. Introduction
Random probability measures represent a key ingredient for the actual
implementation of Bayesian nonparametric procedures and the Dirichlet pro-
cess is the rst example that has appeared in the literature. See [7]. The dis-
tribution of a random probability measure is typically used as the de Finetti
measure of an innite exchangeable sequence of random elements (Xn)n1
taking values in some complete and separable metric space X endowed with
the Borel {algebra X . In other terms, if PX stands for the set of all proba-
bility measures on (X;X ) andPX is the {algebra induced by the topology
of weak convergence on PX, one has
P[(X1; : : : ; Xn) 2 A] =
Z
PX
pn(A)Q(dp) 8A 2X n; 8n  1 (1)
where pn =
Qn
1 p and Q is a probability measure on (PX;PX). One of
the most popular applications concerns nonparametric hierarchical mixture
models for density estimation where the Xn's are latent variables and Q
is the law of a Dirichlet process. See [18]. The dramatic advances in the
implementation of Markov Chain Monte Carlo simulation algorithms in the
last two decades have, then, made Bayesian nonparametric methods directly
applicable to a wide range of real world problems. Moreover, a considerable
body of work has been devoted to the proposal of alternatives to the Dirichlet
process, i.e. dierent Q's in (1), for modelling exchangeable data. See [17]
for a recent review.
Motivated by applications to regression problems, there has recently been
great interest in the denition of nonparametric priors that accommodate for
forms of dependence more general than exchangeability. In this case, instead
of a single random probability measure ~P , one has a collection f ~Pz : z 2 Zg
of possibly dependent random probabilities indexed by a set of covariates z.
Moreover, instead of a sequence of exchangeable random elements (Xi)i1,
one has an array f(Xi(z))i1 : z 2 Zg such that for any q  1, positive
integers n1; : : : ; nq and A 2X jnj
P[(Xn1(z1); : : : ;Xnq(zq)) 2 A] =Z
P
jnj
X
(pn1z1      pnqzq )(A)QZ(dpz1 ; : : : ; dpzq) (2)
where Xnj(zj) = (X1(z1); : : : ; Xnj(zj)), n = (n1; : : : ; nq) and jnj = n1 +
   + nq. The mixture representation in (2) characterizes a partially ex-
changeable collection of random elements f(Xn(z))n1 : z 2 Zg. A widely
used approach for dening a distribution QZ in (2) consists in xing the
(marginal) distribution of each ~Pz and, then, suitably dening some form of
dependence among dierent ~Pz's. For example, when each ~Pz can be seen as
the normalization of a completely random measure (CRM) ~z, then depen-
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dence between any two random probabilities can be induced by dependence
between the corresponding CRM's. This is pursued, for example, in [6], [14]
and in [16]. This very same approach is undertaken henceforth and will lead
to the denition of a new vector of dependent Dirichlet processes.
Under this approach it is usually hard to provide an analytical descrip-
tion for the dependence structure of the model, especially for vectors with
more than two coordinates and with a non-Markovian type of dependence.
The aim of this paper is to introduce a class of vectors of dependent gamma
random measures, of arbitrary dimension, whose coordinates are exchange-
able (thus non-Markovian) and whose dependence structure is analytically
tractable. Moreover, vectors in our class have joint independent increments
governed by a Levy copula with an Archimedean type of symmetry.
Another convenient (and popular) strategy for dening QZ applies when
~Pz, for any z in Z, admits a stick{breaking representation. This means that,
for any z in Z, ~Pz d=
P
j0 ~j;z Yj;z where the j;z are determined via a
stick{breaking construction and the Yj;z are iid from some distribution P0.
Hence, dependence between any two ~Pz and ~Pz0 , for any z 6= z0, is induced
by specifying some dependence between j;z and j;z0 or between Yj;z and
Yj;z0 . This is the main idea inspiring the work of [19]. Recent contribution
to this area are very well summarized in the review papers by [5] and [27].
Such a constructive approach has usually the advantage of making it possible
to describe the dependence relationship in a context where it is hard or
impossible to gain an analytical insight on the joint distribution of the vector.
The class of dependent random measures treated in this paper may serve as
a viable, complementary alternative to the constructive approach to dening
dependent non-parametric prior models.
The outline of the paper is as follows. In Section 2 we shall introduce some
basic elements on CRMs whereas Section 3 a new vector of dependent gamma
CRMs will be introduced. We will point out some characteristic aspects of the
dependence it induces. This vector of dependent CRMs is then normalized
to yield a collection of dependent Dirichlet processes which correspond to a
covariate space Z = f1; : : : ;Mg, for some positive integer M . In Section 4
we nally discuss some distributional results featured by the new process: in
particular we shall point out a hint on the partition structure it gives rise to.
2. Some preliminaries
Among the dierent possibilities emerged in the literature for dening
a probability distribution Q on (PX;PX), we shall focus on a strategy that
makes use of completely random measures. Indeed, denote byMX that space
of boundedly nite measures on (X;X ) endowed with the so{called weak]
topology (see [3] for details) and letMX stand for the corresponding Borel {
algebra. A random element ~ dened on a probability space (
;F ;P) taking
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values in (MX;MX) and such that, for any pair of disjoint sets A and B in
X , the random variables ~(A) and ~(B) are independent. is a completely
random measure (CRM). If it is assumed, as we shall do henceforth that ~
does not have random masses at xed locations, then
~ =
X
i1
Ji Xi
where c is the unit mass at point c and f(Ji; Xi) : i = 1; 2; : : :g are the
points of a Poisson process on R+  X with intensity measure  such thatZ
R+B
minfs; 1g (ds; dx) <1 8B 2X
The measure  is also referred to as the intensity of ~ itself. If it is further
assumed that (RX) =1, one can show that ~(X) 2 (0;1), a.s., and it is
possible to set Q in (1) as the probability distribution of ~p = ~=~(X). See
[24]. This possible approach is already pointed out in [7] where it is shown
that the Dirichlet process can be dened as the normalization of a gamma
CRM, namely a CRM with intensity (ds; dx) = s 1 e sdsH(dx) for some
measure H on X. Analogously, in [12] the normalized {stable CRM is
introduced and it coincides with the normalization of a CRM with intensity
(ds; dx) = s 1  dH(dx)= (1 ), where  2 (0; 1). Also recall that for
any measurable function f : X! R such that ~(jf j) <1 (a.s.), one has the
following representation of the Laplace functional transform
E

e~(f)

= e (f) (3)
where
 (f) =
Z
R+X

1  es f(x) (ds; dx)
is also termed the Laplace exponent of ~. The main goal we will pursuse in the
next sections consists in dening a vector of dependent CRMs (~1; : : : ; ~n)
such that marginally each ~i is a gamma CRM. A vector of dependent random
probabilities will, then, be obtained by normalizing ~i, for i = 1; : : : ; n.
The resulting dependent Dirichlet processes will represent a candidate for
modelling partial exchangeable data as in (2) when the cardinality of Z is n.
3. A multivariate Gamma CRM
The denition outlined in Section 2 can be extended to the case of vec-
tors of CRMs, namely vectors (~1; : : : ; ~n) of random elements dened on
(
;F ;P) and taking values in (MnX ;M nX ) such that for any pair of disjoint
sets A1 and A2 in X the vectors (~1(Ai); : : : ; ~n(Ai)) are, for i = 1; 2, in-
dependent. In a similar fashion as for the one{dimensional case, a Poisson
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process type representation holds true in the sense that
(~1; : : : ; ~n) =
X
r
(Jr;1; : : : ; Jr;n) Xr :
In the previous representation, f(Jr;1; : : : ; Jr;n; Xr) : r = 1; 2; : : :g are points
from a Poisson process on ((R+)n;X) with intensity measure  such thatZ
(R+)nB
ksk (ds; dx) <1 8B 2X
and with (Ai  B) = i(A  B) for any A in B(R+), where i is the
intensity of ~i and Ai = (R
+)i 1A (R+)n i. Moreover, for any collection
of measurable functions fi : X ! R, i = 1; : : : ; n such that ~i(jfij) < 1
(a.s.) one has
E

e~1(f1)+ +~n(fn)

= e  ;n(f) (4)
where f = (f1; : : : ; fn),
 ;n(f) =
Z
(R+)nX

1  ehy;f(x)i (dy; dx):
and hy;f(x)i =Pni=1 yifi(x).
Our main goal is the proposal of a vector (~1; : : : ; ~n) whose marginals
are gamma CRMs. This is accomplished by setting
(dy; dx) =
n 1X
i=0
(n  1)!
(n  i  1)!
e jyj
jyji+1 dy H(dx) (5)
with jyj =Pn=1 yi. It is easy to check that
(Ai B) = H(B)
Z
A
e y
y
dy i = 1; : : : ; n;
for any A 2 B(R+) and this clearly implies that ~1; : : : ; ~n marginally are
identically distributed gamma CRMs. It is worth noting that (5) corresponds
to the superposition of n vector of CRMs
(~1; : : : ; ~n) =
nX
i=1
(i;1; : : : ; 

i;n)
with the intensity of the ith summand (i;1; : : : ; 

i;n) being
i (dy; dx) = H(dx)
(n  1)!
(n  i)!
e jyj
jyji
It is interesting to note that 1((R
+)nB) =1, whereas i ((R+)nB) <1
for any i = 2; : : : ; n and for any B 2 X . Hence, for any i  2 the vector
(i;n; : : : ; 

n;n) has a nite number of jumps and acts as a multivariate Poisson
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compound process.
The proposal in (5) can also be obtained by applying a specic Levy cop-
ula to the marginal gamma intensities of ~1; : : : ; ~n. Levy copulas have been
recently introduced in [2] as an extension, to Levy processes, of the familiar
notion of copulas for probability distributions. See also [6] and [14] for ap-
plications to Bayesian nonparametric inference. The claimed connection is
best seen by conning to the case where n = 2. We shall use the notation
 (a; x) =
R1
x
sa e s ds for the incomplete gamma function, whereas   1(a; x)
is the inverse function of x 7!  (a; x), for any a 2 R.
Proposition 1. The measure  dened in (5) with n = 2 can be recovered
by applying the Levy Copula
C(y1; y2) =  (0; 
 1(0; y1) +   1(0; y2))
to a pair of gamma CRMs.
Proof. The tail integral of each marginal gamma CRM is
Ui(x) =
Z +1
x
y 1e y dy =  (0; x) i = 1; 2
On the other hand, the tail integral associated to (5) with n = 2 is
U(x1; x2) =
Z +1
x1
Z +1
x2

1
(y1 + y2)2
e y1 y2 +
1
(y1 + y2)
e y1 y2

dy1 dy2
After the change of variable s = y1 + y2 and t = y1 we obtain
U(x1; x2) =
Z +1
x1+x2
e s

1
s2
+
1
s
Z s x2
x1
dt ds
=
Z +1
x1+x2
e s

s  (x1 + x2)
s2
+
s  (x1 + x2)
s

ds
=  (0; x1 + x2)  (x1 + x2) ( 1; x1 + x2) + e x1 x2
  (x1 + x2) (0; x1 + x2)
Since  (a+ 1; x) = a (a; x) + xa e x one has
U(x1; x2) =  (0; x1 + x2)  (x1 + x2)

e x1 x2
x1 + x2
   (0; x1 + x2)

+ e x1 x2   (x1 + x2) (0; x1 + x2)
=  (0; x1 + x2)
From Theorem 5.3 in Cont and Tankov (2004), the copula C for this process
is characterized by
U(x1; x2) = C(U(x1);U(x2))
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which in this case reduces to
 (0; x1 + x2) = C( (0; x1); (0; x2))
Setting yi =  (0; xi), for i = 1; 2, completes the proof.
4. The Levy Exponent
As pointed out in [17], an important tool for possible applications of
CRMs to Bayesian nonparametric inference is the Laplace functional trans-
form. This remark is still relevant when working in a multivariate framework
and explains why we focus on determining the Levy exponent induced by (5).
We rst show in detail how to deal with the case n = 2 and, then, deduce an
expression for the case for an arbitrary n by induction. Before proceeding it
is worth noting that, since (~1; : : : ; ~n) has independent increments its distri-
bution is characterized by a choice of f1; : : : ; fn in (4) such that fi =  i 1A
for any set A in X , i 2 R+ and i = 1; : : : ; n. In this case
 ;n(f) = H(A) 

;n()
where  = (1; : : : ; n) and
 ;n() =
Z
(R+)n

1  e h;yi n 1X
i=0
(n  1)!
(n  i  1)!
e jyj
jyji+1 dy (6)
We rst deal with the case n = 2 since it identies a structure we can, then,
extend to consider any n > 2.
Proposition 2. Let  be the Levy intensity introduced in (5) with n = 2.
The corresponding Levy exponent has the following form:
 ;2(1; 2) =

[1 log(1 + 1)  2 log(1 + 2)]=(1   2) 1 6= 2
log(1 + 1) + 1=(1 + 1) 1 = 2
Proof. Suppose 1 6= 2. Correspondingly one has
 ;2(1; 2) = I1(1; 2) + I2(1; 2)
where
I1(1; 2) =
Z 1
0
Z 1
0
 
1  e 1y1 2y2 e y1 y2
y1 + y2
I2(1; 2) =
Z 1
0
Z 1
0
 
1  e 1y1 1y2 e y1 y2
(y1 + y2)2
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The change of variable y1 + y2 = w and y1=(y1 + y2) = z leads to
I1(s; t) =
Z 1
0
dz
Z 1
0
 
1  e w(1z+2(1 z)) e w dw
= 1  log(1 + 1)  log(1 + 2)
1   2
and, similarly
I2(1; 2) =
Z 1
0
dz
Z 1
0
 
1  e w(1z+2(1 z)) e w
w
dw
=
1 + 1
1   2 log(1 + 1) 
1 + 2
1   2 log(1 + 2)  1
and combining these two expression one obtains   . Proceeding in a similar
fashion, and with some useful simplications, one also obtains  ;2(1; 1)
when 1 = 2.
The statement of Proposition 2 points out that one needs to take into
account possible ties in the vector  when determining an expression, in
closed form, of   . Hence, when dealing with the case n > 2 we shall rst
assume that  has no ties and, then, move on to the case where any two i and
j, with i 6= j, may coincide. To this end we need to introduce some further
notation. In particular we set En = fx 2 (R+)n : x1 6= x2 6=    6= xng and
n : En ! R+ as
n(x) =
nX
i=1
xn 1i log(1 + xi)Qn
j=1;j 6=i(xi   xj)
: (7)
A preliminary Lemma provides a useful recursive relationship for  ;n
Lemma 1. Suppose that  2 En+1, for any n  1, and denote as  i
the original  vector with the i{th component removed. Then the following
recursive equation holds true
 ;n+1() =
n+1
n+1   n  ;n( n) +
n
n   n+1  ;n( (n+1)) (8)
Proof. If Anj = fk 2 f0; 1; :::; jgn : jkj = jg, then
1  e h;yi =  
X
j1
( 1)j(h;yi)j
j!
=
X
j1
( 1)j+1
j!
X
k2Anj
j!
k1!    kn! 
k1
1    knn yk11    yknn
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and
 ;n() =
n 1X
i=0
(n  1)!
(n  1  i)!
X
j1
( 1)j+1
j!
X
k2Anj
j!
k1!    kn!
k1
1   knn In(k)
where
In(k) =
Z
(R+)n
yk11    yknn
e jyj
jyji+1 dy1    dyn
A simple change of variable, namely zi = yi=s for i = 1; : : : ; n 1 and s = jyj,
yields
In(k) =
k1!    kn!
(j + n  1)!(n  2  i+ j)!:
This in turn leads to
 ;n() =
n 1X
i=0
(n  1)!
(n  1  i)!
X
j1
X
k2Anj
( 1)j+1 (n  2  i+ j)!
(j + n  1)! 
k1
1    knn
= (n  1)!
X
j1
X
k2Anj
( 1)j+1
(j + n  1)! 
k1
1    knn
n 1X
l=0
(l + j   1)!
l!
=
X
j1
X
k2Anj
( 1)j+1
j
k11    knn (9)
since
n 1X
l=0
(l + j   1)!
l!
=
1
j
(j + n  1)!
(n  1)! : (10)
Hence, if one resorts to (9)
 ;n+1() =
X
j1
( 1)j+1
j
jX
k1=0
k11
j k1X
k2=0
k22   
  
j (k1++kn 1)X
kn=0
knn 
j (k1++kn)
n+1
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Afer some algebra, the last sum above can be rewritten as
j (k1++kn 1)X
kn=0
knn 
j (k1++kn)
n+1 = 
j (k1++kn 1)
n+1
j (k1++kn 1)X
kn=0

n
n+1
kn
=

j (k1++kn 1)+1
n+1   j (k1++kn 1)+1n
n+1   n
Hence
 ;n+1() =
n+1
n+1   n
X
j1
( 1)j+1
j
jX
k1=0
k11
j k1X
k2=0
k22   
  
j (k1++kn 2)X
kn 1=0

kn 1
n 1 
j (k1++kn 1)
n+1
+
n
n   n+1
X
j1
( 1)j+1
j
jX
k1=0
k11
j k1X
k2=0
k22   
  
j (k1++kn 2)X
kn 1=0

kn 1
n 1 
j (k1++kn 1)
n
which shows the validity of (8).
We are now in a position to state and prove the following result
Proposition 3. For any  2 En and n  1 one has
 ;n() = n() (11)
Proof. Suppose (11) holds true for n and we shall show that this implies
the validity of (11) for n + 1. By virtue of Proposition 2 the proof is thus
completed by induction. Since (11) holds true for n, for any  2 (R+)n+1
one has
 ;n( n) =
n 1n+1 log(1 + n+1)Qn 1
j=1 (n+1   j)
+
n 1X
i=1
n 1i log(1 + i)
(i   n+1)
Qn 1
j=1;j 6=i(i   j)
 ;n( (n+1)) =
nX
i=1
n 1i log(1 + i)Qn
j=1;j 6=i(i   j)
=
n 1n log(1 + n)Qn 1
j=1 (n   j)
+
n 1X
i=1
n 1i log(1 + i)
(i   n)
Qn 1
j=1;j 6=i(i   j)
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If these two expressions are plugged in the recursive relation (8) one has
 ;n+1() =
nn+1 log(1 + n+1)Qn
j=1(n+1   j)
+
nn log(1 + n)Qn+1
j=1;j 6=n(n   j)
n 1X
i=1

n+1
i   n+1  
n
i   n

n 1i log(1 + i)
(n+1   n)
Qn 1
j=1;j 6=i(i   j)
:
After some algebra, one shows that  ;n+1 satises (11) and the proof is
completed.
Reasoning in a similar fashion one can get to the following extension of
Proposition 3 that takes into account possible ties in  2 (R+)n.
Proposition 4. Let  2 (R+)n be such that it consists of l  n distinct
values denoted as ~1; : : : ; ~l with respective multiplicities (n1; : : : ; nl). Then
 ;n() =
 
lY
i=1
1
 (ni)
@ni 1
@ni 1~i
! 
l(~1; : : : ; ~l)
lY
i=1
~ni 1i
!
(12)
Proof. If Bj = fi : i = ~jg, for any j = 1; : : : ; l, and
jyjj =
X
i2Bj
yi
for any y 2 (R+)n, one has, similarly to (9),
 ;n() =
n 1X
i=0
(n  1)!
(n  1  i)!
X
j1
( 1)j+1
j!
X
k2Alj
j!
k1!    kl!
~k11    ~kll In (k)
where
In (k) =
Z
(R+)n
jyjk11    jyjkll
e jyj
jyji+1 dy1    dyn
=
(n  2  i+ j)!
(n+ j   1)! (n1)k1    (nl)kl
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This implies that
 ;n() =
n 1X
i=0
(n  1)!
(n  1  i)!
X
j1
( 1)j+1 (n  2  i+ j)!
(n+ j   1)!

X
k2Alj
(n1)k1    (nl)kl
k1!    kl!
~k11    ~kll
= (n  1)!
X
j1
( 1)j+1
(n+ j   1)!
X
k2Alj
(n1)k1    (nl)kl
k1!    kl!
 ~k11    ~kll
n 1X
l=0
(l + j   1)!
l!
=
X
j1
( 1)j+1
j
X
k2Alj
(n1)k1    (nl)kl
k1!    kl!
~k11    ~kll
where the last equality follows from (10). Now note that
(ni)ki
ki!
kii =
(ki + 1)ni 1
 (ni)
~kii =
1
 (ni)
@ni 1
@~ni 1i
~ni 1+kii
and from this deduce
 ;n() =
X
j1
( 1)j+1
j
X
k2Alj
lY
i=1
1
 (ni)
@ni 1
@~ni 1i
~ni 1+kii
=
1Ql
i=1  (ni)
@n l
@~n1 11    @~nl 1l

0@~n1 11    ~nl 1l X
j1
( 1)j+1
j
X
k2Alj
~k11    ~kll
1A
which, from (9) and by virtue of the denition of the function l in (11),
completes the proof of (12).
5. Distributional properties of a bivariate Dirichlet process
We now focus on the case where n = 2 and consider
~pi =
~i
~i(X)
i = 1; 2 (13)
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where (~1; ~2) is a vector of dependent gamma CRMs whose Levy intensity
is as in (5). It, then, follows that each ~pi, for i = 1; 2, is a Dirichlet process
with baseline measure P0 and dependence between ~p1 and ~p2 is induced by
the dependence between ~1 and ~2. We shall now point out a few distribu-
tional properties of (~p1; ~p2) that are of interest for applications to Bayesian
nonparametric inference. To this end, let
g(q1; q2; s; t) =
Z 1
0
Z 1
0
yq11 y
q2
2 e
 sy1 ty2(y1; y2) dy1 dy2 (14)
and note that this has been a relevant quantity considered in [14] for char-
acterizing the partition probability function associated to a two{parameter
Poisson{Dirichlet process vector. Here we shall make a similar use of g . Be-
fore proceeding, however, we provide a closed form expression of (14) when
 is as in (5) with n = 2. Note that one can also write
g(q1; q2; s; t) = I1(q1; q2; s; t) + I2(q1; q2; s; t)
where
I1(q1; q2; s; t) =
Z
(R+)2
yq11 y
q2
2 e
 sy1 ty2 e
 y1 y2
(y1 + y2)2
dy1 dy2
I2(q1; q2; s; t) =
Z
(R+)2
yq11 y
q2
2 e
 sy1 ty2 e
 y1 y2
y1 + y2
dy1 dy2
when q1 + q2  1. Morevoer, g(0; 0; s; t)  1. a simple change of variable
into polar coordinates yields
I1(q1; q2; s; t) =
Z 
2
0
sin(2)
Z
R+
q1+q2 1 cos2q1() sin2q2()
 e [(1+s) cos2()+(1+t) sin2()]d d
=  (q1 + q2)
Z 
2
0
cos2q1() sin2q2() sin(2)
[(1 + s) cos2() + (1 + t) sin2()]q1+q2
d
=  (q1 + q2)
Z 1
0
yq1(1  y)q2
[(1 + s)y + (1 + t)(1  y)]q1+q2 dy
= (1 + t) q1 q2 (q1 + q2)
Z 1
0
yq1(1  y)q2
1  y t s
1+t
q1+q2 dy
=
 (q2 + 1) (q1 + 1)
(q1 + q2)(q1 + q2 + 1)
2F1(q1 + q2; q1 + 1; q1 + q2 + 2;
t s
1+t
)
(1 + t)q1+q2
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In a similar fashion one determines I2(q1; q2; s; t) thus yielding
g2(q1; q2; s; t) =
 (q2 + 1) (q1 + 1)
(q1 + q2 + 1)(1 + t)q1+q2
(
2F1(q1 + q2; q1 + 1; q1 + q2 + 2;
t s
1+t
)
q1 + q2
+
2F1(q1 + q2 + 1; q1 + 1; q1 + q2 + 2;
t s
1+t
)
1 + t
)
(15)
The availability of the g function allows us to determine an expression of the
mixed moments of the un{normalized vector (~1(A); ~2(A)), with A 2 X .
In the sequel, for any two vectors x = (x1; : : : ; xd) and y = (y1; : : : ; yd) in
Nd0, then x  y if either jxj < jyj or jxj = jyj and x1 < y1 or if jxj = jyj
with xi = yi for i = 1; :::; j and xj+1 < yj+1 for some j in f1; :::; dg.
Proposition 5. Let pj(q1; q2; k) be the set of vectors (; s1; : : : ; sj) such that
the coordinates of  = (1; : : : ; j) are positive and such that
Pj
i=1 i = k.
Moreover, si = (s1;i; s2;i) are vectors such that 0  s1      sj andPj
i=1 i(s1;i + s2;i) = k = q1 + q2. Then,
E
"
2Y
i=1
f~i(A)gqi
#
= q1!q2!
q1+q2X
k=1
[H(A)]k
q1+q2X
j=1
X
pj(q1;q2;k)
jY
i=1
1
i!(s1;i + s2;i)i
Proof. Hence note that
E
"
e s~1(A) t~2(A)
2Y
i=1
f~i(A)gqi
#
= ( 1)q1+q2 @
q1+q2
@sq1 @tq2
e H(A) (s;t)
and by virtue of Theorem 2.1 in [1] one has that the derivative in the right{
hand side above coincides with
e H(A) (s;t) q1!q2!
q1+q2X
k=1
( 1)k[H(A)]k 

q1+q2X
j=1
X
pj(q1;q2;k)
jY
i=1
1
i!(s1;i!s2;i!)i

@s1:i+s2;i
@ss1;i@ts2;i
 (s; t)
i
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By virtue of the denition of the function g one has
e H(A) (s;t) q1!q2!
q1+q2X
k=1
[H(A)]k 

q1+q2X
j=1
X
pj(q1;q2;k)
jY
i=1
1
i!(s1;i!s2;i!)i
(g2(s1;i; s2;i; s; t))
i :
Since  (0; 0) = 1 and
g2(s1;i; s2;i; 0; 0) =
s1;i!s2;i!
s1;i + s2;i
the conclusion follows.
Proceeding in a similar fashion, in [14] one nds an expression of the
covariance between ~p1(A) and ~p2(B) which is given by
Cov(~p1(A); ~p2(B)) =
[H(A \B) H(A)H(B)]
Z
(R+)2
e  (s;t)g(1; 1; s; t) ds dt (16)
And for the specic g function displayed in (15), one can obtain a represen-
tation of the integral in (16) in terms of mixtures of Gauss hypergeometric
functions 2F1.
Proposition 6. Let  be as in (5), with n = 2. ThenZ
(R+)2
e  (s;t)g(1; 1; s; t) ds dt =
1
6
Z 1
0
z2
(1  z) log(1  z) 2F1(2; 2; 4; z) dz
+
2
3
Z 1
0
z
log(1  z)e
  z 1
z
log(1 z)
2F1(3; 2; 4; z) dz
Proof. From (15) one hasZ
(R+)2
e  (s;t)g(1; 1; s; t)dsdt = J1 + J2
Where
J1 =
1
6
Z
(R+)2
e  (s;t)(1 + t) 2 2F1(2; 2; 4;
t  s
1 + t
) ds dt
J2 =
2
3
Z
(R+)2
e  (s;t)(1 + t) 3 2F1(3; 2; 4;
t  s
1 + t
) ds dt
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A simple change of variable yields
J1 =
1
6
Z 1
0
Z 1
0
ew
log(1 z)
z e 
z 1
z
log(1 z)
2F1(2; 2; 4; z) dw dz
=
1
6
Z 1
0
z2
(1  z) log(1  z) 2F1(2; 2; 4; z) dz
In a similar fashion one determines J2.
An interesting application of the vector of Dirichlet random probabili-
ties we have been examining so far concerns Bayesian inference, where the
distribution of (~p1; : : : ; ~pk) can be used as a prior for modelling partially
exchangeable random elements arising from k dierent populations. This
situation is displayed in (2). In particular, when the covariate space Z con-
sists of two elements, i.e. M = 2, and set QZ as the probability distribu-
tion of the vector of dependent Dirichlet processes dened in (13). Since
~p1 and ~p2 are, almost surely, discrete there may appear ties within each
sample and between the two samples Xn1(z1) and X
n2(z2). Hence, the
n1 + n2 data consist of k distinct values forming clusters of sizes N1; : : : ; Nk
Moreover, Nj = nj;1 + nj;2  1 with nj;1 and nj;2 denoting the number of
observations from Xn1(z1) and X
n2(z2), respectively, i the j{th group. If
n1 = (n1;1; : : : ; nk;1) and n2 = (n1;2; : : : ; nk;2) are vectors of non{negative
integers in the set
k(n1; n2) := f(n1;n2) 2 N2k0 : nj;1 + nj;2  1; jnij = nig
we shall denote by

(n1;n2)
k (n1;n2) =
Z
Xk
E
"
kY
j=1
~p
nj;1
1 (dxi) ~p
nj;2
2 (dxi)
#
the probability of detecting two samples Xn1(z1) and X
n2(z2) featuring k
distinct values with respective frequencies n1;1 + n1;2; : : : ; nk;1 + nk;2. Before
providing an expression for 
(n1;n2)
k , we need to introduce some notation. In
particular, we set
n(a; z) =
Z 1 z
0
xn eax dx
=
ea(1 z)
an+1
nX
i=0
( 1)n i n!
i!
fa(1  z)gi + ( 1)n+1 n!
an+1
(17)
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and
i(q1; q2; z) =
q1!q2!
q1 + q2 + 1

2F1(q1 + q2; q1 + 1; q1 + q2 + 2; z)
q1 + q2
i
 f2F1(q1 + q2 + 1; q1 + 1; q1 + q2 + 2; z)g1 i (18)
for i = 0; 1.
Proposition 7. For any positive integers n1, n2 and k such that k  n1+n2
and for any (n1;n2) 2 k(n1; n2) one has

(n1;n2)
k (n1;n2) =
1Q2
i=1  (ni)
X
i2f0;1gk
n1 1X
`=0
n2 1X
m=0

n1   1
`
 
n2   1
m

 ( 1)k jij+1
Z 1
0

z
log(1  z)
`+m+k jij
(1  z)n1+n2 2 ` m  z 1z
 `+m+k jij

  log(1  z)
z
; z

kY
j=1
 
ij(nj;1; nj;2; z) + ij(nj;2; nj;1; z)

dz
(19)
where jij = i1 +    + ik.
Proof. The result can be deduced from

(n1;n2)
k (n1;n2) =
1Q2
i=1  (ni)
Z
A 
+
Z
A+

sn1 1 tn2 1 e  (s;t)

kY
j=1
g(nj;1; nj;2; s; t) ds dt =: I1 + I2
where the function g is as in (15), A  := f(s; t) 2 (R+)2 : s < tg and
A+ := f(s; t) 2 (R+)2 : s  tg. We shall explicitly deal with I1, which is
associated to A , since an expression for I2 can be similarly obtained. Resort
to the change of variable z = (t  s)=(1+ t) and w = 1=(1+ t) and note that
(z; w) is in the simplex S1 = f(z; w) 2 [0; 1]2 : z + w  1g since (s; t) 2 A .
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Hence
I1 =
1Q2
i=1  (ni)
X
jij2f0;1gk
Z
S1
wk jij(1  z   w)n1 1(1  w)n2 1
 e  z 1z log(1 z) w log(1 z)z
kY
j=1
	ij(nj;1; nj;2; z) dz dw
=
1Q2
i=1  (ni)
X
jij2f0;1gk
n1 1X
`=0
n2 1X
m=0

n1   1
`

n2   1
m

( 1)`+m

Z
S1
w`+m+k jij(1  z)n1+n2 2 ` me  z 1z log(1 z) w log(1 z)z

kY
j=1
ij(nj;1; nj;2; z) dz dw
and the rst part in the representation of 
(n1;n2)
k follows upon noting thatZ 1 z
0
w`+m+k jbmij e w
log(1 z)
z dw = `++m+k jbmij

  log(1  z)
z
; z

A similar procedure on A+ leads to an expression of I2 that completes the
proof.
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