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Abstract
We study congruences on the partial automorphism monoid of a finite rank free
group action. We give a decomposition of a congruence on this monoid into a Rees
congruence, a congruence on a Brandt semigroup and an idempotent separating con-
gruence. The constituent parts are further described in terms of subgroups of direct
and semidirect products of groups. We utilize this description to demonstrate how the
number of congruences on the partial automorphism monoid depends on the group and
on the rank of the action.
Keywords: Free group action, Partial automorphism monoid, Congruences, Subgroups of direct
products
1 Introduction
The study of congruences is acknowledged as fundamental to understanding the structure of semi-
groups. Inverse semigroups are arguably the most studied class of semigroups, and there are well
trodden paths for the hardy semigroup theorist to follow in order to get a hold of their congru-
ences [16], [14]. Of central importance in the field of inverse semigroup theory is the symmetric
inverse monoid IX , which plays the same role as the symmetric group does within group theory.
Congruences on the symmetric inverse monoid are well understood [9].
Monoids and semigroups similar to the symmetric inverse monoid in derivation or structure
are valuable and interesting objects of study. Recent forays into the study of congruences on
“transformation-like” semigroups include [3] and [1]. Natural generalizations of IX and TX arise
from the partial automorphism monoids and endomorphism monoids of independence algebras, a
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concept introduced as v∗-algebras in [13] and formulated in its modern form in [5] and [4]. Of
course, we can regard a set X as a universal algebra with no basic operations; viewed in this way
it is an independence algebra.
The class of independence algebras generalizes notions of linear independence and spanning
sets and includes the classes of sets, vector spaces and free group actions. Endomorphism monoids
of independence algebras are studied in [5]. In this paper we focus on the partial automorphism
monoid of a finite rank free group action. Such monoids will have a wreath product like structure
and so we denote then by G o In, where G is the group in question and n the rank.
We build on general results concerning congruences on partial automorphism monoids of inde-
pendence algebras due to Lima [10] and describe congruences on GoIn in terms of normal subgroups
of Gi for 1 ≤ i ≤ n and a subgroup of G o Sm for some 1 ≤ m ≤ n. This leads us to consider permu-
tation invariant normal subgroups of Gi, and we shall see that these subgroups can be described in
terms of three normal subgroups of G and a homomorphism.
One of the most basic questions that can be asked about the set of congruences on a semigroup is
how large is this set? Our techniques permit us to determine bounds for the number of congruences
on G o In depending on both n and G.
The paper is set out as follows. In Section 2 we introduce the partial automorphism monoid
for a rank n free group action and show that it is isomorphic to the partial wreath product G o In.
Section 3 comprises a discussion of congruences on G o In and gives a unique decomposition for a
congruence in terms of a Rees congruence, a set of subgroups of Gi for 1 ≤ i ≤ n and a subgroup
of G o Sm for some 1 ≤ m ≤ n. Moreover we demonstrate that this decomposition is compatible
in a natural way with the usual inclusion ordering on congruences. In Section 4 we analyze the
subgroups arising in Section 3 and describe permutation invariant subgroups of Gi in terms of
subgroups of G and a homomorphism from a subgroup of G to a quotient of that same subgroup.
By appeal to Usenko’s description of subgroups of semidirect products we classify normal subgroups
of G o Sm. Finally, in Section 5 we describe the asymptotic behavior of the number of congruences
as n increases and determine how this growth depends on the group in question.
2 Preliminaries
Throughout G is a group and S an inverse semigroup, E(S) is the set of idempotents of S where
e ∈ S is idempotent if e2 = e. For a group G we define G0 to be the group with a zero adjoined,
so G0 = G ∪ {0} with multiplication extended by declaring g0 = 0 = 0g for all g ∈ G0. By Sn we
refer to the symmetric group and by In the symmetric inverse monoid of degree n. For a ∈ In we
define the rank of a to be rk(a) = | Im(a)|. As usual, H,R,L,D,J denote Green’s relations, and for
a ∈ S and K ∈ H,R,L,D, J we write Ka for the K-class of a (we use K(S) and K(S)a) when S is
ambiguous). We shall want to refer to the lattice of congruences on S and we denote this by C(S),
in the case of a group we write N(G) for the lattice of normal subgroups of G. For a congruence ρ
on S let aρ be the ρ-class of a. We denote by [n] the set {1, 2, . . . , n}.
2.1 The partial automorphism monoid of a free group action
A group action or G-act A is a non empty set A together with a function Φ : G × A → A where
(g, a) 7→ g · a, such that (gh) · a = g · (h · a) and 1 · a = a for all g, h ∈ G and a ∈ A. To simplify
notation we write ga for g · a. A subset B ⊆ A is a subact of A if B is also a G-act under the
restriction of the action to B. For G-acts A and B a function γ : A→ B is a G-act homomorphism if
g(aγ) = (ga)γ for all g ∈ G and a ∈ A. The free G-act over a set X is written as AX = G×X, and
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g(h, x) = (gh, x). We shall usually drop the brackets and write gx for (g, x), we identify (1, x) = 1x
with x and use Gx to denote {gx | g ∈ G}. When X = {xi | i ∈ [n]} then we write AX = An. The
rank of a free G-act is the cardinality of X, so An is the free G-act of rank n.
For an algebra (in the sense of universal algebra) a subalgebra is a subset which is an algebra of
the same type upon the restriction of the operations; we denote the subalgebras of A by Sub(A).
The partial automorphism monoid, PAut(A) for an algebra A is the set of isomorphisms between
two (not necessarily distinct) subalgebras
PAut(A) = {f : B→ A | B ⊆ A a subalgebra, f an injective homomorphism},
under composition of partial functions. Associated to PAut(A) are the domain function Dom :
PAut(A)→ Sub(A) and image function Im : PAut(A)→ Sub(A). Concretely, the composition of
a, b ∈ PAut(A) has Dom(ab) = (Im(a) ∩ Dom(b))a−1 and Im(ab) = (Im(a) ∩ Dom(b))b, with a−1
the inverse of a as a partial function, and x(ab) = (xa)b for all x ∈ Dom ab. With this operation
the set of partial automorphisms is an inverse monoid. This has a zero which is the empty map,
the group of units is the automorphism group of A and the semilattice of idempotents is actually
a lattice, and is isomorphic to the lattice of subalgebras of A.
Lemma 2.1. Let AX be a free G-act. If Y ⊆ X then AY is a subact of AX . Conversely if B ⊆ AX
is a subact then there is Y ⊆ X such that B = AY . Consequently if B ⊆ A a subact then B is a
free G-act.
Proof. This is immediate noting that for x ∈ X if there is g ∈ G such that gx ∈ B then certainly
Gx ⊆ B.
Lemma 2.1 gives that for the n-rank free G-act An the set of subacts is isomorphic to the set of
subsets of [n]. Moreover, for θ ∈ PAut(An), if xiθ = kxj it is clear that θ|Gxi is a G-act isomorphism
from Gxi to Gxj . Thus a partial automorphism θ ∈ PAut An defines an element aθ ∈ In where
i ∈ Dom aθ if and only if xi ∈ Dom θ, and iaθ = j where xiθ ∈ Gxj . Furthermore it is clear that
the map θ 7→ aθ defines a homomorphism PAut(An)→ In.
For a set X we write GPX = {f : Y → G | Y ⊆ X} for the set of partial functions from X to
G. We define the product of f, g ∈ GPX by:
Dom(fg) = Dom(f) ∩Dom(g), x(fg) = (xf)(xg) for x ∈ Dom(fg).
Given θ ∈ PAut(An) we define fθ as the group label of the restriction of θ to the set Dom(θ)∩
{xi | i ∈ [n]} (so if xiθ = gxj then fθ = g). Then fθ ∈ GP [n] and we notice that θ is fully
characterized by fθ and aθ as this defines xθ for each x with Gx ⊆ Dom(θ) and we can then
uniquely extend θ to the rest of Dom(θ) by the freeness of An.
This leads us to consider a partial wreath product as defined in [11]. For a ∈ In and f ∈ GP [n]
define fa as:
Dom(fa) = {i ∈ Dom(a) | ia ∈ Dom(f)}, i(fa) = f(ia).
Then we define the partial wreath product G o In to be:
G o In = {(f ; a) ∈ GP [n] × In | Dom(f) = Dom(a)},
with multiplication
(f ; a)(g; b) = (fga; ab).
The proof of the following theorem is essentially folklore, we present an outline here for complete-
ness.
3
Theorem 2.2. The function
Φ : PAut An → G o In; θ 7→ (fθ; aθ)
is an isomorphism.
Proof. As we have noted a partial automorphism θ is determined by fθ and aθ, thus Φ is injective.
It is also straightforward that given f ∈ GP [n] and a ∈ In with Dom(a) = Dom(f) the function
θ : xi 7→ (if)xia extends uniquely to a partial automorphism with f = fθ and a = aθ so Φ is
surjective. Thus it remains to show that Φ is a homomorphism.
To this end suppose that θ, γ ∈ PAut(An). Then as the function θ 7→ aθ is a homomorphism
we have that aθγ = aθaγ and it is clear that Dom(fθγ) = Dom(aθγ). Also for i ∈ Dom(aθγ) we have
ifθγ is the group label of xi(θγ) = (xiθ)γ = (fθxiaθ)γ, and the group label of xiaθγ is (fγ)a. Thus
ifθγ = fθf
aθ
γ and so Φ is a homomorphism.
While this is the morally correct way to construct G o In, and justifies us referring to it as
a partial wreath product is it generally unwieldy, and sends one down endless rabbit-holes of
notational difficulties. Fortunately it is possible to pin down a less aesthetically pleasing but more
“user-friendly” version.
To establish this, let a ∈ In, and g ∈ (G0)n. Write ga = (g1a, . . . , gna) where we take gia = 0 if
ia is undefined. In particular we write 1e for (1, 1 . . . , 1)e. We define
S = {(g, a) ∈ (G0)n × In | gi 6= 0 ⇐⇒ i ∈ Dom(a)},
with multiplication
(g; a)(h; b) = (g1, . . . , gn; a)(h1, . . . , hn; b) = (g1h1a, . . . , gnhna; ab) = (gha; ab).
It is elementary that S ∼= G o In via the map (g; a) 7→ (f ; a) where Dom(f) = {i ∈ [n] | gi 6= 0} and
if = gi. From this point forward we shall refer to this second formulation when we write G o In.
As PAut(An) is inverse we have that G o In is an inverse semigroup, and we observe that
(g; a)−1 = (g1, . . . , gn; a)−1 = (g−11a−1 , . . . , g
−1
na−1 ; a
−1) = (g−1
a−1 ; a
−1)
where we write 0−1 = 0. Also notice that the condition gi 6= 0 if and only if i ∈ Dom(a) for (g; a)
to be in G o In can be reformulated as g = gaa−1 and g 6= ge for all e ∈ E(In) with e ≤ aa−1.
We can view this semigroup pictorially. As is fairly usual we consider a ∈ In as a graph with
two rows each of n vertices - indexed as 1, 2, . . . , n for the upper row and 1′, 2′, . . . , n′ for the lower
row - with edges (i, j′) if ia = j. We then consider (g, a) ∈ G o In as the graph of a with the top
row labeled with elements g ∈ G0. We compose the graphs as elements of In, and then “slide” the
labels up adjacent edges. For an example refer to Figure 1.
We next give some straightforward initial results about G o In. By Lemma 2.1 the subacts of
An are in bijective correspondence with subsets of [n]; further as previously remarked the set of
subacts is also in bijection with semilattice of idempotents of G o In.
Corollary 2.3. The idempotents E(G o In) are precisely the elements of the form
(1e; e)
where e ∈ In. Consequently, E(G o In) forms a lattice isomorphic to the subsets of [n] which is
isomorphic to the lattice of idempotents E(In).
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(g; a) =
(h; b) =
(g; a)(h, b) = =
g1 g2 0 g4
h1 0 h3 h4
g1 g2 0 g4
h1 0 h3 h4
0 g2h1 0 g4h3
Figure 1: Multiplication in G o In
Proof. Clearly (1e; e) ∈ E(G o In) for any e ∈ E(In). Conversely, suppose that (g; a)(g; a) = (g; a).
Then certainly a2 = a, hence a = e ∈ E(In). Then we note that ga = ge = g, and g2 = g; whence
g is an idempotent in (G0)n, with gi = 0 exactly when i 6∈ Dom e, so g = 1e.
Noting that for (g; a) ∈ G o In
(g−1; aa−1)(g; a) = (1aa−1 ; a) = (g; a)(g
−1
a−1 ; a
−1a),
it is clear that the Green’s relations for G o In are induced by those for In.
Lemma 2.4. Let K ∈ {H,L,R,D,J } be a Green’s relation. Then
(g; a) KGoIn (h; b) ⇐⇒ a KIn b.
As a consequence two-sided ideals of G o In are inherited from ideals in In; for each 0 ≤ m ≤ n
the set
Im = {(g; a) ∈ G o In | rk(a) ≤ m}
is an ideal of G o In, and these are all the ideals of G o In.
2.2 Congruences on Inverse Semigroups
Definition 2.5. If S is an inverse semigroup with semilattice of idempotents E then the centralizer
of E is
Eζ = {a ∈ S | ∀e ∈ E, ea = ae}.
For G o In we know that the idempotents are elements of the form (1e; e) for some idempotent
e ∈ In. An elementary calculation gives that for G o In the centralizer of the idempotents is the set
Eζ = {(g; e) ∈ G o In | e ∈ E(In)}.
An important family of congruences on any inverse semigroup are the idempotent separating
congruences, that is, those that have at most one idempotent in each equivalence class, or equiv-
alently those contained in Green’s H relation [12]. We write CIS(S) for the set of idempotent
separating congruences, and recall that these form a sublattice of the C(S) so in particular there
are maximum and minimum such congruences: the minimum is the trivial relation which we write
as ι, and the maximum we write as µ. This is a well studied class of congruences (see, for example,
[14]) and for inverse semigroups such congruences are determined by their kernel, where by the
kernel of a congruence ρ we mean
ker(ρ) = {a | ∃e ∈ E(S) with a ρ e}.
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Definition 2.6. Let S be an inverse semigroup and T ⊆ S a subsemigroup. Say T is full if E ⊆ T,
and say T is self conjugate if for each a ∈ S we have aTa−1 ⊆ T. A subsemigroup T is normal if T
is full, self conjugate, and inverse.
Theorem 2.7 ([14, Proposition 5.14]). Let S be an inverse semigroup. The lattice of idempotent
separating congruences on S is isomorphic to the lattice of normal subsemigroups of S contained
in Eζ. The following maps are mutually inverse lattice isomorphisms:
T 7→ χT = {(a, b) | a−1a = b−1b, ab−1 ∈ T},
χ 7→ ker(χ) =
⋃
e∈E
eρ.
The problem of describing the lattice of idempotent separating congruences on S then becomes
that of describing the lattice of normal subsemigroups of S contained in Eζ. Lattices of subsemi-
groups of inverse semigroups are a well studied topic, see, for example, [8].
3 The Congruence Decomposition
Congruences on In are well understood. Choose 1 ≤ k ≤ n and N E Sk. For each a, b with
rk(a) = k = rk(b) and a H b, there is µ ∈ Sk such that a, b have the following form:
a =
(
a1 a2 . . . ak
c1 c2 . . . ck
)
, b =
(
a1 a2 . . . ak
c1µ c2µ . . . ckµ
)
.
Then define ρ(k,N) as follows:
• a ρ(k,N) b for a, b with rk(a), rk(b) < k;
• for rk(a) = k = rk(b), a ρ(k,N) b if a H b and µ ∈ N ;
• a ρ(k,N) a for all a.
Theorem 3.1 (see [9]). Let k ≤ n and N E Sk. Then ρ(k,N) is a congruence on In. Moreover,
every congruence on In is of this form.
Our objective is to extend the description of congruences on In to G o In. Notice that we can
embed In into G o In via the map η : In ↪→ G o In; where a 7→ (1aa−1 ; a). If we have κ ⊆ In × In
then we write κη = {(aη, bη) | (a, b) ∈ κ}.
Lemma 3.2. Let κ be an equivalence relation on In, and let ζκ be the equivalence relation on G oIn
generated by κη. Then the restriction of ζκ to the Im(η) is κη. Moreover, if κ is a congruence on
In and ζκ is the congruence on G o In generated by κη then the restriction of ζκ to Im(η) is κη.
Proof. We notice that the relation ξκ on G o In defined by
ξκ = {((g; a), (h; b)) | (a, b) ∈ κ}
is an equivalence relation on G o In. Moreover κη ⊆ ξκ, and ξκ|Im(η) = κη. This completes the proof
of the first claim. Also when κ is a congruence then ξκ is a congruence.
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Conversely if ρ is a congruence on G o In then we can restrict this to a congruence on In in two
different ways:
ρ1 = {(a, b) | (1a, a) ρ (1b, b)}, ρ2 = {(a, b) | ∃g, h ∈ (G0)n with (g; a) ρ (h; b)}.
Though both are congruences on In, in general these are not equal. However it is immediate that
ρ1 ⊆ ρ2.
For each ideal Im of G o In we write
I?m = {((g; a), (h, b)) | (g; a), (h, b) ∈ Im} ∪ ι
for the Rees congruence on G o In. For a congruence ρ on G o In it is clear that there is a largest
natural number 0 ≤ k ≤ n such that I?k ⊆ ρ, which is referred to as the rank of the congruence.
The relation ρ then induces a non-universal congruence on the principal factor Ik+1/Ik. Conversely
if we are given σ a relation on Im/I
?
m−1 we can define a relation on Dm ×Dm :
σ = {(a, b) ∈ Dm ×Dm | (a/I?m−1, b/I?m−1) ∈ σ}.
Either by reproducing the usual treatment of congruences on In adapted for G o In or by appealing
to general results of Lima [10] we can describe congruences on G o In as follows.
Theorem 3.3 ([10, Theorem 3.2.6]). Let χ be an idempotent separating congruence, 0 ≤ m ≤ n
and σ be a non universal congruence on Im/I
?
m−1 such that χ ∩ (Dm ×Dm) ⊆ σ. Then
ρ(m,σ, χ) = I?m−1 ∪ σ ∪ χ
is a congruence on G o In.
Conversely, if ρ is a congruence on G o In then with χ = ρ ∩ µ, m = rk(ρ) + 1 and σ chosen
such that σ = ρ ∩ (Dm ×Dm), then ρ = ρ(m,σ, χ).
Consequently, the problem of describing congruences on G oIn reduces to describing idempotent
separating congruences and to describing congruences on the principal factors.
Remark 3.4. Since the principal factors are Brandt semigroups all non-universal congruences are
idempotent separating congruences so it is possible to formulate Theorem 3.3 as the decomposition
ρ = I?m−1 ∪ ζ
where ζ is the lift of ζ - a congruence on (G o In)/I?m−1 - to G o In. However for each m a congruence
on (G o In)/I?m−1 can be decomposed into a congruence on Im/I?m−1 and the projection of an
idempotent separating congruence on G o In onto (G o In)/I?m−1. Thus it is better to go straight for
the decomposition given in Theorem 3.3.
In order to refine the description of congruences on G o In from Theorem 3.3 we shall frequently
appeal to the correspondence between idempotent separating congruences and normal subsemi-
groups of G o In contained in Eζ detailed in Theorem 2.7. Define the function
Ω: Eζ →
⋃
1≤m≤n
Gm
to be the map that ignores zero entries and the final - In - coordinate. It is clear from the description
of the Eζ from Section 2 that the restriction of Ω to Eζ ∩He is a isomorphism so Eζ ∩He ∼= Gm.
Given h ∈ Gm write eh for the unique element of (G ∪ {0})n that has e¯hi = 0 for i /∈ Dom(e)
and ehΩ = h. Let T ⊆ Eζ be a normal subsemigroup of G o In and let e ∈ E(In) be an idempotent
with m = rk(e). Write Te for T ∩He = {(g; e) ∈ T}.
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Definition 3.5. A subgroup K ≤ Gm is (permutation) invariant if for all σ ∈ Sm we have that
(g1, g2, . . . , gm) ∈ K ⇐⇒ (g1σ, g2σ, . . . , gmσ) ∈ K.
Write PI(G,m) for the lattice of invariant subgroups of Gm.
Lemma 3.6. Let T ⊆ Eζ be a normal subsemigroup of GoIn. For e, f ∈ In with rk(e) = rk(f) = m
we have that Te ∼= Tf . Moreover the group TeΩ E Gm is normal and invariant, and TeΩ = TfΩ.
Proof. Let e, f ∈ E(In) with rk(e) = rk(f). Since this implies that e D f we may choose a ∈ In
such that aa−1 = f and a−1a = e. As T is normal for each (g, e) ∈ Te
(1aa−1 ; a)(g; e)(1a−1a; a
−1) = (ga; aea−1) = (ga; f) ∈ Tf .
Furthermore, the function
Ψa : Te → Tf ; (g; e) 7→ (ga; f)
is an isomorphism. Indeed, it is clear that Ψa is a homomorphism, and if Ψa−1 : (h; f)→ (ha−1 ; e)
then
(g; e)ΨaΨa−1 = (ga; f)Ψa−1 = ((ga)a−1 ; e) = (g; e).
For a ∈ He the homomorphism Ψa acts as an element σa ∈ Srk(e) permuting the coordinates of
the non-zero entries in the G0-component. Moreover the map He(In) → Srk(e) defined by a 7→ σa
is surjective. This exactly says that Te is invariant.
Furthermore for e, f ∈ E(In) and a ∈ In with aa−1 = f and a−1a = e if g ∈ TeΩ then it is
clear that (eg; e)ΨaΩ ∈ TfΩ and is equal to g under a permutation of the coordinates. Then as Tf
is invariant we have that g ∈ TfΩ. By symmetry this implies TeΩ = TfΩ.
To see TeΩ is normal let (g; e) ∈ Te then observe for h ∈ Gm that
((eh)g(eh−1); e) = (eh; e)(g; e)(eh−1; e).
As T is normal we have that ((eh)g(eh−1); e) ∈ Te, so (eh)g(eh−1)Ω = hgh−1 ∈ TeΩ, and TeΩ is
normal.
To define normal subsemigroup contained in Eζ it therefore suffices to describe a set of invariant
subgroups {Ti E Gi | 1 ≤ i ≤ n}, and the normal subsemigroup is then:
T =
⋃
e∈E(In)
{(eg; e) | g ∈ Trk(e)}.
We call {Ti E Gi | 1 ≤ i ≤ n} the defining groups for T .
We write pim :
⋃
m≤i≤nG
i → Gm−1 for the projection onto the first m− 1 coordinates. We say
a set {Ti ≤ Gi | 1 ≤ i ≤ n} is closed if Tipii ⊆ Ti−1 for each 2 ≤ i ≤ n. Notice that when Ti is
invariant the projection onto any equally sized subset of the coordinates gives the same result.
Proposition 3.7. Let T ⊆ Eζ be a normal subsemigroup of G o In and let {Ti ≤ Gi | 1 ≤ i ≤ n}
be the defining groups for T. Then each Ti is an invariant normal subgroup and {Ti | 1 ≤ i ≤ n} is
closed.
Moreover if {Ti E Gi | 1 ≤ i ≤ n} is a closed set of invariant normal subgroups then
T =
⋃
e∈E(In)
{(eg; e) ∈ G o In | g ∈ Trk(e)}.
is a normal subsemigroup, T ⊆ Eζ and {Ti ≤ Gi | 1 ≤ i ≤ n} are the defining groups for T.
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Proof. Recall Ω: Eζ → ⋃1≤m≤nGm, the function that ignores zero entries in the (G0)n component.
Suppose that T ⊆ Eζ is a normal subsemigroup. By Lemma 3.6 we have that each Ti is a normal
invariant subgroup. If e ∈ E(In) has domain {x1 < x2 < · · · < xr} then let f be the idempotent
with domain {x1 < · · · < xr−1} then gpim = (eg; e)(1f ; f)Ω, so gpim ∈ Tr−1, so {Ti | 1 ≤ i ≤ n} is
closed.
For the converse, suppose that {Ti | 1 ≤ i ≤ n} is a closed set of invariant normal subgroups.
To see that T is a subsemigroup let (eg; e), (fh; f) ∈ T and observe that
(eg; e)(fh; f) = ((eg)(fh)e; ef) = ((eg)1ef (fh)1ef ; ef) = ((eg)1ef ; ef)((fh)1ef ; ef).
As each Ti is invariant (so the projection onto equally sized subsets has the same image) it is clear
that ((eg)1ef ; ef)Ω ∈ Trk(e)pirk(ef), and ((fh)1ef ; ef)Ω ∈ Trk(f)pirk(ef). As the set of subgroups is
closed Trk(e)pirk(ef), Trk(f)pirk(ef) ⊆ Trk(ef), so ((eg)1ef (fh)1ef ; ef)Ω ∈ Trk(ef). Also
(eg)1ef (fh)1ef = ef (((eg)1ef (fh)1ef ; ef)Ω),
hence (eg; e)(fh; f) ∈ T
It is immediate that T is both full and inverse. To see that T is self conjugate we note that
(g; a) ∈ G o In decomposes as (g; a) = (g; aa−1)(1aa−1 ; a). Then
(g; a)(f¯h; f)(g; a)−1 = (g; aa−1)(1aa−1 ; a)(f¯h; f)(1a−1a; a−1)(g−1; a−1a).
That T is closed under conjugation by elements of the form (1aa−1 ; a) follows from each Ti being
invariant, and closure under conjugation by (g; aa−1) follows as each Ti is normal.
We have shown that to define an idempotent separating congruence it is sufficient to give a
closed set of invariant groups {Ti E Gi | 1 ≤ i ≤ n}, and the idempotent separating congruence
can then be expressed explicitly as
χ(T1, T2, . . . , Tn) = {((g; a), (h; a)) | a ∈ In, rk(a) = i, and (h−1g)Ω ∈ Ti}.
Furthermore the ordering on idempotent separating congruences coincides with the ordering on
closed sets of invariant normal subgroups induced by subgroup inclusion in each degree; that is
χ(T1, . . . , Tn) ⊆ χ(K1, . . . ,Kn) if and only if Ti ⊆ Ki for each 1 ≤ i ≤ n.
Corollary 3.8. The maximum idempotent separating congruence on G o In is
χ(G,G2, . . . , Gn) = {((g; a)(h; a)) ∈ G o In ×G o In | a ∈ In}.
The next stage is to describe non universal congruences on Im/I
∗
m−1. Each principal factor is
a Brandt semigroup, so to describe congruences on the principal factors we appeal to work on
describing congruences on Brandt semigroups due to Preston [15].
Theorem 3.9 (see [15]). Let S be a Brandt semigroup. Then the lattice of non-universal congru-
ences on S is isomorphic to the lattice of normal subgroups of the principal group.
The principal group for the principal factor Im/I
∗
m−1 is the usual group wreath product of G
with the symmetric group Sm. This is the semidirect product Gm o Sm under the action of Sm on
the coordinates of Gm; we write this G o Sm
Corollary 3.10. Let 1 ≤ m ≤ n, then the lattice of non universal congruences on Im/Im−1 is
isomorphic to the lattice of normal subgroups of G o Sm.
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For a normal subgroup L E G o Sm write σL for the corresponding congruence on Im/I∗m−1. For
each e ∈ E(G o In) with rk(e) = m let Ψe : He → G o Sm be the isomorphism (g; a) 7→ (gΩ, aγ)
where Ω is the function that ignores zero entries and γ is the usual isomorphism He(In) → Sm.
Define Le = {(g, a) ∈ He | (g; a)Ψe ∈ L},
σL = {(u, v) ∈ Im/I∗m−1 × Im/I∗m−1 | u H v, u−1v ∈ Lu−1u}.
It is easily seen that the requirement in Theorem 3.3 that χ ∩ (Dm × Dm) ⊆ σ is equivalent to
{(t, 1) | t ∈ Tm} ⊆ L. We can now give a refinement of the description of two sided congruences on
G o In.
Theorem 3.11. Let m ≤ n, {Ti E Gi | m+ 1 ≤ i ≤ n} be a closed set of invariant subgroups, and
L ≤ G o Sm be such that {(t, 1) | t ∈ Tm+1pim+1} ≤ L. Then
ρ(m, {Ti}, L) = I?m−1 ∪ σL ∪ χ({G,G2, . . . , Tm+1pim+1, Tm+1, . . . , Tn)
is a congruence on G o In.
Moreover all congruences on G o In are of this form.
The explicit form for ρ = ρ(m, {Ti}, L) is: (g; a) ρ (h; b) if one of the following:
• rk(a) < m and rk(b) < m,
• rk(a) > m, a = b and (g−1h)Ω ∈ Trk(a),
• rk(a) = m = rk(b), a H(In) b and ((g−1h)a−1 ; a−1b) ∈ La−1a.
It is also worth remarking on the relation between the ordering on congruences and the description in
Theorem 3.11. Let ρ1 = ρ(m1, {Ti | m1+1 ≤ i ≤ n}, L1) and ρ2 = ρ(m2, {Ui | m2+1 ≤ i ≤ n}, L2).
Then ρ1 ⊆ ρ2 if and only if m1 ≤ m2, Ti ≤ Ui for each m2 + 1 ≤ i ≤ n and if m1 = m2 then
L1 ≤ L2 or if m1 < m2 then {(t, 1) | t ∈ Tm2} ⊆ L2. This ordering allows us easily compute the
intersection and join of congruences.
Corollary 3.12. Let m1 ≥ m2, and let ρ1 = ρ(m1, {Yi | m1 + 1 ≤ i ≤ n}, Z1) and ρ2 =
ρ(m2, {Wi | m2 + 1 ≤ i ≤ n}, Z2) be congruences on G o In. Then
ρ1 ∨ ρ2 = ρ(m1, {Ui | m1 + 1 ≤ i ≤ n}, A),
ρ1 ∩ ρ2 = ρ(m2, {Vi | m2 + 1 ≤ i ≤ n}, B)
where Ui = Yi∨Wi with this the join in PI(G,m), Vi = Yi∩Wi and - taking the join and intersection
in N(G o Sm1) - if m1 = m2 then A = Z1 ∨Z2 and B = Z1 ∩Z2, or if m1 > m2 then A = Z1 ∨Wm1
and B = Z2 ∩ {(g; 1) | g ∈ Gm2}.
A natural question is what is the relation between C(G o In) and C(G o In+1). We define
Θ : G o In → G o In+1; (g1, . . . , gn; a)→ (g1, . . . , gn, 0; a)
where in the image we regard a as an element of In+1. It is straightforward that this is an embedding.
For a relation κ ⊆ G o In ×G o In we write
κΘ2 = {((g; a)Θ, (h; b)Θ) | ((g; a), (h; b)) ∈ κ} ⊆ G o In+1 ×G o In+1.
The following is straightforward consequence of Theorem 3.11.
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Corollary 3.13. Let ρ(m, {Ti | m + 1 ≤ i ≤ n}, L) be a congruence on G o In. Then 〈ρΘ2〉 =
ρ(m, {Ti | m+ 1 ≤ i ≤ n+ 1}, Z), where Tn+1 is the trivial group.
Moreover, for ρ a congruence on G o In we have that 〈ρΘ2〉 ∩ (G o InΘ×G o InΘ) = ρΘ.
This demonstrates that the map C(G o In) → C(G o In+1) defined by ρ 7→ ρΘ2 is also an
embedding so we may regard the lattice of congruences on G o In+1 as an extension of the lattice
of congruences on G o In.
4 Normal subgroups of direct and semidirect products
As a congruence on G oIn is determined by a set of subgroups of Gi for a range of i, and a subgroup
of G o Sm it is a sensible next step to develop a picture of what exactly are the sets of these
subgroups. In this section we present a finer analysis of the subgroups of Gm and of G o Sm that
arise as components in the prior description of congruences on G o In.
4.1 Invariant normal subgroups of Gm
The standard starting point in the consideration of subgroups of direct products of groups is
Goursat’s lemma.
Theorem 4.1 (Goursat’s Lemma [6]). Let A,B be groups. Then the subgroups N ≤ A × B are
exactly the sets
X(A′, B′, C,D, θ) = {(a, b) ∈ A′ ×B′ | aCθ = bD},
where C E A′ ≤ A, D E B′ ≤ B and θ : A′/C → B′/D is an isomorphism.
The following is an elementary extension of Goursat’s lemma which is more applicable to our
case.
Corollary 4.2. There is a bijective correspondence between invariant normal subgroups of G2 and
triples (A,C, θ) where A,C E G, C ≤ A and θ is an automorphic involution of A/C. The invariant
normal subgroups of G2 are X(A,A,C,C, θ) for these triples.
For larger m or for semidirect as opposed to direct products the picture grows much more
complicated. General extensions of Goursat’s lemma exist (for example see [2]), however for our
purposes these are too generic and it is possible to directly produce a description tailored to our
purposes. For the remainder of this section unless otherwise stated we will take m ≥ 3 and let
K E Gm be an invariant normal subgroup.
Define the following
H(K) = {(g, h) ∈ G2 | (g, h, 1, . . . , 1) ∈ K}, N(K) = {n ∈ G | (n, 1, . . . , 1) ∈ K},
and note that N(K) = {n ∈M(K) | (n, 1) ∈ H(K)}. With pi : Gm → G being the projection onto
the first coordinate define
L(K) = Kpi, M(K) = H(K)pi.
Since K is normal in Gm it is clear that N(K), M(K) and L(K) are normal subgroups of G, and
as K is invariant H(K) is an invariant normal subgroup of G2.
Lemma 4.3. The commutator [G,L] = {glg−1l−1 | g ∈ G, l ∈ L} has [G,L] ⊆ N, in particular
the quotient group L/N is abelian.
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Proof. For each l ∈ L there is some k ∈ K with k = (l, k2, . . . , km). As K is normal in Gm for
g ∈ G we obtain that (glg−1, k2, . . . , km) ∈ K. It then follows that (glg−1l−1, 1, . . . , 1) ∈ K and
thus glg−1l−1 ∈ N. Thus we have that N contains the commutator [G,L].
As H(K) is an invariant normal subgroup of G2 we may apply Corollary 4.2 to get that there
is a automorphic involution θ of M(K)/N(K) such that
H(K) = {(g, h) | gN(K)θ = hN(K)}.
Suppose that (g, h, 1, . . . , 1) ∈ K, then as K is invariant also (1, h−1, g−1, 1, . . . , 1) ∈ K (we here
use that m ≥ 3), hence (g, 1, g−1, 1, . . . , 1) ∈ K. Thus (g, g−1) ∈ H(K). We then have that
(gN(K))θ = g−1N(K), noting that the inverse map is an automorphism since L(K)/N(K) (and
so also M(K)/N(K)) is abelian. Therefore
H(K) = {(g, h) ∈M(K)2| hg ∈ N(K)},
in particular for g ∈M(K) we have that (g, g−1, 1, . . . , 1) ∈ K.
Lemma 4.4. Let K ≤ Gm be an invariant normal subgroup, and let M = M(K). If (g1, . . . , gm) ∈
K, then
g1M = g2M = · · · = gmM.
Proof. Suppose that (g1, . . . , gm) ∈ K then since K is invariant we have (g2, g1, g3, . . . , gm), and
thus
(g2, g1, g3, . . . , gm)
−1(g1, g2, g3, . . . , gm) = (g−12 g1, g
−1
1 g2, 1, . . . , 1).
Hence (g−12 g1, g
−1
1 g2) ∈ H(K), so g−11 g2 ∈M, or equivalently g1M = g2M. Similarly we obtain that
each gi is in the same left coset of M, so g1M = · · · = gmM.
For an invariant normal subgroup K E Gm define the function
φK : L(K)→ L(K)/N(K); g 7→ yN(K) where (y, g, g, . . . , g) ∈ K.
Lemma 4.5. Let K E Gm be an invariant normal subgroup, and let L = L(K), M = M(K) and
N = N(K). The function φ = φK defined previously is a homomorphism. The restriction of φ to
M has the form g 7→ g1−mN, and if gφ = hN then gM = hM. Moreover (k1, . . . , km) ∈ K if and
only if k1M = · · · = kmM and k1φ = k2−m1 k2 . . . kmN.
Proof. Initially recall that for x ∈ M we have that (x, x−1) ∈ H(K), thus for x2, . . . , xm ∈ M we
have that (x2, x
−1
2 , 1, . . . , 1), (x3, 1, x
−1
3 , 1, . . . , 1), . . . , (xm, 1, . . . , 1, x
−1
m ) are elements of K. Hence
(x2x3 . . . xm, x
−1
2 , . . . , x
−1
m ) ∈ K.
We show now that φ is well defined. For g ∈ L there is k = (g, k2, . . . , km) ∈ K. Then by
Lemma 4.4 we have that gM = k2M = · · · = kmM so there are x2, . . . , xm ∈M such that ki = gxi.
Hence
(g, k2, . . . , km)(x2 . . . xm, x
−1
2 , . . . , x
−1
m ) = (gx2 . . . xm, g, . . . , g) ∈ K.
Thus gφ = gx2 . . . xmN. Also if (y, g, . . . , g) ∈ K and (x, g, . . . , g) ∈ K then it is immediate that
yx−1 ∈ N, so φ is well defined.
Notice that as L/N is abelian (by Lemma 4.3) g(g−1k2) . . . (g−1km)N = g2−mk2 . . . kmN.
Therefore we have shown that (g, k2, . . . , km) ∈ K implies that gφ = g2−mk2 . . . kmN. Con-
versely if gM = k2M = · · · = kmM and gφ = g2−mk2 . . . kmN = g(g−1k2) . . . (g−1km)N then
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(g(g−1k2) . . . (g−1km), g, . . . , g) ∈ K. Since k−1i g ∈ M it follows that for each 2 ≤ i ≤ m we have
(k−1i g, 1, . . . , g
−1ki, . . . , 1) ∈ K, and so
(g(g−1k2) . . . (g−1km), g, . . . , g)(k−1m g, 1, . . . , 1, g
−1km) . . . (k−12 g, g
−1k2, 1, . . . , 1)
= (g, k2, . . . , km) ∈ K.
Therefore we have shown that (k1, . . . , km) ∈ K if and only if k1M = · · · = kmM and k1φ =
k2−m1 k2 . . . kmN.
It is straightforward that φ is a homomorphism, since if (y, g, . . . , g), (x, h, . . . , h) ∈ K then
(yx, gh, . . . , gh) ∈ K. To see that the restriction of φ to M is as claimed notice that if x ∈M then
(x, x, 1, . . . , 1)(x, 1, x, 1, . . . , 1) . . . (x, 1, . . . , 1, x) = (xm−1, x, . . . , x) ∈ K.
That if gφ = hN then gM = hM follows immediately from Lemma 4.4.
Let N ≤M ≤ L be normal subgroups of G. We call a homomorphism φ : L→ L/N a (LMNm)-
homomorphism if the restriction of φ to M has the form g 7→ g1−mN and if gφ = hN implies
that gM = hM. Notice that if φ is an (LMNm)-homomorphism then N ≤ ker(φ). We shall
now demonstrate that invariant normal subgroups of Gm are determined by suitable quadruples
(L,M,N, φ).
Definition 4.6. Let G be a group, then (L,M,N, φ) is an m-invariant quadruple for G if L,M,N E
G with N ≤M ≤ N and [G,L] ⊆ N, and φ : L→ L/N is an (LMNm)-homomorphism.
Given an m-invariant quadruple (L,M,N, φ) we define the following subset of Gm :
Km(L,M,N, φ) = {(g1, . . . , gm) ∈ Lm | g1M . . . gmM, g1φ g2−m1 g2g3 . . . gmN}.
Proposition 4.7. Let K E Gm be an invariant normal subgroup, and let L = L(K), M = M(K)
and N(K). Then (L,M,N, φK) is an m-invariant quadruple. Furthermore K = Km(L,M,N, φK).
Proof. As noted previously L,M,N E G and N ≤M ≤ L. That [G,L] ⊆ N is exactly Lemma 4.3,
and φk is an (LMNm)-homomorphism by Lemma 4.5.
It remains to show that K = Km(L,M,N, φK). By Lemma 4.5 we have that (k1, . . . , km) ∈ K
if and only if k1M = · · · = kmM and k1φK = k2−m1 k2 . . . kmN. However this says exactly that
K = Km(L,M,N, φK).
Theorem 4.8. Let (L,M,N, φ) be an m-invariant quadruple for G. Then K = Km(L,M,N, θ) is
an invariant normal subgroup of Gm. Moreover L(K) = L, M(K) = M, N(K) = N and φK = φ.
Conversely if K is an invariant normal subgroup then (L(K),M(K),N(K), φK) is an m-
invariant quadruple and K = Km(L(K),M(K),N(K), φK).
Proof. Let (L,M,N, φ) be anm-invariant quadruple forG and letK = Km(L,M,N, θ).We initially
show that K is a subgroup of Gm. Suppose that (g1, . . . , gm), (h1, . . . , hm) ∈ K, so that
g1M = · · · = gmM, h1M = · · · = hmM,
g1φ = (g
2−m
1 g2 . . . gm)N, h1φ = (h
2−m
1 h2 . . . hm)N.
It is immediate that g1h1M = · · · = gmhmM, and as φ is a homomorphism and L/N is commutative
(by Lemma 4.3) we have
g1h1φ = g1φh1φ = ((g
2−m
1 g2 . . . gm)N)((h
2−m
1 h2 . . . hm)N)
= (g1h1)
2−m(g2h2) . . . (gmhm)N.
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Hence (g1h1, . . . , gmhm) ∈ K. Furthermore if (g1, . . . , gm) ∈ K then g−11 M = · · · = g−1m M, and
g−11 φ = (g1φ)
−1 = (g2−m1 g2 . . . gm)
−1N = (g−11 )
2−m(g−12 . . . g
−1
m )N.
Thus (g−11 , . . . , g
−1
m ) ∈ K and so K is a subgroup of Gm.
For the invariant property it is sufficient to show that K is closed under transposition of any
two coordinates. Since L/N is commutative it is immediate that
g1φ = g
2−m
1 (g2 . . . gi . . . gj . . . gm)N = g
2−m
1 (g2 . . . gj . . . gi . . . gm)N
hence K is closed under any transposition within the final (m−1)-coordinates. Therefore it remains
to show that K is closed under swapping the first two coordinates. Suppose that (g, h, k3, . . . , km) ∈
K so gφ = (g2−mhk3 . . . km)N and gM = hM. Then g−1h ∈ M and as φ is an (LMNm)-
homomorphism we have (g−1h)φ = (g−1h)1−mN. Therefore
hφ (gg−1h)φ (gφ)(g−1hφ) (g2−mhk3 . . . kmN)(g−1h)1−mN h2−mgk3 . . . kmN.
Hence (h, g, k3, . . . , km) ∈ K, and so K is invariant.
We next show that K is normal. As K is invariant is sufficient to show that we can conjugate
in the second coordinate. Suppose that (k1, . . . , km) ∈ K and l ∈ L. Then as L/M is commutative
(since L/N is commutative and N ≤ M) and so lk2l−1M = k2M so k1M = lk2l−1M = k3M =
· · · = kmM. Furthermore as L/N is commutative
k1φ = (k
2−m
1 k2 . . . km)N = (k
2−m
1 (lk2l
−1)k3 . . . km)N.
Thus (k1, lk2l
−1, k3, . . . , gm) ∈ K so K is normal.
It remains to show that L(K) = L, M(K) = M, N(K) = N and φK = φ. As previously
remarked for and (LMNm)-homomorphism N ≤ ker(φ), so for x ∈ N we have (x, 1, . . . , 1) ∈ K,
hence N ⊆ N(K). Suppose that (x, 1, . . . , 1) ∈ K, so xM = M and xφ = x2−mN. However as x ∈M
and φ is an (LMNm)-homomorphism we also have that xφ = x1−mN. Thus x1−mN = x2−mN, so
xN = N and x ∈ N. Hence N(N) = N.
For y ∈ M as φ is an (LMNm)-homomorphism we have yφ = y1−n = y2−ny−1N. Thus
(y, y−1, 1, . . . , 1) ∈ K so M ⊆ M(K). Suppose that (x, y, 1, . . . , 1) ∈ K. Then certainly xM =
yM = M, so M(K) ⊆M and the two are equal.
By definition K ⊆ Lm, so L(K) ⊆ L. Conversely for l ∈ L choose x ∈ lφ and consider
(l, l, . . . , l, x). It is straightforward that (l, . . . , l, x) ∈ K. Thus L(K) = L.
Recall that φK is defined g 7→ yN, where (y, g, . . . , g) ∈ K. Suppose that gφK = y so
(y, g, . . . , g) ∈ K, then by the definition of K we have that yφ = y2−mgm−1N and gM = yM
so gy−1 ∈M. As φ is an (LMNm)-homomorphism (gy−1)φ = (gy−1)1−mN = g1−mym−1N. Then
gφ = (gy−1)φ(yφ) = (g1−mym−1N)(y2−mgm−1N) = yN.
Thus φK = φ.
As the ordering on invariant normal subgroups induces the ordering on CIS(G o In) it is worth-
while to remark upon the ordering of these groups. It is elementary that Km(L1,M1, N1, φ1) ⊆
Km(L2,M2, N2, φ2) exactly when L1 ⊆ L2, M1 ⊆ M2, N1 ⊆ N2 and lφ1 ⊆ lφ2 for all l ∈ L1. It is
possible to use this ordering to compute the m-invariant quadruple for the intersection and meet
of invariant normal subgroups, which can then be combined with Corollary 3.12 to give a method
to compute the intersections and joins of congruences.
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4.2 Normal subgroups of semidirect products
The next part of the description of congruences on G o Sm uses normal subgroups of G o Sm. As a
wreath product is a special type of semidirect product we shall appeal to Usenko’s work [17] on
describing subgroups of semidirect products. We will use the convention that P and H are groups
and φ : P → AutH is an antihomomorphism. For p ∈ P and h ∈ H we write pφ = φp and hφp = hp.
The semidirect product of P and H is then the set of all ordered pairs {(h, p) | h ∈ H, p ∈ P},
with the operation:
(h, p)(g, q) = (hgp, pq).
We denote this group by H oφ P. A subgroup K ≤ H is φ-invariant if for all k ∈ K and p ∈ P,
kp ∈ K. In the following definition the first 2 conditions are given in [17].
Definition 4.9. Let H oφ P be a semidirect product J ≤ H and Q ≤ P be subgroups. We say
that a function ψ : Q→ H is a normal crossed RJφ homomorphism and the triple (J,H, ψ) a normal
crossed RJφ (NCR) triple if
(i) for all r, q ∈ Q there is j ∈ J such that (rq)ψ = j(rψ)(qψ)r;
(ii) for all q ∈ Q and j ∈ J we have (qψ)jq(qψ)−1 ∈ J.
Furthermore we say ψ is a strongly normal crossed RJφ homomorphism and (J,H, ψ) a strongly
normal crossed RJφ (SNCR) triple if Q E P, J E H is φ-invariant, and
(iii) for all q ∈ Q and p ∈ P we have that ((qψ)J)p = ((pqp−1)ψ)J ;
(iv) for all q ∈ Q, and h ∈ H we have that (qψ)hq(qψ)−1 ∈ hJ.
For a SNCR or NCR triple define the set
L(J,Q, ψ) = {(j(qψ), q) ∈ H oφ P | j ∈ J, q ∈ Q}.
To simplify notation we identify J with {(j, 1) | j ∈ J} ≤ H oφ P and H with {(1, h) | h ∈
H} ≤ H oφ P. Usenko provides the following description of subgroups of H oφ P.
Theorem 4.10 (see [17]). Let H oφ P be a semidirect product and let (J,Q, ψ) be a NCR triple.
Then L(J,Q, θ) is a subgroup of H oφ P.
Moreover given L ≤ H oφ P a subgroup, let J = {h ∈ H | (h, 1) ∈ T} and Q = {q ∈
Q | ∃(u, q) ∈ T}. For each q ∈ Q choose h = qθ such that (h, q) ∈ T. Then (J,Q, ψ) is an NCR
triple and L = L(J,Q, ψ).
In this description of subgroups of H o P the group Q can be viewed as the projection of the
subgroup L ≤ H oP onto the P coordinate, and J is the kernel of that projection. One particular
point that is important to note is that while L(J1, Q1, ψ1) = L(J2, Q2, ψ2) does give that J1 = J2
and Q1 = Q2 it does not imply that ψ1 = ψ2. We specialize Theorem 4.10 to normal subgroups.
Corollary 4.11. Let H oφ P be a semidirect product and (J,Q, ψ) a NCR triple. Then L =
L(J,Q, θ) is normal in H oφ P if and only if (J,Q, ψ) is a SNCR triple.
Proof. This is straightforward; it is immediate thatQmust be normal and J normal and φ-invariant,
also(iii) from Definition 4.9 is equivalent to L being closed under conjugation by elements of the
form (1, p) and (iv) to L being closed under conjugation by elements of the form (h, 1). Elements
of the form (1, p) and (h, 1) generate H oφ P, hence L is normal if and only if (J,Q, ψ) is an SNCR
triple.
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Let (J,Q, ψ) be a SNCR triple for HoφP . As J E H we can consider the quotient group H/J.
As J is φ invariant the antihomomorphism φ : P → AutH induces an antihomomorhism φ˜ : P →
AutH/J ; p 7→ [hJ 7→ (hφp)J ]. We write (hJ)p for (hJ)(pφ˜). Define ψ : Q→ H/J by qψ = (qψ)J.
As ψ is a SNCR homomorphism we have that there is j ∈ J such that (qp)ψ = j(qψ)(pψ)q and
that (qψ)hq(qψ)−1 ∈ hJ for all h ∈ H. Thus
(qp)ψ = (qp)ψJ = (qψ)(pψ)qJ = (qψ)(qψ)−1(pψ)(qψ)J = (pψ)(qψ)J = (pψ)(qψ).
Thus ψ is an anti-homomorphism. Using antihomomorphisms Q→ H/J allows us to define unique
triples to each normal subgroup of H oφ P . We say that (J,Q, ξ) is a normal subgroup triple for
H oφ P if Q E P, J E H is φ-invariant and ξ : Q→ H/J is an antihomomorphism such that:
(i) for all q ∈ Q and p ∈ P we have that (qξ)p = ((pqp−1)ξ);
(ii) for all q ∈ Q and h ∈ H we have that hqJ = (qξ)−1hJ(qξ).
For a normal subgroup triple (J,Q, ξ) we define the set
W(J,Q, ξ) = {(x, y) ∈ H oφ P | yξ = xJ}.
Corollary 4.12. Let HoφP be a semidirect product. The normal subgroups of HoφP are exactly
the sets W(J,Q, ξ) for normal subgroup triples (J,Q, ξ). Moreover normal subgroups of HoφP are
in bijection with normal subgroup triples.
Proof. This follows immediately from Corollary 4.11 noting that if (J,Q, ψ) is a SNCR triple
then (J,Q, ψ) is a normal subgroup triple (with ψ as defined just prior to this corollary), and
L(J,Q, ψ) = W(J,Q, ψ). That a normal subgroup uniquely determines a normal subgroup triple
follows from the elementary observation that if L(J,Q, ψ1) = L(J,Q, ψ2) then ψ1 = ψ2.
We now apply this to G o Sm, and unless otherwise stated we continue to assume that m ≥ 3.
Suppose we have an normal subgroup K E Gm that is invariant under the action of Sm, which
is exactly saying that K is an invariant subgroup of Gm so there is an m-invariant quadruple
(L,M,N, φ) such that K = Km(L,M,N, φ).
Lemma 4.13. Let (L,M,N, φ) be an m-invariant quadruple for G and let K = Km(L,M,N, φ);
let Q 6= {1} be a normal subgroup of Sm, and let ξ : Q→ Gm/K be an anti-homomorphism such that
(K,Q, ξ) is a normal subgroup triple for GoSm. Then L = M = G, so K = K(G,G,N, g 7→ g1−mN).
Proof. Suppose for a contradiction that M 6= G, so there is x ∈ G with xM 6= M. Take 1 6= a ∈ Q
that has 1a = 2 (note that this is possible as Q is non-trivial and all non-trivial normal subgroups
of Sm for m ≥ 3 contain such elements). As (K,Q, ξ) is a normal subgroup triple, for g ∈ Gm we
have (ga)K = (aξ)−1(gK)(aξ). Choose (a1, . . . , am) ∈ aξ, then this implies that
(1, x, 1, . . . , 1)K = (x, 1, . . . , 1)aK = (a1, . . . , am)
−1(x, 1, . . . , 1)(a1, . . . , am)K
= (a−11 xa1, 1, . . . , 1)K.
This then gives that
(1, x−1, 1, . . . , 1)(a−11 xa1, 1 . . . , 1) = (a
−1
1 xa1, x
−1, 1, . . . , 1) ∈ K.
Recall that
K = {{(g1, . . . , gm) ∈ Lm | g1M = · · · = gmM, g1Nφ = g1−m1 g2g3 . . . gmN}.
This implies that a−11 xa1M = xM = M , a contradiction, so we must have that M = G. That
L = G follows as M ≤ L, and the final claim is then immediate.
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Let K = Km(G,G,N, g 7→ g1−nN) and notice that
K = {(g1, . . . , gm) | g1g2 . . . gm ∈ N}.
In this case the function
Ξ : Gm/K → G/N ; (g1, . . . , gm)K 7→ g1 . . . gmN
is easily seen to be an isomorphism. The action of Sm on Gm (permuting the coordinates) carries
forward to the quotient group Gm/K and this induces an action of Sm on G/N via the isomorphism
Ξ. As G/N is abelian (by Lemma 4.3) this induced action is trivial, so with K ′ = {(k; 1) ∈ G o Sm |
k ∈ K} we obtain that (G o Sm)/K ′ ∼= G/N × Sn.
Let (K,Q, xi) be a normal subgroup triple, and recall that K is the kernel of the projection of
W(K,Q, xi) ≤ G o Sm onto the final coordinate. By the correspondence theorem normal subgroups
of G oSm that correspond to a normal subgroup triple (K,Q, ξ) for a fixed K (we vary the Q and ξ)
are the lifts of normal subgroups of (G oSm)/K to G oSm (where by the lift of a subgroup C ≤ A/B
to A we mean a ∈ A such that aB ∈ C) such that the projection of the subgroup onto the second
coordinate has trivial kernel.
We can use Goursat’s lemma (Theorem 4.2) to obtain the set of normal subgroups R E G/N ×
Sm in terms of subgroups A,B E G/N and U, V E Sm and isomorphisms ψ : U/V → A/B. As B
is the kernel of the projection onto the Sm coordinate we may assume that B is trivial, so may
simplify this to a pair Q, ζ where Q E Sm and ζ : Q→ G/N is a homomorphism. The subgroup of
G/N × Sm is then
{(qθ, q) | q ∈ Q} E G/N × Sn,
We can now proceed to summarize this in the following description of subgroups of G o Sm.
Theorem 4.14. Let G be a group and m ≥ 3 an integer. The following is a complete list of all
normal subgroups of G o Sm:
(i) for each K E Gm an invariant normal subgroup:
{(k, 1) | k ∈ K} E G o Sm;
(ii) for each N E G with G/N abelian, Q E Sm non trivial and ξ : Q→ G/N a homomorphism:
{(g, q) | q ∈ G, (gK)Ξ = qξ} E G o Sm;
where K = Km(G,G,N, g 7→ g1−mN) and Ξ: Gm/K → G/N is defined (g1, . . . , gm)K 7→
g1 . . . gmN.
When m = 2 reproducing similar arguments gives that normal subgroups L E G o S2 are
of the form either: L = {(k, 1) | k ∈ K} for K E G2 an invariant normal subgroup, or when
K E G2 is an invariant normal subdirect product so K = X(G,G,N,N, θ) as in Corollary 4.2,
then L = {(k, s) | (kN)α = sζ} where ζ : S2 → G/N is a homomorphism and α : G2/K → G/N is
defined (g, h)K 7→ (gN)((hN)θ)−1.
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5 The Number of Congruences
We shall now delve deeper into the consideration of the set of congruences on G oIn and will provide
an answer to the question: what is the asymptotic growth of |C(G o In)|? We recall that for In
the number of congruences grows linearly in n, and the number of normal subgroups of Gn grows
exponentially in n. We shall show that for G o In the growth is polynomial.
Proposition 5.1. Let G be a finite group. Then there is an integer λ1(G) such that for each m ∈ N
the number of permutation invariant subgroups of Gm is less than λ1(G).
Proof. Notice that as for each m the group Gm is finite it follows that there are only finitely many
subgroups of Gm. Therefore it suffices to prove the claim for m sufficiently large, which in this case
is at least 3. Let
Z = {(L,M,N, θ) | N ≤M ≤ L, N,M,L E G, φ : L→ L/N}.
By Theorem 4.8 we have that invariant normal subgroups of Gm are determined by m-invariant
quadruples. For each m we have that Qm (the set of m-invariant quadruples) is a subset of Z. Thus
to show that the number of invariant normal subgroups is bounded we shall show that Z is finite.
We note first that if G is finite then the lattice of normal subgroups of G is finite. Thus there are
finitely many chains of subgroups of length 3, so there are finitely many possibilities for L,M,N.
For each choice of L,M,N since L and L/N are finite there are finitely many homomorphisms
L → L/N. Therefore Z is finite so for each m as |Qm| ≤ |Z|, the the number of m-invariant
subgroups of Gm is bounded.
In general for a finite group G it is difficult to calculate precise values or even efficient bounds for
λ1(G), and is similarly hard to compute precise values for |Qm|. A significant factor in both these
calculations is the number of normal subgroups of G. We can extend Proposition 5.1 to normal
subgroups of G o Sm.
Corollary 5.2. Let G be a finite group, then there is finite number λ2(G) such that for all m the
number of normal subgroups of G o Sm is at most λ2(G).
Proof. As G oSm is finite for each m it again suffices to prove the result for m sufficiently large, here
at least 5. By Theorem 4.14 all subgroups of GoSm are of one of two types, either {(k, 1) | k ∈ K} for
K an invariant normal subgroup of Gm, or {(g, q) | q ∈ G, (gK)Ξ = qξ} where K = K(G,G,N, x 7→
x−n), Q E Sm is non trivial, ξ : Q → G/N is a homomorphism and Ξ: Gm/K → G/N is defined
(g1, . . . , gm)K 7→ (g1 . . . gm)N.
By Lemma 5.1 there are at most λ1(G) invariant normal subgroups of G
m so there at most
λ1(G) normal subgroups of G o Sm of the first type. Also, there are finitely many normal subgroups
N E G which have G/N abelian. When G/N is abelian and Q E Sm is non trivial, a homomorphism
ξ : Q→ G/N is the trivial map if Q = Am, and if Q = Sm then there is precisely one homomorphism
for each element of G/N of order at most 2 (here we assume without loss of generality that m ≥ 5
so that Am is simple). Thus for each N E G the number of homomorphisms ξ : Q → G/N with
Q E Sn non trivial is exactly rN +2 where rN is the number of elements of order 2 in G/N, therefore
there are at most rN + 2 normal subgroups of Sm arising from this N.
We have shown that there are at most
λ2(G) = λ1(G) +
∑
NEG, [G,G]⊆N
(rN + 2)
normal subgroups of G o Sm for each m and, since there are finitely many normal subgroups of G,
λ2(G) is finite.
18
The following is a standard elementary combinatorial result, we state it here as we shall refer
to it frequently.
Lemma 5.3. Let C be an increasing chain of length c, and let vk be the number of sequences
t1 ≤ t2 ≤ · · · ≤ tk of length k where each ti ∈ C. Then
vk =
(
k + c− 1
c− 1
)
.
Moreover there are A,B ∈ N such that for all k
Akc−1 ≤ vk ≤ Bkc−1
By Proposition 3.7 idempotent separating congruences correspond to closed sets of invariant
normal subgroups, and by Theorem 4.8 each invariant normal subgroup is of the form
Km(L,M,N, φ) = {(g1, . . . , gm) ∈ Lm | g1M . . . gmM, g1φ g2−m1 g2g3 . . . gmN}
for an m-invariant quadruple (L,M,N, φ). The projection onto the first (m−1) coordinates (though
any choice of m− 1 coordinates is equivalent) is the set
{(g1, . . . , gm−1) ∈ Lm−1 | g1M = · · · = gm−1M} = Km−1(L,M,M, x 7→ xM).
The following lemma is an immediate consequence.
Lemma 5.4. Let G be a group, and {Ki(Li,Mi, Ni, φi) E Gi | 1 ≤ i ≤ n} a closed set of invariant
normal subgroups. Then Li ⊆ Li−1 and Mi ⊆ Ni−1 for each 2 ≤ i ≤ n.
In this way, to each idempotent separating congruence on G o In we associate a set of normal
subgroups {Li,Mi, Ni | i = 1, . . . , n} of G which is ordered as shown in Figure 2, where the arrows
denote subset inclusion. We will refer to a lattice arising in this way from a congruence as a
(congruence) induced lattice, and say that the congruence induces the lattice.
Nn
Mn
Ln
Nn−1
Mn−1
Ln−1
Nn−2
Mn−2
Ln−2
. . .
. . .
. . .
N3
M3
L3
N2
L2L1
Figure 2: Lattice of normal subgroups of G induced by a congruence on G o In
When G is finite by Lemma 5.1 for each m there are at most λ1(G) invariant normal subgroups
of Gm. As an idempotent separating congruence is determined by n invariant normal subgroups
(one for each 1 ≤ i ≤ n) this implies that |CIS(G o In)| ≤ λ1(G)n. However we can significantly
improve on this bound for large n. For a group G, a maximal strictly increasing chain of normal
subgroups is called a chief series, and the maximum length of a chief series is the chief length which
we write c(G).
Proposition 5.5. Let G be a finite group with c(G) = c. Then there are A,B ∈ N such that
Anc−1 ≤ |CIS(G o In)| ≤ Bn2(c−1).
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Proof. This result concerns asymptotic behaviour of |C(G o In)| so we may assume that n is
much larger than c. First we demonstrate the lower bound. Notice that for L E G the group
Ki(L,L,L, l 7→ L) = Li is an invariant normal subgroup of Gi for each i. Thus for each sequence of
normal subgroups Ln ≤ Ln−1 ≤ · · · ≤ L1 the set {Lii | 1 ≤ i ≤ n} is a closed set of invariant normal
subgroups, so χ(L1, L
2
2, . . . , L
n
n) is an idempotent separating congruence. Different sequences of
normal subgroups of G give different congruences. By Lemma 5.3 there is some A such there are
at least Anc−1 sequences of normal subgroups, so we have that Anc−1 ≤ |CIS(G o In)|.
In order to prove the upper bound we first show that for an induced lattice Y, there is an upper
bound to the number of idempotent separating congruences which induce Y. Let {Li,Mi, Ni | 3 ≤
i ≤ n} ∪ {N2, L2, L1} be the labels of the vertices in Y, so Nn ≤ Mn ≤ Nn−1 ≤ · · · ≤ N3 ≤ M3
is a sequence of normal subgroups. As c(G) = c there are at most c − 1 values of i for which
Ni 6= Mi. When Ni = Mi if Ki(Li, Ni, Ni, φ) is an invariant normal subgroup then φ : Li → Li/Ni
is the standard quotient homomorphism, so when Mi = Ni there is precisely one invariant normal
subgroup K E Gi with L(K) = Li, M(K) = Mi and N(K) = Ni
Let q be the largest number of homomorphisms L→ L/N where we vary L and N over normal
subgroups of G. By Proposition 5.1 there are fewer than λ1(G) invariant normal subgroups K E G2,
so at most λ1(G) invariant normal subgroups that have N2 = {g ∈ G | (g, 1) ∈ K}. Hence there
are at most λ1(G)q
c−1 idempotent separating congruences which induce Y. Thus it suffices to show
that there are at most B′nc−1 induced lattices.
To this end notice that a congruence induced lattice (with ordering as shown in Figure 2) can
be decomposed into two sequences. The first Ln ≤ Ln−1 ≤ · · · ≤ L2 ≤ L1 of length n, and the
second Nn ≤ Mn ≤ Nn−1 ≤ Mn−1 ≤ · · · ≤ M3 ≤ N2 of length 2n − 3. When we ignore repeats in
these sequences the resulting chains are each subchains of chief series.
Since G is a finite group there are finitely many chief series; say that there are r chief series,
then there are r2 pairs of chief series. On the other hand by Lemma 5.3 the number of sequences of
length k arising from a chain of length x is bounded above by Dkx−1 for some D ∈ N. Thus given a
pair chief series (which each have maximum length c), there are fewer than (D(2n− 3)c−1)(Dnc−1)
distinct pairs of sequences, of lengths n and 2n−3 respectively, which reduce to subchains of this pair
of chief series when repeats are ignored. It follows that there are at most r2(D(2n− 3)c−1)(Dnc−1)
congruence induced lattices. Hence we have that
|CIS(G o In)| ≤ λ1(G)qc−1r2(D(2n− 3)c−1)(Dnc−1) ≤ (λ1(G)qc−1D2r22c−1)n2(c−1),
and (λ1(G)q
c−1D2r22c−1) = B is a constant determined by G. This completes the proof of the
result.
This demonstrates that number of idempotent separating congruences on GoIn for a finite group
is related to the chief length of G. Up to order of the polynomial these bounds are in general the
best possible, there are groups with arbitrarily large chief length that attain either the maximum
or the minimum order growth for |CIS(G o In)| from Proposition 5.5.
Example 5.6. For the maximum growth of |C(G o In)| we consider the group G = Zx2 , which has
chief length c(G) = x. For each X ≤ Y ≤ G and for each i, Ki(X,Y, Y, x 7→ xY ) E Gi is an
invariant normal subgroup. Let C be a chief series of length x, then by Lemma 5.3 there are at
least A′(n/2)x−1 = Anx−1 sequences of subgroups of length n/2 which reduce to a subchain of C
when repeats are ignored. For a pair of decreasing sequences of subgroups {Wi | 1 ≤ i ≤ n/2} and
{Yi | 1 ≤ i ≤ n/2}, define Ki = Ki(G,Wi,Wi, g 7→ gWi) and Kn/2+i = Kn/2+i(Yi, {1}, {1}, y 7→ y)
for 1 ≤ i ≤ n/2. Then {Ki | 1 ≤ i ≤ n} is a closed set of invariant normal subgroups so defines
an idempotent separating congruence. Moreover different choices of {Wi | 1 ≤ i ≤ n/2} and
{Yi | 1 ≤ i ≤ n/2} give distinct congruences. Thus |C(G o In)| ≥ (Anx−1)2 = A2n2(x−1).
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Example 5.7. For a group that attains the minimum growth for |CIS(G o In)| we consider the
group G = Ax5 . We note that if J E G then J = J1 × · · · × Jx for Ji E A5. Moreover if also
N E G with J/N abelian then J = N. Thus the only invariant normal subgroups of Gm are of the
form Km(L,L,L, l 7→ L). Hence idempotent separating congruences on G o In exactly correspond
to chains of normal subgroups of G of length n, of which by Lemma 5.3 there are at most Bnx−1.
Since the chief length plays an important role in the size of |C(G o In)| is worth noting that in
general it is not possible to do better than the trivial bound on the chief length; that is that c(G)
is at most the number of prime factors (counted with multiplicity) of |G|.
Theorem 5.8. Let G be a finite group c(G) = c. Then there are A,B ∈ N such that
Anc ≤ |C(G o In)| ≤ Bn2c−1.
Proof. The upper bound is straightforward, we note that by Theorem 3.11 each congruence ρ
decomposes in terms of a Rees congruence, a normal subgroup of G o Sm and an idempotent
separating congruence. There are n+ 1 ideals, by Lemma 5.2 at most λ2(G) normal subgroups of
G o Sm and by Proposition 5.5, at most B′n2(c−1) idempotent separating congruences. Thus
|C(G o In)| ≤ λ2(G)B′(n+ 1)n2(c−1) = Bn2c−1.
We now prove the lower bound. Let {Ci | i ∈ I} be the set of decreasing sequences of normal
subgroups of G of length n/2. We have seen that |I| ≥ A′(n/2)c−1. For Ci = {L1 ⊇ L2 ⊇ · · · ⊇ Ln/2}
consider the set
Xi = {G,G2, . . . , Gn/2,K1,K2 . . . ,Kn/2}
where Kj = Kn/2+j(Lj , Lj , Lj , l 7→ Lj) = Ln/2+jj for 1 ≤ j ≤ n/2. This is a closed set of invariant
normal subgroups, and for distinct sequences of normal subgroups of G the corresponding idem-
potent separating congruences are different. Thus ρXi,m = ρ(m,Xi, {(g; 1) | g ∈ Gm}) is a distinct
congruence for each i ∈ I and 1 ≤ m ≤ n/2. Thus
|C(G o In)| ≥ A′(n/2)c−1(n/2) = Anc.
As is the case for CIS(GoIn) in general these are the best possible bounds. There are groups that
attain the maximum and minimum polynomial growth for the size of the congruence lattice; the
groups considered in Examples 5.6 and 5.7 again attain the maximum and minimum respectively.
Acknowledgements
This project forms part of the work toward my PhD at the University of York, supported by EPSRC
grant EP/N509802/1. I would like to thank my supervisor, Professor Victoria Gould, for all her
help and guidance during this project.
References
[1] J. Arajo, W. Bentz and G. M. Gomes, Congruences on direct products of transformation and
matrix monoids, Semigroup Forum 97(3) (2018) 384-416.
21
[2] K. Bauer, D. Sen and P. Zvengrowski, A generalized Goursat lemma, Tatra Mt. Math. Publ.
64(1) (2015) 1-19.
[3] J. East, J. D. Mitchell, N. Rukuc, and M. Torpey, Congruence lattices of finite diagram monoids,
Adv. Math. 333 (2018) 931-1003.
[4] J. Fountain and A Lewin, Products of idempotent endomorphisms of an independence algebra
of infinite rank, Math. Proc. Cambridge Philos. Soc. 114(2) (1993) 303-319.
[5] V. Gould, Independence algebras, Algebra Universalis 33 (1995) 294-318
[6] . Goursat, Sur les substitutions orthogonales et les divisions rgulires de l’espace, Ann. Sci. Ec.
Norm. Supr. 6 (1889) 9102
[7] J. M. Howie, The maximum idempotent-separating congruence on an inverse semigroup, Proc.
Edinb. Math. Soc. 14(1) (1964) 71-79.
[8] P. R. Jones, Semimodular inverse semigroups, J. Lond. Math. Soc. 2(3) (1978) 446-456.
[9] A. E. E. Liber, On symmetric generalized groups, Mat. Sbornik 33(75) (1953) 531-544.
[10] L. Lima, The local automorphism monoid of an independence algebra, D.Phil. University of
York (1993).
[11] J. D. Meldrum, Wreath Products of Groups and Semigroups, CRC Press (1995).
[12] W. D. Munn, A certain sublattice of the lattice of congruences on a regular semigroup, Math.
Proc. Cambridge Philos. Soc. 60(3) (1964) 385-391.
[13] W. Narkiewicz, Independence in a certain class of abstract algebras, Fund. Math. 50 (1961/62)
333-340.
[14] M. Petrich, Congruences on inverse semigroups, J. Algebra 55(2) (1978) 231-56.
[15] G. B. Preston, Congruences on Brandt semigroups, Math. Ann. 139(2) (1959) 91-94.
[16] H. E. Scheiblich, Kernels of inverse semigroup homomorphisms, J. Aust. Math. Soc. 18 (1974)
289-292.
[17] V. M. Usenko, Subgroups of semidirect products, Ukrainian Math. J. 43(7-8) (1991) 982-988.
22
