Abstract. We show that every uniquely ergodic minimal Cantor system is topologically orbit equivalent to the natural extension of a numeration scale associated to a logistic map.
Introduction
In this paper we are mainly interested on orbit equivalence classes of dynamical systems given by a minimal homeomorphism acting on a Cantor set. Such a system is called minimal Cantor system. Two minimal Cantor systems are (topologically) orbit equivalent if there exists an orbit-preserving homeomorphism between their phase spaces. An orbit-preserving homeomorphism induces an affine homeomorphism between the corresponding spaces of invariant probability measures endowed with the weak* topology. However, there are minimal Cantor systems which are not orbit equivalent and yet their corresponding spaces of invariant probability measures are affine homeomorphic.
Giordano, Putnam and Skau gave several characterizations of orbit equivalence classes of minimal Cantor systems, see [GPS95, Theorem 2.2]. Among other results, they showed that two minimal Cantor systems are orbit equivalent if and only if there is a homeomorphism between their phase spaces that induces an affine homeomorphism between the corresponding spaces of invariant probability measures.
It is thus natural to look for an explicit family of minimal Cantor systems having a representative element from each orbit equivalence class. We call a family of minimal Cantor systems with this property full. Since the space of invariant probability measures of a minimal Cantor system is determined by its orbit equivalence class, up to an affine homeomorphism, a full family must realize every metrizable Choquet simplex up to an affine homeomorphism, as the space of invariant probability measures of one of its elements. Downarowicz showed in [Dow91] that the family of 0-1 Toeplitz flows realizes every metrizable Choquet simplex up to an affine homeomorphism. Nevertheless, this family is not full, even within uniquely ergodic systems.
For example, no Toeplitz flow can be orbit equivalent to a Sturmian subshift, see §1.1.
In [CRL10a] we showed that the family of generalized odometers introduced by Bruin, Keller and St. Pierre in [BKSP97] to study post-critical sets of unimodal maps, realizes every metrizable Choquet simplex up to an affine homeomorphism. See §5.1 for the definition of the generalized odometer associated to a unimodal map, [Bru03, CRL10b] for other results about these systems and [BDIL00, BDL02, GLT95] and references therein for more information on generalized odometers, which are also known as "numeration scales" or "generalized adding machines".
Thus, the question whether the family of (the natural extensions of) generalized odometers associated to unimodal maps is full, arises naturally. In this paper we show that this family is full within uniquely ergodic minimal Cantor systems. Note that a minimal Cantor system which is orbitequivalent to a uniquely ergodic one is also uniquely ergodic. The orbit equivalence class of such a system will be called uniquely ergodic.
Theorem A. Every uniquely ergodic topological orbit equivalence class contains the natural extension of a generalized odometer associated to a unimodal map.
The family formed by the usual odometers and by the Denjoy systems is also full within uniquely ergodic minimal Cantor systems, see [GPS95,  Corollary 2] and [PSS86] . However, this family is not full because it only contains uniquely ergodic systems, in contrast with the family of generalized odometers associated to unimodal maps which realizes every metrizable Choquet simplex up to an affine homeomorphism.
The notion of orbit equivalence applies without change to more general group actions. Recently, Giordano, Matui, Putnam and Skau showed that for each integer d ≥ 2, every minimal continuous Z d -action on a Cantor set is orbit equivalent to a minimal Cantor system, see [GMPS08] and [GMPS10] . As a corollary of this result and of Theorem A, we get that every uniquely ergodic minimal continuous Z d -action on a Cantor set is orbit equivalent to the natural extension of a generalized odometer associated to a unimodal map.
We now state a version of Theorem A in terms of the logistic family of interval maps (f λ ) λ∈(0,4] , defined for a parameter λ ∈ (0, 4] by
x → λx(1 − x). For each λ ∈ (0, 4] the derivative of f λ vanishes precisely at x = 1/2. We call x = 1/2 the critical point of f λ and its ω-limit set is called the post-critical set of f λ . It is a compact set that is forward invariant by f λ .
Theorem B. Let X be a Cantor set and let T : X → X be a minimal and uniquely ergodic homeomorphism. Then there is λ ∈ (0, 4] such that the post-critical set X λ of the logistic map f λ is a Cantor set, the restriction of f λ to X λ is minimal and such that there is a continuous orbit preserving map h : X → X λ whose inverse is defined outside the backward orbit of the critical point x = 1/2 of f λ .
Note that the map h in the previous theorem is automatically onto because f λ is minimal on X λ . However, h is not likely to be a homeomorphism, because logistic maps are usually not injective on their post-critical sets.
One of the main ingredients in the proofs of Theorem A and of Theorem B is the unital ordered group associated to a minimal Cantor system introduced by Herman, Putnam and Skau in [HPS92] . Giordano, Putnam and Skau showed in [GPS95, Theorem 2.2] that this unital ordered group, modulo its infinitesimal subgroup, determines the orbit equivalence class of the corresponding minimal Cantor system. Thus, to show that a family of minimal Cantor systems is full within uniquely ergodic systems, it is enough to show that this family realizes every acyclic countable additive subgroup of R, up to infinitesimals, see §2.6 and Lemma 1 in §2.5. To do this we write each such group as a direct limit of non-negative matrices, which are essentially given by the iteration of a multidimensional Euclidean algorithm. * We obtain as a consequence a canonical representation of a given finitely generated subgroup of R as the direct limit of unimodular matrices, see Proposition 8 in §8 and compare with the original result of Riedel in [Rie81] . We complete the proof of Theorem A and Theorem B by showing that the matrices appearing in the direct limit can be represented as the transition matrices of a certain Bratteli-Vershik system which is conjugated to a generalized odometer associated to a unimodal map. This Bratteli-Vershik system was introduced by Bruin in [Bru03] .
1.1. Notes and references. See [GW95, Put10] for other approaches to the results of Giordano, Putnam and Skau in [GPS95] , on topological orbit equivalence for minimal Cantor systems.
Since the maximal equicontinuous factor of a Toeplitz flow is an odometer, see for example [Dow05] , it follows that the unital ordered group associated to a Toeplitz flow contains as a subgroup an acyclic subgroup of Q, see for example [GW95,  The generalized odometers we construct in Theorem A are such that their associated unital ordered group has a trivial infinitesimal subgroup. So, if the minimal Cantor system (X, T ) is such that its unital ordered group has a trivial infinitesimal subgroup, then the natural extension of the generalized odometer is strong orbit equivalent to (X, T ), see [GPS95, Theorem 2.1].
It is not clear to us if in Theorem B is possible to choose λ ∈ (0, 4] in such a way that the natural extension of (X λ , f λ ) is orbit equivalent to (X, T ).
In [Shu05] , Shultz introduces a dimension group associated to a piecewise monotone map f acting on the unit interval [0, 1]. This construction involves the dynamics of f on the whole interval [0, 1]. In contrast, we only consider the dynamics of a special class of unimodal maps acting on [0, 1], but restricted to a strictly smaller invariant set. It is not clear to us if there is a direct relation between the corresponding dimension groups.
1.2. Organization. In §2 we introduce some notations and recall some basic facts, including the concept of dimension group ( §2.5) and its relation with (non-invertible) minimal Cantor systems ( § §2.6, 2.7).
In §3 we show that every finitely generated subgroup Γ of R of rank at least 2, endowed with the order structure induced by the usual order structure of R, is isomorphic to a direct limit of a certain class of unimodular matrices that we call "admissible" (Proposition 8 in §3.2). These matrices are defined by the iteration of a multidimensional Euclidean algorithm defined in §3.1, having as an input a positive real vector whose coordinates form a base Γ.
In §4 we show how to use the algorithm defined in §3.1 to represent a countable additive subgroup of R that contains 1, but is not contained in Q, as a direct limit of a certain class of matrices we call "basic", see Proposition 11. These matrices appear naturally as transition matrices of the Bratteli-Vershik system associated to a generalized odometer associated to a unimodal map, see §5.1 for the definition of these objects. We deduce Theorem A and Theorem B from Proposition 11 and known facts in §5.2.
1.3. Acknowledgements. We would like to thank the referee for reading carefully the paper and making suggestions that helped improve the exposition.
Definitions and Background
The purpose of this section is to fix some notations and terminology and to recall some basic results that will be used in the rest of the paper.
We denote by N = {1, 2, . . .} the set of strictly positive integers. We use the interval notation to denote subsets of Z, so for n, m ∈ Z [n, m] = {n, n + 1, . . . , m} if n ≤ m; ∅ if n ≥ m + 1.
For i ∈ N ∪ {0} and J ⊂ N we put i + J = {i + j : j ∈ J}. Given x ∈ R we denote by [x] the integer part of x and by {x} := x−[x] ∈ [0, 1) its fractional part.
2.1. Linear algebra. Given a finite set V and a vector x ∈ R V , for each v ∈ V we denote by x v the corresponding coordinate of x. On the other hand we denote by e v the vector in R V having all of its coordinates equal to 0, except for the coordinate corresponding to v which is equal to 1.
Unless otherwise stated, all the vectors we consider are column vectors. Given a finite subset V of Z we say that a vector (
Given finite sets I and I ′ , a I × I ′ matrix means a real matrix indexed by I × I ′ . For (i, i ′ ) ∈ I × I ′ and a I × I ′ matrix M we denote by M (i, i ′ ) the corresponding coefficient of M and by M (·, i ′ ) the corresponding column of M . We say that such a matrix M is strictly positive (resp. non-negative, integer ) if each of its coefficients has the same property.
Recall that a square matrix with integer coefficients is unimodular if its inverse is defined and has integer coefficients.
2.2. Additive subgroups of R. Let Γ be a finitely generated additive subgroup of R. Then Γ is free and therefore the elements of each base of Γ are rationally independent. On the other hand, if Γ ′ is a subgroup of Γ, then Γ ′ is finitely generated, free and of rank less than or equal to that of Γ.
2.3. Ordered groups. Let G be an Abelian group written additively. A positive cone of G is a subset G + verifying,
An ordered group is a pair (G, G + ) such that G is a group and G + is a positive cone of G. A positive cone G + of a group G defines a partial
is a positive cone of the additive group R which induces the usual order on R. Given ordered groups (G, G + ) and (H, H + ) we say that a group homomorphism φ : G → H is positive if φ(G + ) ⊆ H + . An isomorphism of ordered groups between (G, G + ) and (H, H + ) is a group isomorphism φ : G → H such that both, φ and φ −1 are positive.
An order unit of an ordered group (G, G + ) is an element u ∈ G + such that for every g ∈ G there exists n ∈ N such that g ≤ nu. A unital ordered group is a triple (G, G + , u) such that (G, G + ) is an ordered group and u is an order unit. A homomorphism between two unital ordered groups (G, G + , u) and (H, H + , v) is a positive homomorphism φ : G → H such that φ(u) = v.
A state of an ordered group (G, G + ) is a non-zero positive homomorphism from (G, G + ) to (R, R + ). The infinitesimal subgroup inf G of (G, G + ) is inf(G) := {g ∈ G : φ(g) = 0 for every state g of G}.
The quotient G/ inf(G) has a natural structure of ordered group given by the positive cone (G/ inf(G))
If u is an order unit of G, then the projection of u in G/ inf(G) is an order unit of (G/ inf(G), (G/ inf (G)) + ). Given m ∈ N, the set 2.4. Direct limits of ordered groups. Let (G n ) ∞ n=1 be a sequence of groups and for each n ∈ N let φ n : G n → G n+1 be a group homomorphism. Given n ∈ N and v ∈ G n we denote by (v, n) the corresponding element of the disjoint union ∞ n=1 G n . Let ∼ be the equivalence relation defined on
Then the quotient of ∞ n=1 G n by ∼ has a natural group structure and the resulting group is a direct limit of (G n , φ n ) ∞ n=1 in the category of groups. We denote this group by lim
be a sequence of ordered groups and for each n ∈ N let φ n : G n → G n+1 be a positive homomorphism. Then the group H := lim − → (G n , φ n ) ∞ n=1 together with
in the category of ordered groups. By abuse of language we call (H, H + ) the direct limit of ((
2.5. Dimension groups. For references to this section see [Eff81, Goo86] . We say that an ordered group (G, G + ) is unperforated if for g ∈ G and n ∈ N the property ng ∈ G + implies g ∈ G + . On the other hand, we say (G,
is a dimension group if it is unperforated and has the Riesz interpolation property.
The following lemma characterizes dimension groups with a unique state up to a scalar factor, up to infinitesimals. It is a direct consequence of the definitions. Lemma 1. If Γ is a countable additive subgroup of R, then Γ + := Γ ∩ R + is a positive cone of Γ and (Γ, Γ + ) is a dimension group. Furthermore, the inclusion of Γ in R is the unique state of (Γ, Γ + ) up to a scalar factor and the infinitesimal group of (Γ, Γ + ) is trivial.
Conversely, if (G, G + ) is a dimension group having a unique state φ up to a scalar factor, then φ(G) is a countable subgroup of the additive group R and φ induces a positive homomorphism between
We will use the following lemma to represent dimension groups with a unique state up to a scalar factor, modulo infinitesimals.
Given a sequence (d n ) ∞ n=1 in N and for each n ∈ N a non-negative d n ×d n+1 matrix A n , we define the inverse limit
, as the subset of
n=1 be a sequence in N and for each n ∈ N let L n be a d n+1 × d n matrix with non-negative integer coefficients and consider the ordered group
and let Γ be the additive subgroup of R generated by the coordinates of each of the vectors in (
is a dimension group and the functionφ :
which is the unique state of (G, G + ) up to a scalar factor. In particular, φ induces an isomorphism of ordered groups between
To show thatφ induces a function defined on (G,
, as wanted. It remains to show that φ is the unique state of (G, G + ) up to a scalar factor, because the rest of the assertions follow from Lemma 1. Let ψ be a state of (G, G + ) and for each n ∈ N put
. Thus ψ = λφ. 2.6. The unital ordered group of a minimal Cantor system. In this section, as well as in the next section, a minimal Cantor system is a pair (X, T ), where X is a Cantor set and T : X → X is a continuous and surjective map whose action on X is minimal. If in addition T is a homeomorphism we call (X, T ) a homeomorphic minimal Cantor system. †
We denote by C(X, Z) the space of all continuous functions defined on X and taking values in Z. We will denote by 1 X ∈ C(X, Z) the constant function equal to 1 on X. Since X has a countable base of clopen sets, the space C(X, Z) is countable. Thus C(X, Z) is a countable Abelian group with the usual addition of functions.
The subgroup of coboundaries of C(X, Z) is defined as
The quotient group C(X, Z)/∂ T C(X, Z) is denoted by K 0 (X, T ) and the subset of K 0 (X, T ) of all the equivalence classes represented by a nonnegative function is denoted by
is a unital ordered group, see [HPS92, Proposition 5.1]. ‡ Below we show that G(X, T ) is canonically isomorphic as a unital ordered group to the corresponding group associated to the natural extension of (X, T ), see Proposition 3 in §2.7. It thus follows from [HPS92, Theorem 5.4] that G(X, T ) is actually a unital dimension group. We call G(X, T ) the unital ordered group associated to (X, T ). A dimension group is the unital ordered group associated to a (homeomorphic) minimal Cantor system if and only if it is acyclic and simple, see for example [HPS92, Corollary 6.3]. The quotient group G(X, T )/ inf G(X, T ) has a natural structure of unital ordered group, see §2.3, which we denote just by G(X, T )/ inf G(X, T ).
It follows from the definitions that if (X, T ) and (X ′ , T ′ ) are minimal Cantor systems and h :
Giordano, Putnam and Skau show in [GPS95, Theorem 2.2] that for a homeomorphic minimal Cantor system the group G(X, T )/ inf (G(X, T )) determines the orbit equivalence class of (X, T ).
2.7. Unital ordered groups and natural extensions. Let (X, T ) be a minimal Cantor system. The natural extension of (X, T ) is the topological dynamical system ( X, T ) given by
Observe that ( X, T ) is a homeomorphic minimal Cantor system and that the projection on the first coordinate π : X → X is a factor map.
The rest of this section is devoted to the proof of the following proposition.
Proposition 3. Let (X, T ) be a minimal Cantor system and let ( X, T ) be its natural extension. Then the groups G(X, T ) and G( X, T ) are isomorphic as unital ordered groups.
To prove this proposition consider the following subgroup of C( X, Z),
Proof. Let k ≥ 1 be an integer such that for each x and y in X whose first k coordinates coincide, we have f (x) = f (y). Then for each z ∈ X and (
Proof of Proposition 3. The linear map from C(X, T ) to C( X, T ) defined by f → f • π induces an injective morphism ι of unital ordered groups with the property that for
. So we just need to prove that this morphism is surjective. Let f ∈ C( X, Z) be given and let k ≥ 1 be given by Lemma 4, so that f • T k is in the image of ι. Since
it follows that f is also in the image of ι.
2.8. Bratteli diagrams and Bratteli-Vershik systems. In this section we briefly recall the concepts of Bratteli diagram and Bratteli-Vershik system. For more details we refer to [DHS99] and [HPS92] . A Bratteli diagram is an infinite directed graph (V, E), such that the vertex set V and the edge set E can be partitioned into finite sets
with the following properties:
• For every j ≥ 1, each edge in E j starts in a vertex in V j−1 and arrives to a vertex in V j .
• Each vertex in V has at least one edge starting from it and each vertex different from v 0 has at least one edge arriving to it.
Given n ∈ N ∪ {0} the n-th transition or incidence matrix of the Bratteli
For a vertex e ∈ E we denote by s(e) the vertex where e starts and by r(e) the vertex to which e arrives. A path in (V, E) is by definition a finite (resp. infinite) sequence e 1 e 2 . . . e j (resp. e 1 e 2 ...) such that for each ℓ = 1, . . . , j − 1 (resp. ℓ = 1, . . .) we have r(e ℓ ) = s(e ℓ+1 ). Note that for each vertex v distinct from v 0 there is at least one path starting at v 0 and arriving to v.
An ordered Bratteli diagram (V, E, ≥) is a Bratteli diagram (V, E) together with a partial order ≥ on E, so that two edges are comparable if and only if they arrive at the same vertex. For each j ≥ 1 and v ∈ V j the partial order ≥ induces an order on the set of paths from v 0 to V as follows:
if and only if there exists j 0 ∈ {1, · · · , j} such that e j 0 > f j 0 and such that for each ℓ ∈ {j 0 + 1, . . . , j} we have e ℓ = f ℓ .
We say that an edge e is maximal (resp. minimal) if it is maximal (resp. minimal) with respect to the order ≥ on the set of all edges in E arriving at r(e).
Fix an ordered Bratteli diagram B := (V, E, ≥). We denote by X B the set of all infinite paths in B starting at v 0 . For a finite path e 1 . . . e j starting at v 0 we denote by U (e 1 . . . e j ) the subset of X B of all infinite paths e ′ 1 e ′ 2 . . . such that for all ℓ ∈ {1, . . . , j} we have e ′ ℓ = e ℓ . We endow X B with the topology generated by the sets U (e 1 . . . e j ). Then each of this sets is clopen, so X B becomes a compact Hausdorff space with a countable basis of clopen sets.
We denote by X max B (resp. X min B ) the set of all elements (e j ) ∞ j=1 of X B so that for each j ≥ 1 the edge e j is a maximal (resp. minimal). It is easy to see that each of these sets is non-empty.
From now on we assume that the set X min B is reduced to a unique point, that we denote by x min . We then define the transformation T B : X B → X B as follows:
• T −1
B (x min ) = X max .
• Given x ∈ X B \ X max , let j ≥ 1 be the smallest integer such that e j is not maximal. Then we denote by f j the successor of e j and by f 1 . . . f j−1 the unique minimal path starting at v 0 and arriving to s(f k ). Then we put,
The map T B is continuous, onto and invertible except at x min .
Proposition 5. Let B = (V, E, ≥) be a simple ordered Bratteli diagram such that X B has only one minimal path and let (M n ) ∞ n=0 be the sequence of transition matrices of B. Then the unital ordered group G(X B , T B ) is isomorphic to the ordered group
, together with the unit [1, 0].
Proof. The proof is the same than for the case B properly ordered, see for example [Dur10, §6.6].
A multidimensional Euclidean algorithm and finitely generated subgroups of R
In this section we first define a multidimensional Euclidean algorithm in §3.1, which is similar to the (homogeneous) Jacobi-Perron algorithm, see for example [Ber71, Sch73] . In §3.2 we show how this algorithm gives a canonical representation of a given finitely generated additive subgroup of R as a direct limit of certain non-negative matrices we call "admissible".
3.1. A Jacobi-Perron type algorithm. The input of the algorithm is an integer d ≥ 2 and a strictly positive and non-increasing vector 
Note that y j ∈ [0, x d ) and
The vector a is defined for j ∈ {1, . . . , d − 1} by
and by a d = 1. By definition we have
Then d ′ := #{j ∈ {1, . . . , d} : y j > 0} and we consider an injective function
so that for each j ∈ {1, . . . , d ′ } we have y σ(j) > 0 and so that the number y σ(j) is non-decreasing with j. Then the vector
is independent of the choice of σ.
In the following simple lemma we capture one of the properties of the algorithm that will be very important for the representation of countable additive subgroups of R.
Lemma 6. Let d ≥ 2 be an integer and let x be a strictly positive and non-increasing vector in R d . Let d ′ ≥ 1 and x ′ be the corresponding integer and the corresponding vector given by algorithm defined in §3.1. Then the additive subgroups of R generated by the coordinates of x and by those of x ′ coincide.
Proof. Since x and the vector y ∈ R d determined by (3.2) are related by a unimodular matrix, the additive subgroups of R generated by the coordinates of x and by those of y coincide. Thus the desired assertion follows from the fact that the vectors y and x ′ have the same non-zero coordinates. 1) . We call such a matrix admissible. Note that a square admissible matrix is unimodular.
Lemma 7. Let d ≥ 2 be an integer and let x be a strictly positive and nonincreasing vector in R d . Then there is a unique integer d ′ ≥ 1, a unique non-increasing vector x ′ ∈ R d ′ and a unique non-increasing vector a ∈ Z d such that
If furthermore the coordinates of x are rationally independent, then x is strictly decreasing, d ′ = d, the coordinates of x ′ are rationally independent and σ is uniquely determined by x.
Proof. The existence of d ′ , x ′ and a is given by the above.
To prove uniqueness, let d ′ , x ′ , a and σ be as in the statement of the lemma and let y ∈ R d be the vector defined for j ∈ {1, . . . , d} by
otherwise. We clearly have (3.2). Thus y, and hence d ′ and x ′ , are uniquely determined by d, x and a. It remains to show that a is uniquely determined by d and x. To see this, observe that by (3.2) for each j ∈ {1, . . . , d − 1} we have
Since y d = x ′ 1 > x ′ 2 ≥ y j ≥ 0 and a j − a j+1 is an integer, it follows that a j − a j+1 is uniquely determined by x j − x j+1 . Since this holds for each j ∈ {1, . . . , d − 1} and by definition a d = 1, it follows that a is uniquely determined by d and x.
Suppose that the coordinates of x are rationally independent and let Γ be the additive subgroup of R generated by the coordinates of R. Then the coordinates of x form a base of Γ and the rank of Γ is equal to d. By Lemma 6 the coordinates of
and that the coordinates of x ′ form a base of Γ and are thus rationally independent. In particular, the coordinates of x ′ are pairwise distinct. So σ is characterized as the unique permutation of {1, . . . , d} such that j → y σ(j) is decreasing with j.
3.2.
Representing finitely generated additive subgroups of R. Let d ≥ 2 be an integer and let Γ be a finitely generated additive subgroup of R of rank d. Given a non-increasing vector x (0) in R d whose coordinates are strictly positive and form a base Γ, we define for each n ∈ N the following objects recursively:
• a strictly decreasing vector x (n) in R d whose coordinates are strictly positive, rationally independent and form a base of Γ;
• a permutation σ n of {1, . . . , d} such that σ n (1) = d and
Once x (n−1) is defined, let d ′ , x ′ , a and σ be given by the algorithm defined in §3.1 with x = x (n−1) . Then Lemma 7 implies that d ′ = d and, together with Lemma 6, that x (n) := x ′ , a (n) := a and σ n := σ have the properties above. Moreover, the vectors x (n) and a (n) and the permutation σ n are all uniquely determined by x (n−1) and hence by x (0) .
Proposition 8. Let Γ be a finitely generated additive subgroup of R containing 1 and of rank d ≥ 2 and let x (0) ∈ R d be a non-increasing vector whose coordinates are strictly positive and form a base of Γ. Furthermore,
and (σ n ) ∞ n=1 be given by the iteration of the algorithm defined in §3.1, as above, and consider the ordered group
Then there is a function φ :
and such that it takes values in Γ and is an isomorphism between (G, G + ) and (Γ, Γ ∩ R + ).
To prove this proposition for each integer d ≥ 2 we denote by Int(R + ) d the interior of (R + ) d , which is the cone of strictly positive vectors in R d . We define the Hilbert projective metric
Note that Θ d ( x, x ′ ) = 0 if and only if x and x ′ are proportional. On the other hand, for an integer d ′ ≥ 2 and a strictly positive
Then for every y, 
The following lemma is a direct consequence of the previous considerations.
n=1 be a sequence of integers in N and for each n ∈ N let A n be a strictly positive d n × d n+1 matrix. If there is D 0 > 0 such that for every n ∈ N we have D(A n ) ≤ D 0 , then for each n ∈ N there is x (n) ∈ (R + ) dn such that
The following lemma is needed for the proof of Proposition 8.
Lemma 10. Given an integer d ≥ 2, for every pair of d × d admissible matrices A and A ′ the matrix AA ′ is strictly positive and
Proof. For each j ∈ {2, . . . , d} we have A(·, j) ≤ A(·, 1) and therefore
This implies in particular that the matrix AA ′ is strictly positive. Moreover, if a ′ := A ′ (·, 1), e 1 is the first coordinate of A ′ (·, 1), then
This implies Θ d (AA ′ v, A(·, 1)) ≤ ln d and using the triangular inequality we get D(AA ′ ) ≤ 2 ln d.
Proof of Proposition 8. Let ( x (n) ) ∞ n=1 be the sequence defined from x (0) , as in the beginning of this section. It is by definition an element of
On the other hand, Lemma 9 and Lemma 10 imply that this inverse limit is equal to {(λ x (n) ) ∞ n=1 : λ ≥ 0}. So the hypotheses of Lemma 2 are satisfied with
Let φ be function given by this lemma, which is the unique state of (G, G + ).
Since for each n ∈ N the coordinates of x (n) are rationally independent, it follows that φ is injective and hence that the infinitesimal group of (G, G + ) is trivial. Since furthermore for each n ∈ N the coordinates of x (n) form a base of Γ, by Lemma 2 it follows that (G, G + ) is isomorphic to (Γ, Γ ∩ R + ).
Dimension groups with a unique state
We start this section by introducing a class of matrices we call "basic", that appear naturally as transition matrices of the Bratteli-Vershik system associated to the generalized odometer associated to a unimodal map, see §5.1. The rest of the section is devoted to represent a given countable additive subgroup of R containing 1, that is not contained in Q, as a direct limit of basic matrices (Proposition 11).
Let V be a non-empty finite subset of N∪{0}, let v be its minimal element and suppose that v +1 ∈ V . Let V ′ be a finite subset of N containing V \{v} and whose minimal element is v + 1. Then we denote by B(V, V ′ ) the V × V ′ matrix defined for j ∈ V ′ by
The purpose of this section is to prove the following proposition.
Proposition 11. Let Γ be a countable additive subgroup of R containing 1, but not contained in Q. Then for each j ∈ N there is a finite subset V j of N such that V 1 = {1, 2} and such that the following properties hold: 1. there is a strictly increasing sequence of integers (q n ) ∞ n=1 such that q 1 = 1, q 2 = 3 and such that for each n ∈ N and j ∈ [q n , q n+1 − 1] we have
2. for each j ∈ N the basic matrix B(V j , V j+1 ) is defined and the ordered group
together with the order unit 1 1 , 1 is isomorphic to (Γ, Γ ∩ R + , 1). Roughly speaking, the idea of the proof of this proposition is to use recursively the algorithm defined in §3.1 as in Proposition 8, to obtain a sequence of bases of finitely generated subgroups of Γ whose union is equal to Γ. The inductive step is given by Lemma 12 and in Lemma 13 we prove that each of the matrices used in this process can be written as a product of basic matrices.
Given integers d ≥ 2 and d ′ ≥ 1 we say that a d × d ′ matrix M is strictly decreasing if each of its columns is and if for each j ∈ {1, . . . , d ′ −1} the vector M (·, j) − M (·, j + 1) is also strictly decreasing. Furthermore, we will say that M is strictly decreasing up to a permutation if there is a permutation τ of {1, . . . , d ′ } fixing 1 and such that the matrix M ′ defined for j ∈ {1, . . . , d ′ } by M ′ (·, j) = M (·, τ (j)) is strictly decreasing.
Lemma 12. Let Γ ′ be a finitely generated additive subgroup of R containing 1 and of rank d ′ ≥ 2. Given a non-increasing vector x (0) ∈ R d ′ whose coordinates are strictly positive and form a base of Γ ′ , let ( x (n) ) ∞ n=1 be given by the iteration of the algorithm defined in §3.1, as in §3.2 with Γ = Γ ′ and d ′ = d. Then the following properties hold. 1. Let y be a strictly positive element of Γ ′ and for each n ∈ N let v (n) be the unique vector in Z d ′ such that v (n) , x (n) = y. Then for every sufficiently large n the vector v (n) has strictly positive coordinates, the first being the largest. 2. Let d ≥ 2 be an integer and let y be a strictly decreasing vector in R d having all of its coordinates strictly positive and in Γ ′ . For each n ∈ N let M n be the unique integer d × d ′ matrix such that y = M n x (n) . Then for every sufficiently large integer n the matrix M n is strictly positive and strictly decreasing up to a permutation and satisfies M n (1, 1) ≥ 5 and D(M n ) ≤ 1.
Proof. For each n ∈ N let a (n) and σ n be given by the iteration of the algorithm defined in §3.1, as in §3.2 with Γ = Γ ′ and d = d ′ .
1. Let y ∈ Γ ′ be such that y > 0 and for each n ∈ N let v (n) be such that v (n) , x (n) = y. Let φ be given by Proposition 8, so that for every n ∈ N we have φ ([ v (n) , n]) = y. Since y > 0, for every sufficiently large m we have
is strictly positive and that
has all of its coordinates strictly positive, the first being the largest. This proves the desired assertion.
2. By Part 1 for every sufficiently large m and each j ∈ {1, . . . , d}, the unique vector v ∈ Z d ′ such that v, x (m) = y j is strictly positive. For each j ∈ {1, . . . , d − 1} the same holds for y j+1 − y j > 0. Thus there is m 0 ∈ N such that for every integer m ≥ m 0 the matrix M m is strictly positive and each of its columns is strictly decreasing. We will prove now that for m ≥ m 0 + 1 the matrix
is in addition strictly decreasing up to a permutation. Let τ be the permutation of {1,
, so that τ fixes 1. Since each of the columns of M m−1 is strictly decreasing, the vector
is strictly decreasing. This proves that the matrix M m is strictly decreasing up to a permutation. It remains to show that for large m we have M m (1, 1) ≥ 5 and D(M m ) ≤ 1. Let m ≥ m 0 + 1 be given. Since M m is integer, strictly positive and strictly decreasing up to a permutation, we have
On the other hand, applying repeatedly Lemma 10 and (3.3) we have for each integer ℓ ≥ 1,
This proves the desired assertion and completes the proof of the lemma.
Let V, V ′ , V , V ′ ⊂ N ∪ {0} be finite sets such that #V = # V and #V ′ = # V ′ and let τ : V → V and τ ′ : V ′ → V ′ be increasing bijections. Then we say that a V ×V ′ matrix M and a V × V ′ matrix M are equal up to increasing re-indexing if for each (j,
Lemma 13. Let d, d ′ ≥ 2 be integers and let M be an integer and strictly positive d × d ′ matrix which is strictly decreasing up to a permutation. Suppose furthermore that M (1, 1) ≥ 5, so that
Then there are finite subsets W 0 , . . . ,
, such that the following properties hold.
Recall that for n, m ∈ Z with n ≥ m + 1 we use [n, m] to denote the empty set.
Proof. Let τ be the permutation of {1, . . . , d ′ } fixing 1 and such that the
is strictly decreasing. It will be convenient to index the column vectors of M and of
After some preliminary definitions in Part 1, we define the sets W j in Part 2 and then prove the desired properties in Part 3.
The vector
and, if d ′ ≥ 3, for each t ∈ {2, . . . , d ′ − 1} the vector
is strictly positive and strictly decreasing. In particular, for each t ∈ {1, . . . , d ′ − 2} we have a
On the other hand, the vector
is also strictly positive and strictly decreasing. So the vector,
e s is non-negative and non-increasing. Note that
and if a
3. It is straightforward to check Part 1 of the lemma. To prove Part 2, first observe that by definition for each j ∈ [0, k] the minimal element of W j is j. Furthermore, for j ∈ [0, k − 1] we also have j + 1 ∈ W j and W j \ {j} ⊂ W j+1 . This shows that the basic matrix B(W j , W j+1 ) is defined. To calculate the product of these matrices we start observing that by a direct computation we have for each
On the other hand, if a
In all cases, for
we have
Combining the above with
A direct computation then shows that for each
This proves that the matrix B(
is equal to M , and hence to M , up to an increasing re-indexing.
Proof of Proposition 11. Let α ∈ Γ be an irrational number in the interval (0, 1/2) and put α 0 = 1 and α 1 := α. For an integer ℓ ≥ 2 define inductively α ℓ ∈ Γ in such a way that the set {α ℓ : ℓ ∈ N ∪ {0}} generates Γ. and M 0 = 1 1 . Let ℓ ∈ N be given and assume y (ℓ) is already defined. Let x (0) ∈ R d ℓ+1 be a strictly decreasing vector whose coordinates are strictly positive and form a base of Γ ℓ+1 . Then by Part 2 of Lemma 12 with
there is an integer n ∈ N and an integer and strictly positive d ℓ ×d ℓ+1 matrix M ℓ+1 which is strictly decreasing up to a permutation and satisfies y (ℓ) = M ℓ x (n) and D(M ℓ ) ≤ 1. Setting y (ℓ+1) := x (n) we have (4.2). On the other hand, the coordinates of y (ℓ+1) are strictly positive and form a base of Γ ℓ+1 . By definition ( y (ℓ) ) ∞ ℓ=0 belongs to the inverse limit
, which by Lemma 9 it is equal to (λ y (ℓ) ) ∞ ℓ=0 : λ ≥ 0 . Then Lemma 2 implies that the ordered group
has a unique state φ up to a scalar factor, such that for each
On the other hand, since for each ℓ ∈ N the coordinates of y (ℓ) form a base of Γ ℓ , they are rationally independent. Thus φ(G) = Γ and φ is injective. Hence the subgroup inf(G) of G is trivial and φ is an isomorphism of unital ordered groups between (G, G + , [1, 0]) and (Γ, Γ ∩ R + , 1).
2. By construction for each ℓ ∈ N we have d ℓ , d ℓ+1 ≥ 2 and the matrix M ℓ is integer, strictly positive and strictly decreasing up to a permutation. Furthermore, it satisfies M ℓ (1, 1) ≥ 5. By Lemma 13 we can define by induction a sequence of finite subsets (V j ) ∞ j=1 of N with V 1 = {1, 2} and a strictly increasing sequence of integers (t ℓ ) ∞ ℓ=0 with t 1 = 1 such that the following properties hold.
For each
For each j ∈ N the basic matrix B(V j , V j+1 ) is defined and for each ℓ ∈ N the product
is equal to M ℓ up to increasing re-indexing.
Part 2 of the proposition follows from property 2 above and by what was proved in Part 1 of the proof. Part 1 of the proposition follows easily from property 1 above, for the sequence (q n ) ∞ n=1 defined for ℓ ∈ N by q 2ℓ−1 = t ℓ and q 2ℓ = t ℓ + d ℓ .
Generalized odometers and postcritical sets
After recalling the definition of generalized odometers and Bratteli-Vershik systems associated to unimodal maps, we prove in §5.1 that each of the dimension groups constructed in §4 can be realized as the unital ordered group of a generalized odometer associated to a unimodal map (Theorem 15). Theorem A is an easy consequence of this fact. In §5.2 we show that the generalized odometer constructed in Theorem 15 is an extension of the post-critical set of a logistic map, in such a way that the inverse of the corresponding factor map is defined on the complement of the backward orbit of the critical point (Proposition 17). We end this section with the proofs of Theorem A and Theorem B.
5.1. Generalized odometers. Let Q : N ∪ {0} → N ∪ {0} be a map such that Q(0) = 0 and such that for each integer k ≥ 1 we have Q(k) ≤ k − 1. Let (S k ) ∞ k=1 be the strictly increasing sequence of integers defined recursively by S 0 = 1 and for k ≥ 1 by S k = S k−1 + S Q(k) .
Let Ω Q be the set defined as
For each non-negative integer n there is a unique sequence n :
in Ω Q that has at most finitely many 1's and k≥0 x k S k = n. The sequence n is also characterized as the unique sequence in {0, 1} N∪{0} with finitely many 1's such that k≥0 x k S k = n and such that, if 0 ≤ k 0 < · · · < k l are all the integers verifying
When Q(k) → ∞ as k → ∞, the map defined on the subset { n : n ∈ N} of Ω Q by n → n + 1 extends continuously to a map T Q : Ω Q → Ω Q which is onto, minimal and such that T The following definition will be important in what follows.
Definition 14. We say that a map Q : N∪{0} → N∪{0} such that Q(0) = 0 is increasing modulo intervals, if there exist a strictly increasing sequence of integers (q n ) ∞ n=0 such that q 0 = 0, q 1 = 1 and for each n ∈ N Q([q n ,
If Q : N ∪ {0} → N ∪ {0} is increasing modulo intervals, then Q(0) = 0, for every integer k ≥ 1 we have Q(k) ≤ k − 1 and Q(k) → ∞ as k → ∞. So the generalized odometer (Ω Q , T Q ) is defined for such Q.
Theorem 15. Let Γ be a countable additive subgroup of R containing 1, but not contained in Q. Then there is a map Q : N ∪ {0} → N ∪ {0} which is increasing modulo intervals, such that Q(0) = Q(1) = 0, such that for every integer k ≥ 2 we have Q(k) ≤ k − 2 and such that the following property holds: the set Ω Q is a Cantor set and the unital ordered group G(Ω Q , T Q ) associated to (Ω Q , T Q ) is isomorphic to (Γ, Γ ∩ R + , 1).
To prove this theorem, let Q : N ∪ {0} → N ∪ {0} be a map such that Q(0) = Q(1) = 0, such that for each integer k ≥ 2 we have Q(k) ≤ k −2 and such that Q(k) → ∞ as k → ∞. We define an ordered Bratteli diagram B Q := (V, E, ≤), that was introduced by Bruin in [Bru03, §4], as follows:
• V 0 := {0}, V 1 := {k ∈ N : Q(k) = 0} and for j ≥ 2,
• for an integer j ∈ N,
Note that for every j ∈ N, we have j, j + 1 ∈ V j and each vertex in V j different from j has at most one edge arriving at it. When j ≥ 2 the only edges arriving to j ∈ V j are {j − 1 → j}, {j → j} ∈ E j . So to define the partial order ≥, we just have to define it, for each j ≥ 2, between {j − 1 → j} ∈ E j and {j → j} ∈ E j : we put {j − 1 → j} < {j → j}. The rest of the edges are maximal and minimal at the same time.
It is straight forward to check that the set X B Q is a Cantor set and that the infinite path 0 → 1 → 2 → · · · is the unique minimal path in B Q . Therefore there is a well defined map V B Q : X B Q → X B Q , see §2.8.
, Proposition 2). Let Q : N ∪ {0} → N ∪ {0} be a map such that Q(0) = Q(1) = 0, such that for each integer k ≥ 2 we have Q(k) ≤ k − 2 and such that Q(k) → ∞ as k → ∞. Consider the corresponding Bratteli-Vershik system (X B Q , V B Q ) and generalized odometer (Ω Q , T Q ) defined above. Then there is a homeomorphism between X B Q and Ω Q that conjugates the action of V B Q on X B Q to the action of T Q on Ω Q .
Proof of Theorem 15. Let (q n ) ∞ n=1 and (V j ) ∞ j=1 be given by Proposition 11 and put q 0 = 0 and V 0 = {0}. By Part 2 of Proposition 11 for each j ∈ N the least element of V j is j. So for each k ∈ N there is at least one and at most finitely many integers j ∈ N such that V j contains k. Put Q(0) = 0 and for k ∈ N let Q(k) be the smallest integer j ≥ 0 such that k ∈ V j+1 . Let us prove that the map Q : N ∪ {0} → N ∪ {0} so defined is increasing modulo intervals. By definition
Let n ≥ 2 be an integer and k ∈ [q n , q n+1 − 1]. By definition of j := Q(k) we have k ∈ V j+1 \ V j . Part 1 of Proposition 11 then implies that V j+1 \ V j ⊂ [q n , q n+1 − 1] and that Q(k) = j ∈ [q n−1 , q n − 1]. This completes the proof that Q is increasing modulo intervals. We thus have Q(k) → ∞ as k → ∞. Note that by Part 2 of Proposition 11 for every j ∈ N we have V j \{j} ⊂ V j+1 . So by definition of Q for every j ∈ N we have Q −1 (j) = V j+1 \ V j . Since for each j ∈ N the minimal element of V j is j and j + 1 ∈ V j , it follows that for every integer k ≥ 2 we have Q(k) ≤ k − 2. Furthermore, (V j ) ∞ j=0 coincides with the definition of the vertex set of the ordered Bratteli diagram B Q defined above and for each j ∈ N the j-th transition matrix of B Q is precisely B(V j , V j+1 ). Moreover, the 0-th transition matrix is equal to 1 1 . In view of Theorem 16 and the remarks above, it follows that Ω Q is a Cantor set and that the last desired assertion is a direct consequence of Proposition 5 and Proposition 11.
5.2. From the generalized odometer to the post-critical set of a logistic map. Fix λ ∈ (0, 4] and let f λ be the corresponding logistic map as defined in the introduction. We assume that λ is sufficiently close to 4 so that f 2 λ (1/2) < 1/2 < f λ (1/2). Put c 0 = 1/2 and for each integer n ≥ 1 put c n = f n λ (c 0 ). Define the sequence of compact intervals (D n ) ∞ n=1 inductively by D 1 = [c 0 , c 1 ] and for n ≥ 2, by
otherwise.
An integer n ≥ 1 is called a cutting time if c 0 ∈ D n . We denote by (S k ) ∞ k=0 the strictly increasing sequence of all cutting times. From our assumption that f 2 λ (c 0 ) < c 0 < f λ (c 0 ) it follows that S 0 = 1 and S 1 = 2. It can be shown that if S and S ′ ≥ S+1 are consecutive cutting times, then S ′ − S is again a cutting time, which is less than or equal to S when f λ has no periodic attractors, see for example [Bru95, Hof80] . That is, if f λ has no periodic attractors then for each k ≥ 1 there is a non-negative integer Q(k) such that Q(k) ≤ k − 1 and S k − S k−1 = S Q(k) . Putting Q(0) = 0, the function Q : N ∪ {0} → N ∪ {0} so defined is called the kneading map of f λ . Note that the sequence (S k ) ∞ k=0 is defined from Q in the same way as in the definition of the generalized odometer Ω Q .
Given x = (x k ) ∞ k=0 ∈ Ω Q and an integer n ≥ 0, put σ(x|n) = n k=0 x k S k . Observe that σ(x|n) is non-decreasing with n and when x has infinitely many 1's, σ(x|n) → ∞ as n → ∞. On the other hand, if x has at most a finite number of 1's, then σ(x) := lim n→+∞ σ(x|n) is finite and x = σ(x) .
For x = (x k ) ∞ k=0 different from 0 we denote by q(x) ≥ 0 the least integer such that x q(x) = 0. In [BKSP97, Theorem 1] it is shown that for each x ∈ Ω Q with infinitely many 1's the sequence of intervals (D σ(x|n) ) ∞
n=q(x)
is nested and that n≥q(x) D σ(x|n) is reduced to a point belonging to the post-critical set X λ of f λ . Furthermore, if we denote this point by π(x) and for an integer n ≥ 0 we put π( n ) = f n λ (c), then the map π : Ω Q → X λ so defined is continuous and conjugates the action of T Q on Ω Q , to the action of f λ on X λ .
Proposition 17. Let Q : N ∪ {0} → N ∪ {0} be non-decreasing modulo intervals, such that Q(0) = Q(1) = 0 and such that for every integer k ≥ 2 we have Q(k) ≤ k − 2. Then there is λ ∈ (0, 4] such that Q is the kneading map of f λ and the inverse of the factor map π : Ω Q → X λ is defined on the complement of
in X λ . In particular π is injective on Ω Q \ π −1 (O λ ).
Proof. Since Q is non-increasing modulo intervals there is a strictly increasing sequence of integers (q n ) ∞ n=0 such that q 0 = 0, q 1 = 1 and such that for each n ∈ N we have Q([q n , q n+1 − 1]) ⊂ [q n−1 , q n − 1].
In Part 1 we prove that there is λ ∈ (0, 4] such that Q is the kneading map of f λ and in Part 2 we prove that π −1 is well defined on X λ \ O λ . 1. In view of [Bru95, Hof80] , to prove that there is λ ∈ (0, 4] such that Q is the kneading map of f λ we just need to prove that for each k ∈ N there is j 0 ∈ N such that Q(k + j 0 ) ≥ Q(Q(Q(k)) + j 0 ) + 1 and such that for each j ∈ {1, . . . , j 0 − 1} Q(k + j) = Q(Q(Q(k)) + j).
Let k ∈ N be given. Suppose first k ∈ [1, q 3 − 1], so that Q(k) ≤ q 2 − 1 and thus Q(Q(k)) = 0. Then for each j ∈ [1, q 2 − 1] we have Q(Q(Q(k)) + j) = Q(j) = 0. Since Q(k + j) ≥ 0 with strictly inequality when j = q 2 − 1, this shows the desired assertion for this value of k. Suppose now k ≥ q 3 and let n ≥ 3 be the integer such that k ∈ [q n , q n+1 − 1]. Then Q(k + 1) ≥ q n−1 . On the other hand, Q(k) ≤ q n − 1 so Q(Q(k)) + 1 ≤ q n−1 ≤ q n − 1 and Q(Q(Q(k)) + 1) ≤ q n−1 − 1 ≤ Q(k + 1) − 1.
This proves the desired assertion for this value of k, with j 0 = 1. 2. By [CRL10b, Lemma 11], to prove that π −1 is defined on X λ \ O λ , it is enough to show that for each sufficiently large integer k we have The proof of this last assertion follows the same arguments of those given in [CRL10a, Lemma 17] . To finish the proof we will prove (5.1) for each integer k ≥ q 3 . Let n ≥ 3 be the integer such that k ∈ [q n , q n+1 − 1]. As in Part 1 we have Q(k + 1) ≥ q n−1 and Q(Q(k)) ≤ q n−1 − 1. On the other hand, Q(k) ≥ q n−1 , so Q(Q(k)) + 1 ≥ q n−2 + 1 ≥ 2 and Q(Q(Q(k))+1) ≤ (Q(Q(k))+1)−2 = Q(Q(k))−1 ≤ q n−1 −2 ≤ Q(k+1)−2.
This proves (5.1) for this value of k and completes the proof of the proposition.
Proof of Theorem A and of Theorem B. Let (X, T ) be a uniquely ergodic minimal Cantor system. Then the unital ordered group G(X, T ) is a dimension group that has a unique state φ mapping the order unit of G(X, T ) to 1, see §2.6. So by Lemma 1 the additive subgroup Γ := φ(G(X, T )) of R is countable and φ induces an isomorphism between the unital ordered group G(X, T )/ inf (G(X, T )) and (Γ, Γ ∩ R + , 1). Note that by definition Γ contains 1. On the other hand Γ is acyclic because X is a Cantor set. If Γ is not contained in Q, then the desired assertions follow from Theorem 15, Proposition 17 and [GPS95, Theorem 2.2].
It remains to consider the case where Γ is contained in Q. Since Γ is acyclic, there exists a sequence of integers greater than or equal to two (q n ) ∞ n=1 such that the set {1/(q 1 · · · q i ) : i ∈ N} It is straight forward to check that the generalized odometer (Ω Q , T Q ) corresponds to the odometer defined by the sequence (q n ) ∞ n=1 , see for example [CRL10b, Lemma 8] . Therefore its unital ordered group is isomorphic to (Γ, Γ ∩ R + , 1), see for example [GJ00] . Since Q is non-decreasing, by [Bru95, Hof80] there is a parameter λ ∈ (0, 4] such that the kneading map of f λ is equal to Q. It is well known that the post-critical set of f λ is conjugated to the odometer defined by the sequence (q n ) ∞ n=1 . So in this case the desired assertions follow from [GPS95, Theorem 2.2].
