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Abstract—Low-resolution precoding techniques gained consid-
erable attention in the wireless communications area recently.
Unlike prior studies, the proposed work considers a coded trans-
mission with a soft detection process. Based on the assumption
that the distortion brought by the discrete precoding is Gaussian
distributed, different approaches about the computation of effec-
tive log-likelihood-ratios are presented in the study. Numerical
results based on PSK modulation and an LDPC block code
indicate a superior performance as compared to state-of-the-art
system designs in terms of bit-error-rate.
Index Terms—Precoding, Low-Resolution Quantization,
MIMO systems, Log-Likelihood-Ratios , Coded Systems.
I. INTRODUCTION
Multiple-input multiple-output (MIMO) systems are ex-
pected to play an important role in the future of wireless
communications [1]. However, the energy consumption and
costs related to having multiple radio front ends present a
challenge for this kind of technology.
One way to tackle this issue is to adopt simple radio front
ends with low-resolution data converters. Depending on the
pathloss, data converters can be the most consuming element
of a radio front end, and, since their energy consumption grows
exponentially with their resolution in amplitude [2], using low-
resolution might be favourable.
Several precoding strategies with low-resolution data con-
verters exist. Low complexity linear approaches, such as the
phase Zero-Forcing (ZF-P) precoder [3] yield performance
degradation in bit-error-rate (BER) especially for higher-order
modulation [4], [5], [6]. Hence, some more sophisticated
nonlinear approaches have been recently presented in [7] and
[8], which imply rounding and therefore are not optimal with
respect to their design criteria. Furthermore, some optimal
discrete precoding approaches exist in the literature such as
[9], [10], [11] and [12].
Both, optimal and suboptimal nonlinear approaches present
interesting results for uncoded BER. Yet, practical systems
usually employ error control coding schemes to provide a
higher degree of reliability.
In this context, the present work provides a scheme for
including channel coding for systems that utilize discrete
precoding and PSK modulation. This extension should be
considered as non-trivial once discrete precoders generally
have intractable relations between input and output.
In this study we propose two different methods for the
computation of effective log-likelihood-ratio (LLR) values,
that rely on the assumption that the uncertainty brought by the
discrete precoder is Gaussian distributed. In the first approach
it is considered that mean and variance vary with the transmit
symbol and that real and imaginary parts can be dependent.
The second approach implies a discrete precoding aware linear
model in which the precoder influence is described as an
additive Gaussian random variable.
This second method can be understood as an approximation
for the effective LLRs, computed by the first. Yet, it requires
less knowledge of the precoder’s operation at the receiver side,
which might increase bandwidth efficiency for channels with
short coherence time.
The rest of the paper is organized as follows: Section II
describes the system model. Section III explains the computa-
tion of the LLRs. Section IV presents and discusses numerical
results, while Section V presents the main conclusions. In
Section VI lies the appendix where derivations are performed.
II. SYSTEM MODEL
This study considers a single-cell Multiuser MIMO down-
link system in which the base station (BS) has perfect channel
state information (CSI) and is equipped with B transmitting
antennas which serves K single antenna users as illustrated
by Fig. 1.
A blockwise transmission is considered in which the BS
delivers Nb bits for each user. The user specific block is
denoted by the vectormk = [mk,1 . . .mk,Nb ], where the index
k indicates the k-th user. Each vector mk is encoded into a
codeword vector denoted by ck = [ck,1 . . . ck,Nb
R
], where R is
the code rate.
Each encoder provides, sequentially over time slots, M bits
to a modulator which maps them into a symbol s ∈ S using
Gray coding. The set S represents all possible symbols of a
αs-PSK modulation and is described by
S =
{
s : s = e
jpi(2i+1)
αs , for i = 1, . . . , αs
}
, (1)
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Fig. 1. Multiuser MIMO downlink with discrete precoding and channel
coding
where αs = 2
M .
As a result, the symbol vector s[t] = [s1[t] . . . sK [t]]
T ∈ SK
is constructed for each time slot t. The total time interval in
which a block is transmitted is Nb
RM
Ts where Ts denotes the
symbol duration.
The vector s[t] is forwarded to the precoder, which com-
putes the transmit vector x[t] = [x1[t] . . . xB [t]]
T ∈ XB . The
entries of the transmit vector are constrained to the set X ,
which describes an αx-PSK alphabet, denoted by
X =
{
x : x = e
jpi(2i+1)
αx , for i = 1, . . . , αx
}
. (2)
A frequency flat fading channel is considered, which is
described by the matrix H with coefficients hk,b = gk,b
√
βk
where gk,b represents the complex small-scale fading between
the b-th antenna and the k-th user, βk represents the real valued
large-scale fading coefficient of the k-th user, k = 1...K and
b = 1...B. A block fading model is considered in which
the channel is time-invariant during the coherence interval Tc
where Tc ≫ NbRM Ts.
The BS computes once during the coherence time the
lookup-table L containing all possible precoding vectors,
which then implies s ∈ SK ⇐⇒ x(s) ∈ L.
At the user terminals the received signals are distorted
by additive white Gaussian noise (AWGN) denoted by the
complex random variable wk [t] ∼ CN (0, σ2w). The receive
signal from the k-th user is denoted by
zk [t] = hk x [t] + wk [t] , (3)
where hk is the k-th row of the channel matrix H .
For each received signal zk[t], M effective LLRs are
computed by the soft detector and subsequently forwarded
to the decoder. Finally the decoded data block reads as
mˆk = [mˆk,1, . . . , mˆk,Nb ].
III. LOG-LIKELIHOOD RATIOS COMPUTATION
This section presents the derivation of the LLRs for the
system shown in section II. LLRs express the a posteriori
probability ratio of a for an individual bit in the block. In
general they are defined as follows
L(ck,i) = log
(
P (ck,i = 1|zk[t])
P (ck,i = 0|zk[t])
)
, (4)
where zk[t] is the received signal and ck,i ∈ [0, 1].
A. General Discrete Precoding Aware LLR Computation
For computing effective LLRs the received signal zk[t]
is rewritten in a stacked vector notation zr[t] =
[Re {zk[t]} Im {zk[t]}]T where, for simplicity, the index k
is suppressed.
The basic assumption for the effective LLR computation is
that the vector zr[t] can be described as a Gaussian random
vector. With this, the LLRs can be written using the max-log
approximation
L(ck,i) =
1
2
min
s∈S1
((
zr[t]− µzr|s
)T
C−1
zr|s
(
zr[t]− µzr|s
))
−
1
2
min
s∈S0
((
zr[t]− µzr|s
)T
C−1
zr|s
(
zr[t]− µzr|s
))
.
(5)
To compute L (ck,i), it is necessary to calculate µzr |s and
Czr |s. Since E {Re {a}} = Re {E {a}}, and E {Im {a}} =
Im {E {a}}, we compute first the expected value of the
complex received signal
E {zk[t]|s} = E {hkx[t] + wk[t] |s}
= E {hkx[t] |s} . (6)
Note that x[t] is a function of s[t] which is considered, by
the receiver, as a random vector. Since the probability of any
entry of s[t] to assume a specific value is invariant with the
time slot t, the receiver considers s[t] = s and x[t] = x (s).
Calling ζ(s) = hk x (s),
µzr|s =
[
E {Re {ζ (s)} |s}
E {Im {ζ (s)} |s}
]
(7)
where,
E {Re {ζ (s)} |s} =
(
1
αs
)K−1 ∑
s∈D
Re {ζ (s)} (8)
E {Im {ζ (s)} |s} =
(
1
αs
)K−1 ∑
s∈D
Im {ζ (s)} (9)
and D is the set of all possible s whose k-th entry is s.
Moreover, the corresponding covariance matrix is given by
Czr|s =
[
σ2
r|s ρri|s
ρri|s σ
2
i|s
]
. (10)
The variance of the real part is defined as
σ2r|s = E
{
Re {zk[t]}2 |s
}
− E {Re {zk[t]} |s}2 ,
with
E
{
Re {zk[t]}2 |s
}
= E
{
(ζ (s) + Re {wk[t]})2 |s
}
= E
{
Re {ζ (s)}2 |s
}
+
σ2w
2
and
E {Re {zk[t]} |s}2 = E {Re {ζ (s) + wk[t]} |s}2
= E {Re {ζ (s)} |s}2 .
With this, the variance can be rewritten with two terms as
σ2r|s =
σ2w
2
+ σ2ζr(s)|s,
where
σ2ζr(s)|s = E
{
Re {ζ (s)}2 |s
}
− E {Re {ζ (s)} |s}2
and
E
{
Re {ζ (s)}2 |s
}
=
(
1
αs
)K−1 ∑
s∈D
Re {ζ (s)}2
E {Re {ζ (s)} |s} =
(
1
αs
)K−1 ∑
s∈D
Re {ζ (s)}.
Similarly, the variance of the imaginary part is given by
σ2i|s =
σ2w
2
+ σ2ζi(s)|s,
where
σ2ζi(s)|s = E
{
Im {ζ (s)}2 |s
}
− E {Im {ζ (s)} |s}2
and
E
{
Im {ζ (s)}2 |s
}
=
(
1
αs
)K−1 ∑
s∈D
Im {ζ (s)}2
E {Im {ζ (s)} |s} =
(
1
αs
)K−1 ∑
s∈D
Im {ζ (s)}.
Finally the covariance between the real and imaginary parts
are calculated as
ρri|s = E {Re {zk[t]} Im {zk[t]} |s}−
E {Re {zk[t]} |s}E {Im {zk[t]} |s} ,
with
E {Re {zk[t]} Im {zk[t]} |s} =
E {(Re {ζ (s) + wk[t]}) (Im {ζ (s) + wk[t]}) |s}
= E {Re {ζ (s)} Im {ζ (s)} |s} .
Thus, considering equations (6) to (9),
ρri|s = E {Re {ζ (s)} Im {ζ (s)} |s}−
E {Re {ζ (s)} |s}E {Im {ζ (s)} |s}
where,
E {Re {ζ (s)} Im {ζ (s)} |s} =(
1
αs
)K−1 ∑
s∈D
Re {ζ (s)} Im {ζ (s)}.
and E {Re {ζ (s)} |s} and E {Im {ζ (s)} |s} are defined in
equations (8) and (9), respectively.
Once Czr|s and µzr|s are calculated, equation (5) can be
used for computing the LLRs. Note that to compute L(ck,i)
the receiver requires perfect knowledge not only about the
noise statistics, but also about the precoder’s lookup-table L
and channel coefficients.
B. Linear Model Based Discrete Precoding Aware LLR Com-
putation
In the previous section the effective LLRs are computed
considering full-knowledge of the precoder’s lookup table
and channel state. This method provides a general strategy
for the computation of the effective LLRs. Yet, it can be
unpractical, since the users need to have access to several
different parameters that change once per coherence time.
In the following, an alternative approach is proposed which
requires knowledge about a fewer number of parameters at the
receivers. The alternative method relies on the description of
the received signal by a linear model.
1) Discrete Precoding Aware Linear Model:
In this section, the Discrete Precoding Aware Linear Model
(DPA-LM) is introduced as a method to allow the LLR com-
putation without perfect knowlegde of the channel coefficients
and the precoder’s lookup-table. In this context, the received
signal is expressed by
zk[t] = h
eff
k sk[t] + wk[t] + ǫk[t], (11)
where heffk ∈ C is a factor that expresses the effect of the
channel on the arriving symbol of the k-th user and ǫk[t] being
an error the term that denotes the difference between zk[t] and
heffk sk[t]+wk[t]. To identify an appropriate h
eff
k we consider
the following mean square error (MSE) optimization problem
heffk = argminλ
2
ǫk
= argminE
{
|ǫk[t]|2
}
= argmin
γ∈C
E
{
|hk x[t]− γ sk[t]|2
}
, (12)
which is solved in details in Appendix VI-A. Solving (12)
yields
heffk =
1
αKs σ
2
s
∑
s∈SK
s∗k(s) ζ(s), (13)
where sk (s) is the k-th element of s. Consequently the
minimum MSE is given by
λ2ǫk = hk Λx h
H
k −
∣∣∣heffk ∣∣∣2 σ2s , (14)
with Λx = E
{
xxH
}
being computed by
Λx =
(
1
αs
)K ∑
s∈SK
x (s)x (s)
H
. (15)
2) LLR Computation using DPA-LM:
This section describes how to compute effective LLRs based
on the linear model presented in the previous subsection.
The following strategy relies on the assumption that the error
term ǫk[t] is a circular symmetric complex Gaussian random
variable.
The expected value of the complex receive signal is calcu-
lated as
E {zk[t]|s} = E
{(
heffk s+ ǫk[t] + wk[t]|s
)}
= heffk s+ E {ǫk[t]|s} ,
and assuming E {ǫk[t]|s} = 0 ∀ s ∈ S yields
µzr|s =

Re
{
heffk s
}
Im
{
heffk s
}

 . (16)
Considering that
Czr|s = Czr =

σ2effk2 0
0
σ2effk
2

 , (17)
with σ2effk = λ
2
ǫk
+ σ2w being the effective noise variance, the
effective LLRs finally are computed as
L(ck,i) =
1
σ2effk
min
s∈S1
[
(
Re {zk[t]} − Re
{
heffk s
})2
+
(
Im {zk[t]} − Im
{
heffk s
})2
]−
1
σ2effk
min
s∈S0
[
(
Re {zk[t]} − Re
{
heffk s
})2
+
(
Im {zk[t]} − Im
{
heffk s
})2
]. (18)
The effective LLRs computed by equation (18) can be
understood as an approximate solution for the ones computed
in section III-A.
The assumption E {ǫk[t]|s} = 0 holds naturally under two
conditions. First, the data and the precoder must have the
same alphabet, meaning X = S or equivalently αx = αs.
And second, the precoder’s transformation must be circular
symmetric meaning that
φ =
π (2i+ 1)
αx
, i = 1...αx =⇒ x
(
s e jφ
)
= x (s) e jφ.
(19)
Note that the condition expressed in equation (19) is very
common for discrete precoding systems. Many state-of-the-art
precoding algorithms, such as [3], [7], [8], [10], [11] and [12]
implicitly rely on this property. The derivation of these two
conditions is presented in Appendix VI-B.
The computation of the LLRs according to equation (18)
only requires knowledge about the parameters heffk and σ
2
effk
,
which are considered independent of the data symbol s. In
comparison with the method introduced in Section III-A, the
number of parameters that need to be transmitted in advance
to the information data is significantly reduced.
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Fig. 2. BER versus SNR, αs = αx = 4
IV. NUMERICAL RESULTS
For numerical evaluation, the bit-error-rate is considered.
The SNR is defined by SNR =
‖x‖22
N0
, where the spectral noise
power density N0 is equivalent to the noise sample variance
σ2w.
For computing the results, a LDPC block code with a block
size of Nb = 1024 bits and code rate R = 1/2 is considered.
Moreover, the MMSE Mapped precoder presented in [12] is
employed. Finally the LLRs are processed by sum-product
algorithm (SPA) decoders [13]. The examined system has
K = 3 users and B = 6 BS antennas. For simulations,
5000 blocks were transmitted per channel realization, and 10
random channel realizations were examined.
The proposed methods are compared with a conventional
AWGN receiver design for two different cases. In the first case,
both, the data symbols and precoded symbols are considered
as QPSK symbols, meaning αs = αx = 4. In the second
case, the data symbols are QPSK symbols and the precoded
symbols are 8-PSK symbols, meaning αs = 4 and αx = 8.
For both cases the following approaches have been com-
pared with each other
• Uncoded Transmission
• Coded Transmission - Common LLR for AWGN chan-
nels
• Coded Transmission - General DPA LLR equation (5)
• Coded Transmission - DPA-LM LLR equation (18)
A. QPSK to QPSK
As can be seen in Fig. 2, both proposed methods, namely the
General DPA and the DPA-LM, provide similar performance
for low-SNR. However, for the high-SNR regime the BER
from the proposed DPA-LM is marginally higher than the
one from proposed General DPA method. This behaviour can
be explained by the approximation of the covariance matrix
Czr |s from (10) to Czr from (17). Note that since the sets
X and S are equal and the MMSE Mapped precoder fulfills
the condition described in equation (19), the mean computed
using the DPA-LM is equivalent with the one computed with
the General DPA method.
The curve of the system that uses the common LLR compu-
tation method for AWGN channels shows similar performance
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Fig. 3. BER versus SNR, αs = 4, αx = 8
for low-SNR. However, in the medium and high-SNR regime,
the distortion brought by the discrete precoding becomes
relevant, which is not considered in the common AWGN
receive processing. This can result in significant performance
degradation as shown in Fig. 2.
B. QPSK to 8-PSK
The setup with QPSK data symbols and 8-PSK transmit
symbols represents a case where the alphabets for the data
and transmit symbols are different. Similarly as in the previous
example, Fig. 3 shows that both proposed approaches outper-
form the system with the common AWGN LLR computation
method for the medium and high-SNR regime.
As expected, for high-SNR the BER from the proposed
DPA-LM is higher than the proposed General DPA method.
Different to the previous example, the means computed by the
DPA-LM and the General DPA methods are not equivalent.
Thus, not only the covariance matrix but also the mean
becomes a source of inaccuracy for the DPA-LM approach.
V. CONCLUSIONS
Precoding with coarse quantization is an established ap-
proach for low energy consumption MIMO system design.
Different to the existing literature, which relies on hard
detection, the proposed system implies coded transmission
and a soft detection receiver. Considering coded transmission
and soft detection the effect of a discrete precoder can cause
significant performance degradation when using a conventional
receiver design. In this context, the study proposes different
approaches for the computation of effective log-likelihood-
ratios, relying on the assumption that the distortion brought
by the discrete precoding is Gaussian distributed. Numerical
results show that the proposed methods significantly improve
the performance in terms of coded bit-error-rate.
VI. APPENDIX
A. Derivation of heffk
In the following, the expression for heffk is derived. Note
that, as introduced in Section III-A, x[t] = x (s). Since the
same applies for sk[t] it is termed sk (s) during this derivation.
Expanding the λ2ǫk in equation (12) yields
λ2ǫk = E
{
|hk x(s)− γ sk(s)|2
}
= E
{
(hk x(s)− γ sk(s))
(
[hk x(s)]
∗ − γ∗ sk(s)∗
)}
= hk E
{
x(s) x(s)H
}
hHk − γ∗E {hk x(s) sk(s)∗}−
γ E
{
sk(s) [hk x(s)]
∗}
+ γ γ∗E {sk(s) sk(s)∗} .
To minimize λ2ǫk the derivative with respect to γ
∗ is taken and
considered as equal to 0, which is expressed as
∂λ2ǫk
∂γ∗
= γ E {sk(s) sk(s)∗} − E {hk x(s) sk(s)∗} = 0.
Finally, the effective channels reads as
heffk = γ =
hk E {sk(s)∗ x(s)}
σ2s
.
Then, heffk is used for the computation of the mean squared
error λ2ǫk = E
{
|ǫk[t]|2
}
as follows
λ2ǫk = hkE
{
x(s) x(s)H
}
hHk −
1
σ2s
|E {hk x(s) k(s)∗}|2
= hk Λx h
H
k −
∣∣∣heffk ∣∣∣2 σ2s .
B. Conditions for a zero mean error term
In this section we derive the conditions that need be fulfilled
for E {ǫk[t]|s} = 0. Following E {ǫk[t]|s} is expanded and
equated to zero
E {ǫk[t]|s} = E
{
zk[t]− hkeff s− wk[t]|s
}
= E {hk x(s)|s} − hkeff s
= hk E {x(s)|s} − s
σ2s
E {s∗k(s)hk x(s)}
=
1
α
(K−1)
s
hk
(∑
s∈D
x(s)− s
σ2sαs
∑
s∈SK
s∗k(s)x(s)
)
= 0.
The previous equation is equal to zero when the following
holds∑
s∈D
x(s) =
s
σ2s αs
∑
s∈SK
s∗k(s) x(s)
∑
s¯∈SK−1
x (s, s¯) =
s
σ2s αs
∑
s˜∈S
∑
s¯∈SK−1
(s˜)
∗
x (s˜, s¯) . (20)
By defining s˜ = s ej∆φss˜ , equation (20) can be rewritten as∑
s¯∈SK−1
x (s, s¯) =
s
σ2s αs
∑
s˜∈S
∑
s¯∈SK−1
(
s ej∆φss˜
)∗
x
(
s ej∆φss˜ , s¯
)
.
Further expanding the symbol vector by multiplication with
ej∆φss˜e−j∆φss˜ yields∑
s¯∈SK−1
x (s, s¯) =
s
σ2s αs
∑
s˜∈S
∑
s¯∈SK−1
(
sej∆φss˜
)∗
x
(
sej∆φss˜ , s¯ej∆φss˜e−j∆φss˜
)
.
Moreover, it is considered that the precoding process is
circular symmetric meaning that given an angle φ =
π(2i+1)
αx
, i = 1...αx, the precoder vector x (s) has the property
x
(
s e jφ
)
= x (s) e jφ. Note that, the angle ∆φss˜ has the
form ∆φss˜ =
π(2i+1)
αs
, i = 1...αs. If αx = αs is chosen, the
following holds∑
s¯∈SK−1
x (s, s¯) =
s
σ2sαs
∑
s˜∈S
∑
s¯∈SK−1
(
s ej∆φss˜
)∗
ej∆φss˜x
(
s, s¯ e−j∆φss˜
)
.
(21)
Considering that for PSK symbols, σ2s = |s|2 ∀ s ∈ SK
equation (21) can be rewritten as∑
s¯∈SK−1
x (s, s¯) =
(
1
αs
)∑
s˜∈S
∑
s¯∈SK−1
x
(
s, s¯ e−j∆φss˜
)
∑
s¯∈SK−1
x (s, s¯) =
(
1
αs
)∑
s˜∈S
∑
s¯∈R
x (s, s¯) ,
where R is the set SK−1 rotated by ∆φss˜. Note that since
αx = αs, the rotation produces the same set meaning that
R = SK−1. Then,∑
s¯∈SK−1
x (s, s¯) =
(
1
αs
)∑
s˜∈S
∑
s¯∈SK−1
x (s, s¯) .
Since x (s, s¯) does not depend on s˜ and the cardinality of the
set S is αs the equality holds. Thus equation (20) holds with
equality.
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