A new class of CED systems, providing insight into behaviour of physical disordered materials, is introduced. It includes systems in which the conditionally exponential decay property can be attached to each entity. A limit theorem for the normalized minimum of a CED system is proved. Employing di erent stable schemes the universal characteristics for the behaviour of such systems are derived.
Introduction.
Let fA i ; i = 1; 2; : : :g and fB i j ; i; j = 1; 2; : : : ; j 6 = ig be two independent sequences of nonnegative independent identically distributed (i.i.d.) random variables (r.v's). Let the symbol \ " stand for one of the three operations: summation, minimum, or maximum, and let n 2 IN;b n ; r; s > 0, and c 0 be constants.
Definition. A sequence X 1n ; : : : X nn of independent r.v's is called the CED system given fA i ; i = 1; 2; : : :g and fB i j ; i; j = 1; 2; : : : ; j 6 = ig with the operation and the parameters n 2;b n ; c; r, and s i it has the conditionally exponential decay property, i.e., the conditional tails P X in x j A i = a;b n (B i 1 : : : B i i?1 B i i+1 : : : B i n ) = b (1) have for each i = 1; : : : n a common exponential decay form:
1 ? G(x j a; b)
exp(?ax r ) if c = 0; exp(?a min(x r ; (b=c) s )) if c > 0 (2) for a; b; x 0. Note that when the parameter c is positive each r.v. X in , interpreted as an element of the CED system, is in nite with a nonzero probability, i.e., its distribution function (d.f.) is improper. The parameter n simply indicates the number of elements in the system.
The right{hand side of formula (2) satis es all requirements of the conditional tail (1) Billingsley (1979) ]. Namely, it is a Borel function with respect to a and b, and is nonincreasing with respect to x. Moreover, it is nonnegative and at most 1. It turns out that this su ces for construction of a sequence of CED systems given the same families of r.v.'s with the same operation and the same parameters c; r; s. of CED systems, n = 2; 3; : : :, given fA i ; i = 1; 2; : : :g and fB i j ; i; j = 1; 2; : : : ; j 6 = ig with the operation and the parameters n;b n ; c; r, and s.
The above theorem allows us to de ne the asymptotic description of the behaviour of a CED system in Section 2, which leads to a new result for random variables which are in nite with a nonzero probability. The result, presented in Theorems 1 and 2, provides the universal characteristics of CED systems. Moreover, the di erential equation obtained in Theorem 2 may be recognized as the most useful tool in statistical mechanics Van Kampen (1987) ], namely, a generalized master equation. Section 3 contains the proofs of all theorems formulated in this paper. In the last section we sketch the application of the presented approach to disordered systems in the case of dielectric relaxation in polar materials and in the analysis of nonexponential rst{order chemical reactions.
2. Asymptotic behaviour of CED systems.
The main idea of statistical physics Van Kampen (1987) ] assumes that the behaviour of any stochastic physical system as a whole is represented by an appropriate averaging over its elements. For CED systems the averaged minimumm min(X 1n ; :::; X nn ),m > 0, is proposed, which has been suggested by applications Weron (1991) ]. When the parameter n is su ciently large (i.e., the system consists of a very large number of elements) the behaviour of the system can be approximatly described by the following limit in distribution: X = lim n!1m n min(X 1n ; :::; X nn ) 
Additionally, let the limits A and B be nite with probability 1. For some c 0 consider a sequence (3) of CED systems, n = 2; 3; : : :, given fA i ; i = 1; 2; : : :g and fB i j ; i; j = 1; 2; : : : ; j 6 = ig with the operation and parameters n;b n ; c; r, and s. Mittnik and Rachev (1991) , Rachev (1991) . The important property of stable distributions is that they have domains of attraction. Namely, for nonnegative i.i.d. r.v.'s Z 1 ; Z 2 ; : : : which are nite with probability 1, if the nondegenerate limit in distribution Z = lim n!1ã n (Z 1 : : : Z n ) exists it is {stable. (Hereã n ; n = 1; 2; : : :, are positive normalizing constants ).
For convenience we collect in the following table the forms of the d.f.'s F of {stable laws considered in the present paper ( = +; min, and max). When c = 0 the limiting d.f. F, given by equ. (7), has the form: In all cases x 0; 0 < 1, and 1 is a positive constant.
Proofs.
Proof of the Existence Theorem.
To prove the existence theorem we construct rst a probability space ( ; B; P). 
Then the probability measure P n on the product space ( : : : d (x nn ja n ;b n (b n 1 : : : b n n?1 ))g dF A (a 1 ) : : : dF A (a n )dF B (b 1 2 ) : : : dF B (b n n?1 ); (13) is well de ned Billingsley (1979) ]. Moreover, the family fP n ; n = 1; 2; : : :g is consistent.
Therefore, it follows from the Kolmogorov extension theorem Breiman (1992) ] that there exists a probability measure P on the in nite product space ( ; B), where = Q 1 n=1 n and B = Q 1 n=1 B n , such that P j Q n k=1 B k = P n : (14) It will now be shown that the projections, de ned for ! 2 , A i (!) = a i ; i = 1; 2; : : : ; B i j (!) = b i j ; i; j = 1; 2; : : : ; i 6 = j; X in (!) = x in ; n = 2; 3; : : : ; i = 1; : : : n; (15) are r.v.'s satisfying the conclusion of the existence theorem. Note that the projections (15) are directly related to the spaces n ; n = 1; 2; : : :, which is illustrated in the following 
Hence, for any i; j 2 IN; i 6 = j; the functions F A and F B are d.f.'s of A i and B i j , respectively, and A i ; i = 1; 2; : : : and B i j ; i; j = 1; 2; : : : ; i 6 = j; form independent sequences of nonnegative i. (16) >From (11){ (14) P(fX in xg \ C) = P n (X in (17) and (18) we obtain (16), which completes the proof.
Proof of Theorem 1.
In CED systems the form of the conditional tail (1) does not depend on i (see (2) ). Hence, the independent r.v.'s X 1n ; :::X nn are identically distributed and we have P(m n min(X 1n ; :::X nn ) x) = P(X 1n x m n ) n :
Consequently, the d.f. F of X equals F(x) = 1 ? lim n!1 P(X 1n x m n ) n (19) and in order to show that the limiting r.v. in (4) exists, it is enough to prove that the limit in the right{hand side of (19) exists.
Case 1: c = 0. By the law of total probability, from property (2) 
To prove that the limit in (19) exists let us rst show that the right{hand side of (22) Consequently, the right{hand side of (22) 
Let x 0 > 0 be xed. We will evaluate the limit lim n!1 S n (x 0 ). The sequence S n (x 0 ) is bounded by (23) . Hence, there exists a convergent subsequence S n k (x 0 ) with a limit S(x 0 ). Moreover, by (20) 
where = 1 and 1 = a 0 in the degenerate case; otherwise, 0 < < 1 is an index of stability and 1 is a positive constant.
Similarly, the limiting r.v. B (see (6) ) has to be either {stable or degenerate (B = b 0 with probability 1, b 0 > 0). Therefore, for c > 0 we deduce from (7) and (32) that in the degenerate case
When B is nondegenerate it is {stable and its d.f. F B is a continuous function. Hence, the d.f. F is di erentiable and by (7) and (32) it satis es the di erential equation (9) .
When c = 0 we obtain (8) from (7) and (32).
Applications.
In the past decade, a considerable attention has been paid to attempts to establish fundamental physical models for the experimentally observed \universal characteristics" in dynamical properties of disordered physical systems such as amorphous semiconductors, insulators, polymers, molecular solid solutions and glasses Jonscher ( Weron (1991) and Weron (1992) ]. It has become clear that the functions which describe the dielectric relaxation in condensed systems deviate considerably from the predictions of the exponential relaxation law Jonscher (1983), Dissado and Hill (1987) ]. On the basis of experimental observations it has been argued that from two types of function proposed, the \stretched exponential" function (t) = exp(?(! p t) 1 
the second one ts the observed behaviour better. Here (t) is the so{called relaxation function of the system, 0 < n; m < 1, and ! p is a characteristic constant. The relaxation function (t) expresses the probability that the system, consisting of a large number N of relaxing dipoles, as a whole does not change its initial state up to time t, so it has to be given by Weron (1991) ] (t) = lim N!1 P(ã N min( 1N ; :::; NN ) t); (35) whereã N is a suitable normalizing constant, and the r.v. iN is the time needed for changing the initial orientation by the ith dipole, 1 i N. Let us nd now the direct relation of the concept of the CED system to the dielectric relaxation in dipolar materials. In general, because of the cluster (\defect" region) structure of these materials Dissado and Hill (1987) ], individual dipoles and their local environment do not remain independent during the process of relaxation. In this picture, not every dipole subject to an external eld has to change its initial position with probability 1, even after a very long time. There is a constraint given by the time of structural reorganization of the slowest cluster in the surroundings. In a system consisting of a number N of relaxing dipoles, the probability that the ith dipole has not changed its initial position up to time t given its relaxation rate i and the maximum of the times i j ; j 6 = i; of structural reorganization in all surrounding clusters (under a suitable normalization) is equal to Weron and Jurlewicz (1993) Therefore, under the assumptions of Theorems 1 and 2 which are expected to be satis ed from physical considerations, the relaxation function (35) is well de ned and has the form (t) = 1 ? F(t) for F(t) taken from (7) . Moreover, by (9) and (10) ? if > :
The CED system idea also yields the stretched exponential form (33) and the conventional exponential form (t) = exp(? t); > 0; of the relaxation function (35). These forms follow from (7) when the parameter c is assumed to be equal to 0. This corresponds to the case when the cluster structure is neglected and the interpretation of relaxation phenomena is based on the concept of a system of independent exponentially relaxing dipoles. The exponential relaxation, not obeyed by most of the investigated systems, is obtained in the very special case of degenerate limit lim Classical chemical kinetics formulated for isolated reactions in homogeneous systems fails to describe experimental data even for elementary reactions at low temperatures or in very short time periods P lonka (1991)]. Lowering the temperature to slow down the reaction rate and to use the standard spectroscopic techniques one usually vitri es the system, and in glasses one is forced to deal with the full complexity of the disordered medium.
On the basis of experimental data it has been found P lonka (1991) 
Moreover, the higher the temperature or the longer the time period the less dispersive the reaction in a given system, i.e., the closer to 1 the numerical value of , which corresponds to the classical kinetics with time{independent speci c reaction rate P lonka and Paszkiewicz (1992)]. Integration of (36) 
The \stretched exponential" function (33) is then the empirical form of decay laws adequate not only in relaxation phenomena but also in reaction kinetics. The form of k(t), once regarded as empirical, has been shown P lonka (1991), P lonka and Paszkiewicz (1992)] to follow from reaction modelling in systems with a static disorder which becomes fully evidenced when the reaction rates exceed markedly those of internal rearrangements. However, the universality of the empirical law (37) has not been proved yet. It can be shown now that the universal form (37) of the time{dependent reaction rate coe cient k(t) is a consequence of Theorems 1 and 2 for CED systems with the parameter c = 0. Namely, in rst{order reactions, where c B (0) c A (0), each particle A has to react with probability 1 after a long enough time and the probability that the life{time iN of the ith A{particle is longer than t, given only its reaction constant i , decays exponentially: P( iN t j i = a) = exp(?at): It means that the sequence 1N ; : : : NN is a CED system given f i g with parameters c = 0 and r = 1. Moreover, c A (t) c A (0) is the probability that the life{time of a system of reactants prepared at t = 0 is longer than t. Under the assumptions of Theorems 1 and 2 which are expected to be satis ed from the chemical point of view, c A (t) c A (0) equals 1 ?F(t), where F(t) is given by (8) with r = 1 and 0 < 1, which is in agreement with empirical form (38) with 0 = 1= 1 . Consequently, in the case of rst{order chemical reactions the required time{dependent form (37) of the reaction rate coe cient k(t) is the only possible one.
