In this paper, we propose an iterative algorithm and, by using the proposed algorithm, prove some strong convergence theorems for finding a common element of the set of solutions of a finite family of split equilibrium problems and the set of common fixed points of a countable family of nonexpansive mappings in Hilbert spaces. An example is given to illustrate the main result of this paper. As an application, we construct an algorithm to solve an optimization problem.
Introduction
Throughout this paper, let R denote the set of all real numbers, N denote the set of all positive integer numbers, H be a real Hilbert space and C be a nonempty closed convex subset of H. A mapping S : C → C is said to nonexpansive if Sx -Sy ≤ x -y for all x, y ∈ C. The set of fixed points of S is denoted by Fix(S). It is known that the set Fix(S) is closed and convex.
Let F : C × C → R be a bifunction. The equilibrium problem for F is to find z ∈ C such that
for all y ∈ C. The set of all solutions of the problem (.) is denoted by EP(F), i.e., EP(F) = z ∈ C : F(z, y) ≥ , ∀y ∈ C .
From the problem (.), we can consider some related problems, that is, variational inequality problems, complementarity problems, fixed point problems, game theory and other problems. Also, many problems in physics, optimization, and economics can be reduced to finding a solution of the problem (.) (see [-] ).
In , Combettes and Hirstoaga [] introduced an iterative scheme of finding a solution of the problem (.) under the assumption that EP(F) is nonempty. Later on, many iterative algorithms were considered to find a common element of the set of Fix(S) ∩ EP(F) (see [-] ).
Recently, some new problems called split variational inequality problems were considered by some authors. Especially, Censor et al. [] initially studied this class of split variational inequality problems.
Let H  and H  be two real Hilbert spaces. Given the operators f : H  → H  and g : H  → H  , bounded linear operator A : H  → H  , and nonempty closed convex subsets C ⊂ H  and Q ⊂ H  , the split variational inequality problem is formulated as follows:
Find a point x * ∈ C such that f x * , x -x * ≥  for all x ∈ C and such that y * = Ax * ∈ Q solves g y * , y -y * ≥  for all y ∈ Q. After investigating the algorithm of Censor et al., Moudafi [] introduced a new iterative scheme to solve the following split monotone variational inclusion:
Find x * ∈ H  such that  ∈ f x * + B  x * and such that y * = Ax * ∈ H  solves  ∈ g y * + B  y * , where B  : H i →  H i is a set-valued mappings for i = , .
In , Kazmi and Rizvi [] considered a new class of split equilibrium problems. Let F  : C × C → R and F  : Q × Q → R be two bifunctions and A : H  → H  be a bounded linear operator. The split equilibrium problem is as follows:
Find x * ∈ C such that
for all x ∈ C and such that y * = Ax * ∈ Q solves F  y * , y ≥  (  .  ) for all y ∈ Q. The set of all solutions of the problems (.) and (.) is denoted by , i.e., = z ∈ C : z ∈ EP(F  ) such that Az ∈ EP(F  ) .
For more details as regards the split equilibrium problems, refer to [, ] , in which the author gave an iterative algorithm to find a common element of the sets of solutions of the split equilibrium problem and hierarchical fixed point problem.
In this paper, inspired by the results in [] and [], we propose an iterative algorithm to find a common element of the set of solutions for a family of split equilibrium problems and the set of common fixed points of a countable family of nonexpansive mappings. In particular, we use some new methods to prove the main result of this paper. As an application, we propose an iterative algorithm to solve a split variational inequality problem.
Preliminaries
Let H be a Hilbert space and C be a nonempty closed subset of H. For each point x ∈ H, there exists a unique nearest point of C, denoted by P C x, such that
for all y ∈ C. Such a P C is called the metric projection from H onto C. It is well known that P C is a firmly nonexpansive mapping from H onto C, i.e.,
for all x, y ∈ H. Further, for any x ∈ H and z ∈ C, z = P C x if and only if
Consider the following variational inequality for an inverse strongly monotone mapping B:
The set of solutions of the variational inequality is denoted VI(C, B). It is well known that
for any λ > . By this property, we can use a simple method to show that u ∈ VI(C, B). In fact, let {x n } be a sequence in C with x n u. If x n -P C (I -λB)x n → , then, by the demiclosedness principle, it follows that u = P C (I -λB), i.e., u ∈ VI(C, B). In Section , we use this method to show the conclusions of our main results in this paper.
Let S : C → C be a mapping. It is well known that S is nonexpansive if and only if the complement I -S is   -inverse strongly monotone (see [] ). Assume that Fix(S) = ∅. Then we have
for all x ∈ C andx ∈ Fix(S), which is obtained directly from
Let F be a bifunction of C × C into R satisfying the following conditions:
is convex and lower semi-continuous. x and x n -Tx n → y ∈ H, then x -Tx = y.
Lemma . [] Let C be a nonempty closed convex subset of a Hilbert space H and F : C × C → R be a bifunction which satisfies the conditions (A)-(A). For any x ∈ H and r > , define a mapping T r : H → C by
T F r (x) = z ∈ C : F(z, y) +  r y -z, z -x ≥ , ∀y ∈ C . (.) Then TT F s x -T F t x  ≤ s -t s T s x -T t x, T s x -x for all x ∈ H.
Lemma . []
Assume that {a n } is a sequence of nonnegative numbers such that a n+ ≤ ( -γ n )a n + δ n for each n ≥ , where {γ n } is a sequence in (, ) and {δ n } is a sequence in R such that
Then lim n→∞ a n = .
Lemma . [, ] Let U and V be nonexpansive mappings. For
From [] we can see that Lemma . holds whenever U and V are self or non-self mappings.
Lemma . [] Let C be a nonempty closed convex subset of a Hilbert space H and T :
C → H be a nonexpansive mapping with Fix(T) = ∅. Let P C be the metric projection from
Let σ ∈ (, ) and define the mapping S : C → H by S = σ S  + ( -σ )S  . By Lemmas . and ., it is easy to see that Fix(P C S) = Fix(P C S  ) ∩ Fix(P C S  ).
From Remark ., we get the following result. Proof It is easy to show that B is a β-inverse strongly monotone mapping. In fact, for all x, y ∈ C, by Lemma ., we have
which implies that B is a β-inverse strongly monotone mapping. Next, we prove that
Thus we have
). This completes the proof.
Main result
Now, we give the main results of this paper. 
Take v, x  ∈ C arbitrarily and define an iterative scheme in the following manner: 
Now, we complete the proof by the next steps.
Step . {x n } is bounded.
Then B is a β-inverse strongly monotone mapping. Since {λ n } ⊂ (, β), I -λ n B is nonexpansive. Thus from (.), we have
Thus from (.), it follows that
for all n ∈ N, which implies that {x n } is bounded and so are {u i,n } (i = , . . . , N  ) and {y n }.
Step . lim n→∞ x n+ -x n =  and
r n )A are nonexpansive, by Lemmas . and ., we have
where
and
Note that
, and (.), we have
Since {α n } is strictly decreasing, by using (.), we have
where M  = sup{ S n y n + v : n ∈ N}. By (i) and (ii) and Lemma ., we conclude Step . lim n→∞ S i x n -x n →  for each i ∈ N.
First, we show that lim n→∞ u i,n -x n =  for each i ∈ {, . . . ,
-inverse strongly monotone, by (.), we have
From Lemma . and (.), it follows that
Since α n → , by (.), we have 
which implies that
Now, from (.) and (.), it follows that
and so
Since α n → , both {u i,n } and {x n } are bounded, by (.) and (.), we have
for each i ∈ {, . . . , N  }. Next, we show that lim n→∞ y n -u n = , where
Since α n →  and  < lim n→∞ λ n = λ < β, by (.), we have
Since P C is firmly nonexpansive and (I -λ n B) is nonexpansive, by (.), we have
From (.) and (.), we have
Therefore, we have
Since lim n→∞ α n =  and both {y n } and {u n } are bounded, by (.) and (.), we have
Further, from (.), (.), (.), and
it follows that
Since {α n } is strictly decreasing, for each i ∈ N, by (.) and (.), we have
Since lim n→∞ α n =  and {y n } is bounded, by (.), one has
for all i ∈ N. Further, since
by (.), (.), and (.), we obtain
Step . lim sup n→∞ v -z, x n -z ≤ . Let z = P v. Since {x n } is bounded, we can choose a subsequence {x n j } of {x n } such that
Since {x n j } is bounded, there exists a subsequence {x n j i } of {x n j } converging weakly to a point w ∈ C. Without loss of generality, we can assume that x n j w. Now, we show that w ∈ . First of all, we prove that w ∈ = ∞ i= Fix(S i ). In fact, since x n -S i x n →  for each i ∈ N and x n j w, by Lemma ., we obtain w ∈ ∞ i= Fix(S i ) = . Next, we show that w ∈ , i.e., w ∈ EP(F) and A i w ∈ EP( 
Since λ n → λ > , {Bu n } is bounded and u n -P C (I -λB)u n → , we have
On the other hand, since {λ n } ⊂ (, β), one has λ ∈ (, β]. Thus I -λB is nonexpansive and, further, P C (I -λB) is nonexpansive. Noting that u n j w as j → ∞, by Lemma ., we obtain w = P C (I -λB)w. By Lemma ., we get w ∈ VI = N  i= VI (C, B i ) . Therefore, w ∈ . By the property on P C , we have
(.)
Step . x n → z = P v as n → ∞. By (.), we have
By Lemma . and (.), we can conclude that lim n→∞ x n -z = . This completes the proof.
The following results follow directly from Theorem .. n= Fix(S n ) and = {z ∈ C : z ∈ EP(F) and Az ∈ EP(F  )}. Take v ∈ C arbitrarily and define an iterative scheme in the following manner: Assume that the control sequences {α n }, {λ n }, and {r n } satisfy the following conditions:
Then the sequence {x n } defined by (.) converges strongly to a point z = P v.
Remark . Theorem . and Corollary . extend the corresponding one of Kazmi and Rizvi [] from a nonexpansive mapping to a finite of family of nonexpansive mappings and from a split equilibrium problem to a finite of family of split equilibrium problems. It is a little simple to prove that w ∈ VI by the demiclosedness principle in Theorem ..
We give an example to illustrate Theorem . as follows. 
It is easy to check that the bifunctions F, F  , and F  satisfy the conditions (A)-(A) and F  .
Moreover, = {}, where = {z ∈ C : z ∈ EP(F), A  z ∈ EP(F  ) and A  z ∈ EP(F  )}. Therefore, = ∩ VI ∩ = {}. For each x ∈ C and each n ∈ N, we compute T
for y = (, ),
Thus z = (, ) = T 
for all y ∈ C. Thus u ,n =  by Lemma .() for each n ∈ N. Similarly, we can conclude that u ,n =  for each n ∈ N. Next, we compute the sequence {y n }. By the definition of {y n }, we see that
Finally, we compute the sequence {x n } by the following iteration:
as n → ∞ as shown by Theorem ..
Applications
In this section, let H  , H  be two real Hilbert spaces and C, Q be two nonempty closed convex subsets of H  and H  , respectively. Let f : C → R, g : Q → R be two operators and A : H  → H  be a bounded linear operator.
We consider the following optimization problem: find x * ∈ C such that f x * ≤ f (x), ∀x ∈ C, and y * = Ax * such that g y * ≤ g(y), ∀y ∈ Q. (.)
We denote the set of solutions of (.) by and assume that = ∅. Let F(x, y) = f (y) -f (x) for all x, y ∈ C and F  (x, y) = g(y) -g(x) for all x, y ∈ Q. Then F(x, y) and G(x, y) satisfy the conditions (A)-(A) in Section  provided that f is convex and lower semicontinuous on C and g is convex and lower semicontinuous on Q. Let = {z ∈ C : z ∈ EP(F) and Az ∈ EP(F  )}. Obviously, = .
By Corollary . with B = I and S = I, we have the following iterative algorithm, which strongly converges to a point z = P v, which solves the optimization problem (.): other parameters such as {α n }, {λ n }, and {r n } satisfy the same conditions ()-().
Conclusion
In this paper, we construct an iterative algorithm to find a common element of the set of solutions of a finite family of split equilibrium problems and the set of common fixed points of a countable family of nonexpansive mappings in Hilbert spaces. In the proof methods, we use the inverse strong monotonicity of each A * (I -T r n )A, which is such that the proof is simple and is different from the ones given in [-]. Also, in the results of this paper, we do not assume that each F i is upper semi-continuous in the first argument for each i = , . . . , N  , which is required in the result in [-]. As an application, we solve an optimization problem by the result of this paper.
