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Abstract
Streamer discharges are thin plasma channels that precede lightning and sparks. They usually evolve in
bundles as stochastic tree like structures and are inherently difficult to model due to their multiscale nature.
In this paper, we perform a computer investigation of positive streamer discharges in air and report on three-
dimensional computer simulations under conditions that are available in laboratory spark-gap experiments.
The numerical solutions demonstrate a multiscale morphology consisting of streamer fluctuations, branch-
ing, and the formation of a discharge tree. Some branches are comparatively thick and noisy, while others
are thin and carry electric fields exceeding 250 kV/cm at their tips. Our results are consistent with past
experiments and clarify the puzzling branching dynamics and stochastic morphology of positive streamer
discharges.
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Introduction Streamer discharges are fast, filamentary plasma discharges. They evolve from
electron avalanches, are driven by local field enhancement at their tips, and can propagate with or
against the electric field. Streamers that propagate with the electric field are called positive stream-
ers and, unlike negative streamers, they require a source of electrons in front of them. Streamers
are the natural precursor of lightning and sparks, are used in a variety of industrial applications
[1–14], and also exist naturally as sprite discharges in the upper atmosphere [15]. They usually do
not appear in isolation but evolve inherently as three-dimensional structures that often branch or
form irregular tree structures [16–19]. The morphology of a streamer discharge is rich, and their
structure is often reminiscent of the fractal-like structure of lightning, but the two are not the same
nor do they share the same spatial and temporal scales.
The three-dimensional multiscale structure of streamer discharges restricts analytical treatment,
and also makes them complicated to model. Streamer discharges are important in many aspects
of plasma physics, but advanced computer modeling is required in order to probe even elementary
features. Attempts to directly simulate e.g. spark-gap experiments have so far been unsuccessful
due to the numerical effort involved. Although widely studied in two spatial dimensions, streamer
discharges are inherently three-dimensional and are far from being completely understood. There
is, for example, a current discussion regarding the production of X-rays and terrestrial gamma-ray
flashes (TGFs) in laboratory spark experiments and lightning discharges [20–25]. Recently, it has
been shown that the TGFs precede the lightning stroke, i.e. TGFs are associated with the lightning
leader or streamer corona rather than the lightning stroke [26]. Various branching mechanisms
based on hydrodynamic instabilities [27, 28], gas impurities [29–31], and stochastic fluctuations
[32–36] have also been proposed and investigated by the gas discharge community, but there is no
consensus on the cause(s) of streamer branching.
Motivated by the broad applicability of streamer discharges and their inherent multiscale dif-
ficulties, we computationally investigate three-dimensional positive streamer discharges in atmo-
spheric air. Our goal is to shed light on the fundamental multiscale structure of streamer dis-
charges, i.e. how they emerge, propagate, and branch. We also include some remarks on model
uncertainties. We present a numerical approach to handle this problem at length scales that are
suitable for laboratory spark-gap experiments, a work which is made possible through algorithmic
advances made in the past few years [32, 37]. Our results are computed for configurations that
are experimentally realizable, and demonstrate a streamer morphology that is also consistent with
past experiments. The main results of this paper are 1) the demonstration of emerging capabilities
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for streamer modeling, and 2) clarifications on the dynamics of positive streamer discharges. Our
modelling efforts and results are important in several research fields, for example high-voltage
engineering, plasma assisted combustion, and lightning research.
Physical model The fluid streamer model is described by a set of drift-diffusion equations
coupled to the Poisson equation for the electric field:
∂φe
∂t
= −∇ · (veφe −De∇φe) + Se, (1a)
∂φi
∂t
= Si, (1b)
∇ ·E = ρ
0
, (1c)
where φe is the electron density, ve is the electron drift velocity, De is the electron diffusion
coefficient, Se is the electron source term, and φi is the density of ions of type i. E is the electric
field where ρ is the space charge density. The ions are assumed to be immobile. We consider air at
standard atmospheric conditions T = 300 K, N = 2.45× 1025 m−3 and use the plasma chemistry
as defined in [38] which solves for seven species: electrons, N+2 , O
+
2 , N
+
4 , O
+
4 , O
+
2 N2, and O
−
2 . We
adopt the local field approximation and compute kinetic coefficients by using BOLSIG+[39–41].
We also incorporate the local electron energy correction due to [42] which accounts for diffusive
cooling of electrons near positive streamer tips. This correction extends the validity of the local
field approximation by compensating for a reduction in the average electron energy near strong
electron gradients.
In air, ionization capable photons are generated by electron impact excitation of molecular
nitrogen to energy levels above the ionization threshold of O2. Spontaneous emission from the ex-
cited states followed by photoionization of O2 provides a source of free electron-ion pairs around
the streamer head. Radiative transport is treated kinetically since the number of ionizing photons is
too low to justify the use of continuum radiative transport models [43–46]. We primarily consider
the photoionization model in [47] which includes eight radiative transitions from three excited
states of molecular nitrogen. The electronically excited states are the singlet states N2(c′14 Σ
+
u ), i.e.
the Carrol-Yoshino band, and the Birge-Hopfield II band N2
(
b1Π+u
)
. Evaluations of predissoci-
ation lifetimes, radiative lifetimes, and excitation probabilities [47] indicate that the vibrational
levels c1′4 Σ
+
u (ν
′ = 0, 1) and b1
∑+
u (ν
′ = 1) produce the majority of ionization-capable photons.
Numerically, the number of ionizing photons of type γ emitted by each excited state in a compu-
tational volume ∆V and time step ∆t is determined as follows:
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1. Determine the numberNr of radiative de-excitations by drawing from a Poisson distribution
with mean νφeζpr∆V∆t, where ν is the excitation, ζ is the relative excitation probability,
and pr = kr/(kq + kp + kr) where kr is the total radiation rate of the excited state, kp is
the predissociation rate, and kq is the collisional quenching rate. The excitation rates ν are
field-dependent and are computed using data from [48].
2. Determine the numberNr,γ of each photon type emitted by drawingNr trials from a multino-
mial distribution with probabilities pγ = kγ/(
∑
γ kγ) where the sum runs over the radiative
transitions associated with the excited state. Then determine the final number of ionizing
photons by drawing Nr,γ trials from a binomial distribution with success probability (i.e.
photoionization efficiency) ξγ . Only these photons are tracked kinetically.
The photoionization parameters required for this process are summarized in Table I. Unfor-
tunately, the quenching rates for the singlet states of N2 are not known with desired accuracy.
Pending an improvement in the measurement of quenching rates for c′14 Σ
+
u and b
1Πu, we have
taken an approximate value kq/N = 10−16 m3/s, or kq = 2.45× 109 s−1. We have taken a slightly
lower value than suggested by [49] in order to compensate for omission of other photoionization
mechanisms. Ionizing photons are given a random propagation direction on the unit sphere and
the absorption distance is randomly drawn from an exponential distribution with parameter κγ .
Photon generation and transport is instantaneous and the photons are deposited on the mesh with
a cloud-in-cell (CIC) scheme.
Numerical discretization The above equations are solved with an embedded boundary adap-
tive mesh refinement (EBAMR) methodology by using Chombo [50, 51]. The EBAMR technology
uses a combination of Cartesian Adaptive Mesh Refinement (AMR) and embedded boundaries
(i.e. ”cut-cells”) that enable numerical representations of electrodes and other internal bound-
aries. Special discretization techniques are used to handle the spatial and temporal discretization
of Cartesian cut-cells [37]. In this paper we use a second order spatial discretization using finite
volumes together with a first order Godunov splitting for advancing tk → tk + ∆t = tk+1 as
follows:
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TABLE I. Atmospheric air photoionization mechanism of molecular oxygen through excited states of
molecular nitrogen (N2) using the model by [47]. Each row of the table represents one ionizing radiative
transition.
Transition kp kr,γ κ−1 ξ ζ
(×108s−1) (×108s−1) (µm)
c′14 Σ+u (0)→ X1(0) 2.39 11.2 19 0.23 0.8
c′14 Σ+u (0)→ X1(1) 1.89 146 0.77
c′14 Σ+u (1)→ X1(0) 17.7 0.41 30 0.045 0.034
c′14 Σ+u (1)→ X1(1) 6.97 21 0.10
c′14 Σ+u (1)→ X1(2) 4.06 58 0.75
c′14 Σ+u (1)→ X1(3) 1.45 158 0.69
b1Πu(1)→ X1(0) 4.68 0.42 236 0.72 0.014
b1Πu(1)→ X1(1) 0.80 298 0.69
ψ = φk −∆t∇ · (vkeφk+1/2 −Dke∇φk), (2a)
Ek+1 = E(ψ), (2b)
ψ
S,∆t−−→ φk+1, (2c)
where the divergence operators are placeholders for more complicated discretization procedures
[37]. The coefficients vke andD
k
e are computing usingE
k and the symbolic notation
S,∆t−−→ indicates
a solution to the reactive problem ∂tφ = S over a time step ∆t using a second order Runge-
Kutta method with ψ as the initial solution. E(ψ) indicates the solution to the Poisson equation
with space charge ρ = ρ(ψ). A beneficial side-effect of the splitting in Eq. (2) is the semi-
implicit coupling to the plasma chemistry terms since the chemistry step Eq. (2c) does not generate
space charge and E(ψ) = E
(
φk+1
)
. The advective term is partially centered at time tk + ∆t/2,
which is done by extrapolating the face-centered states that are required for the finite-volume
discretization to half times. This reduces the advective discretization error and permits use of
higher CFL numbers without compromising the solution quality[52]. Expressions for the advective
slopes are found in [53]. We include the source and diffusion terms in the time-extrapolation. This
leads to a partial upwinding of the source term and enhances the stability of the scheme (see
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[54] for a related numerical technique). The combination of Godunov splitting with state time-
extrapolation yields a comparatively stable scheme which is suitable even for simulating near-
stagnant streamers [55], which are numerically challenging. After updating Eq. (2) we deposit
the photons on the mesh, and update boundary conditions and kinetic coefficients. Time steps are
limited by standard Courant-Friedrichs-Lewy (CFL) constraints.
Simulation conditions We consider a (2 cm)3 domain with a vertical plane-protrusion geome-
try. A 5 mm long cylindrical electrode with a spherical cap at the end sticks out of the live electrode
plane, whereas the opposite plane is grounded. The electrode diameter is 500µm, and the distance
between the live electrode and the ground plane is 15 mm. Homogeneous Neumann boundary
conditions are placed on the side edges, and all simulations start from a voltage V0 = 15 kV on
the electrode. We disregard preionization and use a small quasi-neutral initial plasma patch of
electron-ion pairs (80% N+2 and 20% O
+
2 ),
φe = φ0 exp
(
−x− x0
2R2
)
, (3)
where R is the patch radius and x0 is the electrode tip, φ0 = 1016 m−3 and R = 100µm. The
equations are solved over an EBAMR grid hierarchy with a base level of 1603 cells and 6 refine-
ment levels with factor two refinement. The effective grid size is therefore (10240)3 and the finest
possible grid resolution in the simulation domain is roughly 2µm. The mesh is refined if α∆x > 1
or |∇E|∆x/E > 5, and coarsened if α∆x < 0.2 and |∇E|∆x/E < 2, where E = |E| and α is
the Townsend ionization coefficient. We set the CFL number to 0.8.
Results Our computer results in Fig. 1 demonstrate morphological features that are observed
in experiments, for example streamer fluctuations and branching. Animations of the simulation
results are provided in the supplemental material. In Fig. 1 we observe 10 streamer branches. The
thinnest streamers are about 100µm in width whereas the thickest one is around 500µm. The
streamers with the smallest radii propagate with velocities v ∼ 0.15 mm/ns while the thickest
streamer propagate with velocityv ∼ 0.33 mm/ns. Streamer radii and velocities agree with ex-
perimental observations performed at similar (but not identical) conditions [56]. The branching
distance is significantly different for different branch thicknesses. For example, the ”main stem”
in Fig. 1 has a branching distance D relative to its diameter d of D/d ≈ 4, whereas the branch
labeled B has in Fig. 1a) has D/d ≈ 30. In experiments [56], thick streamers have D/d = 8 ± 4
while for thin (but not minimal) streamers D/d = 11± 4, but there are generally large variations
in the experimentally observed branching distance. For example, streamer don’t branch below a
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1FIG. 1. (Color online) Rotated views of the electron density after 42 ns. The numbers in figure a) indicate
the electric field at the streamer tips in units of kV/cm. Figure b) is rotated 120◦ degrees with respect to
figure a). Figure c) views the streamers from below. The solid circles in a) indicate branches that failed to
fully develop into streamers, but left behind a high-field region.
certain diameter. Thinner streamers also have higher fields at their tips. The analytical approx-
imations suggested in [57] estimates a maximum electric field for a streamer with radius Rs as
Emax ≈ U/(kRs) where U is voltage in the streamer head and k = 2-4 is a correction factor. Volt-
age depletion in the channel is about 5 kV/cm in atmospheric air, so that after 1 cm propagation
we obtain the estimate Emax ≈ 250-500kV/cm for Rs = 100µm. In the simulations we observe
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transient fields up to 300 kV/cm at the branching point and sustained fields at the streamer tips up
to 260 kV/cm.
3 ns 4 ns 5 ns 6 ns 7 ns 8 ns
9 ns 10 ns 11 ns 12 ns 13 ns 14 ns
4 mm
5.02.50.0 3.751.25
×1020 m−3
1FIG. 2. (Color online) Multiscale branching process and emergence of thin streamers in the main stem
wake. The figure shows the volume rendered electron density. Branching occurs due to a deflection of the
streamer path that leaves behind a curved region in the space charge layer, particularly visible for times
4ns-8ns, from which a thin streamer develops.
Next, we explain streamer branching which occurs as follows: Photoionization around the
streamer head yields stochastically distributed electron avalanches that propagate towards the
streamer tip. As the electric field gravitates towards higher plasma densities in front of the
streamer, noise or uneven distributions in the incoming avalanches can result in a shift of the
electric field maximum slightly away from the streamer tip. This leads to internal variations in
the electron density inside the streamer, but also to macroscopic variations such as fluctuations
in streamer radius or deflection of the original trajectory. As the new reaction zone center ad-
vances slightly further but off-axis, the space charge layer curvature and electric field magnitude
decreases at the point where the streamer changed trajectory. Additional field maxima then appear
in the streamer head, which act as nuclei for new branches. The branching process is shown in
Fig. 2.
We have not observed branching from filaments that do not fluctuate, indicating that these
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two phenomena are linked. Also note that even when additional local field maxima emerge in the
streamer head, there is no guarantee that they all lead to new streamer branches. When fluctuations
are strong but branches fail to grow, a ”kink” in the space charge layer in the streamer wake
appears instead. The kink, or failed streamer branch, consists of a small cluster of positive ions
that sticks out from the space charge layer and outside of it we find a small-volume region with
an electric field above the ionization level. Such kinks have been observed computationally. They
are indicated by black circles in Fig. 1a), and for indicated both regions the field in the streamer
wake is above the ionization level of the gas but no streamers emerge. For longer simulation
times, these regions might become visible as luminous spots or highly latent streamer branches.
Analogous structures probably exist also for negative streamers, and we speculate that such ”failed
branches” may be one of the underlying mechanisms behind streamer beads [58–62].
1 cm
a) Zheleznyak model b) kq/N = 10−17m3/s
t = 36 ns t = 42 ns
3.0
1.0
0.0
0.5
1.5
×1020 m−3
1FIG. 3. (Color online) Electron densities computed using a) the Zheleznyak model [49, 63, 64], and b) the
model by Stephens [47] with an artificially lowered collisional quenching rate.
Finally, we provide some remarks on photoionization in air. Because the results of computer
simulations depend on the photoionization model, we include results that are computed using the
classical Zheleznyak model for photoionization [49, 63, 64]. A field-dependent expression for the
effective photon production rate due to [49] is used, and the results of the computer simulations
are shown in Fig. 3a). For the Zheleznyak model we observe a fairly similar streamer evolution,
although the smallest observed streamer diameter is slightly larger at 150µm and the highest field
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at the streamer tip is approximately 250 kV/cm. Both radiative models that we discuss contain
uncertainties that are currently difficult to quantify. The model by [47] contains uncertainties due
to the accumulated effect of photoionization-capable mechanisms, e.g. excited states where data is
not available, and emission from atomic nitrogen and oxygen. The Zheleznyak model [49, 63] is
derived under equilibrium conditions that are not met in streamer discharges, and the model does
not describe experiments with sufficient accuracy [49]. Also note that the use of a single collisional
quenching pressure (40 mbar for atmospheric air) for the Zheleznyak model is questionable as
it leads to indiscriminate suppression of all photoionization mechanisms with the same factor.
Microscopic evaluations show that this is not the case. For the photoionization model discussed
in this paper we have kq  kr,γ for the b1Πu(1) → X1(1) transition whereas we have kq ∼ kr,γ
for the c′14 Σ
+
u (0)→ X1(0) transition. These inequalities rely on the use of a single quenching rate
constant for both singlet states, but the trend is nonetheless clear: Excited states with long radiative
lifetimes are quenched more efficiently. At lower quenching levels less branching is expected
since the noise in the ionization level in front of the streamer is reduced due to appearance of more
photoelectrons. We have corrobated this standard conjecture by performing additional simulations
with an artificially low quenching rate of kq/N = 10−17 m3/s, which substantially reduced the
amount of branching in the simulations, see Fig. 3b). In summary, although there are differences
between the radiative models, similar morphological features develop in both of them. Given the
sensitivity of the computer simulations to the selection of photoionization parameters, which has
also been observed by others [36], we believe that the search for a complete, microphysics-based
photoionization model for air should be accelerated.
Conclusion In summary, we have addressed new capabilities in 3D fluid modelling of posi-
tive streamer discharges. The computer results are qualitatively consistent with experiments and
demonstrate a multiscale morphology that includes streamer fluctuations and streamer branching.
Our results demonstrate that streamer branching occurs stochastically, in agreement with previ-
ous results [36]. We have clarified the dynamics of positive streamer discharges and shown that
branching leads to formation of a discharge tree with thin streamers that carry electric fields ex-
ceeding 250 kV/cm at their tips. The results are relevant in several research fields, e.g. high-voltage
engineering and lightning research.
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