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(Dated: March 24, 2021)
We present a novel method for sampling iso-likelihood contours in nested sampling using a type of
machine learning algorithm known as normalising flows and incorporate it into our sampler Nessai.
Nessai is designed for problems where computing the likelihood is computationally expensive and
therefore the cost of training a normalising flow is o↵set by the overall reduction in the number of
likelihood evaluations. We validate our sampler on 128 simulated gravitational wave signals from
compact binary coalescence and show that it produces unbiased estimates of the system parameters.
Subsequently, we compare our results to those obtained with dynesty and find good agreement
between the computed log-evidences whilst requiring 2.07 times fewer likelihood evaluations. We
also highlight how the likelihood evaluation can be parallelised in Nessai without any modifications
to the algorithm. Finally, we outline diagnostics included in Nessai and how these can be used to
tune the sampler’s settings.
I. INTRODUCTION
Gravitational-wave astronomy has contributed to our
understanding of physics and astrophysics from the
atomic scale up to the scale of the Universe [1–3]. This is
set to continue as the detectors of the LIGO-Virgo-Kagra
(LVK) Collaboration [4–6] continue to improve in sensi-
tivity [7] and new detectors come online [8] increasing the
potential of detecting previously unseen types of sources.
Prior to the recent third observing run there were 11
confirmed detections of gravitational waves (GWs) from
compact binary coalescence (CBC) [9], including the first
multi-messenger detection [10]. The first half of the last
year-long observing run has resulted in a further 39 can-
didate detections [11]. Each of the candidate events re-
quires extensive analysis to determine whether they are
astrophysical in origin and consequently allow us to un-
derstand the astrophysics that produce such phenomena.
The nature of these analyses and ever increasing number
of candidates necessitates more e cient analysis tech-
niques.
Our understanding of the sources that produce the de-
tected GWs hinges on the ability to infer the parameters
that describe them. This inference is carried out in a
Bayesian framework [12, 13] centred around Bayes’ the-
orem which allows for prior knowledge to be updated
with observations to obtain posterior distributions that
describe the probability of some parameters ✓ given the
observed data d and an assumed model H. This can be
defined mathematically as
p(✓|d, H) = p(d|✓, H)p(✓|H)
p(d|H) , (1)
where p(✓|d, H) is the posterior, (d|✓, H) is the like-
lihood, p(✓|H) is the prior and p(d|H) is the evidence.
The prior describes our knowledge about the parameters
prior to any observations, in the context of gravitational-
wave inference this is determined based on our under-
standing on the underlying astrophysics. The likelihood
is the probability of the data for a given set of parame-
ters. Finally, the evidence is the fully marginalised like-
lihood and expresses the probability observing the data
given the model, irrespective of the parameters. Whilst
computing the posterior is trivial in lower dimensions,
the gravitational-wave signals from compact binary co-
alescence are described by a minimum of 15 parameters
and the resulting parameter space can be multi-modal
and highly correlated [14]. Typically, this requires ap-
plying stochastic sampling techniques such as Markov
Chain Monte Carlo (MCMC) [15] and Nested Sampling
[16]. These techniques are computationally expensive
and their cost is directly related to the cost of evaluating
the likelihood and amount of data being analysed. There
have been various e↵orts to reduce this cost by means
such as reparameterisations [17], reduced order methods
[18, 19], parallel sampling methods [20–22] and problem-
specific sampling algorithms [14, 23–25].
Machine learning algorithms have successfully been ap-
plied to various aspects of gravitational-wave data anal-
ysis [26] including data-quality improvement, waveform
modelling, searches and, most relevant to this work,
parameter estimation [27–30]. These algorithms, once
trained, greatly reduce the cost of computing posterior
distributions. However they are still in their infancy and
there are various challenges that have yet to be solved,
for example, they are constrained by the distribution of
training data and cannot reliably be applied to data that
is outside that distribution, e.g. with di↵erent detector
noise curves or longer duration signals.
Normalising flows are a type of generative machine
learning algorithm that have recently been applied to a
wide variety of problems including generation, inference
and representation learning [31, 32]. The fundamental
idea behind normalising flows is to model a complex prob-
ability distribution as the transformation of simple distri-
bution. This transformation is constructed to be highly






















tion with a tractable Jacobian. This makes them well
suited to applications in the physical sciences where the
apparent opacity of other machine learning algorithms
can hinder their widespread adoption.
In this paper we propose a modified nested sampling
algorithm that incorporates a novel proposal method us-
ing normalising flows. During sampling the normalising
flow is trained such that the resulting distribution can
be re-sampled according to the prior to produce new live
points within a given iso-likelihood contour which are in-
dependent of the current worst point. This is akin to
other nested sampling algorithms which sample from the
constrained prior thus avoiding the need to evolve points
with a random walk. These algorithms typically require
fewer evaluations of the likelihood compared to those that
use random walks which reduces the computational cost.
However, the challenge when implementing these algo-
rithms is determining the constrained prior which often
requires defining multiple bounding distributions. Using
a normalising flow allows us to use a single bounding dis-
tribution but comes at the cost of training during sam-
pling. This additional cost is easily o↵set in problems
where there is significant computational cost associated
with computing the likelihood. As such we choose to
apply our algorithm to gravitational-wave inference.
This paper is structured as follows: in section II we
outline the background theory for gravitational-wave in-
ference, nested sampling and normalising flows. We then
introduce our method in section III and discuss related
work in section IV. In section V we present results for
gravitational-wave parameter estimation, compare to a
commonly used nested sampler, and discuss the implica-
tion of our results. Finally in section VI we summarise
our results and draw conclusions.
II. BACKGROUND
A. Gravitational-wave likelihood for compact
binary coalescence
The strain data d from gravitational-wave interferom-
eters is modelled as a signal with additive noise in the
time domain [14]. The standard definition of the likeli-
hood for compact binary coalescence then assumes that
the noise is Gaussian and stationary over short obser-
vation times and that the power spectral density Sn is
independent of the model parameters. This allows us to










where T is the duration of the data d in seconds and
h̃i(✓) and d̃i are the waveform model and data in the
frequency domain. There are various di↵erent waveform
models h(✓) which are characterised by sets of param-
eters. The exact number of parameters depends on the
physics that the model describes, if both compact objects
are assumed to be black holes, then typically 15 param-
eters are required [14]. Di↵erent parameterisations have
proven to improve sampling e ciency and convergence,
most notably reparameterising the component masses in
terms for chirp mass M = (m1m2)3/5(m1 +m2) 1/5 and
asymmetric mass ratio q = m2/m1 [14] and using the
system-frame when describing the orientation of the bi-
nary [17].
B. Nested sampling
Nested sampling is a stochastic algorithm for Bayesian
inference that was proposed by Skilling in [16] and
computes the Bayesian evidence Z = p(d|H) =R
p(d|✓, H)d✓ in eq. (1). In nested sampling the evi-
dence integral is simplified by considering the total prior
volume X contained within a given iso-likelihood contour
L





where d✓p(✓|H) = dX. The evidence integral can then





Since the integrand is positive and decreasing, the
function is well behaved and the integral can therefore
be approximated by considering an ordered sequence of
decreasing of M points in the prior volume Xi, evaluat-
ing the likelihood at each point Li = L(Xi) and finally,






(Xi 1   Xi+1Li). (5)
The complete algorithm is detailed in [16] but in short
it requires first sampling a set of points, known as live
points, from the prior distribution. The point with the
lowest likelihood L⇤ is then removed and replaced by an-
other sample drawn from within the likelihood contour
defined by the original point and according to the prior
distribution. This replacement process is then continued
until a stopping criteria is met [16]. In gravitational-wave
inference this is typically chosen to be when the fractional
change in log evidence at a given iteration   ln Zi caused
by replacing another point is less than 0.1 [14], where
  ln Zi ⌘ ln (Zi +  Zi)   ln Zi and  Zi ⇡ L⇤Xi. Once
the algorithm has terminated the final evidence is com-
puted including the final set of live points and posterior
3
samples can be produced from the set of discarded and
final live points [16]. For a recent review of nested sam-
pling see [33].
The challenge when implementing this algorithm is ef-
ficiently proposing the replacement samples within the
current iso-likelihood contour since these samples must
be independently and identically distributed (i.i.d.) ac-
cording to the prior. One commonly used method draws
new points based on the location of existing points which
are then evolved using a random walk to ensure they are
i.i.d. [14, 21]. The e ciency of this method depends on
the length of the MCMC chain required since each step
in the chain requires evaluating the likelihood, for GW
inference proposing a single new sample often requires
of order 103 likelihood evaluations. Other approaches
avoid using a random walk by sampling from the con-
strained prior at a given iteration. This requires deter-
mining the distribution of the current live points and con-
structing one or more bounding distributions, for exam-
ple, using multidimensional ellipsoids as described in [34].
In this case the challenge is e ciently constructing the
bounding distributions and sampling them without over-
constraining the prior and consequently under-sampling
a region in parameter space. What is more, these two ap-
proaches are sometimes used in conjunction [35] to tackle
particularly challenging problems, such as gravitational-
wave inference [36], where the individual methods can
be ine cient. In section III we propose a method for
directly sampling from a constrained prior using normal-
ising flows to learn the iso-likelihood contours.
C. Normalising flows
Normalising flows [37] are a type of generative machine
learning algorithm that map samples x in the physical
space1 X to samples z in a latent space Z such that the
samples z are distributed according to a prior probability
distribution pZ , known as the latent prior. If we assume
this mapping to be bijective and denoted f : Z ! X ,
then using the change of variable formula we can define
a probability distribution in the physical space pX






where @f(x)/@xT is the Jacobian of f at x. Samples
can then be drawn from pX by sampling the latent space
z ⇠ pZ and applying the inverse mapping f 1. This
requires the bijective mapping f to have a tractable Ja-
cobian, which for functions with multidimensional do-
mains and codomains is often computationally expensive.
1 We use the term physical space to distinguish it from the strain
data however in the literature X often referred to as the data
space.
These mappings are therefore carefully constructed to
meet these criteria and usually parameterised by a neu-
ral network which allows for the mapping to be learned.
Normalising flows generally fall in two categories de-
pending on how the mappings are defined: autoregressive
flows [38, 39] and flows based on coupling transforms [40–
42]. Each have distinct advantages and disadvantages,
most notably autoregressive flows are often more flexible
but have a greater computational cost and are not always
analytically invertible whereas coupling based flows tend
to be less flexible but computationally cheaper to evalu-
ate and analytically invertible. In this work we use the
latter since we aim to minimise computational cost and
later rely on the invertablility of normalising flows.
Flows based on coupling transforms map an n-
-dimensional input vector x to an n-dimensional out-
put vector y by splitting the input vector in two parts
x = [x1:m, xm+1:n] where m < n and then transforming
one part conditioned on the other unchanged part. The
choice of splitting depends on the specific coupling trans-
form though typically an alternating pattern is used. For
example the coupling transform proposed in [40]:
y1:m = x1:m, (7a)
ym+1:n = xm+1:n   exp [s(x1:m)] + t(x1:m), (7b)
where s(x1:m) and t(x1:m) are the output of a neural
network and   denotes the element-wise product. We
show a schematic of eq. (7) in fig. 1. Since y1:m = x1:m
the Jacobian matrix of these transforms is lower triangu-
lar and the Jacobian determinant is simply the product
of the diagonal entries. This transform can easily be in-
verted by inverting eq. (7) and using y1:m as the input to
s and t:
x1:m = y1:n, (8a)
xm+1:n = [ym+1:n   t(ym:1)]   exp [ s(y1:m)] . (8b)
As with eq. (7) the Jacobian determinant is trivial to
compute. Coupling transforms can also be stacked by
alternating which part of x is updated, x1:m or xm+1:n,
to produce more flexible transforms. It is also common
practice to include permutations between coupling trans-
forms, these permute the inputs to the transforms making
the mapping more expressive [40]. More recently this has
been generalised to linear transforms in which the per-
mutation is learnt during training [41]. In fig. 1 we show
a schematic of how coupling transforms can be stacked
with permutations. For a more detailed description of
normalising flows, the di↵erent types and their applica-
tion we point the reader to [31, 32].
III. METHOD
We present a novel method for sampling within a given

































FIG. 1. Diagram of a normalising flow f(x) composed of four coupling transforms which maps an n-dimensional input vector
x to an n-dimensional latent vector z. Each transform splits x in two [x1:m, xm+1:n] and updates one part conditioned on the
other. In the first and third transforms x1:m is used as the input to a neural network (NN) which then produces the scale s and
translation t vectors of length m. The element-wise product ( ) is then computed between x1:m and exp(s) followed by the
sum of the output and t. This is shown in the left transform. In the second and fourth transforms x1:m is updated conditioned
on xm+1:n as shown in the right transform.
flow learns the distribution of a set of live points and is
constructed such that the learnt distribution can be sam-
pled from analytically. We introduce additional steps to
ensure that the samples are distributed according to the
sampling prior
2 and bounded by the iso-likelihood con-
tour. This eliminates the need to evolve new samples
and allows us to e ciently draw new samples within a
complex iso-likelihood contour. A more e cient proposal
equates to few rejected points and, since the likelihood
must be computed before a point can be rejected, this
is also equivalent to a reduction in the number of like-
lihood evaluations. We first describe our method in the
isolated case of a single of set of live points at a given
iteration and then present a nested sampling algorithm
which incorporates it.
2 We use sampling prior to denote the prior used for nested sam-
pling and to distinguish it from the latent prior use in normalising
flows.
A. Sampling within a iso-likelihood contour
At any given point in the nested sampling algorithm
there is a current set of live points which by definition
is contained within the iso-likelihood contour defined by
the worst point with likelihood L⇤. We describe the im-
plementation in our algorithm in terms of four steps:
a. How to define an iso-likelihood contour using a
normalising flow. If we treat the sampling space as the
physical space X and the live points as the data x we can
then train a normalising flow to approximate the distri-
bution of the live points to within some error and use it to
draw new samples in X . This requires sampling from the
latent prior pz, which we choose to be an n-dimensional
Gaussian, and then applying the inverse mapping learned
by flow f 1. However, since our choice of latent prior pZ
has an infinite domain the resulting distribution of sam-
ples pX will not be bounded by the iso-likelihood contour
or distributed according to the sampling prior. We there-
fore examine the notion of an iso-likelihood contour in the
context of the normalising flow with an n-dimensional
Gaussian latent prior.
b. How to determine the contour given the current set
of live points. Once trained, the normalising flow can

















































FIG. 2. Example of how a normalising flow trained on a set of
live points can produce samples within current iso-likelihood
contour for simple two-dimensional parameter space. Top:
example of training samples in the physical space X and
learned mapping to the latent space Z with the iso-likelihood
contour for the current worst point shown in orange. Mid-
dle: samples drawn from a truncated Guassian within the
iso-likelihood contour in Z and mapped to X using the inverse
mapping. Bottom: pool of accepted samples after applying
rejection sampling until 1000 points are obtained shown in
both Z and X .
space x⇤ to the latent space Z as z⇤. This point has a
likelihood in the latent space L⇤Z given by pZ(z
⇤) and,
since pZ is an n-dimensional Gaussian, points of equal
likelihood lie on the (n   1)-sphere with radius r⇤ given
by z⇤. If we assume a perfect mapping, then this iso-
likelihood contour in the latent space can be mapped to
an iso-likelihood contour in the physical space. We can
therefore sample within the contour in latent space and
use the inverse mapping to produce samples within the
contour in the data space.
c. How to sample within the contour. We use two
approaches for drawing K new samples zi in the latent
space given a radius r⇤, these produce normally and uni-
formly distributed samples respectively. Both start by
drawing K samples on the (n 1)-sphere using the algo-
rithm proposed in [43, 44] where K-dimensional vectors
are drawn from an n-dimensional unit Gaussian and then
normalised using the Euclidean norm. These samples yi






where the choice of distribution for ⇢i determines how
the resulting samples zi are distributed in Z. For uni-
formly distributed samples ⇢i = u1/n where u ⇠ U(0, r⇤)
and for normally distributed samples ⇢i ⇠  (n) where
 (n) is a chi-distribution with n degrees of freedom trun-
cated at r. The inverse mapping of the normalising flow
can then be applied to zi to obtain samples in the physi-
cal space. We consider two approaches because sampling
from a truncated Gaussian in high-dimensional space can
become ine cient for large values of r⇤.
d. How to ensure new samples are drawn according
to the prior. The samples obtained in the previous step
must be re-sampled such that they are distributed ac-
cording to the sampling prior. We use rejection sampling





where xi = f 1(z), p(x) is the sampling prior and
q(x) the proposal probability which is computed using
the inverse of eq. (6)









The choice of latent prior pZ will depend on which
method was used to draw the samples in the latent space.
The weights eq. (10) are then rescaled such that their
maximum value is one. We then draw N samples u ⇠
U [0, 1] and accept samples for which ↵i/ui > 1. In fig. 2
we show an example of this process for a simple two-
dimensional case.
B. Algorithm details
We identify three key stages of the sampling approach
detailed in section IIIA that we then incorporate into the
nested sampling algorithm:
• Training: a normalising flow is trained on the cur-
rent set of K live points by minimising a Monte
Carlo approximation of the of the KL divergence
between the target distribution and pX (x) as de-
fined in eq. (6). The explicit loss function is derived
in appendix A.
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• Population: once the normalising flow is trained,
samples are drawn within the n-ball of radius r
defined by the worst point. These samples are then
mapped to the data space X , re-sampled according
to the prior and finally stored in the pool of new
samples.
• Proposal: once the pool of new samples has been
populated, new live points are drawn at random
from the pool and then removed until the pool is
empty or the normalising flow is retrained.
The standard nested sampling algorithm is modified to
include these stages, we call the algorithm Nessai.
The start of the algorithm remains unchanged: K live
points are drawn from the prior distribution and their
log-likelihoods computed. We then start the iterative
process of determining the worst live point with log-
likelihood L⇤ and drawing a replacement live point that
lies within the iso-likelihood contour. In our modified
algorithm we use standard rejection sampling from the
prior for the first M points (typically 2K) or until it be-
comes ine cient. The normalising flow is then trained on
the current K live points allowing us to map the worst
point to the latent space to obtain the worst latent point
zw and the radius of the corresponding n-ball r. This ra-
dius is then used for the population stage when drawing
samples in the latent space. Once populated, a replace-
ment point is drawn from the pool, its log-likelihood is
computed and if it is greater than L⇤, the point is ac-
cepted; if not, more points are drawn until one is ac-
cepted. The proposal stage is then repeated for subse-
quent worst live points until one of four criteria is met:
• the proposal pool is depleted: the normalising
flow is retrained using the current live points and
worst live point is used to compute a new radius
and the population stage is repeated,
• the acceptance rate falls below a user-
defined criteria: the current proposal pool is dis-
carded and the normalising flow is retrained. This
threshold is defined by the user,
• the criteria for retraining the normalising
flow is met: the normalising flow is retrained with
the current K live points, this happens by default
every K live points,
• the nested sampling convergence criterion is
met: the algorithm terminates.
Since this algorithm relies on the normalising flows’
ability to approximate the distribution of live points at
various stages throughout the sampling, we include a se-
ries of reparameterisations of X to reduce the complexity
of the data space and removing certain features. We de-
note this reparameterised space X 0 and include the Ja-
cobian for each reparameterisation in eq. (11). These
reparamerisations are:
• Rescaling: we add the option to rescale the input
data according to either the sampling priors or the
current minimum and maximum values such that
all of the parameters in X 0 are defined over the
same domain. As as default we use [ 1, 1]n.
• Boundary inversion: we observe that asymmet-
ric distributions with high density regions near the
prior bounds are often under-sampled. To miti-
gate this e↵ect we add the option to mirror the
live points around such bounds and train on the
resulting symmetric distribution. Further details
are provided in appendix B.
We also introduce additional settings which help with
convergence and sampling e ciency, some of these and
discussed in section VE and a comprehensive list can be
found in the online documentation for our sampler [45].
C. Gravitational-wave reparameterisations
The gravitational-wave parameter space is typically
15-dimensional and contains various degeneracies be-
tween parameters such as the masses, inclination and lu-
minosity distance which can make sampling ine cient.
Previous work has shown that certain reparameterisa-
tions can improve sampling e ciency [14]. We use two
of these: chirp mass M and asymmetric mass ratio q
replace the component masses and we use the system-
frame parameterisation in place of the radiation-frame
to describe the orientation of the binary [17].
More than half of the parameters to sample are angles
and we note that the periodicity of these angles is not
encoded in the mapping learned by the normalising flow
since the latent space Z is continuous and unbounded.
We therefore include a further reparameterisation specif-
ically for the angular parameters ✓i. We assume that
each angle has a corresponding radial component ⇢✓i and
together they describe a position in a two-dimensional
plane. We can therefore use standard transformations to
express this position in Cartesian coordinates (x✓i , y✓i):
x✓i = ⇢✓i cos ✓i,
y✓i = ⇢✓i sin ✓i.
(12)
If we choose the distribution of radial components such
that ⇢✓i 2 [0, 1) then x✓i , y✓i 2 ( 1, 1). Since we are
using a Gaussian latent prior pZ , we sample ⇢✓i from a
chi-distribution with two degrees of freedom such that,
if the angle is uniformly distributed on [0, 2⇡], the re-
sulting distribution of (x✓i , y✓i) is Gaussian. We use this
treatment for the phase, inclination, polarisation and all
four spin angles, for polarisation we rescale the angles to
[0, 2⇡] before applying the transformation to Cartesian
coordinates. This reparameterisation also naturally in-
cludes periodic boundary conditions for the angles with
uniform priors.
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The sky location is described by a further two angles,
right ascension ↵ and declination  . For these angles
we extend the previous treatment from two-dimensional
to three-dimensional Cartesian coordinates (x, y, z) and
draw the radial component ⇢ from a chi-distribution with
three degrees of freedom. For the standard priors, p(↵) ⇠
U [0, 2⇡] and p( ) ⇠ cos  , the resulting distribution of
(x, y, z) is again Gaussian.
The spin magnitudes  1 and  2 also require a specific
treatment. They are typically defined on [0, 0.99] with
uniform priors and, importantly, the posterior distribu-
tions are often broad and span the entire prior range.
We consider applying the boundary inversion to both
bounds but in practice find this ine↵ective. We instead
opt to map  i into a two-dimensional plane with posi-
tions described using Cartesian coordinates x i and y i .
We achieve this by first defining a rescaled magnitude
 ̂i 2 [0, 1] which is obtained using the corresponding pri-
ors. Then, we consider the angle defined by  ̂i⇡ and,
again, introduce a radial component ⇢ i ⇠  (2). The cor-
responding Cartesian coordinates (x i , y i) are defined
on [0, 1) and ( 1, 1) respectively. However we know
that the coupling transforms we have chosen to use are
better suited to unbounded domains. To avoid this, we
introduce a random variable k which is drawn from a
Rademacher distribution and include it in the Cartesian
coordinate transform
x i = ⇢ i cos  ̂i⇡,
y i = k⇢ i sin  ̂i⇡.
(13)
As a result of the including k, (x i , y i) 2 ( 1, 1)
and the hard boundary at x i = 0 has been avoided.
We choose to reparameterise the luminosity distance
dL such that the prior for the resulting parameter dU
is uniform. The exact reparameterisation therefore de-
pends on the prior used for dL. In this work we choose to
use a prior on dL that is uniform in co-moving volume so
we first convert the luminosity distance to a co-moving
distance dC and then the uniform parameter is simply
dU = d3C. Similar reparametersitions can be determined
for other commonly used distances priors such as a power
law. Additionally, we allow boundary inversion as de-
scribed in section III B but limit it to only the upper
bound since in practice the luminosity distance posterior
will not rail against the lower bound.
The remaining parameters are the chirp mass M and
mass ratio q for which we use the reparameterisations
from X to X 0 mentioned in section III B, allowing bound-
ary inversion for q.
D. Implementation
We use the implementation of normalising flows in Py-
Torch [46] available in nflows [47] which allows for
a wide variety of normalising flows to be used. How-
ever we choose to use coupling transforms [40] because of
the tractable Jacobian and ease of computing the inverse
mapping. As suggested in [41, 48], we include invertible
linear transforms that randomly permute the parameters
before each coupling transform allowing all of the param-
eters to interact with each other. We also include batch
normalisation [49] after each coupling transform as de-
scribed in [40]. We use a residual neural network [50, 51]
for computing the parameters for each transform. We
train the normalising flows with the Adam optimiser [52].
In appendix D we detail the specific parameters used for
the results presented in section V.
Our sampler, Nessai (Nested Sampling with Artificial
Intelligence), is available as an open source package [53]
and documentation is also available online [45].
IV. RELATED WORK
Di↵erent frameworks and samplers have been devel-
oped for gravitational-wave inference. LALInference
[14] implements nested sampling and MCMC with spe-
cific proposal methods for the gravitational-wave param-
eter space and has been used extensively for analyses of
the first gravitational wave detections [54] and GWTC-
1 [9]. More recently, the Python package Bilby [25]
has been developed to use o↵-the-shelf samplers, such as
dynesty [35], and been shown to achieve comparable
results to LALInference on GWTC-1 [36].
Machine learning has previously been incorporated
into stochastic sampling algorithms; in [55] the likelihood
function is approximated with a neural network, and in
[56] neural networks are used to generalise Hamiltonian
Monte Carlo. More closely related to our work, normal-
ising flows have been used to improve the e ciency of
MCMC methods by reparameterising the sampling space
[57] and a similar approach has also been extended to
MCMC sampling in nested sampling in [58].
Recent work has shown that likelihood-free inference
using conditional variational autoencoders [27, 28] and
normalising flows [29, 30] can produce posterior distribu-
tions for compact binary coalescence from binary black
holes. These approaches promise to drastically reduce
the cost of producing posterior samples when compared
to traditional stochastic sampling methods. However,
they require large amounts of training data and they
currently lack the flexibility to deal with, for example,
di↵erent PSDs, high sampling frequencies and long du-
ration signals.
V. RESULTS
We chose to evaluate the performance of our sampling
algorithm, Nessai, with simulated gravitational-wave
signals from CBC. The parameter is multi-dimensional
and various parameters are correlated which can prove
challenging when sampling. The likelihood, as defined
in section II A, is also typically computationally costly
8



































(a) With phase marginalisation


































(b) With phase and distance marginalisation
FIG. 3. Probability-probability (P-P) plot showing the confidence interval versus the fraction of the events within that confidence
interval for the posterior distributions obtained using our analysis Nessai for 128 simulated compact binary coalescence signals
produced with Bilby and bilby pipe. The 1-, 2- and 3-  confidence intervals are indicated by the shaded regions and p-values
are shown for each of the parameters and the combined p-value is also shown.
to evaluate, making it well suited to our sampler, how-
ever, this depends on the waveform approximant used
and length of the observation. We first use probability-
probability plots to check the consistency of our sampler
and then compare our results to those obtained using
dynesty. We then highlight how the likelihood compu-
tation can be parallelised in Nessai before finally dis-
cussing various diagnostics that can be used to identify
problems during sampling and tune the sampler settings.
We use bilby pipe and Bilby [25] to simulate 128
injections using IMRPhenomPv2 [60, 61] sampled at
2048 Hz with 4-second observing time in a three detec-
tor network with AdLIGO Hanford, AdLIGO Livingston
and AdVirgo at design sensitivity [7]. We set the min-
imum frequency to 20 Hz and Gaussian noise is added
to the injections using the PSDs for each detector. We
choose uniform priors on chirp mass M ⇠ U [25, 35 ]M 
and asymmetric mass ratio q ⇠ U [0.125, 1.0], a prior on
luminosity distance that is uniform in co-moving volume
on [100, 2000 ] Mpc, a uniform prior for the reference time
at the geocentre with width 0.2 and the remaining priors
are set to the defaults for precessing binary black holes
in Bilby [36], see appendix C for a complete list. The
specific priors on chirp mass and luminosity are chosen
such that ringdown frequency [59] does not exceed the
Nyquist frequency and the majority of signals have de-
tectable optimal network SNRs, the distribution of SNRs











FIG. 4. Distribution of the optimal network SNR for the 128
simulated gravitational-wave injections in simulated Gaussian
noise. The priors on chirp mass and luminosity distance ap-
pendix C were chosen such that the ringdown frequency [59]
does not exceed the Nyquist frequency and that the majority
of signals have detectable optimal network SNRs
We analyse the injections with our sampling algorithm,
Nessai, outlined in section III B and include the specific
reparameterisations for gravitational wave analyses de-
scribed in section III C. We choose to analyse each injec-
tion twice: once with just phase marginalisation and once
with both phase and distance marginalisation. Further




Probability-probability (P-P) plots are a standard
method of verifying the performance of sampling algo-
rithms [62, 63]. They test whether the correct propor-
tion of injected values are recovered at a given confi-
dence interval for a specific prior distribution. These
tests are particularly useful when using a Gaussian likeli-
hood, such as eq. (2), since the fraction of events within a
given confidence interval should be uniformly distributed
and we can therefore compute p-values for each parame-
ter and a combined p-value for all of the parameters. We
produce P-P plots for both of our analyses using Bilby
and present the results in fig. 3. For an idealised sampler
for the p% confidence interval, p% of the events should
be recovered, this would correspond to a diagonal line. In
practice we expect to see deviation from the diagonal, as
such the 1-, 2- and 3-  confidence intervals are also shown
in fig. 3. These results show that Nessai consistently re-
covers for the posteriors for the 128 injections but also
indicate that luminosity distance is consistently harder to
sample. The combined p-values of 0.3394 and 0.6818 for
our analyses without and with distance marginalisation
serve as further verification.
B. Comparison to dynesty
To further validate our results we compare them to
those obtained with dynesty [35], another nested sam-
pling algorithm commonly used in gravitational-wave in-
ference [25, 36]. We use the configuration described in
[36] but increase the number of live points to 2000 and
run on a single thread to ensure as direct of a comparison
with Nessai as possible. With these settings dynesty
passes the P-P test (see appendix E) but we note that
these settings are the minimum required to produce re-
liable results and in practice more conservative settings
are often used. Additionally, several injections required
a second analysis with a di↵erent sampling-seed in order
reach convergence. The results obtained with dynesty
allow us to verify the log-evidences returned by Nessai
since these cannot be computed analytically and provides
a point of reference when considering the number of like-
lihood evaluations and total computational time.
In fig. 5 we compare the log-evidences returned by
dynesty and Nessai. If Nessai was consistently over
or under-estimating the log-evidence when compared to
dynesty, this would indicate a potential problem dur-
ing sampling, such as over- or under-constraining, which
would lead to biased results. The results in fig. 5 show
no such bias. However, since sampling is a stochastic
process there is an error associated with the computed
log-evidence. The theoretical error can be approximated











FIG. 5. Di↵erence between the log evidences   ln Z obtained
using dynesty and Nessai for all 128 injections with distance














FIG. 6. Distribution of the total number of likelihood evalua-
tions required to reach convergence for and total run time for
dynesty (blue) and Nessai (orange) when applied 128 simu-
lated signals from compact binary coalescence with the priors
and sampler settings described in section V and appendix D.
The results distance marginalisation disable are shown with
solid lines and those with distance marginalisation enabled
are shown with dashed lines.
  log Z ⇡
p
H/K. To quantify this error we repeat the
analysis on a single injection with 50 di↵erent sampling
seeds and compute an approximate error   log Z ⇡ 0.092.
In practice we observe a wider spread of log-evidences of
0.11, this is consistent with previous analyses which de-
termined that there are additional sources of uncertainty
[64].
Nessai is designed with the aim of improving the ef-
ficiency of drawing replacement live points at the cost
of repeatedly training a normalising flow and populating
a pool of live points. An improvement in the e ciency
translates to a reduction in the total number of likeli-
hood evaluations since the likelihood must be computed
for each rejected point. We therefore compare the to-
tal number of likelihood evaluations required to reach
convergence for each sampler in fig. 6 with and without
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FIG. 7. Comparison of the total time (in hours) spent on
each stage of the algorithm for increasing number of threads
for a single injection with a fixed noise seed. The time spent
evaluating the likelihood decreases as the number of threads
increases, the theoretical reduction is shown in black. The
training and population stages remain approximately con-
stant, as such act a lower bound on the minimum run-time.
The sum of the time spent on likelihood evaluation, training
and population is approximately equal to the total time spent
sampling, indicating minimal overhead.
distance marginalisation. Nessai requires a median of
5.04 ⇥ 106 and 7.22 ⇥ 106 likelihood evaluations to con-
verge with and without distance marginalisation respec-
tively and dynesty requires 10.44⇥106 and 9.67⇥106. In
contrast to dynesty, sampling with Nessai is more e -
cient without distance marginalisation, we attribute this
to a combination of the reparameterisation used for lu-
minosity distance and the sampler settings we converged
on for Nessai.
This, however, does not directly translate to the run-
times for each sampler since they each have di↵erent ad-
ditional computational costs associated with sampling.
In fig. 6 we show the total run-time for each sampler
and when comparing the median run-times we observe
that Nessai is 2.32 times faster than dynesty without
distance marginalisation and 1.40 times faster with it.
Additionally, we examine the proportion of the run-time
spent on training and population and find that on av-
erage population-time accounts for approximately 40%
of the total run-time and training-time accounts for a
further 8%. We also note that the cost of training and
population does not depend on the cost of evaluating the
likelihood, as such, the fraction of the total run-time will
decrease as the cost of evaluating the likelihood cost in-
creases.
For each injection we can also compare the poste-
rior distributions produced by each sampler. These al-
low us to quickly identify discrepancies between samplers
for specific injections or regions of the parameter space.
However these di↵erences are not easily quantified and
the correlations between more than two parameters are
not clearly represented. We show an example of such a
comparison is appendix F.
C. Parallelisation of the likelihood computation
Our sampler is designed such that candidate live points
are drawn simultaneously in the population stage. This
allows for simple parallelisation of the likelihood compu-
tation since the pool of candidate live points can be dis-
tributed over a number of threads and likelihood values
computed and stored until needed for the proposal stage.
In fig. 7 we compare the run-time and time spent evaluat-
ing the likelihood for the same injection using increasing
number of threads for the likelihood computation. We
use an additional thread for the main sampling process.
The time spent evaluating the likelihood is inversely pro-
portional to the number of threads allocated although
the overall run-time is not. With a single thread it ac-
counts for 54% of the total run-time and this decreases
to 9% when using 16 threads. As mentioned previously,
there is a cost associated with populating stage and fur-
ther smaller cost associated with training, for this injec-
tion these are 36% and 9% respectively. These remain
approximately constant when increasing the number of
threads available and act as a lower limit on the theo-
retical minimum run-time, this is shown in fig. 7. The
remaining < 1% of the run-time is general overhead as-
sociated with running the sampler.
D. Diagnostics
As mentioned previously, there are various challenges
when implementing a sampling algorithm. Nessai is de-
signed to sample from within the constrained prior, in
this case care must be taken to ensure that the prior
is not over-constrained since this will lead to regions of
parameter being under-sampled which in turn will bias
the results. There are also specific problems that arise
from the nature of the parameter space, such as multi-
modality and correlations. We use a series of diagnostics
to identify possible problems during sampling. In sec-
tion V E we also discuss how some of these diagnostics
can be used to tune the sampler settings described in
section III B and appendix D.
We use the cross-checks proposed in [65] as a heuristic
for determining if the nested sampling algorithm has con-
verged without over or under-constraining the posterior
distributions. These checks rely on order statistics and
the assumption that new live points should be inserted
uniformly into the existing live points which allows for a
p-value to be computed using the Kolomorgov-Smirnov
statistic [66] with the additional consideration that un-
derlying distribution is discrete [67]. In fig. 8 we show
an example of the distribution of the indices of newly
inserted live points and in fig. 9 we show the p-values
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FIG. 8. Example of the distribution of insertion indices for
two nested sampling runs with 2000 live points. Uniformly
distributed indices indicate no under- or over-constraining
and deviations from uniformity indicate the opposite. The
result with an orange dashed line shows over-constraining and
the result with a solid blue line shows the correctly converged
run. The shaded region indicates the 2-  errors on the ex-
pected distribution.
computed every K iterations. The histogram shows the
final distribution of insertion indices for all the nested
samples, this may not highlight specific problematic re-
gions of the parameter space but if it is not uniform, it is
a clear indication that the sampler is consistently over-
or under-constraining. If the distribution of p-values in
fig. 9 is non-uniform then this is another clear indication
of problems during sampling.
The acceptance is another important statistic to mon-
itor during sampling since we aim to develop a more e -
cient sampler. There are two acceptances we can monitor
in Nessai, the proposal acceptance and the population
acceptance. The first has a direct e↵ect on the number
of likelihood evaluations whilst the second only a↵ects
the total run-time, both quantities are shown in fig. 9.
This figure also highlights how periodically retraining
the normalising flow leads to an increase in the proposal
e ciency. It also shows how the population process is
typically ine cient which explains why on average 40%
percent of the total run-time is spent on the population
stage.
We also track the minimum and maximum log-
likelihoods, number of log-likelihood evaluations, log-
evidence and fractional change in evidence. The com-
bination of these statistics allows the user to quickly un-
derstand the current state of the sampler and identify
potential issues such as plateaus in the likelihood space
and regions which are ine cient to sample. The complete
set of statistics is shown in fig. 9.
E. Tuning Nessai
Nessai includes various settings, a comprehensive list






































































FIG. 9. Example of the statistics that are tracked in our
sampler as a function of sampling iteration: (a) minimum
(blue solid) and maximum (red dashed) log-likelihood, (b)
cumulative number of likelihood evaluations, (c) log evi-
dence log Z (blue solid) and fractional change in evidence dZ
(red dashed), (d) proposal (blue solid) and population (red
dashed) acceptance and (e) p-value for cross-checks of every
K live points. The iterations at which the normalising flow
is trained are indicated with vertical lines, for this injection
these total 87.
tation [45]. In practice we find that a small subset of
the settings predominantly determine whether the algo-
rithm converges without any bias. We use the validation
method described in section V A and the diagnostics from
section V D to understand how these settings a↵ect con-
vergence.
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As expected, the number of live points K is an impor-
tant setting but it is even more crucial in Nessai since it
limits the amount of training data available. We find that
a minimum of 1000 live points is required and for more
complex problems, such as gravitational-wave inference,
at least 2000 live points should be used.
There are a large number of settings which relate to
the complexity of the normalising flow. Whilst tuning
the sampler we found that the number of coupling trans-
formations greatly a↵ected convergence. If too many
transforms were used the algorithm was prone to over-
constraining the posterior distribution. We attribute this
to the complexity of the iso-likelihood contour learnt by
the flow, if the flow has too many trainable parameters
it can over-fit the distribution and exclude regions of the
parameter space which should be sampled. At the other
extreme, if the model is too simple then resulting contour
can “smooth” fine details and more samples are drawn
outside of the initial likelihood constraint. These will not
be accepted and the sampling process is therefore less ef-
ficient. We use a similar logic for the number of neurons
and layers in the neural network that parameterises the
flow but we find that these parameters predominantly
a↵ect training time with a lesser e↵ect on overall con-
vergence. Another parameter that is important to con-
sider is the batch size, during sampling the normalising
flow can be training upwards of 100 times. Hence, a
larger batch size is recommended since it can greatly re-
duce training time, we also recommend increasing the
batch size when using reparameterisations that increase
the amount of training data, such as the boundary inver-
sion described in section III B and appendix B.
We note that the size of pool of new samples e↵ects
the e ciency of the algorithm and the total run-time.
If the pool-size is small then the normalising flow is fre-
quently retrained, in extreme case where the proposal
is ine cient due to, for example, the complexity of the
parameter space, then the normalising can be retrained
multiple times during a single iteration. Conversely, if
the pool-size is large then if the flow is force-ably re-
trained a number of points are discarded or, if the flow is
only retrained once the pool is empty, then the rejection
sampling becomes in-e cient since a large fraction of the
potential new points will lie outside the likelihood bound.
We instead opt to inversely scale the pool-size given the
mean acceptance of the sampler since the last iteration
the flow was trained. We recommend setting the base
pool-size to the number of live points, only retraining
the model when the pool is empty and setting the maxi-
mum pool-size to be ten times the base pool-size. We use
these settings for the results in section V and find that
this results in a median of 263 training instances required
to reach convergence.
As mentioned previously, approximately 40% of the
run-time is spent on populating the pool of new sam-
ples. This is directly attributable to the e ciency of the
rejection sampling required to ensure samples are dis-
tributed according to the prior. In section IIIA we pro-
pose two methods for drawing samples within the con-
tour in the latent space, these produce uniformly and
normally distributed samples respectively. In practice
we find the two methods comparable in most cases with
the exception of when the latent radius lies in the tail of
the chi-distribution that corresponds to the latent prior
pZ . In this case using the uniform distribution results in
lower population and proposal acceptances which leads
to longer run-times.
VI. CONCLUSIONS
We have proposed a novel method for sampling within
a given iso-likelihood contour according to the prior that
can be incorporated into the standard nested sampling
algorithm. Our method employs normalising flows to
learn the density of current set of live points which, once
trained, allows us to produce points within the contour
by sampling from a simple distribution and using rejec-
tion sampling. The use of normalising flows allows us
to avoid using multiple bounding distributions and since
new samples are independent of the previous samples we
eliminate the need to use a random walk. We imple-
ment this proposal method in our sampler, Nessai, and
conduct a series of tests to verify that it recovers the cor-
rect Bayesian posteriors and then compare our results to
those obtained with another sampler to determine if our
design does in fact result in a more e cient sampler.
We apply our sampler to 128 four second duration
simulated signals from the coalescence of binary black
hole systems sampled at 2048 Hz and we run two sepa-
rate analyses, one with distance marginalisation and an-
other without. The resulting P-P plots (fig. 3) show that
our sampler more reliably recovers the posterior distribu-
tions with distance marginalisation than without, how-
ever both pass the P-P test. This indicates that our
proposal method does not introduce any inherent biases.
We use dynesty for the comparison, which has been
shown to produce results consistent with those used in
previous LVK analyses [36]. We find that our sampler
returns evidences consistent with dynesty, which serves
as further verification of our results. Since we aim to pro-
duce a more e cient sampler we also compare the like-
lihood evaluations required to reach convergence. When
not using distance marginalisation we find that Nessai
requires 5.04⇥106 likelihood evaluations, 2.07 times fewer
than dynesty. When distance marginalisation is en-
abled Nessai requires 7.22 ⇥ 106, which, whilst still 1.34
fewer than dynesty, is more than with the marginali-
sation disabled. As such, we recommend using Nessai
without distance marginalisation for gravitational-wave
inference.
However, this reduction in likelihood evaluations does
not relate directly to the total computation time because
of the additional costs associated with sampling, which
for Nessai are associated with training the normalis-
ing flow and populating the pool of new samples. We
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find that the fraction of the time spent of each stage
changes when using distance marginalisation. Without
the marginalisation, on average, 8% of the total computa-
tion time is spent on training and a further 40% on popu-
lation. When using distance marginalisation this changes
to 5% spent on training and 42% on population. We at-
tribute the di↵erence in population time to the e ciency
of the rejection sampling, which is improved when includ-
ing the reparameterisation for distance discussed in sec-
tion III C. We find that without distance marginalisation
the median run-time for Nessai is 2.32 times faster than
dynesty. However when distance marginalisation is en-
abled we observe that, on average, Nessai is only 1.40
times faster than dynesty. This further reinforces our
recommendation to use Nessai with distance marginali-
sation disabled.
We also show how our sampler can make use of paral-
lelised likelihood functions by evaluating the likelihood of
new live points during the population stage. We repeat
the previous analysis for a single injection without dis-
tance marginalisation and parallelise the likelihood com-
putation with increasing number of threads up to 16. We
observe that the reduction time evaluating the likelihood
does not quite match the theoretical values, indicating
that there is a small overhead associated with it. This
also highlights how the limiting factor is the time spent
training the normalising flow and populating the pool of
new live point.
To aid in diagnosing potential biases during sampling,
we include a series of diagnostics in our sampler which
allow us to easily identify under and over-constraining.
These diagnostics also help to tune the sampling settings
and highlight how periodically re-training the normal-
ising flow during sampling prevents the proposal from
becoming ine cient during sampling.
We find that our algorithm is susceptible to under-
sampling regions of the parameter space which are close
to the prior bounds. We consequently introduce the
previously described reparameterisations to mitigate this
and a series of diagnostics to aid in diagnosing biases and
correctly tuning the settings. We aim address this in fur-
ther work with changes to the design of the normalising
flows we have used.
It is natural to compare this work to [27–30] which use
variational autoeconders and normalising flows to pro-
duce posterior distributions. Our approach di↵ers from
these in that it requires no prior computation since train-
ing occurs during sampling and we do not introduce any
assumptions about the data other than those necessary to
apply a nested sampling algorithm. Nessai is therefore
a drop-in replacement for existing sampling algorithms
that does not require changes to existing pipelines.
In future work we aim to evaluate our sampler us-
ing more expensive waveform models including those for
longer duration signals, such as those from binary neu-
tron star of neutron star-black hole system, and models
which include higher-order modes. We will also investi-
gate the suitability of other types of normalising flow
transforms, such as the spline based transforms from
[68] and flows which allow for specifying a manifold [69].
These changes could improve the e ciency of the pop-
ulation stage which is currently the slowest part of the
algorithm. Another possible approach for reducing the
cost of population is using alternative reparameterisa-
tions for parameters such as the spins magnitudes, which
we observe to be two of the most challenging parameters
to sample.
In summary, we have proposed a novel variation of
the standard nested sampling algorithm that incorpo-
rates normalising flows specifically designed for inference
with computationally expensive likelihood functions. We
have applied our sampler to the problem of gravitational
wave inference and shown that it consistently recovers the
Bayesian posteriors distributions and evidences with 2.07
times fewer total likelihood evaluations than dynesty,
another commonly used sampler, which translates to a
2.32 times reduction in computation time. Our sampler
therefore serves as a more e cient drop-in replacement
for existing samplers.
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Appendix A: Loss function
A normalising flow applies a mapping f : X ! Z conditioned on its parameters ✓ which are typically the trainable
parameters of a neural network. In this context the goal of training a normalising flow is to approximate a target
distribution p⇤X (x). The KL divergence between the target distribution and the distribution of the flow pX (x|✓) can
be written as [32]:
L(✓) =DKL[p⇤X (x)||pX (x|✓)]
=   Ep⇤X (x)[ln pX (x|✓)] + const.
=   Ep⇤X (x)









Then, assuming the set of K samples used for training is drawn from p⇤X (x), the expectation value can be approxi-
mated as:









Appendix B: Boundary inversion
In section III B we describe boundary inversion which we introduce to avoid under-sampling regions which are
close to the prior bounds. The user defines which parameters the inversion can be applied to and before training the
sampler determines if it should be applied to each parameter using the following steps:
1. Compute the density of samples over the specified range and find the maximum value.
2. Compute the fraction of the density that lies within the initial and final m% of the bounds, i.e. [0, 0.1] and
[0.9, 1.0] if the parameter is defined on [0, 1].
3. Choose to apply inversion to bound with the highest density if it is at least n% of the maximum density and
the density at the bound is non-zero.
From our testing the percentages m and n default to 10% and 50% respectively but can be changed by the user.
We consider two methods for applying the inversion:
• duplication: duplicate the set of points and apply the inversion to the duplicates,
• splitting: randomly select half of the points to apply the inversion to.
We find that duplication generally provides more consistent results but at the cost of the increasing the training
time. As such we recommend using splitting when inversion is applied to more than two parameters.
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Appendix C: Gravitational-wave priors
TABLE I. Prior distributions used for each parameter for gravitational-wave parameter estimation. Their corresponding labels
and the lower and upper bounds are included where applicable.
Parameters Label Prior Bounds
Chirp mass M Uniform [25, 35]M 
Asymmetric mass ratio q Uniform [0.125, 1.0]
Luminosity distance dL Uniform in co-moving volume [100, 2000]Mpc
Right ascension ↵ Uniform [0, 2⇡]
Declination   Cosine -
Reference time at geocentre tc Uniform [ 0.1, 0.1]
Inclination ✓JN Sine -
Polarisation  Uniform [0,⇡]
Phase  c Uniform [0, 2⇡]
Dimensionless spin magnitudes  i Uniform [0, 0.99]
Spin tilt angles ✓i Sine -
Di↵erence between the azimuthal angles of each spin vector relative
to the orbital angular momentum
 12 Uniform [0, 2⇡]
Di↵erence between the azimuthal angles of the total and orbital
angular momentum
 JL Uniform [0, 2⇡]
Appendix D: Nessai sampling settings
TABLE II. Settings used for Nessai for gravitational-wave inference. These are split into three categories: general settings
which control aspects of the sampler such as the choice of latent prior or pool-size, flow hyper-parameters which determine the
configuration of the normalising flow and flow training settings which control the training process. Di↵erent batch sizes were
used for runs with and without distance marginalisation and this is shown in parentheses. For a complete description of each
see the documentation [45].
Nessai settings
General settings Flow hyper-parameters Flow training settings
Training frequency None Coupling transformations 6 Optimiser Adam
Cooldown 200 Linear transformation LU Learning rate 0.001
Base pool-size 2000 Network type ResNet Batch size 2000 (4000)
Update pool-size True Layers per network 2 Max. epochs 500
Draw-size 2000 Neurons per layer 32 Patience 50
Train on empty True Activation ReLU
Weights reset False Batch-Normalisation Intra-transforms




Appendix E: P-P tests for dynesty



































(a) With phase marginalisation


































(b) With phase and distance marginalisation
FIG. 10. Probability-probability (P-P) plot showing the confidence interval versus the fraction of the events within that
confidence interval for the posterior distributions obtained using dynesty for 128 simulated compact binary coalescence signals
produced with Bilby and bilby pipe. The 1-, 2- and 3-  confidence intervals are indicated by the shaded regions and p-values
are shown for each of the parameters and the combined p-value is also shown. We use the settings described in [36] with the
exception of the number of live points which we increase to 2000.
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FIG. 11. Corner plot comparing the posterior distributions produced with dynesty (blue) and our sampler Nessai (orange)
for an injection with an optimal network SNR of 15.54. The phase is marginalised and remaining 14 parameters are shown,
see appendix C for details about the parameters. The injected value is indicated by the cross-hairs in each subplot and the
respective 16% and 84% percentiles are also shown in the 1-dimensional marginalised posteriors.
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