Abstract
Introduction

45
Available gene expression data are outstripping our knowledge about the organisms that we're 46 measuring. Ideally each organism's data reveals the principles underlying gene regulation and 47 consequent pathway activity changes in every condition in which gene expression is measured. 48
Extracting this information requires new algorithms, but many commonly used algorithms are 49 supervised. These algorithms require curated pathway knowledge to work effectively, and in 50 many species such resources are biased in various ways (Gillis and Pavlidis, 2013; Greene and 51 Troyanskaya, 2012; Schnoes et al., 2013) . Annotation transfer can help, but such function 52 assignments remain challenging for many biological processes (Jiang et al., 2016 ). An 53 unsupervised method that doesn't rely on annotation transfer would bypass the challenges of 54 both annotation transfer and biased knowledge. 55 56
Along with our wealth of data, abundant computational resources can now power deep 57 unsupervised applications of neural networks, which are powerful methods for unsupervised 58 feature learning (Bengio et al., 2013) . In a neural network, input variables are provided to one 59 or more layers of "neurons". Each neuron (also called node) has an activation function that 60 determines whether or not it turns on given some input. The entire network is trained, which 61 consists of adjusting the edge weights that each node provides to each other, by grading the 62 quality of the output for some task. Denoising autoencoders (DAs), a type of unsupervised 63 neural networks, are trained to remove noise that is intentionally added to the input data 64 (Vincent et al., 2008) . Masking noise, in which a fraction of the inputs are set to zero, is 65 commonly used (Vincent et al., 2010) and successful denoising autoencoders must learn 66 dependency structure between the input variables. Adding artificial noise helps a DA to learn 67 features that are robust to partial corruption of input data. This approach has properties that 68 make it particularly suitable for gene expression data (Tan et al., 2015) . First, the sigmoid 69 activation function produces features that tend to be on or off, which helps to describe 70 biological processes, e.g. transcription factor activation, with threshold effects. Second, the 71 algorithm is robust to noise. We previously observed that a one-layer DA-based method, 72 ADAGE (analysis using denoising autoencoders of gene expression), was more robust than 73 linear approaches such as ICA or PCA in the context of public data, which employ 74 heterogeneous experimental designs, lack shared controls, and provide limited metadata (Tan 75 et al., 2016b) . 76 77
Neural networks have many edge weights that must be fit during training. Given some gene 78 expression dataset, there are many different DAs that could reconstruct the data equally well. 79
In a technical sense we would say that the objective functions of neural networks are typically 80 non-convex and trained through stochastic gradient descent. When we train multiple models, 81 each represents a local minimum. Yu recently emphasized the importance of patterns that are 82 stable across statistical models in the process of discovery (Yu, 2013) . While run-to-run 83 variability obscures some biological features within individual models, stable patterns across 84 neural networks may clearly resolve biological pathways. To directly target stability, we 85 introduce an unsupervised modeling procedure inspired by consensus clustering (Monti et al., 86 2003) . Consensus clustering has become a standard part of clustering applications for biological 87 datasets. Our approach builds an ensemble neural network that captures stable features and 88 improves model robustness. 89 90
To apply the neural network approach to compendium-wide analyses, we first sought to create 91 a comprehensive model in which biological pathways were successfully learned from gene 92 expression data. We adapted ADAGE (Tan et al., 2016b) to capture pathways more specifically 93 by increasing the number of nodes (model size) that reflect potential pathways from 50 to 300, 94 a size that our analyses indicate the current public data compendium can support. We then 95 built its ensemble version (eADAGE) and compared it with ADAGE, PCA, and ICA. While it is 96 impossible to specify a priori the number of true biological pathways that exhibit gene 97 expression signatures, we observed that eADAGE models produced gene expression signatures 98 that corresponded to more biological pathways. This indicates that this method more 99 effectively identifies biological signatures from noisy public data. While ADAGE models reveal 100 biological features perturbed within an experiment, the more robust eADAGE models also 101 enable analyses that cut across an organism's gene expression compendium. 102 103
To assess the utility of the eADAGE model in making predictions of biological activity, we 104 applied it to the analysis of the Pseudomonas aerguinosa gene expression compendium which 105 included 1051 samples grown in 78 distinct medium conditions, 128 distinct strains and isolates, 106
and dozens of different environmental parameters. After grouping samples by medium type, 107
we searched for eADAGE-defined signatures that differed between medium types. This cross-108 compendium analysis identified five media that elicited a response to low-phosphate mediated 109 by the transcriptional regulator PhoB, and only one of these five media was specifically defined 110 as a condition with low phosphate. While PhoB is known to respond to low phosphate through 111 its interaction with PhoR in low concentrations (Wanner and Chang, 1987) Figure 1A ). We define a gene signature learned by an ADAGE model as a set of genes that 130 contribute the highest positive or highest negative weights to a specific node ( Figure 1B , see 131 methods for detail). Therefore, one node results in two gene signatures, one on each high 132 weight side. The positive and negative signatures derived from the same node do not 133 necessarily compose inversely regulated processes ( Figure S1 ), so we use them independently. 134 135 ADAGE models of the same size capture different pathways. This occurs because each ADAGE 136 model is initialized with random weights, and the training processes are sensitive to initial 137 conditions. eADAGE, in which we built an ensemble version of individual ADAGE models, took 138 advantage of this variation to enhance model robustness. Each eADAGE model integrated 139 nodes from 100 individual ADAGE models ( Figure 2A ). To unite nodes, we applied consensus 140 clustering on nodes' weight vectors because the weight vector captures both the genes that 141 contribute to a node and their magnitude. Our previous ADAGE analyses showed that genes 142 contributing high weights characterized each node's biological significance, so we designed a 143 weighted Pearson correlation to incorporate gene weights in building eADAGE models (see 144 methods). We compared eADAGE to two baseline methods: individual ADAGE models and 145 corADAGE, which combined nodes with an unweighted Pearson correlation. For direct 146 comparison, the model sizes of ADAGE, eADAGE, and corADAGE were all fixed to 300 nodes, 147 which we found to be appropriate for the current P. aeruginosa expression compendium 148 through both data-driven and knowledge-driven heuristics (see supplemental information). 149 150
While ADAGE models are constructed without the use of any curated information such as KEGG 151 (Kanehisa and Goto, 2000) and GO (Ashburner et al., 2000) , we evaluate models by the extent 152 to which they cover the pathways and processes defined in these resources to see how they 153 capture existing biology. For each method, we determined the number of KEGG pathways 154 significantly associated with at least one gene signature in a model, referred to as KEGG 155 coverage. eADAGE models exhibited greater KEGG coverage than those generated by other 156 methods ( Figure 2B ). Both corADAGE and eADAGE covered significantly more KEGG pathways 157 than ADAGE (t-test p-value of 1.04e-6 between corADAGE (n=10) and ADAGE (n=1000) and t-158 test p-value of 1.41e-6 between eADAGE (n=10) and ADAGE (n=1000)). Moreover, eADAGE 159 models covered, on average, 10 more pathways than corADAGE (t-test p-value of 1.99e-3, n=10 160 for both groups). Genes that participate in multiple pathways can influence pathway 161 enrichment analysis, a factor termed pathway crosstalk (Donato et al., 2013) . To control for this, 162
we performed crosstalk correction (Donato et al., 2013) . After correction, the number of 163 covered pathways dropped by approximately half ( Figure S2A ), but eADAGE still covered 164 significantly more pathways than corADAGE (t-test p-value of 0.02) and ADAGE (t-test p-value 165 of 1.29e-05). We subsequently evaluated each method's coverage of GO biological processes 166 (GO-BP) and found consistent results ( Figure S2B Figure 2C ). We next compared the 300-node eADAGE model to ADAGE models with different 180 number of nodes. Although the 300-node eADAGE models were constructed only from 300-181 node ADAGE models, we found that 69% of KEGG and 69% of GO-BP terms were more 182 significantly enriched (i.e. lower median p-values) in eADAGE models than ADAGE models of 183 any size, including those with more nodes than the eADAGE models. Three example pathways 184 that are best captured either when model size is small, large, or in the middle are all well 185 captured in the 300-node eADAGE model ( Figure 2C ). Figure 2D ), suggesting that eADAGE models 195 were more robust than individual ADAGE models. Subsequent evaluations of consistent with this finding ( Figure S2C (Alter et al., 2000; 205 Chen et al., 2008; Engreitz et al., 2010; Frigyesi et al., 2006; Gong et al., 2007; Lutter et al., 2009; 206 Ma and Kosorok, 2009; Raychaudhuri et al., 2000 Raychaudhuri et al., , 2000 Roden et al., 2006) . We performed PCA 207 and generated multiple ICA models from the same P. aeruginosa expression compendium and 208 evaluated their KEGG/GO term coverage following the same procedures used for eADAGE. 209 eADAGE substantially and significantly outperforms PCA in terms of pathway coverage ( Figure  210 2E). Between eADAGE and ICA, we observed that eADAGE represented KEGG/GO terms more 211 precisely than ICA. Specifically, among terms significantly enriched in either approach, 68% 212 KEGG and 71% GO terms exhibited more significant enrichment in eADAGE. Increasing the 213 significance threshold for pathway coverage demonstrates the advantage of eADAGE ( Figure 3D  214 and Figure S2D Gene expression experiments have been used to investigate a diverse set of questions about P. 239 aeruginosa biology, and these experiments have used many different media to emphasize 240 different phenotypes. Our manual annotation showed that 78 different base media were used 241 across the gene expression compendium (Table S1 ). While the compendium contains 125 242 different experiments, it is exceedingly rare for investigators to use multiple base lab media 243 within the same experiment. There were only two examples in the entire compendium (Table  244  S1 ). Other than LB, which is used in 43.6% (458/1051) of the samples in the compendium, most 245 media are only represented by a handful of samples. 246 247
To provide an illustrative example of cross-experiment analysis, we examined signature activity 248 across the six experiments in a base of M9 minimal medium (Miller, 1972) , which used six 249 different carbon sources. Node147pos was highly active in phosphatidylcholine compared to all 250 other media ( Figure 3A ). This node was significantly enriched for the GO terms choline catabolic 251 process (FDR q-value of 2.9E-11) and glycine betaine catabolic process (FDR q-value of 4.6E-20 To broadly examine signatures across all media, we calculated a medium activation score for 266 each signature-medium combination. This score reflected how a signature's activity in a 267 medium differed from its activity in all other samples ( Figure S3 , see methods for details). Table  268 S5 lists signatures with activation scores in a specific medium above a stringent threshold. A 269 signature could be active in multiple media ( Figure S3 ), so we averaged their activation scores 270 when this occurred. Table S6 lists signatures that are most active in a group of media (a 271 complete list of signature-media group associations is in Table S7 ). 272 273
The two signatures with the highest pan-media activation scores were Node164pos and 274 Node108neg (Table S6 ). To evaluate the basis for the high activation scores, we examined their 275 underlying activities across all media (Node164pos is shown Figure 3A) , and found that both 276 were highly active in King's A medium, Peptone medium, and NGM+<0.1mM phosphate 277 (NGMlowP), but not in NGM+25mM phosphate (NGMhighP). The activity differences between 278
NGMlowP and NGMhighP suggested that these signatures respond to phosphate levels. The 279 other two media (Peptone and King's A) in which Node164pos had high activity also had low 280 phosphate concentrations (0.4 mM) relative to other media. For example, commonly used LB 281 has a phosphate concentration of ~4.5 mM (Bertani, 2004) Figure 3B ), including phoA which encodes alkaline phosphatase, an enzyme 293 whose activity can be monitored using a colorimetric assay. As expected, PhoA was activated 294 when phosphate concentrations were low ( Figure 4A ). Furthermore, PhoA activity was 295 dependent on PhoB and the PhoB-activating histidine kinase PhoR, consistent with published 296 work (Bielecki et al., 2015 (Table S8) . PCA captured a strong PhoB signal in its 19th principal component. However, it did 316 not learn the subtler TctD signal. In summary, the other methods were able to capture some of 317 this signature but in a manner that was less complete or failed to separate TctD. 318 319
Cross-compendium analysis of Node164pos activity reveals a role for the histidine kinase KinB 320 in the regulation of PhoB 321 Interestingly, Node164pos activity exhibited a wide spread in PIA medium, with six samples 322 having high activities and the other six having low activities ( Figure 3A) . All of the strains in 323 which Node164pos was low were from a study that used a PAO1 kinB::Gm R mutant background 324 (Damron et al., 2012) . The PIA-grown samples with high Node164pos activity used a PAO1 325 strain with kinB intact (Damron et al., 2013) leading us to propose that KinB may be a regulator 326 of PhoB on PIA. We confirmed that PhoA activity dependents on PhoB, PhoR, KinB on PIA 327 medium ( Figure 4B ) as illustrated by the fact that a screen of 63 histidine kinase in-frame 328 deletion mutants (Table S9) found only ∆phoR and ∆kinB had no PhoA activity on PIA, like the 329 phoB mutant. These kinases appear to regulate PhoB non-redundantly and to different extents 330 in PIA, as the ∆phoR mutant regained PhoA activity at later time points but the ∆kinB mutant 331 did not ( Figure 4C ). 332 333
Although the phosphate concentration of PIA (0.8mM) is lower than that of rich media such as 334 LB (~4.5mM), it is higher than that of Peptone and King's A (0.4mM). Therefore, we tested 335 whether a moderately low level of phosphate provokes KinB regulation of PhoA. Like in PIA, we 336 found that PhoA activity was evident at concentrations up to 0.5 mM phosphate in MOPS 337 medium in the wild type, but only at lower concentrations in the ∆kinB strain suggesting that 338
KinB plays a role at intermediate concentrations ( Figure 4D ). influence phenazine levels (Jensen et al., 2006) . Future studies will reveal whether or not the 369 low phosphate levels in these media contribute to this characteristic phenotype. We expect 370 that other signatures extracted from the compendium by eADAGE will serve as the basis for 371 additional work in which the patterns are not only examined but also validated. 372 373
We also uncovered a subtle aspect of the phosphate starvation response that depends on KinB, 374 a histidine kinase not previously associated with PhoB. Bacterial two-component systems are 375 often insulated from each other (Podgornaia and Laub, 2013) . Though sensor kinase/response 376 regulator cross-talk has been hypothesized as a mechanism of explaining the complexity of 377 signaling networks (Fisher et al., 1995; Ninfa et al., 1988) , it is challenging to find conditions 378 where two kinases are needed for full response regulator activation (Verhamme et al., 2002 Zaborin, A., Romanowski, K., Gerdes, S., Holbrook, C., Lepine, F., Long, J., Poroyko, V., Diggle, 575 S.P., Wilke, A., Righetti, K., et al.
(2009). Red death in Caenorhabditis elegans caused by 576
Pseudomonas aeruginosa PAO1. Proc. Natl. Acad. Sci. U. S. A. 106, 6327-32. 577 578 Blue edges indicate high negative weight. Dotted edges show low positive or negative weights. 583 B The distribution of a node's weight matrix (Node1 as an example) is roughly normally 584 distributed and centered at zero. Genes with weights higher than the positive high-weight (HW) 585 cutoff (GeneE and GeneA) form the gene signature Node1pos. Similarly, genes with weights 586 lower than the negative HW cutoff (GeneC) form the gene signature Node1neg. 587 588 Figure 2 : The construction and performance of eADAGE. 589 A eADAGE construction workflow. 100 individual ADAGE models were built using the same 590 input dataset (step 1). Nodes from all models were extracted (step 2) and clustered based on 591 the similarities in their associated weight vectors (step 3). Nodes derived from different models 592 were rearranged by their clustering assignments (step 4). Weight vectors from nodes in the 593 same cluster were averaged and thus becoming the final weight vector of a newly constructed 594 node in an eADAGE model (step5 Processed expression values of the ∆tctD RNAseq dataset were downloaded from ArrayExpress 641 (E-GEOD-64056) and normalized to the range of the compendium using TDM (Thompson et al., 642 2016) . We provide the P. aeruginosa expression compendium (Dataset S1) along with all the 643 code used in this paper (Tan et al., 2016a) . The eADAGE repository is also tracked under version 644 control at https://bitbucket.org/greenelab/eadage. 645 646
Figure Legends
Construction of ADAGE models 647
We constructed ADAGE models as described in (Tan et al., 2016b) . To summarize the process 648 and outputs, we constructed a denoising autoencoder for the gene expression compendium. 649
Denoising autoencoders model the data in a lower dimension than the input space, and the 650 models are trained with random gene expression measurements set to zero. approximately normal and centered at zero in ADAGE models (Tan et al., 2016b (Tan et al., , 2015 . We 660 defined positive HW genes as those that were more than 2.5 standard deviations from the 661 mean on the positive side, and negative HW genes as those that were more than 2.5 standard 662 deviations from the mean on the negative side. After this split, a model with n nodes provides 663 2n gene signatures. Because a node is simply named by the order that it occurs in a model, we 664 named two gene signatures derived from one node as "NodeXXpos" and "NodeXXneg". 665 666 KEGG pathway and GO-BP term enrichment analysis 667
To evaluate the biological relevance of gene signatures extracted by an ADAGE model, we 668 tested how they related to known KEGG pathways (Kanehisa and Goto, 2000) . We tested a 669 signature's association with each KEGG pathway using hypergeometric test and corrected the 670 p-value by the number of KEGG pathways we tested following the Benjamini-Hochberg 671 procedure. We used a false discovery rate of 0.05 as the significance cutoff. The same 672 procedure was repeated using GO-BP terms. We downloaded biological process GO terms from 673 pseudomonas.com and only used manually curated terms. For KEGG and GO terms, we only 674 considered terms with more than 5 genes and less than 100 genes as meaningful pathways or 675 processes. 676 677
Genes can be annotated to multiple pathways. To control for this effect in our analysis, we also 678 performed a parallel analysis after applying crosstalk correction as described in (Donato et al., 679 2013) . This approach uses expectation maximization to map each gene to the pathway in which 680 it has the greatest predicted impact. A gene-to-pathway membership matrix, defined using 681 KEGG pathway annotations, initially makes the assumption that each gene's role in all of its 682 assigned pathways remains constant independent of context. We then applied pathway 683 crosstalk correction using genes' weights for each node in the ADAGE model. We used the 684 expectation maximization algorithm to maximize the log-likelihood of observing the 685 membership matrix given each node's weight vector. This process inferred an underlying gene-686 to-pathway impact matrix and iteratively estimated the probability that a particular gene g 687 contributed the greatest fraction of its impact to some pathway P. Upon convergence, we 688 assigned each gene to the pathway in which it had the maximum impact. The resulting pathway 689 definitions do not share genes. We then used these corrected definitions for an analysis parallel 690 to the KEGG process described above. 691 692
Reconstruction error calculation 693
The training objective of ADAGE is to, given a sample with added noise, return the originally 694 measured expression values. The error between the reconstructed data and the initial data is 695 the 'reconstruction error.' To summarize the difference over all genes we used cross-entropy 696 between the original sample and the reconstruction, which has been widely used with these 697 methods and in this domain (Tan et al., 2016b; Vincent et al., 2008 were set to the values previously identified as suitable for a gene expression compendium (Tan 709 et al., 2015) . In total, 800 ADAGE models, i.e. 100 at each model size, were generated in the 710 model size evaluation experiment. 711 712
To evaluate the impact of sample size on the performance of ADAGE models, we randomly 713 generated subsets of the P. aeruginosa expression compendium with sample size of 100, 200, 714 500, and 800. We then trained 100 ADAGE models at each sample size, each with a different 715 combination of 10 different random subsets and 10 different random training initializations. To 716 evaluate each model, we randomly selected 200 samples not used during training as its testing 717 set. We performed this subsampling analysis at model size 50 and 300. In total, 800 ADAGE 718 models were built in the sample size evaluation experiment. 719 720
The impacts of model size and sample size on model selection were evaluated in the 721 supplement ( Figure S4 ). For subsequent steps, we set the model size to 300 because it was the 722 size that was best supported in the current P. aeruginosa compendium by this evaluation. . . . GSM954583_Peptone  GSM954581_Peptone  GSM954582_Peptone  GSM954576_Peptone  GSM954578_Peptone  GSM954579_Peptone  GSM954577_Peptone  GSM1177845_PIA  GSM1177847_PIA  GSM1177846_PIA  GSM1177844_PIA   GSM1177842_PIA  GSM1177843_PIA GSM738262_NGM + 25 mM phosphate GSM738263_NGM + 25 mM phosphate GSM738261_NGM + 25 mM phosphate GSM738266_NGM + 25 mM phosphate GSM738264_NGM + 25 mM phosphate GSM738265_NGM + 25 mM phosphate GSM767700_NGM + 25 mM phosphate GSM767701_NGM + 25 mM phosphate GSM767702_NGM + 25 mM phosphate GSM864521_PIA  GSM864520_PIA  GSM864519_PIA  GSM864516_PIA  GSM864517_PIA  GSM864518_PIA   PA2882  PA3219  plcN  PA2881  eddA  eddB  phnC  PA3383  lapA  glpQ  PA3378  PA3377  hxcW  PA0698  PA3381  phoA  PA2428  oprO  PA1606  olsB  olsA  PA2548  ctpL  PA3218  hxcP  PA3374  PA2048  PA0673  PA1327  pstA  pstC  phoR  PA4635  PA4289  PA1873  PA0450  plcH  hxcQ  pdtB  hxcU  vreA  PA2022  phdA  exbB2  PA0696  PA2804  PA2803  PA0842  PA2635  PA3368  PA1134  vreI  vreR  phnE  PA3379  PA3375  PA3380  PA3376  PA1254  PA1256  PA1259  PA1260  PA1255  PA1650  roeA  PA3586  PA4330  kdpC  xcpU  phzM  rhlA  PA0981  PA0979  phoU  pstB  pstS  phoB  PA0730  PA1116  PA1269  PA1856  PA1854  PA2106  PA2105 
