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Abstract
We study a scalar-on-function historical linear regression model which assumes that the
functional predictor does not influence the response when the time passes a certain cutoff
point. We approach this problem from the perspective of locally sparse modeling, where a
function is locally sparse if it is zero on a substantial portion of its defining domain. In the
historical linear model, the slope function is exactly a locally sparse function that is zero
beyond the cutoff time. A locally sparse estimate then gives rise to an estimate of the cutoff
time. We propose a nested group bridge penalty that is able to specifically shrink the tail of a
function. Combined with the B-spline basis expansion and penalized least squares, the nested
group bridge approach can identify the cutoff time and produce a smooth estimate of the slope
function simultaneously. The proposed locally sparse estimator is shown to be consistent,
while its numerical performance is illustrated by simulation studies. The proposed method
is demonstrated with an application of determining the effect of the past engine acceleration
on the current particulate matter emission.
Keywords: B-spline basis functions; Functional data analysis; Functional linear regression; Group
bridge approach; Locally sparse; Smoothing Splines.
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1 Introduction
In this article we consider a scalar-on-function historical linear regression model where the
functional predictor Xi(t), i = 1, . . . , n, is defined on a time interval [0, T ] but influences the
scalar response Yi only on [0, δ] for some unknown cutoff time δ ≤ T . Specifically, the model is
written as
Yi = µ+
∫ δ
0
Xi(t)β(t) d t+ εi, (1)
where, without loss of generality, Xi(·) is assumed to be centered, i.e., EXi(t) ≡ 0, µ is then the
mean of Yi, β(t) is the slope function (or coefficient function), and εi represents the noise that is
independent of Xi(·).
By setting a new process xi(t) = Xi(T − t) and slope function b(t) = β(T − t), the above
model can be equivalently expressed as Yi = µ +
∫ T
T−δ xi(t)b(t) d t + εi in which the response
Yi depends only on the recent past of the process xi(·) up to a time lag δ. The term “historical”
stems from its resemblance to the function-on-function historical linear model Yi(s) = µ(s) +∫ s
s−δXi(t)β(s, t) d t + εi(s) considered in Malfait and Ramsay (2003), where the response is a
function instead of a scalar. In the case of s = T , such model is reduced to model (1) or its
equivalent form.
An example of the scalar-on-function historical linear regression is to determine the effects of
the past engine acceleration on the current particulate matter emission. The response variable is
the current particulate matter emission and the explanatory function is the smoothed engine ac-
celeration curve for the past 60 seconds. Figure 1(a) displays 108 smoothed engine acceleration
curves against the backward time, in which 0 means the current time, while Figure 1(b) shows the
slope function estimated by the smoothing spline method (Cardot et al., 2003). We observe from
Figure 1(b) that the acceleration over the past 20–60 seconds does not have apparent contribution
to predicting the current particulate matter emission. Intuitively, the particulate matter emissions
shall depend on the recent acceleration, but not the ancient one. Therefore, if a linear relation
between the particulate matter emissions and the acceleration curve is assumed, one might natu-
rally use the historical linear model (1) to analyze such data, where the task includes identifying
the cutoff time beyond which the engine acceleration has no influence on the current particulate
matter emission.
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Figure 1: (a) 108 smoothed engine acceleration curves. (b) Estimated slope function using the
smoothing spline approach (Cardot et al., 2003). The arrows indicate the direction of time.
The degenerate case δ = T in model (1) corresponds to the classic functional linear regression
that has been studied in vast literature. Hastie and Mallows (1993) pioneered the smooth esti-
mation of β(t) via penalized least squares and/or smooth basis expansion. Cardot et al. (2003)
adopted B-spline basis expansion, while Li and Hsing (2007) utilized Fourier basis, both with
a roughness penalty to control the smoothness of estimated slope functions. Data-driven bases
such as eigenfunctions of the covariance function of the predictor process Xi(t) were considered
in Cardot et al. (2003), Cai and Hall (2006) and Hall and Horowitz (2007). Yuan and Cai (2010)
took a reproducing kernel Hilbert space approach to estimate the slope function. The case of
sparsely observed functional data was studied by Yao et al. (2005). These estimation procedures
for classic functional linear regression do not apply to the historical linear model where δ ≤ T is
often assumed. For models beyond linear regression and a comprehensive introduction to func-
tional data analysis, readers are referred to the monographs by Ramsay and Silverman (2005),
Ferraty and Vieu (2006), Hsing and Eubank (2015) and Kokoszka and Reimherr (2017), as well
as the review papers by Morris (2015) and Wang et al. (2016) and references therein.
Model (1) has been investigated by Hall and Hooker (2016) who proposed to estimate β(t)
and δ by penalized least squares with a penalty on δ2. The resulting estimates for β(t) are discon-
tinuous at t = δˆ where δˆ stands for the estimated δ. This feature might not be desirable when β(t)
is a priori assumed to be continuous. For example, it is more reasonable to assume the accel-
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eration function influences particulate matter in a continuous and smooth manner. Moreover, in
practice, predictor functions are often not very smooth, while our simulation study suggests that
estimates of Hall and Hooker (2016) generally do not perform well in such case. Alternatively,
we observe that model (1) is equivalent to a classic functional linear model with β(t) = 0 for all
t ∈ [δ, T ]. Such a slope function β(t) is a special case of locally sparse functions which by defi-
nition are functions being zero in a substantial portion of their defining domains. Locally sparse
slope functions have been studied in Lin et al. (2017), as well as pioneering works James et al.
(2009) and Zhou et al. (2013). For example, in Lin et al. (2017), a general functional shrinkage
regularization technique, called fSCAD, was proposed and demonstrated to be able to encourage
the local sparseness. Although these endeavors are able to produce a smooth and locally sparse
estimate, they do not specifically focus on the tail region [T − δ, T ]. Therefore, the estimated
slope functions produced by such methods might not be zero in the region that is very close to
the endpoint T , in particular when the boundary effect is not negligible.
In this article, we propose a new nested group bridge approach to estimate the slope function
β(t) and the cutoff time δ. Comparing to the existing methods, the proposed approach has two
features. First, it is based on B-spline basis expansion and penalized least squares with a rough-
ness penalty. Therefore, the resulting estimator of β(t) is continuous and smooth over the entire
domain [0, T ], contrasting the discontinuous estimator of Hall and Hooker (2016). Second, it em-
ploys a new nested group bridge shrinkage method proposed in Section 2 to specifically shrink
the estimated function on the tail region [T − δ, T ]. Group bridge was proposed in Huang et al.
(2009) for variable selection, and utilized by Wang and Kai (2015) for locally sparse estimation
in the setting of nonparametric regression. In our approach, we creatively organize the coeffi-
cients of B-spline basis functions into a sequence of nested groups and apply the group bridge
penalty to the groups. With the aid from B-spline basis expansion, such nested structure enables
us to shrink the tail of the estimated slope function. This fixes the problem of the aforementioned
generic locally sparse estimation procedures.
We structure the rest of the paper as follows. In Section 2 we present the proposed estimation
method for the slope function and the cutoff time, and also provide computational details. In
Section 3 we investigate the asymptotic properties of derived estimators. Simulation studies are
discussed in Section 4, and an application to the particulate matter emissions data is given in
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Figure 2: The thirteen B-spline basis functions defined on [0, 1] with degree three and eleven
equally spaced knots. The red vertical dashed lines represent the nine interior knots.
Section 5.
2 Methodology
2.1 Nested Group Bridge Approach
Our estimation method utilizes B-spline basis functions that are detailed in de Boor (2001).
Let B(t) = (B1(t), . . . , BM+d(t))T be a vector that contains M + d B-spline basis functions
defined on [0, T ] with degree d and M + 1 equally spaced knots 0 = t0 < t1 < · · · < tM = T .
For m ≥ 0, let B(m)(t) = (B(m)1 (t), . . . , B(m)M+d(t))T denote the vector of the m-th derivatives of
the B-spline basis functions. Each of these basis functions is a piecewise polynomial of degree
d. B-spline basis functions are well known for their compact support property, i.e., each basis
function is positive over at most d + 1 adjacent subintervals. For illustration, Figure 2 shows
thirteen B-spline basis functions defined on [0, 1] with d = 3 and M = 10. Due to this compact
support property, if we approximate β(t) by a linear combination of B-spline basis functions,
then such approximation is locally sparse if the coefficients are sparse in groups.
We shall further introduce some notations. Let Ij = (tj−1, tM), and Aj = {j, j+1, . . . ,M+d}
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for j = 1, . . . ,M . Intuitively, each group Aj represents the indices of B-spline basis functions
that are nonzero on Ij . For a vector b = (b1, . . . , bM+d)T of scalars, we denote by bAj = {bk :
k ∈ Aj} the subvector of elements whose indices are in the j-th group Aj . We shall use ‖a‖1 =
|a1|+ · · ·+ |aq| to denote the L1 norm of a generic q-dimensional vector a, and use ‖x‖ to denote
the L2 norm of a generic function x(t). As our focus is on the estimation of β(t) and δ, without
loss of generality, we assume that µ = 0 in model (1) in the sequel.
For a fixed 0 < γ < 1, the historically sparse and smooth estimators for β and δ are defined
as
βˆn(t) = bˆ
T
nB(t), δˆn = tJ0−1, (2)
where J0 = min{M + 1,min{l : bˆnk = 0, for all k ≥ l}} and bˆn = (bˆn1, . . . , bˆnM+d)T minimizes
the penalized least squares
1
n
n∑
i=1
(
Yi −
M+d∑
k=1
bk
∫ T
0
Xi(t)Bk(t) d t
)2
+ κ
∥∥bTB(m)∥∥2 + λ M∑
j=1
cj
∥∥bAj∥∥γ1 , (3)
with known weights cj and nonnegative tuning parameters κ and λ. In the above criterion, the
first term is the ordinary least squares error that encourages the fidelity of model fitting, while
the second term is a roughness penalty that aims to enforce smoothness of the estimate βˆn(t).
In practice, m = 2 is a common choice, which corresponds to measuring the roughness of a
function by its integrated curvature.
The last term in the objective function (3) is designed to shrink the estimated slope function
toward zero specifically on the tail region. It originates from the group bridge penalty that was
introduced by Huang et al. (2009) for simultaneous selection of variables at both the group and
within-group individual levels. In (3), the groups have a special structure: A1 ⊃ · · · ⊃ AM . In
other words, the groups are nested as a sequence and hence we call the last term in (3) nested
group bridge. Due to such nested nature, if k > j, then one can observe in (3) that (i) the
coefficient bk appears in all groups where the coefficient bj also appears, and (ii) bk appears in
more groups than bj . As a consequence, bk is always penalized more heavily than bj . These two
features suggest that the nested group bridge penalty spends more effort on shrinking those coef-
ficients of B-spline basis functions whose support is in a closer proximity to T . As B-spline basis
functions enjoy the aforementioned compact support property and our estimate is represented by
a linear combination of such basis functions as in (2), the progressive shrinkage of nested group
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bridge encourages the estimate of β(t) to be locally sparse specifically on the tail part of the time
domain. Such estimate is exactly what we are after in the scalar-on-function historical linear
model (1). The weights cj are introduced to offset the effect of different dimensions of Aj . As
suggested by Huang et al. (2009), a simple choice for cj is cj ∝ |Aj|1−γ , where |Aj| denotes the
cardinality of Aj .
2.2 Computational Method
The objective function (3) is not convex and thus difficult to optimize. Huang et al. (2009)
suggested the following formulation that was easier to work with. Based on Proposition 1 of
Huang et al. (2009), for 0 < γ < 1, if λ = τ 1−γγ−γ(1− γ)γ−1, then bˆn minimizes (3) if and only
if (bˆn, θˆ) minimizes
1
n
n∑
i=1
(
Yi −
M+d∑
k=1
bk
∫ T
0
Xi(t)Bk(t) d t
)2
+ κ
∥∥bTB(m)∥∥2 + M∑
j=1
θ
1−1/γ
j c
1/γ
j ‖bAj‖1 + τ
M∑
j=1
θj,
(4)
subject to θj ≥ 0 (j = 1, . . . ,M), where θ = (θ1, . . . , θM)T and θˆ = (θˆ1, . . . , θˆM)T. Below we
develop an algorithm following this idea.
Let U denote the n × (M + d) matrix with elements uij =
∫ T
0
Xi(t)Bj(t) d t, and let V
denote the (M + d)× (M + d) matrix with elements vij =
∫ T
0
B
(m)
i (t)B
(m)
j (t) d t. The first term
of (4) can be expressed as 1/n (Y −Ub)T (Y −Ub) and the second term of (4) yields κbTV b.
Since V is a positive semidefinite matrix, by Cholesky decomposition we write V = WW ,
whereW is symmetric. Define
U∗ =
 U√
nκW
 and Y˜ =
Y
0
 ,
where 0 is the zero vector of length M + d. If we write gk =
∑min{k,M}
j=1 θ
1−1/γ
j c
1/γ
j for k =
1, . . . ,M + d, then (4) can be written in the form
1
n
(
Y˜ −U∗b
)T (
Y˜ −U∗b
)
+
M+d∑
k=1
gk|bk|+ τ
M∑
j=1
θj. (5)
Let G be the (M + d) × (M + d) diagonal matrix with the ith diagonal element (ngi)−1. With
notation U˜ = U∗G and b˜ = G−1b, (5) can be expressed in a form of lasso problem (Tibshirani,
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1996),
1
n
{(
Y˜ − U˜ b˜
)T (
Y˜ − U˜ b˜
)
+
M+d∑
k=1
|b˜k|
}
+ τ
M∑
j=1
θj,
where b˜k denote the kth element of vector b˜. Now, we take the following iterative approach to
compute bˆn.
Step 1. Obtain an initial estimate b(0).
Step 2. At iteration s, s = 1, 2, . . . , compute
θ
(s)
j =cj
(
1− γ
τγ
)γ
‖b(s−1)Aj ‖γ1 , j = 1, . . . ,M,
g
(s)
k =
min{k,M}∑
j=1
(θ
(s)
j )
1−1/γc1/γj , k = 1, . . . ,M + d,
G(s) = n−1diag
(
1/g
(s)
1 , . . . , 1/g
(s)
M+d
)
, U˜ (s) = U∗G(s).
Step 3. At iteration s, compute
b(s) = G(s)arg min
b˜
(
Y˜ − U˜ (s)b˜
)T (
Y˜ − U˜ (s)b˜
)
+
M+d∑
k=1
|b˜k|. (6)
Step 4. Repeat Step 2 and Step 3 until convergence is reached.
A choice for the initial estimate is b(0) = (UTU + nκV )−1UTY , which is obtained by the
smoothing spline method (Cardot et al., 2003). Once bˆn is produced, the estimates for β and δ
are given in (2). As the nested group bridge penalty is not convex, the above algorithm converges
to a local minimizer. It is worth emphasizing that (6) is a lasso problem, which can be efficiently
solved by the least angle regression algorithm (Efron et al., 2004).
In our fitting procedure, there are a few tuning parameters including the smoothing parameter
κ, the shrinkage parameter λ, and the parameters for constructing the B-spline basis functions
such as the degree d of the B-spline basis and the number of knots M+1. Following the schemes
of Marx and Eilers (1999), Cardot et al. (2003) and Lin et al. (2017), we chooseM to be relatively
large to capture the local features of β(t). In addition, δ is estimated by the knot tJ0−1, therefore
a small M may lead to a large bias of the estimator δˆn. The effect of potential overfitting caused
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by a large number of knots can be offset by the roughness penalty. Compared to M , the degree
d is of less importance, and therefore we fix it to a reasonable value, i.e., d = 3. The smoothing
parameter κ and shrinkage parameter λ can be chosen via Bayesian information criterion, as
follows. Let bˆn = bˆn(κ, λ) be the estimate based on a chosen pair of κ and λ. Let Uκ,λ denote
the submatrix of U with columns corresponding to the nonzero bˆn(κ, λ), and Vκ,λ denote the
submatrix ofV with rows and columns corresponding to the nonzero bˆn(κ, λ). The approximated
degree of freedom for κ and λ is
df(κ, λ) = trace
(
Uκ,λ(U
T
κ,λUκ,λ + nκVκ,λ)
−1UTκ,λ
)
.
Then, Bayesian information criterion (BIC) can be approximated by
BIC(κ, λ) = nlog
(‖Y −Ubˆn(κ, λ)‖22/n)+ log(n)df(κ, λ).
The optimal κ and λ are selected to minimize BIC(κ, λ).
3 Asymptotic Properties
Let δ0 and β0(t) be the true values of the cutoff time δ and the slope function β(t), respec-
tively. We assume that realizations X1, . . . , Xn are fully observed, while notice that the analysis
can be extended to sufficiently densely observed data. Without loss of generality, we assume
T = 1. If δ0 = 0, set J1 = 0, and if δ0 = 1, let J1 = M + d. Otherwise, let J1 be an integer
such that δ0 ∈ [tJ1−1, tJ1). According to Theorem XII(6) of de Boor (2001), there exists some
βs(t) =
∑M+d
j=1 bsjBj(t) = B
Tbs with bs = (bs1, . . . , bsM+d)T , such that ‖βs − β0‖∞ ≤ C0M−p
for some positive constant C0 and p. Define b0j = bsjI(j≤J1), j = 1, . . . ,M + d. For simplicity,
we derive the theoretical results based on cj = |Aj|1−γ . Define Γ as the the covariance operator
of the random process X , and Γn as the empirical version of Γ, which is defined by
(Γnx)(v) =
1
n
n∑
i=1
∫ 1
0
Xi(v)Xi(u)x(u) du.
For tow functions g and f defined on [0, 1], we define the inner product in the Hilbert space L2 as
〈g, f〉 = ∫ 1
0
g(t)f(t) d t. LetH be the (M+d)×(M+d) matrix with elements hi,j = 〈ΓnBi, Bj〉.
In order to establish our asymptotic properties, we assume that the following conditions are sat-
isfied.
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C.1 E‖X‖22 <∞.
C.2 The kth derivative β(k)(t) exists and satisfies the Ho¨lder condition with exponent ν, that is
|β(k)(t′) − β(k)(t)| ≤ c|t′ − t|ν , for some constant c > 0, ν ∈ (0, 1]. Define p = k + ν.
Assume 3/2 < p ≤ d.
C.3 M = o(n1/2), M = ω(n
1
2p ) and κ = o(n−1/2M1/2−2m).
C.4 There are constants Cmax > Cmin > 0 such that
CminM
−1 ≤ ρmin(H) ≤ ρmax(H) ≤ CmaxM−1
with probability tending to one as n goes to infinity, where ρmin and ρmax denote the
smallest and largest eigenvalues of a matrix, respectively.
C.5 λη = O(n−1/2M−1/2), where η =
( J1∑
j=1
c2j‖b0Aj‖2γ−21 |Aj|
)1/2.
C.6
λ
M1−γnγ/2
→∞.
The condition C.1 assures the existence of the covariance function of X . The second condi-
tion concerns the smoothness of the slope function β, which has been used by Cardot et al. (2003)
and Lin et al. (2017). In condition C.3 we set the growth rate for the smoothing tuning parameter
κ. Our analysis applies to m = 0, which is equivalent to Tikhonov regularization in Hall and
Horowitz (2007) and simplifies our analysis. A similar result can be derived for m > 0. The
last two conditions pose certain constraints on the decay rate of λ and η (and hence γ). Similar
conditions appear in Wang and Kai (2015). Below we state the main results, and relegate their
proofs to the supplementary file. Our first result provides the convergence rate of the estimator
βˆn defined in (2).
Theorem 1 (Convergence Rate) Suppose that conditions C.1–C.6 hold. Then, ‖βˆn − β0‖2 =
Op(Mn
−1/2 +M−p).
The convergence rate consists of two competing components, the variance term Mn−1/2 and the
bias term M−p. With an increase of M , the approximation to β(t) by B-spline basis functions is
improved, however, at the cost of increased variance. The next result shows that the null tail of
β(t), as well as the cutoff time δ, can be consistently estimated.
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Figure 3: The slope functions in three scenarios.
Theorem 2 (Consistency) Suppose that conditions C.1–C.6 hold.
(i) For any ζ ∈ (0, 1− δ0), βˆn(t) = 0 for all t ∈ [δ0 + ζ, 1] with probability tending to 1.
(ii) δˆn converges to δ0 in probability.
4 Simulation Studies
We conduct simulation studies to evaluate the numerical performance of our nested group
bridge method, and compare the results with the smoothing spline approach, as well as the two
truncation methods proposed by Hall and Hooker (2016). The two truncation methods first ex-
pand the slope function with an orthonormal basis and then penalize δ by adding a penalty on δ2
to the least squares. Two estimation procedures were suggested by Hall and Hooker (2016). The
first one (called Method A) estimates δ and β(t) simultaneously, while the second one (called
Method B) estimates them in an iterative fashion.
In our studies, for the purpose of fair comparison, we consider the same scenarios for β(t) in
Hall and Hooker (2016), namely,
Scenario I. β(t) = I(0≤t<0.5),
Scenario II. β(t) = sin(2pit)I(0≤t<0.5),
Scenario III. β(t) = (cos(2pit) + 1) I(0≤t<0.5),
where I(·) denotes the indicator function. For all cases the slope function β(t) > 0 on (0, 0.5) and
β(t) = 0 on [0.5, 1]. As illustrated in Figure 3, the slope function is discontinuous for scenario I,
and the first and second derivatives of the slope functions are discontinuous for scenario II and III,
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respectively. The predictor functions Xi(t) are generated by Xi(t) =
∑
aijBj(t), where Bj(t)
are cubic B-spline basis functions defined on 64 (the number 64 is randomly selected between 50
and 100) equally spaced knots over [0, 1], and the coefficients aij are generated from the standard
normal distribution. The errors ε are normally distributed and sampled so that the signal-to-noise
ratio equals to 2. We consider sample sizes n = 100 and n = 500. For each of the three
scenarios and for each sample size, we replicate the simulation independently for 200 times. For
our nested group bridge approach, we choose cj = |Aj|1−γ/‖b(0)Aj ‖γ2 , where dividing |Aj|1−γ by
‖b(0)Aj ‖γ2 borrows the idea of adaptive lasso (Zou, 2006). We obtain b(0) by the smoothing spline
method (Cardot et al., 2003). We set m = 2 and γ = 0.5.
Table 1 summarizes the Monte Carlo mean and standard error of δˆ. The results suggest
that the proposed estimator is more accurate than the truncation methods in Scenario III when
the second derivative of the slope function is discontinuous. On the other hand, in Scenario I
and II when the slope function and the first derivative of the slope function are discontinuous,
respectively, the proposed method is comparable to the truncation method B and better than the
truncation method A. It is observed here and also discussed in Hall and Hooker (2016) that the
truncation methods tend to underestimate δ and exhibit a large bias when β(t) is smooth. The
figures in Table 1 seem inconsistent with those reported in Hall and Hooker (2016). A possible
reason is that the predictor functions Xi(t) in their paper are much smoother than those in our
setting. Indeed, an exponential decay in eigenvalues was assumed in the simulation setup of Hall
and Hooker (2016), corresponding to rather smooth predictor functions. However, such smooth
random functions might not be common in practice. The histograms shown in Figure 4 provide
more details of the performance of our method. They indicate that when β(t) is not smooth, the
proposed estimator is conservative, in the sense that δˆ > δ0, which might be better than being
aggressive when accurate prediction of the response is the primary goal.
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Figure 4: Histograms of the estimated δ in 200 simulation replications in
three scenarios. The results were obtained based on 200 Monte Carlo
simulations with n = 100. The red vertical lines indicate the true value
of δ.
Table 1: The mean of estimators for δ based on 200 simulation repli-
cations with the corresponding Monte Carlo standard deviation in-
cluded in parentheses.
NGR TR (Method A) TR (Method B) True Value
Scenario I
n = 100 0.66 (0.06) 0.30 (0.13) 0.27 (0.08) 0.50
n = 500 0.65 (0.05) 0.35 (0.13) 0.39 (0.12) 0.50
Scenario II
n = 100 0.60 (0.07) 0.34 (0.14) 0.31 (0.09) 0.50
n = 500 0.59 (0.03) 0.34 (0.09) 0.41 (0.07) 0.5
Scenario III
n = 100 0.50 (0.09) 0.26 (0.10) 0.25 (0.05) 0.50
n = 500 0.51 (0.04) 0.26 (0.10) 0.30 (0.05) 0.50
NGR, our proposed nested group bridge method; TR (Method A), the truncation
method that estimates δ and β(t) simultaneously; TR (Method B), the truncation
method that estimates δ and β(t) iteratively.
To examine the quality of the estimation for β(t), we report the mean integrated squared
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errors of the estimated β(t) in Table 2. It is observed that in general, the proposed estimator out-
performs the smoothing spline method and the two truncation methods. The truncation methods
do not regularize the roughness of the estimated slope function, which leads to a less favorable
performance when the predictor function is relatively rough, as in our setting and common in
practice. The smoothing spline method is comparable to the proposed method in terms of esti-
mation accuracy of β(t), but it is unable to provide an estimate for δ.
To examine the quality of the estimation for β(t), we report the mean integrated squared
errors of the estimated β(t) in Table 2. It is observed that in general, the proposed estimator out-
performs the smoothing spline method and the two truncation methods. The truncation methods
do not regularize the roughness of the estimated slope function, which leads to a less favorable
performance when the predictor function is relatively rough, as in our setting and common in
practice. The smoothing spline method is comparable to the proposed method in terms of esti-
mation accuracy of β(t), but it is unable to provide an estimate for δ.
Table 2: Mean integrated squared errors of estimators for β(t) based on 200
simulation replications with the corresponding Monte Carlo standard deviation
included in parentheses.
NGR SS TR (Method A) TR (Method B)
Scenario I
n = 100 0.0254 (0.0093) 0.0457 (0.0170) 0.3866 (0.0629) 0.3680 (0.0800)
n = 500 0.0142 (0.0038) 0.0189 (0.0050) 0.3148 (0.0750) 0.2160 (0.1087)
Scenario II
n = 100 0.0064 (0.0044) 0.0144 (0.0070) 0.1771 (0.0415) 0.1560 (0.0559)
n = 500 0.0021 (0.0011) 0.0024 (0.0015) 0.1433 (0.0490) 0.0747 (0.0456)
Scenario III
n = 100 0.0136 (0.0105) 0.0246 (0.0150) 0.4748 (0.1504) 0.3958 (0.1285)
n = 500 0.0034 (0.0025) 0.0064 (0.0044) 0.3495 (0.1510) 0.2196 (0.0872)
NGR, our proposed nested group bridge method; SS, the smoothing spline method; TR
(Method A), the truncation method that estimates δ and β(t) simultaneously; TR (Method
B), the truncation method that estimates δ and β(t) iteratively.
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5 Applications: Particulate Matter Emissions Data
In this section, we demonstrate the proposed approach to analyze the particulate matter emis-
sions data which are taken from the Coordinating Research Councils E55/E59 research project
(Clark et al., 2007). In this project, trucks were placed on the chassis dynamometer bed to mimic
inertia and particulate matter was measured by an emission analyzer on standard test cycles. The
engine acceleration of diesel trucks was also recorded. We are interested in determining the ef-
fects of the past engine acceleration on the current particulate matter emission, and in particular,
identifying the cutoff time in the past that have a predicting power on the current particulate mat-
ter emission. As noted in Hall and Hooker (2016), we obtain observation every 10 second after
the first 120 seconds to remove dependence in the data. Let Yi be the logarithm of the particulate
matter emission measured at the i-th 10 second after the first 120 seconds, and Xi(t), t ∈ [0, 60],
be the corresponding engine acceleration at the past time t. Both Yi and Xi(t) are centered such
that EYi ≡ 0 and EXi(t) ≡ 0. We estimate the functional linear model (1), where µ = 0, the
engine acceleration in the past 60 seconds Xi(t) is the predictor curve, and T = 60. In total, we
have 108 such samples. Figure 5(a) displays 10 randomly selected smoothed engine acceleration
curves recorded on every second for 60 seconds.
Figure 5(b) and (c) provides estimates for β(t) obtained by the proposed approach and the
smoothing spline method, respectively, both of which use cubic B-spline basis functions. The
proposed estimate βˆ(t) is zero over [20, 60] and the estimate for δ is 20s. It suggests that the
engine acceleration influences particulate matter emission for no longer than 20 seconds. A
similar trend can be observed for the smoothing spline method which, however, does not give
a clear cutoff time of influence of acceleration on particulate matter emission. Hall and Hooker
(2016) suggested that the point estimate for δ is 13s using Method A and 15s using Method B,
both of which are more aggressive than our estimator.
We also construct a 95% pointwise bootstrap pivotal confidence interval for β(t) which is
depicted in Figure 5(b) together with the proposed estimate. The bootstrap confidence interval
is derived by resampling the residuals, re-estimating β(t), and at each time point t calculating
the sample quantile. Let βˆ∗b (t) denote the b sample quantile of the re-estimated slope functions at
time point t. The 1−a bootstrap pivotal confidence interval for β(t) is (2βˆ(t)−βˆ∗1−a/2(t), 2βˆ(t)−
βˆ∗a/2(t)). For further details of pivotal bootstrap confidence intervals, we refer readers to Wasser-
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Figure 5: (a) 10 randomly selected smoothed acceleration curves. (b)
Estimated β(t) using the proposed approach with dashed lines
representing the 95% pointwise bootstrap confidence interval. (c)
Estimated β(t) using smoothing spline method (grey dashed line) and
the proposed approach (black solid line).
man (2010), Chapter 8. The 95% pointwise bootstrap confidence interval in Figure 5(b) implies
that there is little effect of the acceleration on the current particulate matter emission when the
time is beyond the past 30 seconds.
6 Concluding Remarks
In this paper, we consider to study the relation between a scalar response and a functional
predictor in a historical functional linear model. We propose a nested group bridge approach to
achieve the historical sparseness, which reduces the variability and enhances the interpretability.
Compared with the truncation methods by Hall and Hooker (2016), the proposed approach is
able to provide a smooth and continuous estimate for the coefficient function and performs much
better when the coefficient function tends to zero more smoothly. The proposed estimator of
the cutoff time enjoys the estimation consistency. We demonstrate in simulation studies and an
real data application that the proposed approach performs well for predictor functions that are not
very smooth. We also show that even when the signal to noise ratio is low, our proposed approach
can still accommodate the situation very well.
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Supplementary materials
A supplementary document is available online at Journal of Computational and Graphical
Statistics, which includes proofs of the theoretical results. The R codes for our real data analysis
and the simulation studies can be downloaded online.
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