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Abstract
In this thesis, I present Raman scattering studies of the strongly correlated spinels CoV2O4
and MnV2O4.
In CoV2O4, exclusive attention is given to a triply degenerate (T2g) phonon in order to
determine the material’s structural properties and explore coupling between the lattice and
other degrees of freedom. Temperature-dependent studies confirm that the cubic symmetry
of CoV2O4 is retained down to low temperatures (T = 7 K), unlike other spinel vanadates.
The absence of a structural distortion in orbitally degenerate CoV2O4 supports the previous
speculation that the t2g valence electrons in CoV2O4 are not localized. In our pressure-
dependent studies, we discover a pressure-induced symmetry-lowering structural transition
for P ∼ 40 kbar and 50 < T < 150 K. A preliminary P-T structural phase diagram is
mapped out, and the close proximity of the structural transition to a previously reported
pressure-induced semiconductor-to-metal transition indicates these two phase transitions are
correlated.
In MnV2O4, we identify the q = 0 Raman-active magnetic excitation spectrum and
investigate the interplay between spin, orbital, and lattice degrees of freedom. We find a
q = 0 magnon spectrum that differs significantly from spin-wave calculations and analy-
sis of previous inelastic neutron scattering data for MnV2O4. Our high-resolution q = 0
spin-wave excitation results put constraints on spin-wave calculations that should provide
improved estimates of magnetic exchange parameters and a more accurate test of proposed
orbital ordering schemes for MnV2O4. Below TN , we also observe an anomalous temper-
ature dependence for a two-magnon excitation in MnV2O4, which we attribute to strong
ii
magnon-phonon coupling at the Brillouin zone boundary. Our pressure-dependent studies
of the one-magnon excitations reveal increased magnon damping with increasing pressure,
which supports an increasing itinerant electronic character as the itinerant electron limit is
approached from the insulating side. We also find a positive pressure dependence of the
one-magnon energies, consistent with an increase of TN with decreasing V-V bond distance
(RV−V ), which may contradict previous assumptions concerning the effects of decreasing
RV−V on magnetic ordering in MnV2O4.
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Chapter 1
Introduction
Transition-metal oxides exhibit a broad range of fascinating phenomena. Electronically, they
range from large-gap insulators to good metals and even high-Tc superconductors. Magneti-
cally, they range from paramagnets to ferro-, ferri-, and antiferromagnets. Transition-metal
oxides have inspired a rich field of research and have led to useful applications involving mag-
netism, high-Tc superconductivity, multiferroicity, and colossal magnetoresistance (CMR).
The interesting properties exhibited by transition-metal oxides result from electron-electron
interactions and the delicate interplay between spin, charge, orbital, and lattice degrees of
freedom. Depending on the particular transition-metal oxide, the free energy landscape may
host multiple electronic and/or magnetic phases in close proximity, yielding macroscopic
properties that are highly susceptible to external parameters, such as temperature, pressure,
magnetic field, or doping.
Unfortunately, the blessing is also the curse: strong correlations make these systems com-
plex and challenging to describe. The standard prescription for theoretical treatments is to
start with simple models, in which gross approximations are made. If these simple models
fail to describe observed phenomena, then gross assumptions are relaxed gradually and com-
plexity is added. This prescription is most clearly reflected in the historical description of
the electronic properties of NiO. According to band theory, which assumes the electrons are
non-interacting, NiO is predicted to be metallic. However, the observed insulating behavior
of NiO showed that the band theory description involving non-interacting electrons does
not always apply even to relatively simple materials. Mott argued that including electron-
electron interactions was necessary to describe the insulating behavior of NiO. An additional
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difficulty inherent in describing transition-metal oxides is that these systems can host local-
ized, itinerant, or even a combination of both types of electrons: a single model, therefore,
does not always accurately describe the valence electrons in these systems. Because of the
difficulty in describing the observed phenomena of transition-metal oxides, and even more
so in predicting other phenomena, experiments providing microscopic information are par-
ticularly useful in elucidating the interactions between electrons and the lattice, as well as
the interplay between their internal degrees of freedom.
The focus of this thesis involves an investigation of the interactions between spin, or-
bital, electronic, and lattice degrees of freedom in the transition-metal oxides CoV2O4 and
MnV2O4. These two systems belong to the spinel class (AB2X4) of transition-metal oxides
(A,B = transition metal, X = O), whose structure is known to give rise to strong geo-
metric frustration — a condition in the case of magnetism where the geometry prevents all
of the magnetic interactions to be simultaneously satisfied, resulting in a macroscopically
degenerate ground state. The delicate interplay between the internal degrees of freedom
typical of transition-metal oxides, combined with the geometric frustration inherent in these
materials, results in a wide variety of interesting phenomena and rich phase diagrams. The
AV2O4 family (A = Cd, Mn, Fe, Co, Zn, Mg) is a particularly interesting spinel family due
to its proximity to a metal-insulator transition and the orbital degree of freedom associated
with the vanadium ion. CoV2O4 is the vanadate spinel that is closest to the itinerant elec-
tron limit predicted by Goodenough,[1] and indeed this material exhibits a pressure-induced
semiconductor-to-metal transition. On the other hand, the electronic character of MnV2O4 is
localized but near a regime where the localized character breaks down. Furthermore, strong
spin-orbital-lattice coupling in MnV2O4 is manifest in the series of closely spaced magnetic,
orbital, and structural transitions this material exhibits as a function of temperature. How-
ever, the microscopic origins of the interactions that lead to these phenomena and phases
in CoV2O4 and MnV2O4 remain largely unknown. In this thesis, I have performed variable-
temperature, -pressure, and -magnetic-field Raman scattering measurements of CoV2O4 and
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MnV2O4 to investigate the couplings between the spin, orbital, lattice, and electronic degrees
of freedom.
The outline of this thesis is to first introduce relevant background information in Chap-
ter 2. Theoretical aspects of Raman scattering are discussed in Chapter 3, followed by a
discussion of the experimental capabilities in Chapter 4. Chapters 5 and 6 contain results
and discussions for CoV2O4 and MnV2O4, respectively. Finally, Chapter 7 ends this work
with a summary and conclusion.
3
Chapter 2
Background Theory
2.1 Spinel Crystal Structure
The spinel (AB2X4) crystal structure, shown in Fig. 2.1, is one of the most frequently sta-
bilized structures among transition metal oxides and chalcogenides.[2] Although the term
spinel refers to MgAl2O4, it also refers to the larger class of materials with chemical for-
mula AB2X4, whose crystal structure at high temperatures is described by the cubic space
group Fd3¯m. The A-site ions, which form a diamond sublattice, are each tetrahedrally
coordinated by four oxygen ions. The B-site ions, which form a pyrochlore lattice, are each
octahedrally coordinated by six oxygen ions. The pyrochlore lattice, shown in Fig. 2.2, is a
three-dimensional network of corner-sharing tetrahedra and, when occupied with magnetic
ions, is known for strong geometric frustration, which will be discussed below.
The valencies of the A and B ions in the spinel lattice vary: the most common among
spinel oxides (X = O) is the normal ‘2-3 spinel’ [A2+B3+2 O
2−
4 ]. Other valence configurations
include inverse spinels [B3+(A2+1/2B
3+
1/2)2O
2−
4 ], ‘4-2 spinels’ [A
4+B2+2 O
2−
4 ], and even mixed-
valence spinels. The subjects of this study, CoV2O4 and MnV2O4, are normal ‘2-3 spinels’,
such that Mn2+ or Co2+ occupies the A-site positions and V3+ occupies the B-site positions
exclusively.[38,42,43,48,49,51]
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Figure 2.1: AB2O4 crystal structure, illustrating the building blocks of AO4 tetrahedra and
BO6 octahedra.
Figure 2.2: Geometrically frustrating pyrochlore lattice formed by the B-sublattice.
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2.2 Crystal Fields and Orbital Ordering
For a transition metal atom, the valence electronic distribution can be described by d -
orbitals, shown in Fig. 2.3, which are linear combinations of the l = 2 spherical harmonics.
Each d -orbital can accommodate two electrons (of opposite spin angular momentum), and
for an isolated atom, the d -orbitals are degenerate. In a crystal lattice, the electrons bound
to an atom interact not only with each other (intra-atomic) but also with electrons bound to
nearby atoms (inter-atomic). The electric field from neighboring ions (modeled as negative
point charges in crystal field theory) creates a ‘crystal field’ that lifts the five-fold degeneracy
of the d -orbitals. It should be noted that crystal field theory is applicable in materials with
localized electrons.
Figure 2.3: Illustration of the electronic d -orbitals.
As mentioned above, the A and B ions in the spinel structure are tetrahedrally and
octahedrally coordinated by oxygen ions, respectively. In these crystal fields, the d -orbitals
are split into two classes: a triply degenerate class (t or t2g) and a doubly degenerate class
(e or eg). Figure 2.4 illustrates the effects of the octahedral and tetrahedral crystal fields on
the d -orbitals. The triply degenerate class consists of the dxy, dxz, and dyz orbitals and the
doubly degenerate class consists of the dx2−y2 and dz2 orbitals. The energetic ordering of these
classes is determined by the crystal field symmetry and the energy splitting is determined
by the magnitude of the crystal field. The tetrahedral crystal field increases the energy of
the t2 orbitals with respect to the e orbitals while the octahedral crystal field increases the
6
Figure 2.4: Energy splittings of the d -orbitals as a result of (a) octahedral and (b) tetrahedral
crystal fields.
energy of the eg orbitals with respect to the t2g orbitals. The subscript g denotes gerade
(even) and is applicable when inversion symmetry exists, as is the case for the octahedral
environment.
Estimation of the spin angular momentum (|Sz|) of an ion in a crystal field can be made
by considering Hund’s first rule and the magnitude of the crystal field splitting. Hund’s first
rule states that |Sz| should be maximized by filling each orbital with one electron before
a second electron (with opposite |Sz|) is added, starting with the lowest energy orbital.
However, in some cases, the energetic cost of electrons being in the same orbital (pairing
energy) may be energetically favorable if the crystal field splitting is larger than the pairing
energy, resulting in a stable low-spin configuration. For cases where the crystal field splitting
is less than the pairing energy, the high-spin configuration is stable. For the subjects of this
thesis, CoV2O4 and MnV2O4, the high-spin configurations are stable. Figure 2.5 shows the
orbital and spin configurations for V3+ in an octahedral crystal field and Mn2+ and Co2+ in
tetrahedral crystal fields.
Further splittings of the d -orbitals can occur as a result of structural distortions driven by
Jahn-Teller effects. The Jahn-Teller theorem states that ‘all non-linear nuclear configurations
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d-orbitals
t2g
eg
V3+ Octahedral Crystal Field
d-orbitals
t2
e
Mn2+ Tetrahedral Crystal Field
d-orbitals
t2
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Co2+ Tetrahedral Crystal Field
Figure 2.5: Electron and spin configuration of a (a) V3+ ion in an octahedral crystal field
and (b) Mn2+ ion and (c) Co2+ ion in tetrahedral crystal fields.
are therefore unstable for an orbitally degenerate electronic state.’[3] This instability can
lead to a structural distortion, in which the increased elastic energy is compensated by
the electronic energy saved by removing the electronic degeneracy. For example, the spinel
Mn3O4 exhibits a symmetry-lowering distortion at high temperature as a result of orbital
degeneracy in the electronic configuration of the Mn3+ ion in the octahedral environment.
t2g
eg
Cubic(a)
dxz, dyz
dxy
dx2-y2
dz2
Tetragonal (c < a)(b)
Figure 2.6: Electron and spin configuration of the B-site V3+ ion in the (a) cubic and (b)
tetragonal phases, illustrating the splitting of the degenerate t2g as a result of the tetragonal
distortion.
In CoV2O4 and MnV2O4, the V
3+ ion is the only ion that exhibits orbital degeneracy, as
shown in Fig. 2.5. Indeed, many members of the AV2O4 family exhibit cubic-to-tetragonal
distortions at low temperatures, in which a contraction along the c-axis occurs. As a result,
the dxy orbital level is lowered relative to the dxz and dyz levels. However, these distortions
do not fully lift the orbital degeneracy, as shown in Fig. 2.6, suggesting that the Jahn-Teller
interaction is not dominant. The orbital configuration of the second t2g electron is often
ordered for members of the AV2O4 family, and determination of the orbital ordering for
these spinels has been the subject of many theoretical and experimental studies.
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2.3 Frustrated Magnetism
Frustrated magnetism is an exciting field of research, as scientists seek to discover and
understand new states and properties of matter. At the heart of magnetic frustration is the
concept of degeneracy: a macroscopic number of possible magnetic ground states with the
same energy. With so many energetically equivalent options, the system is unable to select
a unique ground state. Such large entropies close to absolute zero appear to violate the
third law of thermodynamics. Frustrated systems, in general, become highly susceptible to
external perturbations or other degrees of freedom at low temperatures, leading to exotic
states and/or novel phenomena.
?
Figure 2.7: (top) Illustration of frustrated spins located on the vertices of an equilateral
triangle with antiferromagnetic interactions. (bottom) The six degenerate states are shown
to emphasize the ground state degeneracy.
The top figure in Fig. 2.7 shows a two-dimensional example of a frustrated magnetic
system: an equilateral triangle with spins located at the vertices that are coupled antifer-
romagnetically. The topology prevents all of the interactions between spins to be simulta-
neously satisfied, which results in a six-fold degeneracy. In a lattice with this triangular
motif, a macroscopic ground state degeneracy would exist. In an effort to remove degen-
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eracy, multiple degrees of freedom can become coupled as the system adjusts to select a
unique ground state configuration. For example, it might be energetically favorable for the
triangle to distort to create bonds of different lengths and accommodate a unique magnetic
configuration.
TheB-site pyrochlore lattice in the spinel structure is known for creating strong geometric
frustration. The basic building block of this lattice, a tetrahedron, is a prototypical, three-
dimensional magnetically frustrating motif. The large spin degeneracies present in magnetic
spinels are often lifted by coupling to other degrees of freedom, such as phonons. This is most
clearly observed in the ACr2O4 family (A = Mg, Zn, and Cd), in which structural distortions
are concomitant with magnetic transitions. More complicated and exciting scenarios play
out when orbital degrees of freedom are present, as is the case for the vanadium spinels.
However, the microscopic origins of the interactions that lead to many of their exciting
phenomena and phases remain largely unknown.
2.4 Excitations: Phonons and Magnons
The excitations studied in this work are phonons and magnons. In this following sections, I
will give brief descriptions of these excitations.
2.4.1 Phonons
A crystalline solid is described by a Bravais lattice made up of a repeating unit cell. A
unit cell can consist of multiple atoms, whose locations in the vibrational ground state are
specified by equilibrium positions. In an excited vibrational state, the atoms move about
their equilibrium positions. In the harmonic approximation, the potential energy of the
system, which is a function of the atomic positions, is approximated to be a quadratic
function of atomic displacements from their equilibrium positions. Because the potential
energy is periodic, the eigenfunctions must satisfy the Bloch condition (ψk(r) = uk(r) exp(ik·
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r)). This reduces the problem to just one unit cell, so long as the phase difference (exp(ik·r))
is retained. The eigenfunctions of the vibrational problem for one unit cell are normal modes
of the system, each mode specifying a particular, correlated displacement pattern for each
of the atoms in the unit cell. These normal modes, when quantized, are called phonons,
and the total number of phonon branches for a unit cell composed of p atoms is 3p, one for
each degree of freedom for each atoms in the unit cell. A phonon’s displacement pattern
maintains a subset of the symmetry operations of the crystal’s point group and can therefore
be assigned to a corresponding irreducible representation, which will be discussed in more
detail in Chapter 3.
2.4.2 Magnons
(a)
(b)
Figure 2.8: (a) Schematic illustration of a magnon in a ferromagnet, in which the spins
precess about the magnetization axis. (b) Projection of the spin in the x-y plane. Illustration
from Ref. [4].
Just as phonons are perturbations of the ordered lattice ground state, magnons are per-
turbations of the ordered magnetic ground state. For simplicity, consider a ferromagnet in
which all of the spins are perfectly aligned along the z direction. A magnon, which is a
quantized spin wave, causes the spins to deviate slightly from the z direction. A classical
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picture of a magnon in a ferromagnet is given in Fig. 2.8. The number of magnon branches
is equal to the number of spins in the magnetic unit cell. Typically, magnons are low-energy
excitations and are usually studied with inelastic neutron spectroscopy, which can measure
their dispersion as well. Raman scattering is also capable of measuring magnons (at q = 0)
in ferromagnets, ferrimagnets, and antiferromagnets. The benefits of using Raman spec-
troscopy to probe magnons include the ability to easily manipulate the sample environment
(temperature, pressure, and/or magnetic field) as well as the high-resolution capabilities.
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Chapter 3
Raman Scattering
3.1 Introduction
In 1928, C. V. Raman discovered the effect we call Raman scattering. With his eyes as
the detector, he observed that sunlight first passed through a blue-violet filter incident on
liquids produced a nonzero intensity as observed through a yellow-green filter.[5] In his
original paper, Raman distinguished this new type of scattering from ordinary fluorescence
in liquids by noting (a) its weak effect and (b) the strong polarization of the scattered light.[5]
This scattering phenomenon has since been named the Raman effect and was subsequently
shown to be observed in gases and solids. For discovering the new type of light scattering,
C. V. Raman was awarded the 1930 Nobel Prize.
Even though Raman observed this effect with his own eyes in liquids, Raman scattering
was particularly difficult to observe in single crystals until the advent of the laser in the early
1960s. Since then, Raman scattering has proven to be a valuable technique, as it is widely
used in many fields of study, including chemistry, physics, biology, geology, etc. Indeed, due
the technique’s vast utility, W. Kiefer states in a recent review article sometimes I am asking
myself what cannot be done with Raman spectroscopy.[6]
Raman scattering involves the inelastic scattering of photons, in which the energy shift
between the incident and scattered photons corresponds to the energy of an excitation in
the sample, such as a phonon, magnon, plasmon, etc. Two components contribute to the
inelastic scattering spectrum: the Stokes components at energies smaller than the elastic
line and the anti-Stokes components at energies greater than the elastic line. Figure 3.1
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Figure 3.1: Schematic spectrum of a Raman spectrum showing the elastic component at ωI
and the Stokes and anti-Stokes components, denoted by ωS and ωAS, respectively.
shows a schematic Raman spectrum illustrating these components, where the elastic line
is at ωI . The origin of the Stokes and anti-Stokes components will be discussed in more
detail below. Typical energy shifts in Raman scattering are roughly 10 - 3000 cm−1 from the
incident laser line.[7] Simply put, the inelastic scattering results from the modulation of the
sample’s electric susceptibility by elementary excitations, and the measured Raman spectrum
can provide both static and dynamic information about the crystal’s lattice, magnetic, and
electronic structures.
The Raman scattering process can be thought of in quantum-mechanical terms as a
three-step process: (1) the virtual absorption of the incident photon of frequency ωI and
wavevector kI , (2) creation (Stokes) or destruction (anti-Stokes) of an elementary excitation
with frequency ω and wavevector k, and (3) emission of a scattered photon with frequency
ωS (or ωAS) and wavevector kS (or kAS). Figure 3.2 illustrates the Stokes and anti-Stokes
scattering processes as well as the Rayleigh scattering (elastic) process for comparison. Con-
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Figure 3.2: Schematic quantum-mechanical energy diagram illustrating the Rayleigh, Stokes,
and anti-Stokes scattering processes for an incident photon of frequency ωI . E0 and Eexcited
correspond to the energies of the electronic ground and excited states, respectively, and ~ω
corresponds to the energy of the excitation.
servation of energy requires that
ω = ωI − ωS (Stokes)
ω = ωAS − ωI (anti-Stokes)
for the Stokes and anti-Stokes scattering processes. The anti-Stokes process involves the
destruction of an elementary excitation of energy ω, which requires the initial state to be
in an excited state, as shown in Fig. 3.2. For anti-Stokes scattering from lattice vibrations
(phonons), for example, the initial state is an excited vibrational state of the lattice. Typ-
ically, this excited state is populated due to thermal energy, implying that the anti-Stokes
scattering probability is dependent on the Boltzmann factor in equilibrium: exp−~ω/kBT .
Consequently, peak intensities decrease for higher energy vibrations. For this reason, the
intensity of the anti-Stokes spectrum is usually weaker than that of the Stokes spectrum, so
the latter is normally measured.
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The Raman scattering process must conserve momentum as well. For the Stokes and
anti-Stokes scattering processes, momentum-conservation requires that
k = kI − kS (Stokes)
k = kAS − kI (anti-Stokes).
Because Raman scattering is typically performed with visible light and the wavevector mag-
nitude corresponding to visible light is roughly 107 m−1, the accessible range of excitation
wavevectors is then
0 < k < 3× 107 m−1. (3.1)
Lattice constants, a, are typically less than 10 A˚, and the corresponding size of the Brillouin
zone pi
a
≈ 1010 m−1, which is three orders of magnitude larger than the largest accessible
excitation wavevector in Eq. 3.1. We can say, to a good degree, that the wavevectors of
excitations accessible to Raman scattering are very near the Brillouin zone center (k = 0)
of the crystal.
In the following sections, I will present the theoretical framework for Raman scattering.
The theoretical treatment of Raman spectroscopy provided in this thesis is by no means
self-contained; constant references to excellent texts covering the subject will be made. My
aim is to highlight the aspects I judge to be salient for the work contained in this thesis.
I will present features of both the macroscopic and microscopic theories, followed by a
brief discussion of group theory as it pertains to the selection rules associated with Raman
scattering. Lastly, the correlation method will be introduced, and it will be applied to the
specific case of the cubic spinel structure, AB2X4, which is the crystal structure of both
cubic spinels studied in this thesis, CoV2O4 and MnV2O4.
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3.2 Scattering Cross Section
The primary bridge connecting light scattering experiments and theory is the scattering cross
section, σ. The cross section is an effective area that describes the likelihood of scattering
caused by a particular excitation in all directions. Experimental determination of the cross
section requires collecting the scattered light in all directions, which is not performed in a
typical light scattering experiment; the scattered light is usually collected in a restricted
solid angle Ω. More useful concepts are the differential cross sections, dσ
dΩ
and d
2σ
dΩdω
, as the
measured intensity is proportional to the differential cross section,
I ∝ d
2σ
dΩdω
. (3.2)
The spectral differential cross section, d
2σ
dΩdω
, is defined to be the rate of removal of energy
from the incident beam as a result of its scattering into a solid angle Ω with a scattered
frequency between ω and ω+ dω, divided by the product of the incident light intensity with
dΩdω.[7]
Expressions for the differential cross sections can be obtained via two different theoretical
approaches: the macroscopic and microscopic methods. The macroscopic method treats the
individual atomic dipoles as a single macroscopic polarization vector, which is driven into
oscillation by the incident electric field, resulting in scattered light.[7] On the other hand,
the microscopic method treats the atoms quantum mechanically, and the interaction of light
with the atoms is expressed in terms of matrix elements of the electric-dipole operator.[7]
The derivations of the differential cross sections using both methods are treated in wonderful
light scattering textbooks,[7–10] and since I am not adding anything to these derivations,
I decided to not reproduce them here. Instead, I will simply discuss some of their salient
features in the following sections.
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3.3 Macroscopic Theory
The macroscopic approach to deriving the Raman scattering differential cross section treats
the radiation as classical fields that obey Maxwell’s equations. The general differential cross
section obtained through this approach is given by
d2σ
dΩdω
=
V ωIω
3
S
(4pi0)2c4
∣∣∣∣iS (dχijdQ
)
0
jI
∣∣∣∣2 〈QQ∗〉ωS . (3.3)
The variables in Eq. 3.3 are as follows: V is the scattering volume, ωI and ωS are the incident
and scattered (Stokes in this case) frequencies, respectively, S and I are the scattered and
incident polarization directions, respectively,
(
dχij
dQ
)
0
is the susceptibility derivative with
respect to the normal mode coordinate Q, and the angular brackets denote an average over
the fluctuations. The nontrivial things to note in Eq. 3.3 are that the differential cross
section is proportional to ω4 (ωS ≈ ωI), the scattering volume, and the correlation function
of the normal mode coordinate. An extremely important feature of the cross section is the
symmetry of
(
dχij
dQ
)
0
, which allows the determination of the excitation symmetry.
It is useful to have a physical description for the light scattering process. Let the incident
light be monochromatic (ωI) with a well-defined wavevector (kI), such that its electric field
is given by
EI(r, t) = EI cos(kI · r− ωIt). (3.4)
EI is assumed to be real for simplicity of the following analysis; however, EI is, in general,
a complex vector amplitude. The incident electric field interacts with the sample, whose
susceptibility is denoted by χ, and induces a polarization. In the absence of excitations,
the induced polarization is driven at the frequency of the incident electric field and the ith
component to first order is given by
P i(r, t) =
∑
j
0χ
ij(ωI)E
j
I (r, t). (3.5)
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Any ordered state of the crystal has excitations that cause deviations away from the
ground state. These deviations can potentially modify the susceptibility and can result
in inelastic scattering. For example, a phonon involves atoms (and their electric charge
densities) moving away from their equilibrium sites at a characteristic frequency, which
perturb the potential and modify the electric susceptibility. Similarly, a magnon corresponds
to a spin precessing about an axis, which drags the atom’s electric charge density around
via L · S coupling at a characteristic frequency, modifying the electric susceptibility.
Expanding the susceptibility in Eq. 3.5 to first order in the normal mode coordinate
Q(k, ω), where
Q(k, ω) = Q cos(k · r− ωt), (3.6)
we have
χ = χ0 +
dχ
dQ(k, ω)
Q(k, ω) +O(Q2). (3.7)
Using the expanded χ in Eq. 3.7, Eq. 3.5 becomes
P i =0
∑
j
χij0 E
j
I cosωIt+ 0
∑
j
(
dχij
dQ(k, ω)
)
0
QEjI cos(k · r− ωt) cos(kI · r− ωIt) + ...
'0
∑
j
χij0 E
j
I cosωIt
+
1
2
0
∑
j
(
dχij
dQ(k, ω)
)
0
QEjI cos[(kI − k) · r− (ωI − ω)t] (3.8)
+
1
2
0
∑
j
(
dχij
dQ(k, ω)
)
0
QEjI cos[(kI + k) · r− (ωI + ω)t].
Eq. 3.8 describes an oscillating polarization, which is the source of the scattered light.
Terms of second order and higher in Q have been neglected in Eq. 3.8. It is easily seen in
Eq. 3.8 that there are three distinct frequencies at which the induced polarization oscillates.
The first term, which describes a polarization that oscillates at frequency ωI , contributes to
elastic scattering. The other two terms represent polarizations that contribute to inelastic
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scattering: one term describes an induced polarization with an energy that is lower than ωI
(Stokes scattering), and the other term represents an induced polarization with an energy
higher than ωI (anti-Stokes scattering).
Again, note the prefactor of the terms contributing to inelastic scattering in Eq. 3.8:(
dχij
dQ
)
0
. For the excitation to contribute inelastic scattering, this prefactor must be nonzero.
That is, the particular excitation, be it vibrational or magnetic, must produce a nonzero
modulation of the susceptibility. Only those excitations that satisfy this requirement are
considered to be Raman-active. If
(
dχij
dQ
)
0
6= 0, we say the excitation associated with the
normal mode coordinate Q(k, ω) is ‘Raman-active’.
3.4 Microscopic Theory
In the quantum-mechanical derivation of the light scattering differential cross section, the
radiation is accounted for in the Hamiltonian by making the substitution p → p − eA(r),
where p is the electron momentum operator and A(r) is the vector potential, which can be
written in terms of photon creation and destruction operators. With this substitution, the
terms in the Hamiltonian describing the interaction of the radiation with the electrons are
given by
He−photon = − e
m
∑
i
A(ri) · pi +
e2
2m
∑
i
A(ri) ·A(ri). (3.9)
Standard methods of obtaining the differential cross section employ Fermi’s Golden Rule
and the electric-dipole approximation.
Let us consider the differential cross section for scattering associated with an electronic
transition of an atom, known as the Kramers-Heisenberg formula. Its simplistic form is
beneficial, and several key features can easily be pointed out. The Kramers-Heisenberg
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formula is given by[7]
dσ
dΩ
=
e4ωIω
3
S
(4pi0)2~2c4

∑
l
{
S ·DflI ·Dli
ωi + ωI − ωl +
I ·DflS ·Dli
ωi − ωl − ωS
}
2
, (3.10)
where D =
∑Z
j=1 rj for a Z-electron atom and the electric-dipole matrix elements Dfl =
〈f |D |l〉. The summation in Eq. 3.10 runs over all electronic states of the atom. These
‘virtual’ states act as intermediate states that connect the initial state |i〉 and final state |f〉.
Another important feature of Eq. 3.10 is that the cross section can ‘blow up’ for ωI = ωl−ωi
or ωS = ωi − ωl. These are the resonance conditions, in which the incident or scattered
photon energy corresponds to the energy of a real electronic transition in the material.
For the case of scattering from a phonon or a magnon, which is relevant for the purposes
of this thesis, light interacts with the crystal via the electric-dipole matrix element, but an
additional matrix element is required in each case. Inelastic scattering from a phonon requires
an additional matrix element representing the electron-lattice interaction, which changes the
vibrational and electronic states of the crystal. The scattering process, then, involves three
virtual transitions: (1) The photon is virtually absorbed such that the electron is excited
to a virtual state |l〉. (2) Through the electron-lattice interaction, a phonon is created and
the electronic state transitions to a different virtual electronic state |l′〉. (3) The electron
decays back down to the initial electronic state, emitting a photon whose energy differs from
the initial photon energy by the energy of the created phonon. According to Feynman, all
permutations of these three steps are possible; however, the process described above is the
one that makes the largest contribution to the scattering cross section.[7]
On the other hand, inelastic scattering from a magnon requires an additional matrix
element representing the spin-orbit interaction, which mixes the spin and orbital angular
momentum states of the crystal.[11] The scattering process involves the three virtual tran-
sitions: (1) The photon is virtually absorbed such that the electron is excited to a virtual
state. (2) Through the spin-orbit interaction, a magnon is created and the electronic state
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transitions to a different virtual electronic state with different spin and orbital angular mo-
mentum states. (3) The electron decays back down to the initial electronic state, emitting
a photon whose energy differs from the initial photon energy by the energy of the created
magnon.
3.5 Raman Scattering Selection Rules
As mentioned above, the scattering cross section is dependent on the symmetry properties
of (dχ
ij
dQ
)0. This aspect of Raman scattering is a powerful feature that allows excitation
symmetries to be identified by judicious choice of the incident and scattered electric field po-
larizations. Furthermore, the nature of the excitation can be determined from its symmetry,
providing microscopic details of the sample under study. To understand Raman scattering
and fully utilize its symmetry properties, a basic understanding of group theory is required.
In this section, I will discuss aspects of group theory as they relate to Raman scattering.
Symmetry is an extremely important concept; its application extends to mathematics,
science, nature, and the arts. In science, symmetry arguments are often used in determining
the properties of solids.[12] Since many laws of nature are rooted in some type of symmetry,
we can often predict the physical properties of a system if we can elucidate its symmetry.[13]
The symmetry of a system is determined by all of the transformations that leave the system
invariant, i.e., in the same configuration after the transformation.
Group theory is a mathematical field that has been developed to describe the symmetry
properties of a system. It is a powerful tool that can determine qualitative information
concerning physical properties of a system without the need for complex calculations. Part
of the strength of group theory lies in the use of representations, in which the elements of
the group are represented by matrices and basis functions.[12] The use of representations
transforms complex symmetry operations to simple linear algebra problems.
Crystalline solids are three-dimensional, periodic arrays of atoms or molecules, and are
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composed of repeating units called unit cells. The symmetry group of a crystal includes all
of the operations that carries the crystal structure back onto itself. Symmetry operations
include translations, reflections through planes, rotations about axes, inversion through a
point, and combinations of these operations. Furthermore, these operations are grouped
together based on how they act on the crystal lattice. The translation group is the set of all
the translation operations, the point group is the set of symmetry operations that leave a
point fixed, and the space group is the set of both translation and point group operations.
The operations are referred to as elements of the group to which they belong.
As mentioned above, the action of an element on the system can be described in terms
of mathematical transformations.[13] Matrices can be assigned to elements of a group such
that their properties reflect the properties of their corresponding elements; these matrices
are called representations. However, there is ambiguity in the assignment of a matrix repre-
sentation to an element, as there are many matrices that describe the symmetry properties
of a given transformation. Therefore, there are two types of representations: irreducible and
reducible. The irreducible representations form an orthogonal set of representations used to
generate the group. They are the basic components from which all representations can be
constructed. On the other other hand, a representation is reducible if it can be written as a
linear combination of irreducible representations.
For problems of physical interest, each irreducible representation describes the trans-
formation properties of a set of eigenfunctions and corresponds to a distinct energy eigen-
value.[12] Group theory can be used, then, to determine the symmetries and energetic degen-
eracies of the eigenfunctions. For example, a normal mode, such as a phonon or a magnon,
can be assigned to an irreducible representation of the crystal point group. When a per-
turbation lowers the symmetry, group theory can be used to determine if the degeneracy
of the energy levels is reduced. However, group theory cannot be used to determine the
energies of states or the relative energies of states whose degeneracy has been lifted by a
symmetry-lowering transition.
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Group theory is helpful in understanding the symmetry properties of the Raman scat-
tering cross section and the normal modes. The symmetry properties of the susceptibility
derivative, (dχ
ij
dQ
)0, determine the symmetry properties of the Raman scattering cross section.
For a normal mode to be Raman-active, the susceptibility derivative must be nonzero. In
the language of group theory, the Raman scattering selection rule is equivalent to requiring
that the irreducible representation of the normal mode, denoted by ΓQ, must be included in
the direct product of Γ∗PV × ΓPV . In group theory notation, this is written as
ΓAllowed ∈ Γ∗PV × ΓPV . (3.11)
To understand the origin of this selection rule, consider Eq. 3.8, which relates the Stokes
polarization, susceptibility derivative, and the incident electric field. Based on an invariance
condition, the relation must be invariant under all the spatial transformations of the symme-
try group of the scattering medium.[7] This means that the two sides of Eq. 3.8 must have
the same transformation properties. On the right side of Eq. 3.8, 0 and Q are scalars,[14]
and as such they transform like the fully symmetric representation and can be ignored. The
transformation properties of (dχ
ij
dQ
)0 are the same as that of the normal mode that is modulat-
ing the susceptibility.[13] The incident electric field transforms as a polar vector, as does the
induced polarization on the left-hand side. For both sides to have the same transformation
properties, then
ΓPV = ΓQ × ΓPV . (3.12)
Equivalently, only those excitations whose irreducible representations are contained in the
decomposition of Γ∗PV × ΓPV are allowed. We call these excitations ‘Raman-active.’ Scat-
tering by excitations whose irreducible representations are not contained in Γ∗PV × ΓPV is
therefore forbidden.
The invariance condition also enforces restrictions on the components of the susceptibility
derivative for excitations symmetries that are allowed. For a given tensor, some of the
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components may have related values or even be required to vanish. The 3 × 3 matrices
representing the susceptibility derivatives for the corresponding Raman-active excitations,
called Raman tensors, have been determined and are tabulated in many references.[7] Each
Raman-active excitation has a Raman tensor associated with it, whose components are
unique to the excitation. With the use of Raman tensors and appropriate incident and
scattered electric field polarizations, the symmetry of an excitation can be determined.
3.5.1 Correlation Method
Another important use of group theory is the prediction of the number and symmetries of
the Raman-active modes for a given system. The correlation method developed by Fateley
et al. is particularly simple for phonons and will be described here.[15] A brief description of
the method is as follows: First, the space group of the crystal and its corresponding point
group must be known. Next, the site symmetry group for each atom should be determined.
Referring to the corresponding character table, the irreducible representations of ΓPV are
determined for each site group. The representations of ΓPV in the site group are then
correlated to representations of the corresponding point group via correlation tables.[15]
After removing the irreducible representations associated with the acoustic modes (ΓPV ), the
Raman-active modes are those whose irreducible representations are contained in Γ∗PV ×ΓPV .
Ion Wyckoff Site Site Symmetry(i) Γ
(i)
PV
A2+ 8a Td T2
B3+ 16d D3d A2u + Eu
X2− 32e C2v A1 + E
Table 3.1: Table listing the Wyckoff site and site symmetry with its corresponding ΓPV for
each ion in AB2X4.
I will demonstrate the correlation method for the cubic spinel structure, AB2X4, which
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applies to CoV2O4 and MnV2O4 (in the cubic phase). The space group and point group for
the spinel structure is Fd3¯m (O7h) and Oh, respectively. Table 3.1 gives the Wyckoff site
and site symmetry with its corresponding ΓPV for each ion. The next step to perform is to
correlate the ΓPV for each site symmetry to the corresponding irreducible representations of
the point group Oh. Using the correlation tables found in Ref. [15], we have
T2
Td→Oh−−−−→T2g + T1u (3.13)
A2u + Eu
D3d→Oh−−−−−→A2u + Eu + 2T1u + T2u (3.14)
A1 + E
C3v→Oh−−−−−→A1g + Eg + T1g + 2T2g + A2u + Eu + 2T1u + T2u. (3.15)
Using equations 3.13-3.15, the irreducible representations for all of the vibrations for AB2X4
is given by
ΓVibrations = A1g + Eg + T1g + 3T2g + 2A2u + 2Eu + 5T1u + 2T2u. (3.16)
To determine the irreducible representations that correspond to optical vibrations, the 3
acoustic vibrations should be removed from ΓVibrations. In the Oh point group, acoustic
vibrations transform as ΓPV = T1u. Then we have
ΓOptic = ΓV ibrations − ΓPV
= A1g + Eg + T1g + 3T2g + 2A2u + 2Eu + 4T1u + 2T2u. (3.17)
As discussed above, the Raman-active symmetries are determined by Eq. 3.11. Using the
Oh point group multiplication tables, we have
ΓAllowed ∈ A1g + Eg + T1g + T2g. (3.18)
The Raman tensors for the symmetries in Eq. 3.18 are shown in Table 3.2 below.
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Oh Raman tensors
A1g
 a a
a

Eg
 b b
−2b
  −√3b √3b

T1g
 c
−c
  c
−c
  c−c

T2g
 d
d
  d
d
  dd

Table 3.2: Raman tensors for the Oh point group, where missing entries imply a zero
component.
In a non-magnetic medium and for non-resonant conditions, the Raman tensor for a
vibration is required to be symmetric.[7] As shown in Table 3.2, the Raman tensor for an ex-
citation with T1g symmetry is antisymmetric, and therefore vibrations having T1g symmetry
cannot participate in inelastic light scattering. Using Eqs. 3.18 and 3.17, the Raman-active
vibrations are given by
ΓRaman vibrations = A1g + Eg + 3T2g. (3.19)
Equation 3.19 states that there are 5 Raman-active phonons: one with A1g symmetry,
one with Eg symmetry, and three with T2g symmetry. A or B represents a non-degenerate
excitation, E represents a doubly degenerate excitation, and T represents a triply degenerate
excitation. The subscripts g and u are used to denote even and odd symmetry with respect
to the inversion operations, respectively. These subscripts are only applicable for groups
with the inversion operation as a symmetry element.
In general, the normal modes can be determined from lattice dynamical calculations.
However, it is possible to determine which ions are involved in the normal modes from the
group theoretical calculation. For example, we know from Eq. 3.15 and Table 3.1 that only
the X2− ions are involved in the A1g excitation for the cubic spinel. We also know that
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none of the Raman-active vibrations involves motion of the B3+ ions, as they are odd under
inversion (denoted with the subscript u). Therefore, the Eg and T2g excitations involve
motion of the A2+ and X2− ions. In some cases, energetic arguments can be used to say
that a normal mode mainly involves motion of a certain ion.
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Chapter 4
Experimental Details
4.1 Optical Setup
In this section, I will describe the components of our Raman scattering setup. The basic
components of a Raman scattering experiment include a light source, optical elements to
guide and manipulate the light, a spectrometer to disperse the light, and a detector to count
the photons. The aim of the experiment is to obtain Raman signal free of convolution with
other unwanted photons, such that analysis of excitations is possible.
The detection of the Raman signal can be obscured by photons originating from elastic
scattering or fluorescence, since the inelastic scattering efficiency is roughly 10−10 − 10−14.
For the observation of excitations very near the laser line, it is best to choose a scattering
configuration in which the elastic light does not enter the spectrometer. Inevitably, some
elastic component will enter the spectrometer, and it is best to have a spectrometer that can
filter out this elastic component while passing the photons comprising the desired Raman
signal.
Fluorescence can also overwhelm the Raman signal. Fluorescence involves the absorp-
tion and emission of light, with the emitted light having lower energy than that of the
incident light. The characteristic energy of the emitted photon corresponds to an electronic
transition, and, thus, the emitted photon energy is constant. Fluorescence can easily be
distinguished from Raman scattering, since the latter shows up as a frequency shift from the
laser line. Therefore, changing the laser frequency is a simple method that can help identify
fluorescence. If multiple laser frequencies are available, it may be possible to choose a laser
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frequency such that the fluorescence does not obscure the Raman signal.
The optical setup used in this study is shown in Fig. 4.1. From the output of the laser,
the light traverses roughly 3 meters before it is detected. Each optical component in this
setup serves a specific purpose, which will be described below.
PR
BF
PM
PB
QW
PA
L2 L1
M3
M2M1
CCD
S1
S2
S3
Kr+
Kr+: Krypton Ion Laser
BF: Bandpass Filter
PM: Prism Monochromator
PR: Polarization Rotator
PB: Polarization Beamsplitter
QW: Quarter Waveplate
PA: Polarization Analyzer
L1, L2: Lenses
M1, M2, M3: Mirrors
S1, S2, S3: Spectrometer Stages
Figure 4.1: Schematic illustration of the Raman scattering experimental setup.
4.1.1 Light Source and Optics
A laser is an ideal light source for Raman scattering experiments. It satisfies the monochro-
matic requirement for the light source in Raman spectroscopy, since the Raman signal is
shifted from the incident photon energy. The laser’s high power dramatically increases the
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number of scattered photons, aiding the detection of the weak Raman signal. The collimated
laser beam is easily directed and focused with mirrors and simple lenses, and the polarization
can be manipulated with standard optical elements. Furthermore, the study of micro-scale
materials is possible as the beam can, in principle, be focused to a spot size of a few microns.
The light source used in this work is a continuous wave Krypton gas laser that emits a
647.1 nm line. As is common with gas lasers, the beam contains other, much weaker, emission
lines that are much weaker that interfere with the desired Raman signal. To eliminate these
parasitic lines, the beam is passed through a holographic interference bandpass filter (BF)
and prism monochromator (PM). The holographic interference filter is a narrow bandpass
filter centered at 647.1 nm, which severely attenuates the lines very close to the laser line.
The prism monochromator, on the other hand, is better at eliminating lines farther away
from the 647.1 nm line.
Several optical components are used to control the incident and scattered light polar-
izations. The polarization must be controlled for two main reasons: the Raman scattering
cross section and the spectrometer throughput are sensitive to the polarizations. It is of-
ten necessary, then, that the beam’s polarization state be well-defined and controlled. The
components used to manipulate the beam polarization are a polarization rotator (PR), a po-
larization beamsplitter (PB), a quarter waveplate (QW), and a polarization analyzer (PA).
At the the output of the laser, the beam is very nearly vertically polarized. As its
name states, the polarization rotator rotates the linear polarization to a desired direction.
The polarization beamsplitter is then used to transmit only one polarization component,
such that the outgoing beam is highly linearly polarized. When elliptically polarized light
is desired, the light is passed through a quarter waveplate. The special case of circularly
polarized light can be obtained if the polarization projections along the fast and slow axes of
the waveplate are equal. The scattered light is collected and directed through a polarization
analyzer that transmits only one polarization component; this component is always selected
to produce the maximal throughput of the spectrometer, which is primarily governed by the
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blazed diffraction gratings.
Lenses L1 and L2 are used for focusing and collecting the incident and scattered light.
Each lens is an achromatic lens, which is designed to eliminate chromatic aberrations. In
our backscattering geometry, lens L1 is used to both focus the laser beam and collect the
scattered Raman signal. The laser’s focused spot size has a diameter of roughly 50 µm,
and in order to maximize the Raman signal, the sample surface is placed at the focal plane
of the beam to maximize the Raman signal. Because the Raman signal is very weak, it is
beneficial to collect as much of the signal as possible; this is generally accomplished with a
low f-number lens. Lens L1 collects all of the Raman signal that exits the cryostat described
below, as its f-number roughly matches that of the cryostat.
Lens L2 is used to focus the scattered light onto the entrance slits of the monochromator
S1, the first of three stages in the spectrometer, which is outlined with a dashed line in
Fig. 4.1. The f-number of the second lens is chosen to match that of this monochromator,
so that the beam neither underfills nor overfills the mirrors and diffraction grating in the
monochromator. Matching their respective f-numbers results in low loss of signal and also
utilizes the full widths of the diffraction gratings, resulting in higher resolving powers.
4.1.2 Spectrometer
The spectrometer is an integral component of a Raman scattering setup and is used to
disperse the light onto a detector. The spectrometer is composed of mirrors and at least
one dispersing element, such as a prism or diffraction grating. The key characteristics of a
spectrometer are the overall transmission, contrast,1 and resolution. Unfortunately, efforts to
improve transmission come at the expense of contrast, and vice-versa; in particular, greater
contrast is obtained at a reduced transmission. For studies of low-energy excitations, a
spectrometer’s contrast should be high, as contrast generally decreases for signals closer to
the elastic line.
1Contrast is defined to be the ratio of the throughput at ω0 + δω and ω0
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The spectrometer used in this work is a custom triple-stage spectrometer developed at
UIUC. The first two stages are identical Acton Research AM-503 monochromators setup
in a subtractive configuration and coupled together with a relay stage. The subtractive
configuration is used for achieving higher contrasts by eliminating unwanted elastic light
(stray light). In this setup, the first stage disperses the light and the second stage recombines
the light into a polychromatic beam again before it enters stage S3. Slits between stages
S1 and S2 are used as a filter to pass only a narrow bandwidth of light to stage S3. The
final stage is an Acton Research AM-506 monochromator that disperses the light onto the
charge-coupled device (CCD) detector. Further details concerning the custom spectrometer
are given in Ref. [16].
4.1.2.1 Diffraction Grating
The dispersing elements used in this spectrometer are reflective diffraction gratings, which
consist of equally-spaced, parallel lines on a reflective surface. Each line acts as a cylindri-
cal source of radiation, and due to the periodicity of the lines, the wavefronts interfere in
such a way that there is complete constructive and destructive interference along specific
directions. The condition for constructive interference is given by the reflective diffraction
grating equation
dsin(θi) + dsin(θm) = mλ, (4.1)
where d is the spacing between parallel lines, θi is the angle between the incident light and
grating normal, θm is the angle between the m
th diffraction order and grating normal, m
is the diffraction order, and λ is the wavelength. Figure 4.2 illustrates the operation of
a diffraction grating for monochromatic (left) and polychromatic light (right). One can
immediately see in Fig.4.2 that for nonzero diffraction orders (m 6= 0), different wavelengths
of light are dispersed in real space. A monochromator, then, can be made by inserting a
narrow slit in the path of a diffracted order, which transmits a narrow band of wavelengths.
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Indeed, the first stage S1 of the three-stage spectrometer in Fig. 4.1 utilizes a narrow slit
at its output, such that only a narrow band is trasmitted to the second stage S2. Stage S2,
then recombines the dispersed light by reversing the dispersion process.
m=0
m=-1
m=1
Grating
m=0
m=-1
m=1
Grating
θi
θm=0
θm=1
θi
Figure 4.2: Illustration of the diffraction grating operation.
The lines on the reflective surface are usually produced holographically or by mechanical
ruling. In either case, the lines have a common groove profile that affects the distribution
of the incident photons into the various diffraction orders. As seen in Fig. 4.2, the photons
in the m = 0 order are not dispersed and are useless for the purposes of the monochroma-
tor or spectrometer. It is common to use ‘blazed’ diffraction gratings, which have specific
groove profiles that concentrate outgoing photons into a specific nonzero order, typically the
m = 1 order. For a given groove profile, the distribution of photons is dependent on the
wavelength and the polarization of the incident light. A diffraction grating is then blazed to
produce maximum efficiency for a specific wavelength. The use of blazed diffraction gratings
tremendously improves the spectrometer’s overall transmission of the inelastically scattered
light.
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The contrast of a spectrometer is typically better with holographic gratings than with
mechanically ruled gratings.[8] The stray light background, which decreases the contrast,
arises from scattering of the elastic light inside the spectrometer, most often due to the
diffraction grating.[8] The ruling errors and other sources of randomly scattered light for a
holographic grating are often less significant than those for a mechanically ruled grating.
Because of this, blazed, holographic gratings with 1800 lines/mm are used in each of the
three stages of the spectrometer. The first two stages employ the same gratings, which are
∼50 mm wide; the grating in the final stage is ∼110 mm wide.
The spectrometer’s resolution is primarily dictated by the entrance and exit slit widths
and the resolution of the diffraction gratings. Narrow slits result in higher resolution for the
detected signal; however, narrowing the slits decreases the measured intensity. The resolving
power is a dimensionless quantity given by
R =
λ
δλ
. (4.2)
Equation 4.2 indicates that for a given resolving power, two equally intense lines separated
by δλ with a center wavelength of λ can be resolved. For the mth order of a diffraction
grating with N total lines, the resolving power is typically quoted as
R = mN. (4.3)
It should be noted that Eq. 4.3 assumes a perfect grating, i.e., the lines are perfectly spaced
across the entire grating. According to Eq. 4.3, then, higher resolving powers can be achieved
by using higher orders (m) and/or by increasing the number of lines (N). Ultimately, the
resolution of the measured Raman signal depends on the CCD as well, which is described
below. The spectrometer/CCD system used in this work has a high resolving power (>
15, 000), such that an energy resolution of ∆ω < 1 cm−1 is achieved.
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4.1.3 CCD Detector
After being dispersed by the final stage of the spectrometer S3, the Raman signal is recorded
with a liquid-nitrogen-cooled CCD (Roper Scientific, Model 7375-0001). This detector ef-
ficiently detects visible light and has low noise that would otherwise obscure the Raman
signal. The CCD consists of a two-dimensional grid of pixels (1340 x 400), each of which
accumulates charge proportional to the incident light intensity.[17] The pixel dimensions are
20 µm x 20 µm.[17] The charge accumulates for a specified amount of time and is then read
out serially. Collection times up to ten minutes were used to collect the data shown in this
work.
Because the light is dispersed in only one direction by the final grating, each column
is binned together, producing a spectrum of intensity versus pixel. Pixels are converted
to wavelength by calibrating with a xenon and/or neon gas discharge lamp with sharp,
characteristic emission lines. Finally, the conversion to relative energy shifts in wavenumber
(cm−1) is performed by using the equation
ω =
1
~
(
1
λlaser
− 1
λ
)× 108 (4.4)
Cosmic rays are often detected by the CCD and thus need to be filtered out appropri-
ately. Cosmic ray peaks appear as intense, sharp peaks in the spectrum. These cosmic rays
are easily identified by comparing two or more spectra that are recorded under identical
conditions.
4.2 Sample Environment
The novel sample environment for our Raman scattering measurements allows simultane-
ous manipulation of the temperature (3 − 350 K), applied magnetic field (0 − 10 T), and
applied pressure (0 − 100 kbar). Such control provides the experimentalist with access to
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a large volume of phase space, enabling studies of strongly correlated systems as they are
driven across phase boundaries. Figure 4.3 shows the geometry of the cryostat and magnet
used in variable-temperature and variable-magnetic-field Raman scattering measurements.
Incorporating the high-pressure cell into the geometry shown in Fig. 4.3 is possible and will
be discussed in more detail below.
60o
Helium
Insert
Magnet
Magnetic field
Faraday Voigt
Figure 4.3: Illustration of the cryostat and magnet geometry. Inset shows Faraday and Voigt
geometries.
4.2.1 Temperature
An Oxford Instruments continuous-flow cryostat (CF1201) is used to control the temperature
of the sample space in the range 3− 350 K. Vacuump pumps and an insulated transfer tube
are used to transfer liquid helium from a separate helium dewar to a needle valve, at which
point the liquid either flows past the needle valve into the sample space or back through
the transfer tube along the outgoing path. The needle valve is used to regulate the flow of
liquid helium into the sample space. A thermocouple and a resistive heater, located in the
cryostat, along with a temperature controller are used to provide temperature stabilization
for temperatures above the boiling point of helium. The cryostat is horizontally mounted
and has a window at the end providing optical access to the sample space. The window
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is coated with a broadband anti-reflective coating for visible light. In variable-temperature
measurements with no applied magnetic field, the sample is attached to the insert in the
Faraday geometry (see Fig. 4.3 inset). Based on the sample position and size of the windows,
the optical access is 60◦, as shown in Fig. 4.3. The cryostat is mounted on an XYZ translation
stage.
4.2.2 Magnetic Field
An open-bore Oxford Instruments superconducting magnet is used to generate magnetic
fields in the range 0 − 10 T, and the cryostat described above is designed to fit inside the
bore. A complication with the Faraday geometry is that the wavevector of the incident
(and scattered) light is approximately along the magnetic field direction. In the presence
of a magnetic field, the polarization will be rotated in a magnetic medium via the Faraday
effect. This is only problematic if the polarization of the incident and scattered light must
be controlled, as is the case when it is desired to determine the symmetry of excitations
studied. The inset in Fig. 4.3 shows how this complication can be avoided by using the
Voigt configuration: an octagon mounted on its side and a 45◦ mirror are fixed to the
end of the sample insert, with the sample mounted on the face of the octagon. In this
configuration, the wavevector of the light is orthogonal to the magnetic field, and there is no
Faraday rotation in the sample. A very small rotation, via the Voigt effect, is still possible if
there is any component of the polarization that is orthogonal to the applied magnetic field.
However, the Voigt effect is several orders of magnitude smaller than the Faraday effect[18]
and does not complicate determining the symmetry of an excitation.
4.2.3 Pressure
In the pursuit of understanding correlated systems, variable-temperature measurements have
been used far more often than variable-pressure measurements. This disparity is likely due
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to the relative ease with which measurements can be performed at variable temperatures as
compared with measurements at variable pressures. Thus, most investigations of condensed
matter systems have been performed at ambient pressures. However, ambient pressures are
rather extraordinary when considering the conditions to which most of the matter in the
universe is exposed. Advances in high-pressure devices at the end of the 1960s, fortunately,
made it much easier to perform high-pressure measurements, and the community of scientists
performing these measurements is growing.
The interest in performing high-pressure studies of correlated systems lies in the way
pressure affects a material’s internal energy. Increasing the pressure generally decreases
the material’s volume and thus the distance between atoms. Decreasing the inter-atomic
distances can increase interactions and thus the correlations between electrons. This provides
scientists with a knob to tune electron-electron interactions and the resulting phenomena.
Performing Raman scattering under high pressure is actually quite simple. The main
modification that needs to be made is to place the sample in a diamond anvil cell (DAC)
that provides optical access. Furthermore, one can explore the pressure-temperature phase
space if the DAC can be incorporated into a cryostat. Although there are issues that need
to be considered, Raman spectroscopy is one of the easiest high-pressure methods.[19] The
following sections describe the specific DAC used in this study and its components, the
determination of pressure using ruby fluorescence, and the process of preparing the DAC for
high-pressure Raman scattering measurements.
4.2.3.1 Miniature Cryogenic Diamond Anvil Cell
The most versatile high-pressure-generating device is the DAC. The convenience of the DAC
lies in its size, the transparency of diamond over a large range of the electromagnetic spec-
trum, and the ease of measuring the pressure via ruby fluorescence. There are many different
designs for DACs, but they generally consist of the following essential elements (see Fig. 4.4):
two opposing anvils separated by a gasket material, pressure-transmitting medium, and a
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load-producing mechanism. In this study, the DAC design used for generating high pressure
is the miniature cryogenic DAC (MCDAC) developed by Dunstan and Sherrer.[20] The MC-
DAC was chosen because it provides optical access and allows in situ pressure manipulation
in our Oxford Instruments cryostat (CF1201).
Pressure medium
Ruby
Anvil
Anvil
Sample
Gasket
Load
Figure 4.4: Illustration of a diamond anvil cell under a load with pressure-transmitting
medium, ruby, and sample.
The operation of the MCDAC is fairly simple, but it does consist of several elements, as
seen in Fig. 4.5. The three pitch screws and three tilt clamping screws are used for aligning
the cell and attaching the bottom plate to the cell body. The bottom plate provides the
optical access necessary for Raman scattering measurements. The front anvil is attached to
the face plate with a low-temperature epoxy, and the face plate is translationally secured
with three translation screws. The piston is free to move in the bore of the cell body with
minimal side clearances, but can be secured in place with the piston set screw. A hollow
screw can be screwed into the back of the piston to serve as a guide for an optical fiber, whose
purpose will be discussed later. Lastly, the top plate can also be secured to the MCDAC
with two screws.
The MCDAC is designed to be incorporated into a hydraulic assembly, as seen in Fig.
4.6. In the pressure insert the MCDAC fits between two stainless steel wires with saddles
that sit flush against the bottom plate and looped end of the wires. On the other end, the
40
Figure 4.5: The minature cryogenic diamond anvil cell. The components marked are (1) bot-
tom plate, (2) pitch screws, (3) tilt clamping screws, (4) face plate, (5) front anvil, (6) pis-
ton set screw, (7) back anvil, (8) piston, (9) hollow screw for optical fiber, (10) top plate,
(11) translation screws, and (12) optical access port.
wire clamp, which sits flush against the hydraulic ram, is secured to the wires with clamping
screws. The retaining nut is used when tightening the clamping screws, so that the wire
clamp can be secured without pulling the wires. By turning the wheel drive, hydraulic fluid
is pushed through the hydraulic line, which in turn pushes the hydraulic ram against the
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Figure 4.6: Hydraulic assembly. (a) Overhead view of entire hydraulic assembly showing
(1) compression tubes, (2) hydraulic pressure gauge, and (3) wheel drive. (b) Close up of
the MCDAC showing (4) fiber optic, (5) stainless steel wires, and (6) saddles. (c) Close
up of the drive assembly showing (7) retaining nut, (8) wire clamp, (9) clamping screws,
(10) hydraulic ram, and (11) hydraulic line.
wire clamp. As the clamp is pushed away from the cell, the wires pull the cell body toward
the top plate, which is seated against compression tubes. Because the piston is free to move
inside the bore of the MCDAC, this forces the opposing anvils to be squeezed together with
the gasket in between them, creating high pressure.
Figure 4.7 shows how the pressure insert with the MCDAC is incorporated into the
cryostat. With the MCDAC in the cryostat, the pressure can be manipulated even at
low temperatures. The hydraulic drive pressure given by the pressure gauge can be used
to (very) roughly estimate the pressure inside a loaded cell. The empirical relationship
between the hydraulic drive pressure and the cell pressure is fairly linear above 100 psi,
above which ∆100 psi ' ∆10 kbar for the MCDAC configuration used in this work. A
similar relationship is given by Dunston and Sherrer.[20]. The maximum pressure reached
in this work was roughly 65 kbar, limited by shrinking gasket thickness and instability in
the gasket hole.
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HeliumMagnet
Magnetic field
Pressure insert
Figure 4.7: Illustration of the incorporation of the MCDAC in the cryostat.
4.2.3.2 Choice of Anvils, Gasket, and Pressure-Transmitting Medium
The choice of anvil material, gasket material, and pressure-transmitting medium are critically
important for Raman scattering measurements and creating high pressure. Because the
pressure range used in this work is on the lower side of achievable pressures with a DAC,
the effect of the shape and dimensions of the anvils and gasket on the pressure range will
be neglected in the following discussion. However, it should be noted that these are also
important and will influence the highest accessible pressure.
Anvil The anvil material is chosen based on its chemical, mechanical, and optical prop-
erties. Concerning the chemical and mechanical properties, the anvil material should be
chemically inert and sufficiently hard. These properties are desired in all DACs. Diamond is
most often used for the anvil, as it is chemically inert and extremely hard. However, other
materials, such as moissanite and sapphire, can be used instead.
The optical properties of the anvil material are extremely important when performing
optical studies. Because the anvil acts as a window in the Raman scattering measurements,
its optical properties will affect the measured Raman spectrum. First and foremost, the anvil
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Figure 4.8: Raman spectra of diamond and moissanite. Lower panel is magnified to better
show the fluorescence. Figure adapted with permission from Ref. [21].
must be transparent to the light source. High transmission of the scattered light through
the anvil is beneficial, as the Raman signal is usually weak. Second, the anvil should have
extremely low fluorescence. Fluorescence can overwhelm a weak Raman signal and render the
technique useless. It is possible to overcome the problems with anvil fluorescence by changing
the laser excitation wavelength. Thus, either by carefully selecting the anvil material or
laser wavelength, fluorescence must be avoided. Lastly, one should choose an anvil material
whose Raman signal does not obscure the sample’s Raman signal. While carefully selected
diamonds possess these qualities, it is possible to use other materials, such as moissanite (6H-
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SiC) or sapphire anvils, which are generally cheaper to buy. In this study, both diamond
and moissanite anvils are used. Figure 4.8 shows the Raman and fluorescence spectra for
both diamond and moissanite. While diamond exhibits stronger fluorescence in the energy
range shown in Fig. 4.8, moissanite has many more Raman-active bands that could obscure
the signal.
Gasket As shown in Fig. 4.4, a gasket, which is a thin metal disk with a hole in the center,
is placed between the two opposing anvils. The use of the gasket allows for a hydrostatic
pressure-transmitting medium to transmit hydrostatic pressure to the sample. The gasket,
therefore, serves as the wall of the cylinder containing the pressure-transmitting medium,
sample, and ruby. Additionally, it was found that the gasket provides lateral support to the
anvils. This effect comes from plastic deformation of the gasket and the extrusion of some
material outward due to an applied load,[22,23] which is shown as a ‘lip’ at the edge of the
anvil in Fig. 4.4. The lateral support from the gasket, then, supports the edges of the anvils
and determines the pressure distribution on the anvil,[20] which will affect the accessible
pressure range.
The thickness of the gasket between the anvils decreases as the gasket material is ex-
truded. Since hydrostatic pressure is generally desired, it is important that the thickness of
the gasket under a load be larger than the sample dimensions, so that contact between the
anvils and sample is avoided. The gasket material and thickness should be chosen in light of
these considerations. In this work, stainless steel and copper gaskets were used with initial
thicknesses of 0.25 and 0.50 mm, respectively. These common gasket materials performed
well, as pressures up to 6.5 GPa were obtained with minimal anvil casualties.
It is common practice to strengthen the gasket by applying a load to it before the gasket
hole is drilled and the cell is loaded with medium, sample, and ruby. The specific load is
chosen to produce a desired thickness. In this work, hydraulic drive pressures of 250 psi
and 60 psi were applied for indenting the stainless steel and copper gaskets, respectively.
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The indented region was typically 0.2 mm for the steel gasket and 0.45 mm for the copper
gasket. Although these thickness values are larger than those recommended for the anvil
dimensions,[19,21] they were chosen based on the moderate pressures needed for this study,
sample size considerations, and risk of breaking an anvil during indentation. An added
benefit of indenting the gasket is that the gasket hole can be drilled in the center of the
indented region, which will then be centered with respect to the diamonds.
Figure 4.9: Image of gasket at low(left) and high(right) pressure showing an instability in
the diamond anvil cell. The red line indicates the diameter of the hole at low pressure.
In the middle of the indented region, a gasket hole is drilled using an electric discharge
machine (EDM). The size of the hole generally used in this study was 0.4 mm. Again, it
should be noted there are recommended values,[19, 21] but this size was used based on the
considerations given above. To monitor the stability of the DAC during a high-pressure
experiment, the size of the gasket hole should be watched. DAC stability is indicated by
a shrinking gasket hole with increasing pressure.[20, 22] An increasing gasket hole with in-
creasing pressure is a sign of instability, which should be avoided.[20, 22] Figure 4.9 shows
an instability in the MCDAC as revealed by an enlarged gasket hole at elevated pressure.
Increasing the pressure further may result in a gasket ‘blowout’ and broken diamond.
Pressure Medium The purpose of the pressure-transmitting medium in the DAC is to
transmit a pressure hydrostatically to the sample. Not all commonly used media, however,
exhibit the same degree of hydrostaticity.[24–26] In choosing the medium for optical stud-
ies, the following properties should be taken into consideration: hydrostaticity, chemical
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inertness, optical properties, and ease of loading.
The noble gases are the best media to use as pressure-transmitting media because they
are chemically inert and have good hydrostatic properties even in their solid phases, with
helium considered to be the best.[19] The loading process for helium is more complicated,
however, compared to other noble gases, such as argon. For this reason, argon was used as the
pressure-transmitting medium in this study. The hydrostaticity of argon under pressure was
investigated by Klotz et al., and they reported that the pressure gradients at T = 300 K reach
0.1 GPa at P = 10 GPa (1%) in the volume of the gasket hole.[24] Pressure gradients of 1%
seem acceptable, considering argon solidifies around 1.4 GPa at this temperature. A recent
study of hydrostatic properties of pressure-transmitting media at cryogenic temperatures
by Tateiwa et al. suggests that argon, nitrogen, and helium are appropriate as pressure-
transmitting media at low temperatures.[26]
Concerning the optical properties of argon, its transparency to visible light and absence
of fluorescence and Raman activity are ideal for Raman scattering measurements. Argon
exhibits no fluorescence for the laser used in this work (λ = 647 nm), as the photon energy
(1.9 eV) is much less than the bandgap for solid argon (14.5 eV).[27] Additionally, argon has
no first-order Raman activity in its gas, liquid, or solid phase. For the gas and liquid phases,
the monatomic nature of each phase results in no Raman-active modes. In the solid phase,
each argon atom sits at a site of inversion symmetry in the face-centered cubic structure,
resulting in no Raman-active modes.
4.2.3.3 Preparing the Cell
The MCDAC preparation for a high-pressure experiment is a non-trivial, tedious, and
patience-testing task that must be endured to ensure a successful experiment. In the dis-
cussion below, I will outline the procedure used to align and load the MCDAC.
47
Attaching the Anvils After a thorough cleaning of the anvils and rest of the pressure cell
components, the loose anvils are attached to the face plate and piston with a low-temperature
epoxy (Stycast 1266, Emerson & Cuming). Centering the anvils on the face plate and piston
is done with the aid of a home-made alignment jig. This step is performed only when there is
suspicion that the epoxy is no longer good, and the epoxy generally retains effective adhesive
properties through many thermal and pressure cycles. However, the following steps should
be performed before each high-pressure experiment.
Aligning the Anvils The anvils must be aligned with respect to each other to prevent
damaging them. The alignment is done solely by translation and tilt of the front anvil on
the face plate. The translational alignment is performed with the three translational screws.
This alignment can be checked by carefully bringing the back anvil close to the front anvil
and viewing through the three access ports on the side of the MCDAC with a microscope.
Figure 4.10: Images of interference pattern viewed through microscope as two flat anvils
surfaces are brought into tilt alignment.
Once the anvils are translationally aligned, the tilt of the face plate anvil must be ad-
justed. Tilt alignment can be checked by bringing the anvils in contact with each other
carefully, sending white light through the front anvil, and viewing the transmitted light
through the back anvil. Because the light will reflect off the air-anvil interfaces, an interfer-
48
ence pattern can be observed.2 For flat anvil surfaces, a linear fringe pattern will be observed
with each fringe containing the visible spectrum. Anvils that are well-aligned will show very
few fringes, if any. Figure 4.10 shows the interference pattern typically seen in the process of
bringing two misaligned flat anvil surfaces into alignment. For dome-shaped anvil surfaces,
such as those present in the moissanite anvils used, a circular fringe pattern will be observed,
similar to Newton rings. In this case, tilt alignment is achieved when the rings are centered
with respect to the anvil surface. To bring the anvils into proper tilt alignment, the pitch
and tilt clamping screws are used.
Indenting the Gasket A gasket is selected and marked with a scratch on one side to
keep track of its orientation with respect to the anvils. The gasket is placed between the
two anvils (aligned at this point), and the MCDAC is properly installed into the hydraulic
assembly. The hydraulic drive pressure is increased slowly to prevent damage to the anvils.
The desired thickness of the indented region dictates what drive pressure to use, which can
be empirically determined. Once this pressure is reached, the pressure is slowly released.
The anvil alignment should always be checked after indenting the gasket. If the anvils
are no longer aligned, then the procedure should be repeated, starting with alignment of
the anvils. Misalignment caused by indenting the gasket may indicate the screws should be
tightened or that the epoxy is no longer performing as it should.
Drilling the Gasket A hole of the desired size is drilled into the center of the indented
region of the gasket using the EDM. Care should be taken to ensure the hole is centered
when viewed from both sides of the gasket.
2The interference pattern will be observed if the difference in path lengths between the unperturbed and
reflected beams is less than the coherence length of the light source. The coherence length of the light source
(150 W incandescent bulb) used in Fig. 4.10 is a few µm, so only a few fringes can be observed. This idea
is why the fringes do not span the entire anvil surface in the left two panels in Fig. 4.10.
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Preparing the Sample The surface quality and dimensions of the sample are important
parameters when preparing a sample for high-pressure Raman scattering experiments. A
sample with a mirror-like surface is preferred so that the elastically scattered light can be
prevented from entering the spectrometer, which could easily overwhelm the weak Raman
signal. With such a surface, it is possible to observe low-energy excitations (e.g., magnons)
which otherwise might not be possible. Regarding the sample’s dimensions, it must be able
to fit inside the drilled gasket hole. Furthermore, a thin sample is preferred so that contact
with the anvils is avoided. If the sample is squeezed between the anvils, the pressure will be
nonuniform and the sample will likely break, ruining the mirror-like surface.
Preparing such a thin, mirror-like sample depends on the material properties. Samples
that are two-dimensional and can be cleaved are easier to work with in some respects.
However, MnV2O4 and CoV2O4 studied in this work did not cleave. In this work, a small
crystal was chipped off of a larger crystal and crushed with the flat side of a razor blade
on a microscope slide. To prevent the crushed pieces from flying away, a KIMTECH paper
was placed between the crystal and blade. The resultant broken pieces were examined under
a microscope. A thin sample with mirror-like surfaces was chosen and set aside on the
microscope slide.
Selecting a Ruby As described below, ruby fluorescence is used to determine the pressure
inside the MCDAC. Therefore, ruby is loaded into the MCDAC with the sample. Ruby
pellets with ∼0.5 wt % chromium were purchased and crushed for loading in the cell.[21]
The pellets were annealed to relieve strain originating from the crushing process.[21] These
ruby pellets are examined under a microscope, and a small piece is selected and placed next
to the sample on the microscope slide.
Loading the Ruby and Sample The process of loading the ruby and sample into the
MCDAC is the most painstaking part of the MCDAC preparation procedure. One should be
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of a calm disposition and have a steady hand. With the gasket balanced on the back anvil
with guide pins in place and in the correct orientation, the ruby and sample are placed into
the gasket hole. This is done by using a hypodermic needle and picking up the ruby and
sample individually. If needed, the gasket can be better secured with plasticine supporting
it.
Once the ruby and sample are placed into the gasket hole, the body of the cell is carefully
lowered over the piston/gasket assembly. The piston is pushed into the cell body until the
gasket makes contact with the front anvil. The piston set screw is then used to secure the
piston in place. It is important at this point to check that the anvils are seated properly in
the indented regions of the gasket.
Trapping Argon Argon is trapped in the sample/ruby space with our home-made trap-
ping apparatus. The loaded MCDAC from the previous step is properly incorporated into
the hydraulic assembly described previously. Before the wires are clamped, the MCDAC is
pulled back slightly to make a small gap (2 mm) between the bottom plate and the com-
pression tubes. This gap is necessary so that the argon can be pushed into the sample/ruby
space. After the wires are clamped, the piston set screw and the retaining nut must be re-
tracted. The pressure insert is then placed into a copper tube and sealed. The copper tube
has two ports, one connected to an ultra-high purity argon tank and the other connected to
a vacuum pump. The tube is pumped and purged with argon gas several times to remove
contaminants.
The tube is pressurized with argon gas and immersed in liquid nitrogen. At liquid
nitrogen temperature (T = 77 K), argon is in its solid phase. Once the level of solid argon in
the copper tube is close to the liquid nitrogen level, the flow of the argon gas indicated by the
flow meter will drop to zero. Because of the pressure inside the copper tube, the solid argon
will fill the sample/ruby space. The hydraulic drive pressure is then slowly increased to the
desired trapping pressure. With the overpressure of argon maintained, the port previously
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open to the vacuum pump is opened slightly to the lab. The copper tube is pulled out of the
liquid nitrogen bath and warmed to room temperature, which takes about an hour. A steady
flow of argon should be present in the warming process so that air or other contaminants
does not enter the copper tube and freeze on the MCDAC. Once warm, the DAC is ready
for Raman scattering measurements under pressure.
4.2.3.4 Pressure Determination - Ruby Fluorescence
Determining the pressure inside the sample space was a challenge in the early days of the
DAC. Pressures were determined from applied loads on the anvils,[28–30] lattice parameters
of powdered NaCl by x-ray diffraction measurements,[31,32] or shifts in the optical absorp-
tion bands in nickel dimethylglyoxime.[33] These methods, however, were either inaccurate,
insensitive, or inconvenient.[34] In 1972, Forman et al. introduced a technique that enabled
a quick and accurate determination of pressure inside a DAC for pressure measurements
using the R1 and R2 ruby fluorescence lines, shown in 4.11, whose peak positions shift with
pressure.[34] Using ruby fluorescence as a pressure sensor was a significant advancement for
realizing the potential of the DAC, and it is still the primary method for pressure determi-
nation today.
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Figure 4.11: The ruby fluorescence lines R1 and R2.
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Ruby consists of Al2O3 (corundum) doped with a small amount of chromium. In the
corundum structure, each aluminum is coordinated by an octahedron consisting of six O2−
ions. The Cr3+ ions occupy the Al3+ sites, and the cubic crystal field of the neighboring
oxygen splits the manifold of d-orbitals into t2g and eg states, with the latter at higher
energies. Because of the large crystal field splitting, the ground and first excited states are
4A2(t
3
2) and
2E(t32).[35] Spin-orbit coupling introduces a small splitting (∼1.5 nm) of the
2E(t32) energy levels, and the electronic transitions
2E(t32) → 4A2(t32) are known as the R1
and R2 fluorescence lines of ruby.[35]
690 692 694 696 698
T = 75 K
2 kbar
28 kbar
56 kbar
R2
In
te
ns
ity
 (a
rb
. u
ni
t)
Wavelength (nm)
R1
0 100 200 300
693.2
693.4
693.6
693.8
694.0
694.2
694.4
R1 Wavelength
W
av
el
en
gt
h 
(n
m
)
Temperature (K)
(a) (b)
Figure 4.12: Ruby fluorescence spectrum showing effects of (a) pressure and (b) temperature
on the peak position of the R1 line.
In general, the R1 line is used to determine the pressure inside the DAC, as its inten-
sity is larger than that of the R2 line. The peak position of R1 depend on both pressure
and temperature, as shown in Fig. 4.12. At room temperature and ambient pressure, the
wavelengths of the R1 and R2 lines are 694.2 nm and 692.7 nm, respectively. The linear
relationship of the R1 peak position with pressure was empirically determined by Piermarini
et al. to be ∆P (kbar) = 27.46 ∆λ (nm), where pressures were determined from the Decker
equation of state for NaCl.[25] This pressure-wavelength relationship was shown to be valid
for low temperatures as well,[26] and so the coefficient of 27.46 was used throughout this
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work when increasing the pressure at constant temperature. Because small differences in R1
peak positions were found across multiple ruby pieces, the standard practice in experiments
to determine the absolute pressure was to measure the R1 peak position at ambient pressure
at the desired temperature. In cases where this was not done, an average peak position from
multiple rubies was used. Additionally, a low laser power (<50 mW) was used to avoid laser
heating of the ruby that might cause an inaccurate pressure reading.
For the fluorescence measurements, the ruby is excited with a green laser (Spectra-Physics
Excelsior diode-pumped continuous wave solid state laser). A flip-mirror in the optical path
of the Kr+ laser is used to direct the green light along the same optical path into the MCDAC.
A fiber optic waveguide butted against the back anvil collects the fluorescence and directs it
into a separate spectrometer designated for fluorescence measurements. This spectrometer
(Ocean Optics, Inc. USB2000+), which has a wavelength range of 595-885 nm, allows for a
quick pressure determination without changing the optical setup for the Raman scattering
measurements. The low pixel-resolution (∼0.17 nm/pixel) of this spectrometer, however,
inherently introduces some uncertainty in the pressure reading. Fitting the peaks can help
improve the accuracy, but if higher accuracies were needed, then this spectrometer should
be changed.
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Chapter 5
Raman Scattering Study of Structural
Properties at High Pressure and Low
Temperature in CoV2O4
In this chapter, temperature- and pressure-dependent Raman scattering data will be pre-
sented for the ferrimagnetic spinel CoV2O4. Raman scattering is a particularly effective
experimental technique for studying CoV2O4 when combined with the ability to simultane-
ously control the temperature and pressure. As was discussed in Chapter 3, Raman scattering
involves the inelastic light scattering from elementary excitations, which can provide static
and dynamic information concerning the structural, magnetic, and electronic phases. For
this study, exclusive attention will be given to studies of a triply degenerate (T2g) phonon
to answer questions concerning the low-temperature and high-pressure structural properties
of CoV2O4.
When compared with members of the AV2O4 (A = Cd, Mn, Fe, Co, Zn, Mg) spinel
family, CoV2O4 is an anomaly. The results discussed in this chapter will address two specific
questions: (1) Does CoV2O4 retain its cubic symmetry at low temperatures? Its fellow
members of the AV2O4 family exhibit at least one symmetry-lowering structural transition at
low temperature, usually concomitant with orbital ordering and near a magnetic transition.
A recent experimental study by Dissanayake reveals subtle hints of a symmetry-lowering
structural transition in CoV2O4;[36] however, diffraction measurements have not yet detected
such a transition down to T = 10 K.[37–42] (2) Does CoV2O4 retain its cubic symmetry
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through the pressure-induced semiconductor-to-metal transition? There are a dearth of
high-pressure structural studies of CoV2O4, but theoretical calculations predict that the
cubic structure is stable at high pressures.[43] However, spinels are well-known for significant
coupling between the spin, lattice, and electronic degrees of freedom. Furthermore, other
vanadium oxides, such as V2O3[44] and VO2[45,46], exhibit lattice instabilities or structural
phase transitions near a metal-insulator transition.
This chapter will begin with a more detailed discussion of the background and motivation
for this Raman scattering study of CoV2O4. Next, I will present the temperature- and
pressure-dependent Raman scattering data and discuss their implications. The chapter will
conclude with a summary and a brief discussion of proposed future studies of CoV2O4 that
would be particularly informative.
5.1 Background and Motivation
The spinel family AV2O4 was originally studied to explore the nature of electrons near the
transition from localized character to itinerant character, or vice versa. In particular, a
question posed by J. B. Goodenough was whether there is a gradual or abrupt transition
between the two electronic characters.[1] Two limiting theories are used to describe the
electronic character: band theory and crystal field theory. Band theory applies when each
electron is shared by all like nuclei, as a result of strong interactions between neighboring
atoms. The band theory description works well to describe outer s- and p-electrons of
transition metals.[1] Crystal-field theory, on the other hand, applies when each electron
is bound to its parent atom, as a result of weak interactions between neighboring atoms.
Generally, crystal field theory works well to describe outer f-electrons which are screened
by the outer s- and p-electrons.[1] However, outer d-electrons have intermediate character.
This is manifest in crystals in which the d-electrons exhibit properties characteristic of either
localized electrons, itinerant electrons, or even a coexistence of both types.[1] Goodenough
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predicted for a number of metallic oxides that the crossover from itinerant to localized
character takes place below a critical separation between the transition metal ions. For the
AV2O4 family, this critical separation between neighboring vanadium ions was predicted to
be Rc = 2.94 A˚.[1]
At ambient pressures, all of the AV2O4 members (A = Cd, Mn, Fe, Co, Zn, Mg) have
RV−V > Rc and are insulating or semi-conducting. CoV2O4 has the smallest V-V separa-
tion of the AV2O4 family with RV−V = 2.972 A˚. The crossover, then, can be explored by
approaching the transition from the localized side by tuning the V-V separation, which has
been shown to be a critical parameter controlling the properties of AV2O4.[37, 39, 47, 48]
Tuning RV−V can be performed by two methods: chemical or physical pressure.
Chemical pressure can be ‘applied’ by substitution on the A-site, which modifies the size
of the lattice and RV−V . In one study, Kiswandhi et al. explored the physical properties of
the doping series Mn1−xCoxV2O4.[37] With decreasing RV−V (increasing x), they observed a
suppression of the structural transition temperature and a decrease in the activation energy
associated with nearest-neighbor hopping of polarons.[37] In another study, Kiswandhi et al.
substituted Cd, Mg, and Zn onto the A-site in AV2O4 and found that (1) the structural dis-
tortion weakens, (2) the structural transition temperature decreases, and (3) the activation
energy decreases with decreasing RV−V .[39] Figure 5.1 shows a modified plot from Ref. [39],
which shows structural transition temperatures and activation energies (EA) as a function
of 1/RV−V gathered from multiple studies.[39]
Each of these effects confirms that V3+ electrons become increasingly itinerant with
decreasing RV−V . The structural transition exhibited by members of the AV2O4 family
is associated with orbital ordering that originates from orbital degeneracy of the V3+ t2g
states. As these electrons become more itinerant, it is expected that the magnitude of the
structural distortion (c/a) decreases along with the structural transition temperature. It
is also expected that as electrons become more itinerant, the activation energy decreases,
indicating the electrons are less tightly bound to their parent atoms, and are thus more
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Figure 5.1: Modified figure from Ref. [39] showing the structural transition temperatures TS
and activation energies EA for AV2O4 (A = Cd, Mn, Mg, Zn, Co) and Mn1−xCoxV2O4 as a
function of the V-V distance. Figure adapted with permission from Ref. [39]. Copyrighted
by the American Physical Society.
itinerant.
Physical pressure is in some respects a cleaner method of manipulating RV−V compared
to chemical pressure. Blanco-Canosa et al. measured the pressure dependences of TN for
AV2O4 (A = Cd, Mn, Zn, Mg) to obtain the Bloch parameter, α =
δlnTN
δlnV
, for each material,
as the Bloch parameter can be used to confirm the applicability of crystal field theory.[47] As
the transition is approached from the localized-electron side of the transition, Bloch’s 10/3
rule breaks down and the values for α deviate from the expected value of α = −10/3 for
magnetic insulators. Blanco-Canosa et al. found that the Bloch rule indeed breaks down as
RV−V approaches Rc.[47] Furthermore, they found that in approaching the itinerant limit,
an intermediate phase occurs, in which the electrons are neither localized nor itinerant.[47]
Figure 5.2 shows the main results from this study. The breakdown is first marked by an
anomalously large increase of TN in MnV2O4 with pressure. In ZnV2O4, which is situated
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Figure 5.2: Figure from Ref. [47] illustrating a proposed magnetic phase diagram for AV2O4
as a function of the V-V distance. The dotted line is a guide to the eye and the arrow denotes
the estimated critical distance for itinerant behavior. Reprinted figure with permission from
[47]. © 2007 American Physical Society.
in the so-called intermediate phase, Blanco-Canosa et al. find that TN decreases with in-
creasing pressure.[47] And based on their ab initio calculations, Blanco-Canosa et al. predict
that MgV2O4 should have a metallic conductivity above 6.5 GPa, in the absence of a struc-
tural symmetry change.[47] It is interesting to note that Phase III in Fig. 5.2 represents a
paramagnetic metallic (PMM) phase.
CoV2O4 is a particularly interesting member of the AV2O4 family. As mentioned before,
its V-V separation is the closest of the vanadate spinels to the Rc predicted by Goodenough.
Indeed, Kismarahardja et al. reported a pressure-induced semiconductor-to-metal transition
for P ≥ 6 GPa and 115 K < T < TN in single-crystalline CoV2O4, verifying that CoV2O4
is truly close to the itinerant electron limit under ambient conditions.[48] Figure 5.3 shows
the resistivity data for CoV2O4 under pressure from Ref. [48]. Three salient features should
be pointed out in Fig. 5.3: (1) The kink in resistivity at T ' 150 K at ambient pressure is
associated with TN in Ref. [48]. The temperature at which the kink is observed increases
with increasing pressure, easily seen in Fig. 5.3(b), leading to the conclusion in Ref. [48] that
TN increases with increasing pressure. (2) The resistivity values of CoV2O4 in the metallic
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state are those of a ‘bad’ metal, as they are very similar to those of the semi-conducting
state. (3) The metallic state does not persist to low temperatures even under high pressure.
Figure 5.3: Modified figure from Ref. [48] showing the temperature dependence of resistivity
measured under different pressures for CoV2O4. The arrows denote increasing pressure.
Figure adapted with permission from Ref. [48]. Copyrighted by the American Physical
Society.
Unlike the other members of the AV2O4 family, CoV2O4 does not exhibit a symmetry-
lowering structural transition at low temperatures. The typical vanadium spinel undergoes
a cubic-to-tetragonal structural transition, associated with orbital ordering of the V3+ t2g
electrons, followed by at least one magnetic transition. CoV2O4, however, only exhibits mag-
netic transitions at low temperatures. Table 5.1 gives the structural and magnetic transition
temperatures (TN) for AV2O4 (A = Cd, Mn, Zn, Mg, Co), illustrating the peculiar absence
of a symmetry-lowering structural transition in CoV2O4. The reported magnetic transition
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temperatures of CoV2O4 vary; the source of these discrepancies is possibly associated with
sample preparation difficulties and disorder effects.[41] The magnetic transition reported in
the range T = 142 − 170 K is associated with a collinear ferrimagnetic ordering of the Co
and V spins.[36, 38–42, 48–51] At lower temperatures, a canting of the V spins develops,
creating a noncollinear ferrimagnetic order; the temperature of this transition is unclear,
as the reported values range from T = 59 K and T = 100 K.[36, 38–42, 48–51] Although
diffraction measurements do not reveal a distortion from cubic symmetry, strain measure-
ments performed by Dissanayake in single crystals of CoV2O4 have indicated a weak lattice
distortion with ( c
a
− 1) ∼ 10−4 below T = 100 K.[36] Furthermore, the distortion changes
sign at lower temperatures.[36] A recent neutron diffraction study by Reig-i-Plessis et al.
revealed a first-order structural transition at T = 90 K, in which a lattice expansion was ob-
served.[41] However, Reig-i-Plessis et al. could not discern a lowering of the symmetry within
the resolution of the measurement.[41] Therefore, recent experimental evidence suggests a
subtle, symmetry-lowering structural transition may exist in CoV2O4 at low temperature.
Spinel TS(K) TN(K) Source
CdV2O4 95 33 Refs. [39, 47,51–54]
MnV2O4 56 56 Refs. [40, 47,49–51,55,56]
ZnV2O4 51 40 Refs. [47, 51,57,58]
MgV2O4 65 42 Refs. [39, 47,59,60]
CoV2O4 — ∼150 Refs. [36, 38–42,48–51]
Table 5.1: Collected data for AV2O4 (A = Cd, Mn, Mg, Zn, Co) summarizing the structural
and magnetic transition temperatures. For CoV2O4, TN ∼ 150 is used as an estimate since
the values differ in the literature.
A first-principles study was performed by Kaur et al. to understand the pressure-induced
metallic state in CoV2O4.[43] Given the lack of direct evidence for a lower-symmetry struc-
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ture in the high-pressure phase, a cubic structure was assumed in the calculations.[43] Fur-
thermore, total energy calculations excluded the possibility of a cubic-to-tetragonal transi-
tion up to ∼ 8 GPa, since the tetragonal structure was found to have total energy greater
than that of the cubic structure.[43] Based on this study, Kaur et al. concluded that metal-
lic transition in CoV2O4 could be explained by a mechanism involving both itinerant and
localized electrons.[43]
There is strong motivation to perform a high-resolution study of the structure of CoV2O4
at low temperature and/or high pressure, as evident by the experimental and theoretical
studies described above. Therefore, the aims of this project are simple: to confirm (or deny)
the absence of a symmetry-lowering structural transition in CoV2O4 at both low temper-
ature (ambient pressure) and through the pressure-induced semiconductor-to-metal phase
transition.
5.2 Results and Discussion
The single crystal CoV2O4 used in this study was grown by Haidong Zhou at the University
of Tennessee using the floating-zone method. In order to obtain an oriented sample with a
shiny, unmolested surface, the large crystal was cut and ‘cracked’ to present a small crystal
whose face normal is along a cubic axis direction. The ‘cracking’ process was unsophisticated
but effective; it involved making an incomplete cut with a saw and then tapping a razor blade
with a hammer to complete the cut. Several pieces were produced with this technique, one
of which had a face normal roughly parallel (∼ 7 ◦) to a cubic axis determined from room
temperature x-ray diffraction. This oriented piece was used for determining the symmetries
of the phonons at room temperature. Although all principles axes are indistinguishable due
to the crystal’s cubic symmetry, in this thesis the face normal is labeled c and the in-plane
cubic axes a and b. For measurements at variable temperatures and/or pressures, unoriented
samples were used.
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5.2.1 Room Temperature Raman Spectrum
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Figure 5.4: Raman scattering spectra of CoV2O4 at T = 300 K in the energy range 100 −
750 cm−1.
Figure 5.4 shows the room temperature, ambient pressure Raman spectrum of CoV2O4
in the energy range 100− 750 cm−1. The spectrum includes one strong, narrow peak at ω =
192 cm−1 and several very weak features at higher energies. To identify the symmetries of
the excitations associated with each peak, a symmetry study was performed on the oriented
sample described above. Figure 5.5 shows the Raman spectra for two different electric
field configurations. We can confidently say the ω = 192 cm−1 phonon has T2g symmetry:
its nonzero tensor components are off-diagonal, indicating T2g symmetry, and many other
spinel oxides have a T2g phonon at ω ∼ 200 cm−1. The incomplete extinction of the peak at
ω = 192 cm−1 in the bottom curve of Fig. 5.5 is likely due to the imperfect alignment of the
crystal normal to a cubic axis described above.
For the phonons with ω > 200 cm−1, the symmetry analysis is less clear-cut. The weak
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Figure 5.5: Raman scattering spectra of CoV2O4 at T = 300 K in the energy range 100 −
750 cm−1 with matched [c(aa)c¯] and crossed [c(ba)c¯] electric field polarizations.
feature at ω = 676 cm−1 is likely the A1g phonon for the following reasons: (1) It appears to
have nonzero diagonal tensor components, indicating it is not T2g symmetry. (2) The highest
energy phonon in spinel oxides is typically an A1g phonon in the range ω ∼ 650− 700 cm−1.
The phonons at ω = 482 and 580 cm−1 seem to have nonzero off-diagonal tensor components,
indicating T2g symmetry. The last unidentified phonon is the Eg phonon, which appears to
be missing. The weak feature at ω = 356 cm−1 in Fig. 5.4 may be noise in the spectrum,
since its intensity is very weak in Fig. 5.5.
Due to their weak signals and broad linewidths, the phonons with ω > 200 cm−1 will
not be discussed any further. Exclusive attention will instead be given to the T2g phonon
at ω = 192 cm−1. The (triple) degeneracy of this mode is particularly important for the
purposes of this study: a structural distortion resulting in a loss of cubic symmetry will split
this degeneracy. Therefore, it suffices to focus only on this phonon.
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5.2.2 T2g Phonon: Temperature Dependence
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Figure 5.6: Raman scattering spectra of CoV2O4 at various temperatures in the energy range
170− 220 cm−1.
To determine if there is a structural transition near the magnetic transitions in CoV2O4,
the temperature dependence of the T2g phonon was studied. Figure 5.6 shows the Raman
spectra in the energy range 170 − 220 cm−1 at various temperatures between 5 K < T <
170 K. The spectra in Fig. 5.6 show no indication of splitting of the T2g phonon at low
temperatures.
To explore possible signatures of subtle spin-phonon coupling, the energy and linewidth
(full width at half maximum) of the T2g phonon were determined from fitting the peak to
a Lorentzian at each temperature. Figure 5.7 gives the summary plot of the energy and
linewidth of the T2g phonon at various temperatures. The error bars denote the 95% confi-
dence interval as determined from the fits. As one would expect, the phonon energy increases
with decreasing temperature due to anharmonic effects. Other than a slight dip in energy
that occurs around T = 140 K near TN , the temperature dependence of the T2g phonon
energy is as expected. Similarly, the linewidth behaves as expected, in general: it decreases
65
0 2 5 5 0 7 5 1 0 0 1 2 5 1 5 0 1 7 51 9 3 . 5
1 9 4 . 0
1 9 4 . 5
1 9 5 . 0
1 9 5 . 5
 T 2 g  P e a k  P o s i t i o n
T 2g
 Pe
ak P
osit
ion 
(cm
-1 )
T e m p e r a t u r e  ( K )
( a )
0 2 5 5 0 7 5 1 0 0 1 2 5 1 5 0 1 7 52 . 8
3 . 3
3 . 8
4 . 3
4 . 8
 T 2 g  L i n e w i d t h
( b )
T 2g 
Line
wid
th (
cm-
1 )
T e m p e r a t u r e  ( K )
Figure 5.7: (a) Peak position and (b) linewidth (full width at half maximum) of the T2g
phonon as determined from fitting as a function of temperature. Error bars denote the 95%
confidence interval as determined from the fits.
with decreasing temperature, again, due to anharmonic effects. Slight kinks are observed
around T = 50, 80, and 150 K. The subtleties observed in the temperature dependences of
the energy and linewidth of the T2g phonon may indicate spin-phonon coupling; however,
their effects are tiny and will not be discussed any further. We can conclude, then, from
Figs. 5.6 and 5.7 that CoV2O4 retains its cubic symmetry down to T = 5 K, at least to
within the resolution of this experiment. This result is in agreement with diffraction studies
of CoV2O4.[37–42]
Magnetic frustration present in magnetic spinels is often manifest in low magnetic transi-
tion temperatures and/or magnetic transitions that are correlated with another frustration-
relieving mechanism, e.g., a structural transition. In the case of CoV2O4, the development
of magnetic order at high temperature (TN ∼ 150 K) without a structural transition indi-
cates that magnetic frustration in CoV2O4 is minimal or nonexistent. Interestingly, other
vanadate spinels with magnetic A-site ions, such as MnV2O4 and FeV2O4, exhibit correlated
magnetic and structural transitions, suggesting magnetic frustration is still relevant in these
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systems. It is expected that increasing the magnetic exchange interaction between A- and
B-site spins (JA−B) decreases the magnetic frustration inherent in the B-site sublattice and
increases the magnetic transition temperature. Thus, JA−B is likely much larger in CoV2O4
compared to JA−B in MnV2O4 and FeV2O4. Indeed, a neutron diffraction study of the dop-
ing series Mn1−xVxO4 (0 < x < 1) by Ma et al. shows that JA−B increases with increasing
Co doping (x). Although the lack of a symmetry-lowering structural distortion in CoV2O4
is anomalous compared to other vanadate spinels, it is likely a signature of a much larger
JA−B in CoV2O4, which is responsible for the much weaker magnetic frustration.
5.2.3 T2g Phonon: Pressure Dependence
In order to determine if any changes in the lattice symmetry occur near the pressure-induced
semiconductor-to-metal transition in CoV2O4, the pressure-temperature phase regime was
explored using Raman spectroscopy for 3 K ≤ T ≤ 175 K and 0 kbar ≤ P ≤ 60 kbar.
Each experiment consisted of the following steps: (1) The sample and ruby were loaded
into the MCDAC at room temperature with argon under low pressure (≤ 5 kbar). (2) The
temperature was decreased to the desired temperature and held constant. (3) The pressure
was incrementally increased in steps of roughly ∆P ∼ 10 kbar up to ≤ 60 kbar.
Figure 5.8 shows the Raman spectra of CoV2O4 in the energy range 140 − 250 cm−1
at T = 125 K and various pressures. The T2g phonon retains its three-fold degeneracy
and its energy increases with increasing pressure, as expected, up to P = 28 kbar. At
P = 43 kbar, the peak develops an asymmetric shape, indicating the onset of a peak split-
ting. At P = 57 kbar, the peak is fully split, and the two peaks are separated in energy
by roughly 8 cm−1. The data in Fig. 5.8 show very clearly a symmetry-lowering structural
transition occurs at T = 125 K and 28 kbar < P < 43 kbar. This is the first experimen-
tal determination of a symmetry-lowering structural transition in CoV2O4. Importantly,
this structural transition immediately precedes the semiconductor-to-metal transition (see
Fig. 5.3) observed by Kismarahardja et al.[48] Also, the data in Fig. 5.8 disagree with the
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Figure 5.8: Raman scattering spectra of CoV2O4 at T = 125 K and various pressures in the
energy range 140− 250 cm−1.
theoretical prediction of Kaur et al. that CoV2O4 retains its cubic symmetry at pressures
up to P ∼ 8 GPa.[43] Our results suggest that the model of Kaur et al. must be modified
to account for a presure-induced symmetry-lowering transition, whose space group is yet to
be determined.
In order to determine the lower-symmetry structure, pressure-dependent x-ray scattering
should be performed. The pressure-induced splitting of the triply degenerate T2g phonon into
two peaks indicates the structure distorts from cubic symmetry to a lower-symmetry struc-
ture. Given that other spinels exhibit cubic-to-tetragonal transitions, the lower-symmetry
structure is likely tetragonal; however, it is not possible to definitively deduce the space
group of the high-pressure structure from the data in Fig. 5.8.
68
1 4 0 1 5 0 1 6 0 1 7 0 1 8 0 1 9 0 2 0 0 2 1 0 2 2 0 2 3 0 2 4 0 2 5 0
( a )
P  =  5 2  k b a r
P  =  4 2  k b a r
P  =  3 2  k b a r
P  =  2 3  k b a r
P  =  1 4  k b a r
P  =  5  k b a r
Inte
nsit
y (a
rb. 
unit
)
E n e r g y  ( c m - 1 )
T  =  2 5  K
1 4 0 1 5 0 1 6 0 1 7 0 1 8 0 1 9 0 2 0 0 2 1 0 2 2 0 2 3 0 2 4 0 2 5 0
( b ) T  =  1 0 0  K
Inte
nsit
y (a
rb. 
unit
)
E n e r g y  ( c m - 1 )
P  =  6 2  k b a r
P  =  5 4  k b a r
P  =  4 5  k b a r
P  =  3 6  k b a r
P  =  2 5  k b a r
P  =  3  k b a r
1 4 0 1 5 0 1 6 0 1 7 0 1 8 0 1 9 0 2 0 0 2 1 0 2 2 0 2 3 0 2 4 0 2 5 0
( c ) T  =  1 7 5  K
Inte
nsit
y (a
rb. 
unit
)
E n e r g y  ( c m - 1 )
P  =  6 5  k b a r
P  =  5 6  k b a r
P  =  4 8  k b a r
P  =  3 8  k b a r
P  =  2 5  k b a r
P  =  5  k b a r
Figure 5.9: Raman scattering spectra of CoV2O4 at (a) T = 25 K, (b) T = 100 K, and
(c) T = 175 K and various pressures in the energy range 140− 250 cm−1.
To determine if the structural transition is associated with the semiconductor-to-metal
transition in CoV2O4, similar pressure sweeps were performed at various temperatures in
the range 3 K ≤ T ≤ 175 K. Figure 5.9 shows a few representative pressure sweeps at
T = 25, 100, and 175 K. At T = 25 K (see Fig. 5.9(a)) and T = 175 K (see Fig. 5.9(c)), no
symmetry-lowering structural transition is observed up to P = 52 kbar and P = 65 kbar,
respectively. On the other hand, the structural transition is observed in the pressure sweep
at T = 100 K for 25 kbar < P < 36 kbar (see Fig. 5.9(b)). The data in Fig. 5.9 indicate there
is a limited range of temperatures at which P ' 50 kbar can induce the symmetry-lowering
structural transition; for temperatures below and above this range, the structure has cubic
symmetry.
Figure 5.10 shows a preliminary P-T phase diagram that was ‘mapped out’ by performing
pressure-dependent Raman scattering measurements at various fixed temperatures. A data
point denotes the pressure and temperature at which data were taken. In order to not
clutter the phase diagram, errors bars were not included to represent the uncertainty in the
pressure determination. Due to the pixel density on the CCD used for ruby fluorescence
measurements, the uncertainty in the pressure is roughly ±2 kbar. The line denoting the
symmetry-lowering structural transition was estimated by taking the midpoint of pressures
for which their respective Raman spectra show a split and unsplit T2g phonon peak. It is
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Figure 5.10: Preliminary P-T phase diagram of the cubic and lower-symmetry structure in
CoV2O4 obtained from Raman scattering measurements. The hatched region indicates the
metallic phase, as determined from the resistivity data in Ref. [48].
also unclear whether or not P ≥ 60 kbar can induce the structural transition at T = 3 and
25 K, since I was not able to collect data at that high of pressure at those low temperatures.
The P-T phase diagram in Fig. 5.10 is still in progress. A comparison of the metallic phase
regime and the lower-symmetry structural phase regime in Fig. 5.10 shows some overlap
between the phases. However, they do not map onto each other for 150 < T < 200 K, in
which CoV2O4 may be metallic in the cubic phase. It is possible that the laser could be
heating the sample to a temperature higher than is indicated by the temperature controller.
This idea of laser heating should be explored in more detail. Also, more pressure sweeps
should be performed in order to fill out the phase diagram more precisely, particularly for
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150 < T < 200 K. Also, performing temperature sweeps at constant pressure would be
informative, since the resistivity data in Fig. 5.3 was obtained through temperature sweeps
under constant pressure. Based on the P-T phase diagram in Fig. 5.10, one should find a
‘re-entrance’ into the cubic phase for P ≥ 40 kbar. These experiments would be particularly
effective in determining the correlation of the lower-symmetry structural phase and the
metallic phase, which is critical for developing an accurate description of the pressure-induced
semiconductor-to-metal transition in CoV2O4.
5.3 Summary
In summary, the temperature- and pressure-dependence of the T2g phonon near ω = 192 cm
−1
in CoV2O4 is presented. At ambient pressure, we show that the three-fold degeneracy of
the T2g phonon is retained down to T = 7 K, indicating no distortion from cubic symmetry
is observed, consistent with diffraction studies of CoV2O4. Though not explored in this
study, subtle changes in phonon linewidth and energy are observed near magnetic transition
temperatures. Lastly, we show for the first time a symmetry-lowering structural transition is
induced with pressure (P ∼ 40 kbar) for a range of temperatures (50 < T < 150 K), indicated
by a splitting of the triply degenerate T2g phonon. The structural transition occurs very near
the pressure required to induce the semiconductor-to-metal transition (P ∼ 60 kbar).
A preliminary P-T phase diagram of the structural transition in CoV2O4 is presented,
which suggests correlation to the electronic transition. We propose that pressure-dependent
x-ray diffraction studies should be performed to determine the lower-symmetry structure.
Additionally, more data should be added to the P-T phase diagram to more accurately define
the phase boundary for the structural transition. In particular, Raman scattering measure-
ments at constant pressure and variable temperature would be effective in determining the
correlation between the metallic phase regime and the lower-symmetry structural phase
regime. This study shows that the lattice and electronic degrees of freedom are indeed
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strongly coupled in CoV2O4, which must be accounted for in descriptions of the electronic
character in the semiconductor-to-metal transition.
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Chapter 6
Raman Scattering Study of Strong
Spin-Orbital-Lattice Coupling in
MnV2O4
In this chapter, temperature-, magnetic-field-, pressure-dependent Raman scattering data
will be presented for the ferrimagnetic spinel MnV2O4. The results in this chapter will help
address several open questions concerning MnV2O4. (1) MnV2O4 exhibits a series of closely-
spaced magnetic, structural, and orbital-ordering transitions at low temperatures, reflecting
strong coupling between the spin, lattice, and orbital degrees of freedom. What is the nature
of the coupling between these degrees of freedom? (2) The orbital order realized in MnV2O4
remains under debate partly due to differing inelastic neutron scattering results.[62,63] What
is the q = 0 magnetic excitation spectrum? (3) The Bloch parameter α = δlnTN
δlnV
for MnV2O4
deviates significantly from the value α = −10/3 expected for magnetic insulators.[47] What
effect does increasing the electron itinerancy via pressure have on the magnetic transition
temperature TN and/or magnetic excitations?
This chapter will begin with a more detailed discussion of the background and motiva-
tion for this Raman scattering study of MnV2O4. Next, I will present the temperature-,
magnetic-field-, and pressure-dependent Raman scattering data and discuss their implica-
tions. The chapter will conclude with a summary, which includes suggestions for future
Significant portions of this chapter have appeared in Ref. [61]: Gleason, S. L., Byrum, T., Gim, Y.,
Thaler, A., Abbamonte, P., MacDougall, G. J., Martin, L. W., Zhou, H. D., and Cooper, S. L. Phys. Rev.
B 89, 134402 Apr (2014).
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studies of MnV2O4 that would be particularly informative.
6.1 Background and Motivation
As discussed in Chapter 2, geometric frustration refers to the inability of a system of inter-
acting particles to find a unique ground state. In magnetic materials, geometric frustration
prevents all of the interactions between spins to be simultaneously satisfied, resulting in
a macroscopic degeneracy. In the attempt to lower degeneracy and select a ground state,
multiple degrees of freedom can become coupled to relieve the frustration.
An example of a frustration-relieving mechanism is the ‘spin-driven’ structural distortion
observed in the ACr2O4 family for A = Mg, Zn, and Cd. Note that Mg
2+, Zn2+, and Cd2+
have filled shells and thus have no net spin (SA = 0) or orbital degeneracy. On the other hand,
Cr3+ has three d electrons. According to Hund’s rules, Cr3+ has spin S = 3/2 and the three
electrons occupy all three t2g orbitals, resulting in no orbital degeneracy. Upon cooling, these
systems undergo a structural distortion from cubic symmetry concomitant with magnetic
transitions at TN = 13, 12.5, and 7.8 K for A = Mg, Zn, and Cd, respectively.[2] These
structural transitions are considered to be ‘spin driven,’ i.e., the spins couple to the lattice
and ‘drive’ a distortion that relieves the magnetic frustration. In this scenario, the energetic
cost of distorting the lattice is compensated by the gain in magnetic exchange energy in the
magnetically ordered state.
Other interesting phenomena, such as orbital ordering, can occur when orbital degrees of
freedom are present. Orbital degrees of freedom on the B-sites can be introduced by replacing
Cr3+ with V3+, which has two d electrons. According to Hund’s rules, V3+ has spin S = 1
and the electrons occupy only two of the three t2g states, resulting in orbital degeneracy.
In his thesis, Gia-Wei Chern describes the three influences of orbital degeneracy[64]: (1)
The orbital degree of freedom affects the magnetic exchange interactions, since the latter
depends on the overlap of occupied orbitals. (2) The single-ion spin-orbit coupling λ(L · S)
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plays an important role, since the orbital angular momentum may not be quenched. (3) The
Jahn-Teller effect couples the orbitals to the lattice. These effects play an important role in
the orbital order realized in the vanadium spinels.
MnV2O4 is an interesting member of the vanadium spinel family due to significant cou-
pling between the spin, lattice, and orbital degrees of freedom. These couplings are manifest
in the series of closely spaced magnetic, structural, and orbital-ordering transitions at low
temperatures. MnV2O4 orders ferrimagnetically at TN = 57 K, where the Mn
2+ spins
(S = 5/2) and V3+ spins (S = 1) align in opposite directions along the [001] direction.
Below T = 53 K, the vanadium spins cant away from the [001] direction in a ‘triangular’
spin configuration. The complex, noncollinear magnetic structure is described by Garlea et
al.[55] A cubic-to-tetragonal structural transition is concomitant with the magnetic transi-
tion at T = 53 K. As with other vanadium spinels, the structural transition is associated
with orbital ordering, whose order is still under debate.
The orbital ordering is currently undetermined partly due to conflicting reports of the
space group, the lack of measurements to directly probe the orbital order, and the results of
inelastic neutron scattering (INS). Various orbital configurations for the V3+ ion in MnV2O4
have been proposed. They include alternating dxz and dyz orbitals (L = 0) along the c
axis,[72] a ferro-orbital dxz + idyz (L = 1) configuration,[73, 74] and even more complicated
mixtures of d-orbital states.[56, 71, 75, 76] As stated above, experiments, such as x-ray res-
onant spectroscopy, have not yet been performed to directly measure the orbital order.[64]
Because of this, an experimental test of the proposed orbital-ordering schemes has relied
on comparisons of exchange parameters determined from fits to INS data.[56,62] For exam-
ple, Chung et al. propose that their INS results shown in Fig. 6.1 support the ferro-orbital
model.[62]
There are conflicting reports for the structural transition temperature. Some claim the structural
transition occurs at T = 53 K[40, 50, 55, 65–69] while others claim T = 57 K.[63, 70, 71] We do not address
this issue in this work. I choose to follow the larger contingency, which claims the structural transition is at
T = 53 K.
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Figure 6.1: Modified figure from Ref. [62] showing contour of inelastic neutron scattering
intensity for MnV2O4 at T = 5 K along (20l) and (4+l,0,l). Figure adapted with permission
from Ref. [62]. Copyrighted by the American Physical Society.
However, the current fits to INS data by Chung et al.[62] may need to be revised in light
of a recent high-resolution INS study by Magee.[63] Figure 6.2 shows the INS data taken
by Magee and the corresponding calculated dispersion curves using the results from Chung
et al. for comparison.[62, 63] Figure 6.2 shows a higher-energy magnon branch dispersing
downward near points equivalent to the Brillouin zone center (e.g., (200)) at ∼ 10 meV
(80 cm−1), which is not observed in Fig. 6.1. Furthermore, Magee reports a crossing of
the magnon branches at a momentum transfer equivalent to q = 0.[63] Further studies are
needed to verify the results shown in Fig. 6.2, which would indicate a revised fit to magnon
dispersion data is needed to improve estimates of the exchange parameters and orbital ground
state in MnV2O4.
MnV2O4 is also an interesting comparison to CoV2O4 given their relative proximities to
the itinerant electron limit predicted by Goodenough.[1] As discussed in Chapter 5, CoV2O4
is the closest of the AV2O4 (A = Cd, Mn, Zn, Mg, Co) family to this limit. MnV2O4, on
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Figure 6.2: Figure from Ref. [63] showing (top) contour of inelastic neutron scattering inten-
sity for MnV2O4 at T = 2 K along (h00) and (2+h,-h,0) and (bottom) calculated dispersion
curves along the corresponding directions based on the results of Ref. [62] for comparison.
Note the data and curves significantly differ near points equivalent to the Brillouin zone
center.
the other hand, is farther away from the predicted limit but very near a transitional phase
observed by Blanco-Canosa et al., in which the electrons are neither localized nor itiner-
ant.[47] Blanco-Canosa et al. find that the Bloch parameter α = δlnTN
δlnV
for MnV2O4 deviates
significantly from the value α = −10/3 expected for magnetic insulators for pressures up
to P = 10 kbar.[47] Figure 6.3 shows the proposed magnetic phase diagram for AV2O4
from Ref. [47]. While pressure is shown to have a dramatic effect on TN in MnV2O4 up to
P = 10 kbar,[47] it is unclear if TN follows the trend proposed for AV2O4 spinels with non-
magnetic A-site ions with decreasing RV−V shown in Fig. 6.3, which would require pressures
higher than P = 10 kbar.
A high-resolution temperature-, magnetic-field-, and pressure-dependent Raman scatter-
ing study of magnetic excitations in MnV2O4 would help address some of the open questions
discussed above. The aims of this project are to (1) clarify recent INS results by measuring
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Figure 6.3: Figure from Ref. [47] illustrating a proposed magnetic phase diagram for AV2O4
as a function of the V-V distance. The dotted line is a guide to the eye and the arrow denotes
the estimated critical distance for itinerant behavior. Reprinted figure with permission from
[47]. © 2007 American Physical Society.
the q = 0 Raman-active magnetic excitations, (2) explore spin-orbital-lattice coupling by
studying the temperature-dependent magnon spectrum of MnV2O4, and (3) investigate the
effects of decreasing RV−V by tracking the magnetic excitations in MnV2O4 with increasing
pressure.
6.2 Results and Discussion
6.2.1 Experimental Details
The single crystal MnV2O4 used in this study was grown by Haidong Zhou at the Uni-
versity of Tennessee using the floating-zone method. The phonon spectrum we observe in
MnV2O4 contains very weak features, which unfortunately precludes a systematic study of
the phonons. Therefore, exclusive attention will be given to the magnetic excitations that
develop below TN , as shown below.
For the scattering experiments involving MnV2O4, two experimental geometries were
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used. In geometry 1, the incident light was circularly polarized with k parallel to a cubic
axis. No analyzer was employed. The magnetic field used in the magnetic-field-dependent
measurements was directed along the same cubic axis, parallel to k. In geometry 2, a
H = 1 T magnetic field was applied to define a unique [001] crystallographic direction in
the sample, where [hkl] refer to tetragonal axes. The incident light was linearly polarized
along [11
√
2] with k ‖ [11¯0]. An analyzer was employed to match the scattered polarization
with the incident polarization along [11
√
2].
6.2.2 Magnetic Excitations: Temperature and Magnetic-Field
Dependence
Figure 6.4 shows the temperature dependence of the MnV2O4 Raman spectrum in the
40−240 cm−1 energy range, which is expected to be dominated by magnon excitations.[62,63]
For temperatures near and above TN , the Raman spectrum of MnV2O4 exhibits a broad con-
tinuum background, which we associate with incoherent spin scattering similar to that ob-
served in Raman scattering from low-dimensional spin systems[78] and Cr-based spinels.[79]
For temperatures T < TN , this incoherent spin scattering is suppressed, and several peaks
develop, including two sharp modes at 74 cm−1 (M1) and 81 cm−1 (M2), and a broad mode
centered at 178 cm−1 (2M).
We identify the narrow peaks M1 and M2 as q = 0 one-magnon excitations, based
upon the following: Both peaks broaden and decrease in energy as T → TN , tracking
the sublattice magnetization, and are absent at temperatures above TN . Additionally, as
shown in Fig. 6.5, the energies of M1 and M2 change linearly with increasing magnetic field
applied along the net magnetization direction — with rates of ∆E/∆H = +0.75 cm−1/T and
∆E/∆H = +0.33 cm−1/T, respectively — consistent with the field dependence expected
The application of a H = 1 T magnetic field along a cubic axis restored rigorous selection rules for the
magnons and high-energy phonons, indicating that the crystal had a single domain with M ‖ H. Recent
experiments (see Refs. [77], [63], and [70]) support this conclusion.
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Figure 6.4: (a)-(c) Raman scattering spectra of MnV2O4 taken in geometry 1 at various tem-
peratures in the energy ranges (a) 40−240 cm−1, (b) 60−90 cm−1, and (c) 120−280 cm−1.
(d) Raman scattering spectra of MnV2O4 taken in geometry 2 at various temperatures in
the energy range 60 − 90 cm−1. The data in (b)-(d) have been offset for clarity. (e)-(g)
Summaries of the temperature dependences of the peak positions for peaks labeled M1, M2,
and 2M. From Ref. [61].
of one-magnon excitations.[8] Finally, recent inelastic neutron scattering measurements of
MnV2O4 confirm that there are magnon branches very close in energy to M1 (74 cm
−1) and
M2 (81 cm−1).[63]
The broad band 2M in Fig. 6.4 was previously observed in Raman scattering measure-
ments and was attributed to one-magnon scattering.[80, 81] However, we believe it is more
likely that this peak is associated with two-magnon scattering, involving the excitation of
magnon pairs with momenta +q and −q. This assignment is supported by the much broader
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Figure 6.5: (a),(b) Raman scattering spectra of MnV2O4 taken in geometry 1 at various
magnetic fields in the energy ranges (a) 70 − 90 cm−1 and (b) 120 − 240 cm−1. The data
have been offset for clarity. (c),(d) Summaries of the magnetic field dependences of the peak
positions for peaks labeled M1, M2, and 2M. From Ref. [61].
linewidth of 2M compared to the linewidths of the one-magnon excitations M1 and M2; the
substantially larger linewidth of 2M reflects the fact that the two-magnon scattering response
is governed by the two-magnon density of states. We note that inelastic neutron scattering
data in Ref. [62] and shown in Fig. 6.1 indicate that there is at least one one-magnon branch
in the vicinity of 178 cm−1 (20 meV) at q = 0.[62] Consequently, we cannot rule out the
possibility that the broad response we observe at 178 cm−1 in MnV2O4 has contributions
from one-magnon scattering. However, all other one-magnon excitations we observe are quite
narrow, and therefore we believe it is unlikely that the 178 cm−1 response in Fig. 6.4 (a) can
be attributed to a convolution of two closely spaced one-magnon peaks. Hence, the simplest
interpretation of the broad peak labeled 2M in MnV2O4 is two-magnon scattering.
Interestingly, the temperature dependence of the two-magnon response in MnV2O4 is
anomalous, as its energy increases with increasing temperature towards TN (see Fig. 6.4).
By contrast, the two-magnon scattering energy in magnetic materials is normally expected to
decrease with increasing temperature towards TN ,[8] reflecting a decrease in the one-magnon
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energies and spin-spin correlations with increasing temperature. As discussed below, we pro-
pose that the anomalous temperature dependence of the two-magnon scattering response in
MnV2O4 is indicative of strong spin-lattice coupling associated with zone-boundary magnons.
6.2.2.1 Continuum Background
The Raman spectrum of MnV2O4 (Fig. 6.4) exhibits well-defined one- and two-magnon
excitations that evolve below TN from a broad scattering continuum background. This
continuum scattering is likely associated with scattering from short-range spin correlations
on the frustrated pyrochlore (B -site) sublattice. A more pronounced continuum scattering
was also observed in Raman scattering of the ferrimagnetic spinel Mn3O4. In Mn3O4, the
observation of short range Mn3+ spin correlations above TN in diffuse neutron scattering and
specific heat measurements of Mn3O4 support the association of the scattering with short-
range spin correlations.[82] The more prominent continuum scattering observed in Mn3O4
may reflect the much weaker B -site interchain exchange coupling reported in Mn3O4 relative
to MnV2O4,[62] since spin fluctuations are expected to be enhanced in one-dimensional chain
systems.[78]
6.2.2.2 q = 0 Magnons
The primitive unit cell of MnV2O4 contains six magnetic ions,[55, 83] and their spin wave
dispersions consist of six branches.[62, 73] In MnV2O4, we observe two one-magnon excita-
tions. Note that we do not necessarily expect to observe all six magnetic excitations with
Raman scattering, as the particular symmetry of an excitation may be inaccessible to our
technique. Even if a magnetic excitation in a given material has a Raman-allowed symme-
try, the modulation of the crystal’s electronic susceptibility by this excitation may be small,
leading to a weak signal.
Significantly, the two q = 0 magnons we observe at ω = 74 and 81 cm−1 in MnV2O4
disagree with the single q = 0 magnon spectrum reported in this energy range by Chung et
82
al.[62] Magee recently reported a ‘band crossing’ of two one-magnon branches near 80 cm−1
for a momentum transfer equivalent to q = 0,[63] which is consistent with the number
of magnon modes we observe in this energy range; importantly, however, we measure an
8 cm−1 splitting between the single-magnon modes, rather than a band crossing, at q = 0
in MnV2O4.
The q = 0 one-magnon spectrum of MnV2O4 we observe (see Fig. 6.4) puts important
constraints on the orbital ground state of this material. Currently there are several proposed
orbital-ordering schemes for the V3+ ion in MnV2O4.[56, 71–76] Since each orbital configu-
ration has a different electron overlap, and thus different exchange parameters, a principal
test of the orbital order in MnV2O4 has been a comparison between exchange parameters
calculated from particular orbital configurations (e.g., Refs. [73] and [56]) and exchange pa-
rameters extracted from a fit to inelastic neutron scatting data reported by Chung et al.[62]
However, the fit to the data of Chung et al. does not account for our observation of two
q = 0 magnon excitations near 80 cm−1 in MnV2O4. Specifically, to explain the two q = 0
magnon excitations near 80 cm−1, one of the four higher energy bands at the zone center of
the fit given by Chung et al.[62] would have to be lowered by at least 8 meV.
More recent, higher resolution neutron scattering measurements by Magee show that one
of the higher energy magnon branches in MnV2O4 does indeed disperse downward and is
proposed to cross with another magnon branch near the zone center;[63] however, this more
recent neutron study does not show the 8 cm−1 splitting we observe between the two q = 0
magnon modes of MnV2O4 in the 80 cm
−1 energy range.
A 2012 theoretical study by Nanguneri et al. presented magnon dispersion curves cal-
culated for several proposed orbital-ordering configurations for MnV2O4.[73] By comparing
the data in Ref. [62] and the calculated dispersion curves, it was determined that the orbital
order was ferro-orbital order with I41/amd symmetry.[73] As mentioned above, however, the
data in Ref. [62] does not account for our observation of two q = 0 magnon excitations
near 80 cm−1 in MnV2O4, making the conclusion by Nanguneri et al. likely incorrect. In-
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terestingly, none of the dispersion curves calculated by Nanguneri et al. includes two q = 0
magnon excitations near 80 cm−1.[73] This suggests modifications need to be made to their
theoretical model.
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Figure 6.6: Raman scattering spectra of MnV2O4 at T = 7 K for E ‖ H ‖ c in the energy
ranges (a) 65− 90 cm−1 and (b) 120− 240 cm−1 at various magnetic field strengths.
To put further constraints on the calculations, a preliminary symmetry analysis was per-
formed on the magnetic excitations M1, M2, and 2M. Figure 6.6 shows the Raman scattering
spectra for H = 0, 0.2, 0.4 T applied along the [001] direction at T = 7 K for matched in-
cident and scattered electric polarization along H. For increasing magnetic field strengths,
the intensity of the M2 magnon decreases. At H = 0.4 T, its intensity is completely ex-
tinguished: this complete extinction is a signature of selection rules, as the M2 intensity is
nonzero in other electric field configurations at H = 0.4 T (data not shown). The salient
features of Fig. 6.6 are (1) magnetic domains can be aligned with H = 0.4 T, (2) the diagonal
components of the Raman tensor of M2 are zero, and (3) the diagonal components of the
Raman tensors of M1 and 2M are nonzero. Determination the irreducible representations
of these magnetic excitations would require other Raman scattering spectra taken in other
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electric polarization configurations, which have not yet been performed.
Calculations of the magnon dispersion curves at T = 7 K for MnV2O4 should not only
reproduce the energies we observe for M1 and M2 at the Brillouin zone center, but the
symmetries of the magnons must be consistent with the results of Fig. 6.6. Specifically, we
can deduce from Fig. 6.6 that in the C4h point group, the symmetry of M1 is either Ag or
Bg and the symmetry of M2 is either Ag, Bg, or Eg. A more complete symmetry analysis
of these modes should be performed to unambiguously identify the magnon symmetries and
further constrain magnon dispersion calculations. Such calculations would help determine
the orbital-ordering configuration in MnV2O4.
6.2.2.3 Anomalous Two-Magnon Temperature Dependence
The two-magnon scattering response at ω = 178 cm−1 in MnV2O4 (Fig. 6.4) represents
the creation of pairs of spin waves with momenta +q and −q. The two-magnon scattering
intensity is proportional to the two-magnon density of states, and is thus dominated by pairs
of spin waves with momenta near the edge of the Brillouin zone.
As noted previously, the temperature dependence of the two-magnon response in MnV2O4
is anomalous. The temperature dependence of the two-magnon scattering energy ω2M has
been calculated by numerous authors:[8, 84, 85] ω2M is expected to increase with decreasing
temperature, following the temperature dependence of the one-magnon energy. In con-
trast, the two-magnon energy in MnV2O4 decreases with decreasing temperature, as shown
in Fig. 6.4. As discussed previously, the two-magnon scattering response is dominated by
zone-boundary magnons, so the anomalous two-magnon temperature dependence must be
associated with magnon interaction effects at the zone boundary. Strong spin-lattice cou-
pling associated with the zone-boundary magnons in MnV2O4 is perhaps the simplest and
most likely explanation for the anomalous two-magnon temperature dependence, particularly
given the evidence for strong spin-lattice coupling apparent in the closely spaced magnetic
and structural phase transitions of MnV2O4.
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It is also noteworthy that a similar temperature dependence of the two-magnon band
in the spin-dimer system TlCuCl3 was observed and attributed to strong spin-phonon cou-
pling.[79] Notably, there is no evidence for anomalies associated with either of the q = 0
one-magnons M1 and M2. These q = 0 magnon modes are well separated in energy from
— and hence are not expected to mix with — the q = 0 phonon modes.[80,86] Strong spin-
lattice coupling should be more pronounced near the Brillouin zone boundary, where the
dispersed acoustic phonons (or possibly softened optical phonons) are more likely to overlap
in energy with magnons. Our Raman results motivate a more conclusive investigation of
possible mixing of the spin and lattice degrees of freedom at the zone boundary, such as
an inelastic neutron scattering search for anomalies in the temperature dependence of zone-
boundary magnons and phonons in the 9−12 meV range of MnV2O4. For example, neutron
scattering studies of the manganese perovskites revealed spin wave softening and linewidth
broadening of the zone-boundary magnons caused by spin-phonon coupling. [87]
6.3 Magnetic Excitations: Pressure Dependence
Figure 6.7 shows the pressure dependence of the MnV2O4 Raman spectrum in the 65 −
140 cm−1 energy range at T = 7 K. The modes M1 and M2 are the magnetic excitations
discussed above, and the peak at ω = 108 cm−1 is an anvil (moissanite) phonon. A sum-
mary plot of the energies of M1 (ωM1) and M2 (ωM2) plotted against pressure is shown
in Fig. 6.7 (b), which shows that the magnon energies increase with increasing pressure.
While ∆ωM1
∆P
exhibits fairly linear behavior, ∆ωM2
∆P
exhibits nonlinear behavior and dramati-
cally increases at higher pressures. Also, the linewidth of M2 significantly broadens at higher
pressure as well, suggesting the mode is becoming overdamped. This broadening would be
consistent with a change in electronic character, as expected near the itinerant electron
limit. At P = 46 kbar, the intensities of the M1 and M2 peaks disappear, the reason for
which is unknown at this point. It is possible that the energy of M2 softens and the peak
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Figure 6.7: (a) Raman scattering spectra of MnV2O4 at T = 7 K and various pressures in
the energy range 65− 140 cm−1. (b) Peak positions of M1 and M2 as functions of pressure.
The mode at ω = 107 cm−1 is a moissanite anvil phonon.
intensity weakens such that is becomes convoluted with the anvil mode. This loss of signal
could be due to experimental issues or may be a signature of the magnons becoming highly
overdamped, the onset of which appears at P = 42 kbar.
Multiple pressure sweeps similar to that shown in Fig. 6.7 were performed in order to
further verify the pressure dependences of M1 and M2. Figure 6.8 shows the summary plots
from several pressure sweeps on different MnV2O4 samples. As seen in Fig. 6.8, the pressure
dependences of the M1 and M2 magnons vary. Variations in the data could be due to multiple
reasons. Most likely, the variations are due to uncertainty in the pressure determination,
which could be from a low CCD pixel density in the spectrometer or from gradients that
develop in the argon pressure medium. Despite these variations, the data in general show
the trend of the magnon energies increasing with increasing pressure. The Raman scattering
data from pressure sweeps other than those shown in Fig. 6.7 were terminated at pressures
less than P = 40 kbar due to instabilities in the DAC. More data is needed, particularly for
P > 40 kbar, to verify the pressure dependences of M1 and M2. Specifically, it is important
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to identify the reason for the apparent loss of signal strength in the M1 and M2 peaks
observed at P = 46 kbar in Fig. 6.7.
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Figure 6.8: Peak positions of M1 and M2 as functions of pressure obtained from several
different pressure-dependent Raman scattering measurements.
The pressure dependences of the M1 and M2 magnon energies shown in Fig. 6.8 is
particularly interesting in light of the phase diagram proposed by Blanco-Canosa et al.
for the AV2O4 (A = Cd, Mn, Zn, Mg) family shown in Fig. 6.3.[47] Although Mn
2+ is a
magnetic ion, MnV2O4 is included along with AV2O4 materials with nonmagnetic A-site
ions. Blanco-Canosa et al.’s justification for including MnV2O4 in this plot was that the
exchange interactions involving Mn2+ are small in comparison to the V-V interaction.[47]
In Fig. 6.3, MnV2O4 is in Phase I (insulating) but close to the border of the intermediate
phase, Phase II, in which Blanco-Canosa et al. suggest the electrons are neither localized
or itinerant.[47] Indeed, they find for MnV2O4 that TN has an anomalously large, positive
pressure dependence up to P = 10 kbar, signifying the breakdown of localized electronic
character.[47] For ZnV2O4, which is situated in Phase II in Fig. 6.3, they find that TN
decreases with increasing pressure.
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It should be possible to push MnV2O4 into the Phase II regime with sufficiently high
pressures. According to the arguments of Blanco-Canosa et al., the transition from Phase I to
Phase II should be marked by a change in slope of TN with pressure, i.e.
dTN
dP
> 0→ dTN
dP
< 0.
Using the isothermal compressibility of k = 5.88×10−4 kbar−1 for MnV2O4 given by Blanco-
Canosa et al., 1/RV−V = 0.335 A˚
−1
at P = 40 kbar, which is located in the middle of Phase II
in Fig. 6.3. If we assume for MnV2O4 that the compressibility for the cubic phase is the same
as the tetragonal phase, then P = 40 kbar at T = 7 K should be sufficient to push MnV2O4
into Phase II. However, there is no evidence in the pressure-dependent Raman scattering
data shown in Figs. 6.7 and 6.8 that suggests TN decreases with increasing pressure.
Interestingly, Fig. 6.3 does not include CoV2O4, which magnetically orders at TN =
150 K, significantly higher than the other members of the AV2O4 family. Perhaps the
justification for including MnV2O4 in Fig. 6.3 does not apply to CoV2O4. However, the
dramatic increase of TN with pressure up to 10 kbar observed in MnV2O4 and the pressure-
dependence of the magnon energies up to 40 kbar suggest that TN does not follow the
proposed trend for AV2O4 spinels with nonmagnetic A-site ions for which TN decreases
with increasing pressure in Phase II. By contrast, our results suggest that for MnV2O4,
TN increases monotonically with increasing pressure. Indeed, a doping study by Ma et al.
for Mn1−xCoxV2O4 shows that TN increases with increasing x.[40] These data suggest that
MnV2O4 does not follow the proposed trend for AV2O4 spinels with nonmagnetic A-site
ions in Fig. 6.3, perhaps reflecting increasing magnetic exchange interactions between Mn2+
and V3+ spins with increasing pressure. Further pressure-dependent Raman scattering and
magnetization studies would be helpful in confirming this hypothesis.
6.4 Summary
In summary, the temperature-, magnetic-field-, and pressure-dependences of magnetic exci-
tations in MnV2O4 is presented. MnV2O4 exhibits diffusive spin scattering above TN , which
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we associate with incoherent spin fluctuations on the B-site sublattice. Below TN , one- and
two-magnon excitations develop. Importantly, we observe a pair of zone-center one-magnon
modes near 80 cm−1, one of which is not predicted by either current spin-wave calcula-
tions or the fit to inelastic neutron-scattering data of Chung et al.[62] The q = 0 magnon
results presented here, along with recent neutron-scattering measurements of MnV2O4 by
Magee,[63] indicate that a revised fit to the magnon dispersion data for MnV2O4 is needed to
obtain improved estimates of the exchange parameters and orbital ground state in MnV2O4.
We also show that the two-magnon energy shows an anomalous softening with decreasing
temperature below TN . We propose that this softening reflects strong coupling between
vibrational and magnetic excitations near the zone boundary in MnV2O4, and we suggest
that high-resolution neutron-scattering studies of zone-boundary magnons and/or phonons
are needed to further elucidate the nature of this strong spin-phonon coupling.
Lastly, we show the pressure dependences of the one-magnon excitations up to P ∼
40 kbar. We argue that there is no spectroscopic evidence that suggests TN decreases with
increasing pressure in MnV2O4 as the itinerant limit is approached from the insulating side.
The significant dampening of the M2 magnon mode observed with increasing pressure is
consistent with a change in electronic character. Given pressure-dependent magnetization
data for MnV2O4 and our spectroscopic data, we propose that TN for MnV2O4 does not
follow the dependence of TN on decreasing RV−V proposed by Blanco-Canosa et al. Fur-
ther pressure-dependent Raman scattering and magnetization studies would be helpful in
confirming this hypothesis.
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Chapter 7
Conclusions
The interesting and useful properties of transition-metal oxides are often a result of electron-
electron interactions and the delicate interplay between spin, orbital, lattice, and electronic
degrees of freedom. Furthermore, the spatial extent of the valence electrons in transition-
metal oxides varies widely from highly localized to itinerant. As a result, the properties
of transition-metal oxides are extremely diverse and particularly difficult to describe theo-
retically. Spinel oxides, especially, are an interesting class of materials, since they exhibit
the characteristics typical of transition-metal oxides in a lattice that also hosts geometric
frustration, which can further enhance the coupling between the internal degrees of free-
dom. Experiments that can elucidate the nature of the couplings that give rise to such
intriguing properties are invaluable in determining their microscopic descriptions. Raman
scattering is a particularly effective tool for investigating couplings between multiple degrees
of freedom, as it can provide static and dynamic information about the structural, magnetic,
and electronic properties. Additionally, Raman scattering can be performed as a sample is
exposed to extreme conditions, including low temperature, high magnetic field, and high
pressure, allowing for significant regions of phase space to be explored. In this thesis, the
spinels CoV2O4 and MnV2O4 were studied using Raman scattering to help elucidate the
interactions between the spin, orbital, lattice, and electronic degrees of freedom.
In the CoV2O4 studies, we measured the temperature- and pressure-dependence of a
triply degenerate T2g phonon. We show that the three-fold degeneracy of the phonon remains
intact down to T = 7 K at ambient pressure, despite the orbital degeneracy associated with
the vanadium ion. This result agrees with diffraction studies of CoV2O4 and demonstrates
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that the t2g valence electrons in this system are not localized. We also show for the first time
a pressure-induced symmetry-lowering structural transition in CoV2O4, which occurs in close
proximity to a previously observed pressure-induced semiconductor-to-metal transition. A
preliminary P-T structural phase diagram was mapped out, verifying correlations between
the structural and electronic phase transitions. The observed structural transition is an
important element that has been missing in theoretical attempts at describing the electronic
properties of CoV2O4 at high pressures. An x-ray diffraction study at high pressure is
necessary to determine the space group of the lower-symmetry structure.
In the MnV2O4 studies, we measured the temperature-, magnetic-field, and pressure-
dependences of magnetic excitations. The observed q = 0 magnetic excitation spectrum
differs from the magnon dispersion curves determined from spin-wave calculations or fits to
inelastic neutron scattering data. This result agrees with a recent neutron scattering study
by Magee, indicating the current magnon dispersion curves must be revised. The magnetic
exchange parameters determined from the new fits will help provide a more accurate test of
the proposed orbital-ordering schemes in MnV2O4. We also show an anomalous softening of
the two-magnon energy with decreasing temperature, which we propose is due to coupling
between magnons and phonons at the Brillouin zone boundary. We suggest that neutron
scattering studies of zone-boundary magnons and/or phonons would be beneficial in deter-
mining the nature of the coupling. Lastly, the pressure dependences of the one-magnons
M1 and M2 support increasing electron itinerancy with increasing pressure. We find no
spectroscopic evidence that the magnetic transition temperature TN in MnV2O4 decreases
with increasing pressure, as is suggested by Blanco-Canosa et al.
92
References
[1] Goodenough, J. B. Progress in Solid State Chemistry 5, 145 – 399 (1971).
[2] Takagi, H. and Niitaka, S. Introduction to Frustrated Magnetism: Materials,
Experiments, Theory, chapter Highly Frustrated Magnetism in Spinels, 155–175.
Springer Berlin Heidelberg, Berlin, Heidelberg (2011).
[3] Jahn, H. A. and Teller, E. Proceedings of the Royal Society of London A: Mathematical,
Physical and Engineering Sciences 161(905), 220–235 (1937).
[4] Squires, G. L. Introduction to the Theory of Thermal Neutron Scattering. Cambridge
University Press, third edition, (2012). Cambridge Books Online.
[5] Raman, C. V. and Krishnan, K. S. Nature 121(3048), 501–502 (1928).
[6] Kiefer, W. Journal of Raman Spectroscopy 38(12), 1538–1553 (2007).
[7] Hayes, W. and Loudon, R. Scattering of Light by Crystals. Dover Science Books. Dover
Publications, (2004).
[8] Cottam, M. and Lockwood, D. Light scattering in magnetic solids. Wiley-Interscience
publication. Wiley, (1986).
[9] Pinczuk, A. and Burstein, E. Light Scattering in Solids I: Introductory Concepts,
chapter Fundamentals of inelastic Light Scattering in semiconductors and insulators,
23–78. Springer Berlin Heidelberg, Berlin, Heidelberg (1983).
[10] Loudon, R. The Quantum Theory of Light. OUP Oxford, (2000).
[11] Fleury, P. A. and Loudon, R. Phys. Rev. 166, 514–530 Feb (1968).
[12] Dresselhaus, M. S., Dresselhaus, G., and Jorio, A. Group Theory: Application to the
Physics of Condensed Matter. Springer Berlin Heidelberg, Berlin, Heidelberg, (2008).
[13] Powell, R. Symmetry, Group Theory, and the Physical Properties of Crystals. Lecture
Notes in Physics. Springer New York, New York, (2010).
[14] Ru, E. C. L. and Etchegoin, P. G. In Principles of Surface-Enhanced Raman
Spectroscopy, Ru, E. C. L. and Etchegoin, P. G., editors, 29 – 120. Elsevier, Ams-
terdam (2009).
93
[15] Fateley, W. G., McDevitt, N. T., and Bentley, F. F. Appl. Spectrosc. 25(2), 155–173
Mar (1971).
[16] Kang, M. Low Energy Electronic Raman Scattering in Cuprate High Temperature
Superconductors. PhD thesis, University of Illinois at Urbana-Champaign, (1997).
[17] Princeton Instruments Spec-10:400.
[18] Guenther, B. Modern Optics. OUP Oxford, (2015).
[19] Eremets, M. High Pressure Experimental Methods. Oxford science publications. Oxford
University Press, (1996).
[20] Dunstan, D. J. and Scherrer, W. Review of Scientific Instruments 59(4), 627–630 (1988).
[21] Snow, C. S. Probing the dynamics of pressure- and magnetic field-tuned transitions in
strongly-correlated electron systems: Raman scattering studies. PhD thesis, University
of Illinois at Urbana-Champaign, (2003).
[22] Spain, I. L. and Dunstan, D. J. Journal of Physics E: Scientific Instruments 22(11),
923 (1989).
[23] Dunstan, D. J. and Spain, I. L. Journal of Physics E: Scientific Instruments 22(11),
913 (1989).
[24] Klotz, S., Chervin, J.-C., Munsch, P., and Marchand, G. L. Journal of Physics D:
Applied Physics 42(7), 075413 (2009).
[25] Piermarini, G. J., Block, S., Barnett, J. D., and Forman, R. A. Journal of Applied
Physics 46(6), 2774–2780 (1975).
[26] Tateiwa, N. and Haga, Y. Review of Scientific Instruments 80(12) (2009).
[27] Fox, M. Optical Properties of Solids. Oxford Master Series in Physics. OUP Oxford,
(2010).
[28] Block, S., Weir, C. E., and Piermarini, G. J. Science 169(3945), 586–587 (1970).
[29] Piermarini, G. J. and Weir, C. E. Science 144(3614), 69–71 (1964).
[30] Weir, C. and Piermarini, G. Journal of Research of the National Bureau of Standards
Section A: Physics and Chemistry 68A(1), 105 (1964).
[31] Bassett, W. A., Takahashi, T., and Stook, P. W. Review of Scientific Instruments 38(1),
37–42 (1967).
[32] Bassett, W. A., Takahashi, T., Mao, H., and Weaver, J. S. Journal of Applied Physics
39(1), 319–325 (1968).
94
[33] Davies, H. W. Journal of Research of the National Bureau of Standards Section A:
Physics and Chemistry 72A(2), 149–153 (1968).
[34] Forman, R. A., Piermarini, G. J., Barnett, J. D., and Block, S. Science 176(4032),
284–285 (1972).
[35] Adams, D. M., Appleby, R., and Sharma, S. K. Journal of Physics E: Scientific
Instruments 9(12), 1140 (1976).
[36] Dissanayake, S. E. Magnetic States and Excitations of Complex Spin Systems. PhD
thesis, University of Virginia, (2015).
[37] Kiswandhi, A., Brooks, J. S., Lu, J., Whalen, J., Siegrist, T., and Zhou, H. D. Phys.
Rev. B 84, 205138 Nov (2011).
[38] Huang, Y., Yang, Z., and Zhang, Y. Journal of Physics: Condensed Matter 24(5),
056003 (2012).
[39] Kiswandhi, A., Ma, J., Brooks, J. S., and Zhou, H. D. Phys. Rev. B 90, 155132 Oct
(2014).
[40] Ma, J., Lee, J. H., Hahn, S. E., Hong, T., Cao, H. B., Aczel, A. A., Dun, Z. L., Stone,
M. B., Tian, W., Qiu, Y., Copley, J. R. D., Zhou, H. D., Fishman, R. S., and Matsuda,
M. Phys. Rev. B 91, 020407 Jan (2015).
[41] Reig-i-Plessis, D., Casavant, D., Garlea, V. O., Aczel, A. A., Feygenson, M., Neuefeind,
J., Zhou, H. D., Nagler, S. E., and MacDougall, G. J. Phys. Rev. B 93, 014437 Jan
(2016).
[42] Sinclair, R., Ma, J., Cao, H. B., Hong, T., Matsuda, M., Dun, Z. L., and Zhou, H. D.
Phys. Rev. B 92, 134410 Oct (2015).
[43] Kaur, R., Maitra, T., and Nautiyal, T. Journal of Physics: Condensed Matter 26(4),
045505 (2014).
[44] Leonov, I., Anisimov, V. I., and Vollhardt, D. Phys. Rev. B 91, 195115 May (2015).
[45] Zheng, H. and Wagner, L. K. Phys. Rev. Lett. 114, 176401 Apr (2015).
[46] Andersson, G. Acta Chem. Scand. 10, 623–628 (1956).
[47] Blanco-Canosa, S., Rivadulla, F., Pardo, V., Baldomir, D., Zhou, J.-S., Garc´ıa-
Herna´ndez, M., Lo´pez-Quintela, M. A., Rivas, J., and Goodenough, J. B. Phys. Rev.
Lett. 99, 187201 Nov (2007).
[48] Kismarahardja, A., Brooks, J. S., Kiswandhi, A., Matsubayashi, K., Yamanaka, R.,
Uwatoko, Y., Whalen, J., Siegrist, T., and Zhou, H. D. Phys. Rev. Lett. 106, 056602
Feb (2011).
95
[49] Kismarahardja, A. W. Dielectric and Conducting Properties of the Spinel Structure
FeV2O4, MnV2O4, and CoV2O4 in High Magnetic Field and under Very High Pressure.
PhD thesis, Florida State University, (2010).
[50] Kismarahardja, A., Brooks, J. S., Zhou, H. D., Choi, E. S., Matsubayashi, K., and
Uwatoko, Y. Phys. Rev. B 87, 054432 Feb (2013).
[51] Kiswandhi, A. Physical and Chemical Pressure Effects on Magnetic Spinels. PhD thesis,
Florida State University, (2014).
[52] Giovannetti, G., Stroppa, A., Picozzi, S., Baldomir, D., Pardo, V., Blanco-Canosa,
S., Rivadulla, F., Jodlauk, S., Niermann, D., Rohrkamp, J., Lorenz, T., Streltsov, S.,
Khomskii, D. I., and Hemberger, J. Phys. Rev. B 83, 060402 Feb (2011).
[53] Nishiguchi, N. and Onoda, M. Journal of Physics: Condensed Matter 14(28), L551
(2002).
[54] Onoda, M. and Hasegawa, J. Journal of Physics: Condensed Matter 15(3), L95 (2003).
[55] Garlea, V. O., Jin, R., Mandrus, D., Roessli, B., Huang, Q., Miller, M., Schultz, A. J.,
and Nagler, S. E. Phys. Rev. Lett. 100, 066404 Feb (2008).
[56] Sarkar, S., Maitra, T., Valent´ı, R., and Saha-Dasgupta, T. Phys. Rev. Lett. 102, 216405
May (2009).
[57] Reehuis, M., Krimmel, A., Bu¨ttgen, N., Loidl, A., and Prokofiev, A. The European
Physical Journal B - Condensed Matter and Complex Systems 35(3), 311–316.
[58] Ueda, Y., Fujiwara, N., and Yasuoka, H. Journal of the Physical Society of Japan 66(3),
778–783 (1997).
[59] Mamiya, H., Onoda, M., Furubayashi, T., Tang, J., and Nakatani, I. Journal of Applied
Physics 81(8), 5289–5291 (1997).
[60] Wheeler, E. M., Lake, B., Islam, A. T. M. N., Reehuis, M., Steffens, P., Guidi, T., and
Hill, A. H. Phys. Rev. B 82, 140406 Oct (2010).
[61] Gleason, S. L., Byrum, T., Gim, Y., Thaler, A., Abbamonte, P., MacDougall, G. J.,
Martin, L. W., Zhou, H. D., and Cooper, S. L. Phys. Rev. B 89, 134402 Apr (2014).
[62] Chung, J.-H., Kim, J.-H., Lee, S.-H., Sato, T. J., Suzuki, T., Katsumura, M., and
Katsufuji, T. Phys. Rev. B 77, 054412 Feb (2008).
[63] Magee, A. J. Spin correlations in frustrated magnets with orbital ordering. PhD thesis,
Royal Holloway, University of London, (2010).
[64] Chern, G.-W. Magnetic ordering in frustrated antiferromagnets on the pyrochlore lattice.
PhD thesis, The Johns Hopkins University, (2008).
[65] Plumier, R. and Sougi, M. Solid State Communications 64(1), 53 – 55 (1987).
96
[66] Plumier, R. and Sougi, M. Physica B: Condensed Matter 155(1), 315 – 319 (1989).
[67] Adachi, K., Suzuki, T., Kato, K., Osaka, K., Takata, M., and Katsufuji, T. Phys. Rev.
Lett. 95, 197202 Nov (2005).
[68] Zhou, H. D., Lu, J., and Wiebe, C. R. Phys. Rev. B 76, 174403 Nov (2007).
[69] Hardy, V., Bre´ard, Y., and Martin, C. Phys. Rev. B 78, 024406 Jul (2008).
[70] Suzuki, T., Katsumura, M., Taniguchi, K., Arima, T., and Katsufuji, T. Phys. Rev.
Lett. 98, 127203 Mar (2007).
[71] Katsufuji, T., Takubo, T., and Suzuki, T. Phys. Rev. B 87, 054424 Feb (2013).
[72] Tsunetsugu, H. and Motome, Y. Phys. Rev. B 68, 060405 Aug (2003).
[73] Nanguneri, R. and Savrasov, S. Y. Phys. Rev. B 86, 085138 Aug (2012).
[74] Tchernyshyov, O. Phys. Rev. Lett. 93, 157206 Oct (2004).
[75] Khomskii, D. I. and Mizokawa, T. Phys. Rev. Lett. 94, 156402 Apr (2005).
[76] Chern, G.-W., Perkins, N., and Hao, Z. Phys. Rev. B 81, 125127 Mar (2010).
[77] Baek, S.-H., Curro, N. J., Choi, K.-Y., Reyes, A. P., Kuhns, P. L., Zhou, H. D., and
Wiebe, C. R. Phys. Rev. B 80, 140406 Oct (2009).
[78] Lemmens, P., Gu¨ntherodt, G., and Gros, C. Physics Reports 375(1), 1–103 (2003).
[79] Choi, K.-Y., Lemmens, P., Scheib, P., Gnezdilov, V., Pashkevich, Y. G., Hemberger,
J., Loidl, A., and Tsurkan, V. Journal of Physics: Condensed Matter 19(14), 145260
(2007).
[80] Takubo, K., Kubota, R., Suzuki, T., Kanzaki, T., Miyahara, S., Furukawa, N., and
Katsufuji, T. Phys. Rev. B 84, 094406 Sep (2011).
[81] Miyahara, S., Takubo, K., Suzuki, T., Katsufuji, T., and Furukawa, N. ArXiv e-prints
Dec (2010).
[82] Kuriki, A., Moritomo, Y., Xu, S., Ohoyama, K., Kato, K., and Nakamura, A. Journal
of the Physical Society of Japan 72(2), 458–459 (2003).
[83] Jensen, G. B. and Nielsen, O. V. Journal of Physics C: Solid State Physics 7(2), 409
(1974).
[84] So´lyom, J. Zeitschrift fu¨r Physik 243(4), 382–393.
[85] Cottam, M. G. Solid State Communications 11(7), 889 – 893 (1972).
[86] Myung-Whun, K., Jang, S. Y., Katsufuji, T., and Boris, A. V. Phys. Rev. B 85, 224423
Jun (2012).
97
[87] Dai, P., Hwang, H. Y., Zhang, J., Fernandez-Baca, J. A., Cheong, S.-W., Kloc, C.,
Tomioka, Y., and Tokura, Y. Phys. Rev. B 61, 9553–9557 Apr (2000).
98
Appendix A
Other Projects
A.1 Publications
1. Gleason, S. L., Byrum, T., Gim, Y., Thaler, A., Abbamonte, P., MacDougall, G. J.,
Martin, L. W., Zhou, H. D., and Cooper, S. L., Magnon spectra and strong spin-
lattice coupling in magnetically frustrated MnB2O4 (B = Mn,V): Inelastic
light-scattering studies, Phys. Rev. B 89, 134402 Apr (2014).
2. Gleason, S. L., Gim, Y., Byrum, T., Kogar, A., Abbamonte, P., Fradkin, E., Mac-
Dougall, G. J., Van Harlingen, D. J., Zhu, X., Petrovic, C., and Cooper, S. L. Struc-
tural contributions to the pressure-tuned charge-density-wave to supercon-
ductor transition in ZrTe3: Raman scattering studies, Phys. Rev. B 91, 155124
Apr (2015).
3. Byrum, T., Gleason, S. L., Thaler, A., MacDougall, G. J., and Cooper, S. L., Effects
of magnetic field and twin domains on magnetostructural phase mixture in
Mn3O4: Raman scattering studies of untwinned crystals, (To be published).
99
A.2 Magnon spectra and strong spin-lattice coupling
in magnetically frustrated MnB2O4 (B = Mn,V):
Inelastic light-scattering studies
Abstract
The ferrimagnetic spinels MnB2O4 (B = Mn,V) exhibit a similar series of closely spaced
magnetic and structural phase transitions at low temperatures, reflecting both magnetic
frustration and a strong coupling between the spin and lattice degrees of freedom. Careful
studies of excitations in MnB2O4 (B = Mn,V), and the evolution of these excitations with
temperature, are important for obtaining a microscopic description of the role that magnetic
excitations and spin-lattice coupling play in the low temperature phase transitions of these
materials. We report an inelastic light (Raman) scattering study of the temperature and
magnetic field dependences of one- and two-magnon excitations in MnV2O4 and Mn3O4.
We observe a pair of q = 0 one-magnon modes at 74 cm−1 and 81 cm−1 in MnV2O4,
which is in contrast with the single 80 cm−1 q = 0 magnon that has been reported for
MnV2O4 based on previous neutron scattering measurements and spin wave calculations.
Additionally, we find that the two-magnon energy of MnV2O4 decreases (“softens”) with
decreasing temperature below TN , which we attribute to strong coupling between magnetic
and vibrational excitations near the zone boundary.
(Phys. Rev. B 89, 134402 Apr (2014))
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A.3 Structural contributions to the pressure-tuned
charge-density-wave to superconductor transition
in ZrTe3: Raman scattering studies
Abstract
Superconductivity evolves as functions of pressure or doping from charge-ordered phases
in a variety of strongly correlated systems, suggesting that there may be universal character-
istics associated with the competition between superconductivity and charge order in these
materials. We present an inelastic light (Raman) scattering study of the structural changes
that precede the pressure-tuned charge-density-wave (CDW) to superconductor transition
in one such system, ZrTe3. In certain phonon bands, we observe dramatic linewidth re-
ductions that accompany CDW formation, indicating that these phonons couple strongly
to the electronic degrees of freedom associated with the CDW. The same phonon bands,
which represent internal vibrations of ZrTe3 prismatic chains, are suppressed at pressures
above ∼ 10 kbar, indicating a loss of long-range order within the chains, specifically amongst
intrachain Zr-Te bonds. These results suggest a distinct structural mechanism for the ob-
served pressure-induced suppression of CDW formation and provide insights into the origin
of pressure-induced superconductivity in ZrTe3.
(Phys. Rev. B 91, 155124 Apr (2015))
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A.4 Effects of magnetic field and twin domains on
magnetostructural phase mixture in Mn3O4:
Raman scattering studies of untwinned crystals
Abstract
The ferrimagnetic spinel Mn3O4 exhibits large and anisotropic changes in electronic and
structural properties in response to an applied magnetic field. These changes are thought to
result from the field-dependent tuning—via strong spin-lattice coupling—between two nearly
degenerate magnetostructural phases. Recent variable-magnetic-field studies of Mn3O4 have
been performed on melt-grown crystals, which can exhibit twin domains due to a Jahn-Teller
structural transition below the melting temperature. Because of the near degeneracy of the
magnetostructural phases, however, strain associated with the twin domains likely affects the
magnetic responses of Mn3O4. In this report, we present a variable-magnetic-field Raman
scattering study of untwinned Mn3O4 crystals grown out of a flux below the Jahn-Teller
structural transition. We measure distinct q = 0 magnetic and vibrational excitation spectra
for each isolated magnetostructural phase of untwinned Mn3O4 crystals and determine the
symmetries of the observed excitations. We determine how the magnetostructural phase
mixture changes in response to magnetic fields applied in the magnetic easy plane. Lastly,
by comparing results on flux- and melt-grown Mn3O4 crystals, we show that the intrinsic
mixture of the two magnetostructural phases is indeed strongly influenced by the presence
of twin domains.
(To be published)
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