Both sparse coding and rank minimization have led to great successes in various image processing tasks. Though the underlying principles of these two approaches are similar, no theory is available to demonstrate the correspondence. In this paper, starting by designing an adaptive dictionary for each group of image patches, we analyze the sparsity of image patches in each group using the rank minimization approach. Based on this, we prove that the group-based sparse coding is equivalent to the rank minimization problem under our proposed adaptive dictionary. Therefore, the sparsity of the coefficients for each group can be measured by estimating the singular values of this group. Inspired by our theoretical analysis, four nuclear norm like minimization methods including the standard nuclear norm minimization (NNM), weighted nuclear norm minimization (WNNM), Schatten p-norm minimization (SNM), and weighted Schatten p-norm minimization (WSNM), are employed to analyze the sparsity of the coefficients and WSNM is found to be the closest solution to the singular values of each group. Based on this, WSNM is then translated to a non-convex weighted p-norm minimization problem in group-based sparse coding, and in order to solve this problem, a new algorithm based on the alternating direction method of multipliers (ADMM) framework is developed. Experimental results on two low-level vision tasks: image inpainting and image compressive sensing recovery, demonstrate that the proposed scheme is feasible and outperforms state-of-the-art methods.
INTRODUCTION
T RADITIONAL patch-based sparse coding has been widely used in image processing tasks and has achieved excellent results [1] [2] [3] [4] [5] [6] . It assumes that each patch of an image can be precisely modeled by a sparse linear combination of some fixed and trainable basis elements, which are therefore called atoms and these atoms compose a dictionary. As such, one key issue in sparse coding based scheme is to train a dictionary, with popular techniques including K-SVD [1] , ODL [5] and SDL [6] . Compared with the conventional analytically designed basis, such as DCT [7] and wavelet [8] , dictionaries learned from images enjoy advantages of being better adapted to image local structures, and thus could improve the sparsity performance. For instance, the seminal work of K-SVD dictionary learning method [1] has not only demonstrated promising denoising performance, but also been extended to other image processing and computer vision tasks [9] [10] [11] . Another parallel research is using the rank minimization models for image processing [24, 33, 61] , which has also achieved excellent results. Though intuitively, the rank minimization and sparse coding share the similar spirit, there is no theoretical analysis of the correspondence. This research gap is filled by our paper via developing an adaptive dictionary learning approach using group-based sparse coding.
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highly non-convex problem, it is computationally expensive. Secondly, the patch-based sparse coding model usually assumes the independence of image patches, which doesn't take account of the correlation among similar patches. Instead of using single patch as the basic unit in sparse coding, recent advances of group-based sparse coding (GSC) 1 have demonstrated great potentials in various image processing tasks [12] [13] [14] [15] . The GSC is a powerful mechanism to integrate local sparsity and nonlocal similarity of image patches. Taking a gray-scale image X ∈ R √ N × √ N as an example, it is divided into n overlapping patches of size √ d × √ d, and each patch is denoted by a vector x i ∈ R d , i = 1, 2, ..., n. Then for each patch x i , its m similar patches are selected from a searching window with C × C pixels to form a set S i . Following this, all patches in S i are stacked into a matrix X i ∈ R d×m , i.e.,
This matrix, X i , consisting of patches with similar structures is thereby called a group, where {x i,j } m j=1 denotes the j-th patch in the i-th group. Similar to patch-based sparse coding [1, 2] , given a dictionary D i , each group X i can be sparsely represented by solving the following minimization problem,
where λ is the regularization parameter, || || 2 F denotes the Frobenius norm, and || || 0 signifies the 0 -norm 2 , i.e., counting the nonzero entries in A i .
Since 0 -norm minimization is NP-hard, it is often replaced by the 1 -norm or the weighted 1 -norm [16] to make the optimization problem tractable. Nevertheless, the solution of these norm minimization problems is only the estimation of the real sparsity solution under certain conditions. For instance, Candès et al. [17] proved that solving 1norm optimization problem can recover a K-sparse signal x ∈ R N from M = O(K log(N/K)) random measurements in compressive sensing (CS). Unfortunately, in real applications, one usually has no prior knowledge of the sparsity of the signal, and therefore, it is difficult to evaluate the accuracy of the solution provided by the 1 -norm minimization. Meanwhile, advanced minimization problems, like the weighted 1 -norm [16] and weighted 1,2 -norm [62] , are also proposed to solve the 0 -norm minimization problem. However, no matter which method is used, it is just an estimate to the 0 -norm. Therefore, a benchmark is desired to evaluate the sparsity of the signal/image.
Bearing the above concern in mind, in this paper, we analyze the group sparsity (a.k.a. 0 -norm) from the perspective of rank minimization. To the best of our knowledge, limited work has utilized the rank minimization method to analyze the sparsity of image patch groups. The contributions of this paper are threefold: i) An adaptive dictionary for each patch group is designed with low computational complexity. ii) Based on this dictionary learning scheme, we prove the equivalence of group-based sparse coding and the rank minimization problem (Fig. 1) , and thus the sparse coefficients of each group can be measured by calculating the singular values of this group. Following this, we have a benchmark to evaluate the sparsity of each group. iii) We exploit four nuclear norm minimization methods, namely, the standard nuclear norm minimization (NNM) [18] , weighted nuclear norm minimization (WNNM) [19] , Schatten p-norm minimization (SNM) [20] , and weighted Schatten p-norm (WSNM) [21] , to analyze the sparsity of each group and the solution of WSNM is the closest to real singular values of each group. Therefore, WSNM is equivalently translated into a non-convex weighted p -norm minimization problem in group-based sparse coding. We develop algorithms to solve this weighted p -norm minimization problem and apply them on two low-level vision studies, namely image inpainting and image CS recovery. Experimental results demonstrate that the proposed scheme is feasible and outperforms state-of-the-art methods.
The rest of this paper is organized as follows. Section 2 briefly introduces the rank minimization method and some nuclear norms. Section 3 proposes the adaptive dictionary learning approach and analyses the sparsity of each group from the perspective of rank minimization. Section 4 develops an efficient algorithm to solve the proposed weighted p -norm minimization problem based on the alternating direction method of multipliers (ADMM) framework. Section 5 presents experimental results. Section 6 concludes the 2. Though 0 is not a strict norm, we follow the terminology convention in the literature.
paper. The preliminary work has appeared in [22] 
Correspondence between group-based sparse coding and rank minimization via the proposed adaptive dictionary learning approach, where ||X || * and ||X || 1 represent nuclear norm and 1 -norm, respectively; ||X || Sp and ||X ||p represent Schatten p-norm and p-norm, respectively; ||X ||w, * and ||W X || 1 represent the weighted nuclear norm and weighted 1 -norm, respectively; ||X || w,Sp and ||W X ||p represent the weighted Schatten p-norm and weighted p-norm, respectively.
BACKGROUND AND RELATED WORK

Rank Minimization
The main goal of low rank matrix approximation (LRMA) is to recover the underlying low rank structure of a matrix from its degraded/corrupted observation. In general, methods of LRMA can be classified into two categories: the low rank matrix factorization (LRMF) methods [23] [24] [25] [26] [27] and the rank minimization methods [18] [19] [20] [21] . Given an input matrix Y, the goal of LRMF is to factorize it into the product of two low rank matrices that can be used to reconstruct Y with certain fidelity. A flurry of LRMF have been proposed, such as the classical SVD under 2 -norm [23] , robust LRMF methods under 1 -norm [24, 25] , and other probabilistic methods [26, 27] .
In this work we focus on the rank minimization problem. To be concrete, for an input matrix Y, the rank minimization approach aims to find a low rank matrix X, which is as close 3. Significant changes have been made compared to our previous work in [22] . Specifically, we have added the analysis of group sparsity using the nuclear norm minimization in Sec. 3.3; gradient descent algorithm is introduced in Sec. 4.1.1 to solve the CS inversion problem; the generalized soft-thresholding algorithm is reviewed in Sec. 4.2. Moreover, extensive experiments have been added to verify the feasibility, robustness, and convergence of the proposed algorithm in Sec. 5. In addition, we have compared the proposed ADMM solver with the iterative shrinkage thresholding solver in Sec. 5.5. to Y as possible under F -norm data fidelity with a nuclear norm constraint,
where λ is a parameter to balance the loss function and the low rank regularization induced by the nuclear norm R(X), which will be introduced in detail below. 
Nuclear Norms
Hereby, we briefly introduce several nuclear norms, including the standard nuclear norm [18] , the weighted nuclear norm [19] , Schatten p-norm [20] and the weighted Schatten p-norm [21] . The weighted Schatten p-norm is described first as other three nuclear norms can be viewed as special cases of it.
where 0 < p ≤ 1, and σ i is the i-th singular value of X. w = [w 1 , ..., w min{m,n} ], and w i ≥ 0 is a weight assigned to σ i .
Definition 2.
The weighted Schatten p-norm of X with power p is
where W and ∆ are diagonal matrices whose diagonal entries are composed of w i and σ i , respectively; Tr( ) calculates the trace of the matrix in ( ). Definition 4. The weighted nuclear norm [19] of a matrix X can be represented by setting p=1 in Eq. (4),
Definition 5. A widely used standard nuclear norm [18] of a matrix X can be represented by setting p=1 and w = [1, 1, ..., 1] in Eq. (4),
ANALYSING THE SPARSITY OF GROUP BASED ON THE RANK MINIMIZATION
In this section, we analyze the group sparsity from the point of view of rank minimization. Towards this end, an adaptive dictionary for each group is designed in a low computational complexity manner. Based on this dictionary learning scheme, we prove that group-based sparse coding is equivalent to the rank minimization problem, i.e., the sparsity of coefficients in each group is measured by calculating the singular values of each group. Following this, we have a benchmark to measure the sparsity of each group via the rank minimization method. Further, the singular values of the original image patch group can be easily obtained.
We have thus achieved a visual comparison to analyze the sparsity of each group; please refer to Figs. 2-3 for a demonstration.
Adaptive dictionary learning
An adaptive dictionary learning method is now proposed, that is, for each group X i , its adaptive dictionary can be learned from its observation Y i ∈ R d×m . Specifically, we apply the SVD to Y i ,
where Σ i = diag(σ i,1 , σ i,2 , ..., σ i,n1 ) is a diagonal matrix, n 1 = min(d, m), and u i,j , v i,j are the columns of U i and V i , respectively. Following this, we define each dictionary atom d i,j of the adaptive dictionary D i for each group Y i by:
Till now, we have learned an adaptive dictionary
from each group Y i . It can be seen that the proposed dictionary learning method is efficient since it only requires one SVD operation per group. The global dictionary D can be obtained by concatenating these group dictionaries, as shown in Fig. 1 .
Prove the equivalence of Group-based Sparse Coding and Rank Minimization
In order to prove that the group-based sparse coding is equivalent to the rank minimization problem, we firstly give two lemmas. 
where denotes the element-wise (Hadamard) product.
Proof. See [28] .
Consider the SVD of a matrix X ∈ R d×m with rank r
where U ∈ R d×r and V ∈ R m×r are orthogonal matrices; σ i is the i-th singular value of X. For any τ ≥ 0, the softthresholding operator D τ is defined as
Then, we have the following Lemma.
Lemma 2.
For any τ ≥ 0, and Y ∈ R d×m , the singular value shrinkage operator in Eq.
Proof. See [18] .
Recalling the adaptive dictionary defined in Eq. (11), the classical 1 -norm group-based sparse coding problem can be represented aŝ
According to the above design of the adaptive dictionary D i , we have the following theorem.
Based on Lemmas 1-2 and Theorem 1, we have the following theorem. Theorem 2. The equivalence of group-based sparse coding and rank minimization is satisfied under the adaptive dictionary D i , i.e.,Â i = arg min
Proof. See Appendix B.
Similar to Theorem 2, we have the following conclusion.
Corollary 1.
The weighted 1 -norm, p -norm and weighted pnorm are equivalent to the weighted nuclear norm [19] , Schatten p-norm [20] and the weighted Schatten p-norm [21] , respectively, under the proposed adaptive dictionary.
It is worth noting that the main difference between sparse coding and rank minimization is that sparse coding has a dictionary learning procedure while the rank minimization problem does not.
Analyze the Sparsity of Group with the Nuclear Norm Minimization
Based on Theorem 2, the group-based sparse coding can be translated into the rank minimization problem, and we now possess a benchmark to measure the sparsity of each group by the rank minimization methods.
Specifically, four nuclear norm minimization methods are used to constrain Eq. (3) to analyze the sparsity of each group, i.e., NNM [18] , WNNM [19] , SNM [20] and WSNM [21] . Two gray-scale images, namely Barbara and boats, are used as examples in the context of image inpainting and image CS recovery, respectively. In image inpainting, 80% pixels of image Barbara are damaged in Fig. 2 (b) and two groups based on 1# position and 2# position are generated in Fig. 2(a) . In image CS recovery, image boats is compressively sampled by a random Gaussian matrix with 0.2N measurements and an initial image is estimated by using a standard CS recovery method (e.g., DCT/BCS [29] based reconstruction method) shown in Fig. 3 (b). We conduct two groups based on 3# position and 4# position in Fig. 3(a) . 
GROUP-BASED SPARSE CODING FOR IMAGE RESTORATION WITH WEIGHTED p -NORM MINIMIZA-TION
We now verify the proposed scheme in the application of image restoration, which aims to reconstruct a high quality image X from its degraded observation Y,
where H is a non-invertible linear degradation operator and κ is usually assumed to be a zero-mean white Gaussian noise. With different setting of matrix H, Eq. (20) [13, 14] ; when H is a diagonal matrix whose diagonal entries are either 1 or 0, keeping or killing corresponding pixels, Eq. (20) becomes image inpainting [32] ; when H is a random projection matrix with more columns than rows, Eq. (20) becomes image CS [33] . In this paper, we focus on image inpainting and image CS recovery. Specifically, given the observed degraded image Y in Eq. (20), we aim to recover the original image X by solving the following non-convex minimization problem,
where W represents the weights in the weighted p -norm and λ is a regularization parameter.
ADMM based Algorithm for Weighted p -norm Minimization
Due to the non-convex fact of Eq. (21) , and in order to make the optimization tractable, we employ the alternating direction method of multipliers (ADMM) [34] framework, whose underlying principle is to split the unconstrained minimization problem into different constrained sub-problems. Numerical simulations have shown that ADMM can converge by only using a small memory footprint, which makes it attractive for various large-scale optimization problems [35, 36] . In the following, we give a brief introduction of the ADMM method by considering a constrained optimization problem,
where G ∈ R M×N and f :
The basic ADMM regime is shown in Algorithm 1.
Algorithm 1 The ADMM Algorithm
Require: A and Z 1: Initial ρ > 0, b 2: for t = 0 to Max-Iter do 3 :
4:
A t+1 = arg min
Now, let us come back to Eq. (21) and use ADMM to solve it. We first translate Eq. (21) into another equivalent constrained form by introducing an auxiliary variable Z,
Following this, Eq. (23) can be transformed into three iterative steps:
One can observe that the minimization of Eq. (23) involves two minimization sub-problems, i.e., Z and A sub-problems. Fortunately, there is an efficient solution to each subproblem, which will be discussed in following subsections. The superscript t is omitted for conciseness in the derivation below.
This is a quadratic form and has a closed-form solution,
where I is an identity matrix with desired dimensions.
Owing to the specific structure of H in image inpainting, Eq. (27) can be efficiently computed without computing the matrix inverse. However, in image CS recovery, as H is a random projection matrix without a special structure, it is too expensive to solve Eq. (28) directly. In this work, we adopt the gradient descent method [38] to solve Eq. (27),
where q is the gradient direction of the objective function Q 1 (Z), and η represents the step size. Thereby, in image CS recovery, we only need an iterative calculation to solve the Z sub-problem,
where H T H and H T Y can be pre-calculated.
A sub-problem
Given Z, the A sub-problem in Eq. (25) can be rewritten as
where L = Z − b.
However, due to the complicated structure of ||WA|| p , it is difficult to solve Eq. (31) . Let X = DA, Eq. (31) can be rewritten as
In order to achieve a tractable solution to Eq. (32), a general assumption is made, and with which even a closed-form solution can be achieved. Specifically, L can be regarded as a noisy observation of X, and then the assumption is made that each element of E = X −L follows an independent zeromean Gaussian distribution with variance σ 2 . Provided this assumption, we have the following theorem.
, and e j denoting the j-th element of the error vector e ∈ R N , where e = x − l. Assume that e j follows an independent zero mean Gaussian distribution with variance σ 2 , and thus for any ε > 0, we can represent the relationship between 1 N ||x − l|| 2 2 and 1
where P( ) represents the probability and S = d × m × n.
Proof. See Appendix C.
Based on Theorem 3, we have the following equation with a very large probability (limited to 1) at each iteration,
Now replacing x, l with {X, L}, along with Eq. (32), we have
where τ i = λiS ρN , D i is a dictionary, and here we abused the pnorm for matrix. Clearly, Eq. (35) can be viewed as a sparse coding problem by solving n sub-problems for each group X i . Based on Theorem 1, Eq. (35) can be rewritten as:
where X i = D i A i and L i = D i R i ; α i , γ i and w i denote the vectorization of the matrix A i , R i and W i , respectively. Therefore, the minimization problem of Eq. (31) can be simplified to solve the minimization problem in Eq. (36).
Generalized Soft-Thresholding (GST) Algorithm for Weighted p -norm Minimization
The generalized soft-thresholding (GST) algorithm [39] is employed to solve Eq. (36) . Specifically, given p, γ i,j and w i,j , there exists a specific threshold,
where γ i,j , α i,j and w i,j are the j-th element of γ i , α i and w i , respectively. Then, if γ i,j < τ GST p (w i,j ), α i,j = 0 is the global minimum. Otherwise, the optimum will be obtained at a non-zero point. According to [39] , for any γ i,j ∈ (τ GST p (w i,j ), +∞), Eq. (36) has one unique minimum Algorithm 2 Generalized Soft-Thresholding (GST) Algorithm [39] .
for k = 0 to K do 7:
end for 10: end if 11: Output:
, which can be obtained by solving the following equation,
The complete description of the GST algorithm is exhibited in Algorithm 2. Please refer to [39] for more details. Therefore, a closed-form solution of Eq. (36) can be computed as
where K denotes the iteration number in the GST algorithm.
Remark:
If p = 1/2, the closed-form solution of Eq. (36) can be solved by
Similarly, for the case of p = 2/3, the closed-form solution of Eq. (36) can be solved by α i,j
Algorithm 3 ADMM for weighted p -norm minimization Require: The observed image Y and the measurement matrix H. 1: Initial t, b, Z, α, C, K, d, m, ρ, p, σ, and ε. 2: for t = 0 to Max-Iter do 3: if H is mask operator then 4: Update Z t+1 by Eq. (28); 5: else if H is random projection operator then 6: Update Z t+1 by Eq. (30); 7: end if 8: for Each group L i do 9: Construct dictionary D i by computing Eq. (10); 
Setting the Weight and Regularization Parameter
As large values in coefficient α i usually depict major edge and texture information [16] , in order to reconstruct X i from its degraded one, we should shrink the larger values less, while shrinking smaller ones more. Therefore, we let
with as a small positive constant.
The regularization parameter λ that balances the fidelity term and the regularization term should be adaptively determined for better reconstruction performance. Inspired by [40] , λ i of each group L i is set as:
where δ i denotes the estimated variance of γ i , and ε is a small positive constant. After solving the two sub-problems, we summarize the overall algorithm for Eq. (21) in Algorithm 3. 
EXPERIMENTAL RESULTS
To demonstrate the feasibility of the proposed scheme, in this section, we report extensive experiments to evaluate the performance of the proposed weighted p -norm (w p -norm) minimization and compare it with many existing norm minimization methods, including 1 -norm minimization, weighted 1 -norm (w 1 -norm) minimization, and p -norm minimization in group-based sparse coding. We conduct performance evaluations on image inpainting and image CS recovery. The peak signal-to-noise ratio (PSNR) is adopted to evaluate the quality of restored images. We have also calculated the SSIM [57] of recovered images, which shows similar results to PSNR and thus omitted here due to the space limit. The experimental images are shown in Fig. 4 .
Parameter Selection
The parameters used in the algorithm are empirically chosen according to different applications in order to achieve relatively good performance. Note that all norm minimization problems are based on the proposed adaptive dictionary learning (ADL) scheme in group-based sparse coding. In image inpainting, the mask is generated randomly. The size of patch is set to be 8 × 8. The similar patch number m is set to 60. The searching window C × C is set to 25 × 25; σ = √ 2 and K = 2; p is set to 0.45, 0.45, 0.95 and 0.95 when 80%, 70%, 60% and 50% pixels are missing, respectively. and ε are set as 0.35, 0.35 and 0.1, 0.3 for w 1 -norm and w p -norm, respectively. The detailed settings of ρ and λ are shown on the upper part of Table 1 . However, due to the existence of the weight W, λ is computed by Eq. (41) in w 1 -norm and w p -norm.
In image CS recovery, we generate the CS measurements at the block level by utilizing a Gaussian random projection matrix to test images, i.e., CS with block size 32 × 32 [29] . The patch size is set to be 7 × 7. The similar patch number m = 60, and the search window is set to 20 × 20; σ = √ 2 and K = 2; p is set to 0.5, 0.95, 0.95 and 0.95 with 0.2N , 0.3N , 0.4N and 0.5N measurements, respectively. and ε are set as 0.35, 0.35 and 0.1, 0.4 for w 1 -norm and w p -norm, respectively. Similarly, λ is computed by Eq. (41) in w 1norm and w p -norm. The detailed settings of ρ and λ are shown at the lower part of Table 1 .
In addition, to make a fair comparison of all norm minimization methods, The iterative stopping criterion is set to: PSNR(t + 1) -PSNR(t)<0, where PSNR(t + 1) and PSNR(t) denote the PSNR values of reconstructed images at the (t + 1)-th iteration and t-th iteration, respectively. 
Comparisons of 1 -norm, Weighted 1 -norm, pnorm and Weighted p -norm
We firstly compare four norm minimization methods, i.e., minimization and w p -norm minimization, based on the proposed ADL scheme for image inpainting and image CS recovery.
The PSNR results of image inpainting and image CS recovery are shown in Table 2 and Table 3 , respectively. It can be seen that the w p -norm achieves better results than other three norms in most cases in terms of PSNR. Fig. 5 plots the image inpainting results of image Mickey with 80% pixels missing. Fig. 6 plots the image CS recovery results of image Straw with 0.2N measurements. We can observe that the w p -norm obtains better perceptual quality than other three norms. Therefore, these experimental results are consistent with our theoretical analysis. Next, in order to prove the universality of the proposed scheme, instead of using the proposed ADL method, we exploit another widely used dictionary learning methods to verify the proposed scheme, i.e., graph-based dictionary learning method [41] and PCA dictionary learning method [42] for image inpainting and image CS recovery. Similar to the proposed ADL dictionary, we learn the graph-based dictionary and PCA dictionary from each group of the degraded image. All the parameters remain the same as specified in the subsection 5.1 except for ρ and λ, which are now shown in Table 4 . The PSNR comparison results for image inpainting of four competing methods are shown in Table 5 . It can be observed that the w p -norm consistently outperforms the other three norms for most testing images (the only exception is the image Zebra for which the w 1norm is slightly higher than the w p -norm in the scene of 80% and 70% pixels missing). The PSNR comparison results of image CS recovery are shown in Table 6 , and we can observe that the w p -norm outperforms the other three norms in most cases. Fig. 7 plots the visual comparison of image Fence with 80% pixels missing for image inpainting based on graph-based dictionary learning method. The visual comparison of image peppers with 0.2N measurements for image CS recovery based on PCA dictionary learning method is shown in Fig. 8 . It is clearly demonstrated that the w p -norm achieves better visual quality than other three norms. This again verifies the feasibility of the proposed scheme.
We also notice that for various dictionary learning methods, the results of w p -norm are usually a little bit (∼0.1dB) better than those of w 1 -norm, which has also been observed in [21] . Similar phenomenons can also be found between p -norm and 1 -norm. In addition, comparing Tables 5-6  with Tables 2-3 , we can observe that the proposed ADL can provide better performance than graph-based dictionary learning and PCA dictionary learning methods. This again demonstrate the superiority of our proposed algorithm.
Comparison with Other Leading Algorithms
We now validate the performance of the proposed scheme, i.e., group-based sparse coding with non-convex w p -norm (GSC-w p ) minimization for image inpainting and image CS recovery with the proposed adaptive dictionary learning method, by comparing it with recent state-of-the-art methods. In image inpainting, we compare GSC-w p with five other competing methods: SALSA [43] , BPFA [44] , IPPO [45] , JSM [46] and Aloha [47] . Table 7 lists the PSNR results for a collection of 8 color images for these five methods. The average gains of the proposed GSC-w p over SALSA, BPFA, IPPO, JSM and Aloha methods are as much as 4.06dB, 2.26dB, 1.06dB, 1.25dB and 1.62dB, respectively. The visual comparison of image Zebra with 80% pixels missing is shown in Fig. 9 . It can be seen that SALSA and BPFA could not reconstruct sharp edges and fine details. The IPPO, JSM and Aloha methods produce images with a much better visual quality than SALSA and BPFA, but still suffer from some undesirable artifacts, such as the ringing effects. By contrast, the proposed GSC-w p not only preserves sharp edges and fine details, but also eliminates the ringing effects. In image CS recovery, we compare the proposed GSCw p with eight other competing methods including BCS [48] , BM3D-CS [49] , ADS-CS [50] , ALSB [51] , SGSR [52] , MRK [59] , JASR [53] and AMP-FBM3D [58] . The PSNR results are shown in Table 8 . The proposed GSC-w p achieves 6.08dB, 1.95dB, 0.27dB, 1.33dB, 1.01dB, 1.59dB and 0.65dB improvement in average over the BCS, BM3D-CS, ADS-CS, ALSB, SGSR, MRK and JASR, respectively. Although the PSNR results of the proposed GSC-w p are slightly lower than AMP-FBM3D method, the AMP-FBM3D method is based on the pre-filtering BM3D [60] . Note that BM3D is a well-known image reconstruction method that delivers state-of-the-art denoising results. Therefore, the CS reconstruction performance of the AMP-FBM3D method largely depends on the pre-filtering BM3D. However, it is worth noting that the proposed GSC-w p can outperform AMP-FBM3D in most cases, except for image House and Lena due to the existence of many similar regions in these two images. Similarly, the performance of MRK is also depending on the pre-filtering BM3D. The visual comparison of image Barbara with 0.2N measurements is shown in Fig. 10 . One can observe that the BCS method generates the worst perceptual result. The BM3D-CS, ADS-CS, ALSB, SGSR, MRK, JASR and AMP-FBM3D methods still suffer from some undesirable artifacts or over-smooth phenomena. By contrast, the proposed GSC-w p not only removes most of the visual artifacts, but also preserves large-scale sharp edges and small-scale fine image details.
Effect of the Number of Matched Patches
In this subsection, we discuss how to select the best matching patch number m for the performance of the proposed GSC-w p . Specifically, to investigate the sensitivity of our method against m, two experiments were conducted with different m, ranging from 20 to 200, in the case of image inpainting with 70% pixels missing and image CS with 0.2N measurements, respectively. The results with different m are [43] , BPFA [44] , IPPO [45] , JSM [46] , ALoha [47] and GSC-w p for image inpainting. shown in Fig. 11 . It can be seen that all the curves are almost flat, showing the performance of the proposed GSC-w p being relatively insensitive to m. The best performance of each case was usually achieved with m in the range [40, 80] . Therefore, in this paper m was set to be 60.
Miss pixels
Comparison Between ADMM and IST
In this subsection, another classical optimization method iterative shrinkage/theresholding (IST) [54] is exploited to solve the proposed GSC-w p in Eq. (21) for CS image reconstruction. We perform a comparison between ADMM and IST with 0.2N and 0.3N measurements for two images, elaine and Barbara as examples. Fig. 12 shows their progression curves of the PSNR (dB) achieved by ADMM and IST. It is obvious that ADMM is more efficient and effective to solve the proposed GSC-w p than IST. 
Convergence
Since the proposed model is non-convex, it is difficult to provide its theoretical proof of global convergence. Hereby, we present empirical evidence to show the convergence of the proposed model. Fig. 13 plots the curves of the PSNR values versus iteration numbers for image CS (including Peppers, House, Fence and Lena) with 0.2N measurements as well as image inpainting with 80% pixels missing for image Mickey, Starfish, Nanna and Golem, respectively. It can be seen that with the increase of the iteration number, the PSNR (a) (b) Fig. 13 . Convergence analysis of the proposed scheme. (a) PSNR results versus iteration number for image CS recovery with 0.2N measurements. (b) PSNR results versus iteration number for image inpainting with 80% pixels missing.
curves of the reconstructed images gradually increase and then become flat and stable. Therefore, we conclude that the proposed scheme has a good convergence performance.
CONCLUSION
This paper analyzed the group sparsity from the perspective of rank minimization. A group-based adaptive dictionary learning method has been proposed, ensuring a low computational complexity. We have proved the equivalence of the group-based sparse coding and the rank minimization problem under the proposed dictionary, and thus bridged the gap between sparse-coding and rank minimization. Four nuclear norm minimization methods including NNM, SNM, WNNM and WSNM have been adopted to analyze the sparsity of each group and the solution of WSNM was the best approximation to real singular values of each group. WSNM has been equivalently transformed into a non-convex weighted p -norm minimization problem in group-based sparse coding. We have employed the alternating direction method of multipliers algorithm to solve the non-convex weighted p -norm minimization problem. Experimental results have demonstrated that the proposed scheme is feasible and achieves performance improvements over the state-of-the-art methods both quantitatively and qualitatively.
APPENDIX A PROOF OF THE THEOREM 1
Proof. The adaptive dictionary D i is constructed by Eq. (10). From the unitary property of U i and V i , we have
APPENDIX B PROOF OF THE THEOREM 2
Proof. On the basis of Theorem 1, we havê
where X i = D i A i and Y i = D i B i . α i and β i denote the vectorization of the matrix A i and B i , respectively. Thus, based on Lemma 1, we have α i = soft(β i , λ) = sgn(β i ) max(abs(β i ) − λ, 0). (44) Obviously, according to Eqs. (9) and (10), we have
where β i,j represents the j-th element of the i-th group sparse coefficient β i , and Σ i is the singular value matrix of the i-th group Y i . Following this, and based on Lemma 2, we have proved that the group-based sparse coding is equivalent to the rank minimization problem, i.e.
A i = arg min
Ai 1 2 ||Y i − D i A i || 2 F + λ||A i || 1 X i = arg min Xi 1 2 ||Y i − X i || 2 F + τ ||X i || * .(46)
APPENDIX C PROOF OF THE THEOREM 3
Proof. Owing to the assumption that e j follows an independent zero mean Gaussian distribution with variance σ 2 , namely, E[e j ] and Var[e j ] = σ 2 , it can be deduced that each e j 2 is also independent, and the mean of each e j 2 is E[e 2 j ] = Var[e j ] + [E[e j ]] 2 = σ 2 , j = 1, 2, ..., N.
By invoking the law of large numbers in probability theory, for any > 0, it leads to lim N→∞ P{| 1 N Σ N j=1 e 2 j − σ 2 | < 2 } = 1, namely,
Next, we denote the concatenation of all the groups X i and L i , i = 1, 2, ..., n, by X and L, respectively. Meanwhile, we denote the error of each element of X − L by e s , s = 1, 2, ..., S. We have also assumed e s following an independent zero mean Gaussian distribution with variance σ 2 . Therefore, the same process applied to e 2 s yields lim S→∞ P{| 1 S Σ S s=1 e 2 s − σ 2 | < ε 2 } = 1, i.e.,
Obviously, considering Eqs. (48) and (49) together, we have proved Eq. (33) .
