Abstract. The paper aims to establish an efficient model for predicting company growth by leveraging the strengths of logistic regression and neural networks. A real dataset of Croatian companies was used which described the relevant industry sector, financial ratios, income, and assets in the input space, with a dependent binomial variable indicating whether a company had high-growth if it had annualized growth in assets by more than 20% a year over a three-year period. Due to a large number of input variables, factor analysis was performed in the pre-processing stage in order to extract the most important input components. Building an efficient model with a high classification rate and explanatory ability required application of two data mining methods: logistic regression as a parametric and neural networks as a non-parametric method. The methods were tested on the models with and without variable reduction. The classification accuracy of the models was compared using statistical tests and ROC curves. The results showed that neural networks produce a significantly higher classification accuracy in the model when incorporating all available variables. The paper further discusses the advantages and disadvantages of both approaches, i.e. logistic regression and neural networks in modelling company growth. The suggested model is potentially of benefit to investors and economic policy makers as it provides support for recognizing companies with growth potential, especially during times of economic downturn.
Introduction
Besides innovation and venture creation, predicting company growth is one of the most important aspects of entrepreneurship research [7] . Most of the research in † Corresponding author high-growth enterprises is directed towards the potential for such growth in large companies [6] . This paper endeavors to fill this void by modelling the growth of Croatian SMEs based on data from financial statements. The first aim of the paper is to produce an efficient model that classifies companies into high-growth and non-high-growth categories using two data mining methods: logistic regression (LR) and artificial neural networks (ANNs). Going further, the second aim is to identify the determinants of SME growth in the most important aspects of the pre-modelling and post-modelling procedures. This particular methodology includes factor analysis in the pre-modelling stage, as well as LR and ANNs to establish the most accurate model using testing datasets incorporating the entire available and reduced input space. Sensitivity analysis was conducted in the postmodelling stage to determine the effects that each input variable has on company growth. The paper presents an overview of previous conducted research and subsequently a description of the methodology. The results of factor analysis, the LR and ANN models are described and discussed further on in the paper.
Review of previous research
In economic theory and practice, growth can be measured in many ways, such as in terms of revenue generation (sales), employment and asset growth, but also in terms of product quality and market position [30] . In this paper, the asset growth is a measure of company growth and is used to explore the various financial determinants important in predicting asset growth. Factors influencing the growth potential of an enterprise are usually viewed in through three main categories: the entrepreneur, the company itself and company strategy [29] . Education, risk acceptance, aspiration to grow, mid-management experience have been shown as important growth factors at the entrepreneur level [3] ; [17] . At the company and strategy level, age and size of a company, strategic orientation, level of R&D, innovation are found to be relevant growth determinants [1] , [10] , [11] , and [22] . Mateev and Anastasov [21] have shown that financial structure and productivity exert a positively influence on the potential for company growth. They investigated transition countries and found the following company-specific factors to be important: indebtedness, internal financing, future growth opportunities, process and product innovation, and organizational changes. Regarding financial growth determinants, findings from previous research vary across countries. Helmers and Rogers [13] have identified a company's capacity to invest, particularly in R&D as an important factor, while Becchetti and Trovato [2] have shown that the availability of external finance and internationalization are positively related to company growth. Sampagnaro [26] has shown that internal cash flows are relevant in predicting the company growth and success. Moreover, there is an certain tendency that external financing affects growth negatively.
The methodology used in previous research on modelling company growth relied on standard statistical methods such as multiple regression, logistic regression and discriminant analysis. Delmar et al. [8] use correlations and regression analysis to model company growth, whereas Geroski [12] uses static and dynamic optimizing models for company output choice, modelled production functions for corporate learning, modelled R&D competition and diversification, and examined their influence on corporate growth rates. Ma and Tang [19] use a stepwise logistic regression model to predict a default considering the misclassification loss. Logistic regression was also compared with and integrated into certain machine learning methods to predict company distress or bankruptcy. Hua et al. [14] combine LR and support vector machines to predict company financial distress by developing an integrated binary discriminant rule (IBDR) that decreases the empirical risk of support vector machine outputs and interprets and modifies the outputs according to the result of LR analysis. Other machine learning methods, such as ANNs, have not as yet been investigated adequately in modeling company growth.
Methodology

Research design
Research aimed at finding the most successful model for predicting company growth on the Croatian dataset was conducted in three main stages. Given that company financial statements contain numerous financial ratios, the first stage of the research involved a variable reduction procedure to extract important financial features of companies from the dataset. Hence, factor analysis was performed for each particular year in the 2008-2010 period with a different factor of numbers and combinations. The factor scores were obtained using the package psych in R and the function fa(). While the factoring method exhibited a maximum likelihood, regression was used for obtaining factor scores. Not all variables showed correlation with at least one factor, hence they were excluded from factor analysis one by one until the desired result was obtained. Along with the factor loadings from function fa () and some additional variables that covered profitability, glm () was used to develop the final logistic regression model. The second stage of research included modeling company growth using LR and ANNs. The LR was selected as one of the most exploited statistical methods in modeling company growth, financial distress, success, and similar outcomes. Due to the high popularity of machine learning methods in recent years, the challenging was to compare the performance of LR with ANNs as a machine learning method that has not (to our knowledge) been used previously in predicting company growth. Here, the two methods were used in a competitive way with the aim of deriving the most accurate model. Moreover, this paper also discusses and suggests integrating the two methods. A comparison of the accuracy of LR and ANN accuracy was based on classification rates, ROC and KolmogorovSmirnov (KS) test obtained using both methods on the same validation dataset. Comparing the results of the LR and ANN models was based on several statistical tests: the t-test of differences in proportion, and McNemar's non-parametric test. The non-parametric test was used based on the suggestion of Luengo et al. [18] who note that a performance comparison of ANNs and other classification methods should be conducted using a non-parametric statistical test given that the validation of methods depends on the sampling procedure. In the third, post-modeling stage, variable importance was investigated using sensitivity analysis with the aim of examining the effect of each company growth predictor, and its relevance for the obtained prediction model. This kind of analysis can guide the decision maker by highlighting the most influential predictors.
Data
The 
Factor analysis
A frequent problem is obtaining robust regression coefficients when building the model. This is mitigated by reducing a number of variables, which is achieved using factor analysis. Reducing the number of variables decreases the number of regression coefficients requiring estimation, as well as the group of correlated variables so as to address the problem of multicollinearity. The downside of this is the loss of some information and subsequently the model loses some of its predictability. Factor analysis is a procedure for reducing the original observed variables down to unobserved variables, where every variable could be described by the new variables, or: 
where Ψ is the vector of variances of . Since the right side of the equation consists only of unobserved data, this process is not unique, and different factors can be obtained [13] .
Logistic regression
Logistic regression is used to develop a regression model when the dependent variable is categorical. It was developed in 1958 by David Cox [4] . There are three types of logistic regression: (1) binary, for a binary response variable, (2) multinomial -where the dependent variable has more than two non-ordered categories, and (3) ordinal -when the categories are ordered. Logistic regression is less demanding with respect to the relationship between the dependent and independent variables and need not be linear, the distribution of the variables need not be normal and variance assumptions need not be homoscedastic [15] . Although regression coefficients in logistic regression are not easy to interpret and understand as in linear regression, the advantage is being able to interpret whether the relationship is proportional or inversely proportional between each independent and dependent variable.
In our research, Y is an dependent variable, where 1 indicates a high-growth company and 0 indicates non-high-growth company. For r independent variables , , … , the logistic function is:
where p is the probability that a company will experience high growth. The goal is to obtain , 1,2, … . , . By denoting ⋯ and applying logistic transformation, we obtained a linear relationship between the log odds and independent variables:
For a sample of size n, for 1, … , we denote to be the observed variables if an enterprise is high growth or not, and ′ 1, , , … , , to be the corresponding r explanatory variables. The probability density function of Y is [15] :
where . For the entire sample, the likelihood function conditional on is:
To simplify the maximizing equation (7), its logarithm is used as such:
Further steps in maximizing the equation (8) includes partial differentiation using iterative processes [5] . Evaluating the quality of the model, KS (Kolmogorov-Smirnov) and the ROC (Receiver Operating Characteristic) curve required using [9] , [25] .
Neural networks
Artificial neural networks are machine learning methods that can be used for regression and classification type of problems [23] . The importance of this method is emphasized by Prieto et al. [24] showing that ANNs have been used in simulators, implementations, and real-world applications for a number of years, and has proven to be competitive in solving real-world problems. ANNs have also significantly contributed to the development of machine learning and other related areas. For classification purposes, they have often been used in comparison with logistic regression and discriminant analysis. Their advantages lie in robustness, the ability to work with missing data and the ability to approximate any nonlinear mathematical function [20] . In this paper, the multilayer perceptron (MLP) feed forward network was used in testing various optimization algorithms, such as backpropagation, conjugate gradient, and Broyden-Fletcher-Gordfarb-Shano, as well as two different activation functions: logistic and tangent hyperbolic. where f is the activation function. In this experiment, the logistic (i.e. sigmoid) activation function was used according to:
where g is the parameter defining the gradient of the function. To produce probabilities that could be modified to a binary output, a softmax activation function is added for classification purposes. The output is then compared to the actual output y a , and the local error ε is computed. In the subsequent iterations, the process is repeated by adjusting the weights of the input vector according to a learning rule, usually the Delta rule [20] , and an optimization algorithm is used to minimize error. Also, the number of hidden units was dynamically changed from 1 to 30 in a cross-validation procedure where the final number of hidden units was such that it produced the minimum error on the test set. The same procedure was used to optimize training time, while the maximum number of training epochs was set to 1000. In the postmodelling phase, sensitivity analysis was performed in order to analyze the relevance of input variables. To obtain the sensitivity coefficients, the value of the input variable was changed using a randomly selected percentage value (in the range of +-5%), while allowing all other input variables to retain their same values, leading to the observation of the model error changing. The sensitivity coefficient of each input was computed as the ratio of the average model error subject to changes of the examined input variable in relation to the model error without changes to the examined input variable. Having acquired the results of the sensitivity analysis, the user is then able to extract the important predictors, and also to perform a posteriori analysis of the predictor values that lead to the accurate prediction of output.
Results
Results of factor analysis
Factor analysis was applied on the set of independent variables separately for every year. The best result was achieved for the financial ratios in the year 2010. An analysis of the variance of eigenvalues showed that three factors could be generated, representing 99% of the total variance. The results are presented in Table 3 . In observing the factor loadings, it becomes obvious that variables are grouped in a theoretically sound way for assessing the three groups of business performance indicators: business activity (turnover ratios), liquidity and leverage. The three extracted factors were used in a reduced set of inputs (designated as ML1, ML2, and ML3) with the addition of three original variables not included in any of the three factors: ROS_10 (net income/sales in 2010), Pnroe_10 (net income/equity (%)), zapos_p10 (number of employees in 2010).
Logistic regression and neural network results
To create a growth-classification model for companies, logistic regression was tested separately with all available variables in the input space, and with the factors extracted using factor analysis. Table 4 shows the results from the validation sample using both LR models. As can be seen from Table 4 , in cases where financial ratios were used as input variables the LR method performed better than in the model with factors as inputs. The more accurate model produced a total classification rate of 69.66%, whereas the classification rate for non-high growth was 76.54%, which is significantly higher than the classification rate for the category of high-growth companies (60.94%). When applying logistic regression modelling, several different models were developed, either solely based on financial ratios as input variables or as a combination of factors and financial ratios. The model with the best hit rates, the Kolmogorov Smirnov statistics and the area under curve (AUC) was selected. The results of the model are shown in Table 5 . As can be seen in Table 5 , the potential for growth increases in line with an increase in liquidity, turnover and profitability. Moreover, companies that belong to the high-tech industry sector and have higher share of intangible assets in total assets exhibit a higher probability of becoming high-growth companies. Neural networks were also tested separately using all available variables in the input space, and factor analysis applied for extracting the the factors. Two different activation functions, logistic and tangent hyperbolic, were tested alternatively in order to find the approximation with the highest accuracy. The results on the out-of-sample validation data are shown in Table 6 . It becomes evident that the most accurate model was obtained using NN with the logistic function. The network had 13 hidden units. The total classification rate of the best NN model was 71.03% for the validation set, while the accuracy was higher for growth category 0 (77.78%) than for category 1 (62.50%). Sensitivity analysis of the most accurate NN model is presented in Figure 1 . The graph depicting sensitivity ratios reveals that the variable with the highest impact on company growth is Asalta_10 (sales/total assets), followed by Lkiui_10 (current assets/total assets), tech_djel (industry sector), Pnroe_10 (net income/equity), Zkz_10 (total debt/total assets), Preanrnta_10 (retained earnings/total assets) and NematImovin_10 (intangible assets/total assets). Their sensitivity coefficient exceeds 1, which indicates that they contribute positively to accurady of the model. Other input variables have a sensitivity coefficient of 1 or lower, meaning that their absence from the model does not reduce the total classification rate of the ANN model.
Comparison of results
At first, it was interesting to see whether the LR model with all the original variables was statistically different in terms of accuracy than the LR model which uses factors as predictors. The t-test on difference in the proportions was used and the results showed (p=0.0283) that the LR model obtained from the original variables is significantly more accurate than the LR model obtained from factors. The same test was conducted for the NN models, and the obtained p-value (p=0.2790) shows that the NM model based on the original variables does not significantly differ in performance than the NM model that uses factors.
To compare the accuracy of the best LR and the best ANN model (the models with original variables), a statistical test of difference in proportion was conducted. The test produced a p-value of 0.3992 showing that there is no significant difference in the total classification rate between the best LR and the best NM model.
The area under curve (AUC), which explains the probability that a model will accurately classify a randomly chosen high-growth company into the correct category, and the shape of ROC curves, implies that the LR model performs slightly better (LR AUC: 0.735, NN AUC: 0.6836), meaning that it is more stable in recognizing true positives, whereas Kolmorogov-Smirnov (KS) statistics is slightly higher for the NN model. The ROC curves for both the LR and NN model are presented in Figure 2 . Examining the way the two estimators classify companies as potentially highgrowth or non-high growth involved applying the McNemar test and comparing estimations of the two models. The McNemar test is generally used to assess an experiment in which a sample of n subjects is evaluated based on a dichotomous dependent variable and assumes that each of the n subjects contributes to two scores for the dependent variable [28] . For the purpose of this test, estimations obtained by LR and NN were grouped into two basic categories designated as 1 if a company was assigned to a high-growth category , and 0 otherwise. The hypotheses used in our research: H0: pb = pc, and H1: pb -pc were tested for each pair of two estimators using McNemar's test:
where b is the number of companies assigned to category 1 using LR and those to category 0 using the NN model, where c is the number of companies assigned into category 0 using the LR model and those to category 1 using the NM model. If True positive rate the two estimators tend to assign different companies to category 1, there should be a significant difference in the probabilities of the distribution table for the positions relating to scores b and c. If the difference is not shown, the conclusion is that both estimators categorize companies with the same probability. In fact, the value of McNemar's test was 0.00, meaning that there is no significant difference in the way the ANN model and the LR model classify company growth. Although the ANN model provides greater accuracy than the LR model, some similarities, advantages and disadvantages of both approaches are noticeable. Both methods are more accurate in recognizing low-growth companies than highgrowth companies, indicating that the input variables do not contain enough information as an indicator of high growth. The advantage of the ANN model lies in its accuracy, but the LR model is more informative in explaining the relationship among the input variables. Based on the variables retained in the models, it is evident that both of our models extracted liquidity, turnover of assets, return on equity, retained earnings, intangible assets and high-tech industry as important determinants for growth prediction. There are some similarities and differences in comparison to previous research. Sampagnaro [26] points out that liquidity has a positive correlation to growth. He also emphasizes the importance of total assets turnover for highgrowth companies that rely on their capacity to generate sales from assets. Khan, Theunissen [16] tested the relationship between ROE and growth on Belgium companies, and realized that ROW has no significant effect on growth. Mateev, Anastasov [21] , Sampagnaro [26] and Segarra-Blasco, Teruel [27] show that external financing resources have a negatively impact growth. This is consistent with our findings where we have shown that financing through retained earnings increases potential for growth. Furthermore, we have also shown that intangible assets as a proxy for R&D have a positive impact on high growth which in turn has also been proven by Helmers and Rogers [13] .
Discussion and conclusion
This paper outlines the creation of a model for predicting SME growth using logistic regression and neural networks. The input space consisted of real financial data from Croatian companies, where growth was a categorical dependent variable, indicating whether an enterprise was high-growth if its annualized growth in assets exceeded 20% over a three-year period. In the first stage of modelling, factor analysis was conducted to extract the most important input components. Logistic regression and artificial neural networks were used to establish the most accurate model for providing the highest classification rate on the validation set. The results showed that factor analysis did not improve the accuracy of both LR and ANN models, and that the accuracy of the best neural network and the best logistic regression is not statistically different, meaning that either method can be used for predicting growth. When testing the significance of the difference in their results, the consistency of the parametric t-test and the McNemar's nonparametric test, as well as that of the ROC curves became clear. When analyzing the variable importance in the third stage of the research, the observation is that the most important predictor of company growth on the observed dataset is turnover ratio computed based on sales/total assets, followed by the liquidity ratio computed using current assets/total assets, industry sector, two profitability ratios: net income/equity and retained earnings/total assets, a leverage ratio computed by total debt/total assets and intangible assets/total assets ratio. However, there are advantages to the LR approach in its explanatory power, while ANNs are more sensitive to the sampling procedure. The results also bring a question the possible integration of both methods so as to improve accuracy. Suggestions for further research are the use ANNs in the first phase as a nonlinear variable selector for important predictors, while the LR can be used to produce a relationship among such predictors. Furthermore, other machine learning methods can be tested, such as support vector machines and decision trees. In selecting variables, what could also be interesting is the inclusion of other variables in order to increase accuracy of the models, such as the capacity to invest, import, export, productivity. In addition, measuring a company growth in terms of sales, number of employees or productivity is certainly a noteworthy test. The research may assist investors and economic policy makers in providing them with tools for classifying companies as having growth potential, especially those small and medium enterprises.
