In this paper we introduce and study polynomial spline collocation methods for systems of Volterra integral equations with unknown lower integral limit arising in mathematical economics. Their discretization leads to implicit Runge-Kuttatype methods. The global convergence and local superconvergence properties of these methods are proved, and the theory is illustrated by a numerical example arising in the application of such equations in certain mathematical models of liquidation.
Introduction
This paper is concerned with the numerical solution of a system of nonlinear Volterra integral equations (VIE) with unknown delay time, 
t)
in the unknowns x and z, where on (-c~, 0] the solution x is to agree with a given initial function x0:
and the unknown delay time z obeys the initial condition
It will be assumed that the given functions kl(t, z,x), k2(t, "c,x), p(t), Xo(Z) are (at least) continuous, nonnegative for z E (-c~,0], t E [0, T], x E [0,co), and satisfy (1)-(4) at t = 0.
VIEs (1)- (2) and similar ones arise in the economic-mathematical models with controlled liquidation (winding-up, elimination) of obsolete production units [1] [2] [3] [4] under technological changes [4, 13] . The principal novelty of these models is the introduction of a new endogenous function z(t) which is the time limit of production units use: the units created before the time z(t) are not used at the current time instant t.
The numerical treatment of VIEs with unknown delay ( 1 )-(4) and similar ones was earlier realized on the basis of a simple iteration method [5] . Now we extend the spline collocation method [5-8, etc .] developed for VIEs with delay arguments in [6] [7] to the case of Eqs. (1)- (4) .
The paper is organized as follows. In Section 2 the existence and uniqueness of solutions for the VIEs (1)-(2) are investigated. In Section 3 we introduce the polynomial spline collocation method for VIEs with unknown delay. In Sections 4 and 5 its global and local convergence properties are studied. Section 6 deals with the numerical implementation of this method which leads to an implicit Runge-Kutta-type method. For a concrete example of VIEs (1)-(2) the numerical and exact solutions are discussed in Section 7. In the last section conclusions are drawn.
Existence, uniqueness, and smoothness results
The presence of an unknown limit in VIEs determines the novelty of research of principal theoretical problems (existence, uniqueness, stability of solutions, etc.) brought about by these equations. The existence and uniqueness of solutions of VIEs (1)- (4) with the unknown in lower integral limits has been studied in [14, 15, etc.] . We shall restrict ourselves to the following results. 
which are defined for -oc < z ~ 0. Under the conditions of the theorem, ~(z, t) is strictly increasing in z and has the unique inverse function ~-l(c, t), defined for c E [0, oo). Let S(c, t
The system of equations (5)(6) is equivalent to the nonlinear Volterra integral equation 
Recalling that Ax >~ 0, we obtain that the operator A is invariant in relation to the set ~2d C C[0, z~ ] for
Finally, it can be proved that
is valid for x~,x2 COd. Hence, the operator A is contractive, provided
Zl < 1/(L~, + L~L~:).
Choose the instant Zl such that the inequalities (10), (12) and (13) 
where ~ is determined from the equation 
based on the collocation parameters {cj}, j = 1,m. The exact solution x, z of (1)- (4) will be approximated on I by elements of space (16) 
with Z(O) = z0 and 2(z) = Xo(Z), z E [z0, 01. In order to put (18) into a form amenable to computation, let tEIn, and define for j = 1,2
Since £ is in ~z,,_l on I, it can be expressed in the form 
X.y(t)=F](t.j) + h k,(t.j, tn + vh, ZLk(v)X.kdV-jo kl(tnj,~,.~(~))d-c, k=l
where It is readily verified that, under the assumptions of Theorem 2 and for sufficiently small mesh diameters h, h ~< e, the system (20) has a unique solution X.,
For computation it is convenient to represent the unknowns Z.j in the following form:
where [a] and {a} are, respectively, the integer and fractional parts of the real number a. 
and the exact collocation equation (20) can be represented in the form ;( ) 
Global convergence
Consider the global (on I) error of the exact collocation equations (23). As distinct from the VIE with infinite [15] and constant delay [4] , it is reasonable to assume that the delay integrals on The proof is based on the standard collocation method techniques analogous to those for VIEs of the second kind [14, 15, pp. 251-254] and VIEs with delay [4, 13] .
for t E I : ~( t ) <<. O, are approximated by quadrature formulas with correspondin9 quadrature errors E-(t). Then for sufficiently small h the solution £,Y E S(-°(HN) of the collocation equations
A higher convergence in collocation methods can be reached on the basis of so-called iterated collocation solutions [7, 3] . Such solutions for the VIEs (1)- (2) 
~i(t)k2(t,z,Y(z))dz= p(t), tel. (26)
It has the property that -~it(t)= Y(t), zTit(t)= .~(t) whenever t EXN.
In contrast to the VIE with given delay [6, 7, 3] , the iterated solution zit cannot be evaluated in explicit form and is determined by solving the second nonlinear equation (26). Note that this equation is not an integral one (the time t may be considered as given parameter) but is an ordinary nonlinear equation in the unknown zit c R 1 for any given t E 1.
Local superconvergence on HN
While global convergence (on I) of order p = m occurs for any sets X(I-IN) of collocation points, certain sets lead to a higher order of convergence, p* > m, at the mesh points t,, n = 0,N -1 (socalled local superconveroence ). This property of the spline polynomial collocation methods is useful, since in many applications one is interested above all in obtaining highly accurate approximations at certain specific mesh points (e.g., at tu = T). 
then the iterated collocation solution 2it, iit defined by (26) is locally superconvergent at the mesh points whenever d > 0:
If c,. = 1, then also max [x(t.) -2(t.)l = O(h re+d) + O(IIE-II), n=l,N max ]z(t.) -Y(t.)[ = O(h m+d) q-O(IIE-II), n=l,N otherwise these errors have only order O(h m) q-O(IIE-II).
Proof. We use the techniques developed in [14, 13, 4] (see also [6] [7] [8] ). The collocation equation (18) can be written on the whole interval 1 in the form
felt)kl (t, 2(t) = -~(t) + E~(t) + z,Y(z)) dz, fz(tt)k2(t,z,~(z))dz-b2(t)+ EE(t)= p(t), tcl,
where £(0)=z0, £(z) -x0(z), zE [z0,0], and the residual (defect) functions 61(t), t~2(t) vanish at the collocation points, i.e., 6;(t,j)=0, i=1,2; j=l,m, n=0,N-1, and they are piecewise smooth. Moreover, it follows from the global convergence property of £(t) and £(t) that 61(t), 62(t) are uniformly bounded at h ~ 0 (Nh = T). The collocation errors el := x -£, e2 := z -£ solve the nonlinear VIE system:
el(t) = 61(t) + E?(t) + kl(t, z,x(z))dz
. By virtue of (26) we obtain for the errors e~t := x -xit, e 2 := z -zit of the iterated collocation solution Yit, Yit similar equations in which 6i(t) --0, t E I, i= 1,2.
The further proof will be carried out consecutively for n --0,N -1. [0,tl] . Then, introducing the functions (7) and eliminating the unknown e2 in a way analogous to the proof of Theorem 1, we obtain from (28) the following nonlinear VIE for el(t), t E [0,tl]:
Consider first the interval [0,q]. In accordance with Theorem 2, z(t) <~ t -e <~ t -h <~ 0 for tE

f0 t el(t) = 61(t) + El(t) + (kl(t, z,x(z)) -kl(t, z,x(z) -el(z))) dz
+S (62(0 + E~(t)-fot(kz(t,z,x(z))-kz(t,z,x(z) -el(z)))dz, t) ,
where the function S(y, t) is defined in the proof of Theorem 1. As in [6] , this equation may written as a nonlinearly perturbed linear VIE for el:
/o'
el(t)=6s(t)+Es(t)+ ks(t,z)el(z)dz+(~e)(t),
where
~s(t) = 61(t) + 82(t)kl(t,z(t),x(z(t))/k2(t,z(t),x(z(t)), ks(t, z) = Okl(t, z,x(z))/Ox -kl(t,z(t), x(z(t))/k2(t,z(t),x(z(t)) x ~k2(t,z,x(z))/Ox, and the perturbation term is
( /0
102S(c(.),t)/~c2 (~k2(t,z,.)/Ox)2e~(z)dz
=
+OX(c(.),t)/Oc foto2k2(t, ,
Here, the unspecified arguments represent the intermediate values arising in the remainder terms for Taylor's formula.
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The solution of Eq. (30) has the representation /0'
el(t) = 6s(t) + Es(t) + R(t, z)(fs(Z) + Es(z)) dz /o' +(rPe)(t) + R(t,~)(~e)(z)dz,
where R(t,s) denotes the resolvent kernel associated with ks(t,z). The iterated solution error e]t(t ) is then given by the expression on the right-hand side of (32) without the first term 6s(t).
Since the global convergence order has already been established in Theorem 4: Ileill = O(hm), by (31) we obtain that IlOell = O(h2m). Following [5-8, In view of (28) the same estimate holds for e2(tl) and e~t(tl ). Consider the next interval [tl, t2] . Since the error function el(t) has already been found for t E [0, tl], we may take el(t) to be given on t E [0,tl]. Then the error equation (29) can be written as f'
el(t) = ~l(t) -q-E~(t) + E~(t) + (kl(t, z,x(z)) -kl(t, z,x(z) -el(z))) dz --~S (t~2(t) -~E2(t ) -~El(t) -ftlt(k2(t,'f,x('~))-k2(t,'~,x('c) -el(z)))dz, t) .
The unknown is el(t), t E [tl,t2], with new given functions f0" 
El(t) = c~ki(t,z,x(z))/c~xel(Z)dz + k~(t,z(t),x(z(t))e2(t)
=
Discrete-time collocation
Generally, all integrals on the right-hand side of the exact collocation equations (23) have to be approximated by suitable quadrature formulas. We choose the interpolatory and extrapolatory quadrature formulas using the m abscissas based on the collocation parameters {cj} [14, 15, 4] . Namely, for the integrals over (1)- (2) with unknown delay.
The discretized iterated collocation solution -~'it(t), zit(t) for t E I is defined by the corresponding discretized analog of Eqs. (26).
Remark. For the iterative solution of the nonlinear system (37) as well as for determining the iterated collocation solution from (26) 
The proof is carried out in much the same way as for Theorems 4 and 5 and is based on the fact that the fully discretized equations (37) can be written in the analogous form of (27): m
2(t)= -61(t) --E~(t) -E+(t) + hvZo~lkl(t,t n + vcth,2(tn + vcth))
l=1 n--1 m m + h Z Zoolk~(t,
tik,2(t,k)) --Zk~(t, ( I7" + c,)h,2((l? + ct)h))fo~'(t)L~(v) dr, i=l? k=l 1=1 m p(t)= -~2(t) -E2(t) -E+(t) + hvy~colk2(t, tn + vcth,2(tn + vcth))
l=1 n--1 m m
+ hy~ y~ogtk2(t, tik,2(t~k)) --y~k2(t,(f" + c,)h,2((17" q-c,)h))foVe(t)Lt(v) dr,
i=l, ~ k=l l=1
for t E I,, with the auxiliary unknowns
l~(t)={z(-~}'I;'=min[~-~-] 'tEl"
and ~(tik)= Xo(tik) at i < 0. As in (27), the residual functions 61(t), 62(t) vanish at the collocation points XN. We omit the details. It is worth only noticing that the errors Ei-(t), E+(t) of the quadrature formulas ( Then the unknowns )(,2 --= ~',÷1 and 2,2 = 2~n+1 are found for n =0,N-1 by solving a system of two nonlinear equations: This algorithm is of interest in the cases where the given functions in problem (1)-(4) do not have high smoothness, for example, are only differentiable. Then the application of numerical methods of higher orders of precision has no sense. It is well known that the trapezoidal rule is asymptotically optimal for integrands with bounded second derivative. Experimental convergence of the algorithm based on Eqs. (38) is illustrated below.
Numerical illustration
Consider the important case of VIEs (1)-(2) when the kernels kl and k2 are so-called CobbDouglas production functions with exponential technological change and exponential decay [10, 15, 13, 5] :
In order that the conditions of Theorem 2 be satisfied it is required that ql >1 q2. Suppose also that The solution of (1)- (2) is approximated by discrete-time collocation in the spline space S~-I)(/-/N) (i.e., m = 2), using the algorithm based on the equations (38). The nonlinear algebraic system (38) was solved by the iterative method corresponding to the one employed in the proof of Theorem 1. Namely, for each step n = 0,N-1, we successively determine Z,+~ from the second equation (38) (see Remark for Eq. (37)) and next find X,+I from the first equation (38).
In The computations were carried out on an IBM AT386 in medium Turbo PASCAL 6.0. Note that the exact solution x varies from x(0)= 2.0 to x(5)= 1.036 x 103. In Table 1 
Conclusion
The numerical solution of VIEs with unknown delay is a necessary stage in the forecasting and optimization of self-development and renovation of large economic systems [ 10, 11, [13] [14] [15] 4] . More generally, the determination and optimization of new unknown variables such as the time limits of aftereffect (prehistory duration, memory of dynamical system, lifetime of system elements, etc.) is of interest for a number of different fields of applied mathematics (renewal theory [ 1 ] , replacement models [12] , mathematical ecology [2] , and others).
Such equations were earlier solved by the numerical methods of lower degree of precision [14, 15] . The spline collocation methods developed for Volterra-type integral equations [5] [6] [7] [8] 3 ] offer a means to increase the computational efficiency for the VIEs with unknown delay. That is of great importance for their application in further developments. On the other hand, new applied problems stimulate the adaptation of the collocation method itself.
