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ABSTRACT
We study a central charge Z of a one parameter family of Calabi-Yau d-fold
embedded in CP d+1. For a d-fold case, we construct the Z concretely and analyze
charge vectors of D-branes and intersection forms of associated cycles. We find
the charges are described as some kinds of Mukai vectors. They are represented
as products of Chern characters of coherent sheaves restricted on the Calabi-Yau
hypersurfaces and square roots of A-roof genera of the d-folds. By combining
results of the topological sigma model and the data of the CFT calculations in
the Gepner model, we find that the Z is determined and is specified by a set
of integers. It labels boundary states in special classes where associated states
are represented as tensor products of boundary states for constituent minimal
models. The Z has a moduli parameter “t” that describes a deformation of a
moduli space in the open string channel with B-type boundary conditions. Also
monodromy matrices and homology cycles are investigated.
† E-mail : sugiyama@phys.h.kyoto-u.ac.jp
1 Introduction
D-branes play important roles to describe solitonic modes in string theory. The physical
observables of D-brane’s effective theories have dependences of moduli on compactified in-
ternal spaces or wrapped D-branes. In this paper, we focus on the central charge of the
type II superstring compactified on Calabi-Yau manifold and study its properties from the
point of view of topological sigma models (A- and B-models)[1]-[11]. The central charge is
characterized by D-brane’s charges and periods of the B-model in the closed string channel.
Together with the Ka¨hler potential K, it allows us to construct a BPS mass formula of
D-branes wrapped around cycles.
Recently there is a great advance [12] to study properties of charges, boundary states[13],[14]
based on the Gepner model[15] associated with the CY3. Also there appear many consistency
checks about these charges, intersection forms of homology cycles by analyses both in the
CFT and in the sigma models[16]. They investigated three dimensional Calabi-Yau cases.
For these three fold cases, one can easily construct associated canonical bases of period
integrals because there are prepotentials for the models. It makes analyses for three folds
comparatively tractable. But for d-fold cases (d > 3), we do not know any existence of
analogs of these convenient prepotentials and we cannot apply analogous recipes to d-fold
cases (d > 3) directly. The aim of this paper is to develop a method to construct central
charges Z of Calabi-Yau d-folds and to investigate their properties in order to understand
structures of the moduli spaces in the open string channel. We interpret constituent elements
of the Z as topological objects from the point of view of topological sigma models.
The paper is organized as follows. In section 2, we explain a mirror manifold paired with
a Calabi-Yau d-fold embedded in CP d+1. We also explain the results in [10],[11] about a
Ka¨hler potential in order to fix notations. There we introduce a few sets of periods applicable
either in the small or large complex structure regions. We construct a formula of the central
charge Z by using the periods. In section 3, we investigate the results by P. Candelas et al
[3] in our bases and develop a method to construct the Z. By generalizing a consideration
in the quintic case, we apply the method to the 5-fold case and construct the central charge
Z concretely in section 4. Also the monodromy matrices associated with singular points are
investigated. In section 5, we review the Gepner model [15] shortly and analyze D-brane’s
charges both in large radius basis and in the Gepner basis with B-type boundary conditions.
In section 6, cycles associated with the periods are constructed explicitly and intersection
forms of the cycles are studied. In section 7, we propose formulae of the Z applicable in the
large volume region and make a consideration about an analogous structure to the Mukai
vector in the Z. It is interpreted as a product of Chern characters of sheaves and a square
1
root of the Todd class (or the A-roof genus) of the d-foldM . The set of sheaves is constructed
as a dual basis of tautological line bundles of the ambient space CPN−1 by a restriction on
M . Section 8 is devoted to conclusions and comments. In appendix A, we summarize several
examples of the
√
Aˆ in lower dimensional cases. In appendix B, we collect several data about
monodromy properties of the quintic.
2 Periods and Ka¨hler Potential
In our previous papers[10],[11], we determine the formula of the Ka¨hler potential of the
Calabi-Yau d-fold embedded in CP d+1
M ; p = XN1 +X
N
2 + · · ·+X
N
N −NψX1X2 · · ·XN = 0 ,
and that of the mirror partner with a moduli parameter ψ of the complex structure
W ;
̂
{p = 0}/Z⊗(N−1)N . (1)
The N is related with the complex dimension d of M, N = d + 2. The G = Z
⊗(N−1)
N is a
maximally discrete group of the M . The formula is constructed by requiring consistency
conditions with the results of the CFT at the Gepner point. In this paper, we investigate
the central charge of the topological A-model associated with the M (equivalently, the open
string with B-type boundary conditions). The formula is important for BPS mass analyses
of the D-branes.
First we review the results in [10],[11]. When one considers the Hodge structure of the
G-invariant parts of the cohomology group Hd(W ), the decomposition of the structure is
controlled by one complex moduli parameter ψ. The Ka¨hler potential K in the B-model
moduli of W is constructed by combining a set of periods ˜̟ k quadratically
e−K =
N−1∑
k=1
Ik ˜̟
†
k ˜̟ k ,
Ik =
1
πN ·NN+2
(−1)k−1
(
sin
πk
N
)N
,
˜̟ k(ψ) =
[
Γ
(
k
N
)]N
(Nψ)k
Γ(k)
×
 ∞∑
n=0
Γ
(
k
N
+ n
)
Γ
(
k
N
)
N Γ(k)
Γ(Nn + k)
(Nψ)Nn
 . (2)
The coefficients Ik are determined in [10].
2
2.1 Periods
The formulae Eqs.(2) are valid in the small ψ region because of the convergence of the series
expansions. At a point ψ = 0 in the B-model moduli space, there is a ZN symmetry which
rotates the ψ → αψ (α = e2πi/N ). A cyclic ZN monodromy transformation A is diagonalized
on the set of this basis ˜̟ k (1 ≤ k ≤ N − 1) with α = e2πi/N
A ˜̟ k(ψ) = α
k ˜̟ k(ψ) (k = 1, 2, · · · , N − 1) .
For a later convenience, we also introduce a set of periods ̟j (0 ≤ j ≤ N − 1) as linear
combinations of the ˜̟ ks
̟j = −
1
N
1
(2πi)N−1
N−1∑
k=1
αjk(αk − 1)N−1 ˜̟ k .
The ZN transformation acts on this basis cyclically
A̟j(ψ) = ̟j+1(ψ), (j = 0, 1, 2, · · · , N − 1) .
Here we identify the ̟N with the ̟0. It is a redundant basis to represent the monodromy
transformation because a linear relation is satisfied
N−1∑
j=0
̟j = 0 .
But the basis is useful because it is directly related to the Gepner basis of the CFT. These
two sets of periods ˜̟ k and ̟j are meaningful only in the small ψ region because of the
convergence of the series expansions. In order to describe the large complex structure region
ofW , we must introduce another set of periods {Ωm}s (m = 0, 1, 2, · · · , N−2). A generating
function of the Ωm is defined by using a formal parameter ρ with ρ
N−1 = 0
N−2∑
m=0
Ωmρ
m =
√
Kˆ(ρ) ·̟
(
ρ
2πi
; z
)
,
̟(v) = zv ·
∞∑
n=0
a(n + v)
a(v)
zn , z = (Nψ)−N , (3)
a(v) =
Γ(Nv + 1)
[Γ(v + 1)]N
,
Kˆ(ρ) := exp
[
2
∑
m=1
N −N2m+1
2m+ 1
ζ(2m+ 1)
(
ρ
2πi
)2m+1]
= 1 + 2ζ(3)
c3
N
(
ρ
2πi
)3
+O(ρ5) .
The infinite series Eq.(3) converges around the large complex structure point z ∼ 0 of W.
We find that the two sets of the periods ˜̟ k and Ωℓ are related by a transformation matrix
3
M˜ with components M˜kℓ through an analytic continuation into the large complex structure
region
˜̟ k =
N−2∑
ℓ=0
M˜kℓΩℓ (k = 1, 2, · · · , N − 1) ,
M˜kℓ = (−N) · (2πi)
N−1 ×
[√
Aˆ(ρ) ·
αk
eρ − αk
· (−ρ)ℓ
]∣∣∣∣∣
ρN−2
= (−N) · (2πi)N−1 ·
N−2∑
m=0
Gk,mVm,ℓ ,
Gk,m =
−αk
(αk − 1)m+1
(1 ≤ k ≤ N − 1 , 0 ≤ m ≤ N − 2) ,
Vm,ℓ =
[√
Aˆ(ρ) · (eρ − 1)m · (−ρ)ℓ
]∣∣∣∣∣
ρN−2
(0 ≤ m ≤ N − 2 , 0 ≤ ℓ ≤ N − 2) . (4)
The transformation matrix V contains a square root of a topological invariant “A-roof genus”
of the Calabi-Yau space
Aˆ(ρ) =

ρ
2
sinh
ρ
2

N
·
sinh
Nρ
2
Nρ
2

= exp
[
+
∑
m=1
(−1)mBm
(2m)!
N −N2m
2m
ρ2m
]
= 1 +
1
12
c2
N
ρ2 +O(ρ4) .
The Bms are Bernoulli numbers and are defined in our convention as
x
ex − 1
= 1−
x
2
−
∞∑
n=1
(−1)n · Bn
(2n)!
x2n ,
B1 =
1
6
, B2 =
1
30
, B3 =
1
42
, B4 =
1
30
, · · · .
The expansion coefficients of the Aˆ(ρ) in terms of the ρ are represented as some combinations
of Chern classes of the M . We summarize several concrete examples of the
√
Aˆ(ρ) in the
appendix A. Also we define auxiliary sets of periods {Πˆn} and {
ˆˆ
Πm} (n,m = 0, 1, 2, · · · , N−2)
Πˆn =
N−2∑
ℓ=0
Vn,ℓΩℓ ,
ˆˆ
Πm =
N−2∑
n=0
Um,nΠn ,
Vn,ℓ =
[√
Aˆ(ρ) · (eρ − 1)n · (−ρ)ℓ
]
ρN−2
, Um,n =
(
m
n
)
· (−1)m−n .
Here we introduced a symbol
(
a
b
)
as a ratio of Euler’s gamma functions
(
a
b
)
:=
Γ(a+ 1)
Γ(b+ 1)Γ(a− b+ 1)
.
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The Πˆ is related to the basis ̟j through an analytic continuation
̟j =
N−2∑
n=0
Pj,nΠˆn ,
Pj,n = δn,N−2 −N ·
(
N − 2− n
j − 1− n
)
× (−1)j−1−n ,
(
j = 0, 1, · · · , N − 1
n = 0, 1, · · · , N − 2
)
. (5)
In discussing properties in the large ψ region, we use the sets Πˆn or Ωm.
2.2 Ka¨hler Potential
Under this preparation, we shall write down our results in the Ka¨hler potential K in these
bases
e−K =
N−1∑
ℓ=1
˜̟ †ℓIℓ ˜̟ ℓ
=
(−2πi)N−2
NN+2
·
∑
j 6=a
∑
j′ 6=a
̟†jKj,j′̟j′
=
−1
(2πiN)N
·
1
N2
·
N−2∑
m,n=0
Πˆ†mIm,nΠˆn ,
= (−1)N
(
2πi
N
)N−2
·
1
N2
N−2∑
ℓ,ℓ′=0
Ω†ℓΣℓ,ℓ′Ωℓ′ ,
Iℓ =
(−1)ℓ−1
πN ·NN+2
·
(
sin
πℓ
N
)N
, (ℓ = 1, 2, · · · , N − 1) ,
Kj,j′ =
iN
2N−2
×
N−1∑
ℓ=1
(−1)ℓ
(
sin
πℓ
N
)−(N−2)
× (αjℓ − αaℓ)(α−j
′ℓ − α−aℓ) ,
(j, j′ = 0, 1, 2, · · · , N − 1) ,
Im,n = 2
N · iN ·
N−1∑
k=1
(−1)k ·
(
sin
πk
N
)N
(α−k − 1)m+1(αk − 1)n+1
, (m,n = 0, 1, 2, · · · , N − 2) ,
Σℓ,ℓ′ = (−1)
ℓ · δℓ+ℓ′,N−2 , (ℓ, ℓ
′ = 0, 1, 2, · · · , N − 2) .
In the above formulae, the Ik, Kj,j′, Im,n and Σℓ,ℓ′ are intersection matrices associated with
homology cycles for the corresponding periods ˜̟ k, ̟j, Πˆm and Ωℓ. The matrix I has a diag-
onal form. In contrast, the Kj,j′ and Im,n are lower triangular matrices with non-vanishing
components in the right lower entries with j+ j′ ≥ N −2, m+n ≥ N −2. Also the determi-
nant of the K is not unit, but detK = N2. So the associated cyclic basis is not a canonical
one. The set of the Ωℓs has an intersection matrix Σℓ,ℓ′ with non-vanishing components
at ℓ + ℓ′ = N − 2. The form of the Σℓ,ℓ′ means that the set of periods Ωℓs is a symplec-
tic or an SO-invariant basis and associated homology cycles have appropriate intersection
5
forms. But it is not an integral basis and the associated cycles belong to homology classes⊕d
ℓ=0H2ℓ(M ; Q) or Hd(W ; Q) respectively in the A-, B-models. In order to obtain a set of
canonical basis {Πm} (m = 0, 1, 2, · · · , N−2), we have to perform some linear transformation
on the Ωℓ
Πm =
N−2∑
ℓ=0
Nm,ℓΩℓ (m = 0, 1, 2, · · · , N − 2) .
The transformation matrix N generally has entries with fractional rational numbers. The
basis Π is needed to discuss the D-brane charges Qℓs or a central charge Z in the BPS mass
formula.
2.3 Central Charge
In the B-model case in the open string channel1, there appear even dimensional Dp-branes
(p = 0, 2, 4, · · · , 2d) which wrap around homology cycles Σp (p = 0, 2, 4, · · · , 2d) of the Calabi-
Yau d-foldM . The brane charge Q2d−2ℓ associated with the D-brane is defined by integrating
a gauge field, more precisely a Mukai vector v(E) associated with a bundle (sheaf) E over
the cycle Σ2ℓ ⊂M (ℓ = 0, 1, 2, · · · , d)
Q2d−2ℓ =
∫
Σ2ℓ
v(E) (ℓ = 0, 1, 2, · · · , d) .
By combining these charges Qp and the canonical basis Πℓ with the B-type boundary con-
ditions, we can construct the central charge Z
Z =
d∑
ℓ=0
Q2ℓΠℓ .
It is a constituent block of a BPS mass formula mBPS ∼ e+K/2|Z| in the curved space. We
can represent this canonical basis Πℓ in the bases Ωℓ, Πˆℓ and ̟j
Πn =
N−2∑
ℓ=0
Nn,ℓΩℓ =
N−2∑
ℓ=0
Sn,ℓΠˆℓ
=
∑
0≤j≤N−1
j 6=a
mn,j̟j (0 ≤ n ≤ N − 2) .
There are two linear relations among the undetermined matrices N , S andm with Eqs.(4),(5)
Nnℓ =
N−2∑
m=0
SnmVmℓ , (0 ≤ n ≤ N − 2 ; 0 ≤ ℓ ≤ N − 2) ,
Snℓ =
∑
0≤j≤N−1
j 6=a
mnjPjℓ , (0 ≤ n ≤ N − 2 ; 0 ≤ ℓ ≤ N − 2) .
1So far we used the words “A-”, “B-”models for the closed string case. But the definition is exchanged
when we consider properties in the open string channels.
6
If we can determine one of these matrices N , S and m, the canonical basis Πℓ is fixed. Here
the “canonical” condition means that the set {Πℓ} is a symplectic (or an SO-invariant) and
an integral basis of monodromy transformations. The symplectic (or SO-invariant) condition
is reduced to that on the N with an appropriate integer λ and the matrix Σ
N t · Σ · N = λΣ .
But generally the matrix N may have fractional components.
3 Quintic
In order to exemplify our considerations, we shall study the result of the quintic. P. Candelas
et al directly constructed the matrix m[3], which connects the two bases Πℓ and ̟j
Π := t ( Π0 Π1 Π2 Π3 ) ,
̟ := t (̟0 ̟1 ̟2 ̟4 ) ,
m =

1 0 0 0
−2
5
2
5
1
5
−1
5
21
5
−1
5
−3
5
8
5
1 −1 0 0
 , m−1 :=

1 0 0 0
1 0 0 −1
−4 8 1 3
−4 3 1 1
 .
These Πℓs are canonical periods and are described by using a prepotential
2 F
F = −
κ
6
t3 +
1
2
at2 + bt +
1
2
c+ f ,
κ = 5 , a =
−11
2
, b =
25
12
, c =
χζ(3)
(2πi)3
, χ = −200 ,
Π =

Π0
Π1
Π2
Π3
 =

1
t
∂tF
t∂tF − 2F
×Π0 , (6)
2πit = log z +
∞∑
n=1
(5n)!
(n!)5
 5n∑
m=n+1
5
m
 zn
∞∑
n=0
(5n)!
(n!)5
zn
, q = e2πit .
The prepotential F of M is expressed as a sum of a polynomial part of t and a non-
perturbative part f . We choose a set of the Ωℓs in the N = 5 case
̟
(
ρ
2πi
)√
Kˆ(ρ) =:
∑
ℓ≥0
ρℓΩℓ ,
2This “F” is not a gauge field “F” on the D-brane. I believe that there is no confusion in these notations.
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√
Aˆ(ρ) = 1 +
5
12
ρ2 ,
√
Kˆ(ρ) = 1−
40
(2πi)3
ζ(3)ρ3 ,
cˆ =
40
(2πi)3
ζ(3) = −
1
5
c ,
Ω =

Ω0
Ω1
Ω2
Ω3
 =

1
t
1
2
t2 + S2(0, x2)
1
6
t3 − cˆ+ tS2(0, x2) + S3(0, x2, x3)
× Ω0 , (7)
xn =
1
(2πi)n
1
n!
∂nρ log
 ∞∑
m=0
Γ(N(m + ρ) + 1)
Γ(Nρ+ 1)
(
Γ(ρ+ 1)
Γ(m+ ρ+ 1)
)N
zm
∣∣∣∣∣
ρ=0
.
By comparing Eq.(6) and Eq.(7), we can obtain a matrix N
Π = NΩ , N =

1 0 0 0
0 1 0 0
25
12
−11
2
−5 0
0 −25
12
0 −5
 . (8)
The N is a kind of a symplectic matrix and satisfies a relation
N t · Σ · N = (−5) · Σ .
Also one can check this N and the m satisfy an equation
N = m · P · V ,
by using definitions of the V and P in Eqs.(4),(5)
P · V =

1 0 0 0
1 25
12
0 5
−23
12
−15
4
−5 −15
−23
12
−55
12
−5 −5
 .
In the Πˆ basis, this result is also expressed as
Π = S · Πˆ , S =

0 0 0 1
0 0 −1 1
0 −5 8 −3
5 0 0 0
 = m · P .
Then the intersection form in the Πˆ basis is obtained as
St · Σ · S =

0 0 0 5
0 0 −5 5
0 5 0 −5
−5 −5 5 0
 , Σ =

0 0 0 −1
0 0 1 0
0 −1 0 0
1 0 0 0
 .
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It coincides with the matrix Im,n in our result for the N = 5 case
St · Σ · S = 5 · I , I =

0 0 0 1
0 0 −1 1
0 1 0 −1
−1 −1 1 0
 .
Conversely the result means that the matrix I can be factorized into a form
I =
1
5
St · Σ · S ,
with a triangular matrix S with non-vanishing components in the right lower entries. Gen-
erally we know the forms of the matrices V and P in Eqs.(4),(5), but the remaining ones m
and N are unknown. If we can determine the N , then we obtain the m from a relation
m = N · (P · V )−1 . (9)
This N may contain invariants of K(M)-theory of the D-branes as its components. The N
is a triangular matrix with non-vanishing components in the left lower blocks
N =

∗ 0 0 0
∗ ∗ 0 0
∗ ∗ ∗ 0
∗ ∗ ∗ ∗
 .
We multiply a charge vector Q on the N from the left. The Q encodes information of
homology cycles of the Calabi-Yau around which D-branes wrap. For the quintic case,
numbers in the last row of the N in Eq.(8) coincide with coefficients of a topological invariant
(−5)
√
Aˆ(ρ)
(−5)
√
Aˆ(ρ) = −5 −
25
12
ρ2 .
In particular, the 25/12 is related with a 2nd Chern number c2 = 50 of M
1
24
c2 =
25
12
.
It also appears in the 1st column in theN . The number 5 is interpreted as a triple intersection
number of a 4-cycle in the M . The remaining entry −11/2 is expected to be interpreted as
some kind of invariant associated with a normal bundle of a world volume of a D-brane. But
we do not precisely know the geometric characterization of this yet and cannot explain this
number from the point of view of characteristic classes of some associated bundle.
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We will return to the central charge Z. If we can find the matrix N and choose the basis
Π, the central charge is evaluated in the B-model in the open string channel
Z = Q · Π = (QN )(N−1Π) = (QN ) · Ω ,
Q = (Q2d Q2d−2 · · · Q2 Q0 ) .
When one uses a basis Ωℓ to construct the Z, the formula of a modified charge vector Q · N
is needed. But no systematic method to calculate the N is known yet. Also the basis Π has
an ambiguity in the multiplication with a matrix L from the left-side
Π′ = L ·Π = L · NΩ .
When the L is a symplectic (or an SO-invariant) matrix with integer components
Lt · Σ · L = Σ ,
the modified Π′ gives us the same Ka¨hler potential as that in the Π basis. It leads to the
same results about properties of closed string moduli spaces. We do not know any principle
to fix the ambiguity completely and do not touch on this here. In this paper, we choose a
standard convention L = I by choosing a pure D2d charge in the next section.
4 5-Fold
In the previous section, we analyzed the quintic. We started analyses by using the prepo-
tential F of the quintic and studied its monodromy properties. We cannot expect to use
analogs of prepotentials for other d-fold cases (d > 3). But the essential part we learned in
the previous section seems to be a factorizable property of the matrix I by a (triangular)
matrix S and a matrix Σ. Under this consideration, we will investigate the N = 7 (d = 5)
case concretely. First the I in the Πˆ basis is defined as
I =

0 0 0 0 0 1
0 0 0 0 −1 2
0 0 0 1 −1 −1
0 0 −1 0 2 −2
0 1 1 −2 0 3
−1 −2 1 2 −3 0

.
We find that the I is factorized into a form with a matrix Σ and a triangular matrix S
7 · I = St · Σ · S ,
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Σ =

0 0 0 0 0 −1
0 0 0 0 1 0
0 0 0 −1 0 0
0 0 1 0 0 0
0 −1 0 0 0 0
1 0 0 0 0 0

, S =

0 0 0 0 0 1
0 0 0 0 −1 2
0 0 0 −1 1 1
0 0 −7 7 −7 7
0 −7 0 14 −21 7
7 0 0 0 0 0

.
This decomposition is not unique as we discussed at the end of the previous section. There
are some possibilities for choosing the S. When we pick a cyclic basis {̟j} with an index
“j” as
̟ = t (̟0 ̟1 ̟2 ̟3 ̟5 ̟6 ) ,
a transformation matrix P from the Πˆ to the ̟ (Πˆ = P ·̟) is obtained
P =

0 0 0 0 0 1
−7 0 0 0 0 1
35 −7 0 0 0 1
−70 28 −7 0 0 1
−35 28 −21 14 −7 1
7 −7 7 −7 7 −6

.
Now we know the matrix S, we can determine matrices m and N . By using the relation
S = m · P , we can obtain a transformation matrix m from the ̟ basis to the Π basis
Π = t (Π0 Π1 Π2 Π3 Π4 Π5 ) ,
m =

1 0 0 0 0 0
−3
7
3
7
2
7
1
7
−1
7
−2
7
3
7
6
7
3
7
1
7
0 1
7
−4 4 1 0 0 −1
−8 −4 −3 −1 −1 −4
1 −1 0 0 0 0

. (10)
Characteristic features of the m appear in the 1st and the last rows in m. The first row
means that the Π0 is identified with the ̟0. The last row implies that the Π5 is represented
as a linear combination of only ̟0 and ̟1 as
Π5 = ̟0 −̟1 .
We believe that these structures are universal. Especially the Πd might be represented as
Πd = ̟0 −̟1 .
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It is related to the structure of a pure D2d-brane charge Q2d.
Also we find the matrix N for the N = 7 case by using an equation Eq.(9)
Π = NΩ ,
N =

1 0 0 0 0 0
0 1 0 0 0 0
7
8
1
2
−1 0 0 0
0 161
24
0 7 0 0
−11711
1920
161
48
161
24
7
2
−7 0
0 147
640
0 −49
8
0 −7

,
N t · Σ · N = (−7) · Σ .
The entries in the last row of the N are topological numbers. They coincide with coefficients
of the (−7)
√
Aˆ(ρ) for the N = 7 case
(−7)
√
Aˆ(ρ) = −7 −
49
8
ρ2 +
147
640
ρ4 .
The entries ±7 is associated with an intersection number 7 of five 8-cycles inM . Possibly the
other entries could be interpreted as invariants associated with D-branes from the point of
view of K(M)-theory. We cannot precisely know any geometric characterization of numbers
at the other entries yet. We do not touch on this topic here.
Next let us consider monodromy matrices associated with singular points in order to
confirm our result for the N = 7 case. The 5-fold has singular points ψ = 0,∞, e2πiℓ/7
(ℓ = 0, 1, 2 · · · , 6) in the B-model moduli space. At the point ψ = 0, the monodromy
transformation acts on the basis ̟ cyclically and is realized as a matrix A̟
A̟ = A̟̟ .
The action of A on other bases Πˆ, Π and Ω is calculated as representation matrices AΠˆ, AΠ
and AΩ by using the N and m
A̟ =

0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
−1 −1 −1 −1 −1 −1
0 0 0 0 0 1
1 0 0 0 0 0

, AΠˆ =

−6 1 0 0 0 0
−21 1 1 0 0 0
−35 0 1 1 0 0
−35 0 0 1 1 0
−21 0 0 0 1 1
−7 0 0 0 0 1

,
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AΠ =

1 0 0 0 0 −1
−1 1 0 0 0 1
−1 1 1 0 0 1
−14 0 7 1 0 14
−7 −14 7 1 1 7
7 7 −14 0 −1 −6

, AΩ =

1 −147
640
0 49
8
0 7
−1 787
640
0 −49
8
0 −7
1
2
−6737
5120
1 539
64
0 77
8
−1
6
757
1024
−1 −1033
192
0 −175
24
1
24
− 330779
1228800
1
2
26633
15360
1 5999
1920
− 1
120
85451
1228800
−1
6
− 3737
15360
−1 289
1920

.
Also the transformation around the ψ = ∞ point is evaluated on these bases as matrices
T̟, TΠˆ, TΠ and TΩ
T̟ =

1 0 0 0 0 0
2 0 0 0 0 −1
−6 1 0 0 0 6
15 0 1 0 0 −15
14 −1 −1 −1 −1 −16
−6 0 0 0 1 6

, TΠˆ =

1 −1 1 −1 1 −1
0 1 −1 1 −1 1
0 0 1 −1 1 −1
0 0 0 1 −1 1
0 0 0 0 1 −1
0 0 0 0 0 1

,
TΠ =

1 0 0 0 0 0
1 1 0 0 0 0
0 −1 1 0 0 0
14 7 −7 1 0 0
7 14 0 −1 1 0
−7 −7 14 −1 1 1

, TΩ =

1 0 0 0 0 0
1 1 0 0 0 0
1
2
1 1 0 0 0
1
6
1
2
1 1 0 0
1
24
1
6
1
2
1 1 0
1
120
1
24
1
6
1
2
1 1

.
The forms of the matrices TΠˆ and TΩ are universal. We will explain these points in the
section 7.
The ψ = 1 is a conifold-like point and associated monodromy matrices are obtained for
these bases as P̟, PΠ, PΠˆ and PΩ
P̟ =

2 −1 0 0 0 0
1 0 0 0 0 0
−6 6 1 0 0 0
15 −15 0 1 0 0
15 −15 0 0 1 0
−6 6 0 0 0 1

, PΠˆ =

1 0 0 0 0 0
7 1 0 0 0 0
14 0 1 0 0 0
21 0 0 1 0 0
14 0 0 0 1 0
7 0 0 0 0 1

,
PΠ =

1 0 0 0 0 1
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

, PΩ =

1 147
640
0 −49
8
0 −7
0 1 0 0 0 0
0 1029
5120
1 −343
64
0 −49
8
0 0 0 1 0 0
0 − 3087
409600
0 1029
5120
1 147
640
0 0 0 0 0 1

.
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Under these monodromy transformations, the set Ωℓ is not an integral basis because mon-
odromy matrices have fractional rational numbers in their entries. In contrast, the sets Πℓ
and Πˆℓ are integral bases under the monodromy transformations.
For the
ˆˆ
Π basis, the associated monodromy matrices A ˆˆ
Π
, P ˆˆ
Π
, T ˆˆ
Π
are evaluated as
A ˆˆ
Π
=

−7 1 0 0 0 0
−28 0 1 0 0 0
−84 0 0 1 0 0
−210 0 0 0 1 0
−462 0 0 0 0 1
−925 6 −15 20 −15 6

, P ˆˆ
Π
=

1 0 0 0 0 0
7 1 0 0 0 0
28 0 1 0 0 0
84 0 0 1 0 0
210 0 0 0 1 0
462 0 0 0 0 1

,
T ˆˆ
Π
=

6 −15 20 −15 6 −1
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0

.
We can study the other monodromy transformations around points ψ = e2πiℓ/7 (ℓ = 1, 2, · · · , 6)
by combining the results for the ψ = 1 and those for ψ = 0. One can see that the monodromy
matrices AΠ, TΠ and PΠ in the canonical basis have integral entries. That is a necessary
condition for the Π to be a canonical integral basis because the set of the associated D-brane
(integral) charge vector Q is transformed by these monodromy transformations into vectors
Q · AΠ, Q · TΠ, and Q · PΠ. In this 5-fold case, we obtain the canonical basis Π = NΩ, but
the choice of the matrix S has ambiguities. They have their origins in the decomposition of
the I and the determination of the matrix S. But the data at the Gepner point allows us to
calculate the exact formula of the central charge Z. We will explain this in sections 5 and 7.
5 Gepner Model
There are several analyses in 3-dimensional Calabi-Yau cases based on the Gepner model[12],[16].
The boundary states, charges, and intersection forms are discussed. Shortly we review the
Gepner model and expand the results[12],[16] to the d-fold case.
A two dimensional N = 2 minimal unitary model has a central charge
c =
3k
k + 2
.
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Here the k is a positive integer and is called the level. The primary fields of this model is
labelled by a set of the conformal weight h and the U(1) charge q as (h, q)
h =
ℓ(ℓ+ 2)−m2
4(k + 2)
+
s2
8
(mod. 1) ,
q =
m
k + 2
−
s
2
(mod. 2) .
They are parametrized by a set of three integers (ℓ,m, s). The standard range of the (ℓ,m, s)
is specified
0 ≤ ℓ ≤ k , |m− s| ≤ ℓ ,
s ∈ {0,±1} and ℓ+m+ s ∈ 2Z .
The NS sector is associated with the s = 0 representation while the s = ±1 representations
belong to the Ramond sector. The (anti-)chiral primary states are labelled by ((ℓ,−ℓ, 0))
(ℓ,+ℓ, 0) respectively in the NS sector. They are related to the Ramond ground states
(ℓ,±ℓ,±1) by the spectral flow.
Let us consider a Gepner model realized by tensoring N minimal models with the same
level (N − 2). The corresponding Landau-Ginzburg model is realized by a potential
XN1 +X
N
2 + · · ·+X
N
N .
We restrict ourselves to (complex) odd dimensional Calabi-Yau cases with N = 3, 5, 7 (d =
1, 3, 5). Each minimal model has a ZN × Z2 symmetry whose generators (g, h)s act on the
primary field Φℓm,s as
gΦℓm,s = α
mΦℓm,s (α = e
2πi/N ) ,
hΦℓm,s = (−1)
sΦℓm,s .
The ZN -symmetry is correlated with the U(1) charge. The orbifold group of the Gepner
model is generated by a diagonal ZN generator
∏N
j=1 gj. Here the index “j” distinguishes
the N minimal models. The boundary states |Ξ〉〉 which preserve N = 2 worldsheet algebra
are constructed in [16]. According to the notations of Cardy[14], they are labelled by a set
of integers
Ξ = (Lj ,Mj , Sj) (j = 1, 2, · · · , N) ,
for each A-, B-type boundary condition. The action of the discrete symmetry ZN × Z2 is
expressed on the state labelled by Ξ as{
Mj → Mj + 2 (ZN − action)
Sj → Sj + 2 (Z2 − action)
.
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Also it is known that a physically inequivalent choice for the Sj together with the identifi-
cation under the Z2-action is given as
S =
N∑
j=1
Sj ≡ 0 mod. 4 .
That is to say, it is enough to consider only boundary states with S = 0. Also for B-
type boundary states, it is known that the physically inequivalent choices of the Mj (j =
1, 2, · · · , N) can be described by a sum of the Mjs
M =
N∑
j=1
Mj .
It means that the B-type boundary states with fixed L = (L1, L2, · · · , LN) =: {Lj} are
described by the single integer M . We calculate an intersection matrix IB for an L =
(0, 0, · · · , 0) =: {0} state in the B-type boundary condition with gN = 1
IB = (1− g
−1)N =
N∑
ℓ=0
(
N
ℓ
)
(−1)ℓg−ℓ .
Then an intersection form IG in the Gepner basis is related to the IB for general N =
3, 4, 5, · · ·
IB = (1− g)(1− g
−1)IG , IG = (−g
−1)(1− g−1)N−2 .
The IG coincides with an intersection matrix m
−1 · Σ · (m−1)t in the sigma model when we
choose the arrangement of the ̟js appropriately
̟ = t(̟a+1 ̟a+2 · · · ̟N−1 ̟0 ̟1 ̟2 · · · ̟a−1 ) .
Let us recall that the basis Π in the large volume is related to the ̟ through the m
Π = m̟ .
The charge vector QG is related to the large volume charge vector QL
3 as
Z = QL · Π = QG ·̟ ,
QL = QG ·m
−1 .
At a point ψ = 1 in the moduli space of the W , a d-cycle in the mirror shrinks into a point.
An associated cycle in the M is a pure 2d-cycle around which a D2d-brane wraps. The
associated charge is specified by a charge vector QL in the large volume limit
QL = (Q2d Q2d−2 · · · Q2 Q0 ) = ( 1 0 0 · · · 0 0 ) =: Q
(0)
L .
3In this section and section 7, we put the super-, subscript “L” to the charge Q in the large volume case
to distinguish it from the QG in the Gepner basis.
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When we use a Gepner basis for ̟ as
̟ = t(̟0 ̟1 ̟2 · · · ̟a−1 ̟a+1 · · · ̟N−1 ) ,
with a = 2, 3, 4 for respectively N = 3, 5, 7 cases, we can obtain a charge vector Q
(0)
G in the
Gepner basis corresponding to the Q
(0)
L
Q
(0)
G = ( 1 −1 0 0 · · · 0 0 ) .
When we take a charge QG of a B-type boundary state with |{0}; 0; 0〉 to be the Q
(0)
G ,
this boundary state is identified with a pure D2d-brane with the charge Q
(0)
L . By acting a
ZN -monodromy matrix A
−1, we can change the value M into an M +2 and obtain a charge
for the state |{0};M ; 0〉. Also the Z2-action h is implemented by reversing a sign of the
charge Q → −Q. The other charges QG of states with L = (L1 L2 · · · LN ) can be
obtained by acting generators gjs of the ZN -symmetries on the Q
(0)
G
QG = Q
(0)
G
N∏
j=1
 Lj/2∑
ℓj=−Lj/2
gℓj
 . (11)
In our case, the N is odd and there is a useful relation in calculating the QG from the set of
numbers {Lj}
g−1/2 = −g
N−1
2 .
Collecting all the relations, we calculate the charges for the 5-fold case. We list the result
for the N = 7 (d = 5) case in the table 1.
L QG QL
( 0 0 0 0 0 0 0 ) ( 1 −1 0 0 0 0 ) ( 1 0 0 0 0 0 )
( 1 0 0 0 0 0 0 ) ( 0 0 0 −1 1 0 ) ( 5 0 2 0 −7 0 )
( 1 1 0 0 0 0 0 ) ( 1 −1 −1 0 0 1 ) (−3 0 −1 0 0 0 )
( 1 1 1 0 0 0 0 ) ( 0 0 −1 −2 2 1 ) ( 6 0 3 0 −14 0 )
( 1 1 1 1 0 0 0 ) ( 2 −2 −3 −1 1 3 ) (−5 0 −1 0 −7 0 )
( 1 1 1 1 1 0 0 ) ( 1 −1 −4 −5 5 4 ) ( 10 0 6 0 −35 0 )
( 1 1 1 1 1 1 0 ) ( 5 −5 −9 −5 5 −9 ) (−6 0 1 0 −35 0 )
( 1 1 1 1 1 1 1 ) ( 5 −5 −14 −14 14 14 ) ( 19 0 14 0 −98 0 )
Table 1: D-brane charges with the B-type boundary conditions. When the set of numbers
{Lj} is specified, charge vectors QG and QL are determined.
17
Here we use a basis ̟
̟ = t(̟0 ̟1 ̟2 ̟3 ̟5 ̟6 ) .
for measuring the charges in the QG and write down results for the Lj = 0, 1 (j = 1, 2, · · · , 7)
cases for simplicity. We make a remark here: We used the m in Eq.(10). But there is some
arbitrariness in determining the m and the vector QL cannot be fixed uniquely. Probably the
arbitrariness is reduced to some symplectic or SO transformation and they might possibly
lead to equivalent physics. We do not know any clear explanations about this yet.
In contrast, the result here shows that we can calculate a charge vector QG of the D-brane
in the Gepner basis associated with a boundary state |{L};M ;S〉
L→ QG ,
when a set of numbers L = (L1 L2 · · · LN ) is given as an input datum. So we can
investigate relations between the L and QG more precisely. First we restrict ourselves to
the states |{L};M = 0;S = 0〉 for simplicity. Then we obtain the charge vector QG for
N = 3, 4, 5 (d = 1, 3, 5) cases with respectively a = 2, 3, 4
̟ = (̟0 ̟1 ̟2 · · · ̟a−1 ̟a+1 · · · ̟N−1 ) ,
QG := (Q
G
0 Q
G
1 Q
G
2 · · · Q
G
a−1 Q
G
a+1 · · · Q
G
N−1 ) ,
QGj =
1
N
·
N−1∑
k=1
α−kj(αk − 1)−N+1 × α−
k
2
∑N
j′=1
Lj′ ×
N∏
j′′=1
{
αk(Lj′′+1) − 1
}
,
(j = 0, 1, 2, · · · , a− 1, a+ 1, · · · , N − 1) .
It is this formula that connects the set {Lj} and the charge vector QG. Let us recall that the
D-brane charge vector QL in the large radius volume with the B-type boundary condition is
constructed from the QG by the transformation matrix m as QL = QG ·m−1. The associated
central charge (the BPS mass formula) Z is expressed by the Πℓ or ̟ in the appropriate
parameter regions of the moduli space
Z =
d∑
ℓ=0
QL2ℓ · Πℓ = QL · Π
= (QLm) · (m
−1Π)
= QG ·̟ =
∑
0≤j≤N−1
j 6=a
QGj ̟j .
When the ψ is not large (for |ψ| < 1), the formula of the Z is expressed in the ̟j or ˜̟ k
basis
Z =
(−1)d+1
N
·
∑
j=0,1,···,N−1
̟j ·
N−1∑
k=1
α−k(j+
1
2
∑N
j′=1
Lj′ ) × (αk − 1)−N+1 ×
N∏
j′′=1
{
αk(Lj′′+1) − 1
}
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=
(−1)N · (2i)N
(2πi)N−1
×
N−1∑
k=1
˜̟ k · (−1)
k ×
N∏
j=1
{
sin
πk(Lj + 1)
N
}
. (12)
Next the state |{L};M = 2ℓ; 0〉 (ℓ 6= 0) is obtained by acting the ZN monodromy matrix
A−1 on the Z in the |{L};M = 0; 0〉 case
Z = Q · (A−1Π )
ℓΠ .
The S 6= 0 case can be realized by acting the remaining Z2 symmetry on the charge Q→ −Q.
6 Cycles
In this section, we study cycles associated with the periods ̟j and their intersection forms.
The cycles are susy d cycles in the d fold consistent with the A-type boundary condition.
6.1 Cycles
For the d-fold variety W
W ;
̂
{p = 0}/Z⊗(N−1)N ,
p = XN1 +X
N
2 + · · ·+X
N
N −NψX1X2 · · ·XN = 0 ,
we consider a set of d chains Vj(ψ) (j = 0, 1, 2, · · · , N − 1)
Vj(ψ) =

X1, X2, · · · , XN−1 ; real positive
XN = 1 ,
XN−1 s.t. argXN−1 → π ·
2j + 1
N
as ψ → 0
 .
In this definition, the index “j” of the Vj is defined modulo N , that is, VN+j = Vj for an
arbitrary j ∈ Z. These are chains with the same boundary under an identification of the
discrete symmetry Z
⊗(N−1)
N . But an arbitrary combination Vi − Vj (i, j = 0, 1, 2, · · · , N − 1)
is a d-cycle. These cycles are related with the Vks through an intersection matrix Ij,k
Cj =
N−1∑
k=0
Ij,kVk , Ij,k =
1
N
N−1∑
ℓ=0
αℓ(j−k)(1− αℓ)N−2 . (13)
More explicitly, this expression is evaluated as a linear combination of d-cycles
Cj =
N−2∑
n=0
(−1)n
(
N − 2
n
)
Vj+2 (j ; mod.N)
=
N−3∑
n=0
(−1)n
(
N − 3
n
)
(Vj+n − Vj+n+1) (j ; mod.N) .
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Let us consider the N =odd cases for ψ = 0. In the N =odd case, a phase of XN−1 in the
Vj tends to a definite value for ψ → 0
argXN−1 → π +
2π
N
(
j −
N − 1
2
)
(N = odd) .
The d chain Vj for N =odd is represented in this limit as
ImXℓ = 0 (ℓ = 1, 2, · · · , N − 2, N) ,
Im
(
α
N−1
2
−jXN−1
)
= 0 .
N − 1
2
− j ∈ Z ,
At this special moduli point, there are several analyses about the cycles in [17, 18]. The
associated susy d chain for the orbifold point is obtained in [17] as
Im (αmℓXℓ) = 0 , mℓ ∈ Z (ℓ = 1, 2, · · · , N) . (14)
An arbitrary susy cycle is constructed as a difference of any two susy chains (14) at this
moduli point. In our case, the Vj evaluated at ψ = 0 corresponds to a special kind of susy
chains labelled by a set of numbers {mℓ} at the orbifold point
mℓ =
(
N − 1
2
− j
)
δℓ,N−1 .
But we obtain a formula of susy cycles in the d-fold W at a specified moduli point ψ.
6.2 Periods
Next we introduce a set of periods qj(ψ) associated with the Cj . These qj(ψ)s are related
with our periods ˜̟ k(ψ) as
qj(ψ) =
1
2πi ·NN−1
·
N−1∑
k=1
αjk(αk − 1)N−1 ˜̟ k(ψ) (j = 0, 1, 2, · · · , N − 1) . (15)
In order to prove the Eq.(15), we introduce a set of one-cycles γj as unions of half-lines
γj = {argXj = 0} ∪ {argXj =
2π
N
} (j = 1, 2, · · · , N − 2) .
From these d one-cycles, we can construct d-cycles Cj
Cj = {(X1, X2, · · · , XN−2, XN−1, 1) ;
(X1, X2, · · · , XN−2) ∈ γ1 × γ2 × · · · × γN−2 ,
branch of XN−1 is specified by “j”} (j = 0, 1, 2, · · · , N − 2) .
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We calculate a period q0(ψ) associated with the C0
q0(ψ) =
∞∑
m=1
um(Nψ)
mIm ,
um = −
1
N
· αm/2 ·
Γ
(
N − 1
N
·m
)
Γ
(
1−
m
N
)
Γ(m)
,
Im =
∫
γ1×γ2×···×γN−2
dX1dX2 · · · dXN−2
(X1X2 · · ·XN−2)
m−1
∆
N−1
N
m
,
∆ := 1 +XN1 +X
N
2 + · · ·+X
N
N−2 .
This Im is transformed into an integral associated with the V0
Im = (1− α
m)N−2 ·
∫ ∞
0
dX1
∫ ∞
0
dX2 · · ·
∫ ∞
0
dXN−2
(X1X2 · · ·XN−2)m−1
∆
N−1
N
m
.
When we recall the action of the ZN monodromy transformation A around the ψ = 0
A ; (Nψ)m → αm(Nψ)m ,
the q0(ψ) is expressed as
q0(ψ) =
∞∑
m=1
um(Nψ)
m
∫
γ1×γ2×···×γN−2
dX1dX2 · · ·dXN−2
(X1X2 · · ·XN−2)m−1
∆
N−1
N
m
= (1−A)N−2 ·
∞∑
m=1
um(Nψ)
m
∫ ∞
0
dX1
∫ ∞
0
dX2 · · ·
∫ ∞
0
dXN−2
(X1X2 · · ·XN−2)m−1
∆
N−1
N
m
.
From this formula, we obtain a relation between the C0 and the V0
C0 = (1−A)
N−2V0 .
On the other hand, the q0(ψ) can be expressed in a series expansion explicitly
q0(ψ) =
(
2πi
N
)N−2
·
1
N
· (−1)N−1
×
∞∑
m=1
Γ
(
m
N
)
Γ(m)
[
Γ
(
1−
m
N
)]N−1 × (αN−12 ·Nψ)m .
It is related with a period ̟0(ψ) as
q0(ψ) = (−1)
N ·
(
2πi
N
)N−2
̟0(ψ) ,
̟0(ψ) = −
1
N
·
∞∑
m=1
Γ
(
m
N
)
Γ(m)
[
Γ
(
1−
m
N
)]N−1 × (αN−12 ·Nψ)m .
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Also a relation qj(ψ) = q0(α
jψ) means that each cycle Cj is related with a period qj . That
completes the proof of the statement in Eq.(15).
We make a comment on the branch of the XN−1: First we introduce a variable v =
Nψ∆−
N−1
N X1X2 · · ·XN−2. In the small v case (v = 0), the XN−1 is evaluated as
XN−1 = ∆
1/N · exp
(
πi
N
(2j′ + 1)
)
(j′ = 0, 1, 2, · · · , N − 1) .
The argument of XN−1 corresponds to the branch of the chain Vj′. We find an exact repre-
sentation of the XN−1
∆−1/N ·XN−1 = −
∞∑
n=0
α(n+1)(j
′+ 1
2
)
N
·
Γ
(
N − 1
N
(n + 1)− 1
)
Γ(n+ 1)Γ
(
1−
n + 1
N
) · vn ,
(j′ = 0, 1, 2, · · · , N − 1) .
On the other side, the XN−1 is evaluated in the large v region
XN−1 = ∆
1/N · v
1
N−1 exp
(
2πi
N − 1
j′′
)
(j′′ = 0, 1, 2, · · · , N − 1) .
When we move the parameter ψ from 0 to ∞ on the real line, two of the (N − 1) XN−1s
with j = 0 and N − 1 coincide at v = N(1 − N)
1
N
−1. Its value is evaluated as XN−1 =
∆1/N · (N − 1)−1/N . The other XN−1s do not collide one another for the ψ ∈ R+.
Next we will consider cycles associated with the ˜̟ ℓ. Because these qj(ψ) are related with
our periods ˜̟ k(ψ) in Eq.(15), we can obtain cycles C˜ℓ associated with the periods ˜̟ ℓ as
C˜ℓ =
1
(1− αℓ)N−1
N−1∑
j=0
α−jℓCj
=
1
1− αℓ
N−1∑
k=0
α−ℓkVk (1 ≤ ℓ ≤ N − 1) .
These cycles C˜ℓs diagonalize the action of the ZN monodromy ψ → αψ
C˜ℓ → α
ℓC˜ℓ ,
but the sets of Cj and Vk change cyclically
Qj → Qj+1 , Vk → Vk+1 .
The C˜ℓs belong to Hd(W ; C). On the other hand, the Cjs and Vks are rational homology
cycles in Hd(W ; Q).
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The results of the CFT at the Gepner point imply that an intersection matrix associated
with the cycles Cj must be the IB
Cj ∩ Cj′ = (IB)j,j′ =
1
N
·
N−1∑
r=0
αr(j+j
′+1)(1− αr)N−2 , (j, j′ = 0, 1, 2, · · · , N − 1) .
This fact allows us to calculate intersections of the Vks formally by using the Eq.(13)
Vk ∩ Vk′ =
(−1)N
N
·
N−1∑
r=1
αr(−k+k
′−1)
(1− αr)N−2
, (k, k′ = 0, 1, 2, · · · , N − 1) .
By using this relation, we can show that the d-cycles Vk,ℓ := Vk−Vℓs have intersection forms
Vkℓ ∩ Vk′ℓ′ =
(−1)N
N
·
N−1∑
r=1
α−r
(1− αr)N−2
× (α−kr − α−ℓr)(αk
′r − αℓ
′r) ,
(k, ℓ, k′, ℓ′ = 0, 1, 2, · · · , N − 1) .
7 Central Charge in Large Radius Region
In this section, we calculate the B-type central charge Z for Calabi-Yau d-fold from the point
of view of mirror symmetry. We analyze the structure of the Z at a generic Ka¨hler structure
moduli point near the large radius region. Also we consider relations with this formula with
the results in the Gepner model.
7.1 B-type Central Charge
In this subsection, we consider the B-type central charge Z in the large radius region of the
M . Let us recall that it is a product of a charge vector QL and canonical basis Π
Z = QL · Π = Q˜ · Ω ,
Q˜ = QLN . (16)
The matrix N transforms the charges QL into Q˜ by a fractional redefinition of the charge
lattices. When we consider the d-foldM , the D2d−2p brane charge is given by integrating the
F p (more precisely, 2p form parts of an associated Mukai vector v(E) of a sheaf E) over the
Σ2p with the B-type boundary conditions (p = 0, 1, 2, · · · , d)
Q2d−2p =
∫
Σ2p
eF .
We prepare several notations and concrete formulae in order to write the central charge
Z explicitly. First the function ̟
(
+ ρ
2πi
)
is defined by using a formal parameter ρ with
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ρN−1 = 0
̟−10 ×̟
(
ρ
2πi
)
:= etρ × exp
∑
n≥2
ρnxn
 ,
2πit = log z +
∞∑
n=1
(Nn)!
(n!)N
 Nn∑
m=n+1
N
m
 zn
∞∑
n=0
(Nn)!
(n!)N
zn
, q = e2πit ,
xn =
1
(2πi)n
1
n!
∂nρ log
 ∞∑
m=0
Γ(N(m + ρ) + 1)
Γ(Nρ+ 1)
(
Γ(ρ+ 1)
Γ(m+ ρ+ 1)
)N
zm
∣∣∣∣∣
ρ=0
.
Also the Kˆ(ρ) is related to Riemann’s zeta functions
Kˆ(ρ) = exp
[
2
∑
m=1
N −N2m+1
2m+ 1
ζ(2m+ 1)
(
ρ
2πi
)2m+1]
.
Then the Πˆm and
ˆˆ
Πn is expressed as (0 ≤ m ≤ N − 2 ; 0 ≤ n ≤ N − 2)
̟−10 ×
√
Kˆ(−ρ) ·̟
(
−
ρ
2πi
)
= e−ρt × exp
∑
n≥2
(−ρ)n · yn
 ,
kˆ2m+1 =
1
(2πi)2m+1
·
N −N2m+1
2m+ 1
ζ(2m+ 1) ,
y2m := x2m , y2m+1 := x2m+1 + kˆ2m+1 , (m = 1, 2, · · ·) ,
̟−10 × Πˆm =
√Aˆ(+ρ) · (eρ − 1)m · e−ρt × exp
∑
n≥2
(−ρ)n · yn

ρN−2
, (17)
̟−10 ×
ˆˆ
Πn =
√Aˆ(+ρ) · enρ · e−ρt × exp
∑
n≥2
(−ρ)n · yn

ρN−2
. (18)
Now we will rewrite the formula Eq.(16) in the bases Πˆ and
ˆˆ
Π. The Πˆ and
ˆˆ
Π are related
to the Πn and Ωℓ (0 ≤ n ≤ N − 2 ; 0 ≤ ℓ ≤ N − 2)
Πn =
N−2∑
m=0
Sn,mΠˆm , Πˆn =
N−2∑
m=0
Un,m
ˆˆ
Πm , (0 ≤ n ≤ N − 2) ,
Πˆm =
N−2∑
ℓ=0
Vm,ℓΩℓ
Un,m =
(
n
m
)
· (−1)n−m , (0 ≤ n ≤ N − 2 ; 0 ≤ m ≤ N − 2) ,
Vm,ℓ :=
[√
Aˆ(+ρ) · (eρ − 1)m · (−ρ)ℓ
]
ρN−2
, (0 ≤ m ≤ N − 2 ; 0 ≤ ℓ ≤ N − 2) .
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We can obtain the central charge by using these equations Eqs.(17),(18)
Z =
N−2∑
ℓ=0
QL2ℓ ·
√Aˆ(+ρ) · {N−2∑
m=0
Sℓ,m(e
ρ − 1)m
}
· e−ρt × exp
∑
n≥2
(−ρ)n · yn

ρN−2
=
N−2∑
ℓ=0
QL2ℓ ·
√Aˆ(+ρ) ·

N−2∑
m,n=0
Sℓ,mUm,n
 · enρ · e−ρt × exp
∑
n≥2
(−ρ)n · yn

ρN−2
.(19)
These formulae Eqs.(19) remind us the couplings of RR fields (potentials) C to the gauge
fields on the D-brane, that is to say, a Chern-Simons term in the B-model
∫
C ∧ eF ∧
√√√√Aˆ(M)
Aˆ(N)
.
Here the N is a normal bundle of the world volume. The C couples with the Mukai vector
eF ∧
√√√√Aˆ(M)
Aˆ(N)
.
and the gauge field F is combined with the Kalb-Ramond field B into the F
F = F −B .
In the context of the topological sigma model, this B-field is combined into a complexified
Ka¨hler form
B + iJ = t [D] ([D] ∈ H2(M)) .
B = Re(t)[D] , J = Im(t)[D] .
In our case, the “[D]” is a 1st Chern class of a hyperplane bundle of CPN−1
[D] = c1 (OCPN−1(1)) , (20)
and then the F is represented as
F = F −B = F − Re(t)[D] .
When one shifts the B-field, the real part of the t changes, for an example, t → t + 1 and
the F changes. It implies a coupling
C ∧ e−Re(t) [D] ∧
√√√√Aˆ(M)
Aˆ(N)
.
In our case, we see an analogous term in the Z in Eqs.(19)
Z =
N−2∑
ℓ=0
QL2ℓ ·
[√
Aˆ(ρ) · · · e−ρt × · · ·
]
ρN−2
.
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Up to a multiplicative constant, this formal parameter ρ could be identified with the divisor
[D] and the e−tρ is represented by using the [D]
e−tρ = e−t [D] = e−(iJ+B) .
Then the Z is expressed as integral formulae
Z =
N−2∑
ℓ=0
QL2ℓ ·
∫
M
[√
Aˆ([D]) ·
{
N−2∑
m=0
Sℓ,m(e
[D] − 1)m
}
· e−t[D]
× exp
∑
n≥2
(−[D])n · yn
]× (∫
M
[D]d
)−1
(21)
=
N−2∑
ℓ=0
QL2ℓ ·
∫
M
[√
Aˆ([D]) ·

N−2∑
m,n=0
Sℓ,mUm,n
 · en[D] · e−t[D]
× exp
∑
n≥2
(−[D])n · yn
]× (∫
M
[D]d
)−1
. (22)
Here the integral over the M is defined with [H ] := N [D]∫
M
(· · ·) =
∫
CPN−1
(· · ·) · [H ] .
In the formula of the Z in Eq.(22), there appears a term en[D]. When we identify the ρ
with the [D], the n[D] is identified with c1 (OCPN−1(−n)
∗). Then the term en[D] in Eq.(22)
is interpreted as a Chern character of the line bundle OCPN−1(−n)
∗
en[D] = ch (OCPN−1(−n)
∗) .
We will explain this geometrical interpretation about Z in the next subsection.
As a last topic in this subsection, we consider a monodromy transformation around
large radius point Imt = ∞ (equivalently, ψ = ∞). When one performs a monodromy
transformation around the ψ = ∞, the t is shifted into t + 1 and the B-field changes as
B → B + [D]. In the Z, the xns are invariant under the integral shift of the t, but the term
e−t[D] is transformed into e−[D] · e−t[D]. This shift affects on the Z
Z =
N−2∑
ℓ=0
QL2ℓ ·
[
· · ·
N−2∑
m=0
Sℓ,m(e
[D] − 1)me−t[D] × · · ·
]
→
N−2∑
ℓ=0
QL2ℓ ·
[
· · ·
N−2∑
m=0
Sℓ,m
N−2∑
m′=0
(−1)m
′
(e[D] − 1)m+m
′
e−t[D] × · · ·
]
,
Z =
N−2∑
ℓ=0
QL2ℓ ·
· · ·

N−2∑
m,n=0
Sℓ,mUm,n
 en[D]e−t[D] × · · ·

→
N−2∑
ℓ=0
QL2ℓ ·
· · ·

N−2∑
m,n=0
Sℓ,mUm,n
 e(n−1)[D]e−t[D] × · · ·
 .
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It induces rearrangements of the components of the matrices S and U and leads to a reshuffle
of the charge vector. Also it gives us monodromy matrices on the basis Πˆ and
ˆˆ
Π. Especially
monodromy matrices TΠˆ and TΩ around ψ = ∞ can be obtained in the Πˆ and Ω bases by
this consideration
Πˆm = ̟0 ×
√Aˆ(ρ) · (eρ − 1)m · e−ρt × exp
∑
n≥2
(−ρ)n · yn

ρN−2
→ ̟0 ×
√Aˆ(ρ) · N−2∑
m′=0
(−1)m
′
(eρ − 1)m+m
′
· e−ρt × exp
∑
n≥2
(−ρ)n · yn

ρN−2
,
Ωℓ = ̟0 ×
eρt × exp
∑
n≥2
ρn · yn

ρℓ
→ ̟0 ×
eρ · eρt × exp
∑
n≥2
ρn · yn

ρℓ
,
TΠˆ =
N−2∑
ℓ=0
(−T )ℓ , TΩ = e
T t ,
Tℓ,ℓ′ = δℓ+1,ℓ′ , (0 ≤ ℓ ≤ N − 2 ; 0 ≤ ℓ
′ ≤ N − 2 ) .
The formulae of these TΠˆ and TΩ for N = 7 case coincide with those in section 4.
7.2 Relation with Results in the Gepner Model
In this subsection, we investigate the Z associated with the charge {QGj } at the Gepner point
and study relations with the B-type boundary state |{L};M ;S〉 in the Gepner model. The
Z is obtained in Eq.(12) by using the set {QGj } (j = 0, 1, 2, · · · , N − 1). We can rewrite this
formula as
Z = N−1 ·
N−1∑
k=1
(αk − 1)N−1
N−1∑
j=0
QGj α
kj
∫
M
[
αk
e[D] − αk
·
√
Aˆ([D]) · e−t[D]
×
√
Kˆ(−[D])× exp
∑
n≥2
(−[D])n · xn
] (23)
= N−1 ·
N−2∑
n=0

N−2∑
ℓ=n
N−1∑
j=0
QGj Pj,ℓ ·
(
ℓ
n
)
(−1)ℓ−n

∫
M
[
en[D] ·
√
Aˆ([D]) · e−t[D]
×
√
Kˆ(−[D])× exp
∑
m≥2
(−[D])m · xm
] ,
Pj,ℓ = δℓ,N−2 +N · (−1)
j−ℓ
(
N − 2− ℓ
N − 1− j
)
, α = e2πi/N ,
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Here
N−1∑
j=0
QGj Pj,ms are integers because the charges Q
G
j and the Pj,ms are integers. Information
about charges is encoded in a function R
R([D]) := N−1 ·
N−1∑
k=1
(αk − 1)N−1
N−1∑
j=0
QGj α
kj
 · αk
e[D] − αk
.
Together with the
√
Aˆ, analogs of the Mukai vector appear in the Z√
Aˆ([D]) ·R([D]) ,√
Aˆ([D]) · en[D] .
We investigate this structure in the geometrical point of view. The Calabi-Yau d-fold M is
embedded in the ambient projective space X = CPN−1. A line bundle OX(m) of the X is
defined as an m tensor product of a section of a hyperplane bundle. Here we introduce a set
of line bundles Ra = OX(−a[D]). An intersection paring Ia,b between these bundles Ra and
Rb is defined as a Euler characteristic χX(Ra, Rb)
Ia,b = χX(Ra, Rb) =
∫
X
ch(Ra)
∗ch(Rb)Td(TX) .
We can evaluate the Ia,b and its inverse explicitly
Ia,b = χX(Ra, Rb) =
(
d+ 1 + a− b
a− b
)
,
(I−1)a,b = (−1)
a−b
(
N
a− b
)
, (N = d+ 2) .
Next we define a set of dual basis {Sa} for the bundles {Ra}
ch(Sa) :=
∑
b
(I−1)b,ach(Rb) =
∑
b
(−1)b−a
(
N
b− a
)
ch(Rb) ,
ch(S∗a) :=
∑
b
(I−1)a,bch(R
∗
b) =
∑
b
(−1)a−b
(
N
a− b
)
ch(R∗b) .
The two sets of bases are orthonormal with respect to the intersection paring
〈Ra, Sb〉 = χX(Ra, Sb) = δa,b ,
〈Sa, Rb〉 = χX(Sa, Rb) = δa,b .
The set of line bundles (sheaves) {O(a)} (a = 0, 1, 2, · · · , N − 1) is an exceptional collection
of the CPN−1 and also turns out to be a foundation of an associated helix of CPN−1. We
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can consider a left mutation L on the set {O(a)} because a condition Ext0(O(a−1),O(a)) =
H0(O(a− 1),O(a)) 6= 0 is satisfied. It leads to a relation of Chern characters of the bundles
ch(La−1O(a)) = ch(O(a))− χ(O(a− 1),O(a))ch(O(a− 1)) , (24)
where we introduce an abbreviated notation La−1O(a) := LO(a−1)O(a). By using this formula
Eq.(24) iteratively, we obtain a relation for the S∗a
ch(L0L1 · · ·La−1O(a)) =
a∑
b=0
(−1)a−b
(
N
a− b
)
ch(O(b)) = ch(S∗a) .
Thus each element S∗a of the dual basis can be constructed by acting iteratively left mutations
on the R∗a = O(a). Because the Calabi-Yau M is realized as a hypersurface in the CP
N−1 ,
we shall restrict the sets of bundles {Sa}, {Ra} on the M .
Now we introduce a function Z(Sm) associated with each bundle Sm on M as
Z(Sm) := (−1)
d ·
∫
M
ch(S∗m)
√
Aˆ(TM) · e−t[D] ×
√
Kˆ(−[D])× exp
∑
m≥2
(−[D])m · xm

(m = 0, 1, 2, · · · , N − 1) .
It can be expressed as an integral formula on M
Z(Sm) = (−1)
d+1 ·N−1 ·
N−1∑
k=1
αkm(αk − 1)N ·
∫
M
αk
e[D] − αk
·
√
Aˆ(TM) · e−t[D]
×
√
Kˆ(−[D])× exp
∑
m≥2
(−[D])m · xm
 , (m = 0, 1, 2, · · · , N − 1) . (25)
We analyze a central charge of Calabi-Yau d-fold embedded in CPN−1 in the analysis based
on the mirror symmetry. The central charge Z({QG}) in Eq.(23) is labelled by a set of
charges {QGj } at the Gepner point. They are transformed cyclically under the ZN action
around ψ = 0, QGj → Q
G
j+1 (Q
G
j+N ≡ Q
G
j ). They also satisfy a relation
N−1∑
j=0
QGj = 0 and we
can decompose each QGj as Q
G
j =: q
G
j − q
G
j−1. Then the central charge Z is reexpressed as
Z = N−1 · (−1) ·
N−1∑
k=1
(αk − 1)N ·
N−1∑
j=0
qGj α
jk

×
∫
M
αk
e[D] − αk
· e−t[D] ·
√
Aˆ(TM)×
√
Kˆ(−[D])× exp
∑
m≥2
(−[D])m · xm
 .
By using the formula Eq.(25) for Z(Sm), we obtain a formula of the Z in terms of geometrical
data
Z({qG}) = (−1)N ·
N−1∑
m=0
qGm · Z(Sm)
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=
N−1∑
m=0
qGm
∫
M
ch(S∗m) · e
−t[D] ·
√
Aˆ(TM)
×
√
Kˆ(−[D])× exp
∑
m≥2
(−[D])m · xm
 . (26)
It is a linear combination of the Z(Sm)’s. Each Z(Sm) has information about a K-theory
element of sheaves Sm that is constructed through a restriction on the M . In the large
radius region, fractional charges {Qn} in the fractional basis are defined as coefficients in an
expansion of the above formula
Z({qG}) =
d∑
n=0
td−n
(d− n)!
· (−1)n ·Q2(d−n) ,
Q2(d−n) = (−1)
d ·
N−1∑
m=0
qGm
∫
M
ch(S∗m)
√
Aˆ(TM) · [D]d−n
= (−1)d ·
N−1∑
m=0
qGm
∫
γ2n
ch(S∗m)
√
Aˆ(TM) ,
where we introduce a cycle γ2n as a dual of the (2d − 2n) form [D]d−n. We shall take an
example with qGm = δm,ℓ, that is,
Z =
∫
M
ch(S∗ℓ )
√
Aˆ(TM) · e−t[D] ×
√
Kˆ(−[D])× exp
∑
m≥2
(−[D])m · xm
 .
It is interesting that a pure D(2d)-brane is always labelled by a set of charges qGm = δm,0,
equivalently, QG0 = +1, Q
G
1 = −1, Q
G
j = 0 (j 6= 0, 1).
Next we compare our result in the sigma model with boundary states associated with the
Gepner model. The boundary states are labelled by a set of integers Lj (j = 1, 2, · · · , N),
M and S as |{L};M ;S〉. The integer M is transformed under the ZN monodromy trans-
formation at the Gepner point as M → M + 2. On the other hand, the charge qGm changes
in such a transformation as qGm → q
G
m+1. So the integral number M turns out to be re-
lated with the charge qGm. For a trivial state |{L = 0};M = 0;S = 0〉, we put an ansatz
that an associated bundle is trivial one O. It leads to a condition qGm = δm,0. Then by
performing a ZN transformation, we can construct a central charge Z for a boundary state
|{L = 0};M = 2ℓ;S = 0〉
Z({qG,0m }) =
N−1∑
m=0
qG,0m
∫
M
ch(S∗m)
√
Aˆ(TM) · e−t[D]
×
√
Kˆ(−[D])× exp
∑
m≥2
(−[D])m · xm
 ,
qG,0m = δm,ℓ .
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For a boundary state |{L};M = 2ℓ;S〉 (S = 0, 2), we obtain an associated central charge in
the sigma model
Z({qGm}) =
N−1∑
m=0
qGm
∫
M
ch(S∗m)
√
Aˆ(TM) · e−t[D]
×
√
Kˆ(−[D])× exp
∑
m≥2
(−[D])m · xm
 ,
qGm =
1
N
· (−1)
S
2 ·
N−1∑
n=0
qG,0n
N−1∑
k=1
αk(n−m) ×
N∏
j=1
sin
πk(Lj + 1)
N
sin
πk
N
,
qG,0n = δn,ℓ .
Here we used the formula Eq.(11) of the charges when we switched on the {Lj}. We can
construct the central charge associated with the boundary state of the Gepner model.
Now let us return to the formula Eq.(23) and study quantum effects in the Z. They are
contained (non-)perturbatively in the following terms
√
Aˆ([D]) · R([D]) ·
√
Kˆ(−[D]) · e−t[D] × exp
∑
n≥2
(−[D])n · xn
 . (27)
The term
√
Aˆ describes topological features of the associated bundle over the curved space.
On the other hand, the Kˆ is expected to have its origin in the perturbative quantum correc-
tions. The Aˆ and the Kˆ are combined into a function
√
Aˆ(+ρ) ·
√
Kˆ(−ρ) =
[
Γ
(
1 +
ρ
2πi
)]N
Γ
(
1 +
Nρ
2πi
) .
Also this relation can be generalized to other Calabi-Yau cases, for an example, a Calabi-
Yau d-fold realized as complete intersections M of ℓ hypersurfaces {pj = 0} in products of k
projective spaces M
M :=

Pn1(w
(1)
1 , · · · , w
(1)
n1+1)
...
Pnk(w
(k)
1 , · · · , w
(k)
nk+1
)
∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
d
(1)
1 · · ·d
(1)
ℓ
...
d
(k)
1 · · ·d
(k)
ℓ
 .
The d
(i)
j are degrees of the coordinates of P
ni(w
(i)
1 , · · · , w
(i)
ni+1) in the j-th polynomial pj
(i = 1, 2, · · · , k ; j = 1, 2, · · · , ℓ). When we introduce a function a(v) with variables vi
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(i = 1, 2, · · · , k)
a(v) :=
ℓ∏
j=1
Γ
(
1 +
k∑
i=1
d
(i)
j vi
)
k∏
i=1
ni+1∏
j′=1
Γ
(
1 + w
(i)
j′ vi
) ,
a generating function of an Aˆ of the M is represented as
Aˆ(λ) :=
k∏
i=1
ni+1∏
j′=1

λw
(i)
j′ ρi
2
sinh
λw
(i)
j′ ρi
2
×
ℓ∏
j=1

sinh
λ(djρ)
2
λ(djρ)
2

=
∑
m=1
(−1)mBm ·X2m
(2m)!(2m)
λ2m ,
dj · ρ :=
k∑
i=1
d
(i)
j ρi ,
Xn :=
k∑
i=1
ni+1∑
j′=1
(w
(i)
j′ ρi)
n −
ℓ∑
j=1
(
k∑
i=1
d
(i)
j ρi
)n
,
d = −ℓ +
k∑
i=1
ni , (dimension) .
On the other hand, an associated Kˆ is defined by using the Xns as
Kˆ(λ) := exp
+2 ∑
m=1
ζ(2m+ 1)
2m+ 1
·
(
λ
2πi
)2m+1
·X2m+1
 .
The Aˆ(λ) and the Kˆ(λ) satisfy a relation
√
Aˆ(+λ) ·
√
Kˆ(−λ) =
k∏
i=1
ni+1∏
j′=1
Γ
1 + λw(i)j′ ρi
2πi

ℓ∏
j=1
Γ
1 + k∑
i=1
λd
(i)
j ρi
2πi
 .
In our previous paper[11], we propose a conjecture that the
√
Kˆ could be interpreted as
loop corrections of the sigma model. (For the quintic case, this statement is confirmed.) If
it is true for generic cases, this term might contain effects of perturbative corrections. It
seems interesting that these two terms are combined into a combination of Euler’s gamma
functions.
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The remaining very important term is the exp
∑
n≥2
(−[D])n · xn
 in Eq.(27). In order to
study this function, we consider a set of functions {ωˇℓ} defined in an expansion
etv exp
∑
n≥2
vnxn
 =∑
ℓ=0
vℓωˇℓ .
We collect these functions ωˇℓ (ℓ = 0, 1, · · · , N − 2) into a vector V˜0
V˜0 = ( ωˇ0 ωˇ1 · · · ωˇN−2 ) .
Here the ωˇℓ can be interpreted as a paring of a B-cycle γ˜ℓ and an A-model operator O(0)
associated with a 0 form on the M
ωˇℓ = 〈γ˜ℓ|O
(0)〉 .
In our Calabi-Yau case, there are (d + 1) independent A-model operators O(m) (m =
0, 1, · · · , d) and we can define an associated vector V˜m for each O(m)
V˜m = ( 〈γ˜0|O(m)〉 〈γ˜1|O(m)〉 · · · 〈γ˜d|O(m)〉 ) , (m = 0, 1, · · · , d) .
Then we can introduce a matrix Π˜ by collecting these (d+ 1) vectors
Π˜ =

V˜0
V˜1
...
V˜d
 , Π˜m,ℓ = 〈γ˜ℓ|O(m)〉 .
This matrix Π˜ satisfies a first order differential equation
∂tΠ˜ = K · Π˜ , (28)
K :=

0 κ0
0 κ1
. . .
. . .
0 κd−1
0

.
The κℓs are fusion couplings of A-model operators defined as
O(1)O(ℓ−1) = κj−1O(ℓ) (1 ≤ ℓ ≤ d) ,
O(1)O(d) = 0 , (29)
κm = ∂t
1
κm−1
∂t
1
κm−2
∂t · · ·∂t
1
κ1
∂t
1
κ0
∂tωˇm+1 (1 ≤ m ≤ d− 1) ,
κ0 = 1 . (30)
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When we put an initial data at a specific moduli point t = ti, the Π˜ at a point t = tf is given
by integrating the Eq.(28) formally
Π˜(tf) = Pexp
(∫ tf
ti
dsK(s)
)
Π˜(ti) .
That is to say, the matrix K plays a role of a connection on the moduli space. In other
words, it induces a parallel transformation on the t-space. When we impose a boundary
condition Π˜(t) ∼ et·R on the Π˜ at t = t∞ (Imt∞ = +∞), we obtain the Π˜ at a generic point
t
Π˜(t) = et·R · Pexp
(∫ t
t∞
ds e−s·RK˜(s)e+s·R
)
I ,
R :=

0 1
0 1
. . .
. . .
0 1
0

,
K˜ := K − R .
Thus the exp
∑
n≥2
(−[D])n · xn
 in Eq.(27) is evaluated by substituting v = −[D] in the
following formula
etv exp
∑
n≥2
vnxn
 =∑
ℓ=0
vℓωˇℓ
=
(
1 t
t2
2
· · ·
td
d!
)
Pexp
(∫ t
t∞
ds e−s·RK˜(s)e+s·R
)

1
v
v2
...
vd

.
As a conclusion, we can interpret the exp
∑
n≥2
(−[D])n · xn
 in Eq.(27) as an effect of a
parallel transport through a path from the large radius point t∞ to a finite t in the moduli
space. Then the connection in the moduli space is the K that are defined by fusion couplings
of A-model operators.
8 Conclusions and Discussions
In this article, we develop a method to construct the central charge in the topological sigma
model in the open string channel. First we analyzed quintic by using the associated prepoten-
tial F and studied its monodromy properties. For this quintic case, one can easily construct
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associated canonical bases of period integrals because there is the prepotential for the model.
But one cannot expect to find analogs of prepotentials for other d-fold cases (d > 3). But
we find that the essential part we learned in the analysis seems to be a factorizable property
of the matrix I by a (triangular) matrix S and a matrix Σ. Under this consideration, we
investigate the N = 7 (d = 5) case concretely in section 4.
The basis Ω we pick here is a kind of symplectic one with an intersection matrix Σ. In
order to obtain a set of canonical basis Π, we determine the matrix S which connects the
Π and Πˆ. It allows us to construct the matrix N that transforms the Ω to the Π. Some
topological invariants appear in the entries of the N . Some parts of them are characterized
by an A-roof genus of theM . But we cannot give geometrical interpretations to other entries
in N explicitly.
Together with the data of the Gepner model, we calculate the charge vectors of the D-
branes and the central charge. When a set of numbers {Lj} is specified, a boundary state
is constructed in the Gepner model. By calculating an associated charge QG in the Gepner
basis, we construct a formula of the Z labelled by the set {Lj}. It is related to the boundary
state |{L};M ;S〉.
In section 6, we investigate cycles associated with the sets of periods. At the orbifold
point ψ = 0, they coincide with the susy cycles analyzed by Becker et. al.[17, 18]. There we
also analyze intersection forms among them. In section 7, we reexpress our result of the Z
applicable in the large volume region of theM . We find that the Z contains terms analogous
to the Mukai vectors. They are interpreted as a product of Chern characters of bundles
(sheaves) Sms and a square root of the Todd class of the M . The set of Sms is constructed
as a dual basis of tautological line bundles of the ambient space CPN−1 by a restriction on
M . In addition, there appear terms that encode perturbative and non-perturbative quantum
corrections. The non-perturbative part is induced by a parallel transport through a path
from the large radius point t∞ to a finite t in the moduli space. It turns out that the fusion
coupling matrix K of A-model operators plays a role of a connection on the moduli space.
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A Examples of
√
Aˆ(ρ)
We write down several examples of the
√
Aˆ(ρ) for the d-fold M concretely. A function Aˆ(ρ)
is defined as
Aˆ(ρ) =

ρ
2
sinh
ρ
2

N
·
sinh
Nρ
2
Nρ
2

= exp
(∑
m=1
(−1)mρ2m ·
Bm
(2m)!
·
X2m
2m
)
.
The coefficients Xℓ = N −N
ℓ are represented as some combinations of Chern classes cℓs
of the M with c1 = 0
c(ρ) = 1 +
∑
ℓ≥1
ρℓ
cℓ
N
= exp
∑
ℓ≥1
(−1)ℓ−1ρℓ ·
Xℓ
ℓ
 ,
X1 = 0 , X2 =
−2 c2
N
, X3 =
3 c3
N
,
X4 =
2 c2
2
N2
−
4 c4
N
, X5 =
−5 c2 c3
N2
+
5 c5
N
,
X6 =
−2 c23
N3
+
3 c3
2
N2
+
6 c2 c4
N2
−
6 c6
N
,
X7 =
7 c2
2 c3
N3
−
7 c3 c4
N2
−
7 c2 c5
N2
+
7 c7
N
,
X8 =
2 c2
4
N4
−
8 c2 c3
2
N3
−
8 c2
2 c4
N3
+
4 c4
2
N2
+
8 c3 c5
N2
+
8 c2 c6
N2
−
8 c8
N
.
In the central charge Z, there appears a function
√
Aˆ(ρ). It is expanded in terms of the ρ
around ρ = 0
√
Aˆ(ρ) = 1 +
d∑
ℓ=1
βℓρ
ℓ , β2m+1 ≡ 0 ,
β2 =
c2
24N
, β4 =
7 c2
2
5760N2
−
c4
1440N
,
β6 =
31 c2
3
967680N3
−
c3
2
120960N2
−
11 c2 c4
241920N2
+
c6
60480N
,
β8 =
127 c2
4
154828800N4
−
11 c2 c3
2
14515200N3
−
113 c2
2 c4
58060800N3
+
13 c4
2
29030400N2
+
c3 c5
2419200N2
+
c2 c6
907200N2
−
c8
2419200N
.
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We will summarize several examples of
√
Aˆ(ρ) for lower dimensional cases
Aˆ1/2(ρ ; N = 3) = 1 , Aˆ1/2(ρ ; N = 4) = 1 +
ρ2
4
,
Aˆ1/2(ρ ; N = 5) = 1 +
5 ρ2
12
, Aˆ1/2(ρ ; N = 6) = 1 +
5 ρ2
8
−
11 ρ4
384
,
Aˆ1/2(ρ ; N = 7) = 1 +
7 ρ2
8
−
21 ρ4
640
,
Aˆ1/2(ρ ; N = 8) = 1 +
7 ρ2
6
−
7 ρ4
240
+
229 ρ6
1440
,
Aˆ1/2(ρ ; N = 9) = 1 +
3 ρ2
2
−
ρ4
80
+
3233 ρ6
10080
,
Aˆ1/2(ρ ; N = 10) = 1 +
15 ρ2
8
+
3 ρ4
128
+
38861 ρ6
64512
−
3542981 ρ8
3440640
.
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B Quintic Case
We summarize monodromy matrices for the quintic case in the appendix for bases ̟, Π, Πˆ,
ˆˆ
Π and Ω
Π = N · Ω , Π = m ·̟ , ̟ = P · Ω ,
Π = S · Πˆ , Πˆ = U
ˆˆ
Π , Um,n =
(
m
n
)
· (−1)m−n ,
U =

1 0 0 0
−1 1 0 0
1 −2 1 0
−1 3 −3 1
 , m =

1 0 0 0
−2
5
2
5
1
5
−1
5
21
5
−1
5
−3
5
8
5
1 −1 0 0
 ,
P · V =

1 0 0 0
1 25
12
0 5
−23
12
−15
4
−5 −15
−23
12
−55
12
−5 −5
 , P =

0 0 0 1
−5 0 0 1
15 −5 0 1
5 −5 5 −4
 ,
N = m · P · V =

1 0 0 0
0 1 0 0
25
12
−11
2
−5 0
0 −25
12
0 −5
 , S = m · P =

0 0 0 1
0 0 −1 1
0 −5 8 −3
5 0 0 0
 .
We write down monodromy matrices associated with singular points ψ = 0, 1,∞ for various
bases:
1. monodromy matrices associated with the ψ = 0
A̟ =

0 1 0 0
0 0 1 0
−1 −1 −1 −1
1 0 0 0
 , AΠ =

1 0 0 −1
−1 1 0 1
3 5 1 −3
5 −8 −1 −4
 ,
AΠˆ =

−4 1 0 0
−10 1 1 0
−10 0 1 1
−5 0 0 1
 , AΩ =

1 25
12
0 5
−1 −13
12
0 −5
1
2
131
144
1 55
12
−1
6
−103
144
−1 −23
12
 ,
A ˆˆ
Π
=

−5 1 0 0
−15 0 1 0
−35 0 0 1
−71 4 −6 4
 .
38
2. monodromy matrices associated with the ψ = 1
P̟ =

2 −1 0 0
1 0 0 0
−4 4 1 0
−4 4 0 1
 , PΠ =

1 0 0 1
0 1 0 0
0 0 1 0
0 0 0 1
 ,
PΠˆ =

1 0 0 0
5 1 0 0
5 0 1 0
5 0 0 1
 , PΩ =

1 −25
12
0 −5
0 1 0 0
0 −125
144
1 −25
12
0 0 0 1
 ,
P ˆˆ
Π
=

1 0 0 0
5 1 0 0
15 0 1 0
35 0 0 1
 .
3. monodromy matrices associated with the ψ =∞ (t→ t+ 1)
T̟ =

1 0 0 0
2 0 0 −1
−4 1 0 4
−5 −1 −1 3
 , TΠ =

1 0 0 0
1 1 0 0
−8 −5 1 0
−5 3 1 1
 ,
TΠˆ =

1 −1 1 −1
0 1 −1 1
0 0 1 −1
0 0 0 1
 , TΩ =

1 0 0 0
1 1 0 0
1
2
1 1 0
1
6
1
2
1 1
 ,
T ˆˆ
Π
=

4 −6 4 −1
1 0 0 0
0 1 0 0
0 0 1 0
 .
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