Introduction
We begin with some fundamental knowledge about radial basis functions. Let h be a continuous function in R n and be strictly conditionally positive definite of order m. Given data points (x j , f j ), j = 1, . . . , N , where X = {x 1 , . . . , x N } is a subset of points in R n and the f ′ j s are real or complex numbers, the so-called h spline interpolant of these data is the function s defined by
where p(x) is a polynomial in P n m−1 , the space of n-variable polynomials of degree not more than m − 1, and the c j 's are chosen so that 
It is well known that the linear system (2) and (3) has a unique solution if X is a determining set for P n m−1 and h is strictly conditionally positive definite. Further details can be found in [7] . Therefore in our case the interpolant s(x) is well defined.
Here, X is a determining set for P n m−1 means that X does not lie in the zero set of any nontrivial member of P n m−1 . In this paper h is defined by
where |x| is the Euclidean norm of x, Γ is the classical gamma function and β, c are constants. The function h is called multiquadric or inverse multiquadric, respectively, depending on β > 0, or β < 0. In [9] Madych and Nelson raise the famous exponential-type error bound for scattered data interpolation of multiquadric and inverse multiquadric, as mentioned in the abstract. The computation of C and the crucial constant λ is solved by Luh in [5] . This brings the error bound forward to the possibility of application. However, in practical application, too many data points may result in a big condition number for solving the linear system (2) and (3) . A good solution is to improve the error bound so that a satisfactory error estimate can be reached before ill-conditioning occurs. This is the purpose of this paper.
Some Fundamental Knowledge about Polynomials
Let P n l be the space of polynomials of degree not exceeding l in n variables and E ⊆ R n be compact.
It's well known that dimP n l = n + l n . In this section we will denote dimP n l by N . It's also well known that if x 1 , . . . , x N ∈ E do not lie on the zero set of any nontrivial q ∈ P n l , there exist Lagrange polynomials l i of degree l defined by l i (x j ) = δ ij , 1 ≤ i, j ≤ N . This guarantees that for any f ∈ C(E),
is its interpolating polynomial. It's easily seen that Π l (p) = p for all p ∈ P n l and hence the mapping Π l : C(E) −→ P n l is a projection. Let
It's easy to show that for any p ∈ P n l ,
if the domain of p is E. In this paper we will discuss mainly the case E = T n , an n-dimensional simplex whose definition can be found in [6] . Now we are going to adopt barycentric coordinates. Let v i , 1 ≤ i ≤ n + 1, be the vertices of T n . Then any x ∈ T n can be written as a convex combination of the vertices:
We define "equally spaced" points of degree l to be those points whose barycentric coordinates are of the form
It's obvious that the number of such points is exactly N = dimP n l . Moreover, by [1] , we know that equally spaced points form a determining set for P n l . We will need the following lemma which we cite from [1] . Lemma 1.1 For the above equally spaced points
Now, we are going to prove a lemma which plays a crucial role in our construction of the error bound.
Lemma 1.2 Let Q ⊆ R n be a simplex and Y be the set of equally spaced points of degree l in Q. Then, for any point x in Q, there is a measure σ supported on Y such that
for all p in P n l , and
Proof. Let Y = {y 1 , . . . , y N } be the set of equally spaced points of degree l in Q. Denote P n l by V . For any x ∈ Q, let δ x be the point-evaluation functional. Define
By the Hahn-Banach theorem,ψ has a norm-preserving extensionψ ext to R N . By the Riesz representation theorem, each linear functional on R N can be represented by the inner product with a fixed vector. Thus, there exists z ∈ R N withψ
If we adopt the l ∞ -norm on R N , the dual norm will be the l 1 -norm. Thus
This gives
where
Note that
and our lemma follows immediately by (5) and letting σ({y j }) = z j , j = 1, . . . , N . ♯
Some Fundamental Knowledge for Interpolation
In our development of the error estimate some basic ingredients should be introduced. We emphasize on two objects:first, the function space where the interpolating and interpolated functions come from;second, an important lemma introduced by Gelfand and Vilenkin in [2] , but modified by Madych and Nelson in [8] , which reflects deeply the features of a radial basis function. Let D denote the space of complex-valued functions on R n that are compactly supported and infinitely differentiable. The Fourier transform of a function φ in D iŝ
A continuous function h is called conditionally positive definite of order m if
holds whenever φ = p(D)ψ with ψ in D and p(D) a linear homogeneous constant coefficient differential operator of order m. Hereφ = φ(−x) and * denotes the convolution product
This definition, introduced in [8] , looks complicated. However it's equivalent to the generally used definition. For further details we refer reader to [7] and [8] .
Now we have come to the afore-mentioned crucial lemma. It's as follows. If h is a continuous conditionally positive definite function of order m, the Fourier transform of h uniquely determines a positive Borel measure µ on R n \{0} and constants a γ , |γ| = 2m as follows:
where for every choice of complex numbers c α , |α| = m,
Here χ is a function in D such that 1 −χ(ξ) has a zero of order 2m + 1 at ξ = 0; both of the integrals 0<|ξ|<1 |ξ| 2m dµ(ξ), |ξ|≥1 dµ(ξ) are finite. The choice of χ affects the value of the coefficients a γ for |γ| < 2m. Our error estimate is based on a function space called native space whose characterizations can be found in [3] , [4] and [11] . Although there are simpler expressions for the function space, we still adopt the one used by Madych and Nelson in [8] to show the author's respect for them. First, let
Then the native space C h,m is the class of those continuous functions f which satisfy
for some constant c(f ) and all φ in D m . If f ∈ C h,m , let f h denote the smallest constant c(f ) for which (7) is true. Here f h is a semi-norm and C h,m is a semi-Hilbert space; in the case m = 0 it is a norm and a Hilbert space respectively.
Main Results
It's well known that the function h defined in (4) (4) and m be its order of conditional positive definiteness. There exists a positive constant ρ such that
for all integer l ≥ 2m + 2 where µ is defined in (6), α n denotes the volume of the unit ball in R n , c is as in (4) , and ∆ 0 is a positive constant.
Proof. Let K ν denote a modified Bessel function of the second kind. Then Note that
(i)Assume β < 0. Then m = 0 and l ≥ 2. This gives
It follows that
(ii)Assume β > 0. Then m = ⌈ β 2 ⌉ and l ≥ 2m + 2. This gives
.
(i) Assume β < 0, then m = 0 and l ≥ 2. Since l ′′ = l − s ≥ 1 holds for all l ≥ 2, it must be that s = 1. Thus
It follows that
e r dr ≤ (l + 1)!.
for all l where ∆ 0 = 1. The lemma follows now immediately from the three cases. ♯ Remark. In the preceding lemma the constant ρ plays an important role in our error estimate. Moreover, the constant ∆ 0 also means something in the error bound. Therefore we should make a thorough clarification for the two constants. It can be shown easily that Before introducing our main result, we need the following lemma.
Lemma 2.2 For any positive integer l,
Proof. This inequality holds for l = 1 obviously. We proceed by induction.
Our lemma thus follows. ♯ Now we have come to our main result. . If f ∈ C h,m and s is the h spline that interpolates f on a subset X of R n , as discussed in the beginning of section1, then
holds for all x ∈ Ω and 0 < δ < δ 0 where 0 < λ ′ < 1 is a fixed constant and Ω is any subset of R n satisfying the condition that for any x ∈ Ω, and any number r with
, there is a simplex Q, x ∈ Q ⊆ Ω, with diamQ = r, such that Q contains equally spaced centers of degree l,
, the centers being contained in X. In particular, if x is fixed, the requirement for Ω is only the existence of a simplex Q, x ∈ Q ⊆ Ω, which satisfies the aforementioned properties, and X can be chosen to consist only of the equally spaced centers in Q.
The constants β, α n and ∆ 0 are as in (4) and Lemma2.1 and the remark following its proof, and the crucial constant λ ′ is given by
and only in some cases mildly depends on the dimension n. The h-norm of f , f h is defined as in the statement following (7).
Proof. Let ρ be as in Lemma2.1 and b 0 be arbitrary positive real number. Fix δ 0 = 1 3C . For any 0 < δ ≤ δ 0 , it's easily seen that 0 < 3Cδ ≤ 1. There exists a positive integer l such that 1 ≤ 3lδC ≤ 2. From this we get For any x ∈ Ω, let Q be an n-simplex containing x such that Q ⊆ Ω and has diameter diamQ = lδ. Then Theorem4.2 of [8] implies that
whenever l > m, where σ is any measure supported on X such that
for all polynomials p in P n l−1 . Here
whenever l > m. By (8) , for all 2l ≥ 2m + 2,
due to Lemma2.2. In order to obtain the bound on |f (x) − s(x)| as mentioned in the theorem, one only needs to find a suitable bound for 
Comparison
The original exponential-type error bound for multiquadric interpolation (See [9] and [5] .) is of the form
, where C 0 is about the same as the long string of coefficients in (9), λ is a constant satisfying 0 < λ < 1, and d is the fill-distance equivalent to δ of (9) . The definition of λ is . The fast growth of γ n as n → ∞ forces e 2nγn to grow extremely rapidly, driving λ to 1 and making the error bound (13) meaningless.
In our new approach, the crucial constant λ ′ in (9) is defined by
where C = max 2 3b 0 , 8ρ
. Note that ρ is only mildly dependent of dimension n. This can be seen in Lemma2.1 and the remark following its proof. A lot of time ρ, and hence λ ′ , is independent of n. For example, when β = 1 and n = 1, 2, 3 or 4, λ ′ is completely independent of n. Fortunately, these are exactly the most interesting and important cases. For higher dimensions, λ ′ can remain unchanged by increasing β in (4) to keep n − β ≤ 3.
Besides this, √ δ in (9) also contributes to the convergence rate of the error bound as δ → 0.
