In this study, we introduce the five-parameter doubly-truncated exponentiated inverse Weibull distribution, where the truncation points are known, and consider its basic properties. Formulas for moment generating function, characteristic function, mean, variance and kurtosis of the distribution are derived. Estimates of parameters are obtained using traditional estimation methods; maximum likelihood, least squares and weighted least squares. Furthermore, in order to give a lower bound for the standard errors of estimates of parameters, a Fisher information matrix is provided. A Monte-Carlo simulation study is designed and conducted to evaluate the performances of obtained estimators of parameters. Finally, a real data example is given to show the applicability of the proposed distribution.
INTRODUCTION
The family of exponentiated distributions, which is a new family of distributions named exponentiated exponential distribution, was introduced by Gupta et al. [10] . In particular, let denote a random variable, and then the cumulative density function (cdf) of a family of exponentiated distributions is defined by ( ) = ( ( )) ; > 0, ∈ ℝ,
where ( ) is the cdf of . Gupta and Kundu [11] studied certain properties of the distribution. They observed that many properties of the new family are quite similar to those of the Weibull or Gamma family. For this reason, they stated that this distribution can be used as an alternative to Weibull or Gamma distribution.
In reliability studies, the inverse Weibull distribution introduced by Keller et al. [15] is commonlyused to model a variety of failure characteristics, such as infant mortality, failures of mechanical components subject to degradation, useful life and wear-out periods; see Calabria and Pulcini [5] , Cohen and Whitten [6] , de Gusmão et al. [8] , Khan et al. [17] , Lawless [18] , and Jiang et al. [12] . If a two-parameter inverse Weibull distribution is written instead of the ( ) given in (1), the cdf of threeparameter exponentiated inverse Weibull (EIW) distribution is obtained as
where is the scale parameter and and are the shape parameters. Moreover, in the literature, various different distributions have been considered by a number of authors in the context of exponentiated distributions, for example; exponentiated Weibull, exponentiated Exponential and exponentiated Pareto distributions (Gupta and Kundu [10] ); exponentiated Gamma, exponentiated Fréchet and exponentiated Gumbel distributions (Nadarajah and Kotz [20] ); and exponentiated inverse Weibull, exponentiated Logistic, exponentiated generalized Uniform, exponentiated general Exponential, exponentiated double Exponential, exponentiated double Weibull and exponentiated double inverse Weibull (Ali et al. [3] ).
The graphs of different density functions of EIW distribution for certain selected values of parameters are given in Figure 1 . From Figure 1 , it can be seen that the density function strictly increases on (0, ] and strictly decreases on [ , ∞), where is the mode of EIW distribution (see, Marusic et al. [19] ), and EIW distribution also has a heavy right tail since lim →∞ ( ) = ∞ for all > 0, where ( ) is pdf of EIW distribution (Foss et. al . [9] ).
On the other hand, truncated distributions are applicable to cases when the range of a random variable is limited from below and/or above for different reasons, and also this situation is commonlyencountered in life-testing and reliability analyses (Zhang and Xie [25] ). Since the doubly truncated case of a distribution includes the lower truncated, upper truncated and non-truncated distributions as special cases, it is the most general case (Al-Matrafi and Jawa [4] ). Ahmad [2] , Coffey and Muller [7] , Joshi [14] , Okasha and Alqanoo [21] , and Shah and Jaiswal [23] are among those who have investigated doubly truncated distributions. Now, the cdf of a doubly truncated distribution can be written as a general formula ( ) = ; 0 ≤ ≤ 1 ;
see Zhang and Xie [25] . Here, ( ) is the cdf of , 0 is the lower truncation point and 1 is the upper truncation point. If ( ) is taken as the EIW distribution given in (2), the cdf of the doubly truncated EIW (DTEIW) distribution with a lower truncation point 0 and an upper truncation point 1 can be obtained as 
It should be noted that ( ; , , ) in (3) contains both the same scale parameter ( ) and shape parameters ( and ) based on the characteristics of the usual EIW distribution and truncation parameters ( 0 and 1 ). In (3), when 0 → 0 and 1 → ∞, the doubly truncated distribution becomes a usual three-parameter EIW distribution. When 0 → 0, it is the upper truncated EIW distribution and when 1 → ∞, it is the lower truncated EIW distribution. Therefore, the probability density function (pdf) of DTEIW distribution is
Plots of an EIW and a DTEIW distributions with lower and upper truncation points, 0 and 1 , for selected , and values, are given in Figure 2 . In Figure 2 , the dotted blue and solid red lines represent EIW and DTEIW distributions, respectively.
Then the corresponding reliability function is Plots of different hazard functions of EIW and DTEIW distributions for certain , and values are given in Figures 3-4 , separately.
The aim of this paper is to introduce five-parameter DTEIW distribution where the truncation points are known, to study certain statistical properties of the distribution, to obtain estimators of the parameters of the DTEIW distribution using different estimation methods, and to compare the performances of obtained estimators.
The rest of the paper is arranged as follows. We present DTEIW distribution and consider its statistical properties in Section 2. In Section 3, we explain how to obtain estimates of parameters via different estimation methods for DTEIW distribution. In Section 4, the performances of the considered estimation methods in Section 3 are evaluated using a Monte-Carlo simulation study. In Section 5, we analyse a real data set. The paper ends with conclusions in Section 6. 
STATISTICAL PROPERTIES OF DTEIW DISTRIBUTION
This section discusses how certain statistical properties, such as th moment, moment generating function, skewness and kurtosis of DTEIW distribution are derived.
Proposition 1:
The th moment of a DTEIW distributed random variable can be obtained as
In order to calculate ( ), we apply the following transformation
and obtain
where
Integrating (6), we get
where γ(. , . ) denotes the lower incomplete gamma function with γ( , ) = ∫
The distributional characteristics of DTEIW, such as expectation, variance, skewness and kurtosis, can then easily be obtained as a result of Proposition 1.
Corollary 1:
The expected value of random variable is
Corollary 2:
The variance value of random variable is
Corollary 3:
The skewness of random variable is
which can be easily calculated by from (7).
Corollary 4:
The kurtosis of random variable is
which can be obtained using (7).
Proposition 2:
The moment generating function of having DTEIW distribution is
Substituting the Maclaurin series for into (8) , we obtain the following moment generating function of the DTEIW distributed random variable 
Proposition 4:
The quantile function of the random variable with pdf in (4) is obtained by inverting (3) for 0 < < 1, 
Proposition 5:
The mode of random variable having DTEIW distribution is found by differentiating (4) with respect to , equating to zero
and then solving for of (10)
It should be noted that DTEIW distribution is unimodal because it has a single mode, and the mode of DTEIW distribution in (11) is the same as that of usual EIW distribution; see Fig. 2 .
Proposition 6:
Suppose that { 1 , 2 , ⋯ , } is a random sample of size from the DTEIW distribution with parameters , and , ( ) ( = 1,2, ⋯ , ) are rth order statistics obtained by arranging ( = 1,2, ⋯ , ) in ascending order of magnitude, then the corresponding pdf : ( ; , , ) is obtained by
where ( ) and ( ) are pdf and cdf of DTEIW distribution, respectively. Using the binomial series expansion of 
ESTIMATION OF PARAMETERS OF DTEIW DISTRIBUTION
In the following subsections, we briefly describe the estimation procedures maximum likelihood, least squares and weighted least squares to obtain the estimates of the unknown parameters , and of DTEIW distribution.
Maximum Likelihood Estimators
Let { 1 , 2 , ⋯ , } be a random sample of size from the DTEIW distribution. Then the corresponding log-likelihood function ( , , ) can be written as
The maximum likelihood (ML) estimates of the unknown parameters , and are the solutions of the nonlinear equations 
which may be solved to obtain the estimates of , and using a numerical procedure because the equations (14)- (16) do not have explicit solutions. Now we represent the asymptotic normality results to obtain the asymptotic variances of ̂, ̂ and ̂. Therefore, approximate confidence intervals can be constructed for the individual parameters as the results of the asymptotic normality. This may be given by
where −1 ( , , ) is the asymptotic variance-covariance matrix of the ML estimates of , and parameters, ( , , ) is the Fisher information matrix, i.e., 
Least Squares Estimators
In this section, we provide the estimators of unknown parameters using the least squares (LS) method which was originally proposed by Swain et al. [24] . Let { 1 , 2 , ⋯ , } be a random sample of size from the DTEIW distribution with parameters , and . Then the LS estimators of parameters , and are obtained by minimizing the function
, where
is the distribution function of the ordered random variables.
Additionally, is used as an estimate of the cdf in (3) for the ith order statistics and is generally taken as +1 .
Then we obtain the normal equations as follows 
Here, ( ) ( = 1,2, ⋯ , ) are ith order statistics and ( ) ( = 1,2, ⋯ , ) are ordered observations. The equations given in (20) - (22) can only be solved by iterative methods to obtain the LS estimates of , and .
Weighted Least Squares Estimators
The weighted least squares (WLS) (Swain et al. [24] ) estimators of the unknown parameters can be obtained by minimizing the weighted sum of squares 
and
, see Johnson et al. [13] . The iterative method is applied to solve the nonlinear equations given in (23)- (25) simultaneously to obtain the WLS estimates ̂, ̂ and ̂ of , and , respectively.
SIMULATION STUDY
This section focuses on the performances of different estimation methods for the unknown parameters of DTEIW distribution that are presented in Section 3. A computer program in Matlab is designed and conducted for extended simulation studies. In order to evaluate their performances, we use bias and root mean square error (RMSE) comparison criteria, which are given by the following formulas
Here, is number of replications and ̂ is the estimate of any unknown parameter in the th replication.
In this study, we use the inverse transformation method to generate random numbers having the DTEIW distribution: For comparison, 5000 replications of different sample sizes = 10, 20, 50, 100 are performed for certain selected parameter values ( , , ) =(0.5, 1, 1), (0.5, 1, 2), (0.5, 2, 1), (0.5, 2, 2), (1, 1, 1), (1, 1, 2), (1, 2, 1), (1, 2, 2), (2, 1, 1), (2, 1, 2), (2, 2, 1) and (2, 2, 2). Furthermore, we chose truncation points 0 and 1 so as ̂0 = 0.05 (where 0.05 is qth quantile of EIW distribution for = 0.05) and ̂1 = 0.95 (where 0.95 is is qth quantile of EIW distribution for = 0.95), respectively; see Kantar and Usta [16] . Simulation results showing the performances of the estimators of unknown parameters are given in Tables 1-3 . From tables 1-3, the following conclusions can be drawn:
In terms of the bias, (i) For : When the sample size is = 10, ML has smallest bias among the others in almost all cases. However, when = 100, the LS method shows the best performance in many cases. It is also observed that the biases of considered estimation methods decrease as sample size increases. Finally, it can said that the ML, LS and the WLS estimators overestimate when shape parameter > 0.5 and sample size = 10.
(ii) For : When the sample size is = 10, the WLS outperforms other estimation methods in almost all cases. The estimator with the smallest bias is ML for many sample sizes; = 20, in particular.
(iii) For : The ML estimator performs best among all considered estimation methods in many cases and all sample sizes (except for sample size =20). Additionally, for = 10, the ML, LS and WLS estimators overestimate in certain cases. In terms of the RMSE, (i) For : The ML estimator shows the best performance among the others in many cases, even for small sample sizes.
(ii) For : The ML estimator gives the best results for estimating the scale parameter for all cases and all sample sizes.
(iii) For : When sample sizes are moderate ( = 50) and large ( = 100), the performance of the ML estimator is the best with the smallest RMSE values in many cases. However, we observe that ML, LS and the WLS estimates have quite large RMSE values for small sample sizes.
DATA ANALYSIS
In this section, we present the comparison analysis of the DTEIW and EIW distributions applying to a real data set. The data in Table 4 consists of the survival in months of 20 acute myeloid leukaemia patients reported in Afify et al. [1] . The data is modelled by using the DTEIW and EIW distributions. The Kolmogorov-Smirnov ( -) test is used to assess if the leukaemia data fits these distributions, i.e., DTEIW and EIW. The result of the -test based on the ML estimates shows that DTEIW and EIW distributions provide a plausible model for the data since the computed values (which are -= 0.1457 and -= 0.2220) are less than the theoretical value (which is -0.05,20 = 0.2940), see Table 5 .
Then log-likelihood ( ), root mean square error (RMSE), coefficient of determination (
2 ) and Akaike information criterion ( ) are used to evaluate the goodness of fit of the DTEIW and EIW distributions to the data, and are calculated by the following formulas
where ̂ is the estimated value of the cdf in (3) for ith order statistic, is the expected value of the ̂, ̅ is the mean of the ̂ as ̅ = 1 ∑= 1 , is the maximized value of the log-likelihood function for the respective distribution and is the number of parameters to be estimated. Table 5 presents the results of the ML estimates of parameters , and and model evaluation tests which are , RMSE, 2 and of DTEIW and EIW distributions for the given data. It shows that the DTEIW distribution provides better fit to the data than the EIW distribution does, since lower values of and and higher values of and 2 indicate better fitting to the data, see Table 5 . 
CONCLUSIONS
In this study, a five-parameter DTEIW distribution with known truncation points is introduced. The exact formulas of the statistical properties, such as moments, characteristic function, moment generating function and Fisher information matrix are derived. We also obtain estimates of the parameters of DTEIW distribution using different estimation methods; ML, LS and WLS. A MonteCarlo simulation study is used to compare the performances of the estimators with respect to different cases of parameters and different sample sizes.
Comparing the biases in the context of simulation results: (i) for parameter , it is observed that the LS estimator performs best in almost all the cases considered for large sample size = 100; (ii) for parameter , the WLS and ML estimators have best performance for = 10 and = 20, respectively; and (iii) for parameter , the ML estimator is the best among the others for moderate and large sample sizes.
For RMSE: (i) for parameter , the performance of the ML estimator is best among the other estimation methods in almost all cases; (ii) for parameter , the ML estimator works best in all cases and all sample sizes ( = 10, 20, 50 and 100); and (iii) for parameter , when ≥ 50, the ML estimator shows better performance when compared with the others in many cases.
Clearly, when ≤ 20, it can be seen that RMSE values of the ML, LS and WLS estimates are quite large for parameter . Finally, for all methods, the bias and the RMSE values decrease as sample size increases in all cases. Therefore, all the considered estimators of the parameters of DTEIW distribution are asymptotically unbiased and consistent.
Finally, the applicability of the DTEIW distribution is illustrated by an application to a real data set in which the DTEIW distribution has provided better fit than the EIW distribution.
APPENDIX
In this section, how certain integrals given in equations (17), (18) and (19) are obtained is explained. (17) is get as follows A.2. The integral given in Equation (18) is obtained as follows given in (A3) can be computed using equation (1.6.1.18) in Prudnikov et al. [22] . Therefore, ( 2 ln ( , , ) ) becomes A.3. The integral given in Equation (19) is computed as follows 
A.1. The integral given in Equation

