developed for the two-sample and the k-sample cases (Hoeffding, 1951; Terry, 1952 ; Van der Waerden, 1953; Hajek and Sidak, 1967; Puri, 1964) . McSweeney and Penfield (1969) have presented a review of the literature, as well as rationale for and derivation of the k-sample case. The Terry-Hoeffding form of the k-sample normal scores test requires the use of special tables (Harter, 1961 ) n; = the number of observations in the ith sample, N = ~ n ;, the number of observations in all samples combined, Wii = the jth expected normal order statistic in the ith sample.
rather than on the ranks or the original data. The test is asymptotically distributed under the null hypothesis as chi-square with k -1 degrees of freedom, where k is the number of treatment levels or samples. Large values of the test statistic lead to the rejection of the null hypothesis.
The Kruskal-Wallis test is based on ranks and is suitable for the k-sample case. It is a direct generalization of the two-sample Mann-Whitney U test (Kruskal, 1952; Kruskal and Wallis, 1952 Further, current literature (Bradley, 1968; Kendall and Stuart, 1961) refers to the nonparametric sensitivity to detect location differences without stating whether mean or median differences will be equally detected. Therefore, a. Monte Carlo comparison of the three statistical tests was completed for realistic location differences and realistic sample sizes from a normal distribution and two exponential distributions. One of the exponential distributions was scaled to have equal means under the null hypothesis to investigate the sensitivity of the three tests in detecting mean differences. The other exponential distribution was scaled to have equal medians under the null hypothesis in order to investigate sensitivity of the tests to median differences.
Procedure
Random numbers were selected using a pseudo-random number generator. Depending upon the assumption violation, the numbers were selected from either a. normal distribution or from one of two exponential distributions. The random deviates were allocated to four treatment levels that comprised a one-way fixed effects analysis of variance situation.
The observations from the normal distribution were derived by a technique developed by Box and Muller (1958) , which generates pseudo-random variables distributed N (0, 1 ) . For the null situation, the means of the four treatment levels were zero. The non-null situation was established by defining values of aj, j = 1, 2, 3, 4, such that the power for the ANOVA F-test would be about .86 for the equal variance condition for the normal distribution. Then the defined cc/s were used for all three statistical procedures, for all three distributions, and for both equal and unequal variance conditions. Specification of the a/s for the normal distribution was made through the non-centrality parameter, ~9, (Pearson and Hartley, 1951) 
