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Abstract
We present a method to compute the Laurent expansion of the two-loop sunrise integral with
equal non-zero masses to arbitrary order in the dimensional regularisation ε. This is done
by introducing a class of functions (generalisations of multiple polylogarithms to include
the elliptic case) and by showing that all integrations can be carried out within this class of
functions.
1 Introduction
Feynman integrals are uttermost important for precision calculations in particle physics. Due
to the presence of ultraviolet or infrared divergences these integrals may require regularisation.
It is common practice to use dimensional regularisation [1–3] with regularisation parameter ε
and to present the result for a Feynman integral as a Laurent series in ε. It is a natural question
to ask, what transcendental functions appear in the ε j-term. For one-loop integrals and for the
expansion around four space-time dimensions the answer for the ε0-term is simple: There are
just two transcendental functions. These are the logarithm
Li1 (x) = − ln(1− x) =
∞
∑
n=1
xn
n
, (1)
and the dilogarithm
Li2 (x) =
∞
∑
n=1
xn
n2
. (2)
Of course we would like to generalise this to multi-loop integrals, to expansions around any
even space-time dimension and to arbitrary order ε j. There is a wide class of Feynman integrals
for which this can be done. These Feynman integrals evaluate to generalisations of the two
transcendental functions above, called multiple polylogarithms. The multiple polylogarithms are
defined by [4–6]
Lin1,n2,...,nk (x1,x2, ...,xk) =
∞
∑
j1=1
j1−1∑
j2=1
...
jk−1−1
∑
jk=1
x
j1
1
jn11
x
j2
2
jn22
...
x
jk
k
jnkk
. (3)
The multiple polylogarithms have also a representation as iterated integrals and enjoy several
nice algebraic properties: There is a shuffle and a quasi-shuffle product, derived from the inte-
gral and sum representation, respectively. Methods for the numerical evaluation are available [7].
This allows that a wide class of Feynman integrals can be computed systematically to all orders
in ε. Algorithms which accomplish this are for example based on nested sums [8–12], linear
reducibility [13–15] or differential equations [16–22]. On the mathematical side, multiple poly-
logarithms are closely related to punctured Riemann surfaces of genus zero [5, 23, 24].
There are however Feynman integrals, which cannot be expressed in multiple polylogarithms.
The aim of this paper is to study how the class of multiple polylogarithms needs to be extended.
The simplest Feynman integral which cannot be expressed in terms of multiple polylogarithms
is the two-loop sunrise integral with non-vanishing masses. This Feynman integral has already
received considerable attention in the literature [25–43]. In this paper we study the two-loop
sunrise integral with equal non-zero masses in D = 2−2ε space-time dimensions. Considering
the sunrise integral in 2−2ε dimensions instead of 4−2ε dimensions is no restriction: With the
help of dimensional recurrence relations [44, 45] one recovers the result in 4− 2ε dimensions
from the result in 2− 2ε dimensions. The explicit equation for the dimensional shift can be
found in eq. (114) of [40]. Working in D = 2−2ε dimensions has the advantage that the leading
2
term in the ε-expansion (in D = 2−2ε dimensions the two-loop sunrise integral is finite and the
ε-expansions starts with ε0) depends only on one graph polynomial, but not both. The zero locus
of this graph polynomial describes an elliptic curve, i.e. a Riemann surface of genus one. The
higher terms in the ε-expansion depend of course on both graph polynomials. The other graph
polynomial describes a Riemann surface of genus zero. This gives us already an indication,
what transcendental functions we should expect: As multiple polylogarithms correspond to the
pure genus zero case, we are looking for a generalisation which corresponds to a combination of
genus one and genus zero. The lowest term in the ε-expansion will correspond to a pure genus
one case.
In this paper we define a class of functions, which can be seen as a generalisation of the mul-
tiple polylogarithms to the mixed genus one / genus zero case. This class includes the multiple
polylogarithms. The new additional functions are
ELin1,...,nl;m1,...,ml;2o1,...,2ol−1 (x1, ...,xl;y1, ...,yl;q) =
=
∞
∑
j1=1
...
∞
∑
jl=1
∞
∑
k1=1
...
∞
∑
kl=1
x
j1
1
jn11
...
x
jl
l
jnll
yk11
km11
...
ykll
kmll
q j1k1+...+ jlkl
l−1
∏
i=1
( jiki + ...+ jlkl)oi
. (4)
We show that each term of the ε-expansion of the two-loop sunrise integral can be expressed in
this class of functions and we give an algorithm to compute the term of order ε j. In an appendix
we present the explicit results for the first three terms of the ε-expansion.
On a technical level this is achieved by considering the differential equation for the two-loop
sunrise integral. We bring the differential equation to a particularly useful form, such that all
integrations (after an appropriate change of variables) can be carried out easily. This step is
inspired by Henn’s method [22] in the genus zero case. In this particular form of the differential
equation it is straightforward to show that we always stay within the specific class of functions.
We would like to stress that the change of variables from the momentum squared t = p2 to the
nome of the elliptic curve q is crucial [37,39]: We will see that all integrands have nice forms in
the variable q.
This paper is organised as follows: In section 2 we define the two-loop sunrise integral and
we introduce our notation. In section 3 we review variables naturally associated to the elliptic
curve. In section 4 we derive a particularly useful form of the differential equation for the two-
loop sunrise integral with equal masses around two space-time dimensions. This form allows us
to obtain the ε j-term of the Laurent expansion from lower order terms and (simple) integrations.
The solution of a differential equation requires in addition boundary values. These are discussed
in section 5. In section 6 we introduce the class of functions, in which the two-loop sunrise
integral can be expressed. Section 7 contains the main result of this paper and gives an algorithm
to compute the ε j-term in the Laurent expansion of the two-loop sunrise integral. Finally, our
conclusions are given in section 8. In an appendix we present the explicit results for the first
three terms of the ε-expansion of the two-loop sunrise integral.
3
2 Basic set-up
The two-loop integral corresponding to the sunrise graph with equal masses is given in D-
dimensional Minkowski space by
S111
(
D, p2,m2,µ2
)
= (5)(
µ2
)3−D ∫ dDk1
ipi D2
dDk2
ipi D2
1(−k21 +m2)(−k22 +m2)(−(p− k1− k2)2 +m2) .
The arbitrary scale µ is introduced to keep the integral dimensionless. The quantity p2 denotes
the momentum squared (with respect to the Minkowski metric) and we will write
t = p2. (6)
Where it is not essential we will suppress the dependence on the mass m and the scale µ and
simply write S111(D, t) instead of S111(D, t,m2,µ2). In terms of Feynman parameters the two-
loop integral is given by
S111 (D, t) = Γ(3−D)
(
µ2
)3−D∫
σ
U3−
3
2 D
F 3−D
ω (7)
with the two Feynman graph polynomials
U = x1x2 + x2x3 + x3x1, F = −x1x2x3t +m2 (x1 + x2 + x3)U. (8)
The differential two-form ω is given by
ω = x1dx2∧dx3 + x2dx3∧dx1 + x3dx1∧dx2, (9)
and the integration is over
σ =
{
[x1 : x2 : x3] ∈ P2|xi ≥ 0, i = 1,2,3
}
. (10)
For the sunrise integral any integral obtained by pinching propagators is a product of tadpole
integrals. The tadpole integral is given by
T1
(
D,m2,µ2
)
=
(
µ2
)1−D2 ∫ dDk
ipi D2
1
(−k2 +m2) = Γ
(
1− D
2
)(
m2
µ2
)D
2 −1
. (11)
It has been known for a long time that in the equal mass case the two-loop sunrise integral
satisfies a second-order differential equation for all values of D [25, 31]:(
p2
d2
dt2 + p1
d
dt + p0
)
S111 (D, t) =−6m
4
µ2
[T1 (D−2)]2 , (12)
with T1(D−2) = T1(D−2,m2,µ2) and
p2 = t
(
t−9m2)(t−m2) ,
p1 =
3
2
(4−D) t2+5(D−6) tm2+ 9
2
Dm4,
p0 =
(D−3)
2
[
(D−4) t +(D+4)m2] . (13)
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3 Variables related to the elliptic curve
We may view the graph polynomial F as a polynomial in the Feynman parameters x1, x2, x3 with
parameters t and m2. The algebraic equation
F = 0 (14)
defines together with the choice of a rational point as origin an elliptic curve. The modulus k and
the complementary modulus k′ of the elliptic curve are given by
k =
√
e3− e2
e1− e2 , k
′ =
√
1− k2 =
√
e1− e3
e1− e2 . (15)
The variables e1, e2 and e3 are the roots of the cubic polynomial of the Weierstrass normal form
y2 = 4(x− e1)(x− e2)(x− e3) and given in terms of the parameters of the elliptic curve by
e1 =
1
24µ4
(
−t2 +6m2t +3m4 +3
√
˜D
)
,
e2 =
1
24µ4
(
−t2 +6m2t +3m4−3
√
˜D
)
,
e3 =
1
24µ4
(
2t2−12m2t−6m4) . (16)
As abbreviation we used
˜D =
(
t−m2)3 (t−9m2) . (17)
The periods of the elliptic curve can be taken as
ψ1 = 2
e3∫
e2
dx
y
=
4µ2
˜D
1
4
K (k) , ψ2 = 2
e3∫
e1
dx
y
=
4iµ2
˜D
1
4
K
(
k′
)
, (18)
φ1 = 8µ
4
˜D
1
2
e3∫
e2
(x− e2)dx
y
=
4µ2
˜D
1
4
(K (k)−E (k)) , φ2 = 8µ
4
˜D
1
2
e3∫
e1
(x− e2)dx
y
=
4iµ2
˜D
1
4
E
(
k′
)
.
K(x) and E(x) denote the complete elliptic integral of the first kind and second kind, respectively:
K(x) =
1∫
0
dt√
(1− t2)(1− x2t2) , E(x) =
1∫
0
dt
√
1− x2t2
1− t2 . (19)
We denote the ratio of the two periods ψ2 and ψ1 by
τ =
ψ2
ψ1
(20)
5
and the nome by
q = eipiτ. (21)
We may express the variable t as a function of the nome q (and we will use this change of
variables extensively in the rest of the paper):
t = −9m2 η(τ)
4 η
(3τ
2
)4 η(6τ)4
η
(
τ
2
)4 η(2τ)4 η(3τ)4 , (22)
where η(τ) denotes Dedekind’s η-function
η(τ) = e piiτ12
∞
∏
n=1
(
1− e2piinτ)= q 112 ∞∏
n=1
(
1−q2n) . (23)
The first few terms read
t = −9m2q−36m2q2−90m2q3−180m2q4 +O
(
q5
)
. (24)
The Wronskian is given by
W = ψ1
d
dt ψ2−ψ2
d
dt ψ1 =−
12piiµ4
t (t−m2)(t−9m2) . (25)
We further denote by rn the n-th root of unity
rn = e
2pii
n , (26)
In particular we will need the third root of unity
r3 = e
2pii
3 =
1+ i
√
3
1− i√3 = −
1
2
+
i
2
√
3. (27)
4 A particularly useful form of the differential equation
We study the two-loop sunrise integral around two space-time dimensions. We therefore set
D = 2−2ε. The Feynman parameter integral reads
S111 (2−2ε, t) = Γ(1+2ε)
(
µ2
)1+2ε ∫
σ
U3ε
F 1+2ε
ω. (28)
The algebraic curve defined by F = 0 has genus 1, the algebraic curve defined by U = 0 has
genus 0. The algebraic curve given by F = 0 defines together with the choice of a rational point
as origin an elliptic curve. At order ε0 the two-loop sunrise integral depends only on the graph
polynomial F , but not on the graph polynomial U. This suggests (and is justified a posteriori)
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that the variables related to the elliptic curve introduced in the previous section are convenient
variables to express the result of the two-loop sunrise integral. At order ε1 and beyond the two-
loop sunrise integral depends on both graph polynomials F and U. Still, it is convenient to keep
the variables from the ε0-case.
The sunrise integral has a Taylor expansion in ε:
S111 (2−2ε, t) = e−2γε
∞
∑
j=0
ε jS( j)111(2, t). (29)
The differential equation given in eq. (12) reads in D = 2−2ε dimensions
L2S111 (2−2ε, t) = −6µ2Γ(1+ ε)2
(
µ2
m2
)2ε
. (30)
The Picard-Fuchs operator L2 has the ε-expansion
L2 =
2
∑
j=0
ε jL( j)2 , (31)
with
L(0)2 = p
(0)
2
d2
dt2 + p
(0)
1
d
dt + p
(0)
0 , L
(1)
2 = p
(1)
1
d
dt + p
(1)
0 , L
(2)
2 = p
(2)
0 , (32)
and
p(0)2 = t
(
t−m2)(t−9m2) , p(0)1 = 3t2−20tm2+9m4, p(0)0 = t−3m2, (33)
p(1)1 = 3t
2−10tm2−9m4, p(1)0 = 3t−5m2,
p(2)0 = 2t +2m
2.
We may view eq. (30) as a second-order differential equation for the ε j-term S( j)111(2, t), where
in the inhomogeneous term in addition to the right-hand side of eq. (30) the lower order terms
S( j−1)111 (2, t) and S
( j−2)
111 (2, t) together with the derivative dS
( j−1)
111 (2, t)/dt appear. It is possible to
simplify the differential equation by eliminating L(1)2 . This implies the elimination of S
( j−1)
111 (2, t)
and dS( j−1)111 (2, t)/dt. We set
S111 (2−2ε, t) = Γ(1+ ε)2
(
3µ4
√
t
m(t−m2)(t−9m2)
)ε
˜S111 (2−2ε, t) . (34)
The differential equation for ˜S111(2−2ε, t) reads then
˜L2 ˜S111 (2−2ε, t) = −6µ2
((
t−m2)(t−9m2)
3m3
√
t
)ε
. (35)
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˜S111 (2−2ε, t) has a Taylor expansions in ε, which we write as
˜S111 (2−2ε, t) =
∞
∑
j=0
ε j ˜S( j)111(2, t). (36)
In comparison to eq. (29) we didn’t factor out a prefactor exp(−2γε). This is just a convenient
convention. In both cases our definitions are such that the Taylor terms S( j)111(2, t) and ˜S
( j)
111(2, t)
are free of Euler’s constant γ. The differential operator ˜L2 has a Taylor expansions in ε similar to
eq. (31) and we find
p˜(0)2 = t
(
t−m2)(t−9m2) , p˜(0)1 = 3t2−20tm2+9m4, p˜(0)0 = t−3m2, (37)
p˜(1)1 = 0, p˜
(1)
0 = 0,
p˜(2)0 =−
(
t +3m2
)4
4t (t−m2)(t−9m2) .
Eq. (35) is a second-order differential equation for ˜S( j)111(2, t), where in the inhomogeneous term
in addition to the right-hand side of eq. (35) only the lower order term ˜S( j−2)111 (2, t) appears. The
terms ˜S( j−1)111 (2, t) and d ˜S
( j−1)
111 (2, t)/dt do not appear. We further note that the O(ε0)-part of the
Picard-Fuchs operators ˜L2 and L2 agree, in other words we have ˜L(0)2 = L
(0)
2 . The differential
equation for ˜S( j)111(2, t) is therefore
L(0)2 ˜S
( j)
111(2, t) = −
6µ2
j! ln
j
((
t−m2)(t−9m2)
3m3
√
t
)
+
(
t +3m2
)4
4t (t−m2)(t−9m2)
˜S( j−2)111 (2, t),
(38)
with the convention that ˜S( j)111(2, t) = 0 for j < 0.
The simple form of the differential equation in eq. (35) and in eq. (38) for ˜S111 is the key to
the iterative solution. However, we would like to mention that there is a small price to pay: The
original function S111(2−2ε, t) is regular at t = 0. This is no longer the case for ˜S111(2−2ε, t),
which exhibits logarithmic singularities at t = 0. This is due to the fact that in the definition of
˜S111 we split off a prefactor
e
ε
2 lnt = 1+
ε
2
ln t +O
(
ε2
)
. (39)
Of course, in the combination of prefactor and ˜S111 all logarithmic singularities of ln(t) cancel,
leaving a regular result.
5 Boundary values
In order to obtain the two-loop sunrise integral from the differential equation we need the bound-
ary values at some point t = t0. It is advantageous to choose for t0 a value where the elliptic
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curve is degenerated, so that the sunrise integral at t0 can expressed in terms of ordinary multiple
polylogarithms. A possible choice is t0 = 0. We have
S111 (2−2ε,0) = Γ(1+2ε)
(
m2
µ2
)−1−2ε ∫
σ
ω
(x1 + x2 + x3)
1+2ε
U1−ε
. (40)
By a change of variables we can relate this integral to the one-loop three-point function in 4+2ε
space-time dimensions (please note the sign of the ε-part) with massless internal lines and three
external masses. The change of variables can be found in [36] and the result of the one-loop three
point function can be taken from [46, 47]. One obtains for the ε-expansion of S111(2−2ε,0)
∞
∑
j=0
ε jS( j)111 (2,0) = e
2γεΓ(1+2ε)
(
m2
√
3
µ2
)−1−2ε[
3
2ε2
Γ(1+ ε)2
Γ(1+2ε)
f − pi
ε
]
, (41)
with
f = 1
i
[
(−r3)−ε 2F1 (−2ε,−ε;1− ε;r3)−
(
−r−13
)−ε
2F1
(
−2ε,−ε;1− ε;r−13
)]
. (42)
The hypergeometric function can be expanded systematically in ε with the methods of [8]. The
first few terms are given by
2F1 (−2ε,−ε;1− ε;x) = 1+2ε2Li2 (x)+ ε3 [2Li3 (x)−4Li2,1 (x,1)]
+ε4 [2Li4 (x)−4Li3,1 (x,1)+8Li2,1,1 (x,1,1)]+O
(
ε5
)
. (43)
We obtain for the first few terms of the Taylor expansion
S(0)111 (2,0) =
√
3µ2
im2
[
Li2 (r3)−Li2
(
r−13
)]
, (44)
S(1)111 (2,0) =
√
3µ2
im2
{
−2Li2,1 (r3,1)−Li3 (r3)+2Li2,1
(
r−13 ,1
)
+Li3
(
r−13
)}
−2ln
(
m2
√
3
µ2
)
S(0)111 (2,0) ,
S(2)111 (2,0) =
√
3µ2
im2
{
4Li2,1,1 (r3,1,1)−2Li3,1 (r3,1)+Li4 (r3)−4Li2,1,1
(
r−13 ,1,1
)
+2Li3,1
(
r−13 ,1
)
−Li4
(
r−13
)
+
2pi2
9
[
Li2 (r3)−Li2
(
r−13
)]}
−2ln
(
m2
√
3
µ2
)
S(1)111 (2,0)
−2ln2
(
m2
√
3
µ2
)
S(0)111 (2,0) .
We may determine the boundary values for ˜S111(2− 2ε, t) as well. As already mentioned, the
function ˜S111 has logarithmic singularities at t = 0, which are removed by the prefactor relating
9
˜S111 and S111. It will be convenient to express these logarithms in ln(−q). We have
lim
t→0
(
e
ε
2 ln(−q)
∞
∑
j=0
ε j ˜S( j)111 (2, t)
)
= e
2ε ln
(
m2
µ2
)
−2
∞
∑
n=2
(−1)n
n ζnεn ∞∑
j=0
ε jS( j)111 (2,0) . (45)
Explicitly, we have for the lowest terms the asymptotic expansions
˜S(0)111 (2,0) = S
(0)
111 (2,0) ,
˜S(1)111 (2, t) ∼ S(1)111 (2,0)+
[
−1
2
ln(−q)+2ln
(
m2
µ2
)]
S(0)111 (2,0) ,
˜S(2)111 (2, t) ∼ S(2)111 (2,0)+
[
−1
2
ln(−q)+2ln
(
m2
µ2
)]
S(1)111 (2,0)
+
[
1
8 ln
2 (−q)− ln
(
m2
µ2
)
ln(−q)+2ln2
(
m2
µ2
)
−ζ2
]
S(0)111 (2,0) . (46)
6 The class of functions
In this section we present the class of functions needed to express our results. In particular we
are interested in the q-dependence of these functions. Let us start from known functions and let
us consider first the q-independent functions. Here we have the algebraic functions extended by
the multiple logarithms. We recall that the classical polylogarithms are defined by
Lin (x) =
∞
∑
j=1
x j
jn , (47)
and that the multiple polylogarithms are defined by
Lin1,n2,...,nk (x1,x2, ...,xk) =
∞
∑
j1=1
j1−1∑
j2=1
...
jk−1−1
∑
jk=1
x
j1
1
jn11
x
j2
2
jn22
...
x
jk
k
jnkk
. (48)
Let us now turn to the q-dependent functions: In previous publications [39,40] we already intro-
duced the following generalisation of the classical polylogarithm depending on three variables x,
y, q and two (integer) indices n, m:
ELin;m (x;y;q) =
∞
∑
j=1
∞
∑
k=1
x j
jn
yk
km q
jk. (49)
For the results of this paper we just need one more generalisation, given by
ELin1,...,nl;m1,...,ml;2o1,...,2ol−1 (x1, ...,xl;y1, ...,yl;q) =
=
∞
∑
j1=1
...
∞
∑
jl=1
∞
∑
k1=1
...
∞
∑
kl=1
x
j1
1
jn11
...
x
jl
l
jnll
yk11
km11
...
ykll
kmll
q j1k1+...+ jlkl
l−1
∏
i=1
( jiki + ...+ jlkl)oi
. (50)
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In addition we will use the shorthand notation
ELi~n;~m;~o (~x;~y;q) = ELin1,...,nl;m1,...,ml;2o1,...,2ol−1 (x1, ...,xl;y1, ...,yl;q) , (51)
where the vectors~x,~y,~n and ~m have l entries, while the vector~o has (l−1) entries. In this paper
the entries of~o will always be even numbers and it is therefore convenient to use the convention
~o= (2o1, ...,2ol−1). There is no need to include a l-th entry in the vector~o, the effect of including
2ol can be re-absorbed by n′l = nl +ol and m′l = ml +ol .
7 The integration algorithm
Let us consider the differential equation
L(0)2 F(t) = µ
2I(t), (52)
where the differential operator L(0)2 is defined in eq. (32). Let us fix the boundary conditions at
the value t0. The full solution can be written as
F (t) = C1 (t0)ψ1 (t)+C2 (t0)ψ2 (t)+Fspecial (t, t0) . (53)
The special solution Fspecial (t, t0) satisfies
Fspecial (t0, t0) = 0. (54)
The integration constants are determined from the boundary conditions. The special solution
Fspecial (t, t0) is given by
Fspecial (t, t0) = µ2
t∫
t0
dt1
I(t1)
p2(t1)W (t1)
[−ψ1(t)ψ2(t1)+ψ2(t)ψ1(t1)] . (55)
There are two alternative representations for Fspecial(t), which will be useful [39]. We have
Fspecial (t, t0) = −ψ1
pi
q∫
q0
dq1
q1
q1∫
q0
dq2
q2
µ2ψ1(q2)3
pip2(q2)W (q2)2
I(q2)
= −ψ1
pi
1
2i
∞
∑
j=1
∞
∑
k=1
q∫
q0
dq1
q1
q1∫
q0
dq2
q2
(
r
j
3− r− j3
)
k2 (−1)k (−q2) jk I(q2). (56)
We would like to fix the boundary values at t = 0. However, since ˜S111 has logarithmic singular-
ities at t = 0, this is not directly possible. We first consider the boundary values at a small, but
finite value t = t0 (or equivalently q = q0) and take the limit t0 → 0 (or equivalently q0 → 0) in
the end. Before taking the limit we are allowed to neglect any polynomials in t0 (or q0) and we
only need to keep logarithms of t0 (respectively logarithms of q0).
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Let us further mention a small technical detail: The homogeneous solutions are spanned by
ψ1 and ψ2, defined in eq. (18). For the case at hand it will be convenient to use instead of the
basis {ψ1,ψ2} the basis given by
ψ1, ψ1 ln(−q) (57)
in eq. (53).
Now let us specialise to ˜S( j)111(2, t). We have
L(0)2 ˜S
( j)
111(2, t) = −
6µ2
j! ln
j
((
t−m2)(t−9m2)
3m3
√
t
)
+
(
t +3m2
)4
4t (t−m2)(t−9m2)
˜S( j−2)111 (2, t),
(58)
with the convention that ˜S( j)111(2, t) = 0 for j < 0. The inhomogeneous term splits into two parts
I(t) = I( j)a (t)+ I
( j)
b (t), (59)
with
I( j)a (t) = − 6j! ln
j
((
t−m2)(t−9m2)
3m3
√
t
)
,
I( j)b (t) =
(
t +3m2
)4
4µ2t (t−m2)(t−9m2)
˜S( j−2)111 (2, t). (60)
At each order j the inhomogeneous term I( j)a (t) gives a new contribution, while the inhomoge-
neous term I( j)b (t) yields an iterated integration of an already existing term of lower order.
In the next two sub-sections we will show that the integrations of I( j)a (t) and I( j)b (t) can be
done within the class of functions defined in section 6.
7.1 Integration of I( j)a (t)
We first consider the integration of I( j)a (t):
˜S( j,a)111 = −
ψ1
pi
1
2i
∞
∑
j1=1
∞
∑
k1=1
q∫
q0
dq1
q1
q1∫
q0
dq2
q2
(
r
j1
3 − r− j13
)
k21 (−1)k1 (−q2) j1k1 I( j)a (t), (61)
where I( j)a (t) is given in eq. (60). The q-expansion of the logarithm is given by
ln
((
t−m2)(t−9m2)
3m3
√
t
)
=−1
2
ln(−q)+12ELi1;0 (−1;1;−q) (62)
12
+ELi1;0 (r3;−1;−q)+ELi1;0
(
r−13 ;−1;−q
)
−3ELi1;0 (r3;1;−q)−3ELi1;0
(
r−13 ;1;−q
)
.
Taking the j-th power of eq. (62), we see that the integration is of the form
q∫
q0
dq1
q1
q1∫
q0
dq2
q2
lnk (−q2)ELi0;−2 (x0;y0;−q2)
j−k
∏
l=1
ELi1;0 (xl;yl;−q2) =
−q∫
−q0
dq1
q1
q1∫
−q0
dq2
q2
lnk (q2)ELi0;−2 (x0;y0;q2)
j−k
∏
l=1
ELi1;0 (xl;yl;q2) . (63)
The basic integral is (with n ∈ N, k ∈ N0)
∫ dq
q
qn lnk (q) =
k
∑
r=0
(−1)r k!
(k− r)!
qn
nr+1
lnk−r (q) . (64)
Each logarithm is always accompanied by a positive power of q. This allows us to take the limit
q0 → 0 without any problems. We obtain for k < j
q∫
0
dq1
q1
q1∫
0
dq2
q2
lnk (−q2)ELi0;−2 (x0;y0;−q2)
j−k
∏
l=1
ELi1;0 (xl;yl;−q2) =
=
k
∑
r=0
(−1)r (r+1)k!
(k− r)! ln
k−r (−q)
×ELi0,1,...,1;−2,0,...,0;4+2r,0,...,0
(
x0,x1, ...,x j−k;y0,y1, ...,y j−k;−q
)
. (65)
In the special case k = j we simply have
q∫
0
dq1
q1
q1∫
0
dq2
q2
lnk (−q2)ELi0;−2 (x0;y0;−q2) =
=
k
∑
r=0
(−1)r (r+1)k!
(k− r)! ln
k−r (−q)ELi2+r;r (x0;y0;−q) . (66)
Eq. (65) and eq. (66) show that the integrations related to I( j)a (t) always stay within our class of
functions.
7.2 Integration of I( j)b (t)
Let us now consider the integration of I( j)b (t):
˜S( j,b)111 = −
ψ1
pi
q∫
q0
dq1
q1
q1∫
q0
dq2
q2
µ2ψ1(q2)3
pip2(q2)W (q2)2
I( j)b (q2), (67)
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where I( j)b (q) is given in eq. (60) and involves the lower-order terms ˜S
( j−2)
111 (2, t). The function
˜S( j−2)111 (2, t) contains always a prefactor ψ1/pi and it is convenient to write
˜S( j−2)111 (2, t) =
ψ1
pi
˜E( j−2)111 (2,q) . (68)
Let us define the integration kernel
H(q) = − µ
2ψ31
pip2W 2
(
t +3m2
)4
4µ2t (t−m2)(t−9m2)
ψ1
pi
. (69)
˜S( j,b)111 is then given by
˜S( j,b)111 =
ψ1
pi
q∫
q0
dq1
q1
q1∫
q0
dq2
q2
H (q2) ˜E
( j−2)
111 (2,q2) . (70)
The integration kernel has the q-expansion
H =
1
4
{
1−2
√
3i
[
ELi0;0 (r3;1;−q)−ELi0;0
(
r−13 ;1;−q
)]}4
. (71)
The terms in ˜E( j−2)111 (2,q) are of the form (with k ∈ N0 and l ∈ N0)
lnk (−q)ELin1,n2,...,nl;m1,m2,...,ml;2o1,2o2,...,2ol−1 (x1,x2, ...,xl;y1,y2, ...,yl;−q) , (72)
including the case l = 0, in which case eq. (72) reduces to
lnk (−q) . (73)
The integration we have to do is given by
I =
q∫
q0
dq1
q1
q1∫
q0
dq2
q2
lnk (−q2)
(
p
∏
t=1
ELi0;0 (xt ;yt ;−q2)
)
×ELinp+1,...,np+l;mp+1,...,mp+l;2op+1,...,2op+l−1
(
xp+1, ...,xp+l;yp+1, ...,yp+l;−q2
)
, (74)
with p ∈ {0,1,2,3,4}. Let us first consider the case (p, l) 6= (0,0). In this case each logarithm is
accompanied by a positive power of q and we may take the limit q0 → 0 without any problems.
We obtain
I =
k
∑
r=0
(−1)r (r+1)k!
(k− r)! ln
k−r (−q)ELi~n;~m;~o
(
x1, ...,xp+l;y1, ...,yp+l;−q
)
, (75)
where
~n = (0,0, ...,0︸ ︷︷ ︸
p
,np+1, ...,np+l),
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~m = (0,0, ...,0︸ ︷︷ ︸
p
,mp+1, ...,mp+l),
~o = (4+2r,0, ...,0︸ ︷︷ ︸
p−1
,2op+1, ...,2op+l−1). (76)
This leaves the case (p, l) = (0,0). In this case we have to keep the q0-dependence. The integral
is rather simple and we have
q∫
q0
dq1
q1
q1∫
q0
dq2
q2
lnk (−q2) = 1
(k+1)(k+2)
[
lnk+2 (−q)− lnk+2 (−q0)
]
− 1
(k+1) ln
k+1 (−q0) [ln(−q)− ln(−q0)] . (77)
Again we see that all integrations can be carried out within our class of functions.
At this point a few comments on the ln(−q)-terms and ln(−q0)-terms are in order: The
ln(q0)-terms from eq. (77) will cancel with the corresponding ln(q0)-terms from the integration
constants C1 and C2 appearing in eq. (53). The ln(−q)-terms remain in the result for ˜S( j)111. They
are removed by the prefactor of eq. (34), once we convert to S( j)111.
8 Conclusions
In this paper we have shown, that the Laurent expansion around D = 2−2ε space-time dimen-
sions of the two-loop sunrise integral with equal non-zero masses can be computed to arbitrary
order in the dimensional regularisation parameter ε. We have defined a class of transcendental
functions and we have shown that all results can be expressed within this class of functions.
The class of functions includes the multiple polylogarithms, which are functions associated to
a punctured Riemann surface of genus zero. The new additional functions are associated to an
algebraic variety consisting of a punctured Riemann surface of genus one and a punctured Rie-
mann surface of genus zero. We provided an algorithm which allows us to express an arbitrary
order of the ε-expansion of the two-loop sunrise integral with equal non-zero masses in terms of
these functions. We expect these functions to be useful for other Feynman integrals as well.
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A Explicit results
In this appendix we give the explicit results for the first three terms of the ε-expansion of
S111(2, t). In order to write the results in a compact form we introduce specific linear com-
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binations of the functions defined in section 6. We define a prefactor cn and a sign sn, both
depending on an index n by
cn =
1
2
[(1+ i)+(1− i)(−1)n] =
{
1, n even,
i, n odd, sn = (−1)
n =
{
1, n even,
−1, n odd. (78)
At depth 1 we define the linear combinations
En;m (x;y;q) = (79)
=
cn+m
i
[(
1
2
Lin (x)+ELin;m (x;y;q)
)
− sn+m
(
1
2
Lin
(
x−1
)
+ELin;m
(
x−1;y−1;q
))]
.
More explicitly, we have
En;m (x;y;q) = (80)
=


1
i
[1
2Lin (x)− 12Lin
(
x−1
)
+ELin;m (x;y;q)−ELin;m
(
x−1;y−1;q
)]
, n+m even,
1
2Lin (x)+
1
2Lin
(
x−1
)
+ELin;m (x;y;q)+ELin;m
(
x−1;y−1;q
)
, n+m odd.
The functions En;m(x;y;q) can be thought of as elliptic generalisations of the Clausen and Glaisher
functions [40]. At higher depth we define functions
En1,...,nl;m1,...,ml;2o1,...,2ol−1 (x1, ...,xl;y1, ...,yl;q) (81)
as follows: If o1 = 0 we set
En1,...,nl;m1,...,ml;0,2o2,...,2ol−1 (x1, ...,xl;y1, ...,yl;q) =
En1;m1 (x1;y1;q)En2,...,nl ;m2,...,ml;2o2,...,2ol−1 (x2, ...,xl;y2, ...,yl;q) . (82)
For o1 6= 0 we set
En1,...,nl ;m1,...,ml;2o1,...,2ol−1 (x1, ...,xl;y1, ...,yl;q) =
q∫
0
dq1
q1
q1∫
0
dq2
q2
...
qo1−1∫
0
dqo1
qo1
(83)
[En1;m1 (x1;y1;qo1)−En1;m1 (x1;y1;0)]En2,...,nl;m2,...,ml;2o2,...,2ol−1 (x2, ...,xl;y2, ...,yl;qo1) .
The integrals are easily converted to sums. For example we have
E0,1;−2,0;4 (x1,x2;y1,y2;−q) = (84)
=
q∫
0
dq1
q1
q1∫
0
dq2
q2
[E0;−2 (x1;y1;−q2)−E0;−2 (x1;y1;0)]E1;0 (x2;y2;−q2)
=
1
i
{[
ELi2;0 (x1;y1;−q)−ELi2;0
(
x−11 ;y
−1
1 ;−q
)]
× 1
2
[
Li1 (x2)+Li1
(
x−12
)]
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+ELi0,1;−2,0;4 (x1,x2;y1,y2;−q)−ELi0,1;−2,0;4
(
x−11 ,x2;y
−1
1 ,y2;−q
)
+ELi0,1;−2,0;4
(
x1,x
−1
2 ;y1,y
−1
2 ;−q
)
−ELi0,1;−2,0;4
(
x−11 ,x
−1
2 ;y
−1
1 ,y
−1
2 ;−q
)}
.
Certain terms in the result at order ε j will be proportional to lower order terms. The factor of
proportionality is
L1;0 = −2ln
(
m2
µ2
)
−E1;0 (r3;−1;−q)+3E1;0 (r3;1;−q)−6E1,0 (−1;1;−q) . (85)
It is convenient to factor out the homogeneous solution and we write
S( j)111 (2, t) =
ψ1
pi
E( j)111 (2,q) . (86)
We now present the explicit results for the functions E( j)111(2,q) for j ∈ {0,1,2}. We have
E(0)111 = 3E2;0 (r3;−1;−q) ,
E(1)111 = 3E3;1 (r3;−1;−q)+3E0,1;−2,0;4 (r3,r3;−1,−1;−q)−9E0,1;−2,0;4 (r3,r3;−1,1;−q)
+18E0,1;−2,0;4 (r3,−1;−1,1;−q)+ 32i
{
−2Li2,1 (r3,1)−2Li3 (r3)+2Li2,1
(
r−13 ,1
)
+2Li3
(
r−13
)
+6Li1 (−1)
[
Li2 (r3)−Li2
(
r−13
)]}
+L1;0E
(0)
111,
E(2)111 =
9
4
E4;2 (r3;−1;−q)+108E2,0,0,0,0;0,0,0,0,0;4,0,0,0 (r3,r3,r3,r3,r3;−1,1,1,1,1;−q)
+108SE0,0,0,0;0,0,0,0;4,0,0 (r3,r3,r3,r3;1,1,1,1;−q) 12i
[
Li2 (r3)−Li2
(
r−13
)]
+3E0,1;−2,0;6 (r3,r3;−1,−1;−q)−9E0,1;−2,0;6 (r3,r3;−1,1;−q)
+18E0,1;−2,0;6 (r3,−1;−1,1;−q)
+
27
2
E0,1,1;−2,0,0;4,0 (r3,r3,r3;−1,1,1;−q)−9E0,1,1;−2,0,0;4,0 (r3,r3,r3;−1,−1,1;−q)
+
3
2
E0,1,1;−2,0,0;4,0 (r3,r3,r3;−1,−1,−1;−q)−54E0,1,1;−2,0,0;4,0 (r3,r3,−1;−1,1,1;−q)
+18E0,1,1;−2,0,0;4,0 (r3,r3,−1;−1,−1,1;−q)+54E0,1,1;−2,0,0;4,0 (r3,−1,−1;−1,1,1;−q)
+
3
2i
{
4Li2,1,1 (r3,1,1)−2Li3,1 (r3,1)+ 14Li4 (r3)−4Li2,1,1
(
r−13 ,1,1
)
+2Li3,1
(
r−13 ,1
)
−1
4
Li4
(
r−13
)
+6Li1 (−1)
[
−2Li2,1 (r3,1)−Li3 (r3)+2Li2,1
(
r−13 ,1
)
+Li3
(
r−13
)]
+18(Li1 (−1))2
[
Li2 (r3)−Li2
(
r−13
)]}
+ζ2 12i
[
Li2 (r3)−Li2
(
r−13
)]
+L1;0E
(1)
111−
1
2
(L1;0)2 E
(0)
111 +ζ2E(0)111. (87)
In the expression for E(2)111 we used in addition the abbreviation
SE0,0,0,0;0,0,0,0;4,0,0 (r3,r3,r3,r3;1,1,1,1;−q) = E0,0,0,0;0,0,0,0;4,0,0 (r3,r3,r3,r3;1,1,1,1;−q)
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+
1
2i
[
Li0 (r3)−Li0
(
r−13
)]
E0,0,0;0,0,0;4,0 (r3,r3,r3;1,1,1;−q)
−1
4
[
Li0 (r3)−Li0
(
r−13
)]2
E0,0;0,0;4 (r3,r3;1,1;−q)
− 18i
[
Li0 (r3)−Li0
(
r−13
)]3 1
i
[
ELi2;2 (r3;1;−q)−ELi2;2
(
r−13 ;1;−q
)]
. (88)
The function SE is symmetric in the four four-tuples (ni,mi,xi,yi) = (0,0,r3,1).
We have verified analytically the correctness of these results by re-inserting the results into
the original differential equation. In addition we verified numerically the results by comparing
with the program sector_decomposition [48].
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