How to reduce the costly cross-rack data transferring is challenging in improving the performance of MapReduce platforms. Previous schemes mainly exploit the data locality in the Map phase to reduce the cross-rack communications. However, the Map locality based schemes may lead to highly skewed distribution of Map tasks across racks in the platform, resulting in serious load imbalance among different cross-rack links during Shuffling. Recent research results show that the slow Shuffling is the root cause of the MapReduce performance degradation. Very limited work has been done for speeding up the Shuffle phase. A notable scheme leverages the principle of the power of choice to balance the network loads on different cross-rack links during Shuffling for a specific type of sampling applications, where processing a random subset of the large-scale data collection is sufficient to derive the final result. The scheme launches a few additional tasks to offer more choices for task selection during Shuffling. However, such a scheme is designed for sampling applications and not applicable to general applications, where all the input data instead of a random subset is processed. In this work, we observe that with high Map locality, the network is mainly saturated in Shuffling but relatively free in the Map phase. A little sacrifice in Map locality may greatly accelerate Shuffling. Based on this, we propose a novel scheme called Shadow for Shuffle-constrained general applications, which strikes a trade-off between Map locality and Shuffling load balance. Specifically, Shadow iteratively chooses an original Map task from the most heavily loaded rack and creates a duplicated task for it on the most lightly loaded rack. During processing, Shadow makes a choice between an original task and its replica by efficiently pre-estimating the job execution time. We conduct extensive experiments to evaluate the Shadow design. Results show that Shadow greatly reduces the cross-rack skewness by 36.6% and the job execution time by 26% compared to existing schemes.
INTRODUCTION
S INCE the emergence of big data applications [1] [2] [3] [4] [5] , MapReduce [6] has become a popular framework for large-scale data processing in industry [7] [8] [9] . MapReduce leverages a distributed parallel processing model which contains three phases: Map, Shuffle, and Reduce (see Fig. 2 ). In the Map phase, Map tasks read the input data, process the raw data, and then store the generated intermediate data on local disks. During the Shuffle phase, the generated intermediate data is transferred to Reduce tasks through the system network. In the Reduce phase, Reduce tasks process the intermediate data received during the Shuffle phase and produce the final results. Recent research results show that the data transferring commonly becomes the performance bottleneck during the job execution on MapReduce platforms. For example, Chowdhury et al. [10] show that the data transferring consumes more than 50% of the job execution time for MapReduce applications. They illustrate that the costly cross-rack data transferring is the root cause of MapReduce performance degradation due to the fact that the speed of cross-rack data transferring is often 5-20 times slower than that of the intra-rack data transferring [11, 12] . Therefore, how to efficiently reduce the cross-rack data transferring becomes the key issue to improve the performance of MapReduce platforms.
To reduce the cost of cross-rack data transferring, a straightforward scheme is to exploit the data locality for Map tasks [6] . Such a scheme assigns Map tasks as local as possible to machines hosting their input data to avoid the potential cross-rack data transferring during the Map phase. Specially, during the task scheduling, the system assigns a Map task to the machine with its required input data if the machine has available computation slots; otherwise the system assigns the Map task to a random machine having available computation slots. It is clear that such a scheme may achieve poor data locality for Map tasks because of the diversity of real system workloads. To achieve better data locality for Map tasks, Zaharia et al. [13] propose the delay scheduling scheme, which allows a Map task to refuse a scheduling opportunity if the selected machine has no relevant input data. Instead, the Map task waits a short time for another scheduling opportunity when the selected machine has both relevant input data and available slots. The waiting time of Map tasks may greatly increase the scheduling time of applications, especially under heavy system workloads [14] . Moreover, such a scheme may lead to skewed distribution of Map tasks across racks [7, 15] in the platform.
Simply exploiting the data locality during the Map Since the processing time consumed by the Shuffle phase is determined by the slowest link, such a scheme greatly degrades the MapReduce performance. In Fig. 1 , we examine the processing time of several popular applications and the real traces collected from Facebook clusters. We execute the jobs in a cluster containing 52 servers. We deploy the servers into four racks and the aggregation bandwidth across racks is 1 Gbps. The input data for TeraSort, Ranked-Inverted-Index, and WordCount are around 120GB. When running Word-Count, we do not set combiners. We run 50 jobs from Facebook traces [17] and compute the average time of the three phases. More detailed configuration can be found in Section 5. We plot the breakdown of the processing time of the three MapReduce phases. The results reveal that the Shuffle phase takes up more than 40% of the job execution time for all the workloads. The results are in good agreements with those by Ahmad et al. [14, 18] , which show that 20% to 60% jobs of commercial applications deployed on top of MapReduce platforms are identified as Shuffleheavy jobs.
However, very limited work has been done to address the bottleneck of the Shuffle phase. The notable exceptions include the ShuffleWatcher designed by Ahmad et al. [14] and the KMN scheme proposed by Venkataraman et al. [15] . ShuffleWatcher [14] monitors the network loads in a cluster to achieve better task scheduling. When the network becomes saturated, ShuffleWatcher only schedules Map tasks to process the input data and instantaneously pauses the Shuffle phase. When the network capacity becomes available, the system resumes Shuffling and schedules Reduce tasks to consume the intermediate data. ShuffleWatcher balances the network loads in a cluster at different time yet ignores the load imbalance among different cross-rack links, which is the root cause of the inefficient Shuffling [15] . The KMN scheme [15] balances the network loads of different links for the specific kind of sampling applications. In sampling applications, processing a random subset of the large-scale data collection is sufficient to derive the final result [19] . Specially, the KMN scheme schedules a small number of additional Map tasks as well as the original Map tasks for the required sampling set of the entire collection. Thus, the KMN scheme offers more choices for tasks to be selected during Shuffling. With additional Map tasks, the KMN scheme [15] can dynamically choose the intermediate data of a fraction of Map tasks to obtain the lowest skewness of cross-rack communications during Shuffling. However, the KMN scheme is designed for sampling applications while it is not applicable to general applications.
Different from the sampling application addressed by the KMN scheme, a general MapReduce application commonly needs to process all the input data [6] . Given a MapReduce job with a number of N splits of input data, assuming that we launch two candidate Map tasks for each split. In order to correctly execute the MapReduce job, we need to select one Map task for each split, resulting in a number of 2 N possible choices. Intuitively, we can leverage the principle of the power of choice [20] to achieve the best selection that minimizes the skewness of cross-rack communications during Shuffling. However, such a straightforward strategy is inefficient due to the costly resource consumption, this may incur a potential long task selection time especially for a large number of splits. To obtain efficient utilization of the principle of the power of choice, we have to answer two fundamental questions: (i) "which Map tasks need additional replicas?" and (ii) "how to quickly choose the optimal task set to minimize the job execution time?".
To address the above problem, in this paper we propose the Shadow design, which strikes a trade-off between Map locality and Shuffling load balance. Shadow contains a task duplication phase and a task selection phase. In the task duplication phase, Shadow repeatedly identifies the rack with the heaviest Map task workloads and dynamically launches a duplicated Map task on the most lightly loaded rack. Such a procedure continues until it achieves balanced loads of intermediate data, i.e., balanced number of Map tasks, across different racks. With only a small number of duplicated tasks, we can make the loads well balanced across racks during Shuffling the intermediate data. In the task selection phase, Shadow selects either the original Map task or its replica by preestimating their effects on the job execution time. As only a few duplicated tasks need to be launched, very slight cost for task selection is sufficient in the Shadow design.
We implement Shadow on top of Hadoop [16] and conduct comprehensive experiments to evaluate the performance of this design using large-scale traces collected from real world systems. Results show that Shadow greatly reduces the cross-rack skewness by 36.6% and the job execution time by 26% compared to existing schemes.
In summary, this work has the following contributions:
• We propose a novel MapReduce task scheduling scheme to effectively avoid the bottleneck during Shuffling by balancing the cross-rack communications. The rest of this paper is organized as follows. Section 2 introduces the background and the related work. Section 3 illustrates the formalization of our problem. Section 4 presents the Shadow design. We present our evaluation methodology in Section 5 and evaluate our design in Section 6. We conclude the paper in Section 7.
BACKGROUND AND RELATED WORK
In this section, we briefly introduce the background of the MapReduce model. We show that the cross-rack data transferring is the performance bottleneck of the job execution of MapReduce applications. Thereafter, we review the related work.
Bottleneck of Cross-rack Data Shuffle
MapReduce [6] is a distributed parallel processing model inspired by the functional language. Figure 2 illustrates the processing model of MapReduce. The Map phase processes input data and produces intermediate data with task parallelism. The Shuffle phase delivers the generated intermediate data in the Map phase to the subsequent Reduce phase. The Reduce phase processes the received intermediate data and outputs the results.
The input data of a MapReduce application is commonly divided into a large number of splits [21] and stored in the distributed file systems such as HDFS [22] and GFS [23] (e.g., each split is 64MB in size by default in HDFS). Map tasks read input data splits from the distributed file system and process the splits in parallel. If a Map task and its input data split reside in different racks, fetching the input data split will lead to costly cross-rack communications. After processing the input data splits, Map tasks will generate a large amount of intermediate data (in the form of key-value pairs) for future processing in the Reduce phase [24, 25] . Recent researches [7, 15] reveal that the number of Map tasks in different racks is often skewed. Accordingly, the amount of intermediate data across racks is skewed. Since the Shuffle phase follows an all-Map-to-all-Reduce communication style, the racks with more Map tasks may transfer more intermediate data, leading to imbalanced network loads on different cross-rack links. Figure 3 shows an example of skewed cross-rack data transferring. The thicker arrow indicates that a larger amount of data is transferred through the link of the rack with heavier loads of Map tasks. Obviously, the uplink of Rack 3 may become a bottleneck and severely sacrifice the Shuffle performance. Reduce tasks receive the intermediate data generated by Map tasks, process the intermediate data, and finally store the results to HDFS [22] . Indeed, Chowdhury et al. [10] find that data transferring consumes more than 50% of the job execution time for real applications on MapReduce platform. Since the speed of cross-rack data transferring is often 5-20 times slower than that of intra-rack data transferring [11, 12] , the crossrack data transferring time of Map and Shuffle may dominate the execution time of MapReduce jobs.
Related Work
The costly cross-rack data communications lead to prohibitively long execution time of MapReduce jobs [12, 13, 15, [26] [27] [28] . Recently, how to efficiently reduce the crossrack data transferring has attracted much research efforts. Existing schemes can be divided into two types: Mapbased schemes [13, 29, 30] and Shuffle-based schemes [7, 14, 15, 27, [31] [32] [33] [34] .
The Map-based schemes aim to reduce the crossrack data transferring of Map phase by scheduling Map tasks to machines or racks containing the needed input data splits. With the Map-based scheme, a Map task can achieve local semantic, i.e., it performs the computation locally with no needs to fetch the input data across racks [6] . By default, Hadoop [16] schedules a Map task to a random rack with idle computation slots if the rack hosting its input data split is overloaded. Such a simple scheme may have poor locality for many Map tasks in the presence of heavy system workloads. To achieve better data locality for Map tasks, Zaharia et al. propose the Delay Scheduling scheme [13] , which allows a Map task to postpone the assignment issued by the scheduler and wait for future assignment with better data locality. That is to say, if the currently assigned machine has no relevant input data, the Map task refuses the assignment and waits for another better opportunity with local input data. The waiting time of a Map task is mainly determined by Fig. 3 : MapReduce bottleneck of cross-rack data shuffle the loads of the rack with the required data split. Thus, the task scheduling time can be greatly increased when the cluster is heavily loaded. Moreover, only considering the data locality for Map tasks has limited effect since cross-rack data transferring mainly happens in the Shuffle phase [14, 15, 31, 35] . Shadow takes both Map and Shuffle phase into account and propose a better task scheduling strategy.
Another kind of schemes focuses on optimizing crossrack data transferring in the Shuffle phase. As the total amount of data to transfer is fixed for a job, Hammoud et al. [31] attempt to minimize the cross-rack communications by maximizing intra-rack data transferring for Reduce tasks in the Shuffle phase. Specifically, they assign Reduce tasks to a rack in proportional to the number of Map tasks in the rack (i.e., scheduling more Reduce tasks to the rack with more Map tasks). As a large fraction of Reduce tasks are assigned to racks with most intermediate data, a large amount of data are transferred inside racks and thus the cross-rack transferring is reduced. However, in practice a rack with a lot of Map tasks may not have enough slots to run a lot of Reduce tasks simultaneously. Shadow uses duplicated Map tasks to balance cross-rack traffic and is more applicable.
Ahmad et al. [14] propose a scheme called Shuffle-Watcher, which monitors the network loads in a cluster. When the network congestion occurs, it starts to solely schedule Map tasks for input data processing. Otherwise, the system schedules new Reduce tasks which may launch intensively intermediate data transferring. Shuf-fleWatcher balances the utilization of resources of computation and networking. However, the load imbalance on different cross-rack links remains unsolved, which is the primary cause of unacceptable long Shuffle time. Shadow mitigates slow cross-rack links by a few additional tasks.
Venkataraman et al. propose the KMN scheme to reduce the Shuffling traffic for a specific type of sampling applications. For a sampling MapReduce job, only a subset of input data is enough to derive the final results. Based on this observation, KMN [15] schedules a few additional Map tasks to provide more choices for task selection. Specifically, for a job requiring a number of K Map tasks, the scheme first launches K Map tasks and then launches an additional small number of M -K (M > K) Map tasks based on Map locality. As selecting any K Map tasks out of the launched M tasks is sufficient to derive the final result for the sampling application, there are M K choices. Based on this observation, Venkataraman et al. select the set of Map tasks which achieve the minimum cross-rack skewness during Shuffling [15] . In the KMN scheme, the additional M -K Map tasks are randomly distributed, so the additional tasks may be launched on the heavily loaded rack. Tasks launched on the heavily loaded rack will worsen the skewed distribution of Map tasks. This makes the previous effort in vain and leads to low resource utilization. More importantly, their design is only suitable for sampling applications. In contrast, Shadow only launches duplicated tasks that can reduce cross-rack skewness and is applicable to general applications.
Based on the observation that 40% MapReduce jobs are recurring jobs, whose input data can be pre-placed, Jalaparti et al. propose the Corral scheme [27] which schedules the recurring jobs and the involved input data into the same subset of racks. Although Corral can reduce cross-rack data transferring in both Map and Shuffle phase, it is poor in fault tolerance and a lot of input data needs to be transferred across racks if different jobs share the same input data sets. Zhu et al. [9] propose both preemptive and non-preemptive algorithms to minimize job makespan and total completion time. However, it is an offline job-level scheduler. Shadow is a task-level scheduler and it makes scheduling decisions according to cluster status in real time.
Instead of task scheduling, some work focuses on other aspects of Shuffle optimization. Liang et al. propose BAShuffler [32] for scheduling network flows to improve utilization of the network bandwidth during Shuffling. Since the network bandwidth is fully exploited and intermediate data is transferred at a high speed, Shuffle performance is optimized and job execution time can be reduced. Rao [36] , Riffle [38] does not need to modify the file system and provides high fault tolerance. Fu et al. propose SCache [39] , a Shuffle management framework. It decouples Shuffle from Map and Reduce tasks. Once a Map task finishes computation, the slot can be released. It pre-fetches the intermediate data before Reduce tasks are launched. Therefore, both CPU and network resources can be fully utilized. They have looked at either scheduling flows or providing better file management frameworks. Since Shadow focuses on task scheduling, these techniques are orthogonal to our work.
There are some work [40, 41] arguing that network is irrelevant to the big data application performance. Ousterhout et al. [40] point out that network optimizations can only reduce job execution time by at most 2%. They state that serializing objects into bytes takes a lot of time while the real network transfer time is low. However, Trivedi et al. [42] refute the statement. They find that the network matters a lot when it is under 10 Gbps. Increasing the network from one to 10 Gbps can reduce the job execution time by half. Despite the bandwidth of data center networks grows fast [43] , cross-rack bandwidth is still 5-20 times lower than the intra-rack bandwidth [14, 15] and is usually one Gbps [44] . Roy et al. [45] study the network traffics in Facebook datacenters. They find that in Facebook's Hadoop cluster, more than 80 percent network traffics are not rack-local. Thus optimizing crossrack transfers is non-trivial. Shadow improves big data analysis performance by balancing cross-rack transfers.
PROBLEM STATEMENT
In this section, we formalize the load balance problem among different cross-rack links in detail.
Suppose we have a job containing s + t tasks, s among which are Map tasks, i.e., M = {m 1 , m 2 , ..., m s }, and t are Reduce tasks, i.e., R = {r 1 , r 2 , ..., r t }. After the job is submitted to the cluster, the task scheduler will schedule them to different nodes and racks. During Shuffling, the set of s Map tasks transfer their output data to the set of t Reduce tasks, generating cross-rack communication. Once the task scheduling is determined, the loads to transfer across different cross-rack links are fixed. We denote the maximum and minimum loads on cross-rack links as load max and load min , respectively. Definition 1. The degree of imbalanced loads among different cross-rack links is the ratio of load max to load min , called Skew,
.., o s } represent the output sizes of s Map tasks. Assume that tasks are distributed on n racks D = {d 1 , d 2 , ..., d n }. In order to show detailed task distribution, we use x ij and y ij to denote whether task m i and r i are assigned to rack d j or not, i.e.,
We use L = {l d1 , l d2 , ..., l dn } and H = {h d1 , h d2 , ..., h dn } to denote the numbers of Map and Reduce tasks on different racks, respectively. Then, we have
For rack d j , we define the network loads during Shuffling on its uplink and downlink as C up dj and C down dj . Map tasks in rack d j need to transfer the intermediate data to Reduce tasks in other racks while Reduce tasks in it need to pull their inputs from Map tasks in other racks. Since Shuffling follows an all-to-all communication style, every Reduce task needs to retrieve intermediate from every Map task. We can consider that the amount of data rack d j need to transfer in and out is in proportion to the number of Reduce tasks in and out of it. Therefore, we can have
For a cluster, the amount of loads on the most heavily loaded link can be represented as
while the amount of loads on the most lightly loaded link is
According to Eq.(1), Eq. (8), and Eq.(9), we have
High Skew denotes high degree of imbalanced loads on different cross-rack links. One possible way to reduce Skew is to move Reduce tasks to a rack in proportion to the number of Map tasks in it. However, a rack with a lot of Map tasks may not have enough slots to run a lot of Reduce tasks at the same time. Meanwhile, the perfect number of Reduce tasks may not be an integer. If we assume the Map distribution is fixed, the Reduce tasks cannot be scheduled perfectly in proportion to the number of Map tasks in the racks. Thus, shuffle traffic skewness will be hard to alleviate.
Inspired by sampling applications, we can launch more than one Map tasks for an input split to offer more choices for task scheduling. As aforementioned, randomly launching and picking duplicated tasks lead to long job execution time. Hence, our objective is to find a novel task scheduling scheme that can determine (1) which Map tasks need additional replicas, (2) where to launch duplicated tasks for them, and (3) how to quickly choose the optimal task set to minimize the job execution time.
SHADOW DESIGN
In this section, we first present the overview of our Shadow design. Then, we present the Shadow scheme of task duplication and selection.
Overview
As aforementioned, atop the MapReduce platform, data transferring may be the performance bottleneck during job execution. Both the speed of data transferring and the imbalanced loads on different cross-rack links can affect the performance of data transferring. Since the data transferring speed is constrained by limited link capacity, how to balance the loads across different links becomes vitally important [46, 47] . In practice, the cluster network is mainly saturated in the Shuffle phase while relatively free in the Map phase because Map tasks can easily achieve data locality. The basic idea of our design is to speed up the Shuffle phase by slightly sacrificing the data locality in the Map phase. To address the challenge of selecting a proper number of Map tasks to compromise the data locality for obtaining the best benefit of overall job execution time, our Shadow design leverages the principle of the power of choice [20] . Shadow elaborately targets a Figure 4 shows the Shadow architecture in more detail. After submitting a job to the cluster, the task scheduler pre-assigns Map tasks of the job to different nodes based on their data locality. After the pre-assign process, Shadow decides whether to balance the network loads according to the pre-schedule performance. Only if the data transferring loads are out of balance, Shadow starts the following task duplication and selection phases. The task duplication phase will launch replicas for a proper number of tasks. Specifically, Shadow repeatedly duplicates a task from the most heavily loaded rack to the most lightly loaded rack until achieving a balanced network usage. It is not difficult to find that the duplicated tasks can significantly balance network loads across racks during Shuffling. Since the duplicated tasks may read their input data from remote racks, we have to delicately make a choice between the duplicated task and its original task. In the Shadow design, the task selection phase chooses the optimal task set to minimize the job execution time. Mathematically, supposing we replicate a number of N duplicated tasks, we have a number of 2 N possible choices among duplicated tasks and original tasks. To avoid the costly task selection, we propose a job execution time pre-estimating model for the task selection phase. With the model, Shadow selects the duplicated task that can reduce the job execution time. We describe the two phases in more detail as bellow.
Task Duplication
In this section, we first translate the problem into a solvable one. Then, we show how the job execution time can benefit from duplicated tasks and present our algorithm.
The metric Skew proposed in Section 3 reflects the exact load imbalance in a cluster. However, we cannot know exact o i when scheduling Map tasks. Since one Map task corresponds to one input data split and the sizes of different input data splits are the same (see Section 2.1), we can assume output sizes of different Map tasks are roughly the same and use the number of transfers on different links to denote the load imbalance. According to Eq.(1) to Eq.(10), we have the following equation. 
For rack d j , it contains a number of l dj Map tasks, which would transfer the intermediate data to a number of t − h dj Reduce tasks outside it. Accordingly, data transferring on the uplink of rack d j is l dj * t − h dj . Meanwhile, h dj Reduce tasks inside rack d j need to pull data from s − l dj Map tasks outside it, which generates an amount of h dj * s − l dj data to transfer on the downlink of rack d j . Figure 5 illustrates how the duplicated Map tasks play the role of balancing the network loads. In Fig. 5(a) , the splits of input data are distributed among all racks. To guarantee Map locality, the task scheduler commonly assigns Map tasks to nodes containing their splits while randomly assigns Reduce tasks to nodes. We can see that the transferring workloads of the most heavily loaded link is six, while that of the most lightly loaded link is one (we only consider the links in use). Thus, the cluster Skew is six (6/1). Considering the situation in Fig. 5(b) , if we select the Map task M 3 for duplicating and add an additional Map task M 3 in rack 2, we can reduce the amount of loads on the most heavily loaded link to four by shifting a number of two to the link of rack 2. The cluster Skew after the duplication becomes four (4/1), achieving an improvement of 33.3%. By elaborately exploiting Map tasks for duplicating and making choices among the original Map tasks and the duplicated Map tasks, there is opportunity to balance the network loads among different cross-rack links.
In practice, we only schedule Reduce tasks to racks containing their corresponding Map tasks. When scheduling Reduce tasks, the Round-Robin policy is shown to be optimal [15] . For a job, we first sort the racks in descending order by the number of its Map tasks contained in them. Then we launch Reduce tasks one by one starting from the first rack to the last. The assignment ensures that Reduce tasks are roughly evenly spread across racks with their input data. Meanwhile, the rack with more Map tasks is more likely to contain more Reduce tasks, which minimizes the cross-rack data transfers. Therefore the cluster Skew is dominated by the imbalance distribution of Map tasks. Thus, our objective is equivalent to balancing the number of Map tasks across racks.
As aforementioned, we have
We say that Map tasks are evenly distributed if the load of each rack equals to s n . Without loss of generality, we can sort all elements in L as follows,
We can find that the first i racks are heavily loaded racks compared to the other n − i racks. In this case, the Skew of the cluster is l d 1 l dn . Obviously, the optimal cluster Skew is one when Map tasks are evenly distributed across racks, i.e., each rack has a number of s n Map tasks. To achieve it, Shadow chooses a Map task from the most heavily loaded rack (d 1 ) and creates a replica for the task on the most lightly loaded rack (d n ) to reduce the cluster Skew.
However, the newly duplicated task may not optimize the job execution time because of the raised inter-rack communications generated by reading input data. We further exploit the characteristic of the duplicated storage in HDFS [22] . Typically, a data block in HDFS [22] always has a cross-rack replica. When choosing a Map task for duplicating, we first choose the task which has an input replica in the most lightly loaded rack. It can achieve data locality in the new rack and incurs zero network traffic during the Map phase. Once the duplicated task with data locality is launched, its original task can be removed to release resources. If all Map tasks in the most heavily loaded rack can not achieve data locality in the most lightly loaded rack, we randomly choose one for duplicating. By exploiting proper Map tasks for duplicating, we observe that some of the duplicated tasks need to read input data across racks and may prolong the Map time. To address the problem, Shadow makes a choice between the original Map task and its duplicated Map task according to a pre-estimated job execution time. We will discuss it in Section 4.3.
Algorithm 1 presents the process of task duplication in detail. Given an initial distribution of Map tasks, we first sort the racks in terms of the number of Map tasks on racks. We then randomly choose a Map task in the most heavily loaded rack and build a replica for it in the most lightly loaded rack. After duplicating, we decrease the number of Map tasks in the most heavily loaded rack by one while increase the number of Map tasks in the most lightly loaded rack by one. Then we re-sort the racks and repeat the above process until achieving a balanced load among racks. Shadow sets a threshold to limit the number of duplicated tasks. In practice, the system administrator can adjust the threshold according to the system resources utilization and job execution performance. Figure 6 illustrates an example of task duplication procedure in more detail. In Fig. 6(a) , the original task scheduler assigns tasks across racks, i.e., L = {4, 1, 1} and H = {1, 1, 1}. We can see that rack 1 is the most heavily loaded one while both rack 2 and rack 3 are lightly loaded. Shadow first chooses a Map task from rack 1, e.g., M 2 , and builds a duplication for it in rack 2. Then we see l 1 decreases to three and l 2 increases to two, resulting in L = {3, 2, 1}. Since rack 1 is still the most heavily loaded rack, the Shadow continues building another duplicated task in rack 3. Finally, we have L = {2, 2, 2}, which means a balanced load among racks. It is clear that utilizing the two duplicated tasks, Shadow can balance the communication loads through different cross-rack links and greatly reduce the cluster Skew from four (4/1) to one (2/2).
Algorithm 1 Shadow
1: Given: mapTasks -list with rack for each task 2: // Get number of map tasks in each rack 3: // Initialize 4: for task in mapTasks do 5: racksMapCount [task.rack] ++; 6: end for 7: // Duplicate tasks until map tasks are evenly distributed or duplicated task number reaches a threshold 8: do while (maxTask -minTask) > 1 and dupNum <= threshold 9: // Get the most heavily and lightly loaded racks 10: maxTask ← 0; minTask ← +∞;
11:
maxRackNum ← 1; minRackNum ← 1; 12: for rack in rackList do 13: if maxTask < racksMapCount [rack] then 14: maxTask // Duplicate a map task 23: duplicateTasks(maxRackNum, minRackNum); 24: racksMapCount [maxRackNum]--; maxTask--; 25: racksMapCount [minRackNum]++; minTask++; 26: dupNum++; 27: end while 
Notation Definition

B iu
The available bandwidth between rack i and u B i
The available uplink bandwidth of rack i D ij
The amount of data a duplicated task j in rack i needs to retrieve from its original rack u R j
The runtime of task j S i
The amount of intermediate data that rack i needs to transfer out T
The moment when all the original tasks finish T m
The time of Map phase T s
The time of Shuffle phase T t Total time of job execution
Task Selection
As analyzed above, using outputs of the newly duplicated tasks during Shuffling can greatly improve the performance of Shuffling. However, the launched duplicated tasks may need to read their input data through crossrack links in the Map phase (this may slow down the Map phase). To reduce the overall job execution time, the system needs to choose the proper set of duplicated tasks. Thus, the task selection phase of Shadow pre-estimates the time of Map and Shuffle phases of using different set of tasks. Based on the estimation, Shadow chooses the best set of tasks with the minimum job execution time. However, pre-estimating the job execution time is challenging because the space for task selection may be extremely large while the system has little information about the tasks before the job is completed. To achieve an accurate and efficient pre-estimation of job execution time, we build a mathematical model which is suitable for jobs with duplicated tasks. In the model, Shadow only estimates the time of Map phase and Shuffle phase, because the time of Reduce phase is constant regardless of whichever tasks are chosen. Table 1 summarizes the notations we use in the model. The notation D ij represents the input data volume the duplicated task j needs to read through the cross-rack link, which can be obtained from the system when the task is launched. Thus, D ij reflects the cross-rack traffic added in the Map phase. The available bandwidth B iu and B i can be monitored in practice [14] . In this paper, we monitor the task distribution and calculate the available bandwidth. The implementation detail can be found in Section 5. The notation R j quantifies the execution time of Map task j, excluding the time for the task to read input data from another rack. The notation S i is the total data volume that all the Map tasks in Rack i need to transmitting out in the Shuffle phase. It is also the crossrack traffic in the Shuffle phase. Fig. 7 : An example of task finish order When the MapReduce platform processes the jobs, Map tasks commonly do not finish simultaneously. Shadow exploits the feature about tasks finish order to achieve the precise estimation of task execution time. Figure 7 shows an example of the sequence of the finish time of the tasks. In this case, two out of five Map tasks have duplicated tasks, and the finish time of every task is marked by the arrows on the time-axis, where T is the finish time of the task M 5 . The duplicated task M 2 finishes before T while the duplicated task M 4 finishes after T . As aforementioned, a duplicated task can definitely balance network loads across racks compared to its original task. If a duplicated task finishes before T , Shadow chooses it directly since choosing such a duplicated task can benefit the later Shuffle phase without slowing down the Map phase. In the case of Fig. 7 , M 2 is directly chosen when it finishes. An early selection can reduce the overhead for estimating the job execution time because less tasks will be considered. Once Shadow chooses a duplicated task, the system can remove its original task to release the system resource.
The duplicated Map tasks need to fetch all their input data through cross-rack links before execution. Hence, any duplicated task is supposed to finish later than its original task. The execution time of the Map phase is at least T no matter whichever tasks are chosen for Shuffling. Since the duplicated tasks process the same input splits as their original tasks, they should have similar task characteristics, e.g., task execution time and output sizes. As all the original Map tasks should finish by the time of T , we can obtain much useful information about the original tasks at T , such as the runtime and output sizes. This offers facilities for estimating job execution time since those characteristics of each duplicated Map task are known as well. Therefore, the time of the Map phase can be computed by Eq.(11),
If the result of Eq.(11) is larger than T , it means that the duplicated tasks which are going to finish after T are chosen. Otherwise, all the selected Map tasks finish before T .
For the Shuffle phase, output size of any Map task can be obtained once all the original tasks have finished (at T ). Since we also know the position relationships between Map tasks and racks, S i can be easily calculated no matter which task set is chosen for Shuffling. The Shuffling time depends on the most heavily loaded uplink as Reduce tasks are evenly distributed. Thus, the data transferring time in the Shuffle phase is computed by Eq.(12),
Therefore, the total time of the Map and Shuffle phase is,
We first build a chosen task set initialized with all original tasks and early chosen duplicated tasks. At time T , for each of the duplicated tasks that do not finish (e.g., M 4 in Fig. 7 ), Shadow estimates its execution time and its effect on the total time. If the total time is estimated as shorter than that of the currently chosen task set, Shadow adds it to the chosen task set and removes its original task.
We exploit the characteristics of duplicated tasks, and build a time estimation model especially suitable for jobs with duplicated tasks. The method is different from the existing work, such as Ernest [48] . Ernest [48] studies the computation and communication structures of the machine learning applications, and builds a performance model to predict the job execution time. To build the performance model, Ernest [48] requires a representative dataset for training. A pre-processing time is needed and the dataset for training directly influences the accuracy of the model. Since job execution time include computation and communication time, we also use the computation and communication patterns of a job to predict its execution time. However, we can predict the time on the fly without any training procedure. With our early selection strategy, only a few of tasks need to be examined, little prediction overhead is introduced. The early selection strategy and the prediction accuracy of our method are evaluated in Section 6.2.
There could be a concern that Shuffle cannot begin until all the Map tasks finish, because we have not determined which task set to choose for Shuffling. In fact, the worry is not necessary. In practice, the outputs of Map tasks without duplications are definitely needed in the Shuffle phase. When those tasks finish, their outputs can immediately begin Shuffling. It overlaps a job's Shuffling with its own Map phase [49] . Runtime of a duplicated task may be a little different from its original task because of resource contention. However, our experiments in Section 6.2 show that it has limited impact and our scheme works well in real clusters.
Discussion
Applicability. Shadow exploits extra resources for better performance of big data applications. The hidden assumption is that the cluster has more resources than needed by the MapReduce job. Since the execution time of MapReduce application is dominated by the completion Fig. 8 : Fifty-two severs are divided into four racks time of the last task, MapReduce are equipped with speculative execution technique to improve the performance at the cost of extra resources. Speculative tasks account for 21% of resource usage in Facebook's Hadoop cluster [50] , and Shadow adopts the same idea of improving the performance of MapReduce applications while using extra resources. According to [51] , CPU cores are over provisioned by 10% in Google. Meanwhile, small jobs account for over 80% of the Hadoop jobs at Facebook [52] . Since achieving low latency for these small jobs is of prime concern to datacenter operators, it is obvious that those jobs should run in one wave. Shadow mainly targets jobs with one wave and aims at improving their performances at low cost of extra resources. When a job is scheduled in multiple waves, Shadow only launches duplicated tasks in the last wave, and the benefits of Shadow is reduced. We show the performance benefits of Shadow for jobs with multiple waves in Section 6.1.
Limitations. When many jobs are launched together, launching duplicated tasks for one job may delay the allocation of the resources of other jobs. But the jobs with duplicated tasks will finish earlier and therefore release resources earlier to other running jobs. Prior work [50, 53] have proposed the techniques to reserve resources, we plan to further explore techniques to apply Shadow more gracefully in shared clusters in the future based on similar efforts. Meanwhile, we make launching duplicated tasks a configurable parameter. As demonstrated in this paper, small jobs can noticeably benefit of Shadow and the existence of those jobs in a cluster is the main indicator to enable Shadow.
EXPERIMENTAL METHODOLOGY
We implement Shadow on top of Hadoop version 1.2.1, and evaluate the performance of Shadow on a 52-node cluster. In this section, we first introduce the experiment setup and our implementation details. We then present the workloads and metrics used in the evaluation.
Cluster Setup
We evaluate the Shadow design on top of a 52-node cluster. As shown in Fig. 8 , we deploy the servers in the cluster into four racks, each containing 13 servers. Each server in the cluster has two octa-core Intel 2.40 GHz processors and 64 GB memory. Each server is configured with 12 Map slots and three Reduce slots. We also enable the speculative execution, which can work together with Fig. 9 : Example of available bandwidth calculation Shadow. We set the data block size of HDFS [22] to 256 MB, and the block replication factor to two.
We emulate the realistic bandwidth using the network tools tc and iptables in Linux to shape the bandwidth from one rack to another. According to previous research results [6, 14, 43] , we limit the aggregation bandwidth across racks to two Gbps in our experiments, which is twice the edge bandwidth of each node.
Shadow Implementation
We implement the Shadow scheme on top of Hadoop by adding a task duplication module and a task selection module. We evaluate the performance by comparing with the Delay scheduling and KMN scheme proposed by Zaharia et al. [13] and Venkataraman et al. [15] . Delay scheduling scheme is open source and available with Hadoop. Considering inter-rack links as the bottlenecks, we only set rackLocalityDelay, the time a Map task waiting for rack local slot, to ensure rack locality for delay scheduler. We develop the task launching and selecting scheme of KMN.
The task duplication module monitors the loads of the cluster. Once the load imbalance exists after scheduling all tasks, the task duplication module launches duplicated tasks. The implementation is similar to straggler mitigation solution of MapReduce because both of them perform task cloning. The former launches duplicated tasks while the latter launches speculative tasks. Speculative tasks are launched only when their original tasks are considered as stragglers. This means most tasks are almost finished. MapReduce selects the firstly finished one of original and speculative tasks. Speculative tasks are launched late and will hurt the job performance. Shadow launches duplicated tasks right after it schedules the original tasks. And Shadow only selects the beneficial ones. The task duplication module is not conflict with the straggler mitigation solutions and they can work independently at the same time. We do not launch speculative tasks for tasks which already have duplicated tasks. To a certain extent, duplicated tasks can work as voluntary speculative tasks, i.e., active backups of original tasks. For example, if the original task of a duplicated task is a straggler, it is quite possible that the duplicated task finishes first and is chosen directly. The task duplication strategy mainly modifies the task scheduling strategy of MapReduce, and thus can also be adapted to other big data analysis frameworks, e.g., Spark.
The task selection module selects the beneficial duplicated tasks by predicting the job runtime. The similar characteristics of original and duplicated tasks facilitate the prediction. However, the available cross-rack bandwidth B iu is hard to obtain. Original Map tasks achieve data locality and will not use cross-rack links during the Map phase. Hence, we can calculate the available bandwidth by monitoring the distribution of duplicated Map tasks and their input data. In practice, we first find the most critical link. Figure 9 plots an example of distribution of tasks and their input data blocks. Two and four data blocks are transferred to racks 1 and 3, respectively. The four inbound transfers of rack 3 form the most critical link. They share the downlink bandwidth and each of them uses 1/4 Gbps. Except for the four transfers we examined, the uplink of rack 2 becomes the most critical link. The outbound bandwidth of rack 2 has 3/4 Gbps left, and each of the transfers uses 3/8 Gbps. For every task, the available cross-rack bandwidth B iu can be calculated. We set slowstart.completed.maps to 0.8, which is fraction of the number of mappers in the job that should be complete before reducers are scheduled for the job. Since we launch the duplicated Map tasks right after the original tasks are scheduled, we believe almost all duplicated tasks have already finished reading input data before Shuffling. The overlaps between the Shuffle and the Map phase will not affect the calculation of available bandwidth.
Workloads
To evaluate the effectiveness of Shadow, we use six benchmark applications and traces collected from real cluster. We use both real world and synthetic datasets [54, 55] for different applications. Table 2 summarizes the details of the workloads datasets. The Wikipedia data is downloaded from Wikipedia database [54] and the Netflix data [55] is the movie data. Different from other workloads, the Facebook traces [17] contain multiple jobs. They are originally executed on a 600-node cluster in 2010 and contain one million jobs. Considering we have much more powerful machines than they had in 2010, we randomly choose fifty jobs and scale them down to a 200-node scale rather than a 52-node scale. The total input data size is about 730 GB. The jobs are not submitted together, and each job has an inter-arrival time, the time interval between its prior job's submit time and its own. We do not change the inter-arrival times for the jobs. When the traces are executing, we record the finish time of every individual job. The large-scale Facebook traces [17, 56] are quite representative for real-world workloads.
In the evaluation, we consider some primary metrics following existing work [13] [14] [15] 27] , including the job execution time, job makespan, and the cross-rack skewness. Job execution time denotes the execution time of a single application. Job makespan is the time when all the jobs from Facebook traces have been completed. Cross-rack skewness is the Skew introduced in Section 3. To compete with KMN scheme [15] , we also evaluate the utilization of cluster resources. Resource utilization denotes the num- 
RESULTS
Execution Time
Job execution time is the foremost performance we address in the Shadow design. We present the job execution time of benchmark applications and the makespan of Facebook traces. To show the effectiveness of Shadow, we also examine the system throughput. Figure 10 compares the job execution time with the delay scheduling. The X-axis indicates different benchmark applications while the Y-axis shows the job execution time normalized to delay scheduling. To clearly examine Shadow, we do not set combiners. The result shows that the Shadow scheme greatly outperforms the delay scheduling by up to 26%. The maximum improvement happens on Sequence-Count because it is a Shufflecritical application. Shadow speeds up the job execution by optimizing Shuffle phase. The average improvement of the six applications is 16.8%. The improvement of Facebook traces makespan is 24%. Clearly, although Shadow focuses on single-job optimization, it can achieve considerable improvement for multi-job scenario. The result reflects that balancing network loads on cross-rack links is important for optimizing job execution time. Figure 11 depicts the CDF of job finish time for Facebook traces. We examine the logs and find that the average execution time of Map tasks is around 20 seconds. The available Map slots are sufficient when running and will not block the execution of Map tasks. At first, the difference between Shadow and delay scheduling is not obvious. As time passes, more and more jobs can benefit from the Shadow scheme. Besides, the duplicated Map tasks can work as voluntary speculative tasks, mitigating the influence of stragglers. The result indicates that the system throughput is increased by up to 36% comparing to previous delay scheduling design.
Shadow balances network loads on different crossrack links by balancing number of Map tasks on different racks. It looks similar with even scheduling that evenly schedule the Map tasks on different racks. We further compare Shadow with even scheduling scheme in Fig. 12 . The result shows that Shadow reduces the job execution time by up to 16.4%. Even scheduling simply distributes the same number of tasks to different racks without considering data locality. A large amount of data need to be transferred during Map phase. The result indicates that the task selection strategy of Shadow is effective in balancing the network loads across racks and reducing the execution time. Figure 13 compares the three task scheduling schemes with TeraSort workloads by varying the number of racks from three to nine. The 52 nodes are evenly distributed across racks. When the rack number is small, even scheduling performs better than delay scheduling. This is because we set the HDFS [22] replication parameter to two. Map tasks can easily achieve data locality with all the three task scheduling schemes. Shadow and even scheduling can balance the network loads on cross-rack links. Therefore, their performance is better than that of delay scheduling. As the number of racks increases, Map locality is hard to guarantee for even scheduling. Hence, the job execution time increases. At the same time, delay scheduling can always achieve high Map locality. If the number of racks continuously increases, the performance of delay scheduling is much better than even scheduling. Shadow balances network loads by launching additional Map tasks and selecting the ones can truly optimize job execution time. Therefore, the job execution time with Shadow scheme is always relatively low. Figure 14 shows the performance improvement at different cluster utilization using TeraSort workloads. We control the cluster utilization by varying the amount of can be scheduled in one wave. Shadow launches duplicated tasks with idle resources, and the improvement is around 20%. When the cluster utilization reaches 100%, we must schedule Map tasks in multiple waves. Shadow starts working when the last original Map task is scheduled. The first and second 100% cluster utilization in the figure correspond to two and three waves, respectively. The improvement decreases to less than 10% since the intermediate data load imbalance is mitigated in multiwave scenario. The result reflects that even when Map tasks are scheduled in multiple waves, Shadow can optimize the job execution time. Figure 15 compares the two task scheduling schemes using TeraSort application by varying cross-rack bandwidth from one Gbps to four Gbps. The performance gain decreases from more than 20% to 7% when we increase the cross-rack bandwidth. The result is reasonable since Shadow optimizes job execution time mainly by optimizing Shuffle phase, and Shuffle is more critical when crossrack bandwidth is small. Figure 16 shows the number of original Map tasks, duplicated tasks, and chosen duplicated tasks with different workloads. When the network loads are highly skewed, Shadow launches more duplicated tasks than average. However, for all the applications, duplicated tasks only account for less than 15% percent of original tasks. Furthermore, more than 85% percent of duplicated tasks are chosen. This shows that Shadow places the duplicated tasks in the proper place and the duplicated task selection strategy works quite well. Figure 17 plots the fraction of duplicated tasks in total and the fraction of chosen tasks in duplicated tasks by varying the input data sizes from 30 GB to 160 GB. It shows that the duplicated tasks only account for 4.4% to 13% of the original tasks. This reflects a very slight overhead of the Shadow design for task duplication. Meanwhile, the chosen duplicated tasks account for 75% to 100% of the duplicated tasks. Apparently, most of the duplicated tasks are chosen in different experiments. That is because Shuffling dominates the job execution time of MapReduce applications. Optimizing data transferring during Shuffling appears extremely important. Above all, the Shadow strategy can optimize the job execution time with a very small amount of extra resources. Figure 18 compares the number of early chosen duplicated tasks and total chosen duplicated tasks. We exploit the feature about tasks finish order and select the duplicated tasks finish before the time when all the original tasks finish. The more duplicated tasks are early chosen, the less computation resources are needed in task selection phase and the faster task selection phase can finish. As shown in the figure, early chosen duplicated tasks account for a large fraction of total chosen duplicated tasks. The early selection strategy greatly reduces the task selection time.
Duplicated Tasks
To select duplicated tasks which can shorten job execution time, we propose a task runtime prediction model. Figure 19 plots the prediction accuracy of our scheme. The average prediction error of the six applications is 18.9%. Shadow exploits the similarity between the duplicated task and its original task. They have the same input data and produce the same output data. Due to resource contention, their runtime may be different. The result indicates that it has limited impact and the prediction error is acceptable.
Cross-rack Skewness
As shown by Venkataraman et al. [15] , the cross-rack skewness is often high in a real MapReduce cluster, which directly restricts the Shuffle performance and results in a long job execution time. The Shadow scheme aims at effectively alleviating the unbalanced usage of cross-rack links in a cluster by duplicating Map tasks from the most heavily loaded racks to the rack with the lightest loads. Figure 20 compares the cross-rack skewness optimization between Shadow and KMN scheme [15] with different workloads. Following the experiment setup of KMN [15] , we set the ratio of additional tasks to 15%. The result in Fig. 18 shows that the Shadow scheme greatly alleviates the load imbalance by 49.8% and 36.6% compared to the original and KMN schemes, respectively. This is because KMN launches additional tasks on random locations while Shadow always puts the additional tasks on the lightest loaded rack. Some additional tasks launched on the heavily loaded rack by KMN may not be needed and thus will not optimize cross-rack skewness. Figure 21 plots the number of additional tasks compared to KMN [15] . We can see that the KMN scheme [15] always launches more tasks than Shadow. Figure 22 depicts the improvement caused by per additional task compared to KMN. The improvement caused by per task using Shadow is up to 5.6× compared to that of KMN. The result demonstrates that Shadow significantly outperforms KMN in terms of resource efficiency. Figure 23 depicts the relation between skew and execution time using TeraSort workloads. When the crossrack skewness is reduced from 2.01 to 1.01, Shadow reduces the Shuffle time and job execution time by 45% and 18%, respectively.
CONCLUSION AND FUTURE WORK
In this paper, we show that optimizing the Map or Shuffle phase cannot achieve satisfactory performance improvement on a MapReduce platform. High data locality in the Map phase leads to skewed distribution of Map tasks while balancing the Map distribution will result in low Map locality. We observe that the network is mainly saturated during Shuffling but relatively free in the Map phase as most Map tasks get data locality. We design and implement a novel task scheduler called Shadow on Hadoop. Shadow aims to trade off between the Map locality and the Shuffling performance. By duplicating a small number of additional Map tasks from the heavily loaded racks to the lightly loaded ones, Shadow effectively balances the network loads among different cross-rack links. Experiment results show that Shadow greatly improves the overall performance of MapReduce compared to existing schemes. Future work. We plan to further explore the techniques to balance and reduce Shuffle traffic efficiently at the same time and apply Shadow more gracefully in shared cluster with insufficient resources in the future. Also, we are going to implement Shadow on more data parallel computing frameworks.
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