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1 はじめに 
我々はこれまでに SPTライトヘッドおよび媒体全
体での静磁界計算に高速フーリエ変換（FFT）法を
適用したアルゴリズムを導入した 1)。しかし、FFT
を用いた計算では、zero-padding 法などを用いて値を
補完する必要があり、複素成分についても記憶する
必要があるため、直接法に比べ多くのメモリが必要
であった。ここでは、PC クラスタ計算機と並列計算
アルゴリズムを使い、さらにフーリエ変換には DFT
を採用した。DFT 計算では、その対称性を利用する
ことで計算に必要なメモリを半減し、さらに、最適
な計算領域について検討を行うことで、従来より 12
倍の高速化と省メモリ化を実現したので報告する。 
2 モデルと数値解析手法 
SPT ライトヘッドおよび媒体モデルを Fig.1 に示
す。SPT ヘッドを 20nm の立方体セルで分割し、DFT
による計算結果を比較した。DFT 計算に必要な最小
セル数は 102x102 セルであるが、ここでは、セル数
として 104x104 セルを選択する。FFT 計算は 128x128
セルと計算精度確認のため 256x256 セルで実施した。
Fig.2 に DFT と FFT の計算結果を示す。同図より、
DFT と FFT は良好に一致しており、計算精度も問題
ないことが分かる。さらに DFT を用いることで FFT
に比べ計算すべき要素数が約 34%低減され高速化が
実現されていることを確認した。 
3 並列計算システムの効果確認 
Fig.1 のモデルを 10nm の立方体セルに分割し、
2400 回反復計算させた場合の計算時間と計算に必
要なメモリを Table2 に示す。この表から本システム
を用いることで従来の FFT に比べ 12 倍の高速化と
省メモリ化が実現できていることが確認された。 
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Fig. 1  Schematic structure of SPT head, coil and SUL. 
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Fig. 2 Comparison of SPT head field distributions along down-track 
directions for various FFT (DFT) entries. Only SPT head fields are 
compared to clarify the difference. 20-nm-cell models. 
TABLE 2 
VARIOUS COMPUTATION SYSTEMS AND COMPARISON OF ELAPSED 
CALCULATION TIME AND CPU MEMORY REQUIREMENT FOR TYPICAL 
10-NM-CELL MODEL WITH 2400 TIME STEPS.  
 
(A) COMPUTATION SYSTEM SPECIFICATIONS 
System Algorithm CPU Number of CPUs Language
A Direct Xeon 64-bit 1 C++
B Direct Pentium 4 8 (MPI) Fortran90
C FFT Xeon 64-bit 1 C++
D DFT Pentium 4 1 Fortran90
E DFT Pentium 4 8 (MPI) Fortran90  
 
(B) CALCULATION TIME AND CPU MEMORY REQUIREMENT 
 －2－ 
System Elapsed calculation time CPU memory (MB)
A 1000 days (estimated) 4100 x 1
B 33 days (measured) 1300 x 8
C 2.5 days (measured) 5800 x 1
D 18.5 hours (measured) 1509 x 1
E 5.0 hours (measured) 442 x 8  
 
