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Figure 1: Examples of evolved networks for different trade-offs between cost of wire and desireability for superior synchro-
nization: (a) β = 0.01 (very low cost of wire), (b) β = 0.5 (balanced costs for wire and synchronization), and (c) β = .01
(very high cost of wire). The networks are of size N = 100 and contain L = 400 links. In the ﬁgure vertices have been colored
according to the modules they belong to (modularities are Q = .26 for (a) and Q = 0.71 and Q = 0.78 for (b) and (c)). The
spatial locations roughly correspond to the evolved spatial locations of the nodes during the optimization, however a random
number was added to make vertices distinguishable.
li + ∆li. After such a location change suggestion, D′ of
the modiﬁed conﬁguration is calculated and all locations li,
i = 1,...,N are scaled by D/D′, i.e. we set li → D/D′li,
to ensure D = const. during the optimization.
Figure 1 gives some illustrations of example networks
constructed by optimizing the energy (3) for three differ-
ent scenarios: (a) very low cost of wire, (b) balanced cost
of wire and desirability of superior synchronization and (c)
expensive wire. The ﬁgures already illustrate a number of
differences in network organization to the results reported
in (Brede, 2010b). First, it becomes apparent that two dis-
tinct classes of link lengths can be identiﬁed: short links and
long links. The gap between these two types of links de-
pends on the trade-off parameter β – it is large when wire is
verycostlyorveryinexpensiveandrelativelysmallwhenthe
cost of wire and synchronization needs are balanced. Sec-
ond, depending on β, the network organization can become
distinctly modular. Third, it becomes apparent that the spa-
tial locations of nodes become distinctly clustered, such that
the nodeseithercrowd at two (forthe case of low β) ormore
(for intermediate and large β) spatial locations.
Modularity is an important property of many real-world
networks, see, e.g. (Girvan and Newman, 2004). It de-
notes the fact that networks are organized into communities
of nodes that are more strongly connectedto each other than
to the rest of the network. A widely accepted measure to
quantify network modularityhas been introducedin (Girvan
and Newman, 2004)
Q =
X
m
[Lm/L − (dm/2L)2]. (5)
In eq. (5) the index m runs over all network communities,
Lm denotes the number of links within a module, dm the
sumof all degreesofnodes in modulem andL =
P
i<j Aij
the overall number of links in the network. Several algo-
rithms to identify modulesin networkshave been suggested.
Because the networks that we evolved above are relatively
small, we use extremal stochastic optimization (Duch and
Arenas, 2005) to calculate Q and identify modules. As an
example of results of the module identiﬁcation see ﬁgure
1a-c, where we have identiﬁed modules by the colors of the
nodes. The respective values of the modularity measure Q
are given in the caption of the ﬁgure.
For an analysis of the spatial modularity of the evolved
networks we have analyzed the correlation function G(x)
that gives the density of nodes at distance x from an av-
erage node. A plot of G for different trade-off parameters
allows the distinction between two scenarios (see also ﬁg-
ure 1): (i) G(x) is u-shaped with two peaks at x = 0 and
x = lmax/2 and a ﬂat trough in between which clearly cor-
responds to an arrangement of nodes into two clusters sepa-
rated by the maximum distance and (ii) G(x) has one sharp
peak at x = 0 which corresponds to an arrangement into
severalspatialclusters. Amorethoroughinvestigationof the
link length distributions and widths of the peaks of the cor-
relation function G suggests a cut-off of around ∆x = 0.01,
linkswithlengthl ≤ ∆xbeingclassiﬁed as ‘short’andlinks
with lengths l > ∆x being ‘long’. Then, one can deﬁne a
spatial cluster as the maximum number of nodes with dis-
tances less than ∆x or
S =
Z ∆x
0
G(x)dx. (6)
Thus, our spatial modularity measure is the average fraction
of nodes in one spatial ‘0.01-cluster’.
In the top and bottom panel of ﬁgure 2 we present a
more detailed analysis of the modularities of the evolvedProc. of the Alife XII Conference, Odense, Denmark, 2010 300
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Figure 3: Illustration of some example weighted optimized networks for trade-off parameters β = 0.01,0.50 and 0.99. The
shade of grey of the links corresponds to link weight, weak links are white and strong links black. The backgroundis shaded in
grey to demonstrate the presence of very weak long links.
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Figure 4: Network statistics for typical optimal weighted networks for small (β = 0.005), intermediate (β = 0.5) and large
(β = 0.99) trade-off parameter: (top left) distribution of link lengths, (top right) distribution of link weights, (bottom left)
distribution of weighted degrees (normalized by the respective maxima of the distributions for different β) and (bottom right)
dependence of link length on link weight. The data have been averaged over 100 optimized networks of size N = 100.