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Abstract
For any α ∈ (0, 2), a truncated symmetric α-stable process in Rd is a symmetric Le´vy
process in Rd with no diffusion part and with a Le´vy density given by c|x|−d−α 1{|x|<1} for
some constant c. In [24] we have studied the potential theory of truncated symmetric stable
processes. Among other things, we proved that the boundary Harnack principle is valid for the
positive harmonic functions of this process in any bounded convex domain and showed that the
Martin boundary of any bounded convex domain with respect to this process is the same as the
Euclidean boundary. However, for truncated symmetric stable processes, the boundary Harnack
principle is not valid in non-convex domains. In this paper, we show that, for a large class of
not necessarily convex bounded open sets in Rd called bounded roughly connected κ-fat open
sets (including bounded non-convex κ-fat domains), the Martin boundary with respect to any
truncated symmetric stable process is still the same as the Euclidean boundary. We also show
that, for truncated symmetric stable processes a relative Fatou type theorem is true in bounded
roughly connected κ-fat open sets.
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1
1 Introduction
Recently there has been a lot of interest in studying the potential theory of discontinuous stable
processes due to their importance in theory as well as applications. Many deep results have been
established. However in a lot of applications one needs to use discontinuous Markov processes
which are not stable processes. For example, in mathematical finance, it has been observed that
even though discontinuous stable processes provide better representations of financial data than
Gaussian processes (cf. [18]), financial data tend to become more Gaussian over a longer time-scale
(see [34] and the references therein). The so called relativistic stable processes (see [10, 37]) have
this required property: they behave like discontinuous stable processes in small scale and behave
like Brownian motion in large scale. Other processes having this kind of property can be obtained
by “tempering” stable processes, that is, by multiplying the Le´vy densities of stable processes with
strictly positive and completely monotone decreasing factors (see [36]).
In [24], we considered an extreme case of “tempering”: we truncated the Le´vy densities of
stable processes and obtained a class of Le´vy processes called truncated stable processes. For any
α ∈ (0, 2), a truncated symmetric α-stable process is a symmetric Le´vy process in Rd with no
diffusion part and with a Le´vy density l(x) coincides with the Le´vy density of a symmetric α-stable
process for |x| small (say, |x| < 1) and is equal to zero for |x| large (say, |x| ≥ 1). In other words,
a truncated symmetric α-stable process is a symmetric Le´vy process in Rd with no diffusion part
and with a Le´vy density given by c|x|−d−α 1{|x|<1} for some positive constant c. Truncated stable
processes are very natural and important in applications where only jumps up to a certain size are
allowed. In [24] we studied the potential theory of truncated symmetric stable processes. Among
other things, we proved that the boundary Harnack principle is valid for the positive harmonic
functions of this process in bounded convex domains and showed that the Martin boundary of
any bounded convex domain with respect to this process is the same as the Euclidean boundary.
However, for truncated symmetric stable processes, the boundary Harnack principle is not valid in
non-convex domains (see the last section of [24] for a counterexample). A very natural and very
important question is: can one identify the Martin boundary of bounded non-convex domains with
respect to truncated symmetric stable processes?
Recently, a relative Fatou type theorem has been established for symmetric stable processes.
It is known that if u and h are positive harmonic function for a symmetric α-stable process in
a bounded κ-fat open set D with h vanishing on Dc, then the non-tangential limit of u/h exists
almost everywhere with respect to the Martin measure of h. The assumption that h vanishes on
Dc is necessary (see [1]). The above relative Fatou type theorem was proved in [5] for bounded
C1,1 domains and extended to more general open sets in [22] and [35] independently (see [21] for a
Fatou type theorem for another class of discontinuous processes). With the recent results obtained
in [24] in hand, one naturally comes to the following question: can one prove a relative Fatou type
theorem for truncated symmetric stable processes?
In this paper we will continue our study of truncated symmetric stable processes. We will
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show that, for a large class of open sets called bounded roughly connected κ-fat open sets (see
Definitions 3.1 and 3.3), the Martin boundary with respect to any truncated symmetric stable
process is identical to the Euclidean boundary and a relative Fatou type theorem holds. The main
tool for establishing this is the fact that, for any bounded roughly connected κ-fat open set, the
Green function of a truncated symmetric α-stable process is comparable to that of a symmetric
α-stable process. This result on Green function comparison is obtained by combining ideas from
[16, 23, 28].
This paper is organized as follows. In section 2, we recall the definition of a truncated stable
process and collect some basic results on this process. Section 3 contains the result on the com-
parison of Green functions which is used in Sections 4 to study the Martin boundary. In Section
5, we establish a relative Fatou type theorem for truncated stable processes in bounded roughly
connected κ-fat open sets. The main idea of Section 5 is similar to that of [22], which is inspired
by Doob’s approach.
Throughout this paper, for two real numbers a and b, we denote a∧ b := min{a, b} and a∨ b :=
max{a, b}. The distance between x and ∂D is denote by ρD(x). In this paper, we use “:=” to
denote a definition, which is read as “is defined to be”. In this paper, the values and labeling of
the constants c, c1, c2, · · · start anew in the statement of each result.
2 Truncated Stable Processes
In this section we recall the definition of a truncated stable process and collect some basic properties
of this process from [24].
Throughout this paper we assume α ∈ (0, 2) and d ≥ 2. Recall that a symmetric α-stable
process X = (Xt,Px) in R
d is a Le´vy process such that
Ex
[
eiξ·(Xt−X0)
]
= e−t|ξ|
α
, for every x ∈ Rd and ξ ∈ Rd.
It is well known that
|ξ|α =
∫
Rd
(1− eiξ·x + iξ · x1{|x|<1})ν
X(x)dx, ξ ∈ Rd,
where
νX(x) := A(d,−α)|x|−(d+α), x ∈ Rd,
with A(d,−α) := α2απ−d/2Γ(d+α2 )Γ(1 −
α
2 )
−1. Here Γ is the Gamma function defined by Γ(λ) :=∫∞
0 t
λ−1e−tdt for every λ > 0. νX is called the Le´vy density of X.
By a truncated symmetric α-stable process in Rd we mean a symmetric Le´vy process Y =
(Yt,Px) in R
d such that
Ex
[
eiξ·(Yt−Y0)
]
= e−tψ(ξ), for every x ∈ Rd and ξ ∈ Rd,
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with
ψ(ξ) =
∫
Rd
(1− eiξ·x + iξ · x1{|x|<1})ν
Y (x)dx, ξ ∈ Rd, (2.1)
where the Le´vy density νY for Y is given as
νY (x) := A(d,−α)|x|−d+α1{|x|<1}, x ∈ R
d.
Since ψ(ξ) behaves like |ξ|α near infinity (see page 142 of [24]), by Proposition 28.1 in [38] we
know that the process Y has a smooth density pY (t, x, y). Since ψ(ξ) behaves like |ξ|2 near the
origin (again see page 142 of [24]), it follows from Corollary 37.6 of [38] that Y is recurrent when
d = 2 and transient when d ≥ 3.
For any open set D, we use τXD to denote the first exit time of D for X, i.e., τ
X
D = inf{t > 0 :
Xt /∈ D}. Given an open set D ⊂ R
d, we define XDt (ω) = Xt(ω) if t < τ
X
D (ω) and X
D
t (ω) = ∂
if t ≥ τXD (ω), where ∂ is a cemetery state. The process X
D is usually called the killed symmetric
α-stable process in D.
Similarly, we use τYD to denote the first exit time of D for Y and Y
D to denote the process
obtained by killing the process Y upon exiting D.
Before we state more properties of truncated symmetric α-stable processes, we recall the fol-
lowing definitions.
Definition 2.1 Let D be an open subset of Rd. A locally integrable function u defined on Rd taking
values in (−∞, ∞) and satisfying the condition
∫
{x∈Rd;|x|>1} |u(x)||x|
−(d+α)dx <∞ is said to be
(1) harmonic for X in D if
Ex
[
|u(XτXB
)|
]
<∞ and u(x) = Ex
[
u(XτXB
)
]
, x ∈ B,
for every open set B whose closure is a compact subset of D;
(2) regular harmonic for X in D if it is harmonic for X in D and for each x ∈ D,
u(x) = Ex
[
u(XτXD
)
]
;
(3) harmonic for XD if it is harmonic for X in D and vanishes outside D.
The corresponding concepts for Y can be defined similarly.
In [24], we have proved the following Harnack inequality for Y .
Theorem 2.2 (Theorem 4.9 in [24]) There exists r0 ∈ (0,
1
4) such that if r < r0 and x1, x2 ∈ R
d
satisfy |x1 − x2| < Lr for some L ≤
1
r −
1
2 , then there exists a constant c > 0 depending only on d
and α, such that
c−1L−(d+α)u(x2) ≤ u(x1) ≤ cL
d+αu(x2)
for every nonnegative function u which is regular harmonic with respect to Y in B(x1, r)∪B(x2, r).
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The Harnack inequality above is similar to the Harnack inequality for symmetric stable processes
(Lemma 2 in [3]), the difference is that now we have to require that the two balls are not too far
apart. Because truncated stable processes can only make jumps of size less than 1, one can easily
see that, without the assumption above, the Harnack inequality fails.
In this paper, we will mostly use the following simpler form of the Harnack inequality, which is
a direct consequence of Theorem 2.2. From now on, r0 will stand for the constant in Theorem 2.2.
Theorem 2.3 Suppose that r ≤ r0. There exists a constant c = c(d, α) > 0 such that
c−1 u(y) ≤ u(x) ≤ c u(y), y ∈ B(x,
r
2
)
for any nonnegative function u which is harmonic in B(x, r) with respect to Y .
3 Green Function Estimates in Bounded Roughly Connected κ-fat
Open Sets
Recall that pY (t, x, y) = pY (t, x− y) is the transition density of Y . For any bounded open set D in
R
d, let
kD(t, x, y) := Ex
[
pY (t− τYD , YτYD
, y) : τYD < t
]
and
pYD(t, x, y) := p
Y (t, x, y) − kD(t, x, y).
It is well known that pYD(t, x, y) is the transition density of Y
D.
Let pX(t, x, y) = pX(t, x− y) be the transition density function of X. It is well-known that
pX(t, x, y) ≤ c
(
t−d/α ∧
t
|x− y|d+α
)
, (t, x, y) ∈ (0,∞) × Rd × Rd,
for some c = c(d, α) > 0. Using the inequality above and the smoothness of pY (t, x, y), it is easy
to see from Lemma 2.6 in [16] that pY (t, x) is bounded on the set {(t, x) : t > 0, |x| > ε} for ε > 0.
Let C0(R
d) be the class of bounded continuous functions f on Rd with lim|x|→∞ f(x) = 0. We
say a Markov process Z in Rd has the Feller property if for every g ∈ C0(R
d), Ex[g(Zt)] is in C0(R
d)
and limt→0 Ex[g(Zt)] = g(x). Any Le´vy process in R
d has the Feller property (for example, see
[38]). Using the boundedness, the smoothness of pY (t, x, y) and the separation property for Feller
processes (see Exercise 2 on page 73 of [13]), it is routine (see, for instance, the proof of Theorem 2.4
[12] ) to show that Y D has a jointly continuous and symmetric density pYD(t, x, y). Moreover, from
this one can easily show that the Green function GYD(x, y) :=
∫∞
0 p
Y
D(t, x, y)dt of Y
D is symmetric
and continuous on (D ×D) \ {(x, x) : x ∈ D}. Furthermore, for any x ∈ D, GYD(x, ·) = G
Y
D(·, x) is
harmonic for Y in D \ {x} and regular harmonic for Y in D \B(x, ε), ε > 0.
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Let GX be the Green function of X and GXD the Green function of X
D. By Corollary 3.2
in [16] and the explicit formula for GX , we have that for every bounded open set D there exist
c1 = c1(D,α) > 0 and c2 = c2(D,α) > 0 such that
GYD(x, y) ≤ c1G
X
D(x, y) ≤ c2 |x− y|
−d+α, for all x, y ∈ D. (3.1)
Unlike the symmetric stable process X, the process Y can only make jumps of size less than 1.
In order to guarantee pYD to be strictly positive, we need to put the following assumption on D.
Definition 3.1 We say that an open set D in Rd is roughly connected if for every x, y ∈ D,
there exist finite distinct connected components U1, · · · , Um of D such that x ∈ U1, y ∈ Um and
dist(Uk, Uk+1) < 1 for 1 ≤ k ≤ m− 1.
The following result is proved in [28].
Proposition 3.2 (Proposition 4.4 in [28]) For any bounded roughly connected open set D in
R
d, the transition density pYD(t, x, y) of Y
D is strictly positive in (0,∞) ×D ×D.
The process X has a Le´vy system (N,H) with N(x, dy) = A(d,−α)|x− y|−(d+α)dy and Ht = t
(see [14]). Thus for any open subset D and B ⊂ Rd \D,
Px
(
XτXD
∈ B
)
=
∫
B
KXD (x, z)dz, x ∈ D, (3.2)
where
KXD (x, z) := A(d,−α)
∫
D
GXD(x, y)
|y − z|d+α
dy. (3.3)
And the process Y has a Le´vy system (NY ,HY ) with NY (x, dy) = A(d,−α)|x−y|−(d+α)1|x−y|<1dy
and HYt = t (see [14]). Thus for any open subset D and B ⊂ R
d \D,
Px
(
YτYD
∈ B
)
=
∫
B
KYD(x, z)dz, x ∈ D, (3.4)
where
KYD(x, z) := A(d,−α)
∫
D
GYD(x, y)
|y − z|d+α
1{|y−z|<1}dy. (3.5)
By (3.1), (3.5) and the continuity of Green function of Y D, KYD(·, z) is continuous on D. Thus,
using Lemma 4.2 in [24] and the explicit formula for KXB(w,r)(x, z) (see (4.3) below), it is easy to
see that the positive harmonic functions of Y in any arbitrary open set D are continuous in D.
Before we proceed, we recall the definition of κ-fat set from [39].
Definition 3.3 Let κ ∈ (0, 1/2]. We say that an open set D in Rd is κ-fat if there exists R > 0
such that for each Q ∈ ∂D and r ∈ (0, R), D ∩ B(Q, r) contains a ball B(Ar(Q), κr). The pair
(R,κ) is called the characteristics of the κ-fat open set D.
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Note that all Lipschitz domains and all non-tangentially accessible domains (see [20] for the
definition) are κ-fat. Moreover, every John domain is κ-fat (see Lemma 6.3 in [33]). Bounded κ-fat
open sets may be disconnected.
Recently in [26, 27], we have extended the concept of intrinsic ultracontractivity to non-
symmetric semigroups and proved that for a large class of non-symmetric diffusions with measure-
valued drifts and potentials, the intrinsic ultracontractivity is true in bounded domains under very
mild assumption. Using ideas in [30], we also showed in [28] that for a large class of non-symmetric
Le´vy processes with discontinuous sample paths, the intrinsic ultracontractivity is true in some
bounded open sets. As a particular case of the general result in [28] we get that if D is a roughly
connected bounded κ-fat open set, the semigroup of Y D is intrinsic ultracontractive and the main
results of [28] are true (see Example 4.2 in [28]). In particular, the following is true.
Proposition 3.4 (Corollary 3.11 in [28]) If D is a bounded roughly connected κ-fat open set in
R
d, then there exists constant c = c(D,α) > 0 such that
cEx[τ
Y
D ]Ey[τ
Y
D ] ≤ G
Y
D(x, y), (x, y) ∈ D ×D. (3.6)
According to [16], in the case when D is a bounded Lipschitz domain, the result above is also
proved in [15].
In the remainder of this paper we assume that D is a bounded roughly connected κ-fat set with
the characteristics (R,κ). Without loss of generality, we assume R < 1.
Before we further discuss properties of the Green function GYD, we recall some notations from
[23]. Let M := 2κ−1 and fix z0 ∈ D with 2R/M < ρD(z0) < R and let ε1 := R/(12M). For
x, y ∈ D, we define r(x, y) := ρD(x) ∨ ρD(y) ∨ |x− y| and
B(x, y) :=
{
A ∈ D : ρD(A) >
1
M
r(x, y), |x−A| ∨ |y −A| < 5r(x, y)
}
if r(x, y) < ε1, and B(x, y) := {z0} otherwise.
It is well known (see [8, 29]) that there exists a positive constant C0 such that G
X
D(x, y) ≤ C0|x−
y|−d+α for x, y ∈ D and that GXD(x, y) ≥ G
X
B(y,ρD(y))
(x, y) ≥ C−10 |x − y|
−d+α if |x− y| ≤ ρD(y)/2.
Let C1 := C02
d−αρD(z0)
−d+α so that GXD(·, z0) is bounded from above by C1 on D\B(z0, ρD(z0)/2).
Now we define
g(x) := GXD(x, z0) ∧C1.
Note that if ρD(z) ≤ 6ε1, then |z − z0| ≥ ρD(z0) − 6ε1 ≥ ρD(z0)/2 since 6ε1 < ρD(z0)/4, and
therefore g(z) = GXD(z, z0).
Using the Harnack inequality (Lemma 2 in [3]) and the boundary Harnack principle (Theorem
3.1 in [39]), the following Green function estimates have been established by several authors. (See
Theorem 2.4 in [17] and Theorem 1 in [19]. Also see [25] for the case of non-symmetric diffusions.)
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Theorem 3.5 (Theorem 2.4 in [17]) Suppose that D is a bounded κ-fat open set in Rd. There
exists c = c(D,α) > 0 such that for every x, y ∈ D
c−1
g(x)g(y)
g(A)2
|x− y|−d+α ≤ GXD(x, y) ≤ c
g(x)g(y)
g(A)2
|x− y|−d+α, A ∈ B(x, y). (3.7)
Lemma 3.6 Suppose that D is a bounded κ-fat open set in Rd. There exists c = c(D,α) > 0 such
that
c−1 Ex
[
τXD
]
≤ g(x) ≤ cEx
[
τXD
]
, x ∈ D.
Proof. Choose a bounded open set A ⊂ Rd\D with dist(A,D) ≥ 5ε1 and let h(x) := Px(XτXD
∈ A).
By (3.2)-(3.3), there exists c1 = c1(ε1, A,D, α) > 0 such that
c−11 Ex
[
τXD
]
≤ h(x) ≤ c1Ex
[
τXD
]
, x ∈ D. (3.8)
By the Harnack inequality for X there exists c2 = c2(ε1, A,D, α) > 0 such that
c−12 g(x) ≤ h(x) ≤ c2g(x), x ∈ {y ∈ D; ρD(y) ≥ κε1}. (3.9)
Recall that if ρD(x) ≤ 6ε1, then g(x) = G
X
D(x, z0). By (3.8)-(3.9) it is enough to show that
c−13 G
X
D(x, z0) ≤ h(x) ≤ c3G
X
D(x, z0), x ∈ {y ∈ D; ρD(y) < κε1} (3.10)
for some constant c3 > 0. Since 2R/M < ρD(z0) < R and ε1 = R/(12M), for each Q ∈ ∂D,
GXD(x, z0) and h(x) are regular harmonic in D ∩B(Q, 4ε1), vanishing on D
c ∩B(Q, 4ε1). Thus by
the boundary Harnack principle for X (Theorem 3.1 in [39]), we have for x ∈ D ∩B(Q, ε1),
c−14 κ
d+αG
X
D(Aε1(Q), z0)
h(Aε1(Q))
≤
GXD(x, z0)
h(x)
≤ c4 κ
−d−αG
X
D(Aε1(Q), z0)
h(Aε1(Q))
.
Now applying (3.9) (note that κε1 ≤ ρD(Aε1(Q)) < ε1) to the above, we arrive at the conclusion
of our lemma. ✷
Lemma 3.7 Suppose that D is a bounded roughly connected κ-fat open set in Rd. Let ε > 0, then
there exists c = c(ε,D, α) > 0 such that for every x, y ∈ D satisfying |x− y| ≥ ε,
GXD(x, y) ≤ cG
Y
D(x, y).
Proof. It follows from the Harnack inequality for X (Lemma 2 in [3]) that there exists c1 =
c1(D,α) > 0 such that for every x, y ∈ D,
c−11 g(A1) ≤ g(A2) ≤ c1 g(A1), A1, A2 ∈ B(x, y).
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Combining this with Theorem 3.5 and Lemma 3.6, we get that there exists c2 = c2(D,α) > 0 such
that for every x, y ∈ D,
GXD(x, y) ≤ c2
Ex[τ
X
D ]Ey[τ
X
D ]
g2(A)|x− y|d−α
, A ∈ B(x, y).
Note that if |x − y| ≥ ε, there exists c3 = c3(D,α, ε) > 0 such that g(A) > c3 for A ∈ B(x, y)
because either ρD(A) > ε/M or A = z0. Moreover, it follows from Lemma 2.4 of [16] that there
exist a constant c4 = c4(D,α) > 0 such that
c−14 Ex
[
τXD
]
≤ Ex
[
τYD
]
≤ c4 Ex
[
τXD
]
, x ∈ D.
Therefore, by Proposition 3.4 we get
GXD(x, y) ≤ c2 c
−2
3 c
2
4 ε
α−d
Ex[τ
Y
D ]Ey[τ
Y
D ] ≤ c5G
Y
D(x, y)
for some positive constant c5 = c5(D,α, ε) > 0 ✷
Theorem 3.8 Suppose that D is a bounded roughly connected κ-fat open set in Rd. Then there
exists c = c(D,α) > 0 such that
c−1GYD(x,w) ≤ G
X
D(x,w) ≤ cG
Y
D(x,w), (x,w) ∈ D ×D. (3.11)
Proof. By (3.1) and Lemma 3.7, we only need to show the second inequality in (3.11) for |x−w| < ε,
where ε > 0 is to be chosen later. By Corollary 3.6 in [16] (also see (11) in [16]),
GXD(x,w) ≤ G
Y
D(x,w) + A(d,−α)
∫
D
∫
D
GXD(x, y)G
X
D(z, w)1{|y−z|>1}(y, z)|y − z|
−(d+α)dydz
≤ GYD(x,w) + A(d,−α)
∫
D
∫
D
GXD(x, y)G
X
D(z, w)dydz
= GYD(x,w) + A(d,−α)Ex[τ
X
D ]Ew[τ
X
D ].
Applying Theorem 3.5 and Lemma 3.6, we get
GXD(x,w) ≤ G
Y
D(x,w) + c1G
X
D(x,w)|x − w|
d−α
for some positive constant c1 > 0. Choose ε > 0 small so that 2c1G
X
D(x,w)|x − w|
d−α ≤ GXD(x,w)
if |x− w| < ε. Thus GXD(x,w) ≤ 2G
Y
D(x,w), if |x− w| < ε. ✷
Let z0 ∈ D, C1 and B(x, y) be the same as defined before Theorem 3.5, and let
gY (x) := GYD(x, z0) ∧ C1.
By Theorem 3.8, gY is comparable to g. Thus we can easily get the following Green function
estimates for Y in bounded roughly connected κ-fat open sets from Theorem 3.5 and Theorem 3.8.
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Theorem 3.9 Suppose that D is a bounded roughly connected κ-fat open set in Rd. Then there
exists c = c(D,α) > 0 such that for every x, y ∈ D
c−1
gY (x)gY (y)
gY (A)2
|x− y|−d+α ≤ GYD(x, y) ≤ c
gY (x)gY (y)
gY (A)2
|x− y|−d+α, A ∈ B(x, y). (3.12)
Combining Theorem 3.8 and the generalized 3G theorem for X (Theorem 1.1 in [23]), we get
the generalized 3G theorem for truncated stable processes on roughly connected κ-fat open sets.
Theorem 3.10 (Generalized 3G theorem for Y ) Suppose D is a bounded roughly connected
κ-fat open set in Rd. Then there exist positive constants c = c(D,α) and γ < α such that for every
x, y, z, w ∈ D
GYD(x, y)G
Y
D(z, w)
GYD(x,w)
≤ c
(
|x− w| ∧ |y − z|
|x− y|
∨ 1
)γ ( |x− w| ∧ |y − z|
|z − w|
∨ 1
)γ |x− w|d−α
|x− y|d−α|z − w|d−α
.
(3.13)
A bounded open set U in Rd is said to be a C1,1 open set if there is a localization radius R0 > 0
and a constant Λ > 0 such that for every Q ∈ ∂U , there is a C1,1-function φ = φQ : R
d−1 → R
satisfying φ(0) = |∇φ(0)| = 0, ‖∇φ‖∞ ≤ Λ, |∇φ(x) − ∇φ(z)| ≤ Λ|x − z|, and an orthonormal
coordinate system y = (y1, · · · , yd−1, yd) := (y˜, yd) such that B(Q,R0) ∩ U = B(Q,R0) ∩ {y : yd >
φ(y˜)}.
Recently, sharp estimates (even in terms of α and d) on GXD for a bounded C
1,1 open set D
were obtained in [6, 11] (see also [8, 29] for estimates on GXD for bounded C
1,1 domains). Thus by
Theorem 3.8, we have the sharp estimates on GYD.
Theorem 3.11 Suppose D is a bounded roughly connected C1,1 open set in Rd. Then there exists
c = c(D,α) > 0 such that for every x, y ∈ D
c−1
(
1
|x− y|d−α
∧
ρD(x)
α/2ρD(y)
α/2
|x− y|d
)
≤ GYD(x, y) ≤ c
(
1
|x− y|d−α
∧
ρD(x)
α/2ρD(y)
α/2
|x− y|d
)
.
(3.14)
4 Martin Boundary and Martin Representation
In this section we will always assume that D is a bounded roughly connected κ-fat open set in Rd
with the characteristics (R,κ). We are going to apply Theorem 3.8 to study the Martin boundary
of D with respect to Y . The argument in this section is similar to that of Section 4 of [39].
We recall from Definition 3.3 that for each Q ∈ ∂D and r ∈ (0, R), Ar(Q) is a point in
D ∩ B(Q, r) satisfying B(Ar(Q), κr) ⊂ D ∩ B(Q, r). Combining the boundary Harnack principle
for X (Theorem 3.1 in [39]) and Theorem 3.8, we get the following boundary Harnack principle for
Green functions of Y which will play an important role in this section.
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Theorem 4.1 There exists a constant c = c(D,α) > 1 such that for any Q ∈ ∂D, r ∈ (0, R) and
z, w ∈ D \B(Q, 2r), we have
c−1
GYD(z,Ar(Q))
GYD(w,Ar(Q))
≤
GYD(z, x)
GYD(w, x)
≤ c
GYD(z,Ar(Q))
GYD(w,Ar(Q))
, x ∈ D ∩B
(
Q,
r
2
)
.
Recall that r0 > 0 is the constant from Theorem 2.2. Without loss of generality, we will assume
r0 < R. Recall that A(x, a, b) := {y ∈ R
d : a ≤ |y − x| < b}.
The following result was proved in [24] for harmonic functions of Y when D is bounded convex
domain, which is analogous to Lemma 5 of [3]. It was observed in [23] (Lemma 3.1 in [23]) that it is
valid for a large class of jump processes. We reproduce the proof here for the sake of completeness.
Lemma 4.2 There exist positive constants c = c(D,α) and γ = γ(D,α) < α such that for any
Q ∈ ∂D and r ∈ (0, r0), and nonnegative function u which is harmonic with respect to Y in
D ∩B(Q, r) we have
u(As(Q)) ≥ c (s/r)
γ u(Ar(Q)), s ∈ (0, r). (4.1)
Proof. Without loss of generality, we may assume Q = 0. Fix r < r0 and let
ηk :=
(κ
2
)k
r, Ak := Aηk(0) and Bk := B(Ak, ηk+1), k = 0, 1, · · · .
Note that the Bk’s are disjoint. So by the harmonicity of u, we have
u(Ak) ≥
k−1∑
l=0
EAk
[
u(YτYBk
) : YτYBk
∈ Bl
]
=
k−1∑
l=0
∫
Bl
KYBk(Ak, z)u(z)dz.
Since r < r0 <
1
4 , we have by Lemma 4.2 of [24] that for every w ∈ R
d and z ∈ A(w, r, 1 − r),
KXB(w,r)(x, z) ≤ K
Y
B(w,r)(x, z), x ∈ B(w, r). (4.2)
Now (4.2) and Theorem 2.3 imply that∫
Bl
KYBk(Ak, z)u(z)dz ≥ c1 u(Al)
∫
Bl
KXBk(Ak, z)dz
for some constant c1 = c1(d, α) > 0. It is well-known that
KXB(w,r)(x, z) = c2
(r2 − |x− w|2)
α
2
(|z − w|2 − r2)
α
2
1
|x− z|d
(4.3)
for some constant c2 = c2(d, α) > 0. Using (4.3), one can easily check that∫
Bl
KXBk(Ak, z)dz ≥ c3
(κ
2
)(k−l)α
, z ∈ Bl,
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for some constant c3 = c3(d, α) > 0. Therefore,
(ηk)
−α u(Ak) ≥ c4
k−1∑
l=0
(ηl)
−α u(Al)
for some constant c4 = c4(d, α) > 0. Let ak := (ηk)
−αu(Ak) so that ak ≥ c4
∑k−1
l=0 al. By induction,
one can easily check that ak ≥ c5(1 + c4/2)
k for some constant c5 = c5(d, α) > 0. Thus, with
γ = α− ln(1 + c42 )(ln(2/κ))
−1, (4.1) is true for s = ηk. For the other values, we apply the Harnack
inequality (Theorem 2.3). ✷
The next lemma is the Green function version of Lemma 5.8 of [24]. The novelty here is that
we are now dealing with bounded roughly connected κ-fat open sets rather than bounded convex
domains.
Lemma 4.3 Suppose Q ∈ ∂D and r ∈ (0, R). If w ∈ D \B(Q, r), then
GYD(Ar(Q), w) ≥ c r
α
∫
A(Q,r,1+ r
2
)
|z −Q|−d−αGYD(z, w)dz
for some constant c = c(D,α) > 0.
Proof. It follows from Theorem 3.8 that it is enough to prove this lemma for GXD instead of G
Y
D.
Without loss of generality, we may assume Q = 0. Fix w ∈ D \ B(0, r) and let A := Ar(0) and
u(·) := GXD(·, w). Since u is regular harmonic in D ∩ B(0, (1 − κ/2)r) with respect to X, by (3.3)
we have
u(A) ≥ EA
[
u
(
XτX
D∩B(0,(1−κ/2)r)
)
;XτX
D∩B(0,(1−κ/2)r)
∈ A(0, r, 1 +
r
2
)
]
=
∫
A(0,r,1+ r
2
)
KXD∩B(0,(1−κ/2)r)(A, z)u(z)dz
=
∫
A(0,r,1+ r
2
)
A(d,−α)
∫
D∩B(0,(1−κ/2)r)
GXD∩B(0,(1−κ/2)r)(A, y)
|y − z|d+α
dyu(z)dz.
Since B(A,κr/2) ⊂ D ∩B(0, (1 − κ/2)r), by the monotonicity of the Green functions,
GXD∩B(0,(1−κ/2)r)(A, y) ≥ G
X
B(A,κr/2)(A, y), y ∈ B(A,κr/2).
Thus
u(A) ≥
∫
A(0,r,1+ r
2
)
A(d,−α)
∫
B(A,κr/2)
GXB(A,κr/2)(A, y)
|y − z|d+α
dyu(z)dz =
∫
A(0,r,1+ r
2
)
KXB(A,κr/2)(A, z)u(z)dz,
which is equal to
c1
∫
A(0,r,1+ r
2
)
(κr/2)α
(|z −A|2 − (κr/2)2)
α
2
1
|z −A|d
u(z)dz
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for some positive constant c1 = c1(d, α) by (4.3). Note that |z − A| ≤ 2|z| for z ∈ A(0, r, 1 +
r
2).
Hence
u(A) ≥ c2 κ
α rα
∫
A(0,r,1+ r
2
)
u(z)
|z|d+α
dz (4.4)
for some constant c2 = c2(d, α) > 0. ✷
By taking r0 smaller if necessary, we get from Lemma 4.2 of [24] that for every r ≤ r0, w ∈ R
d
and z ∈ A(w, r,∞), we have
KYB(w,r)(x, z) ≤ 2K
X
B(w,r)(x, z), x ∈ B(w, r). (4.5)
The next lemma is the Green function version of Lemma 5.14 of [24].
Lemma 4.4 There exist positive constants c1 = c1(D,α) and c2 = c2(D,α) < 1 such that for any
Q ∈ ∂D, r ∈ (0, r0) and w ∈ D \B(Q, 4r), we have
Ex
[
GYD(YτYD∩Bk
, w) : YτYD∩Bk
∈ A(Q, r, 1 + 4−kr)
]
≤ c1 c
k
2 G
Y
D(x,w), x ∈ D ∩Bk,
where Bk := B(Q, 4
−kr), k = 0, 1, · · · .
Proof. Without loss of generality, we may assume Q = 0. Fix r < r0 and w ∈ D \ B(0, 4r). Let
ηk := 4
−kr, Bk := B(0, ηk) and
uk(x) := Ex
[
GYD(YτYD∩Bk
, w);YτYD∩Bk
∈ A(0, r, 1 + ηk)
]
, x ∈ D ∩Bk.
Note that
uk+1(x) = Ex
[
GYD(YτYD∩Bk+1
, w); YτYD∩Bk+1
∈ A(0, r, 1 + ηk+1)
]
= Ex
[
GYD(YτYD∩Bk+1
, w); τYD∩Bk+1 = τ
Y
D∩Bk
, YτYD∩Bk+1
∈ A(0, r, 1 + ηk+1)
]
= Ex
[
GYD(YτYD∩Bk
, w); τYD∩Bk+1 = τ
Y
D∩Bk
, YτYD∩Bk
∈ A(0, r, 1 + ηk+1)
]
≤ Ex
[
GYD(YτYD∩Bk
, w); YτYD∩Bk
∈ A(0, r, 1 + ηk+1)
]
≤ Ex
[
GYD(YτYD∩Bk
, w); YτYD∩Bk
∈ A(0, r, 1 + ηk)
]
.
Thus
uk+1(x) ≤ uk(x). (4.6)
Let Ak := Aηk(0). We have
uk(Ak) = EAk
[
GYD(YτYD∩Bk
, w); YτYD∩Bk
∈ A(0, r, 1 + ηk)
]
≤ EAk
[
GYD(YτYBk
, w); YτYBk
∈ A(0, r, 1 + ηk)
]
≤
∫
A(0,r,1+ηk)
KYBk(Ak, z)G
Y
D(z, w)dz.
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Since r < r0, by (4.5) and (4.3), we get that for z ∈ A(0, r, 1 + ηk),
KYBk(Ak, z) ≤ 2K
X
Bk
(Ak, z) ≤ c1
4−kαrα
|z|d+α
for some constant c1 = c1(d, α) > 0 and k = 1, 2, · · · . Therefore
uk(Ak) ≤ c2 4
−kαrα
∫
A(0,r,1+ηk)
GYD(z, w)
dz
|z|d+α
, k = 1, 2, · · · (4.7)
for some constant c2 = c2(d, α) > 0. From Lemma 4.3, we have
GYD(A0, w) ≥ c3 r
α
∫
A(0,r,1+ r
2
)
GYD(z, w)
dz
|z|d+α
(4.8)
for some constant c3 = c3(D,α) > 0. (4.7) and (4.8) imply that uk(Ak) ≤ c4 4
−kαGYD(A0, w) for
some constant c4 = c4(D,α) > 0. On the other hand, using Lemma 4.2, we get G
Y
D(A0, w) ≤
c5 4
kγGYD(Ak, w) for some constant c5 = c5(D,α) > 0. Thus, uk(Ak) ≤ c4c5 4
−k(α−γ)GYD(Ak, w).
By Theorem 4.1, we have
uk(x)
GYD(x,w)
≤
uk−1(x)
GYD(x,w)
≤ c6
uk−1(Ak−1)
GYD(Ak−1, w)
≤ c4c5c6 4
−(k−1)(α−γ)
for some constant c6 = c6(D,α) > 0 and k = 1, 2, · · · . ✷
Let x0 ∈ D be fixed and set
MYD (x, y) :=
GYD(x, y)
GYD(x0, y)
, x, y ∈ D, y 6= x0.
MYD is called the Martin kernel of D with respect to Y .
Now the next theorem follows from Lemma 4.2, Theorem 4.1 and Lemma 4.4 (instead of Lemma
5, Lemma 13 and Lemma 14 in [3] respectively) in very much the same way as in the case of
symmetric stable processes in Lemma 16 of [3] (with Green functions instead of harmonic functions).
We omit the details.
Theorem 4.5 There exist positive constants r1, M1, c and γ depending on D and α such that for
any Q ∈ ∂D, r < r1 and z ∈ D \B(Q,M1r), we have
∣∣MYD (z, x) −MYD (z, y)∣∣ ≤ c
(
|x− y|
r
)γ
, x, y ∈ D ∩B(Q, r).
In particular, the limit limD∋y→wM
Y
D (x, y) exists for every w ∈ ∂D.
There is a compactification DM of D, unique up to a homeomorphism, such that MYD (x, y) has
a continuous extension to D× (DM \ {x0}) and M
Y
D (·, z1) =M
Y
D (·, z2) if and only if z1 = z2. (See,
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for instance, [31].) The set ∂MD = DM \D is called the Martin boundary of D. For z ∈ ∂MD, set
MYD (·, z) to be zero in D
c.
A positive harmonic function u for Y D is minimal if, whenever v is a positive harmonic function
for Y D with v ≤ u on D, one must have u = cv for some constant c. The set of points z ∈ ∂MD
such that MYD (·, z) is minimal harmonic for Y
D is called the minimal Martin boundary of D.
For each fixed z ∈ ∂D and x ∈ D, let
MYD (x, z) := lim
D∋y→z
MYD (x, y),
which exists by Theorem 4.5. For each z ∈ ∂D, set MYD (x, z) to be zero for x ∈ D
c.
Lemma 4.6 For every z ∈ ∂D and B ⊂ B ⊂ D, MYD (YτYB
, z) is Px-integrable.
Proof. Take a sequence {zm}m≥1 ⊂ D \ B converging to z. Since M
Y
D (·, zm) is regular harmonic
for Y in B, by Fatou’s lemma and Theorem 4.5,
Ex
[
MYD
(
YτYB
, z
)]
= Ex
[
lim
m→∞
MYD
(
YτYB
, zm
)]
≤ lim inf
m→∞
MYD (x, zm) = M
Y
D (x, z) < ∞.
✷
Lemma 4.7 For every z ∈ ∂D and x ∈ D,
MYD (x, z) = Ex
[
MYD
(
Y D
τY
B(x,r)
, z
)]
, for every 0 < r < r0 ∧
1
2
ρD(x). (4.9)
Proof. Fix z ∈ ∂D, x ∈ D and r < r0 ∧
1
2ρD(x) < R. Let zm := Ar/m(z) for m ≥ 2 so that
B(zm, κr/m) ⊂ B(z, r/m) ∩D ⊂ B(z, 2r/m) ∩D ⊂ B(z, r) ∩D ⊂ D \B(x, r)
for all m ≥ 2. Thus by the harmonicity of MYD (·, zm), we have
MYD (x, zm) = Ex
[
MYD
(
YτY
B(x,r)
, zm
)]
.
On the other hand, by Theorem 4.1, there exist constants m0 ≥ 2 and c1 > 0 such that for
every w ∈ D \B(z, 2r/m) and y ∈ D ∩B(z, r/(2m)),
MYD (w, zm) =
GYD(w, zm)
GYD(x0, zm)
≤ c1
GYD(w, y)
GYD(x0, y)
= c1M
Y
D (w, y), m ≥ m0.
Letting y → z ∈ ∂D we get
MYD (w, zm) ≤ c1M
Y
D (w, z), m ≥ m0, (4.10)
for every w ∈ D \B(z, 2r/m).
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To prove (4.9), it suffices to show that {MYD (YτY
B(x,r)
, zm) : m ≥ m0} is Px-uniformly integrable.
Since MYD (YτY
B(x,r)
, z) is Px-integrable by Lemma 4.6, for any ε > 0, there is an N0 > 1 such that
Ex
[
MYD
(
YτY
B(x,r)
, z
)
; MYD
(
YτY
B(x,r)
, z
)
> N0/c1
]
<
ε
4c1
. (4.11)
Note that by (4.10) and (4.11)
Ex
[
MYD
(
YτY
B(x,r)
, zm
)
; MYD
(
YτY
B(x,r)
, zm
)
> N0 and YτY
B(x,r)
∈ D \B(z, 2r/m)
]
≤ c1 Ex
[
MYD
(
YτY
B(x,r)
, z
)
; c1M
Y
D
(
YτY
B(x,r)
, z
)
> N0
]
< c1
ε
4c1
=
ε
4
.
Since r < r0, by (4.3), (4.5), we have for m ≥ m0,
Ex
[
MYD
(
Y DτY
B(x,r)
, zm
)
; YτY
B(x,r)
∈ D ∩B(z, 2r/m)
]
≤ 2Ex
[
MYD
(
XD
τX
B(x,r)
, zm
)
1D∩B(z,2r/m)
(
XD
τX
B(x,r)
)]
≤ c2
∫
B(z,2r/m)
MYD (w, zm)dw = c2G
Y
D(x0, zm)
−1
∫
B(z,2r/m)
GYD(w, zm)dw (4.12)
for some c2 > 0. Note that, by Lemma 4.2, there exist c3 > 0, c4 > 0 and γ < α such that
GYD(x0, zm) ≥ c3
(
r/m
r/m0
)γ
GYD(x0, zm0) ≥ c4
1
mγ
. (4.13)
It follows from (4.12)-(4.13) and Theorem 3.8 that there exist c5 > 0 and c6 > 0 such that
Ex
[
MYD
(
Y D
τY
B(x,r)
, zm
)
; YτY
B(x,r)
∈ D ∩B(z, 2r/m)
]
≤ c5m
γ
∫
B(z,2r/m)
dw
|w − zm|d−α
≤ c6
1
mα−γ
.
Therefore by taking N large enough we have for m ≥ N ,
Ex
[
MYD
(
YτY
B(x,r)
, zm
)
; MYD
(
YτY
B(x,r)
, zm
)
> N
]
≤ Ex
[
MYD
(
YτY
B(x,r)
, zm
)
; YτY
B(x,r)
∈ D ∩B(z, 2r/m)
]
+Ex
[
MYD
(
YτY
B(x,r)
, zm
)
; MYD
(
YτY
B(x,r)
, zm
)
> N and YτY
B(x,r)
∈ D \B(z, 2r/m)
]
< c6
1
mα−γ
+
ε
4
< ε.
As each MYD (YτY
B(x,r)
, zm) is Px-integrable, we conclude that {M
Y
D (YτY
B(x,r)
, zm) : m ≥ m0} is uni-
formly integrable under Px. ✷
The two lemmas above imply that MYD (·, z) is harmonic.
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Theorem 4.8 For every z ∈ ∂D, the function x 7→MYD (·, z) is harmonic in D with respect to Y .
Proof. Fix z ∈ ∂D and let h(x) := MYD (x, z). For any open set D1 ⊂ D1 ⊂ D we can always take
a smooth open set D2 such that D1 ⊂ D1 ⊂ D2 ⊂ D2 ⊂ D. Thus by the strong Markov property,
it is enough to show that for any x ∈ D2,
h(x) = Ex
[
h
(
YτYD2
)]
.
For a fixed ǫ > 0 and each x ∈ D2 we put
r(x) =
1
2
ρD2(x) ∧ ǫ and B(x) = B(x, r(x)).
Define a sequence of stopping times {Tm,m ≥ 1} as follows:
T1 = inf{t > 0 : Yt /∈ B(Y0)},
and for m ≥ 2,
Tm = Tm−1 + τB(YTm−1 ) ◦ θTm−1
if YTm−1 ∈ D2, and Tm = τ
Y
D2
otherwise. Then {h(YTm),m ≥ 1} is a martingale under Px for any
x ∈ D2. Since D2 is smooth, we know from (4.3) in [24] that Px(YτYD2
∈ ∂D2) = 0. Thus we have
Px(τ
Y
D2
= Tm for some m ≥ 1) = 1. Since h is bounded on D2, we have∣∣Ex [h(YTm); Tm < τYD2]∣∣ ≤ c Px (Tm < τYD2) → 0.
Take a domain D3 such that D2 ⊂ D3 ⊂ D3 ⊂ D, then h is continuous and therefore bounded on
D3. By Lemma 4.6, we have Ex[h(YτYD2
)] <∞. Thus by the dominated convergence theorem
lim
m→∞
Ex
[
h
(
YτYD2
)
; Tm = τ
Y
D2
]
= Ex
[
h
(
YτYD2
)]
.
Therefore
h(x) = lim
m→∞
Ex [h(YTm)]
= lim
m→∞
Ex
[
h(YτYD2
); Tm = τ
Y
D2
]
+ lim
m→∞
Ex
[
h(YTm); Tm < τ
Y
D2
]
= Ex
[
h(YτYD2
)
]
.
✷
Recall that a point z ∈ ∂D is said to be a regular boundary point for Y if Pz(τ
Y
D = 0) = 1 and
an irregular boundary point if Pz(τ
Y
D = 0) = 0. It is well known that if z ∈ ∂D is regular for Y ,
then for any x ∈ D, GYD(x, y)→ 0 as y → z.
Lemma 4.9 (1) If z, w ∈ ∂D, z 6= w and w is a regular boundary point for Y , then MYD (x, z)→ 0
as x→ w.
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(2) The mapping (x, z) 7→MYD (x, z) is continuous on D × ∂D.
Proof. Both of the assertions can be proved easily using our Lemma 4.2 and Theorem 4.5. We
skip the proof since the argument is almost identical to the one on page 235 of [4]. ✷
So far we have shown that the Martin boundary of D can be identified with a subset of the
Euclidean boundary ∂D. The main result of this section is as follows:
Theorem 4.10 The Martin boundary and the minimal Martin boundary of D with respect to Y
can be identified with the Euclidean boundary of D.
Proof. For each fixed z ∈ ∂D and x ∈ D, recall the Martin kernel for XD from [39]:
MXD (x, z) := lim
D∋y→z
GXD(x, y)
GXD(x0, y)
. (4.14)
By Theorem 3.8, there exists a constant c > 0 such that
c−1MXD (x, z) ≤ M
Y
D (x, z) ≤ cM
X
D (x, z), (x, z) ∈ D × ∂D. (4.15)
It is shown in pages 471-472 of [39] that ifMXD (·, z1) =M
X
D (·, z2) then δz1 = δz2 . In fact, by following
the same proof, we can get that if c−1MXD (·, z2) ≤M
X
D (·, z1) ≤ cM
X
D (·, z2) then c
−1δz2 ≤ δz1 ≤ cδz2 .
Thus by (4.15), if MYD (·, z1) =M
Y
D (·, z2), then c
−1δz2 ≤ δz1 ≤ cδz2 , which implies that z1 = z2.
We have shown that each Euclidean boundary point corresponds to a different nonnegative
harmonic function for Y D, hence the Martin boundary of D for Y coincides with the Euclidean
boundary ∂D. Finally we will show that, for every z ∈ ∂D,MYD (·, z) is a minimal harmonic function
for Y D, hence the minimal Martin boundary of D can be identified with the Euclidean boundary.
Suppose that x 7→ MYD (x, z0) is not a minimal harmonic function of Y
D for some z0 ∈ ∂D.
Then there is a non-trivial harmonic function h ≥ 0 of Y D such that h(x) ≤ MYD (x, z0) but h is
not a constant multiple of MYD (x, z0).
We know from the general theory in Kunita and Watanabe [31] that non-negative harmonic
functions for Y D admit a Martin representation. Since the Martin boundary of D for Y coincides
with the Euclidean boundary ∂D, there is a finite measure ν on ∂D which is not concentrated at
z0 such that
h(x) =
∫
∂D
MYD (x,w)ν(dw), for x ∈ D.
Define u(x) :=
∫
∂DM
X
D (x,w)ν(dw), which is a non-trivial positive harmonic function for X
D. By
(4.15) and our assumption on h, u(x) ≤ c2MXD (x, z0) for all x ∈ D. Since x 7→ M
X
D (x, z0) is
a minimal harmonic function for XD (see page 418 of [39]), u has to be a constant multiple of
MXD (·, z0). By the uniqueness in the Martin representation for X (see (4.1) in [39]), ν has to be
concentrated at point z0. This is a contradiction. This proves that x 7→ M
Y
D (x, z) is a minimal
harmonic function of Y D for every z ∈ ∂D. ✷
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As a consequence of Theorem 4.10, we conclude that for every nonnegative harmonic function
h for Y D, there exists a unique finite measure µ on ∂D such that
h(x) =
∫
∂D
MYD (x, z)µ(dz), x ∈ D. (4.16)
We call µ the Martin measure of h.
By Theorem 3.11, we get the following sharp estimates on Martin Kernel.
Theorem 4.11 If D is a bounded roughly connected C1,1 open set, there exists c := c(x0,D, α) > 0
such that
1
c
ρD(x)
α/2
|x− z|d
≤ MYD (x, z) ≤ c
ρD(x)
α/2
|x− z|d
.
5 Relative Fatou Type Theorem
In this section, we establish a relative Fatou type theorem for truncated stable processes in bounded
roughly connected κ-fat open set. Throughout this section, we assume that D is a bounded roughly
connected κ-fat open set in Rd. The arguments of this section are similar to those in [22]. We spell
out some of the details for the readers’ convenience.
In the previous section, we have shown that the Martin kernel MYD (x, z) is harmonic for Y
D.
In fact, a stronger result is true.
Lemma 5.1 For each z ∈ ∂D, MYD ( · , z) is a bounded regular harmonic function of Y in D\B(z, ε)
for every ε > 0.
Proof. Fix z ∈ ∂D and ε > 0, and let h(x) := MYD (x, z) for x ∈ R
d. By (4.15), h is bounded on
R
d \B(z, ε/2). Take an increasing sequence of smooth open sets {Dm}m≥1 such that Dm ⊂ Dm+1
and ∪∞m=1Dm = D\B(z, ε). Set τm := τ
Y
Dm
and τ∞ := τ
Y
D\B(z,ε) . Then τm ↑ τ∞. Since Y
D is a Hunt
process, limm→∞ Y
D
τm = Y
D
τ∞ by the quasi-left continuity of Y
D. Set A = { τm = τ∞ for some m ≥
1}. Let N be the set of irregular boundary points of D for Y . N is semi-polar by Proposition II.3.3
in [2], which is polar in our case (Theorem 4.1.2 in [14]). Thus
Px(Yτ∞ ∈ N) = 0, x ∈ D. (5.1)
By Lemma 4.9, if w ∈ ∂D,w 6= z and w is a regular boundary point, then h(x) → 0 as x → w so
that h is continuous on D \B(z, ε) \ N . Therefore, since h is bounded on Rd \ B(z, ε/2), by the
bounded convergence theorem and (5.1), we have
lim
m→∞
Ex
[
h(Y Dτm) ; τm < τ∞
]
= lim
m→∞
Ex
[
h(Yτm)1D\B(z,ε)\N (Yτ∞) ; τm < τ∞
]
= Ex
[
h(Yτ∞)1D\B(z,ε)\N (Yτ∞) ; A
c
]
= Ex [h(Yτ∞) ; A
c ] .
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By the boundedness of h on Rd \B(z, ε/2), we can find two smooth open sets U1 and U2 such that
D \B(z, ε) ⊂ U1 ⊂ U1 ⊂ U2 and h is the bounded on U2. Pick a point z0 ∈ D \ U2. Since
|v−w| ≥
dist(U1,D \ U2)
diam(D)
|v−z0| ≥
(
dist(U1,D \ U2)
diam(D)
)2
|v−w|, ∀(v,w) ∈ (U1∩D)×(D\U2),
we have, by (3.4)-(3.5),
Ex
[
h
(
YτYU1∩D
)
1{Y
τY
U1∩D
∈D\U2}
]
= A(d,−α)
∫
D\U2
h(z)
∫
U1∩D∩{|v−z|<1}
GYU1∩D(x, v)
|v − z|d+α
dvdz
≤ c1
∫
D\U2
h(z)dz
∫
U1∩D∩{|v−z|<1}
GYU1∩D(x, v)
|v − z0|d+α
dv
≤ c2 ||h||L1(D)
∫
D\U1
∫
U1∩D∩{|v−z|<1}
GYU1∩D(x, v)
|v − z|d+α
dvdz
= c2 ||h||L1(D)Px
(
YτYU1∩D
∈ D \ U1
)
< ∞.
Therefore
Ex
[
h(Yτ∞); τ∞ < τ
Y
D
]
≤ Ex
[
h(Yτ∞)1{Yτ∞∈U2∩D}
]
+ Ex
[
h
(
YτYU1∩D
)
1{Y
τY
U1∩D
∈D\U2}
]
<∞.
Thus by the dominated convergence theorem,
h(x) = lim
m→∞
Ex
[
h(Yτm); τm < τ
Y
D
]
= lim
m→∞
Ex
[
h(Yτ∞); τm = τ∞ < τ
Y
D
]
+ lim
m→∞
Ex
[
h(Yτm); τm < τ
Y
∞ < τ
Y
D
]
= Ex
[
h(Yτ∞); τ
Y
∞ < τ
Y
D
]
.
✷
Proposition 5.2 For every λ ∈ (0, 1), there exists c = c(D,α, λ) > 0 such that if y ∈ D and
|y − x0| > 2ρD(y) then
Px0
(
TBλy < τ
Y
D
)
≥ cGYD(x0, y)ρD(y)
d−α, (5.2)
where Bλy := B(y, λρD(y)) and TBλy = inf{t > 0 : Yt ∈ B
λ
y }.
Proof. First note that x0 6∈ B(y, ρD(y)). Since G
X
D(x0, · ) is harmonic for X in D \ {x0}, by the
Harnack inequality for X (Lemma 2 in [3]) and Theorem 3.8, there exist ci = ci(D,α, λ) > 0,
i = 1, 2, 3, such that∫
Bλy
GYD(x0, z)dz ≥ c1
∫
Bλy
GXD(x0, z)dz ≥ c2G
X
D(x0, y)ρD(y)
d ≥ c3G
Y
D(x0, y)ρD(y)
d. (5.3)
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Using the strong Markov property, one can easily see that
∫
Bλy
GYD(x0, z)dz ≤

 sup
w∈Bλy
Ew
∫ τYD
0
1Bλy (Ys)ds

Px0 (TBλy < τYD
)
. (5.4)
On the other hand, by (3.1),
Ew
∫ τYD
0
1Bλy (Ys)ds =
∫
Bλy
GYD(w, v)dv ≤ c4
∫
Bλy
dv
|w − v|d−α
≤ c5 ρD(y)
α (5.5)
for every w ∈ Bλy for some ci = ci(D,α, λ) > 0, i = 4, 5. Combining (5.3)-(5.5), we have (5.2). ✷
Definition 5.3 A nonnegative Borel measurable function f defined on D is said to be
(1) excessive with respect to Y D if for every x ∈ D and t > 0,
Ex
[
f(Y Dt )
]
≤ f(x) and lim
t↓0
Ex
[
f(Y Dt )
]
= f(x);
(2) superharmonic with respect to Y D if f is lower semi-continuous in D, and
f(x) ≥ Ex
[
f
(
Y D
τYB
)]
, x ∈ B,
for every open set B whose closure is a compact subset of D.
Suppose h > 0 is a positive superharmonic function for Y D. Since Y D is a Hunt process satis-
fying the strong Feller property (i.e., for every f ∈ L∞(D), Ex[f(Y
D
t )] is bounded and continuous
in D), h is excessive for Y D (for example, see [7]). For any positive superharmonic function h for
Y D, let Dh := {x ∈ D : h(x) <∞} and define
phD(t, x, y) := h(x)
−1pYD(t, x, y)h(y), t > 0, x, y ∈ Dh.
Then phD(t, x, y) is a transition density and it determines a nice Markov process on Dh ∪ {∂} (for
example, see [31]). This process is called an h-conditioned truncated stable process and we will use
E
h
x to denote the expectation with respect to this process.
Let {Ft, t ≥ 0} be the minimal admissible σ-fields generated by Y . For any stopping time T of
{Ft, t ≥ 0}, FT+ is the class of subsets A of F such that A∩{T ≤ t} ∈ Ft+ for every t > 0. Similar
to Propositions 5.2-5.4 of [12] (also see Lemmas 3.11-12 in [9]), we have the following.
Lemma 5.4 For any stopping time T and any FT+-measurable function Ψ ≥ 0,
E
h
x
[
Ψ;T < τYD
]
= h(x)−1Ex
[
Ψ · h(YT );T < τ
Y
D
]
, x ∈ D.
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Let (Pzx, Y
D
t ) be the h-conditioned truncated stable process with h(·) =M
Y
D (·, z). The following
theorem is known for symmetric stable processes (see [22]).
Theorem 5.5
P
z
x
(
lim
t↑τYD
Y Dt = z, τ
Y
D <∞
)
= 1, for every x ∈ D, z ∈ ∂D.
Proof. By Theorem 3.15 in [28], we know that
sup
(x,z)∈D×∂D
E
z
x[τ
Y
D ] < ∞.
Therefore Pzx(τ
Y
D <∞) = 1 for every x ∈ D and z ∈ ∂D.
Now we fix x ∈ D and z ∈ ∂D. We claim that Pzx(limt↑τYD
Y Dt = z) = 1. Let rm = 1/2
m,
Bm := B(z, rm), Dm := D \ Bm and set Tm := inf{t > 0;Y
D
t ∈ Bm} and Rm = τ
Y
Bm∩D
. We may
suppose that x ∈ Dm. Since Px(YτYDm
∈ ∂Bm) = 0 by (4.4) in [24], by Lemmas 5.1 and 5.4, we have
MYD (x, z) = Ex
[
MYD (YτYDm
, z)
]
= Ex
[
MYD (YTm , z); Tm < τ
Y
D
]
= MYD (x, z)P
z
x(Tm < τ
Y
D ).
It follows that for all m ≥ 1 we have Pzx(Tm < τ
Y
D ) = 1. Let Lk := supy∈Bck∩DM
Y
D (y, z), which is
finite by Lemma 5.1. For k < m (see [9], Theorem 3.17),
P
z
x
[
Tm < τ
Y
D , Rk ◦ θTm < τ
Y
D
]
≤
Lk
MYD (x, z)
Px
(
Tm < τ
Y
D
)
Using Theorem 3.8 one can easily show that any singleton {z} in Rd has zero capacity with respect
to Y . Thus we have
lim sup
m→∞
Px
(
Tm < τ
Y
D
)
≤ Px
(
T Y{z} ≤ τ
Y
D
)
≤ Px
(
T Y{z} <∞
)
= 0,
where T Y{z} := inf{t > 0 : Yt = z}. The rest of the proof is similar to the corresponding part of the
proof in Theorem 3.17 in [9]. We skip the details. ✷
The theorem above implies that for every Borel subset K ⊂ ∂D,
P
z
x
(
lim
t↑τYD
Y Dt ∈ K
)
= 1K(z), ∀(x, z) ∈ D × ∂D.
So the next theorem follows easily from the Martin representation for Y D in (4.16).
Theorem 5.6 Let h be a positive harmonic function for Y D with the Martin measure ν. Then for
any x ∈ D and any Borel subset K of ∂D, we have
P
h
x
(
lim
t↑τYD
Y Dt ∈ K
)
=
1
h(x)
∫
K
MYD (x,w)ν(dw).
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The proof of the next proposition is identical to the proof of Proposition 3.5 in [22]. So we skip
the proof.
Proposition 5.7 Let h be a positive harmonic function for Y D with the Martin measure ν satis-
fying ν(∂D) = 1. If A ∈ FτYD
, then for every Borel subset K of ∂D,
∫
K
P
z
x0(A)ν(dz) = P
h
x0
(
A ∩
{
lim
t↑τYD
Y Dt ∈ K
})
.
Definition 5.8 A ∈ FτYD
is said to be shift-invariant if whenever T < τYD is a stopping time,
1A ◦ θT = 1A Px-a.s. for every x ∈ D.
Proposition 5.9 (0-1 law) If A is shift-invariant, then x→ Pzx(A) is a constant function which
is either 0 or 1.
Proof. See the proof of Proposition 3.7 in [22]. ✷
We recall the definition of Stolz open sets for a κ-fat open set from [22]. Recall that (R,κ) is
the characteristic of the κ-fat open set D.
Definition 5.10 For z ∈ ∂D and β > (1− κ)/κ, let
Aβz :=
{
y ∈ D; ρD(y) <
ρD(x0)
3
∧R and |y − z| < βρD(y)
}
.
We call Aβz the Stolz open set for D at z with the angle β > (1− κ)/κ.
We know from Lemma 3.9 of [22] that for every z ∈ ∂D and β > (1 − κ)/κ, there exists a
sequence {yk}k≥1 ⊂ A
β
z such that limk→∞ yk = z.
Proposition 5.11 Given z ∈ ∂D, λ ∈ (0, 1) and β > (1−κ)/κ, there exists c = c(D,α, λ, x0, β) >
0 such that if y ∈ Aβz then
P
z
x0
(
TBλy < τ
Y
D
)
> c,
where Bλy := B(y, λρD(y)) and TBλy := inf{t > 0 : Yt ∈ B
λ
y }.
Proof. Fix z ∈ ∂D and β > (1− κ)/κ. Recall from (4.14) that MXD (x, z) is the Martin kernel for
XD. Since MXD (·, z) is harmonic for X
D in D, by the Harnack inequality for X (Lemma 2 in [3])
and Proposition 5.2 we have
Ex0
[
MXD
(
YT
Bλy
, z
)
;TBλy < τ
Y
D
]
≥ c1Px0
(
TBλy < τ
Y
D
)
MXD (y, z) ≥ c2G
Y
D(x0, y)ρD(y)
d−αMXD (y, z).
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Thus by Lemma 5.4 and (4.15),
P
z
x0
(
TBλy < τ
Y
D
)
= Ex0
[
MYD
(
YT
Bλy
, z
)
; TBλy < τ
Y
D
]
≥ c3 Ex0
[
MXD
(
YT
Bλy
, z
)
; TBλy < τ
Y
D
]
≥ c4G
Y
D(x0, y) ρD(y)
d−α lim
w∈D→z
GXD(y,w)
GXD(x0, w)
.
By Theorem 3.8, the last quantity above is greater than or equal to
c5G
X
D(x0, y) ρD(y)
d−α lim
D∋w→z
GXD(y,w)
GXD(x0, w)
,
which is bounded below by a positive constant by the last display in the proof of Proposition 3.10
in [22]. ✷
To establish our relative Fatou type theorem, we need to control the oscillation of nonnegative
harmonic functions of Y . The following three lemmas are preparations for our oscillation result,
Proposition 5.15 below.
We first recall from [24] that if U is an open set with diam(U) ≤ 12 , the Feynman-Kac semigroup
(QUt ) defined by
QUt f(x) := Ex
[
exp(
∫ t
0
qU (X
U
s )ds)f(X
U
t )
]
is the semigroup of Y U , where
qU (x) :=
∫
Uc∩{|x−y|≥1}
νX(x− y)dy = A(d,−α)
∫
Uc∩{|x−y|≥1}
|x− y|−(d+α)dy.
Note that
0 ≤ qU(x) ≤ A(d,−α)
∫
{|x−y|≥1}
|x− y|−(d+α)dy =: B(d, α), ∀x ∈ D. (5.6)
The next lemma is a modification of Proposition 3.2 in [24]. Recall that r0 ∈ (0,
1
4) is the
constant from Theorem 2.2.
Lemma 5.12 For every ε > 0, there exists a positive constant r1 = r1(α, d, ε) ≤ r0 such that for
all r ∈ (0, r1] and a ∈ R
d, we have
GYB(a,r)(x, y) ≤
√
1 +
ε
4
GXB(a,r)(x, y), x, y ∈ B(a, r).
Proof. Let Br := B(0, r) with r ≤
1
4 . For any z ∈ Br, let (P
z
x,X
Br
t ) be the GBr (·, z)-transform of
(Px,X
Br
t ), that is, for any nonnegative Borel functions f in Br,
E
z
x
[
f(XBrt )
]
= Ex
[
GXBr(X
Br
t , z)
GXBr (x, z)
f(XBrt )
]
.
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It is well known that there exists a positive constant C independent of r such that
GXBr(x, y)G
X
Br
(y, z)
GXBr(x, z)
≤ C (|x− y|α−d + |y − z|α−d), ∀x, y, z ∈ Br. (5.7)
So there exists a positive constant r1 such that for any r ∈ (0, r1] and all x, z ∈ Br,
B(d, α)Ezxτ
X
Br = B(d, α)
∫
Br
GXBr(x, y)G
X
Br
(y, z)
GXBr(x, z)
dy < 1−
1√
1 + ε/4
, (5.8)
where B(d, α) is the constant in (5.6). Hence by (5.6) and Khasminskii’s lemma (see, for instance,
Lemma 3.7 in [12]) we get that for r ∈ (0, r1]
E
z
x
[
exp(
∫ τXBr
0
q(XBrs )ds)
]
≤ Ezx
[
exp
(
B(d, α)τXBr
)]
≤
√
1 +
ε
4
.
Since
GYBr(x, z) = G
X
Br (x, z)E
z
x
[
exp(
∫ τXBr
0
q(XBrs )ds)
]
, x, z ∈ B(0, r),
using the translation invariance property of our Green functions, we arrive at our desired result. ✷
The above lemma implies that
KYB(a,r)(x, z) ≤ A(d,−α)
∫
B(a,r)
GYB(a,r)(x, y)
|y − z|d+α
dy ≤ A(d,−α)
√
1 +
ε
4
∫
B(a,r)
GXB(a,r)(x, y)
|y − z|d+α
dy
for every z ∈ A(a, r,∞) and x ∈ B(a, r). Thus we have proved following lemma.
Lemma 5.13 For every ε > 0, there exists a positive constant r1 = r1(α, d, ε) ≤ r0 such that for
r ∈ (0, r1] and z ∈ A(a, r,∞),
KYB(a,r)(x, z) ≤
√
1 +
ε
4
KXB(a,r)(x, z), x ∈ B(a, r). (5.9)
Lemma 5.14 For every ε > 0, there exist positive constants r1 = r1(α, d, ε) ≤ r0 and λ1 =
λ1(α, d, ε) <
1
2 such that for every r < r1, z ∈ A(a, r, 1 − r) and x1, x2 ∈ B(a, λ1r),
1
1 + ε/2
KYB(a,r)(x2, z) ≤ K
Y
B(a,r)(x1, z) ≤ (1 +
ε
2
)KYB(a,r)(x2, z).
Proof. By (4.7) in [24] and Lemma 5.13 above, there exist r1 = r1(α, d, ε) ≤ r0 < 1/4 such that
for every r ≤ r1 and z ∈ A(a, r, 1 − r),
KXB(a,r)(x, z) ≤ K
Y
B(a,r)(x, z) ≤
√
1 +
ε
4
KXB(a,r)(x, z), x ∈ B(a, r). (5.10)
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By the explicit formula for KXB(a,r)(x, z) in (4.3), we see that for x1, x2 ∈ B(a, λr) and z ∈ A(a, r, 1−
r)
KXB(a,r)(x1, z) ≤
(1 + λ)d
(1− λ)d(1− λ2)α/2
KXB(a,r)(x2, z). (5.11)
The lemma follows easily from the inequalities (5.10)-(5.11). ✷
Now we can prove our oscillation result for nonnegative harmonic functions of Y .
Proposition 5.15 For any given ε > 0, there exists λ0 = λ0(ε, α, d) ∈ (0, 1/4) such that whenever
u is a positive harmonic function for Y in D,
1
1 + ε
u(z) ≤ u(a) ≤ (1 + ε)u(z)
for every a ∈ D with ρD(a) < r1 and z ∈ B
λ0
a := B(a, λ0ρD(a)), where r1 is the constant from
Lemma 5.14.
Proof. Recall that λ1 <
1
2 is the constant from Lemma 5.14. Fix a positive harmonic function u
for Y in D and a point a ∈ D with ρD(a) < r1. For any η ∈ (0, 1), we put B
η
a = B(a, ηρD(a)).
From now on we assume that λ ∈ (0, 14) and put τ(λ) := τBλa and ρ := ρD(a). By Theorem 4.1 in
[24], we have for any y ∈ Bλλ1a ,
u(y) = Ey
[
u(Yτ(λ))
]
=
(∫
A(a,λρ,1−λρ)
+
∫
A(a,1−λρ,1+λρ/2)
)
KYBλa
(y, z)u(z)dz
+Ey
[
u(Yτ(λ)); Yτ(λ) ∈ A(a, 1 + λρ/2, 1 + λρ)
]
.
By Lemma 5.14, for y,w ∈ Bλλ1a we have∫
A(a,λρ,1−λρ)
KYBλa
(y, z)u(z)dz ≤ (1 +
ε
2
)
∫
A(a,λρ,1−λρ)
KYBλa
(w, z)u(z)dz
= (1 +
ε
2
)Ew
[
u(YτB(a,λρ)); YτB(a,λρ) ∈ A(a, λρ, 1 − λρ)
]
.(5.12)
Note that by Theorem 4.1 in [24],
Py
(
Yτ(λ) ∈ A(a, 1 + λρ/2, 1 + λρ), τ(λ) = τ(λ/2)
)
= Py
(
Yτ(λ/2) ∈ A(a, 1 + λρ/2, 1 + λρ)
)
= 0.
Thus by the strong Markov property, we have
Ey
[
u(Yτ(λ)); Yτ(λ) ∈ A(a, 1 + λρ/2, 1 + λρ)
]
= Ey
[
u(Yτ(λ)); Yτ(λ) ∈ A(a, 1 + λρ/2, 1 + λρ), τ(λ) > τ(λ/2)
]
= Ey
[
EYτ(λ/2)
[
u(Yτ(λ)); Yτ(λ) ∈ A(a, 1 + λρ/2, 1 + λρ)
]
1A(a,λρ/2,λρ)
(
Yτ(λ/2)
)]
.
Let
g(z) := Ez
[
u(Yτ(λ)); Yτ(λ) ∈ A(a, 1 + λρ/2, 1 + λρ)
]
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for z ∈ A(a, λρ/2, λρ), and zero otherwise. Then we have from the above argument that
Ey
[
u(Yτ(λ)); Yτ(λ) ∈ A(a, 1 + λρ/2, 1 + λρ)
]
= Ey
[
g(Yτ(λ/2))
]
.
Since the function y 7→ Ey[g(Yτ(λ/2))] is regular harmonic on B(a, λρ/2) with respect to Y , and is
zero on B(a, λρ)
c
, we get by Lemma 5.14 and the argument in (5.12) that for y,w ∈ Bλλ1a ,
Ey
[
u(Yτ(λ)); Yτ(λ) ∈ A(a, 1 + λρ/2, 1 + λρ)
]
≤ (1 +
ε
2
)Ew
[
EYτ(λ/2)
[
u(Yτ(λ)); Yτ(λ) ∈ A(a, 1 + λρ/2, 1 + λρ)
]
1A(a,λρ/2,λρ)
(
Yτ(λ/2)
)]
= (1 +
ε
2
)Ew
[
u(Yτ(λ)); Yτ(λ) ∈ A(a, 1 + λρ/2, 1 + λρ)
]
. (5.13)
On the other hand, by Lemma 4.5 in [24], there exists M =M(d, α) > 1 such that∫
A(a,1−λρ,1+λρ/2)
KYBλa
(y, z)u(z)dz ≤ M λα ρα
∫
A(a,1−λρ,1+λρ/2)
u(z)dz
≤ M λαρα
∫
A(a,1−ρ/2,1+ρ/4)
u(z)dz.
By applying Lemma 4.5 in [24] to KY
B
1/2
a
(w, z) with w ∈ Bλλ1a and z ∈ A(a, 1 − ρ/2, 1 + ρ/4), we
get ∫
A(a,1−ρ/2,1+ρ/4)
ραu(z)dz ≤ M 2α
∫
A(a,1−ρ/2,1+ρ/4)
KY
B
1/2
a
(w, z)u(z)dz,
which is less than or equal to M2αu(w) by the harmonicity of u. Therefore we have∫
A(a,1−λρ,1+λρ/2)
KYBλa
(y, z)u(z)dz ≤ M22αλαu(w). (5.14)
Combining (5.12)-(5.14) with λ := (ε
1
αM−
2
α 2−1−
1
α ) ∧ 14 , we conclude that for y,w ∈ B
λλ1
a
u(y) ≤ (1 +
ε
2
)Ew
[
u(Yτ(λ)); Yτ(λ) ∈ A(a, λρ, 1 − λρ) ∪A(a, 1 + λρ/2, 1 + λρ)
]
+
ε
2
u(w)
≤ (1 + ε)u(w).
In particular,
1
1 + ε
u(z) ≤ u(a) ≤ (1 + ε)u(z)
for every z ∈ Bλλ1a . The proposition is proved with λ0 := λ1
(
(ε
1
αM−
2
α 2−1−
1
α ) ∧ 14
)
. ✷
Now we are ready to establish a relative Fatou type theorem of harmonic function for Y D.
With Propositions 5.9 and 5.15 in hand, the proof of the relative Fatou type theorem is an easy
modification of the proof of Theorem 3.13 in [22]. We spell out detail for the readers’ convenience.
Theorem 5.16 Let h be a positive harmonic function for Y D with the Martin measure ν. If u is
a nonnegative harmonic function for Y in D, then for ν-a.e. z ∈ ∂D,
lim
Aβz∋x→z
u(x)
h(x)
exists for every β >
1− κ
κ
. (5.15)
27
Proof. Without loss of generality, we assume ν(∂D) = 1. It is easy to see that u(Y Dt )/h(Y
D
t ) is a
non-negative supermartingale with respect to Phx0 . In fact, since u is non-negative superharmonic
for Y D, u is excessive for Y D. In particular, Ex[u(Y
D
t )] ≤ u(x) for every x ∈ D. So by the Markov
property for conditioned process, we have for every t, s > 0
E
h
x0
[
u(Y Dt+s)
h(Y Dt+s)
∣∣Fs
]
= EhY Ds
[
u(Y Dt )
h(Y Dt )
]
=
1
h(Y Ds )
EY Ds
[
u(Y Dt )
]
≤
u(Y Ds )
h(Y Ds )
.
Therefore the martingale convergence theorem gives
lim
t↑τYD
u(Y Dt )
h(Y Dt )
exists and is finite Phx0-a.s. .
Applying Proposition 5.7, we have
∫
∂D
P
z
x0
(
lim
t↑τYD
u(Y Dt )
h(Y Dt )
exists and is finite
)
ν(dz) = 1.
Thus, for ν-a.e. z ∈ ∂D
P
z
x0
(
lim
t↑τYD
u(Y Dt )
h(Y Dt )
exists and is finite
)
= 1. (5.16)
We are going to show that (5.15) holds for z ∈ ∂D satisfying (5.16). Fix z ∈ ∂D satisfying
(5.16) and fix a β > (1− κ)/κ. Let
l := lim sup
Aβz∋y→z
u(y)
h(y)
,
and assume l < ∞. Then for any ε > 0 there exists a sequence {yk}
∞
k=1 ⊂ A
β
z such that
u(yk)/h(yk) > l/(1 + ε) and yk → z. (see Lemma 3.9 [22]). Without loss of generality, we as-
sume |yk − z| < r0. Since ρD(yk) ≤ |yk − z| < r0, by Proposition 5.15, there is λ0 = λ0(ε, α, d) > 0
such that
u(w)
h(w)
≥
u(yk)
(1 + ε)2h(yk)
>
l
(1 + ε)3
(5.17)
for every w ∈ Bλ0yk = B(yk, λ0ρD(y)).
On the other hand,
P
z
x0
(
T
B
λ0
yk
< τYD i.o.
)
≥ lim inf
k→∞
P
z
x0
(
T
B
λ0
yk
< τYD
)
≥ c > 0.
But {T
B
λ0
yk
< τYD i.o.} is shift-invariant. Therefore by Proposition 5.9
P
z
x0
(
Y Dt hits infinitely many B
λ0
yk
)
= Pzx0
(
T
B
λ0
yk
< τYD i.o.
)
= 1. (5.18)
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¿From (5.16)-(5.18), we have
lim
t↑τYD
u(Y Dt )
h(Y Dt )
≥
l
(1 + ε)3
, Pzx0-a.s. for every ε > 0.
Letting ε ↓ 0,
lim
t↑τYD
u(Y Dt )
h(Y Dt )
≥ lim sup
Aβz∋y→z
u(y)
h(y)
P
z
x0-a.s. . (5.19)
If l =∞, then for any M > 1, there exists a sequence {yk}
∞
k=1 ⊂ A
β
z such that u(yk)/h(yk) > 4M ,
yk → z and ρD(yk) < r0. By Proposition 5.15, there is λ1 = λ1(M,α, d) > 0 such that
u(w)
h(w)
≥
M2u(yk)
(M + 1)2h(yk)
> M
for every w ∈ Bλ1yk . So similarly we have
lim
t↑τYD
u(Y Dt )
h(Y Dt )
> M, Pzx0-a.s.
for every M > 1, which is a contradiction because the above limit is finite Pzx0-a.s.. Therefore
l <∞.
Now let
m := lim inf
Aβz∋y→z
u(y)
h(y)
<∞.
Then for any ε > 0, there exists a sequence {zk}
∞
k=1 ⊂ A
β
z such that u(zk)/h(zk) < m(1+ε), zk → z
and ρD(zk) < r0. By Proposition 5.15,
u(w)
h(w)
≤ (1 + ε)2
u(zk)
h(zk)
< (1 + ε)3m (5.20)
for every w ∈ Bλ0zk . Similarly we have
P
z
x0
(
Y Dt hits infinitely many B
λ0
zk
)
= 1. (5.21)
¿From (5.16), (5.20) and (5.21), by letting ε ↓ 0 we have
lim
t↑τYD
u(Y Dt )
h(Y Dt )
≤ lim inf
Aβz∋y→z
u(y)
h(y)
, Pzx0-a.s. . (5.22)
We conclude from (5.19) and (5.22) that
lim
Aβz∋y→z
u(y)
h(y)
exists and is finite for ν-a.e. z ∈ ∂D.
✷
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Remark 5.17 Since constant functions in Rd are harmonic for Y in D, one can easily see that the
above theorem is also true for every harmonic function u for Y in D either bounded from below or
above.
If u and h are harmonic functions for Y D and u/h is bounded, then u can be recovered from
non-tangential boundary limit values of u/h.
Theorem 5.18 If u is a harmonic functions for Y D and u/h is bounded for some positive harmonic
function h for Y D with the Martin measure ν, then for every x ∈ D
u(x) = h(x)Ehx
[
ϕu
(
lim
t↑τYD
Y Dt
)]
,
where
ϕu(z) := lim
Aβz∋x→z
u(x)
h(x)
, β >
1− κ
κ
,
which is well-defined for ν-a.e. z ∈ ∂D. If we further assume that u is positive in D, then
u(x) =
∫
∂D
MYD (x,w)ϕu(w) ν(dw).
That is, ϕu(z) is Radon-Nikodym derivative of the (unique) Martin measure µu with respect to ν.
Proof. Without loss of generality, we can assume u is positive and bounded. Take an increasing
sequence of smooth open sets {Dm}m≥1 such that Dm ⊂ Dm+1 and ∪
∞
m=1Dm = D. Let τm := τ
Y
Dm
and τ := τYD . Theorem 5.5 implies that
1 = Pzx0
(
lim
m→∞
(u
h
) (
Y Dτm
)
= lim
t↑τ
(u
h
) (
Y Dt
)
= lim
Aβz∋x→z
u(x)
h(x)
)
= Pzx0
(
lim
m→∞
(u
h
) (
Y Dτm
)
= ϕu(z), lim
t↑τ
Y Dt = z
)
= Pzx0
(
lim
m→∞
(u
h
) (
Y Dτm
)
= ϕu
(
lim
t↑τ
Y Dt
))
for ν-a.e. z ∈ ∂D. By Propositions 5.7 and 5.9
lim
m→∞
(u
h
) (
Y Dτm
)
= ϕu
(
lim
t↑τ
Y Dt
)
, Phx-a.s. for every x ∈ D. (5.23)
On the other hand, the harmonicity of u implies that for every m ≥ 1,
u(x)
h(x)
=
1
h(x)
Ex
[
u
(
Y Dτm
)]
= Ehx
[(u
h
) (
Y Dτm
)]
.
Therefore, by the bounded convergence theorem and (5.23), we have
u(x)
h(x)
= lim
m→∞
E
h
x
[(u
h
) (
Y Dτm
)]
= Ehx
[
lim
m→∞
(u
h
) (
Y Dτm
)]
= Ehx
[
ϕu
(
lim
t↑τ
Y Dt
)]
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for every x ∈ D. By Theorem 5.6,
u(x) =
∫
∂D
MYD (x,w)ϕu(w) ν(dw).
✷
Through an argument similar to the one in Remark 3.19 in [22], one can easily check that the
above theorem is not true without the boundedness assumption.
Now suppose that d = 2, D = B := B(0, 1), x0 = 0 and σ1 is the normalized surface measure
on ∂B. It is showed in [22] that the Stolz domain is the best possible one for relative Fatou
type theorem for symmetric stable processes. The proofs there (Lemma 3.22 and Theorem 3.23 in
[22]) used Martin Kernel estimates for symmetric stable process in B and classical argument by
Littlewood [32]. Thus using Martin Kernel estimates for truncated stable process (Theorem 4.11),
we can show that the Stolz domain is the best possible one for relative Fatou theorem for truncated
stable processes. We skip the proofs since they are almost identical to the ones of Lemma 3.22 and
Theorem 3.23 in [22].
Lemma 5.19 Suppose that
h(x) :=
∫
∂B
MYB (x,w)σ1(dw)
and that U is a measurable function on ∂B such that 0 ≤ U ≤ 1. Let
u(x) :=
∫
∂B
MYB (x,w)U(w)σ1(dw) =
1
2π
∫ 2pi
0
MYB (x, e
iθ)U(eiθ)dθ,
where x ∈ B. Suppose that 0 < λ < π and U(eiθ) = 1 for θ0 − λ ≤ θ ≤ θ0 + λ. Then there exists a
ρ = ρ(ε, α) such that
1− ε ≤
u(ρeiθ0)
h(ρeiθ0)
≤ 1, if ρ > 1− λρ.
A curve C0 is called a tangential curve in B which ends on ∂B if C0 ∩ ∂B = {w0} ∈ ∂B,
C0 \ {w0} ⊂ B and there are no r > 0 and β > 1 such that C0 ∩B(w0, r) ⊂ A
β
w0 ∩B(w0, r).
Theorem 5.20 Suppose that
h(x) :=
∫
∂B
MYB (x,w)σ1(dw).
Let C0 be a tangential curve in B which ends on ∂B and let Cθ be the rotation of C0 about x0
through an angle θ. Then there exists a positive harmonic function u for Y in B := B(x0, 1) such
that for a.e. θ ∈ [0, 2π] with respect to Lebesgue measure,
lim
|x|→1,x∈Cθ
u(x)
h(x)
does not exist.
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