In the SPH method for viscous fluids, the time step is subject to empirical stability criteria. We proceed to a stability analysis of the Weakly Compressible SPH equations using the von Neumann approach in arbitrary space dimension for unbounded flow. Considering the continuous SPH interpolant based on integrals, we obtain a theoretical stability criterion for the time step, depending on the kernel standard deviation, the speed of sound and the viscosity. The stability domain appears to be almost independent of the kernel choice for a given space discretization. Numerical tests show that the theory is very accurate, despite the approximations made. We then extend the theory in order to study the influence of the method used to compute the density, of the gradient and divergence SPH operators, of background pressure, of the model used for viscous forces and of a constant velocity gradient. The influence of time integration scheme is also studied, and proved to be prominent. All of the above theoretical developments give excellent agreement against numerical results.
Introduction
The Smoothed Particle Hydrodynamics (SPH) Lagrangian numerical method has been more and more used during the past years, thanks to its capability to model complex physical problems, in particular in the field of fluid mechanics. However, many of its numerical properties are still poorly known. In particular, the question of numerical stability has been treated for a long time, but there is no clear theory allowing the user to determine the optimal time step, i.e. the maximum time step allowed for keeping numerical stability of the solutions. Indeed, the explicit nature of standard SPH suggests that this method is conditionally stable, a statement which is confirmed by numerical evidence. In all the available SPH literature, the time step is chosen according to empirical laws based on the numerical speed of sound, the viscosity and the smoothing length, inspired from the mesh-based methods (see e.g. Morris et al., 1997) . The purpose of the present work is to deduce the maximum time step from theoretical investigations. In the following we assume the reader to be familiar with SPH (for a broad discussion of this method, see Monaghan, 2005) .
There are two approaches in studying SPH stability. The first one consists of keeping the discrete nature of the method in the analysis, the second one consists of approximating the discrete SPH interpolation with its continuous form based on the interpolating kernel. The latter can be performed in arbitrary dimension (see Balsara, 1995) , but as an approximation it cannot handle all the numerical properties of SPH. The discrete approach is closer to the real SPH method but can hardly be conducted in arbitrary space dimension and with arbitrary neighbour particles. With this approach, the particles are usually assumed to be placed on a cartesian grid and only the closest neighbours are considered. Swegle et al. (1995) conducted a linear stability analysis of SPH for solids from this discrete point of view in one dimension, and determined a stability criterion based on the sign of the stress and kernel second derivative. Morris (1996) extended this work to arbitrary number of neighbour particles for fluid flow, including viscous effects. On the other hand, Balsara (1995) used the method of continuous operators to investigate stability of SPH for fluids in one dimension and studied the impact of kernel and artificial viscosity. The last two authors came to the conclusion that the Fourier transform of the kernel plays a major role in the stability properties of SPH, which was later confirmed by Robinson's PhD thesis (2009) . However, none of these papers give an explicit criterion for the maximum allowed time step.
We concentrate here on SPH for viscous isothermal fluids, non self-gravitational flows, using the so-called Weakly-Compressible approach (WCSPH) proposed by Monaghan (1994) and widely used in theoretical and applied publications. We will chose usual forms of the discrete pressure gradient, viscous forces and velocity divergence and proceed to a von Neumann stability analysis. For this purpose, we will use the continuous approach instead of the discrete one, which allows us working in arbitrary dimension. In the major part of the paper we will focus on unbounded flows. In Section 2, the continuous SPH governing equations will be linearised from a reference state and a theoretical stability criterion for the time step will be deduced, then confirmed by numerical tests with an excellent accuracy for all tested kernels.
We will confirm that the kernel Fourier transform is a key function in the stability properties of SPH. In Section 3 we will look at the effect of various model options.
Indeed there are several approaches in SPH for predicting the evolution of density (continuity equation or density interpolation) as well as various forms of the pressure gradient (momentum-conserving and zero-order consistent forms, to mention the most two important ones). The pros and cons of these approaches are discussed by many authors, in particular by Vila (1999) and Price (2012) . In the present study, we will see that the choice for pressure gradient modelling and density computation have no influence on our results. We will also study the effect time integration scheme, comparing frist-order and second-order (leapfrog) schemes. We will see that the time scheme has a major effect on the stability criterion, as well as the model for viscous forces and the use of background pressure. Finally, we will try to extend these results to real flows from numerical tests, including the effect of solid walls.
Linear stability analysis of continuous SPH

SPH continuous governing equations
We start by defining our notations and tools for the purpose of the present study. For more detail about SPH, the reader can refer to Monaghan (2005) or Violeau (2012) .
The most frequently used gradient (hereafter denoted by G) and divergence (D) operators are derived from the following continuous SPH approximation of an arbitrary scalar field A:
where δ is the Dirac distribution and w the SPH kernel, here assumed isotropic,
i.e. to depend on the distance |r − r ′ | only. For practical applications, the kernel is often compactly supported, with smoothing length h, although the Gaussian kernel (with infinite support) is often used to perform analytical developments. The order of approximation O h 2 in (1) is a consequence of the kernel isotropy, as well as the normalising condition, i.e. the integral of w on the fluid domain Ω is equal to 1. This is only true if the point of interest r is far enough from the boundaries, which will be assumed hereafter (except in Section 3.3). In most SPH papers, the smoothing length is used as space discretization scale. However, Dehnen and Aly (2012) recently pointed out that a better choice should be the kernel standard deviation σ, defined by σ 2 1 n Ωr 2 w (r) dr
It has the advantage to be finite even with the Gaussian kernel, and to give a correct measure of the number of particles in the kernel support, irrespective of the kernel choice. The values of the ratio σ/h for various kernels are given in Table 1 .
In the following, we will use σ in place of h (see Section 2.4).
Applying the approximation (1) to ∇A gives
where n (r ′ ) is the outward normal vector to the boundary ∂Ω at the point r ′ . Being far from the boundary, we can remove the first integral in the case of compactly supported kernel, while the second one can be modified using the antisymmetry of the kernel gradient, i.e. ∇ r ′ w (|r − r ′ |) = −∇ r w (|r − r ′ |), which is a consequence of the kernel symmetry (∇ r denotes the gradient with respect to the components of r,
i.e. ∂/∂r). It should be underlined, however, that the Gaussian kernel having an infinite support, the boundary integral can only be removed in the ideal case of an 'infinite' fluid domain. The latter assumptions give a first SPH continuous gradient operator:
On similar grounds, a continuous divergence SPH operator is defined for an arbitrary vector field A as
We now define the following modified continuous operators:
where ρ is the fluid density field, giving, from (4) and (5):
Note that the relations (6) are exact when applied to the standard continuous differential operators gradient (i.e. ∇ in place of G) and divergence (∇· in place of D). Thus, G + and D − are relevant approximations of ∇ and ∇·, respectively. The 'plus' and 'minus' superscripts suggest that these SPH operators were built with plus and minus signs respectively, while other possibilities exist, as we will see in Section 3.1. Now, the traditional SPH discrete differential operators are written as discrete sums involving fluid particles. They can be obtained from (7) as
where the subscripts refer to particles, e.g. ρ b ρ (r b ), r b being the position of particle b at a certain time. We also define the particle mass m b , as well as A ab A a − A b , A ab A a − A b and ∇w ab ∇ ra w (|r a − r b |), according to the usual notations in the SPH literature. Note that the divergence operator D − a is zeroorder consistent, i.e. vanishes for constant fields (Bonet and Lok (1999) also show how to improve consistency up to the first order by using renormalisation matrices).
On the other hand, the present discrete gradient G + a does not fulfil this property. However, it is mostly used in the SPH literature because it satisfies linear momentum conservation, as resulting from a variational principle (see e.g. Monaghan, 1992) . For this reason, this form of the SPH gradient is highly recommended (Price, 2012) .
The Laplacian operator can also be written in discrete and continuous forms. We first consider the model proposed by Morris et al. (1997) , widely used in the SPH literature for modelling viscous forces:
It is actually more general than the Laplacian, rather a diffusion-like term based on a diffusion coefficient B (r) which can vary in space, with the following discrete equivalent form:
where V b m b /ρ b is the particle volume, r ab |r ab | and r ab r a − r b . Schwaiger (2008) and Fatehi and Manzari (2011) proposed second-order consistent Laplacian operators for SPH, but they are significantly more complex and will not be considered in the present work.
The numerical error done when approximating the continuous operators (7) with the discrete ones (8) depends on the particle distribution in the fluid, and was investigated in Quinlan et al. (2006) and Amicarelli et al. (2011) . In the following, we will only consider the continuous forms (7) and (9), which will make our stability analysis easier. As pointed out by Balsara (1995) , the error done by doing so is so small that it hardly affects the results of stability analysis, and we will confirm this statement later on from numerical tests. Thus, the role of Lagrangian particles b will be played by the dummy argument r ′ in the integrals, i.e. A (r ′ ) stands for A b in the continuum limit.
We restrict our work to viscous isothermal fluid modelling based on the traditional Weakly Compressible SPH approach (here referred to as WCSPH, see Monaghan, 1994 and Morris et al., 1997) . We also neglect self-gravitation. We will thus consider the following continuous SPH forms of the Navier-Stokes momentum equation and of the continuity equation:
where p and u are the pressure and velocity field, respectively, while µ is the dynamic viscosity and the dots denote Lagrangian time derivatives. The pressure is computed from the following equation of state (Monaghan, 1994) :
c 0 being the numerical sound speed at the reference density ρ 0 , and γ = 7 for water.
Linearisation
Consider a reference state corresponding to homogeneous conditions, i.e. u (r) = cst and ρ (r) = ρ 0 (which is a solution to the Navier-Stokes equations and to the SPH continuous system (11)). Suppose the positions, velocities and densities are now modified by small arbitrary amounts δr, δρ (r) and δu (r), respectively. Then, it is demonstrated in Appendix 1 that the fluid acceleration and density variation are modified by δu (r) and δρ (r) as follows:
+2ν
with ν µ/ρ 0 the kinematic viscosity. We now consider the case of space-periodic fluctuations:
where U (t), R (t) and R (t) are arbitrary dimensionless functions of time and K a wavevector (the fluctuations of particle positions δr are not used in the present calculations but will be useful in Section 3.1). Recall σ is the kernel standard deviation as defined by eqn (2). By making the variable changer = r ′ − r (hence ∇ r = −∇r and dr ′ = dr) we obtain
wherer |r|. The integral of ∇rw (r) vanishes because of Gauss' theorem and the compactly supported kernel. We now use the following property of the multidimensional Fourier transform (hereafter denoted by a hat):
Where K * σK is the dimensionless wavevector and K * |K * | the dimensionless wavenumber. w is a function of the wavenumber (i.e. the wavevector length) because of the kernel isotropy property (the Fourier transform of a radial function is another radial function) and because we assumed the boundaries to be removed far away from the point of interest. The use of σ as scaling distance in place of h makes the kernel Fourier transform almost independent on the kernel choice, especially at small wavenumbers, as pointed out by Dehnen and Aly (2012) (see also Appendix 2). We
where we have defined
which is again a function of the wavenumber, regardless of the wavevector direction for kernel isotropy reasons.
Similarly, for the linearized continuity equation (84):
Gathering (17) and (19), and writing the time derivative of the particle positions asṙ = u, we obtain the following system:
Time integration scheme
In order to analyse the behaviour of the solutions to the system (20), we must now choose a time integration scheme. So far, we have not considered this aspect, which will be proved to be very important in the following. Some authors (e.g. Morris, 1996; Antuono et al., 2012) conducted SPH stability analysis considering the time as a continuous variable. This idea is incorrect, as we will see. We will first concentrate on first-order schemes, i.e.Ȧ
where the superscripts m denote the time iteration and δt the time step (a secondorder time marching scheme will be investigated in Section 3.2). We first investigate a sequential scheme, i.e. evaluating each of the right-hand sides of the system (20) using the values computed at the stage immediately before, i.e. using updated velocities to compute new positions and densities. Thus, for each particle we prescribe
where F denotes the force experienced by a particle per unit mass (right-hand side of the first line in eqn (11)), and D the term −ρ (r) D − {u} (r) in eqn (11). Applying this scheme to model the derivatives in the system (20), we get
We will now seek for a wave-like solution, which amounts to looking for the unknown time-dependent functions as periodic functions:
ω being an angular frequency. (23) now reads
where χ exp (iωδt) is the wave amplification factor. In other words, the numerical wave will be multiplied by the complex number χ at each iteration, thus a stability condition is |χ| 1. From (25), we find
where we have used the following notation:
We also define the CFL (Courant-Friedrichs-Lewy) number C and a viscous time step C ν :
In the last equality, we defined the numerical Reynolds number as
The eigenvalues of the matrix K * ⊗ K * are 0 and K * 2 . From (26), the last one
with, by definition:
Note that a similar form of eqn (30) was obtained by Swegle et al. (1995) (their equation (A.42) ). However, these authors worked with a discrete approach and only in dimension n = 1. They did not care about the value of the time step, but deduce a necessary condition for numerical 'tensile' stability which basically states that the second derivative of the kernel for the smaller neighbouring particle distance should be positive (for a fluid, where normal stresses are negative), i.e. w ′′ (δr), where δr is the particle spacing. This criterion, however, was severely criticized in Robinson's PhD thesis (2009) and more recently by Dehnen and Aly (2012) . In the present theory, the equivalent of this condition is the positivity of F 1 (K * ), which is ensured by the definition (27). It is normal that the continuous approach proposed here cannot lead to a criterion like in Swegle et al.'s paper, where the discrete approach is the key tool. In the following, we will assume the function F 2 to be positive as well, which is true for all usual SPH kernels (see Section 2.4 and Appendix 3). Thus A 1 and A 2 are positive.
Calculating the roots χ of the second-order polynomial (30) leads to the following condition for |χ| to be less than unity:
On the other hand, from (26) the zero eigenvalue of K * ⊗ K * gives χ = 1 (leading to stability) or χ = 1 − A 2 . The latter preserves stability provided A 2 2, which is true under (32). Finally, the only stability condition which remains is (32), which should be satisfied for all values of K * , giving the following stability condition:
The latter condition will now be analysed for various kernels and compared against numerical tests.
Effect of the kernel choice
The importance of the Fourier transform of the SPH kernel on numerical stability was already pointed out by Balsara (1995) for one-dimensional flow and more generally by Morris (1996) and Robinson (2009) . From the definition (27) it can be seen that
is easy to see that the function F 2 (K * ) depends on w (K * ) through the following relation, demonstrated in Appendix 2:
with the boundary condition F 2 (0) = 0.
Let us now examine several usual kernels (see e.g. Monaghan, 1985; Wendland, 1995) . Generally speaking, we may write
where n is the space dimension and α n a normalising factor,h being an appropriate scale. For all the kernels presented below, the normalizing constants α n and the ratios σ/h are given in Table 1 . Following Dehnen and Aly (2012), we useh = h = σ to define the Gaussian kernel by
Its Fourier transform is given by
and thus
Still from Dehnen and Aly (2012) , the other kernels defined below are based on the choiceh = H, defined as the kernel support size (so that q belongs to [0, 1] ).
With this convention, the Wendland 1 5th order kernel reads
with H/h = 2. Finally, we will consider the B-Spline kernels of orders 3, 4 and 5.
The 3rd-order is defined by
with H/h = 2 and using the notation (·) + = max (·, 0). As for the 4th-order, it is given by
with H/h = 5/2. Finally, the 5th-order is defined as
with H/h = 3.
Contrary to the Gaussian, the Fourier transforms and F 2 functions of the Wendland and B-Spline kernels depend on the space dimension, and are given in Appendix 3. Figure 1 shows the functions w (K * ), F 1 (K * ) and F 2 (K * ) for all the kernels presented here. It confirms that the scaling based on σ gives the Fourier transforms a universal shape at small wavenumbers, as said earlier. As a consequence, this is also true for F 1 and F 2 (see Appendix 2).
The stability condition (33) gives a stability domain in the (C, C ν )-plane. Given the complexity of the functions F 1 and F 2 , the minimum in (33) cannot be algebraically computed, but numerical minima can be obtained from tabulation. (27)) and F 2 (K * ) (eqn (18) or (34)) for the various kernels presented here and all space dimensions n. The black dotted lines display the universal laws at small wavenumbers (see Appendix 2).
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Wendland 5th order (n = 3) Table 1 : Normalizing constants and ratios σ/h for various kernels and space dimension n. kernels in all dimensions. It can be seen that in the limit of small numerical Reynolds number Re 0 (i.e. small C/C ν ratio, see (28)), C ν reaches a plateau. According to (32), the latter is given by A 2 = 2 (so that A 1 = 0), or
On the other hand, for large Re 0 (large C/C ν ratio), the CFL number C reaches a maximum value given by A 1 = 4 (so that A 2 = 0), or
Generally speaking, C max cannot be calculated analytically. For the Gaussian kernel, however, C max = 2 √ e ≈ 3.30. The values for the other kernels are computed numerically from (44) and given in Table 2 . On the other hand, F 2 being an increasing function of K * for all the presently studied kernels, the theoretical values of C ν,max can easily be calculated as The theoretical values of C ν,max are given by Table 2 . It can be seen, from
Figure 2 as well as in Table 2 , that the kernel choice and space dimension have only a little effect on the results. This is a result from the fact that we used σ as a scaling parameter. In other words, the stability domain is almost universal, especially at large Reynolds numbers (at least for the present choice of time integration scheme and viscous forces, as we will see later). A deeper analysis shows that for small Re 0 , when C ν exceeds C ν,max the instabilities are determined by (theoretically) infinite wavenumbers, while at large Re 0 finite wavenumbers are unstable when C exceeds
The theoretical stability domains can be compared with the traditional (empirical) SPH stability conditions under viscous forces (see e.g. Morris et al., 1997) , which
where C h and C h ν are defined like C and C ν (eqn (28)) but using h in place of σ. This choice implies that the stability domains in C h , C h ν -plane are now kernel dependent. Figure 3 displays the stability domains of all kernels with this convention, compared to (46). For all kernels, the stability domain contains the traditional one as given by (46) with a large security margin. Thus, the traditional choice for maximum time step in SPH may be modified, leading to higher time steps. We will come back to this question in Section 3.3.
In order to check the efficiency of the proposed theory, extensive simulations were performed in dimension n = 2 with all the considered kernels (for the Gaussian kernel, a truncated form was used, as proposed by Cherfils, 2011) . The discrete gradient and divergence operators are defined as in (8), thus satisfying first-order consistency of the velocity divergence and momentum conservation. In order to simulate an infinite domain, we use periodic boundary conditions in both directions.
We thus consider a square of 40×40 particles initially at rest (the Galilean invariance of the SPH equations allows this choice) on a Cartesian lattice, and an initial density perturbation of 1% is set in the right half of the domain (thus, with periodicity it consists of vertical stripes of constant density). Tests were also performed with an initial random noise in density, the results being modified by less than 2% as regards the critical time steps. This test will be widely used in the following, and referred to as the 'infinite flow' case. The computations are run over about 10,000 iterations for several values of C, and the flow is considered stable if the space density variations keep bounded by a few percent of the initial mean density. The viscosity is then increased in order to modify C ν until an instability occurs (generally much before the maximum iteration number, leading to a blowing up). For each value of C, it is observed that the computations remain stable until the corresponding critical C ν is reached, then becomes unstable for immediately higher values. The critical values of C ν were computed here up to 3 digits. The stability domains obtained by this method are plotted using circles on Figure 3 , together with the theoretical domains represented by lines. We used here the C h , C h ν -plane instead of (C, C ν ) in order to make the comparison between theory and numerical results clearer. The values of (28)) are also given. One can see that the agreement between the theory and the computations is excellent, despite the approximations made (continuous framework, linearisation of the governing equations). Although small discrepancies exist, the shape and size of the stability domains are very well predicted by the present theory, as well as the influence of the kernel (although the latter is negligible when plotted in the (C, C ν )-plane). One of the main drawbacks of the present theory is that the range of possible wavenumbers is in principle infinite, while in practise K * is upper bounded by πσ/δr, since no wave can develop with a wavelength smaller than twice the particle spacing δr. For the present case, the ratio h/δr was set to 1.5. For this value, at large K * the functions F 2 have almost reached their asymptotic values, which explains the good agreement between theory and numerical results as regards C ν,max . This is also why the simulations match the theory with the Gaussian kernel despite the fact that we used a truncated Gaussian, with negative Fourier transform values at large wavenumbers.
Our choice of 1.5 for the ratio h/δr may be criticized, since several authors suggest smaller values. On the other hand, our theoretical developments assumed a continuous approximation of the SPH operators, which is more applicable for large h/δr. Thus we reconducted the present tests with h/δr = 1.2, as recommended by Price (2012) . It was found that our numerical critical values of C ν were only reduced by a very small amount (no more than 2%). This shows that the present approach remains valid for moderate densities of particles. Moreover, as pointed out by Morris (1996) , Colagrossi et al. (2012) and Dehnen and Aly (2012) , the Cartesian particle lattice used here is not the closest packing, and hence not a minimum for the internal energy. We reconducted our numerical experiments using an initial triangular particle network, our results being unchanged. This confirms that the continuous approach used in the present theory is correct.
It should be underlined that in the present simulation, it was not possible to keep the simulation stable when the numerical Reynolds number Re 0 , as defined by (29), exceeds a value around 100, slightly depending on the kernel choice. This phenomenon, which is not predicted by the present theory, may result from the discrete properties of SPH. However, the present continuous theory can propose a possible explanation: as Re 0 increases, the CFL number comes closer to its maximum value C max , for which A 1 = 4 and A 2 = 0, as stated above. Under such circumstances the polynomial (30) reads (χ + 1) 2 = 0, thus |χ| = 1. We can conclude that the numerical wave amplitude is not damped but remains constant, thus finite. As a consequence, non-linear terms can be non negligible and enhance instability.
In WCSPH, the numerical speed of sound c 0 is generally set to 10 times the maximum fluid velocity (Monaghan, 1992) . On the other hand, the smoothing length h, and thus the space discretization size σ, is typically 10 to 100 times smaller than the flow size. Thus, if ν represents the physical (molecular) viscosity then Re 0 is typically 1 to 10 times smaller than the physical Reynolds number Re U L/ν where U and L are velocity and length scales, respectively. This means Re cannot excess a maximum value of 100 to 1000 with the present SPH model. In particular, zero-viscosity simulations cannot be performed with the present scheme (a different conclusion will result from the use of the leapfrog scheme, as explained later).
It should be noted that Adami et al. (2013) proposed a transport-velocity form of momentum-conserving SPH which allows to reach larger Reynolds numbers. The authors give no information about the effect of their method on the critical time step. However, it is likely that this newly proposed form of SPH should have benefits in terms of stability, and would deserve a stability analysis based on the present approach.
3. Study of model variations
Effect of the discrete SPH operators
We are now going to examine a few variations of the SPH options for discretizing the governing equations, and look at their effects on the stability domain. We begin by looking at the density computation. In many SPH publications (see e.g. Bonet and Lok, 1999) , an explicit density interpolation is preferred to the continuity equation:
where w ab w (|r a − r b |). It should be noted that the latter approach defines the density from the particle positions while the continuity equation also involves velocities. In the framework of a continuous time, differentiating (47) gives back the second line of (11), but since the time is discretized, the two approaches are actually different. As a consequence, errors in integrating the continuity equation accumulate and generally require mass diffusion or density smoothing (see e.g. Ferrari et al., 2009 ). On the other hand, (47) can be used as it is without accumulating density errors.
The continuous form of (47) can be written as
One can write, using (14) and (16):
and then, with (24):
Substituting the latter relation into the first two equations of the system (25) gives (26) again. Thus the stability condition (33) is unchanged, and so is the stability domain. This is illustrated by Figure 4 , where the effect of eqn (47) is compared to the original continuity equation on the infinite flow case already presented in Section 2.4. As it can be seen, the computational points match exactly with both approaches for the density estimation.
We now come back to the continuity equation approach, and observe that in the SPH literature, other formulations than (6) are sometimes used for the gradient and divergence operators, given by
where k is an arbitrary real number (the superscripts k in the operator notations G k and D k should not be confused with the exponents in the right-hand-sides of the latter definitions). The particular choice k = 1 comes down to (6), i.e.
Using (4) and (5), the continuous operators are now written
in place of (7). Note that the relations (51) 
The operators (53) are frequently used in SPH, in particular for k = 1 (as above) and k = 0 (see e.g. Monaghan, 2005) . The operators G k a and D k a can be proved to be skew-adjoint, leading to interesting numerical properties when used in the momentum and continuity equations, in particular energy conservation (Oger et al., 2007; Violeau, 2012; Mayrhofer et al., 2013) .
It is a matter of easy algebra to check that with these new operators the system (20) remains unchanged, regardless of the value of k (see Appendix 1). The conclusion is that the stability domain is unchanged by changing the gradient and divergence operators using (53), for all values of k. This prediction was confirmed by numerical results in the case of the infinite flow with k = 0. Note that the use of the present operators could not allow increasing the maximum Reynolds number mentioned at the end of Section 2.4.
Another possibility consists in using a 'minus' sign to build the gradient operator, leading to
(we only give here the discrete form). This gradient is zero-order consistent and thus provides more accurate estimations. However, it has been criticized by several authors (see e.g. Monaghan, 1992; Price, 2012) since it does not result from a variational principle, and thus is not momentum-conserving. When applied to (54), the present stability analysis shows that the stability domain is unchanged, which is again confirmed by numerical experiments.
Another advantage of the G k a gradient operators (over G − a ) is that they allow using a background pressure, i.e. defining the pressure as
instead of (12), where the coefficient D is chosen by the user, but assumed to be positive. This approach is known to avoid artificial cavities near walls. The pressure when ρ = ρ 0 is now non-zero:
It is rather easy to show that the linearisation of the momentum equation now
= c 2 0
instead of (17), where we have defined a dimensionless background pressure:
and used the following property of the Fourier transform:
The first equation of the system (25) being modified accordingly, the equation (26) remains valid if we define differently the function F 1 :
in place of (27). The latter equation was already obtained by Dehnen and Aly (2012, their equation (28) ). Note that it is now a function of the background pressure as well as the wavenumber, and that F 1 (K * , 0) = F 1 (K * ) as expected. Note also that the last equality of (34) is no longer valid for non-zero background pressure. As for the positivity of F 1 , it remains true if 0 w (K * ) 1. We observe that w (0) = 1, due to the kernel normalising condition. Thus, (60) shows that F 1 is positive if w is a decreasing and positive function. The latter two properties are true for the Gaussian kernel, but the Wendland kernels Fourier transforms may not be decreasing. On the other hand, they satisfy 0 w (K * ) 1. As for the splines, they do not satisfy 0 w (K * ) at large wavenumbers. All this is discussed by Dehnen and Aly (2012) .
The stability condition (33) is still valid, using F 1 (K * , p + ) in place of F 1 (K * ). Figure 5 shows the theoretical effect of the background pressure p + in the case of the Wendland kernel of order 5 and k = 1. The particular case D = 1 (i.e. p + = 2/γ) was given particular interest as corresponding to compressible gas dynamics. It can be seen that the stability domain is reduced when increasing p + , the maximum value of the viscous time step C ν,max being unchanged while C max is reduced, in agreement
with (43) and (44), which now reads
The same figure shows that the numerical results confirm the theoretical pre- The viscous operator (9) and (10) due to Morris et al. (1997) may also be changed according to Monaghan and Gingold (1983) , where the diffusion coefficient B is assumed to be a constant:
where n is still the space dimension (see also Colagrossi et al., 2010, or Violeau and Issa, 2006 for non-constant B). The stability analysis here modifies the viscous term,
which in fine appears in the form of (25) but changing the function F 2 (K * ) with (n + 2) F 2 (K * ), where F 2 (K * ) is a second-order tensor:
Obviously, its trace is equal to F 2 (K * ) as given by (18). It is proved in Appendix 2 that
where b (K * ) is found to be the (n + 1)-moment of the kernel Fourier transform:
Substituting this result into (25) gives the following equation:
in place of (26) 
which should be used in place of F 2 (K * ). The stability condition (33) is thus the same, mutatis mutandis. Since the function F 1 (K * ) is unchanged in comparison to the previous computations, the high Reynolds number limit C max remains unchanged.
On the other hand, the stability domain should now be dimension-dependant for small values of Re 0 , even with the Gaussian kernel. In dimension n = 1, b (K * ) is useless and (67) gives F
M G 2
(K * ) = 3F 2 (K * ) regardless of the kernel choice. In dimensions 2 and 3, the functions F
for the Gaussian kernel are given in Appendix 2.
The values of C ν,max are modified according to eqn (43), again using
(K * ) functions are not monotonically increasing (except for n = 1), but rather reach a maximum for a finite wavenumber before decreasing to their asymptotic value at large wavenumbers.
Thus the formula (45) As a conclusion of the present section and the previous one, the stability condition (33) Gingold's viscous forces, see eqns (65) and (67). It is now convenient to rewrite (33) as a condition on the time step δt. From (33) we get a second-order polynomial in δt, giving
(recall Re 0 is defined by (29)). For small Re 0 , this formula gives
in agreement with (43), while at large Re 0 it yields
according to (44).
Effect of the time marching scheme
We now investigate the effect of the time marching scheme. The scheme (22) has been preferred so far because of its sequential nature. However, many other schemes are possible, including schemes of order two or more. As an example, Monaghan (2005) gives a second-order (leap-frog) scheme, widely used in the SPH literature for its accuracy properties and time reversibility (in the absence of viscous forces).
A stability analysis was performed by Randles and Libersky (1996) with secondorder schemes for the dynamics of solids in dimension n = 1. Before applying our method to the leap-frog scheme, we continue with first-order schemes, for the sake of simplicity. We will now introduce a fully explicit scheme (used e.g. by De Leffe, 2011), in which the velocities in the right-hand sides of (22) (or (23)) are taken at the previous time step, i.e. U (t m ) is written in place of U t m+1 . In the system (25), the factor χ in the right-hand-sides of the last two equations are thus removed, and the characteristic equation (30) is replaced by
with the same definitions (31) for A 1 and A 2 . The stability condition |χ| 1 is now reached if and only if A 1 A 2 and 2A 2 − A 1 4, or
For all the kernels considered in the present work, it was observed that the second of these condition is reached for infinite values of the wavenumber, for which F 1 tends towards zero while F 2 has an asymptotic non-zero value (see Section 2.4). On the other hand, the first condition is obtained for very small wavenumbers. Moreover, it is proved in Appendix 2 that F 2 (K * ) /F 1 (K * ) tends towards 1 for small K * . Thus, the latter conditions may be written as
The values of the right-hand-side of (73) can be found in Table 1 , giving C ν,max from (45). The stability domain in the (C, C ν )-plane is thus bounded by a straight line parallel to the C-axis and by a parabola starting from the origin. The straight line and the parabola intersect for a critical value of Re 0 :
Re c is typically order unity, and is equal to 1 with the Gaussian kernel. Note that the stability domain is again almost independent of the kernel choice. 
The first of the above conditions is the most important at large Re 0 , giving a very small δt because of the factor c 2 0 . It is thus recommended to avoid this time integration scheme as regards the optimum choice of the time step. Note that with the present explicit scheme the stability conditions are no longer satisfied with the traditional criteria (46), except for very small Reynolds numbers.
We now come to the second-order leapfrog scheme. Following Monaghan (2005), we write it as
In comparison to the first-order scheme (22), the leapfrog consists of estimating velocities at half-integer times. This is why the density is calculated from (47), avoiding the use of velocities at time t m+1 . For the same reason, in the force F t m+1 all parameters are considered at time t m+1 except the velocity in the viscous term, which is taken at t m . It should be emphasized that with this choice, the present scheme is not exactly second-order in time. To achieve second-order, an additional step should be used to estimate 'intermediate' velocities u * at time t m+1 from F (t m ); the u * should then be used in the viscous force on the last line of (76). However, this modification would not affect the stability domain, as evidenced by algebraic computations. It is possible to rearrange (76) using only integer times to give
Applying our method to this scheme leads to the following eigenvalue problem:
in place of (26), using the same definitions (31) for A 1 and A 2 . In case of background pressure, it is easy to show that the result is unchanged provided we use the modified function F 1 (K * , p + ) defined for the first-order schemes (Section 3.1, eqn (60)). Again, we need to study separately the eigenvalues of the matrix K * ⊗ K * .
The eigenvalue K * 2 gives a second-order polynomial for χ similar to (30), leading to the stability condition A 1 4, or C C max where C max is defined by (44). On the other hand, the zero eigenvalue gives χ = 1 − A 2 , with the stability condition A 2 2 or C ν C ν,max where C ν,max is defined by (45). Finally, the theoretical stability domain is a rectangle of size C max × C ν,max in the (C, C ν )-plane, giving:
The upper right corner of the rectangle corresponds to C = C ν , i.e. Re 0 = 1.
As depicted by Figure 8 , our numerical tests confirm these results in the infinite flow case, although C should be decreased for large Re 0 . In this case, however, the leapfrog allowed increasing Re 0 arbitrarily, and even removing the viscous forces without affecting stability. The numerical maximum value of C in this case is a bit less than 2.
As a conclusion of the present section, it should be emphasized that contrary to the space integration operators, which have little effect on the stability properties as illustrated in Section 3.1 (except the model used for viscous forces), the time integration scheme can have a serious influence on the stability domain. The leapfrog scheme is recommended for its ability to model inviscid unbounded flows.
Application to real flows
The previous theoretical results and numerical validations were obtained from the hypothesis of an infinite flow with constant velocity. In order to extend the present theory to real SPH simulations, it is necessary to investigate the effects of solid walls (from now on the space dimension is n = 2 or n = 3). For this purpose, we first need to take a look at the influence of a velocity gradient in the infinite flow case. Thus, we come back to the considerations of Section 2 (i.e. first-order operators and no background pressure) and consider as a reference state a linear velocity field:
where T is a time scale (the inverse of the scalar strain rate) and z = r · e z , e x and e z being orthogonal unit vectors. With this assumption, the linearised system is more complex, and the characteristic equation for the amplification factor χ involves new terms with C T δt/T as a new dimensionless parameter. Seeking for the eigenvalues of the matrix would finally lead to a polynomial of order 5 for χ. It is known that such polynomials have no analytical solutions except in special cases, so that this problem cannot be solved by the present method. However, it is not necessary to solve such an equation in general. Indeed, with the stability criterion (33) the typical order of magnitude of δt is given by σ/c 0 , so that
where L and U are some flow length and velocity scales, respectively. Thus, contrary to C and C ν , C T is in general very small and should be neglected, so that the characteristic equation finally goes back to (26). Moreover, it is easy to check that the model variations of Section 3.1 do not affect this result. In other words, a linear velocity gradient should not modify the stability domain. We certainly can extend this conclusion to arbitrary velocity gradients, which can be locally linearised. This result was numerically checked with an infinite flow driven by a sinusoidal force, leading to a sinusoidal velocity field:
This choice allows using periodicity (with space periodicity L) in order to simulate an unbounded flow. We selected two values of the ratio α, which is a dimensionless measure of the velocity gradient, i.e. α = 0.05 and α = 0.1. With the traditional choice for c 0 in WCSPH (i.e. 10 times the maximum flow velocity), this gives significant values for the velocity gradient (here T ∼ L/ (2παc 0 )). It should be noted that it was not possible to keep this flow stable for a long time without using background pressure. Thus p + is set to 1/7 ≈ 0.14 (i.e. D = 0.5 in (55)). The kind of instability occurring when using p + = 0 was not a blowing up, but rather a particle disorder (a well-known property of momentum-conserving SPH with vanishing pressure). This leads to significant fluctuations in density, although it does not affect the velocity field too much. However, in the present numerical stability tests, it was considered that stability is achieved only if the particles keep parallel paths 'indefinitely'. This was only possible here for Re 0 less than about 50. Figure 9 shows the stability domain of the sinusoidal flow (81) with the Gaussian kernel. It also includes, for comparison, the infinite flow case without velocity gradient, with and without background pressure. We can see that the velocity gradient does not affect the shape and size of the domain, regardless of α.
The influence of walls is more difficult to handle from theoretical considerations.
The first reason is that there is no unique standard model for modelling solid walls in SPH for fluids. One of the most recent and successful approach is based on wall renormalisation functions (see e.g. Ferrand et al., 2012) , which will be used in the following. The other reason is that the numerical fluctuations now cannot be written in the form (14) since they must satisfy the wall boundary conditions. This is achieved by introducing a second numerical wave reflected by the wall. However, even in the case of plane wall the problem remains difficult and will not be solved here. In order to address the question of the stability domain for bounded flows, we will proceed from numerical experiments. We first show the stability domain of a laminar steady
Poiseuille flow in a pipe (see e.g. Basa et al., 2009) , with the Wendland order 5 kernel and background pressure p + = 1/7 as above. As in the infinite flow case, an initial density perturbation of 1% was imposed. Note that we now have lost the isotropy of the problem, so that near the walls the problem should depend on the direction of the wavevector K * (this was already true with the velocity gradient case above). We thus tested two different positions of the initial density discontinuity:
horizontal (i.e. parallel to the walls) and vertical. Finally, two 2-D test cases were performed from the usual SPH literature: the laminar lid-driven cavity flow (see e.g. Lee et al., 2008) and the collapse of a water column on a triangular wedge (Ferrand et al., 2012) . Figure 11 shows the first one, with a comparison against a Finite Volume method and the reference results by Ghia et al. (1982) . The lid of the square (of size L) moves from left to right at a constant velocity U and drives the fluid through viscous shear stress. The curves represent the profiles of dimensionless velocity components along the two centerlines, where the dimensionless velocity is defined as u + u/U . The results are plotted after convergence for a physical Reynolds number Re U L/ν = 400. Figure 12 shows the second test case, which is unsteady: a rectangular column of fluid falls down into a rectangular tank with a wedge in the middle of the bottom, generating high distortion and splash-up. The adimensional time is defined as
where L is the initial height of the fluid column and g the gravity acceleration (note that gravity should have no influence in the linearisation made in Section 2.2). The physical Reynolds number is Re gL 3 1/2 /ν = 313. Figure 13 shows the results obtained for the lid-driven cavity and water collapse cases. The lid-driven cavity needed background pressure to keep stable (we tested p + = 1/7 as above, as well as p + = 2/7 corresponding to compressible gas dynamics).
Although still larger than the traditional SPH stability domain, the present 'experimental' stability domains are smaller than for the infinite flow case. The lid-driven cavity stability domain remains close to the Poiseuille flow, while the water collapse case presents significant differences, especially at large Re 0 . This is likely to be due to the fact that this flow is highly unsteady, since instabilities can appear without having the time to develop before the flow has moved to a more stable regime. Generally speaking, with the Wendland kernel used in the present section, the time step can be increased by a factor close to 2 in comparison with the traditional empirical condition (46).
Conclusion
A theoretical model was built in order to better understand how the time step should be upper bounded in SPH simulations for weakly compressible viscous flows. For unbounded flow and without velocity gradient, using continuous SPH differential operators and von Neumann linearising method, it was proved that the time step δt should be chosen so that the dimensionless numbers C c 0 δt/σ and C ν νδt/σ 2 determine a point living within some stability domain. The latter is determined by two functions of the dimensionless numerical wavenumber K * , both depending on the SPH kernel Fourier transform. When using the kernel standard deviation in place of the smoothing length to scale our results, the stability domain is almost universal, irrespective of the kernel choice, for a given time integrationscheme and without background pressure.
Numerical tests confirm that the present theory is correct, for various kernels widely used in the SPH literature. The effect of the ratio smoothing length/particle size was tested, as well as the initial particle configuration (Cartesian and triangular packaging), without noticeable effects. However, in our simulations with first-order time integration schemes the numerical Reynolds number Re 0 c 0 σ/ν could not exceed a maximum value of about 100 without leading to a blowing up.
Additional developments were carried out in order to study the effect of the density computation and of the SPH operators (gradient, divergence). It was found that these modifications do not affect the stability domain, as confirmed by numerical experiments. On the other hand, the model used to compute the viscous forces has an influence, the model proposed by Morris et al. (1997) allowing a larger time step than the one by Monaghan and Gingold (1983) , especially at small Re 0 . The background pressure in the state equation also influences stability, by reducing the stability domain. The effect of the time marching schemes was also investigated,
showing that a sequential time scheme leads to a larger stability domain than an explicit scheme. Besides, the leapfrog scheme has a moderate influence on the sta- Finally, the effects of solid walls and unsteady flows were tested from numerical tests. With a first-order scheme, the stability domain at small Re 0 is reduced in the case of a steady laminar Poiseuille flow in a pipe, as well as for the lid-driven cavity case and the collapse of a water column on a triangular wedge. On the other hand, with the leapfrog scheme the solid walls do not seem to have any influence on the stability domain. Generally speaking, it appears that the experimental stability domains always include the traditional SPH stability criterion for the time step, i.e. In the existing literature on the SPH method for fluids, there are so many different options that it is impossible to study all of them in a single paper. However, the present theory constitutes a framework for further study on SPH numerical stability properties. In particular, it should not be an issue to investigate deeper the influence of time marching schemes. Similarly, appropriate stability criteria could be found for SPH surface tension models (see e.g. Hu and Adams, 2006) , Incompressible SPH (ISPH, see Lee et al., 2008) and density smoothing procedures (Ferrari et al., 2009 ).
It should also be possible to apply the present method to solid computations through SPH, see e.g. Campbell et al. (2000) .
5. Appendices
Appendix 1
We investigate the sensitivity of the system (7) to small variations in the particle positions, densities and velocities. As in the standard SPH method, the masses of all particles will be considered as constant. Denoting by dm ′ = ρ (r ′ ) dr ′ the infinitesimal mass contained by the volume element dr ′ , and considering the state equation (12), the system (7) now readṡ
+2µ
Suppose the positions, velocities and densities are modified by small arbitrary amounts δr, δρ (r) and δu (r), respectively. Then, keeping dm ′ constant and using the property ∇ r w (|r − r ′ |) = −∇ r ′ w (|r − r ′ |), the fluid acceleration is modified by δu (r):
Similarly, the density time derivative is modified by the following amount:
We will now consider a numerical fluctuation around a homogeneous state corresponding to the fluid equilibrium, i.e. u (r) = cst and ρ (r) = ρ 0 , giving
with ν µ/ρ 0 the kinematic viscosity, and
In case of the generalized operators (52), we can check that the system (20) remains unchanged, regardless of the value of k. For example, the fluctuation of the density time derivative is now given by (84). From an equilibrium state defined by u (r) = cst and ρ (r) = ρ 0 as previously, this gives (84) again.
Appendix 2
The functions F 1 and F 2 introduced in Sections 2.2 and 2. 4 (eqns (27) and (18), respectively) are linked to each other in the absence of background pressure. Indeed, differentiating (18) with respect to the dimensionless wavevector K * gives
Now, the vectorsr and ∇rw (r) are colinear since w is isotropic. Thus we can swap them into the integral. Writingr ·r =r 2 , we get:
where we have used (16). Finally, with the definition (27) we have
which is (34).
The tensorial function F 2 (K * ) defined by (63) obviously satisfy
We can seek for F 2 (K * ) in the following form:
which is the most general form of a second-order tensor depending on the vector K * .
Taking the trace gives
A second relation is required to compute the unknown functions a (K * ) and
For this purpose, we may write the divergence of (63) with respect to K * :
(we made use of (16)). On the other hand, the K * -divergence of the right-hand side of (92) gives
Differentiating (93) with respect to K * and re-arranging with (96) gives a firstorder linear ordinary differential equation in b (K * ):
This equation should be solved with the boundary condition b (0) = 0, since F 2 (0) obviously vanishes. The solution is
Rearranging (92) with (93) and (98) finally yields
according to (64) . Now, for the Gaussian kernel b (K * ) is easy to compute. As a consequence, the function F M G 2 defined by (67) is given by the following formulae, according to the space dimension:
We will finally investigate the ratio F 2 (K * ) /F 1 (K * ) at small wavenumbers. For this purpose, we proceed to a Taylor expansion of exp (−iK ·r) in the definition of w and use the normalizing property of w:
Now, the integral ofrw (r) vanishes since it is an odd function (the same property occurs with the integral of the third order). As a consequence, the first derivative of the Fourier transform of the kernel vanishes at the origin, i.e. w ′ (0) = 0, in agreement with Figure 1 . As for the last integral in (101), it is an isotropic tensor with trace equal to nσ 2 (according to (2)), thus it is equal to σ 2 I n , and
We then can write
Next, the relation (90), along with (102) and F 2 (K * ) = 0, leads to
We see that the functions w, F 1 and F 2 behave similarly at small wavenumbers, regardless of the kernel choice. Lastly, (103) and (104) show that
tends towards 1 when K * approaches zero.
Appendix 3
The Fourier transform of the Gaussian and Wendland order 5 kernels were presented in Section 2.4. The B-Spline kernels are defined so that their Fourier transform in dimension n = 1 is a power of a 'sinc' function. When seeking for their
Fourier transforms in higher dimensions, the case of the third dimension is easier, since the volume integration element is dr =r 2 sin θdrdθdϕ = −r 2 drd (cos θ) dϕ, and it is possible to integrate over cos θ, which simplifies the complex exponential exp (−iK ·r) = exp (−iKr cos θ). In dimension n = 2, however, the computations are somewhat more complex and involve the zero-order Bessel function of the first kind, J 0 . It is then necessary to know the antiderivatives of functions like
for arbitrary integer p. The latter are given from the Bessel function J 1 and the Struve functions H 0 and H 1 (see Abramovic and Stegun, 1972) .
From these premises, it is not difficult to prove that the Wendland kernel of order 5 (defined by eqn (39) has the following Fourier transforms, according to the working dimension n:
where (and hereafter) K + (h/σ) K * = hK, and
From (34), we then get the function F 2 (K * ) as
On similar grounds, we can write the Fourier transforms of the B-Spline kernel of order 3 (defined by eqn (40) :
with the same notation as above for K + . The corresponding F 2 functions are given by n = 1 :
In the previous equations, Ci stands for the cosine integral.
As for the B-Spline kernel of order 4 (eqn (42)), we have 
Finally, the B-Spline kernel of order 5 (defined by eqn (42)), we found the following Fourier transforms:
while its F 2 functions are given by 
The first and lines of eqns (108), (109) and (111) Figure 6: Stability domains in the (C, Cν )-plane for the Gaussian kernel and the SPH viscous forces as proposed by Morris et al. (1997, see eqn (10) ) and Monaghan and Gingold (1983, eqn (62) ). 
