ABSTRACT With the rapid development of the Internet, more and more users expressed their views on the Internet. Therefore, the big data of texts are generated on the Internet. In the era of big data, mining the sentiment tendencies contained in massive texts on the Internet through natural language processing technology has become an important way of public opinion supervision. In this paper, the sensitive information topics-based sentiment analysis method for big data is proposed. This method integrates topic semantic information into text representation through a neural network model. The attention mechanism is introduced into the neural network, and context-aware vector is introduced to calculate the weight of each word. In addition, in order to make the model more adaptable, the method of sentiment dictionary tagging is used to obtain the training data. The experimental results show that the proposed model can effectively improve the accuracy of sentiment analysis results.
I. INTRODUCTION
With the rapid spread of the Internet and the rapid development of Internet tools, the way people access Internet information is shifting from acceptance to creation and sharing. In modern life, people can access the Internet anytime, anywhere due to the development of the mobile Internet.
Due to the popularity of the mobile Internet and the gradual growth of the user community, people's interaction through the Internet has promoted the development of public opinion in the world [1] . Due to the virtuality, concealment and immediacy of the network, more and more Internet users post some information on the network to express their opinions or just vent an emotion. Therefore, the big data of texts about user opinions is generated on the Internet. The information plays an important role in the formation and dissemination of public opinion. At the same time, this information has certain potential security threats to the people. In a series of emergencies emerged in recent years, online public opinion triggered by online social media has played an increasingly important role. Internet users publish information about public health emergencies, accident disasters, social security incidents and
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Sentiment analysis or opinion mining [2] is the study of people's emotional computing on products, services, organizations, individuals, events and topics. The rapid development of this field is closely related to the large number of social media that appear on the web, such as news reviews, forum discussions, blogs, Weibo, Twitter and social networks. The information is important for both merchants and vendors because they often want to be aware of the evaluation and preference of consumers and the public about their products and services. For the government, they also want to know the public's views and opinions on existing policies and upcoming policies. Through timely feedback of these views, relevant government decision makers can respond quickly.
It is important for public opinion supervision to identify sensitive information topics through topic models and conduct sentiment analysis based on sensitive information topics. Therefore, the relevant public opinion monitoring departments can control the network public opinion and respond to the needs of netizens in a timely manner. At the same time, they are also conducive to resolve social contradictions and improve the government's decision-making credibility.
In the ''Research on Topic Recognition of Network Sensitive Information Based on SW-LDA Model'' [3] , the algorithms and experimental results related to the topic identification of sensitive information are introduced in detail. Based on the results of topic recognition of sensitive information in the article ''Research on Topic Recognition of Network Sensitive Information Based on SW-LDA Model'' [3] , the research of sentiment analysis about these topics is conducted. The research results provide a reference for the event-related management departments to obtain the evolution of public opinion in real time and to understand the cognition, attitude, emotion and behavioral tendency of netizens.
In section 2, the relevant research works are reviewed. In section 3, the sentiment analysis research method proposed in this paper is described. In section 4, the experiments are carried out and the experimental results are analyzed and discussed. In section 5, the proposed method is summarized and the next research direction is introduced.
II. RESEARCH STATUS
Text sentiment analysis has attracted the attention of many researchers and companies in recent years due to its wide application prospects. Many research institutions have provided unified research platforms for this field. Researchers can easily research and evaluate on these platforms, such as Semantic Evaluation (SemEval), Text Retrieval Conference (TREC), NTCIR Evaluation Conference, Chinese Opinion Analysis Evaluation (COAE), Natural Language Processing and Chinese Computing (NLPCC), which makes the text sentiment analysis technology develop continuously. All of these meetings have evaluation tasks related to sentiment analysis.
According to the different granularity of text, text sentiment analysis can be roughly divided into three levels: phraselevel sentiment analysis, sentence-level sentiment analysis and document-level sentiment analysis [4] . In theory, the sentiment expression of people in the text is very complicated. At present, the sentiment tendency is generally divided into positive and negative sentiment classification [5] . More detailed classifications include ternary sentiment classification [6] (positive, negative, and neutral emotions) and multiple sentiment classification [7] (happiness, anger, sadness, and joy).
Deep learning is a paradigm of machine learning that has attracted widespread attention in industry and academia in recent years [8] . The deep learning model is usually a neural network with a multi-layered structure, emphasizing the learning of feature representations from a large data set. These features can be directly applied to various computing models by computers. Deep learning can complete complex function approximation tasks and obtain deep semantic features of input data through layer-by-layer learning algorithms. With the deep learning successfully applied in the fields of image processing [9] , [10] , speech recognition [11] , [12] , drug molecular activity prediction [13] , it has also achieved satisfactory results in the field of Natural Language Processing(NLP), such as intelligent question answering system, natural language translation and so on.
Representing word in the form of ''word vector'' is a core technology in deep learning. Word vector is commonly used in most papers on deep learning methods.. Word vector can effectively capture the grammatical and semantic information of word. It has been applied by researchers to various tasks in the field of NLP and has achieved many remarkable results. In 2014, Yang et al. [14] proposed a method for the discovery of sentiment words based on word vector. They used word vector to mine the correlation between words and words from the corpus. They proposed two methods of weight gaining method and used SVM classification method to judge the sentiment tendency of new words. Zhang et al. [15] proposed a Chinese commentary sentiment classification method based on word2vec and SVM. In their research, word2vec and SVM are used to train and classify the comment text, and the sentiment classification performance of Chinese commodity reviews using traditional text features TF-IDF and word vector features is compared. The results show the superiority of the latter.
For sentiment classification using word vectors, most of studies use word vectors as features into traditional classifiers (such as SVM). If the knowledge of computational semantics can be combined, the classification performance will be further improved. Kim [16] used word vectors as features and used Convolutional Neural Network (CNN) for sentence modeling to solve sentiment classification tasks, which achieved good results on multiple data sets. RNTN (Recursive Neural Tensor Network) model [17] proposed by Socher used the sentiment tree library for semantic synthesis on a binary syntactic tree structure and obtained a good sentiment analysis result on the movie review data set. Dong et al. [18] added the pooling layer of the semantic synthesis function. The model can adaptively select the semantic synthesis function that is most suitable for the current node and greatly improves the sentiment classification effect.
The DCNN (Dynamic Convolutional Neural Network) model [19] improved the sentiment semantic synthesis performance by learning sentence structure. The CharSCNN (Character to Sentence Convolutional Neural Network) model [20] added features of the character representation layer to English words, which can improve the ability to express irregular words in English Twitter. Due to the nonstandardization of Weibo text and the inaccuracy of various syntactic analysis results, CNN (Convolutional Neural Network) model has become the preferred model for Weibo sentiment analysis. Tang et al. [21] used word vectors as features and further trained existing word vectors through recurrent neural network. Then, the text is classified according to results of sentiment analysis. Considering the time series information between the words in the text, Irsoy and Cardie [22] used the Recurrent Neural Network to model sentences, which further improved the classification accuracy. Tai et al. [23] proposed a Tree-Structured Long Short-Term Memory Networks model, which achieved good results in semantic association and sentiment classification. To further explore the sentiment expression ability of emoji space, He et al. [24] proposed Emotion-semantics enhanced MCNN (EMCNN) and applied it to the microblog sentiment analysis, which achieved good classification performance.
In traditional machine learning approaches, the features and goals are independent. Therefore, no matter what the goal is, the calculated results are the same. In order to better identify sentiment goals, Jiang et al. [25] combine targetindependent features (content and vocabulary) and targetdependent features (based on rules that rely on analytical results) for subjective and polar classification of Twitter texts. Dong et al. [26] proposed an adaptive recurrent neural network (AdaRNN) for target-related Twitter sentiment classification based on the RNTN (Recursive Neural Tensor Network) model [17] . AdaRNN consists of multiple combination functions and can adaptively pass sentiment words whose goals are related in context and syntax to the target. AdaRNN decides how to convey sentiments to the target and can deal with negative or reinforcement phenomena in sentiment analysis [27] .
In recent years, with the successful application of attention mechanism in image processing, some researchers have begun to try to use the attention mechanism to improve the neural network and apply it to natural language processing tasks, which achieved better results than traditional neural networks. For example, Lin et al. [28] proposed a model with selective attention mechanism at the sentence level for the problem of error labeling in the remote supervisory relationship extraction. Compared with the existing neural network model, the model can not only comprehensively utilize all data, but also reduce the impact of mislabeled data. Wang et al. [29] proposed a convolutional neural network with multiple attention mechanisms for the relationship classification problem, which significantly improved the relationship classification effect. In terms of sentiment analysis, Chen et al. [30] integrated user and product information into a hierarchical neural network, which led to a significant improvement in sentiment analysis results. Baziotis et al. [31] introduced attention mechanism into the deep LSTM, which was used in SemEval-2017 Task 4 for sentiment analysis of Twitter. This method has achieved good results in the task, ranking first in subtask 4.
III. RESEARCH METHODS

A. LONG SHORT-TERM MEMORY
The traditional RNN model has defects such as vanishing gradient problem (gradient approximates zero) and exploding gradient problem (gradient is very high). The vanishing gradient will make the learning process difficult to converge, and exploding gradient will lead to the instability of the learning process.
Due to the shortcomings of the traditional RNN model, Long Short-Term Memory (LSTM) and Gated Recurrent Units (GRU) were proposed.
LSTM is a special type of RNN that can learn long-term dependencies. RNN has a series of repeating modules of simple structure. However, the module of LSTM is more complex. It does not only have one neural network layer but has four layers that interact in a special way. In addition, it has two states: hidden state and cell state.
The structure of LSTM is shown in FIGURE 1:
Among them, i, o, f represent the input gate, output gate and forgetting gate, respectively. x t is the input at time t. h t−1 is the hidden layer's output of the previous moment. is the Hadamard product operation. ⊕ represents matrix addition.
At time step t, LSTM decides what information to dump from the cell. This decision is made by sigmoid function σ called the ''forget gate''. This function receives the output h t−1 from the previous hidden layer and the input x t at the current time. The result of output is in the range [0,1], where 1 means ''full hold'' and 0 means ''full dump'' to f t :
LSTM determines what new information is stored in the cell state. First, sigmoid function called the ''input gate'' determines which values LSTM will update, as shown in formula (2). Then, a new candidate vector u t is created by tanh function, as shown in formula (3).
LSTM combines i t and u t to update the cell status, as follows:
Then, LSTM gets a hidden state based on the cell state and the output of ''output gate''. LSTM first executes sigmoid function called the ''output gate'' that determines which parts of the cell state are output, as shown in formula (5):
Finally, tanh(c t ) is multiplied by the output of the output gate to obtain the final hidden state of the cell. The specific VOLUME 7, 2019 calculation is as follows:
In the above formula (1), (2), (3), (5), W and U represent weight matrices, and b is an offset matrix.
B. ATTENTION MECHANISM
Attention mechanism, which was first applied in the field of image processing by imitating the human brain vision mechanism, has achieved good results in various image processing tasks. Therefore, some researchers introduced attention mechanism into the field of natural language processing. The soft attention model was first proposed by Bahdanau et al. [32] in machine translation.
Attention mechanism is typically used in sequence-tosequence model to handle encoder states. It can also be used in any sequence model to perform weight calculations on past states. RNN saves the information in the sequence in the last hidden state h n by updating its hidden state h i . In order to enhance the contribution of important words in the text representation, attention mechanism can be used. By using the attention mechanism, the representation of the input sequence is no longer limited to the final state h i . a i is obtained by the self-learning of the network, and the value of a i indicates the importance of each hidden layer state h i in the final representation. Through the attention mechanism, the final representation of the input sequence is as follows:
FIGURE 2 and FIGURE 3 show the difference between normal RNN and RNN with attention mechanism.
C. SENSITIVE INFORMATION TOPICS-BASED SENTIMENT ANALYSIS MODEL
Sentiment analysis on a large number of texts under sensitive information topics can be performed to achieve supervision and guidance of public opinion. In this paper, Sensitive Information Topics-Based Sentiment Analysis Model (SITSAM) is proposed, which integrates the topic description of sensitive information into the text representation learning model. Meanwhile, context-aware attention mechanism is introduced to increase the contribution of sentiment words to sentence sentiment classification. According to the article ''Research on Topic Recognition of Network Sensitive Information Based on SW-LDA Model'' [3] , the topic description of sensitive information can be obtained. The topic words x t 1 , x t 2 , . . . , x t n are incorporated into the representation of the sentence {x 1 , x 2 , . . . , x n } during the learning process. Sensitive Information TopicsBased Sentiment Analysis Model (SITSAM) is shown in FIGURE 4 .
The input of the model consists of two parts: the left side is the words {x 1 , x 2 , . . . , x n } contained in the sentence and the right side is the sensitive information topic words x t 1 , x t 2 , . . . , x t n . In this paper, word2vec model is used to obtain word vectors.
In the process of parameter training of tradional recurrent neural network model, the gradient decreases gradually until it disappears. As a result, the length of sequential data is limited. Long Short Term Memory (LSTM) overcomes the problem of gradient disappearance by introducing Input gate i, Output gate o, Forget gate f and Memorycell. In this paper, LSTM is chosen as the basic training model for sentence representation.
In the traditional recurrent neural network model, information can only be propagated in forward, resulting in that the state of time t only depends on the information before time t. In order to make every moment contain the context information, BiLSTM which combines bidirectional recurrent neural network (BiRNN) and LSTM units is used to obtain the sentence representation.
The structure of BiLSTM (Bidirectional Long-Short Term Memory) network is shown in FIGURE 5. BiLSTM can capture the context information at every moment. Its forward propagation is carried in the direction x 1 → x n , and backpropagation is carried in the direction x n → x 1 . x i indicates the i-th word in the sentence. The hidden layer outputs in the two directions are connected as the final hidden layer output: In order to make the words and topic words in the sentence map to the same vector space, the Siamese BiLSTM network [33] is used to train. The idea of the Siamese BiL-STM network is to share weights between the two BiLSTM networks.
In order to incorporate the meaning of the topic words into each word, average-Pooling is used to aggregate all the hidden layer outputs h t i of the topic words to produce topic representation h t . h t is calculated as follows:
Then, h t is connected with the output h i of each word to obtain the final hidden layer outputh i of each word.
For sentiment analysis tasks, sentiment words are often more important than non-sentiment words, which often determine the sentiment tendencies of the sentences. In order to better estimate the importance of each word, context-aware vectors are introduced to calculate the weight of each word. Among them, c is the average value of the hidden layer states h i of each word in the sentence.
Attention weight a i is obtained by the following calculations:
Among them, W represents the weight vector of the attention layer and b represents the offset vector.
Finally, the sentence vector is represented as s i .
''The last layer is the softmax layer, which takes the text representations into the softmax function to calculate the probability y of text sentiment tendency.''
Among them, w y is the weight vector and b y is the offset vector.
IV. EXPERIMENTAL RESULTS AND ANALYSIS
A. DATA SET 1) THE DATA SET ACTUALLY NEEDED IN THIS ARTICLE
The data required for this paper are the review texts based on the topic of ''Shipwreck in Thailand'' analyzed in the article ''Research on Topic Recognition of Network Sensitive Information Based on SW-LDA Model'' [3] . The number of news reports on the ''Shipwreck in Phuket, Thailand'' event is 406, and the number of comment texts is 39,147. In this paper, the length of the comment text is counted, and the statistical results are shown in FIGURE 6.
As can be seen from [20, 60] . After de-duplication and manual screening, 9871 texts are remained. In addition, the filtered texts contain many traditional Chinese characters. In order to ensure that the experiment is not affected by this aspect, Zhconv in the python library is used for the conversion of traditional characters to simplified characters. Zhconv provides the conversion of traditional characters and simplified characters based on MediaWiki vocabulary. TABLE 1 lists several comment texts about the ''Shipwreck in Phuket, Thailand'' incident.
texts in length between
2) PUBLIC DATA SET
In order to improve the practicability of the model proposed in this paper, unsupervised methods is used for data annotation. Then, the training model is trained based on this annotation data. Specifically, the sentiment dictionary will be used for text sentiment annotation task in this paper. In order to verify the effectiveness of the annotation method, a hotel review data set [34] provided by Tan Songbo is used as the data for experimental verification.
The hotel review data set contains positive and negative sentiment tendencies, as shown in TABLE 2.
By deduplicating the original data, the remaining available data is 7766. 
B. EVALUATION INDICATORS
In this paper, the results of sentiment analysis are evaluated by precision P, recall R and F1. The relevant parameters are shown in TABLE 3:
The text classification results are divided into two categories: one is the total number of texts identified in the classification results: a+b. a denotes the number of texts that should belong to the category and are correctly classified into the category. b is the number of texts that are not in the category but are incorrectly classified into the category. The other type is the total number of unrecognized texts in the classification results: c+d. c indicates the number of texts that should belong to the category but are not recognized. d indicates the number of texts that are not in the category and are not classified into the category.
Precision P, recall R and F1 scores are calculated as follows:
In order to evaluate the results from the classification result of the positive text and the classification result of the negative text, the weighted macro-average method is used to calculate the P, R, and F1 score in this paper. The calculation formula is as follows:
In this paper, n of the above formula is 2. The effect of data annotation is evaluated by accuracy and loss rate. The formulas for calculating accuracy and loss rate are as follows: accuracy = right_num total_num (23) Right_num in formula (23) refers to the number of correctly categorized texts, and total_num refers to the number of texts in the data set. lossrate = loss_num total_num (24) Loss_num in formula (24) refers to the number of text lost in data annotation, and total_num refers to the number of texts in the data set.
C. DATA ANNOTATION BASED ON SENTIMENT DICTIONARY
In this paper, the method proposed by [35] is used for data annotation. This method uses the sentiment dictionary to VOLUME 7, 2019 
However, the classes of text sentiments are only divided into positive and negative categories in this paper, so the following rules are applied to sentence scoring:
The text sentiment categories are represented by 1 and 0 for the positive and negative categories, respectively. The range of the text sentiment scores is between [−1, 1]. In order to obtain data set suitable for model training, the experiments are conducted on the different score intervals in this paper.
It is divided into 10 sections at intervals of 0.1 in the range of [0, 1]. Correspondingly, in the interval of [−1, 0), it is also divided into 10 sections at intervals of −0.1. For example, if the sample with score >= 0.8 is used as the positive train set, the corresponding sample with score <= −0.8 is used as the negative train set. Based on the above ideas, accuracy of the data annotation and loss rate of the data are calculated under each pair of score intervals. TABLE 4 is the experimental results under different score intervals.
As can be seen from TABLE 4, using the method proposed in [35] , accuracy can reach 80.2%. It can be seen from the FIGURE 7 that as the score interval shrinks, loss rate and accuracy increase gradually. When loss rate reaches 75%, the accuracy rate reaches 92%. As long as the amount of data is sufficient, a smaller score interval can be set to get a better training data set. It is proved by experiments that the training data set can be obtained through the setting of the score interval. Although some data is broken and some error samples are in the data set, the model can still be trained and accuracy is improved.
Through the above analysis, in order to obtain the comment text dataset that can be used for model training in the topic of ''Shipwreck in Thailand'', loss rates in different score intervals are statisticed in this paper. The results are shown in FIGURE 9 .
Through the analysis of FIGURE 9, in order to ensure sufficient data for the training of the model, in this paper the data of the score interval [−1, −0.4]∪ [0. 4, 1] are selected as the data set of the following experiments. At this time, loss rate is 44.61%, and the number of remaining texts is 5,468.
In this paper, the filtered comment texts are divided into 80% and 20% according to the training set and verification set. The test set is a manually labeled positive and negative data set of 500 pieces each. The data set are shown in TABLE 5.
D. EXPERIMENTAL COMPARSION MODEL
In order to verify the validity of the proposed model, the following models are compared.
SVM: SVM uses Bag-of-words model for text representation and tf-idf for weight calculation of words. The training and testing of the data set uses ten folds cross-validation method.
FastText:
FastText is an open source text categorization tool by Facebook that can be used to learn word representations and to classify texts with good classification performance. In this experiment, the model learning rate is set to 0.5, the word vector dimension is selected as 300, and the loss calculation is selected as hs (hierarchical softmax). CNN: CNN model proposed by Kim [16] uses a convolution kernel with sizes of 3, 4, and 5. The number of each convolution kernel is 100. The dropout rate is set to 0.5 and a mini-batch size is set to 50. LSTM: The dimension of word vector is 300. The number of LSTM hidden layer units is 128. The dropout rate is set to 0.5 and the mini-batch size is set to 64.
BiLSTM: The parameters of BiLSTM are the same as the LSTM parameters.
In order to better analyze the influence of topic semantic fusion and attention mechanism on sentiment classification, the following two models are tested: SITSAM-without Attention and SITSAM. The parameters of two models are set as follows:
SITSAM-Without Attention (SITSAM-WA): The model does not introduce attention mechanism. The number of topic words is 50. The dimension of word vector is 300. The number of LSTM hidden layer units is 128. The epoch is set to 100. If the training process has no improvement of effect, the training will be withdrawn early. Dropout rate is set to 0.5 and the mini-batch size is set to 64. SITSAM: The model introduces attention mechanism. The other parameters of the model are the same as the parameters of SITSAM-without Attention.
For the training of CNN, LSTM, BiLSTM and SITSAM, the following method is used uniformly: the maximum length of the sentence is set to 60, and the zero-filling operation is performed when the sentence length is less than 60. The loss function is cross entropy loss function. The backpropagation algorithm are used to train the network, and the Adam optimization algorithm is used to adjust the learning rate, the initial learning rate is 0.001.
The word vectors are trained by Google's word2vec model. The specific parameters are shown in FIGURE 10 and FIGURE 11 show the results of the sentiment classification experiments for above sentiment classification models. FIGURE 12 shows the macro_F1 of each model. Precision, recall, and F1 score of the positive class are represented by P pos , R pos , and F1 pos , respectively, and precision, recall, and F1 score of the negative class are represented by P neg , R neg , and F1 neg , respectively.
It can be seen from TABLE 7, FIGURE 10 and FIGURE 11 that SITSAM is better than other models in precision, recall and F1 score. Precision for the positive class reaches 90.83%, and precision for the negative class reaches 91.27%. It can also be seen that the deep learning models have better sentiment classification effect than SVM which is a traditional classification method. Precision of SITSAM model is 7.03% and 9.17% higher than that of the SVM model for the positive class and the negative class, respectively.
Comparing SITSAM-Without Attention model and BiLSTM model, it can be seen that precisions of the former for the positive and negative classes are increased by 2.08% and 2.32%, respectively. Precisions of SITSAM model are 1.13% and 1.91% higher than that of SITSAM-Without Attention model for the positive and negative classes, respectively. Meanwhile, experimental results also confirm that the performance of BiLSTM is better than LSTM. Precisions of the positive and negative classes are increased by 2.52% and 2.74% respectively. CNN can extract the most important n-gram features in the text by using different convolution kernel sizes, so that it has strong feature extraction ability. Precisions of CNN for the positive and negative classes are better than LSTM and the training speed of CNN is also faster. However, the sentiment analysis effect of CNN is less effective than BiLSTM. The reason is that BiLSTM can get more contextual semantic information, while CNN can only get local feature information. In addition, precision of FastText model are 84.3% and 83.7% for the positive and negative classes, respectively, which are higher than the SVM. The excellent sentiment classification performance of FastText model is proven. FastText model is simple and has a short training time. In the case of a large amount of data, it can be considered as a baseline model.
It can be seen from the FIGURE 12 that macro_F1 score of SITSAM reaches 90.38%, which is 7.87% higher than SVM. FastText, CNN and BiLSTM are superior to LSTM model. Macro_F1 score of BiLSTM is 2.84% higher than LSTM. Comparing BiLSTM with SITSAM, it can be seen that the integration of topic semantic and attention mechanism has a significant improvement on the sentiment classification.
V. CONCLUSION
In this paper, sensitive information topics-based sentiment analysis model of big data is proposed. The topic semantic information and text semantic information are merged through BiLSTM network to better describe the topic. At the same time, attention mechanism is introduced to calculate the importance of each word and the context-aware vector is introduced to calculate the weight of each word. The experimental data is divided into two parts, one is a public hotel comment data set provided by Tan Songbo, and the other is the comment texts under the topic of ''Shipwreck in Thailand''. The hotel data set provided by Tan Songbo is used to verify whether the data annotated by the sentiment dictionary can be used as the training data of the model. Experimental results confirm that the method of sentiment dictionary tagging is feasible. Based on the method of sentiment dictionary tagging, the comment texts under the topic of ''Shipwreck in Thailand'' are labeled to construct the training data set of the model. The experimental results show that the integration of sentiment words and attention mechanism has a significant improvement on the sentiment classification. In this paper, the data set is labeled by the sentiment dictionary and some texts are lost in the process of labeling. For the case of a small amount of texts, this method cannot get enough texts as the training data. In addition, the web texts contain a lot of emoticons, and the emoticons often reflect a person's mood. In future work, the extension of the sentiment dictionary and the emoticons will be considered to improve accuracy of the sentiment dictionary tagging method, thereby losing less texts. 
