Abstract. A system of impulsive differential equations with state-dependent impulses is used to model the growth of a single population on two limiting essential resources in a self-cycling fermentor. Potential applications include water purification and biological waste remediation. The self-cycling fermentation process is a semi-batch process and the model is an example of a hybrid system. In this case, a well-stirred tank is partially drained, and subsequently refilled using fresh medium when the concentration of both resources (assumed to be pollutants) falls below some acceptable threshold. We consider the process successful if the threshold for emptying/refilling the reactor can be reached indefinitely without the time between successive emptying/refillings becoming unbounded and without interference by the operator. We prove that whenever the process is successful, the model predicts that the concentrations of the population and the resources converge to a positive periodic solution. We derive conditions for the successful operation of the process that are shown to be initial condition dependent and prove that if these conditions are not satisfied, then the reactor fails. We show numerically that there is an optimal fraction of the medium drained from the tank at each impulse that maximizes the output of the process.
1.
Introduction. The self-cycling fermentation (SCF) process can be described in two stages: In the first stage, a well-stirred tank is filled with resources and inoculated with microorganisms that consume the resources. When a threshold concentration of one or more indicator quantities is reached, the second stage is initiated. The first stage is a batch culture [5] . During the second stage, the tank is partially drained, and subsequently refilled with fresh resources before repeating the first stage.
SCF is most often applied to wastewater treatment processes, where the goal is to reduce the concentration of one or more harmful compounds [10, 16] . In this application the concentration of harmful compounds is the most reasonable threshold quantity, since acceptable concentrations would typically be given by some government agency. More recently, the SCF process has been used as a means to improve production of some biologically derived compounds [20, 23] . In these instances, dissolved O 2 content, or dissolved CO 2 content have been used as threshold quantities, since they are good indicators of when the microorganism approaches the stationary phase in its growth cycle. In both scenarios, the end goal is to maximize the amount of substrate processed by the reactor, while maintaining stable operating conditions. SCF has also been used to culture synchronized microbial cultures [17] , where stability of the operating conditions is much more important than output of the reactor. It is the first scenario that we model, i.e. we consider the case that the microbial population is used to reduce two harmful compounds to an acceptable level.
Assuming that the time taken to empty and refill the tank is negligible, we can model the SCF process using a system of impulsive differential equations. Smith and Wolkowicz [18] used this approach to model the growth of a single species with one limiting resource. Fan and Wolkowicz [7] extended this model to include the possibility that the resource is limiting at large concentrations. Córdova-Lepe, Del Valle, and Robledo [6] also modeled single species growth in the SCF process, but used impulse dependent impulse times instead of the state dependent impulses used by the other models. For references on the theory of impulsive differential equations, see e.g. [1, 2, 3, 9, 15] .
When there are two (or more) resources in limited supply, it is important to think about how the resources interact to promote growth. If any of the resources can be used interchangeably with the same outcome, we say the resources are substitutable. For instance, both glucose and fructose are carbon sources for many bacteria, and can fulfill the same purpose in bacterial growth. If all of the resources are required in some way for growth, and the bacteria will die out if any were missing, we say the resources are essential. For instance, both carbon and nitrogen are required for growth of many bacteria, but glucose cannot be used as a nitrogen source, so some other compound such as nitrate is required. Growth and competition with two essential resources has been studied in the chemostat [4] , in the chemostat with delay [12] , and in the unstirred chemostat [24] . In all of the aforementioned studies, the interaction of essential resources is through Liebig's law of the minimum [22] . To illustrate the law of the minimum, consider a barrel with several staves of unequal length. Growth is limited by the resource in shortest supply in the same way that the capacity of the barrel is limited by length of the shortest stave.
In this paper we investigate the dynamics of the self-cycling fermentation process in a semi-batch culture with two essential resources that are assumed to be pollutants. The goal is to reduce both pollutant concentrations to acceptable levels. In section 2 we introduce the model. In section 3 we analyze the system of ordinary differential equations (ODEs) associated with the model introduced in section 2. In section 4 we analyze the system of impulsive differential equations introduced in section 2, and obtain our main results: Theorem 4.6, which gives necessary and sufficient conditions for the existence of a unique periodic orbit, and Theorem 4.14, which summarizes all of the possible long term dynamics of the model. In section 5 we demonstrate numerically that the emptying/refilling fraction can be used to maximize the output of the SCF process. In section 6 we summarize our results and discuss the implications of our analysis. All figures were produced using Matlab [13] .
2. Model Formulation. For a given function y(t) and time τ , using the standard notation for impulsive equations we denote by ∆y(τ ) = y(τ + ) − y(τ − ), where
Our model takes the form
where t k are the times at which
Here, t denotes time. The variables s i , i = 1, 2 denote the concentration of the limiting resources (assumed to be pollutants) in the fermentor as a function of t, with associated parameters Y i , the cell yield constants, s in i , the concentrations of each limiting resource in the medium added to the tank at the beginning of each new cycle, ands i the threshold concentrations of limiting resource that trigger the emptying and refilling process. Since we are considering the scenario where both s 1 and s 2 are pollutants, the emptying and refilling process is only triggered when both concentrations reach the acceptable levelss 1 ands 2 set by some environmental protection agency. The variable x denotes the biomass concentration of the population of microorganisms that consume the resource at time t, assumed to have death rate D. The emptying/refilling fraction is denoted by r. It is assumed that D > 0, 0 < r < 1 and for i = 1, 2, Y i > 0, and s in i >s i > 0. We call the times t k > 0, impulse times, and when they exist they form an increasing sequence that we denote {t k } N k=1 . If (2) is satisfied at t = 0 or s i (0) < s i , i = 1, 2, then we assume that there is an immediate impulse at time t = 0. We consider the process to be successful if N = ∞ and the time between impulses, t k − t k−1 remains bounded. We consider the process a failure if either there are a finite number of impulses, and hence N is finite, or if the time between impulses becomes unbounded.
The two resources are assumed to be limiting essential resources (see e.g., Tilman [21] or Grover [8] ) also called complementary resources (see Leon and Tumpson [11] ), and as in those studies we use Liebig's law of the minimum [22] to model the uptake and growth of the microbial population.
We assume that each response function f j (s), j = 1, 2, in (1) satisfies:
Define λ i , i = 1, 2, to be the value of each resource that satisfies f i (λ i ) = D, and refer to each λ i as a "break-even concentration". If f j is bounded below D, then we define the corresponding λ j = ∞.
Between two consecutive impulses the system is governed by a system of ordinary differential equations (ODE) that models a batch fermentor [5] ,
We will refer to system (3) as the associated ODE system.
Dynamics of System (3)
. First we show that system (3) is well-posed.
Proposition 3.1. Given any positive initial conditions (s 1 (0), s 2 (0), x(0)), the solution (s 1 (t), s 2 (t), x(t)) of (3) is defined for all t ≥ 0 and remains positive. Furthermore, lim t→∞ (s 1 (t), s 2 (t), x(t)) exists, is initial condition dependent, lim t→∞ x(t) = 0, and lim t→∞ s i (t) < λ i for at least one i ∈ {1, 2}.
Proof. Since the vector field in (3) is locally Lipschitz, the positivity of (s 1 (t), s 2 (t), x(t)) follows from the standard theory for the existence and uniqueness of solutions of ODEs (see e.g., [14] ). Also observe that
so the solution (s 1 (t), s 2 (t), x(t)) exists and is bounded for t in [0, ∞).
Since both s 1 (t) and s 2 (t) are strictly decreasing functions, it follows that min{f 1 (s 1 (t)), f 2 (s 2 (t))} > D for all t ≥ 0. From the equation of x (t) in (3), x(t) would be a strictly increasing function. Then, s 1 (t) < −D Y1 x(0) for all t ≥ 0, contradicting the positivity of s 1 (t). Hence, s * i < λ i for at least one i ∈ {1, 2}. Since min{f 1 
Then, every trajectory of (3) satisfies ds2 ds1 = R 21 . Lemma 3.2. Let (s 1 (t), s 2 (t), x(t)) be a solution of (3) on an interval t ∈ [t 0 , t 1 ] with positive initial conditions. Then,
or equivalently
Proof. Solving the separable ODE, ds1 ds2 = R 12 , yields (5), and solving ds2 ds1 = R 21 , yields (6). Dividing the s 1 (t) equation in (3) by the x (t) equation, substituting for s 2 (t) using (6) , and then integrating both sides, yields (7) . We obtain (8) similarly. 
. Each connected piece of the solution has slope
). The set Ω 1 lies above and to the right of Γ − and between the two lines with slope R 21 , through (0,s 2 ) and (s 1 , 0), respectively. 4. Analysis of the Full System (1) . First we visualize solutions of (1) in the s 1 -s 2 plane as illustrated in Figure 1 . Given any solution (s 1 (t), s 2 (t), x(t)) of (1) with positive initial conditions, let t 0 = 0 and let t k , k ∈ N, denote the kth impulse time if it exists.
Let u
). By (6), the trajectory of (s 1 (t), s 2 (t)), t ∈ (t k , t k+1 ), is a line segment with slope R 21 and endpoints u 
By the definition of ∆s i given in (1),
This implies that each u + k lies in the following union of horizontal and vertical line segments:
. Therefore, if impulses occur indefinitely, then the total trajectory of (s 1 (t), s 2 (t)), t ∈ [t 1 , ∞), is a countable union of line segments with slope R 21 and endpoints in (1) with (s 1 (0), s 2 (0)) lying between the coordinate axes and Γ − , i.e., 0 ≤ s 1 (0) ≤s 1 and 0 ≤ s 2 (0) ≤s 2 , an impulse occurs immediately at t = 0, and so, after at most a finite number of impulses, (s 1 (0 + ), s 2 (0 + )) lies above or to the right of Γ − . In the rest of this section, we therefore assume (s 1 (0), s 2 (0)) lies above or to the right of Γ − , i.e., s i (0) >s i , for at least one i ∈ {1, 2}.
The following proposition asserts that system (1) does not exhibit the phenomenon of beating. That is, the system possesses no solution with impulse times that form an increasing sequence with a finite accumulation point.
is a positive solution of (1) with an infinite number of impulse times,
To show that {t k } ∞ k=1 has no finite accumulation point, it suffices to show that there exists positive constants, M 1 , M 2 and m, such that
Since after the first impulse occurs, (s 1 (t), s 2 (t)) is bounded by Γ + , the existence of M 1 follows from the continuity of f 1 and f 2 . By (7), there exists M 0 > 0 such that
From the relation that x(t
By the comparison principle applied to x(t k ) and the sequence {y k } defined by y 0 = x(0) and
The existence of M 2 follows from (11) and (12) .
Define Ω 1 to be the set of points (s 
s 1 >s 1 or s 2 >s 2 , and
Define Ω 0 to be the open set complementary to Ω 1 in the first quadrant above and to the right of Γ − . Then,
s 1 >s 1 or s 2 >s 2 , and 
, then an impulse occurs immediately, and (s 1 (0 + ), s 2 (0 + )) may be in either Ω 0 or Ω 1 , depending on the location of u in .
In the following case, the fermentation process fails.
) is a solution of (1) with (s 1 (0), s 2 (0)) ∈ Ω 0 , then no impulses occur.
Proof. Since Ω 0 is complementary to Ω 1 , (s 1 (t), s 2 (t)) / ∈ Γ − for any t ≥ 0, and hence no impulses occur.
Next we define a Lyapunov-type function
Then,
and Ω 0 = (s 1 , s 2 ) : s 1 >s 1 or s 2 >s 2 , and
Note that the level sets of V are straight lines with slope R 21 in the s 1 -s 2 plane. For any fixed value of s 1 , V (s 1 , s 2 ) is a decreasing function of s 2 , and for any fixed value of s 2 , V (s 1 , s 2 ) is an increasing function of s 1 .
) is a solution of (1) with positive initial conditions. Let t 0 = 0 and t k , k ∈ N, denote the kth impulse time, if it exists; otherwise set
Proof. (i) By the equations for ds
(ii) Substituting (9) into (13),
By the definition of V (s 1 , s 2 ) in (13) and Lemma 4.4, the line
is invariant under (3) for all x(0). By symmetry, we may assume the point (s 1 ,s 2 ) lies on or above this invariant line, i.e., V (s 1 ,s 2 ) ≤ 0, or
Next we show that in the case that (s ∈ Ω 0 , then every solution of (1) with positive initial conditions has at most finitely many impulses.
We proceed using proof by contradiction. Suppose that a solution (s 1 (t), s 2 (t), x(t)) of (1) with positive initial conditions has infinitely many impulses. Denote the impulse times by
In the case of (s in 1 , s in 2 ) ∈ Ω 1 , under assumption (15), the line given by (14) intersects Γ − at the point (s 1 , s 2 ) given by
. Define L to be the portion of the line given by (14) from the point (s 1 , s 2 ) to its image via the impulsive map, namely
Then L is invariant under (1) for all x(0).
Existence of Periodic Orbits. Next we investigate under what conditions
the reactor has a periodic solution and the process has the potential to succeed.
We regard the emptying/refilling fraction r ∈ (0, 1) as a variable. Without loss of generality, from now on we assume that (s 1 ,s 2 ) lies on or above L. Otherwise, from (15) , by symmetry we can relabel the resources. Therefore, the right endpoint of L is (s 
4). The initial condition is
. After a finite number of impulses, the orbit converges before reaching the threshold for an impulse, indicated by . The value of µ(r) ≈ −0.08 < 0. By (7), the net change in x(t) over one cycle with impulse at (s 1 , s 2 ) is
We prove the following theorem concerning the existence and the uniqueness of periodic solutions. ∈ Ω 1 . If r ∈ (0, 1) and µ(r) > 0, then system (1) has a periodic orbit that is unique up to time translation and has one impulse per period. On a periodic orbit, x(t
If µ(r) ≤ 0, then system (1) has no periodic orbits.
See Figure 2 for an illustration of the case with µ(r) < 0.
Proof. Suppose there is a positive periodic solution (s 1 (t), s 2 (t), x(t)). Since (3) has no periodic orbits, the solution has at least one impulse. By periodicity there are infinitely many impulses. Denote the impulse times by t 1 < t 2 < · · · and the number of impulses within a period by N . Then x(t
Thus,
If
, then from (17) it can be shown by induction that x(t − k ) is a strictly decreasing (resp. strictly increasing) sequence, contradicting
. Hence, on any periodic orbit there is only one impulse, and it follows from (17), on a periodic orbit x(t If µ(r) > 0, the solution of (1) 
Proof. Let
Note that r * is well-defined, since µ(r) is continuous and µ(0) = 0. By definition, µ(r) ≤ 0 for all r ∈ [0, r * ]. Since µ(r) is continuous, if µ(1) > 0 then r * < 1. Furthermore, µ(r) > 0 for all r ∈ (r * , 1], since f 1 (s 1 ) and f 2 (s 2 ) are monotone increasing, and so the integrand in (16) with v =s + 1 (r * ) must be positive. Otherwise, r * can be increased, contradicting definition (18) . By the monotonicity of f 1 (s 1 ) and f 2 (s 2 ), the integrand in (16) 
4.2.
Global Stability of Periodic Orbits. In this subsection we fix an r ∈ (r * , 1), where r * is the number given in Theorem 4.6. Hence, µ(r) > 0 and a unique periodic orbit exists. For each point (s 1 , s 2 ) ∈ Ω 1 , we denote by π − (s 1 , s 2 ), the point of intersection of the line through (s 1 , s 2 ) of slope R 21 with Γ − , i.e.,
For each point (s 1 , s 2 ) ∈ Γ − , we denote by π + (s 1 , s 2 ) the pre-image of (
2 ) denote the net change in x(t), over the time interval from t = 0 to the first impulse time. Therefore, for a solution (s 1 (t), s 2 (t), x(t)) of (1) 
Note that µ(r) = I(π + (s 1 , s 2 )). If (s 1 (t), s 2 (t), x(t)) is a solution of (3) with (s 1 (t 0 ), s 2 (t 0 )) = (s 
Lemma 4.9. Assume (s
for some s 2 ∈ (0, s 2 ).
Proof. By assumption (15), for any s 2 ∈ [0, s 2 ],
By the monotonicity of f 1 (s 1 ) and f 2 (s 2 ), since I(π + (s 1 , s 2 )) = µ(r) > 0, Λ is an interval containing s 2 with right endpoint s 2 . Hence, Γ − A takes the form (20) for some s 2 ∈ (0, s 2 ).
Let Ω 1A be the set of points (s 
In the case µ(r) > 0, by (20) ,
where V − = V (s 1 , s 2 ) and V + = V (s 1 , s 2 ). ∈ Ω 1 and µ(r) > 0. Let (s 1 (t), s 2 (t), x(t)) be a solution of (1) with x(0) > 0 and
The solution converges to the unique periodic solution given by Theorem 4.6,if and only if x(0) > −I(s 1 (0), s 2 (0)). If x(0) ≤ −I(s 1 (0), s 2 (0)), then no impulses occur.
Proof. If x(0) ≤ −I(s 1 (0), s 2 (0)), then by Lemma 3.2 the value of x(t) approaches 0 before any impulses occur.
If x(0) > −I(s 1 (0), s 2 (0)), then the first impulse occurs at some finite time
Hence, I(s 1 (t + 1 ), s 2 (t + 1 )) > 0. This implies that the net change of x(t) is positive over any time interval from t 1 to a time before the next impulse. Hence, another impulse occurs at some finite time t 2 > t 1 . Inductively, it follows that impulses occur indefinitely. By Lemma 4.4, lim t→∞ V (s 1 (t), s 2 (t)) = 0. Hence,
. Therefore, by Lemma 3.2 and the relation I(π + (s 1 , s 2 )) = µ(r),
On the other hand, the impulsive map in (1) gives lim k→∞ x(t 
In particular, N 0 (s
If V (s (24), condition (23) , is equivalent to
where y is the least integer greater than or equal to y.
For any solution (s 1 (t), s 2 (t), x(t)) of (1) (1), and
2). Hence, for any n = 2, 3, . . . , the left limit of x(t) at the nth impulse, if it exists, equals
2 )), where t 0 = 0, and t k , k ≥ 1, is the kth impulse time. By induction,
Thus the condition x(t − n ) > 0 is equivalent to
We define X(s (1 − r)
In particular, X(s 2 ) impulses. Denote the first N 0 impulse times by t 1 < t 2 < · · · < t N0 . Then, by Lemma 3.2 and the definition of X(s 1 , s 2 ), for some k ∈ {1, · · · , N 0 },
contradicting the positivity of the solution.
(ii) If x(0) > X(s 1 (0), s 2 (0)), then the solution has at least N 0 impulses. Denote the N 0 th impulse time by t N0 . Then,
Since (s 1 (t The approximated values of Proof. Let (s 1 (t), s 2 (t), x(t)) be a solution of (1) with positive initial conditions. Suppose the solution has infinitely many impulses. Denote the impulse times by t 1 < t 2 < · · · . Then by Lemma 4.4, (s
In the case µ(r) < 0, by Lemma 3.2 and the relation I(π + (s 1 , s 2 )) = µ(r),
(ii) On the other hand, the impulsive map in (1) gives x(t
r µ(r) < 0, contradicting to the positivity of the solution. In the case µ(r) = 0, by Lemma 3.2 and the relation I(π
By the relation x(t
Hence, the trajectory of (s 1 (t), s 2 (t), x(t)), t ∈ (t k , t k+1 ), approaches the heteroclinic orbit of (3) from (s
We summarize our results as follows. ∈ Ω 1 and µ(r) > 0, then there is a unique periodic orbit. Moreover, for any solution (s 1 (t), s 2 (t), x(t)), with positive initial conditions, the number of impulse times is either infinite or is less thanN . The case with infinitely many impulses occurs if and only if
Proof. The theorem follows from Lemmas 4.3 and 4.5, and Propositions 4.12 and 4.13.
In the following Corollary, we consider a case in which we are guaranteed that X(s 0 1 , s 0 2 ) ≤ 0. In this case, by Proposition 4.12, it follows that any solution of (1) with (s 1 (0), s 2 (0)) = Ω 1 and x(0) > 0 converges to the periodic orbit.
Ifs 1 > λ 1 ands 2 > λ 2 , we define Ω λ to be the region in the s 1 -s 2 plane that lies between the lines s 2 =s 2 + R 21 (s 1 − λ 1 ) and s 2 = λ 2 + R 21 (s 1 −s 1 ) and above or to the left of Γ − , i.e., Ω λ = (s 1 , s 2 ) : s 1 >s 1 or s 2 >s 2 , and For every (s 1 , s 2 ) ∈ Ω λ , we have min{f 1 (s 1 ), f 2 (s 2 )} > D, and so growth of x is always positive in this region. ∈ Ω 1 and µ(r) > 0. Ifs 1 > λ 1 and s 2 ≥ λ 2 , then any solution (s 1 (t), s 2 (t), x(t)) with (s 1 (0), s 2 (0)) ∈ Ω λ and x(0) > 0 converges to the unique periodic orbit of (1).
Proof. First note that, since s 2 ≥ λ 2 , the line through (s 2 ) < 0 < x(0), and by Theorem 4.14, (s 1 (t), s 2 (t), x(t)) converges to the periodic orbit. 
2 ) is in the gap between Ω λ and Ω 1A . We are unable to rule out the possibility that the net growth in this gap is negative, and so it is conceiveable that I((
Therefore, for some positive initial concentrations of biomass, the reactor will fail, even though the initial conditions are in Ω λ .
5.
Maximizing the Output. In this section we regard r as a variable in the interval (r * , 1), where r * is the number given in Theorem 4.6. For each r ∈ (r * , 1), there is a periodic orbit. In each period, there is exactly one impulse. As shown in the proof of Theorem 4.6, the left and right limits at an impulse are, respectively, (s 1 , s 2 , x − (r)) and (s 
The trajectory of the periodic orbit can be parametrized by
dv (31) with s 1 ∈ (s 1 ,s 
In the long run, the average amount of output divided by the total volume is
.
Maximizing Q(r) for r ∈ (r * , 1) is equivalent to maximizing the output.
Lemma 5.1. The minimal period T (r), r ∈ (r * , 1) of the periodic orbit of (1)
Proof. As r → 1, we have x + (r) → 0. By (32) and (31), T (r) → ∞. If r * > 0, then by (29), x − (r) → 0 as r → r * . Along the periodic orbit, x ≥ x − (r) > 0 and
By (32) we conclude that T (r) → ∞ as r → r * . If r * > 0, then, by Lemma 5.1, lim r→r * Q(r) = r * /(lim r→r * T (r)) = 0. Next we assume r * = 0. By (32)
where X is defined by (30). Since X(
r , using L'Hôpital's rule and the definition of µ(r) in (16),
and it follows that
Furthermore, we have
Sinces + 1 (0) =s and X(s 1 ; 0) = 0, by (35) and (36) we obtain
From the expression Q(r) = r/T (r), using L'Hôpital's rule, we conclude that
Assume r * > 0. Since lim r→r * Q(r) = lim r→1 Q(r) = 0, by Proposition 5.2, Q(r) attains its maximum at some value of r in (r * , 1). Unfortunately, the analytical expression of the derivative d dr Q(r) is too complicated for finding a critical point of Q(r). We have only obtained the maximum value using a numerical simulation. An illustration of the maximal value of Q(r) is given in Figure 6 . 6. Discussion. We have modeled the self-cycling fermentation process assuming that there are two essential resources s 1 and s 2 that are growth limiting for a population of microorganisms, x, using a system of impulsive differential equations with state-dependent impulses. Assuming that the process is used for an application such as water purification, where the resources s 1 and s 2 are the pollutants, we assume that the threshold for emptying and refilling a fraction of the contents of the fermentor, resulting in the release of treated water, occurs when the concentrations of both pollutants reach an acceptable concentration set by some governmental agency. We called these thresholds, s 1 ≤s 1 and s 2 ≤s 2 . We consider the process successful if once initiated, it proceeds indefinitely without a need for any subsequent interventions by the operator. By solving the associated ODE system for s 2 in terms of s 1 , we show that solutions, when projected onto the s 1 -s 2 plane, are lines with slope given by the ratio of the growth yield constants. In order to derive necessary conditions for successful operation of the fermentor, we first divide the s 1 -s 2 plane into two regions: Ω 0 and Ω 1 . The model predicts that solutions of the associated system of ODEs with initial conditions in Ω 0 approach the axes without ever reaching the thresholds for emptying and refilling and the reactor fails, independent of the initial concentration of microorganisms. Solutions of the associated system of ODEs with initial conditions in Ω 1 have the potential to reach the threshold for emptying and refilling, but in this case, successful operation can also depend on the initial concentration of the population of microorganisms.
In most cases, at startup the input concentration of the pollutant would be the concentration of the pollutant in the environment, which we are assuming is constant, i.e., (s 1 (0), s 2 (0)) = (s , and positive concentration of biomass, x(0) > 0, the threshold for emptying and refilling, s 1 ≤s 1 and s 2 ≤s 2 , is reached with net positive growth of the biomass, the model analysis predicts that we can choose an emptying/refilling fraction, r, so that the system cycles indefinitely. In this case the solution approaches a periodic solution with one impulse per period.
If the system has a periodic solution, the (s 1 , s 2 ) components of the periodic orbit lie along the line with slope given by the ratio of the growth yield constants joining (s in 1 , s in 2 ) and the point in the s 1 -s 2 plane where both thresholds are reached. The net change in the biomass on the periodic orbit, that we denote µ(r), must then also be positive.
For other initial conditions in Ω 1 , in order for the process to operate successfully, it is not enough that µ(r) > 0. There is also a minimum concentration of biomass, X, that depends on the initial concentration of the resources, that is required for the reactor to be successful. If the initial concentration of biomass is larger than X, then our analysis predicts that the reactor will cycle indefinitely and solutions will converge to the periodic orbit. If the initial concentration of biomass is less than or equal to X, then the reactor will cycle a finite number of times and then fail. If there is no periodic orbit, then the reactor will either cycle a finite number of times and then fail, or will cycle indefinitely, but the time between cycles will approach infinity.
Besides depending on the initial concentration of the resources at start up, the minimum concentration of biomass at startup required for successful operation depends on the emptying/refilling fraction in an interesting way. The closer r is to one, the smaller the number of impulses that are required for solutions to get to the periodic orbit. However, the time spent in a region of negative growth could be larger, and so X would be larger. The closer r is to zero, results in less time spent in regions with negative growth, but more impulses are then required to get close to the periodic orbit. Each impulse removes biomass from the reactor, and so X would also increase. This implies that there is an optimal value of r for which the reactor has the best potential for success. The values of the growth yield constants, Y 1 and Y 2 , also play a role in the size of X. If their ratio is held constant, but each value is scaled by a constant c > 0, then X is also scaled by the same constant c.
Knowing this is important when selecting the population of microorganisms to use in the process.
If the choice of potential microorganisms for use in the process is restricted, then it might be easier to treat more highly polluted water than less polluted water, provided the microorganisms are not inhibited at high concentrations of the pollutant. We have shown that for successful operation, it is necessary that an r exists such that µ(r) > 0. One way to increase µ(r) without changing anything else is to increase s We also make what might appear to be other surprising observations. Although the break-even concentrations play a role, it is not necessary for both break-even concentrations to be below their respective thresholds for emptying and refilling for the process to be successful (see Figure 4) . Also, the process can still fail when both break-even concentrations are below their respective thresholds (see Figure 2) .
For growth on a single, non-inhibitory, limiting resource in the self-cycling fermentation process, it has been shown that when the system has a periodic orbit, every solution either converges to the periodic orbit, or converges to an equilibrium without a single impulse [19] . If the resource is inhibitory at high concentrations, it has been shown that solutions may also converge to an equilibrium after a single impulse, but if there are at least two impulses then the solution is destined to converge to the periodic orbit [7] . In contrast, if there are two limiting essential resources, we have shown that there may be many impulses before the system converges to an equilibrium, even when the system has a periodic orbit. The example in Figure 3 demonstrates failure after two impulses.
An important issue when setting up the self cycling fermentation process is the choice of the emptying and refilling fraction, r. In the application we considered we were interested in optimizing the total amount of output. In the example, shown in section 5, we demonstrated that the optimal value of the emptying/refilling fraction is r ≈ 0.64. This result is consistent with what was shown in the single resource cases [7, 19] . Another reason for implementing a self-cycling fermentation process instead of a continuous input process is to maximize the concentration of some microorganism in the output over some time period. For example, one recent 'proof of concept' study [23] investigated using the self-cycling fermentation process to improve the production of cellulosic ethanol production. In their investigation, and many other applications of self-cycling fermentation the emptying/refilling fraction r is set to one half. While this is convenient for experiments and measurements, our results indicate that this is might not be the optimal choice of r.
