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Superconductor-insulator quantum phase transition
V.F. Gantmakher, V,T. Dolgopolov
Institute of Solid State Physics, Chernogolovka 142432, Russia
The current understanding of the superconductor–insulator transition is discussed level by level
in a cyclic spiral-like manner. At the first level, physical phenomena and processes are discussed
which, while of no formal relevance to the topic of transitions, are important for their implementation
and observation; these include superconductivity in low electron density materials, transport and
magnetoresistance in superconducting island films and in highly resistive granular materials with
superconducting grains, and the Berezinskii–Kosterlitz–Thouless transition. The second level dis-
cusses and summarizes results from various microscopic approaches to the problem, whether based
on the Bardeen–Cooper–Schrieffer theory (the disorder-induced reduction in the superconducting
transition temperature; the key role of Coulomb blockade in high-resistance granular superconduc-
tors; superconducting fluctuations in a strong magnetic field) or on the theory of the Bose–Einstein
condensation. A special discussion is given to phenomenological scaling theories. Experimental
investigations, primarily transport measurements, make the contents of the third level and are for
convenience classified by the type of material used (ultrathin films, variable composition materials,
high-temperature superconductors, superconductor–poor metal transitions). As a separate topic,
data on nonlinear phenomena near the superconductor–insulator transition are presented. At the
final, summarizing, level the basic aspects of the problem are enumerated again to identify where
further research is needed and how this research can be carried out. Some relatively new results,
potentially of key importance in resolving the remaining problems, are also discussed.
1. INTRODUCTION
As temperature decreases, many metals pass from
the normal to the superconducting state which is phe-
nomenologically characterized by the possibility of a dis-
sipationless electric current and by the Meissner effect.
As a result of a change in some external parameter (for
example, magnetic field strength), the superconductivity
can be destroyed. In the overwhelming majority of cases,
this leads to the return of the superconducting material
to the metallic state. However, it has been revealed in
the last three decades that there are electron systems in
which the breakdown of superconductivity leads to the
transition to an insulator rather than to a normal metal.
At first, such a transition seemed surprising, and numer-
ous efforts were undertaken in order to experimentally
check its reality and to theoretically explain its mecha-
nism. It was revealed that the insulator can prove to be
quite extraordinary; moreover, upon breakdown of su-
perconductivity with the formation of a normal metal,
the metal can also be unusual. This review is devoted
to a discussion of the state of the art in experiment and
theory in this field.
1.1 Superconducting state, electron pairing
By the term ‘superconducting state’, we understand
the state of metal which, at a sufficiently low temper-
ature, has an electrical resistance exactly equal to zero
at the zero frequency, thus indicating the existence of a
macroscopic coherence of electron wave functions. This
state is brought about as a result of superconducting in-
teractions between charge carriers. Such an interaction
is something more general than superconductivity itself,
since it can either lead to or not lead to superconductiv-
ity.
According to the Bardeen–Cooper–Schrieffer (BCS)
theory, the transition to the superconducting state is ac-
companied by and is caused by a rearrangement of the
electronic spectrum with the appearance of a gap with
a width of ∆ at the Fermi level. The superconducting
state is characterized by a complex order parameter
Φ(r) = ∆exp(iϕ(r)), (1)
in which the value of the gap ∆ in the spectrum is used as
the modulus. If the phase ϕ(r) of the order parameter has
a gradient, ϕ(r) 6= const, then a particle flow exists in the
system. Since the particles are charged, the occurrence
of a gradient indicates the presence of a current in the
ground state.
The rearrangement of the spectrum can be represented
as a result of a binding of electrons from the vicinity of
the Fermi level (with momenta p and −p and oppositely
directed spins) into Cooper pairs with a binding energy
2∆. The binding occurs as a result of the effective mutual
attraction of electrons located in the crystal lattice, which
competes with the Coulomb repulsion.
A Cooper pair is a concept that is rather conditional,
not only since the pair consists of two electrons moving
in opposite directions with a velocity vF, but also since
the size of a pair in the conventional superconductor,
ζ ∼ ~vF /∆ ∼ 10−4 cm, is substantially greater than
the average distance between pairs, s ∼ (g0∆)−1/3 ∼
10−6 cm (g0 is the density of states in a normal metal at
2the Fermi level):
ζ ≫ s. (2)
In fact, the totality of Cooper pairs represents a collec-
tive state of all electrons. It has long been known that
superconductivity also arises in systems with an electron
concentration that is substantially less than that char-
acteristic of conventional metals, for example, in SrTiO3
single crystals with an electron concentration of about
n ∼ 1019 cm−3 [1]. Furthermore, the parameter ζ in type-
II superconductors can be less than 100 A˚. Therefore, in-
equality (2), which is necessary for the applicability of
the BCS model, can prove to be violated. The materials
in which ζ . s are referred to as ‘exotic’ superconductors;
these also include high-temperature superconductors in
which the superconductivity is caused by charge carriers
moving in CuO2 crystallographic planes. As in any two-
dimensional (2D) system, the density of states g0 in the
CuO2 planes in the normal state is independent of the
charge carrier concentration and, according to measure-
ments, is g0 = 2.5×10−4 K−1 per one CuO2 crystal plane
[to approximately one and the same magnitude in all fam-
ilies of the cuprate superconductors (see, e.g., Ref. [2])].
Assuming, for the sake of estimation, that ∆ is on the or-
der of the superconducting transition temperature Tc, we
obtain the average distance between the pairs in CuO2
planes: s ≈ (g0Tc)−1/2 ≈ 25 A˚ at Tc ≈ 100K. This value
is comparable with the typical coherence length ζ ≈ 20 A˚
in high-temperature superconductors.
The existence of exotic superconductors, for which in-
equality (2) is violated, induced to turn to another model
of superconductivity — the Bose–Einstein condensation
(BEC) of the gas of electron pairs considered as bosons
with a charge 2e [3] — and to investigate the crossover
from the BCS to the BEC model (see, e.g., the review
[4]).One of the essential differences between these mod-
els consists in the assumption of the state of the electron
gas at temperatures exceeding the transition tempera-
ture. The BEC model implies the presence of bosons on
both sides of the transition. An argument in favor of the
existence of superconductors with the transition occur-
ring in the BEC scenario is the presence of a pseudogap
in some exotic superconductors. It is assumed that the
pseudogap is the binding energy of electron pairs above
the transition temperature (for more detail, see the end
of Section 4.3 devoted to high-temperature superconduc-
tors).
In the BCS model, the Cooper pairs for T > Tc appear
only as a result of superconducting fluctuations; the equi-
librium concentration of pairs exists only for T < Tc. The
crossover from the BCS to the BEC model consists in de-
creasing gradually the relative size of Cooper pairs and
appearing the pairs on both sides of the transition, which
are correlated in phase in the superconducting state and
uncorrelated in the normal state. The conception that
in superconducting materials with a comparatively low
electron density the equilibrium electron pairs can exist
for T > Tc began to be discussed immediately after the
discovery of these materials [5].
For the problem of the superconductor–insulator tran-
sition, the question of the interrelation between the BCS
and BEC models is of large importance, since near the
boundary of the region of existence of the superconduct-
ing state it is natural to expect a decrease in the density
of states g0 and an increase in s, so that inequality (2)
must strongly weaken or be completely violated. In any
case, the problem of a phase transition that is accompa-
nied by localization makes sense within the framework of
both approaches.
By having agreed that the superconductivity of exotic
superconductors can be described using the BEC model,
we adopt that for a temperature T > Tc there can exist
both fluctuation-driven and equilibrium electron pairs.
Then, a natural question arises: since the electron pairs
can exist not only in the superconducting but also in
the dissipative state, can it happen that pair correlations
between the localized electrons can be retained as well on
the insulator side in superconductor–insulator transition?
Below, we shall repeatedly return to this question.
1.2. Superconductor–insulator transition as a
quantum phase transition
It is well known that in the ground state the electron
wave functions at the Fermi level can be localized or de-
localized. In the first case, the substance is called an
insulator, and in the second case a metal. As was al-
ready said above, it has long been considered that super-
conductivity can arise only on the basis of a metal, i.e.,
the coherence of the delocalized wave functions can arise
only as an alternative to their incoherence. We now know
that with the breakdown of superconductivity all electron
wave functions that became incoherent can immediately
prove to be localized. In this case, it is assumed that the
temperature is equal to zero, so that on both sides of the
transition the electrons are in the ground state.
The phase transition between the ground states is
called the quantum transition. This means that it is
accompanied by quantum rather than thermal fluctua-
tions. The transition can be initiated by a change in a
certain control parameter x, for instance, the electron
concentration, disorder, or magnetic field strength. Su-
perconductivity can also be destroyed by a change in the
control parameter x at a finite temperature, when ther-
modynamic thermal fluctuations are dominant. It can
be said that in the plane (x, T ) there is a line of thermo-
dynamic phase transitions x(T ), which is terminated on
the abscissa (T = 0) at the point x = x0 of the quantum
transition.
Let us shift the state of the superconducting metal
toward the region of insulating states by changing a cer-
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FIG. 1: ((a) Temperature dependence of resistivity ρ(T ) of
films of the amorphous NbxSi1−x alloy at various concentra-
tions of Nb [6]. (b) Dependence of the superconducting tran-
sition temperature Tc and of the extrapolated value of the
low-temperature conductivity σ0 = limσ(T → 0) on the Nb
concentration in films of the amorphous NbxSi1−x alloy [6].
Here and below, the curves nearest to the boundary which
separates R(T ) curves for superconducting states are shown
in red
tain parameter x. Under the effect of this shift, it can
happen that, first, superconductivity will disappear, and
then the normal metal–insulator transition will occur.
It is precisely according to this scenario that the events
develop with a decreasing concentration of Nb in the
amorphous NbxSi1−x alloy [6]: at an Nb concentration
of approximately 18%, the temperature of the supercon-
ducting transition drops to zero and the alloy becomes
a normal metal, and the metal–insulator transition oc-
curs only at an Nb concentration of 12% (Fig. 1). The
superconductor–insulator transition is split into two se-
quential transitions. This example is instructive in the
sense that though in the set of ρ(T ) curves (Fig. 1a) the
boundary between the superconducting and nonsuper-
conducting states is clearly visible, to prove the exis-
tence of an intermediate metallic region and to reveal the
metal–insulator transition, it is necessary to perform ex-
trapolation of the σ(T ) = 1/ρ(T ) dependence as T → 0
in a certain interval of concentrations. The quantity σ0
presented in Fig. 1b as a function of the Nb concentration
is the result of this extrapolation.
Of greater interest is the case of unsplit transition,
where the superconductor directly transforms into the
insulator, possibly passing through a bordering isolated
normal state. This survey is mainly devoted to precisely
such transitions, which are, as we will see, sufficiently
diverse.
Let us schematically depict the phase diagrams of these
phase transitions in the plane (x, T ) (Fig. 2), assuming
for the sake of certainty the three-dimensional nature of
the electronic system. As is known, the metal–insulator
transition is depicted on this plane in the form of an
isolated point on the x-axis, because the very concept of
an ‘insulator’ is strictly defined only at T = 0 (see, e.g.,
the review [7]). Therefore, the vertical dashed straight
lines in Fig. 2 do not mark real phase boundaries.
In the diagram presented in Fig. 2a, which corresponds
to a split transition, the dashed straight line issuing from
the point I−M shows that in the region I the extrapo-
lation of the conductivity to T = 0 will give zero, and
in the region M it will give a finite value. According to
Fig. 1, the alloy NbxSi1−x has precisely such a phase di-
agram. In Section 4.4, we shall return to NbxSi1−x type
substances and shall see that the diagram presented in
Fig. 2a has, in turn, several variants.
In the diagram shown in Fig. 2b, for any state to the
right of the dashed line a temperature decrease will lead
to emergence of superconductivity; therefore, to deter-
mine whether the state is metallic or insulating, it is nec-
essary to measure the temperature dependence of resis-
tivity in the region that lies above the superconducting
transition, with the extrapolation of this dependence to
T = 0. Such a disposition appears to be realized, for
example, in ultrathin films of amorphous Bi (see Fig. 18
in Section 4.1).
Finally, one more variant of the phase diagram, which
was for the first time proposed in Ref. [8], is given in
Fig. 2c. In this diagram, the metal–insulator transition
is completely absent, since it should have to be located
in the superconducting region. From this transition, only
part of the critical region is retained, which lies higher
than the region of superconductivity. This phase diagram
has been observed for TiN (see Fig. 31 in Section 4.2).
1.3. Role of disorder. Granular superconductors
From the before-studied theory of the normal metal–
insulator quantum transition, it is known that this tran-
sition can be initiated by two fundamentally different
reasons: growing disorder in the system of noninteract-
ing electrons (Anderson transition) or decreasing electron
concentration in the presence of a Coulomb electron–
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FIG. 2: Variants of the phase diagram with transitions be-
tween three different states of the electron system: insulator
(I), normal metal (M), and superconductor (S). The quantum
transitions are shown by dots lying on the abscissa; the ther-
modynamic transitions, by solid curves; the crossovers and
the boundaries of the critical region, by dashed lines, and the
virtual boundaries in figure (c), by dotted lines.
4electron interaction in an ideal system without ran-
dom potential (Mott transition). In this review (in any
case, in its experimental part), we shall assume that the
superconductor–insulator transition occurs in a strongly
disordered Anderson type electron system. Even when
the control parameter x is the electron concentration, it is
assumed that the latter changes against the background
of a sufficiently strong random potential.
In order to answer the question concerning in which
case and which of the diagrams shown in Fig. 2 can be
realized, it is necessary to study the influence of disorder
on the superconductivity. The first result in this area was
obtained by P.W. Anderson as early as 1959. In Ref. [9]
he showed that if the electron–electron Coulomb inter-
action is ignored, then the introduction of nonmagnetic
impurities does not lead to a substantial change in the
superconducting transition temperature. The allowance
for Coulomb interactions changes the situation. As was
shown by Finkel’shtein [10, 11] for two-dimensional sys-
tems, the Coulomb interaction does suppress supercon-
ductivity in so-called dirty systems, the mechanism of
suppression being caused by the combination of electron–
electron interaction with impurity scattering (see Section
2.1).
From the variety of random potentials that describe
disorder, let us single out two limiting cases: systems
with a potential inhomogeneity on an atomic scale, which
are subsequently considered as uniform, and systems with
inhomogeneities that substantially exceed atomic dimen-
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FIG. 3: Resistance variations with temperature in Pb films
upon increasing their thickness (from top to bottom) [12].
(a) Superconductor–insulator transition in finely dispersed
quasihomogeneous films deposited on an SiO surface over an
intermediate thin layer of amorphous Ge. In the supercon-
ducting region, the R(T ) curves demonstrate a correlation
between the normal resistance and the superconducting tran-
sition temperature. (b) Superconductor–insulator transition
in granular films deposited directly onto the SiO surface. In
such a method of deposition, the lead atoms coalesce into
granules. The temperature of the superconducting transition
in the film becomes constant at a film thickness exceeding the
critical one.
sions. We shall call the latter systems granular, assuming
for the sake of certainty that they consist of granules of a
superconductive material with a characteristic dimension
b, which are separated by interlayers of a normal metal
or an insulator. A control parameter in such a granu-
lar material can be, for example, the resistance of the
interlayers.
There exist both theoretical and experimental criteria
which make it possible to relate a real electronic system
to one of these limiting cases. The theoretical criterion
is determined by the possibility of the generation of a
superconducting state in one granule taken separately,
irrespective of its environment. For this event to occur,
it is necessary that the average spacing between the en-
ergy levels of electrons inside the granule be less than the
superconducting gap ∆:
δε = (g0b
3)−1 < ∆ (3)
where g0 is the density of states at the Fermi level in the
bulk of the massive metal, and b3 is the average volume
of one granule. The relationship δε ≈ ∆ specifies the
minimum size of an isolated granule:
bsc = (g0∆)
−1/3, (4)
for which the concept of the superconducting state makes
sense. When the inequality b < bSC is fulfilled, no gran-
ules that could be superconducting by themselves exist.
Such a material, from the viewpoint of the superconduc-
tive transition, is uniformly disordered; in it, the transi-
tion temperature Tc is determined by the average char-
acteristics of the material and can smoothly change to-
gether with these characteristics.
The experimental criterion which makes it possible to
distinguish between the superconductor–insulator tran-
sitions in granular and quasihomogeneously disordered
systems is illustrated in Fig. 3. Here, the control param-
eter is the thickness b of a lead film deposited on the
surface of an SiO substrate. The curves shown in Fig. 3a
were obtained for lead films deposited on an intermediate
sublayer of amorphous Ge. The temperature of the su-
perconductive transition decreases with decreasing b in
this series of films; at a zero temperature, an increase
in the thickness b leads to a direct transition from the
insulating to the superconductive state. No macrostruc-
ture was revealed in these films by the structural analysis
performed simultaneously. The intermediate thin layer
of amorphous Ge appears to prevent the coalescence of
atoms into granules in the deposited material (see also
Section 4.1). In any case, if the granules exist, their size
should be lower than the critical size (4).
The curves shown in Fig. 3b were obtained for lead
films deposited directly onto a mirror surface of SiO
cooled to liquid-helium temperature. With this method
of deposition, the lead atoms are collected into droplet-
like granules, which reach a diameter of 200 A˚ and a
5height of 50–80 A˚ before they start coalescing. A film in
which no coalescence has yet occurred is called an island
film: it represents a system of metallic islands between
which the conductivity is achieved via tunneling. In all
the films, the superconducting transition begins, if it oc-
curs at all, at one and the same temperature Tc ≈ 7K.
This means that the granule sizes are sufficiently large,
so that in them δε < ∆, the superconducting transition
in the granules occurs at the same temperature as that
in the massive metal, and the behavior of the entire ma-
terial on the whole depends on the interaction between
the granules.
As can be seen from Fig. 3, the transition in the gran-
ular system possesses one more specific feature. Near the
transition, on the superconductor side, the temperature
dependence of the resistance R(T ) for T < Tc follows a
very strange formula [13]
R = R0e
T/T0 ,
which can be called the ‘inverse-Arrhenius law’. In quasi-
homogeneous systems, to which this survey is devoted,
such relation have not been observed.
In an isolated particle with the size of b < bSC, no
superconducting state exists, in the sense that there is
no the coherent state of all electrons with a common
wave function. However, a superconducting interaction
through phonons is retained, which causes effective at-
traction between the electrons. The superconducting in-
teraction gives rise to the parity effect: the addition of
an odd electron to the electron system leads to a greater
increase in the total electron energy than the addition
of a subsequent even electron. The difference is equal to
2∆p, where ∆p is the binding energy per electron:
∆p = E2l+1 − 1
2
(E2l + E2l+2) (5)
The parity effect was examined experimentally when
studying the Coulomb blockade in superconducting
grains [14, 15]. A theoretical treatment [16] showed that,
because of strong quantum fluctuations of the order pa-
rameter, the binding energy in small grains,
b≪ bsc, i.e. δε≫ ∆, (6)
not only is retained, but, in general, becomes greater:
∆p =
δε
2 ln(δε/∆)
> ∆. (7)
The magnitude of ∆p is much less than the level spacing
δε, but it is by no means less than the superconducting
gap ∆.
1.4 Fermionic and bosonic scenarios for the
transition
There are two scenarios for a superconductor–insulator
transition. The foundation of the theory of the fermionic
scenario of the superconductor–insulator transition was
laid by Finkel’shtein [10, 11]. Its essence lies in the fact
that, due to various reasons, the efficiency of the super-
conducting interaction in a dirty system at a zero temper-
ature gradually drops to zero, and Anderson localization
occurs in the arising normal fermionic system. However,
this scenario is by no means unique. As a result of the
rapid development of theoretical and experimental stud-
ies in this field, it was revealed that there is one more
scenario, the bosonic scenario, for this transition. The
difference between the scenarios can conveniently be for-
mulated using the complex order parameter (1). The
phase ϕ of the order parameter inside the massive su-
perconductor is constant in the absence of current; this
reflects the existence of quantum correlations between
the electron pairs. In the presence of fluctuations, the
superconducting state of a three-dimensional system is
retained until the correlator G(r),
G(r) = 〈Φ(r)Φ(0)〉 → G0 6= 0 |r| → ∞ (8)
tends to a finite value with increasing |r|. The angular
brackets in formula (8) indicate averaging over the quan-
tum state of the system, and Φ(r) is the complex order
parameter.
The consideration given in Refs [10, 11] is based on
the BCS theory. In the BCS and related theories, the
energy gap ∆, i.e., the modulus of the order parameter
|Φ|, becomes zero at the phase-transition point and the
phase automatically becomes meaningless. However, the
superconducting state can be destroyed by another way
as well: the correlator (8) can be made vanishing at a
nonzero modulus of the order parameter by the action
of phase fluctuations of the order parameter. This is ex-
actly the bosonic scenario for the transition. This name
comes from the fact that the finite modulus of the or-
der parameter at the transition indicates the presence of
coupled electron pairs, i.e., the concentration of bosons
during transition does not become zero. The realization
of the bosonic scenario is favored by the fact that the
superconductors with a low electron density are charac-
terized by a weaker shielding and a comparatively small
‘rigidity’ relative to phase changes, thus raising the role
of the phase fluctuations [17, 18].
The bosonic scenario was mainly developed for the case
of uniform disordered superconductors [8]. However, it
should be noted that in granular superconductors this
scenario is realized quite naturally in the framework of
the BCS theory. Indeed, if we move from one curve to
another in Fig. 3b from bottom to top, assuming for sim-
plicity that the difference between the states arises as a
result of a gradual increase in the resistance of the inter-
layers between the unaltered granules, we shall see that
even when the superconductivity of the macroscopic sam-
ple disappears (upper curves in Fig. 3b), the granules
remain superconducting. However, the Cooper pairs in
them prove to be ‘localized,’ each in its own granule.
6The word localized is put in quotation marks, since if
the size b of the granules is macroscopic, then the limita-
tion on the displacement of Cooper pairs will not agree
with the conventional understanding of the term ‘local-
ization’. Let, however, b . bsc. Relationship (4) deter-
mines the applicability boundary of the concept of granu-
lar superconductors: below this boundary they transform
into so-called dirty superconductors with characteristic
atomic lengths describing disorder. The boundary of a
granule with parameters (6) can already be considered
simply as a defect, and the electrons located inside it, as
being localized on a length b < bSC, irrespective of the
structure of the wave function inside this region. Accord-
ing to the parity effect [14–16], pair correlations with a
finite binding energy are retained between the electrons
localized on such a defect.
Thus, granular superconductors prove to be a natu-
ral model object for studying the bosonic scenario for
superconductor–insulator transitions. It is interesting
that some manifestations of this scenario were discov-
ered experimentally in granular two-dimensional systems
at a time when the problem of superconductor–insulator
transitions had not yet appeared [19, 20].
The tunneling current between two superconducting
granules, in fact, consists of two components: the su-
perconducting Josephson current of Cooper pairs, and
a single-particle dissipative current. The Josephson cur-
rent in the junction can for various reasons be suppressed;
in particular, it is suppressed by fluctuations in the case
of too high a normal resistance Rn of the junction [21].
Then, even through contact with the superconducting
banks of the junction, only a normal single-particle cur-
rent jn = V/Rn can flow, and then only if a poten-
tial difference V is applied across the junction. This
gives rise to a paradoxical behavior of the granular su-
perconductor with decreasing temperature. The con-
centration of single-particle excitations in superconduct-
ing granules diminishes exponentially with a decrease in
the temperature: n ∝ exp (−∆/T ) and, correspond-
ingly, the resistance of all junctions grows exponentially:
R ∝ exp (∆/T ). As a result, the resistivity ρ of the
entire material increases rather than decreases with tem-
perature for T < Tc. This exponential increase in the
resistivity,
ln(ρ/ρ0) ∝ T−1,
starting at a temperature equal to the temperature of
the superconducting transition Tc, was experimentally
examined in island films [19, 20] (Fig. 4a) and, later,
in granular films with superconducting granules (Fig. 4b
[22]) and in a three-dimensional (3D) material [23].
If we destroy (by an external magnetic field) the su-
perconducting gap in the granules, making them normal,
then the number of quasiparticles at the Fermi level on
the superconducting sides of the junction will grow and
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FIG. 4: (a) Temperature dependence of the resistance of an
In island film exhibiting a significant increase in the resistance
at temperatures less than the temperature of the supercon-
ducting transition in indium granules. (b) The same for a
granular film consisting of In granules separated by insulat-
ing oxide layers [22].
the junction resistance will return to the normal resis-
tance Rn. In other words, a system of metallic granules
in an insulating matrix over a certain interval of parame-
ters can have a finite resistivity ρ at T = 0 if the granules
are normal, but becomes an insulator, with ρ =∞, if the
granules are superconducting. A specific feature and, at
the same time, an attribute of such a system is nega-
tive magnetoresistance, which becomes stronger as the
temperature lowers:
ρ(B, T )/ρ(0, T ) ≈ exp(−T/∆), B > Bc, (9)
where ∆ ≈ Tc (it is everywhere assumed that the tem-
perature T is measured in energy units), Tc is the critical
temperature, and Bc is the magnetic field induction that
destroys the superconductivity of separate granules. In
the experiment whose results are presented in Fig. 5, a
magnetic field of 10T decreases the resistance by more
than two orders of magnitude at a temperature of 0.5K.
An increase in resistance in a zero field and nega-
tive magnetoresistance are possible, even at temperatures
that exceed the temperature of the superconducting tran-
sition, due to superconducting fluctuations [25, 26]. As
a result of the absence of a Josephson coupling between
the granules, the virtual Cooper pairs that arise due to
fluctuations make no contribution to electron transport.
However, the fluctuation-induced decrease in the density
of single-particle states in the granules strongly increases
intergranular resistance; this resistance decreases if the
fluctuations are suppressed by a strong magnetic field.
This is illustrated in the inset to Fig. 5 [curve R(B)]
obtained in a sample of amorphous Ge, in which the
Josephson couplings between the Al granules ensure a su-
perconducting state at a low temperature T=2 K which
only slightly exceeds Tc; the negative magnetoresistance
caused by the suppression of superconducting fluctua-
tions is observed in magnetic fields of up to 16 T.
Thus, experiments on granular superconductors re-
vealed a new experimental area of searching for the re-
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FIG. 5: (((a) Restoration of the ‘normal’ conductance of a
sample with granular Al in the matrix of amorphous Ge [24].
The sample represents a film about 2000 A˚ thick with granules
about 120 A˚ in size. In a zero magnetic field, the granules
become superconducting at a temperature of about 2 K. The
inset displays the R(B) curve for a sample with the same
geometrical characteristics but exhibiting tenfold less normal
resistance and a superconducting transition. The curve was
recorded at a temperature slightly exceeding Tc [24].
alization of the bosonic scenario for the superconductor–
insulator transition. If in an insulator that is formed
after the breakdown of superconductivity there exist elec-
tron pairs localized on defects, then in a strong magnetic
field we can expect the appearance of a negative magne-
toresistance caused by the destruction of these pairs.
1.5 Berezinskii–Kosterlitz–Thouless transition
A distinguishing feature of two-dimensional supercon-
ducting systems is the possible existence of a gas of fluc-
tuations in the form of spontaneously generated magnetic
vortices at temperatures smaller than the temperature
Tc0 of the bulk superconducting transition. A magnetic
flux quantum
Φ0 = 2π~c/2e. (10)
passes through each vortex. The factor 2 in the denomi-
nator of expression (10) is preserved in order to empha-
size that the quantization is determined by charge carri-
ers with a charge 2e.
The vortices are generated by pairs with the oppositely
directed fields on the axis (the vortex–antivortex pairs)
and in a finite time they annihilate as a result of col-
lisions. In a zero magnetic field, the concentrations of
vortices with opposite signs are equal, N+ = N−; they
are determined by the dynamic equilibrium between the
processes of spontaneous generation and annihilation. A
decrease in temperature to Tc ≡ TBKT < Tc0 leads to
a Berezinskii–Kosterlitz–Thouless (BKT) transition [27,
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FIG. 6: Temperature Tc0 at which an equilibrium concentra-
tion of Cooper pairs appears, and the temperature Tc of the
BKT transition in an In-O film 100 A˚ thick [30]. R is the re-
sistance per square (resistivity of a two-dimensional system).
28]. The generation of vortex pairs ceases, and the con-
centration of vortices decreases sharply and becomes ex-
ponentially small.
Thus, in a certain temperature range
Tc < T < Tc0 (11)
in two-dimensional superconductors, the vortices coexist
with Cooper pairs. The modulus of the order parameter,
which is the binding energy ∆ of a Cooper pair in the
space between the vortices, decreases to zero on the axis
of the vortex; there is no superconductivity near the axis
of the vortex, and the electrons are normal. The phase
of the order parameter in the space between the vortices
fluctuates as a result of their motion. Correspondingly,
correlator (8) on the interval (11) falls off exponentially,
and at temperatures below the temperature of the BKT
transition (T < TBKT) it diminishes according to a power
law:
G(r) ∝ r−η, 0 < η < 1, (12)
i.e., at large distances it tends to zero rather than to a
finite value. At large distances, a coherent state with the
finite correlator (8) is established at T = 0.
The vortices being considered as quasiparticles are
bosons. Therefore, it can be said that the presence of
free vortices-bosons leads to energy dissipation when cur-
rent flows, in spite of the presence of 2e-bosons (Cooper
pairs).
There is a purely experimental problem in determining
the temperatures Tc0 and Tc from the curve of the resis-
tive transition. The resistance of the system in the tem-
perature range Tc < T < Tc0 was calculated in Ref. [29],
and a thorough experimental examination was carried
out in Ref. [30] using a superconducting transition in In-
O amorphous films. It is seen from Fig. 6, in which the
result of such an analysis is given for one of the films,
that the temperatures Tc0 and Tc differ strongly: Tc0
lies in the high-temperature part of the R(T ) curve, so
8that R(Tc0) ≈ 0.5RN, while R(Tc) is less than the resis-
tance RN of the film in the normal state by several orders
of magnitude. The relationship between the resistances
R(Tc0), R(Tc), and RN changes from film to film, but
even more they differ because of the fact that in vari-
ous laboratories the Tc0 and Tc temperatures are usually
determined differently. Therefore, when comparing the
results of experiments, it is sometimes more convenient
to use the ratio R(T )/RN for determining the character-
istic points in the resistance curve.
2. MICROSCOPIC APPROACHES TO THE
PROBLEM OF THE
SUPERCONDUCTOR–INSULATOR
TRANSITION
Among different theoretical models used for the de-
scription of superconductor–insulator transitions, there
is no one unconditionally leading model, such as the BCS
model employed for the superconductivity itself. Ap-
proaching the problem from different sides, the existing
models emphasize its different aspects and together cre-
ate an integral picture, demonstrating at the same time
the existence of different variants of the transition.
2.1 Fermionic mechanism for the superconductivity
suppression
As already mentioned in Section 1.4, the fermionic sce-
nario requires the vanishing of the modulus of the order
parameter with increasing the number of impurities in
the system. For the realization of the fermionic scenario,
it is necessary to go beyond the limits of the validity of
the Anderson theorem [9], namely, it is necessary to take
into account the Coulomb interaction between the elec-
trons, together with the disorder. The first idea in this
area, which was formulated in Ref. [31], was based on the
use of formula (3). First, we shall assume that the sys-
tem is granular. With increasing impurity concentration
in a granule, the density of states at the Fermi level is
suppressed by the Coulomb interelectron interaction due
to the Aronov–Altshuler effect [32, 33] and, correspond-
ingly, the spacing (3) between the energy levels grows. In
this case, the critical size (4) of a granule increases, while
at a fixed size bSC the gap ∆ and, therefore, the tempera-
ture Tc of the superconducting transition decrease. It can
be expected that the temperature Tc will become zero at
a certain critical concentration of impurities. The same
reasoning is also applicable to a uniform system if the
granular size is replaced by the length of electron local-
ization in the normal state [34–36].
However, it turned out that the Coulomb interaction
suppresses the modulus of the order parameter in a com-
pletely different way, which is not related to the gran-
ular or quasigranular character of the system. In the
dirty limit, the Coulomb interelectron interaction itself
is renormalized [10], and the processes of repulsion of
electrons with opposite momenta and spins, which lead
to a low transfer of the momentum, become stronger.
The result of Ref. [10] resembles the suppression of the
density of states g0 at the Fermi level in a normal dirty
metal by the Coulomb interaction [32, 33], with the dif-
ference that in the superconductor it is the temperature
Tc that decreases with increasing disorder, rather than
the density of states g0 at the Fermi level.
The effect of Tc reduction as a result of a renormal-
ization of the Coulomb interaction was known earlier
[37–39] in the form of a weak correction to the super-
conducting transition temperature. For example, in the
two-dimensional case we have
Tc = Tc0
(
1− 1
12π2y
ln3(~/Tcτ)
)
, (13)
where y is the dimensionless conductance:
y = ~/e2R (14)
R is the resistance per square (resistivity of a two-
dimensional system), and τ is the relaxation time of the
momentum in the normal state. Formally, expression
(13) already reveals the possibility of vanishing Tc with
increasing disorder. However, the extrapolation over
such a large distance cannot serve as a serious argument.
The expression for the critical temperature Tc of a
two-dimensional system that is valid at low temper-
atures, Tc ≪ Tc0, has been obtained [40] using the
renormalization-group analysis (see also papers [8, 11]):
Tc
Tc0
= e−1/γ
[
γ − ̺/4 + (̺/2)1/2
γ − ̺/4− (̺/2)1/2
]1/√2̺
,
γ = (lnTc0τ/~)
−1 < 0,
̺ = e
2
2π2~R =
1
2π2y
.
(15)
Figure 7 displays experimental data for films of an
amorphous Mo79Ge21 alloy with various thicknesses and,
consequently, with different resistances R [41, 42]. The
solid curve was constructed in Ref. [40] using formula
(15) on the assumption that ln (~/Tc0τ) = 8.2.
Thus, the theory correctly describes in the two-
dimensional case the decrease in the temperature of the
superconducting transition under the disorder effect. For
the three-dimensional case, there are no exact answers,
but we can expect the same qualitative picture. Depend-
ing on which of the situations, i.e., Anderson localization
in the normal state or vanishing of the superconducting
transition temperature, occurs earlier, one of the three
phase diagrams presented in Fig. 2 is realized.
The theory developed in Ref. [40] corresponds to the
use of a mean field concept, i.e., an order parameter that
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FIG. 7: Suppression of superconductivity by a disorder in
amorphous Mo79Ge21 films [40]. Circles correspond to exper-
imental data taken from Refs [41, 42], and the solid curve was
constructed from formula (15).
is independent of the coordinates. In recent years, it has
been revealed, however, that the possible inhomogeneity
of the order parameter both with and without allowance
for the Coulomb interaction effect can by itself lead to
the loss of macroscopic coherence. In the vicinity of the
quantum phase transition, where the conductance (14) is
on the order of unity, mesoscopic effects caused by a non-
local interference of electron waves scattered by impuri-
ties can become essential [43]. As a result, the originally
uniform system can become nonuniform upon transition.
Superconducting droplets can appear in it.
This possibility is realized in the two-dimensional case
if the Coulomb interelectron interaction is taken into ac-
count, i.e., when using the model [40] beyond the frame-
work of the mean-field approximation [44]. The meso-
scopic effects in a wide temperature range of T > Tc
generate a nonuniform state of the system with super-
conducting droplets embedded into the normal regions.
According to Ref. [44], the temperature interval δTc in
which the superconducting droplets can appear is speci-
fied by the relationship
δTc/Tc ≃ 0.4π
2̺2
(1− ̺/̺c) , (16)
where ρc is the critical value of the dimensionless resis-
tivity at which Tc calculated according to formula (15)
becomes zero. As can be seen from formula (16), the
width of the region of the nonuniform state can be on
the order of Tc.
2.2 Model of a granular superconductor
The first analytically solvable model with a phase tran-
sition to the insulating state was constructed by Efetov
[45] for a granular superconductor with a superconduct-
ing gap ∆, a granule size b, and the frequency 1/τb of
electron hopping between adjacent granules. It was as-
sumed that τb falls in the range assigned by the following
inequalities:
δε≪ ~/τb ≪ ∆ (17)
where the energy ~/τb is less than the superconducting
gap, but more than the level spacing in the granules.
The left-hand inequality means that in the absence of
superconducting interaction the localization effects can
be neglected and the granular material can be considered
as a normal metal.
The granule size b is assumed to be smaller than the
coherence length ξ. The left-hand inequality (17) chosen
as the bound from below for the size b is more strict
than the above-considered condition (4). As a result, the
following interval was assumed for b:
(~g0/τb)
−1/3 < b < ξ. (18)
The effective Hamiltonian describing the system is
written out as follows:
Heff =
∑
ij
1
2Bij ρ̂iρ̂j +
∑
ij
Jij(1 − cos(ϕi − ϕj)),
ρ̂i = −i ∂
∂ϕi
.
(19)
Here, ρˆi are the operators of the number of Cooper pairs
in the i-th granule (with the integers as the eigenvalues),
and the quantities Bi j at low temperatures are propor-
tional to the elements of the matrix that is inverse to the
capacitance matrix. On the order of magnitude, for ex-
ample, for granules with thin interlayers of thickness b˜,
we have
Bij ∼ (e2/b)(˜b/κ0b), (20)
where )κ0 is the dielectric constant of the insulating in-
terlayer. The first term under the summation sign in
Hamiltonian (19) describes the electrostatic energy aris-
ing upon the generation of pairs on the granules. The
second term contains the Josephson energy Ji j , which is
nonzero only for the nearest neighbors and is expressed
through the normal contact resistance R ni j as
Jij =
π
4
(
~/e2
R
(n)
ij
)
∆(T ). (21)
It is assumed for simplicity that all the granules and
the insulating interlayers are identical and arranged reg-
ularly, so that Bi j and Ji j depend only on the difference
|i− j |.
The solution was obtained by the self-consistent field
method. To this end, the interaction in the Hamiltonian
was replaced by a mean effective field:
cos(ϕi − ϕj)→ 〈cosϕi〉 cosϕj (22)
The phase transition point is found from the condition
of phase coherence in different granules, i.e., from the
10
T
Tc0
JcJmin J
SI
T (J)c
FIG. 8: Phase diagram on the (J, T ) plane, correspond-
ing to the possibility of the occurrence of a reentrant
superconductor–insulator transition with decreasing temper-
ature [45].
condition that 〈cosϕi〉 is nonzero in the equation for self-
consistent solution of the problem with Hamiltonian (19).
In this way, a critical value is obtained of the ratio be-
tween the Josephson and Coulomb energies, at which a
phase transition at a zero temperature occurs. In the
simplest case, one has
Jic =
∑
j
Jij

c
=
1
2
Bii(0). (23)
For Ji > Jic, a macroscopic superconducting state is
realized in the granular superconductor. In order to un-
derstand the properties of the incoherent phase in which
〈cosϕi〉 = 0, it is necessary to solve the kinetic prob-
lem of the response of a granular superconductor in the
incoherent state to a static electric field for
Ji ≪ Jic. (24)
The current between separate granules is equal to the
sum of normal and Josephson currents. Owing to the
first of these terms, the conductivity at the zero frequency
proves to be finite at a nonzero temperature and, to an
accuracy of a numerical coefficient, is expressed in the
form
σ(0) = R−1 exp(−∆/T ). (25)
The exponential dependence on the temperature indi-
cates that the system resides in the insulating state.
The case of a finite temperature is rather interesting.
In this case, for b˜≪ b it is necessary to take into account
the contribution from the off-diagonal elements Bi j , but
this means the possibility of the appearance of charges
in two adjacent granules rather than in only one granule.
The critical value of the Josephson energy is addition-
ally increased under these conditions. However, with in-
creasing temperature the spaced charges will be screened
by the normal excitations of adjacent granules and the
critical value of the Josephson energy will decrease. Ir-
respective of this, an increase in temperature leads to
an increase in the spread of the phases of separate gran-
ules. The resulting dependence of the superconducting
transition temperature on the Josephson energy is illus-
trated qualitatively in Fig. 8. This dependence indicates
that under specific conditions the granular superconduc-
tor can pass into an insulating state upon a decrease in
temperature. This transition is called reentrant.
The theory of reentrant transitions was developed in
many studies (see, e.g., Refs [46–48]), mainly within the
framework of the ideas presented above. Experimentally,
the reentrant transitions are manifested in the fact that
the rapid decrease in resistance with decreasing temper-
ature in the process of the superconducting transition is
changed by its rapid growth. The reentrant transition
is usually considered to be a specific property of granu-
lar superconductors. Frequently, the presence of such a
transition was assumed to indicate that the sample had a
granular structure and served as a criterion for the selec-
tion and classification of samples. However, as we shall
see in Section 2.5, a reentrant transition in the presence
of a magnetic field can occur even in the absence of a
granular structure.
The upper branch of the phase diagram in Fig. 8 is also
very informative. It shows that the temperature of the
superconducting transition can decrease when approach-
ing the critical value of the control parameter not only in
a uniformly disordered superconductor but also in a gran-
ular superconductor with granules of a small size (18), if
some additional conditions are fulfilled [in particular, if
inequalities (17) are valid and the interlayers between the
granules are relatively narrow, b˜≪ b].
Thus, Efetov [45] has constructed a strict microscopic
theory of the superconductor–insulator transition for a
single specific case of a granular superconductor for which
inequalities (17) and (18) are fulfilled. Some results of
this theory were later obtained based on phenomenolog-
ical considerations in Ref. [49].
The model of the transition constructed in Ref. [45] oc-
cupies an intermediate place between the fermionic and
bosonic scenarios. On the one hand, this model proceeds
from the BCS theory and deals exclusively with Cooper
pairing. On the other hand, because of the coordinate de-
pendence of the order-parameter modulus, which is due
to the very formulation of the problem (difference in the
magnitude of ∆ inside and outside the granules), this
model allows the existence of regions with ∆ 6= 0 for
temperatures T > Tc. Note in conclusion that Efetov’s
model does not require the presence of disorder in the
granular system (if the very existence of the granules is
not considered as disorder) for the implementation of the
transition. There is no doubt that the existence of disor-
der does not prevent the transition of a superconductor
to an insulating state, but neither is it a driving force
for such a transition: the latter could occur even on a
regular lattice of granules. In this respect, the transition
considered is more likely analogous to a Mott–Hubbard
metal–insulator transition than to an Anderson transi-
tion.
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2.3 Bose–Einstein condensation of a bosonic gas
As was already noted above, in some cases it is more
convenient to employ the model of Bose–Einstein con-
densation in a gas of bosons for describing the behav-
ior of a superconductor. Recall that according to the
statistics of Bose particles at a temperature lower than a
certain critical value, a macroscopic number of particles
find themselves at the lower quantum level and form the
so-called Bose condensate. In the general case, the lower
quantum level is not separated by a spectral gap from the
excited states of the system. At a zero temperature, all
Bose particles prove to be in the ground state. The asser-
tion about the existence of a Bose condensate is correct
both for a gas of charged Bose particles [50], i.e., parti-
cles with interaction, and for a gas of noninteracting Bose
particles which are scattered by the short-range field of
impurities [51]. The presence of a Bose condensate by
itself by no means implies that the particles will demon-
strate superfluidity (or ideal conductivity in the case of
a gas of charged particles). The problem of the dynamic
low-frequency response of the interacting gas of Bose par-
ticles in the field of impurities was posed and solved by
Gold [52, 53] for two concrete cases: a Bose gas with a
weak repulsion in the field of neutral impurities, and a
charged Bose gas in the field of charged impurities.
The problem was set up as follows. The dependence
of the kinetic energy of bosons on the momentum is as-
sumed to be parabolic, ε(k) = k 2/2m, and the Hamilto-
nian comprises three terms:
H = H0 +HI +HD. (26)
The first term describes the kinetic energy of free bosons:
H0 =
∑
k
ε(k)a+k ak; (27)
where the operators a+k and ak correspond, as usual, to
the creation and annihilation of a boson with a momen-
tum k. The second term describes the interaction be-
tween the bosons:
HI =
1
2
∑
q
̺(q)Vq̺
+(q), (28)
where Vq is the Fourier component of the interaction
potential, and ̺(q) and ̺+(q) are the operators of
the density fluctuations: ̺(q) =
∑
k a
+
k−q/2ak+q/2 and
̺+(q) =
∑
k a
+
k+q/2 ak−q/2. The last term in sum (26)
corresponds to the interaction of bosons with impurities:
HD =
∑
q
Uq̺
+(q), (29)
where Uq is the Fourier component of the scattering po-
tential.
It is necessary to calculate the dynamic response of a
system with such a Hamiltonian. Let us first examine a
weakly interacting gas of repulsive Bose particles having
the radius of interaction q−10 with the impurities:
Vq = V,
and
〈|Uq|2〉 = 6π2q−20 U2θ(q0 − q),
θ(x) = 1, x > 0,
θ(x) = 0, x < 0,
(30)
where V and U are the constants. According to Ref. [54],
the gas of interacting particles in question possesses a
gapless spectrum of excitations, and the introduction of
scatterers with a small interaction radius does not lead
to the critical behavior of spectral characteristics. Nev-
ertheless, the kinetic characteristics of system (26)–(30)
radically change, depending on the relationship between
the scale of the interparticle interaction and the scat-
tering potential. For the formal description of this re-
lationship, a dimensionless parameter A was introduced
in’Ref. [52]:
A = 3n2
∑
q
〈|Uq|2〉(gˆ(q))2, (31)
where n is the density of bosons, and gˆ(q) is the com-
pressibility of the interacting boson gas, which can be
expressed through Vq. An increase in disorder brings
about an increase in A.
It turned out that the transport properties of the sys-
tem radically change at A = 1. The last condition al-
ways corresponds to an increase in the critical value of
the effective scattering potential with strengthening in-
teraction between the bosons, and/or with increasing the
density of bosons; this fact corresponds to the concept of
the collective wave function of the Bose condensate.
For the active response of the system at low frequen-
cies, the following result was obtained:
σ′(ω) ≈
{
(1−A)δ(ω), A < 1,
0, A > 1,
(32)
where δ(ω) is the δ function. For A < 1, the system
possesses an infinite active component of conductivity at
ω = 0 and is superfluid. At A = 1, a quantum phase
transition from the superfluid state to the state of local-
ized bosons (Bose glass) occurs.
An analogous behavior is characteristic of the gas of
charged bosons in the field of charged impurities. The
corresponding harmonics of the potentials take on the
form
Vq = 4πe
2/q2, 〈|Uq|2〉 = N(4πe2/q2)2, (33)
where N is the density of scattering centers. For the
system to be stable, it is necessary to assume the ex-
istence of a uniform background which compensates for
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the charge of bosons. In expression (31), not only the
potential of interaction with the scatterers but also the
compressibility gˆ(q) is changed. The ground state proves
to be separated by a gap from the excited states; how-
ever, the main result described by expressions (31) and
(32) remains unaltered.
Bose condensation means the existence of super-
conductivity with a London penetration depth λ20 =
mc 2/4πn (where m and n are the effective mass and the
density of bosons, respectively) and with the conductiv-
ity σ(ω) as ω → 0:
σ(ω) = i
c2
4π
1
λ2
1
ω
, λ = λ0
1√
1−A . (34)
The occurrence of a transition follows from the diver-
gence of λ as A→ 1.
Now, the condition A = 1 connects the concentrations
of the scattering impurities (N) and the bosons (n). At
the critical concentration of impurities Nc, namely
Nc ∝ n5/4 (35)
a transition from the state of an ideal conductor to an
insulating state occurs. The Efetov model, which was dis-
cussed in Section 2.2, allows a periodic arrangement of
granules, so that the transition in this model resembles
the Mott transition. In the Gold model, an important
feature is precisely the randomness of the arrangement
of impurities, and the transition from the superconduct-
ing to the insulating state rather resembles the Ander-
son transition to the Bose-glass phase. However, in the
case of a bosonic system it is impossible to assume the
complete absence of interaction, unlike the case of the
Anderson transition in the electron system. The need to
take into account the interaction between the bosons can
be explained as follows.
Let us assume that there is only one impurity and only
one localized state near it. In the absence of interaction,
all the bosons will be condensed into this localized state,
i.e., we obtain an insulator. It can be said that the su-
perconducting state of noninteracting bosons is unstable
with respect to an arbitrarily weak random potential and
that the interaction between bosons stabilizes supercon-
ductivity. Hence, relationship (35) appears: a decrease in
the boson concentration weakens interaction and, there-
fore, the critical concentration of impurities decreases, as
well.
2.4 Bosons at lattice sites
Fisher et al. [55] suggested in their study a model
which partially inherits properties of the two previously
considered models [45, 52]. The authors of Ref. [55] in-
vestigated the properties of a system of bosons arranged
at sites in the lattice, which possess weak repulsion and
are characterized by a finite probability of hopping be-
tween the sites and by a chaotically changing binding
energy at a site. This model is especially interesting for
us, since a general scaling scheme for a superconductor–
insulator transition was constructed on the basis of ideas
developed in Ref.’[55].
The Hamiltonian of the system in question takes on
the following form
Ĥ = Ĥ0 + Ĥ1,
Ĥ0 = −
∑
i
(−J0 + µ+ δµ)n̂i + 12
∑
i
V n̂i(n̂i − 1),
Ĥ1 = − 12
∑
ij
Jij(Φ̂
+
i Φ̂j +H.c.),
(36)
where nˆi is the operator of the number of particles at site
i; Ji j is proportional to the frequency of hoppings be-
tween the sites i and j; the sum
∑
j Ji j = J0 is assumed
to be identical for all the sites; µ is the common chemi-
cal potential; V is the interaction energy of two bosons
at one site, and H.c. denotes the Hermitian conjugate.
Randomness in the system is introduced with the aid of
variations δµi in the chemical potential from site to site
(an average of δµi over the system is equal to zero). The
field operators of the bosonic field, Φˆ+i and Φˆj , in the
Hamiltonian Hˆ1 can be expressed through the operators
of creation and annihilation of particles, a+k and ak, that
were used in Hamiltonian (27):
Φ̂i ≡ Φ̂(ri) =
∑
k
ψk(ri)ak, Φ̂
+
i =
∑
k
ψ∗k(ri)a
+
k , (37)
where ψk(r) is the wave function of a particle in the
state with a wave vector k. The field operators can be
considered as the operators of particle annihilation or
creation at a given point of space; their commutator is
[Φˆi, Φˆ
+
j ] = δi j , and Φˆ
+
i Φˆi = nˆi.
Let us first consider a system without disorder and
construct a phase diagram on the plane (J, µ) (Fig. 9a).
To start, we take the case of Ji j = 0. Let the potential µ
be determined by the external thermostat and let it be
able to change continuously. The number of bosons n at
all the sites is one and the same, since all the sites are
equivalent, and is an integer. The number n should be
found by minimizing the energy of bosons residing at a
single site:
ε(n) = −µn+ 1
2
V n(n− 1). (38)
Since n is discrete, each value of n is realized on a certain
interval of µ values, namely, n − 1 < µ/V < n. At the
boundary of this interval, the values of the energy (38)
for two neighboring values of n become the same: at
µ = nV , we have
ε(n) = ε(n+ 1) = −V
2
n(n+ 1). (39)
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The role of an elementary excitation in the system is
played by an extra or missing boson at one of the sites.
The energy required to add a boson to the system or
remove it from the system depends on the position of
the chemical potential µ relative to the boundaries of the
interval. If µ is fixed at a level
µ/V = n− 1
2
+ α, −1
2
< α <
1
2
,
then, to add a boson to the system or remove it from the
system, an energy on the order of
δε± ∼ ±V (1
2
∓ α). (40)
is required.
It was assumed above that the interaction with the
thermostat ensures the possibility of a smooth change in
µ and that n, considered as an average number of bosons
at a site, can assume only discrete integer values. If, on
the contrary, we can smoothly vary the total number of
bosons in the system, then n changes continuously, and
the chemical potential takes only discrete values:
µ = [n]V, (41)
where [n] is the integer part n, and the number of bosons
is equal to [n] at some sites, and to [n] + 1 at other sites.
According to formula (39), the energies ε([n]) and ε([n]+
1) are equal at values of the chemical potential equal to
those defined by formula (41). In Section 5.2, we shall
consider the experimental realization of precisely such a
case.
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FIG. 9: Phase diagrams at T = 0 for a system of bosons
interacting at the sites: (a) in the absence of disorder, and
(b) in the presence of disorder. (MI)n is a Mott insulator
with n bosons at each site; SF is a superfluid phase. Arrows
indicate transitions from the state of the Mott insulator to
the superfluid phase: (arrow 1) transitions with a change in
the density of bosons; (arrow 2) transitions at the constant
density of bosons. BG is a Bose glass with a different number
of bosons at different sites. Arrow 3 indicates the transition
from the Bose insulator to the superfluid phase (taken from
Ref. [51]).
Now, let us return to the system with smoothly chang-
ing µ and integer n, and include weak hopping J > 0
into the examination, i.e., require that, during the deter-
mination of the equilibrium state, the kinetic energy be
taken into account, as well. This will influence the state
of the system only if J proves to be larger than at least
one of the energies specified in estimate (40). In particu-
lar, at integer values of µ/V this will occur at arbitrarily
small J , and the critical value J = Jc will be maximum
at half-integer µ/V . Hence, the phase plane (J, µ) will
be divided into two regions (Fig. 9a). To the left of the
solid line, in the interval of the values of the chemical
potential,
V (n− 1) < µ < V n (42)
the system resides in the state of an insulator with equal
number n of bosons at all sites. Since there is no disorder
whatever in the system, this insulator is called the Mott
insulator (MI). Thus, to the left of the solid line we ob-
tained a set of Mott insulators (MI)n that differ in the
number of bosons n at the sites.
To the right of the phase boundary, it is possible to
introduce a boson into the system by supplying it only
with kinetic energy J , without assigning it to a specific
site. Such bosons will be delocalized. They can freely
move around the system, and at T = 0 they, through the
Bose condensation, provide superfluidity.
On the upper part of the boundary of an (MI)n region,
for µ/V > n, the potential energy required for an addi-
tional boson to appear at some site is compensated for
by its kinetic energy. Therefore, the additional boson can
freely jump over sites and go into the Bose condensate.
For any point µ/V < n of the lower part of the phase
boundary, the same reasoning is valid for the hole (one
boson missing from a site). After the intersection of the
boundary, the number of bosons ceases to be fixed and
an integer, and begins smoothly changing as µ varies. In
contrast to these transitions caused by a change in the
density of bosons, at the points µ/V = n on the bound-
ary, a transition at a constant density can occur, when
the kinetic energy of the bosons grows so that they ob-
tain the possibility of moving across the sites, overcoming
intrasite repulsion.
Now, let us introduce disorder into the system of
bosons, suggesting that δµi are distributed uniformly in-
side the interval (−∆,∆), with ∆ < V/2. Let us again
first exclude the hopping between the sites, assuming
J = 0. Then, we are obliged to minimize the energy
for each of the sites separately:
ε(ni) = −(µ+ δµi)ni + 1
2
V ni(ni − 1). (43)
If we ‘smear’ the quantity µ in inequality (42) over an
interval ±∆, then, to retain condition (42), we should
correspondingly shift the boundaries of the interval:
V (n− 1) + ∆ < µi = µ+ δµi < V n−∆. (44)
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As a result, we obtain the diagram presented in Fig. 9b:
the ordinate axis is divided into intervals centered at half-
integral values of µ/V , inside which, as before, an equal
number of bosons is located at each of the sites. Inside
these intervals, the Mott insulator is retained. On the
remaining part of the ordinate axis, disorder prevails and
the number of bosons at the sites proves to be different.
Here, we are dealing with an insulator of another type—a
Bose glass.
The introduction of a finite probability of a boson hop-
ping between the sites, J 6= 0, leads to appearance of a
layer of Bose-glass states on the (J, µ)-plane, so that the
transition to the superfluid state occurs from the disor-
dered insulator (arrow 3 in Fig. 9b). Moreover, in the
case of a strong disorder, ∆ > V/2, the Mott-insulator
regions disappear at all.
The above qualitative picture of phase transitions in
the system of bosons on a lattice of sites can naturally
be extended to insulator–superconductor transitions if we
assume the bosons to be charged. The transitions to the
superconducting state can occur both upon a change in
the concentration n with the chemical potential as the
control parameter, δx = µ − µc, and upon an increase
in the hopping frequency, δx = J − Jc. In the above-
considered model, the transitions can occur both from
the MI state and from the BG state. However, since we
are discussing the superconductivity in Fermi systems,
the existence of the Bose-glass state, i.e., of localized
pairs, should first be proved.
2.5 Superconducting fluctuations in a strong
magnetic field in the framework of the
Bardeen–Cooper–Schrieffer model
In the BCS model, Cooper pairs appear only via the
fluctuation mechanism at temperatures exceeding Tc or,
for T < Tc, in the magnetic field with B > Bc2(T ). Nev-
ertheless, their effect on conductivity is considerable. We
here are first interested in the question of whether there is
an anomalous component of this influence, i.e., is it pos-
sible to observe, in a certain domain of parameters, an
increase in resistance under the effect of superconducting
fluctuations, as occurs in granular superconductors [25,
26, 45].
In the plane (T,B), the region of existence of fluctua-
tions is that where B > Bc2(T ), including
T > Tc(B = 0) ≡ Tc0 B = 0. (45)
The fluctuations in a zero magnetic field, i.e., in region
(45), were studied sufficiently long ago [56–58]; however,
at low temperatures,
T ≪ Tc0, B > Bc0 (46)
such studies were possible to conduct only comparatively
recently [59], and only for two-dimensional systems (see
also monograph [60]). A positive answer to the question
that is of interest for us can be found in the results of
Ref. [59] in the dirty limit Tc0τ ≪ 1 (where τ is the
mean free time) for two-dimensional superconductors at
low temperatures in fields near Bc2(0) in the region
t = T/Tc0 ≪ 1,
β(T ) = (B −Bc2(T ))/Bc2(0)≪ 1,
(47)
Three forms of quantum corrections exist for conduc-
tivity, which are caused by superconducting fluctuations
(they are also called corrections in the Cooper channel).
These are the Aslamazov–Larkin correction caused by
the contribution to the conductivity from fluctuation-
induced pairs; the Maki–Thompson correction connected
with the coherent scattering of paired electrons by im-
purities, and the correction caused by a decrease in the
density of states of normal electrons at the Fermi level
as a result of the appearance of Cooper pairs [60]. In
region (47), the contributions from all these corrections
are of the same order. The resulting correction δσ to the
conductivity calculated in the first (single-loop) approx-
imation in this region takes on the form
δσ =
2e2
3π2~
[
− ln r
β
− 3
2r
+ ψ(r) + 4(rψ′(r) − 1)
]
,
(48)
where ψ(x) is the logarithmic derivative of the Γ function,
r = (1/2γ ′)(β/t), and γ ′ = exp γ = 1.781 is expressed
through the Euler constant γ.
Formula (48) is illustrated in Fig. 10. The most im-
portant thing, from the viewpoint of the problem that is
of interest for us, is that the corrections to the conduc-
tivity arising as a result of superconducting fluctuations
can be not only positive but also negative. In the low-
temperature limit of t≪ β in fields B > Bc2(0), formula
(48) acquires the form
δσ =
2e2
3π2~
lnβ. (49)
The correction to the conductivity is negative and be-
comes quite large as β → 0 (curve t = 0 in Fig. 10a).
The curves corresponding to very small positive β in
Fig. 10b describe a reentrant transition, in spite of the
absence of the granular structure in the superconductor
(cf. Fig. 8). These curves are first held up against the
curve β = 0, increase along with it, and then return to the
level of δσ ∼ 0, so that the resistance first decreases and
then returns to the level corresponding to the resistance
in the normal state.
The calculation of fluctuation corrections has been
done in the dirty limit of the BCS theory. Although
the dirty limit means the presence of disorder, so that
the mean free path is assumed to be less than the co-
herence length, both in the BCS theory and in Ref. [59]
a normal metal–superconductor transition is considered.
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FIG. 10: Fluctuation correction (48) to the conductivity of
a two-dimensional dirty superconductor as a function of (a)
magnetic field at four different temperatures, and (b) tem-
perature at five different strengths of the magnetic field [59].
Red curves are the separatrices of both families of the curves.
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FIG. 11: Phase plane (T,B) for a superconductor–dirty nor-
mal metal transition. The region of increasing resistance due
to superconductor fluctuations is hatched (according to the
results of calculations [59]). Arrows show different trajecto-
ries in the phase plane corresponding to different curves in
Fig. 10.
The curve Bc2(T ) in the phase plane (T,B), used in pa-
per [59] (presented in Fig. 11), implies just such a tran-
sition. The curve t = 0 in Fig. 10a demonstrates the
behavior of the fluctuation correction upon a decrease in
the magnetic field strength, i.e., upon motion downward
along the vertical arrow on the phase plane in Fig. 11.
It turned out that the superconducting fluctuations in
this region lead to an increase in the resistance. Strictly
speaking, the results of calculations [59] are valid only in
the region where ∆σ ≪ σ. However, based on the results
of analogous calculations in the theory of normal metals,
the weak localization is assumed to precede the strong
localization [61]. If we, analogously to the above case,
extend the tendency of an increase in resistance onto the
region of ∆σ ∼ σ, we shall see that now the transition
to the superconducting state upon a decrease in the field
strength is preceded by the transformation of the normal
metal into an insulator (or, at least, into a high-resistance
state). In Fig. 11, the region in which this transforma-
tion occurs is hatched. As can be seen from the curves
β > 0 in Fig. 10b, this region is very narrow.
Notice that the conductivity in the vicinity of the crit-
ical point (β = 0, t = 0) depends on the way we approach
this point. According to the curve β = 0 in Fig. 10b, the
conductivity σ tends to infinity as t tends to zero. This
means that along this path in the phase plane, which is
arbitrarily indicated in Fig. 11 by the middle horizontal
arrow, the system approaches a superconducting state.
As we shall see when examining experiments on films of
different materials in Sections 4.1 and 4.2, an important
factor, which is established quite clearly, is the character
of the slope of the separatrix RBc(T ) of the family of
curves RB(T ) in the limit T → 0 (in experiment, it is
usually the resistivity that is measured rather than the
conductivity). In the calculation performed in paper [59],
such a separatrix is the curve β = 0 in Fig. 10b:
σ(T, β(0) = 0) = σ(T,B = Bc2(0))→∞ as T → 0.
(50)
In the region where the results of calculation [59] are
valid, the derivative ∂(δσ)/∂t of this curve grows in ab-
solute value with decreasing temperature.
The intersection of the curves in Fig. 10b at low tem-
peratures indicates the presence of a negative magnetore-
sistance. It turns out that the increase in resistance as a
result of superconducting fluctuations and the presence
of a negative magnetoresistance are characteristic not
only of granular superconductors (see Fig. 5) but also of
dirty quasi-homogeneous superconductors, and inequal-
ity (6) is not a fundamental limitation for the occurrence
of these effects.
2.6 Fermions at lattice sites. Numerical models
Within the framework of the fermionic model, the role
of the superconducting interaction in the presence of dis-
order was also studied by numerical methods. In Refs [62,
63], the authors investigated the behavior of a system of
N fermions with spin σ = ±1/2 on a planar lattice with
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a model Hamiltonian
H = −t
∑
〈ij〉,σ
c†iσcjσ+
∑
i,σ
(Wi−µ)niσ+U
∑
i
ni↑ni↓, (51)
where the probability t of an electron hopping to a
nearest adjacent site is assumed as the natural scale of
all energies; c †iσ and ciσ are the operators of creation
and annihilation of a fermion, respectively; the opera-
tor niσ = c
†
iσciσ corresponds to the occupation numbers
of states, and the representation of the subscripts i and
j in the vector form implies that the summation is ex-
tended over the lattice. The energy of electrons at the
sites, εi = Wi − µ, takes on random values on the inter-
val [−W/2,W/2], where µ is the chemical potential, and
the Hubbard energy is assumed to be negative, U < 0,
which should reflect the presence of superconducting in-
teraction.
The basic calculations were conducted on a lattice
L2 = 24×24. The total number of electrons 〈n〉L2 with
each spin direction was varied on the interval 0.2 ≤ 〈n〉 ≤
0.875.
Naturally, the number of electrons at a concrete site
differs from 〈n〉 because of the presence of the random
potential Wi. It turned out that with increasing disorder
(increase in W ) the amplitude of the local order param-
eter,
∆(r) ∝ 〈ci↑ci↓〉
also suffered strong fluctuations and, at sufficiently large
W , it was found that ∆ = 0 on a significant part of
the lattice; i.e., the superconductivity disappeared at all.
Just as with the allowance for the Coulomb interaction
[44], the nominally spatially uniform but strongly disor-
dered system becomes similar to a granular superconduc-
tor. The appearance of a spatial modulation of the order
parameter is accompanied by increasing phase fluctua-
tions, and all these factors taken in totality lead to the
transition from a superconductor to an insulator. Never-
theless, the single-particle gap in the density of states is
still long retained. Its evolution at the initial stage of the
introduction of disorder is shown in Fig. 12. As can be
seen from this figure, it is the coherent peaks that prove
to be most sensitive to the random potential.
The results of Refs [62, 63] can be directly compared
with experimental data. First of all, this relates to the
dispersion of the local values of the superconducting gap.
According to the calculated results, the occurrence of
disorder on the scale of the spacing between the adja-
cent sites (the values of Wi are in no way correlated) in
the presence of a superconducting attraction leads to the
appearance of a macroscopically inhomogeneous struc-
ture resembling a granular superconductor. To reveal
this inhomogeneity, it was necessary to place the tunnel
microscope into a dilution refrigerator. The first similar
experiments appeared in 2008 (see Sections 6.2 and 6.4).
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FIG. 12: Density g(ε) of single-particle states on a 24 × 24
lattice at three levels of disorder W/t and an average electron
density 〈n〉 = 0.875 [63].
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FIG. 13: Projections onto the (x, y) plane for the probability
of the distribution of an extra electron pair introduced at the
Fermi level into a lattice of 6×6×6 sites at the same attraction
energy in the Hubbard model U/t = −4, but different levels
of disorder: (a) W/t = 2, and (b) W/t = 7 [64]. In the
Anderson model without attraction (U = 0), the critical level
of disorder on such a lattice is Wc/t = 16.5.
A similar problem on a three-dimensional lattice with
L3 sites was solved in Ref. [64], where the same Hamilto-
nian (51) was investigated, but the problem was formu-
lated somewhat differently. At U = 0, the Hamiltonian
(51) is reduced to the single-particle Anderson model
with a metal–insulator transition at W/t =Wc/t ≈ 16.5.
The influence of the mutual attraction of electrons at a
site on this transition was studied for U < 0.
The occupation number of the lattice sites with elec-
trons, 〈n〉, was assumed to be about 1/4. The localization
properties of the model with attraction (U/t = −4) were
determined from the behavior of an additional pair of
electrons introduced into the system at the Fermi level.
In the case of a small disorder, W/t = 2, the electrons
introduced were uniformly distributed over the lattice
(Fig. 13a). However, a localization of the pair occurred
already at W/t = 7, although the disorder remained
substantially smaller than that critical for the Anderson
model, W < Wc (Fig. 13b). Thus, this numerical ex-
periment clearly demonstrates the same tendency that is
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manifested through an analytical investigation of differ-
ent models: pairing of electrons favors their localization.
SCALING HYPOTHESIS
3.1 General theory of quantum phase transitions
The general theory of quantum phase transitions [65,
66] is constructed similarly to the theory of thermody-
namic phase transitions, but with an inclusion of terms
in the partition function Z that reflect the quantum prop-
erties of the system. It is desirable that the sum Z, in
spite of an increase in the number of terms, could, as be-
fore, be considered as the partition function of a certain
hypothetical classical system. For this to be the case, it
is necessary to assume that the dimensionality D of the
hypothetical system exceeds the real three-dimensional
dimensionality d of the system; this is achieved as a re-
sult of adding an imaginary time subspace. Thus, the
theory of quantum transitions is constructed by mapping
a given quantum system in a d-dimensional space onto a
hypothetical classical system in the D-dimensional space
in such a way that the axes of the imaginary time sub-
space at a temperature T have a finite length equal to
i~/T (in more detail, the physical scheme that serves as
the basis of this mapping can be found in reviews [7] or
[65]).
According to the scaling hypothesis [67], all physical
quantities for an equilibrium system in the vicinity of
a classical phase transition have a singular part which
shows a power law dependence on some variable ξ with a
dimensionality of length. In the D-dimensional space, the
D−d axes of the imaginary time subspace are nonequiv-
alent to the original spatial axes. Therefore, apart from
the correlation length ξ in the subspace of dimensional-
ity d, we are obliged to introduce the length ξϕ along the
additional axes:
ξϕ ∝ ξz. (52)
This length has a dimensionality of inverse energy and
cannot be larger than the size i~/T of the space in the
appropriate direction:
ξϕ 6 i~/T. (53)
The volume element of this fictitious space for the hypo-
thetical classical system can be written out as
(dξ)d(dξϕ) ∝ (dξ)d+z , .. D = z + d.
The correlation length ξ, in turn, depends on the prox-
imity to the phase transition point, which is determined
by the value of the control parameter x:
ξ ∝ (δx)−ν , (54)
and it tends to infinity at the very transition point. The
numbers z in formula (52) and ν in formula (54) are called
critical exponents.
The quantity Lϕ with a dimensionality of length can
be put into correspondence with the inverse energy ξϕ,
by writing, from the dimensionality considerations based
on formula (52), that
Lϕ ∝ ξ1/zϕ . (55)
This quantity is called the dephasing length. Upon ap-
proaching the transition point, an increase is observed
in not only ξ, but also in ξϕ and ϕ. However, the last
two quantities are bounded in view of inequality (53). As
δx→ 0 and for T = const 6= 0, the dephasing length Lϕ
ceases to grow at a certain δx0(T ). A region is formed
in which ξ depends only on δx, and Lϕ, only on T :
ξ = ξ(δx) ∝ (δx)−ν , Lϕ = Lϕ(T ) ∝ T−1/z. (56)
This region is called critical.
Let us examine the application of the above-formulated
general postulates of the theoretical scheme using the
concrete example of a system of bosons, which was dis-
cussed in Section 2.4. The physical quantities character-
izing a boson system can contain both a singular part,
which depends on ξ and ξϕ, and a regular part, which is
independent of ξ and ξϕ [55]. As an example, we take
the free-energy density of the quantum system, which
corresponds to the free-energy density of an equivalent
classical system. At T = 0, it is defined as
f(µ, J) = lim
T→0
lim
N→∞
(N/T )−1 lnZ, (57)
where µ is the chemical potential, N is the number of
particles in the system, and J is the frequency of the
boson hoppings between the sites.
The singular part fs of the free-energy density builds
up on the scale of the correlation length. Therefore, one
has
fs ∝ ξ−(d+z) ∝ (δx)ν(d+z). (58)
All coordinate axes of the space with dimensionality D
are, in principle, bounded, and expression (58) for fs can
contain, besides the dimensional coefficient, an arbitrary
function of the ratio of the correlation lengths to the
appropriate sizes. For the length ξϕ, the scale is i~/T ,
while for the length ξ this is the smaller of the two values
— the size of the sample and the dephasing length:
fs = (δx)
ν(d+z)F
(
ξ
L ,
ξϕ
i~/T
)
, L = min(L,Lϕ). (59)
It is usually assumed that the system is infinite in space,
so that L should be replaced by the dephasing length Lϕ.
In the critical vicinity of the transition point, ξϕ ac-
quires a maximum possible value of ξϕ = i~/T . There-
fore, the second argument of the function F (u1, u2) in
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relationship (59) remains constant in the entire critical
vicinity, u2 = 1, so that F becomes a function of a single
variable, namely, the ratio between the lengths ξ and Lϕ:
fs = (δx)
ν(d+z)F
(
ξ
Lϕ
)
= (δx)ν(d+z)F
(
δx
T 1/zν
)
,
(ξ < L).
(60)
The quantity
u = δx/T 1/zν (61)
is called the scaling variable. From the definition of the
critical region, it follows that the equation for its bound-
ary takes on the form ξ = Lϕ, or u = 1, or
T = (δx)zν . (62)
For certainty, we put the constant coefficient in expres-
sion (62) equal to unity.
The arbitrary function of the scaling variable enters
into the expressions for any physical quantities in the
critical region. Subsequently, we shall be interested in
the expression for the conductivity, which in the critical
region takes the form [55]
σ ∝ (δx)ν(d−2)Fσ
(
δx
T 1/zν
)
≡ e
2
~
ξ2−dFσ
(
δx
T 1/zν
)
.
(63)
The last form of the representation of expression (63)
explains its physical meaning: the coefficient of the arbi-
trary function has the dimensionality of conductivity.
In expression (63), it is assumed that the system is
sufficiently large:
L≫ Lϕ. (64)
Since as T → 0 the dephasing length Lϕ → ∞, at low
temperatures inequality (64) can be violated. Then, the
measurable quantity ceases to depend on temperature.
For example, the resistance, instead of tending to zero
(superconductor) or infinity (insulator), comes to plateau
with lowering temperature. In the experiment, such a sit-
uation happens fairly often. Suspicion in this case usually
falls, first of all, on the overheating of the electron sys-
tem relative to the temperature of the bath. However,
the reason can also be the violation of inequality (64)
(see, e.g., Ref. [68] and also Ref. [69] where the effect of
finite dimensions was discussed in detail using a concrete
example). We shall run into the saturation of resistance
curves at low temperatures in the experiments with Be
(see Section 4.2) and then return to this issue in Section
5.1 when examining the experiment that concerned pre-
cisely the influence of the size of the system (see Fig. 46
and the associated text).
In the review [7], which was cited at the beginning of
this section, it was assumed that the point of a quan-
tum phase transition is an isolated point on the abscissa
Tc
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FIG. 14: Critical region in the vicinity of a quantum
superconductor–nonsuperconductor transition (the region
boundaries described by Eqn (62) are shown by dashed lines).
The solid and dotted lines correspond to two variants of the
Tc(x) curve, of which one is described by Eqn (65).
axis of the phase diagram (x, T ). This is precisely the
case of the metal–insulator transitions. In the case of
the superconductor–insulator transitions that are of in-
terest for us here, the point of a quantum phase transi-
tion is, on the contrary, an end point of the Tc(x) curve of
the thermodynamic superconducting transitions at finite
temperatures. Let us first assume that in the vicinity of
the quantum point Tc(xc) = 0 the Tc(x) curve finds its
way inside the critical region (Fig. 14). Upon intersection
of the critical region along the line T = const, the corre-
lation length ξ becomes infinite twice, at points x = xc
and T = Tc. Therefore, the scaling function Fσ(u) must
exhibit a singularity at a certain critical value uc corre-
sponding to the curve Tc(x). Hence it follows that the
critical temperature at small δx changes in accordance
with the equation
Tc = uc(δx)
zν , (65)
which differs from equation (62) only in a numerical co-
efficient.
The numerical coefficient in the equation of the bound-
aries of the critical region has no strict definition. Fur-
thermore, in a sample with infinite dimensions the resis-
tance to the right of the Tc(x) line is exactly equal to zero.
Therefore, if the curve Tc(x) of the thermodynamic su-
perconducting transitions finds its way inside the critical
region, then it is expedient to draw the boundary of the
critical region precisely along this curve, using Eqn (65)
instead of Eqn (62).
Generally speaking, the Tc(x) curve can pass outside
the critical region; this variant is shown in Fig. 14 by a
dotted curve. Then, equation (65) is not applicable to
this curve.
The application of the above-discussed scheme for de-
scribing a critical region to a concrete experiment is given
in Section 4.4.
To conclude this section, let us consider the deriva-
tive κ = ∂ρ/∂µ which is frequently called compressibility.
Since ρ = −∂f/∂µ, the singular part of the compressibil-
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ity is defined as
κs = −∂2f/∂µ2. (66)
In the transitions corresponding to arrows 1 and 3 in
Fig. 9, it is the deviation of the chemical potential of
the system from the critical value, δx = δµ, that can be
chosen as the control parameter. Then, using Eqns (58)
and (66), we arrive at the expression for the singular part
of the compressibility:
κs ∝ (δx)ν(d+z)−2. (67)
For the insulator–superfluid state (and, correspond-
ingly, insulator–superconductor) transitions, we can go
further [55] using the condition
δµ = ~∂ϕ/∂t, (68)
which is equivalent to the well-known Josephson condi-
tion. It relates a change in the phase ϕ of the long-wave
part of the order parameter for the bosonic system to
changes in the chemical potential and suggests that the
total compressibility is given by
κ = −∂2f/∂µ2 ∝ −∂2f/∂ϕ2. (69)
Let us expand the free energy into a series in powers of
the order-parameter phase. The first term in the series
will contain the system density as the coefficient, and
the second term the total compressibility, as a result of
relationship (69). The third term of the expansion, which
is determined by the kinetic energy of the condensate,
is proportional to the square of the phase gradient and
contains the density of the superconducting component
as a coefficient.
Now, let us change the boundary conditions of the sys-
tem, so that the phase in the space would change by π,
and find the difference between the energy densities of
the system after and prior to the change in the boundary
conditions:
∆f = fπ − f0. (70)
The contribution from the first term of the expansion
to ∆f is equal to zero if the boundary conditions are
antisymmetric. As the size of the system increases, the
third term of the expansion approaches zero more rapidly
than the second one. Consequently, one finds
∆f ∝ κ/L2. (71)
Comparing expressions (59) and (71), we arrive at the
following final expression for the total compressibility:
κ ∝ (δx)ν(d−z). (72)
Changing the phase along the imaginary-time axis, we
obtain, using analogous reasoning, the expression for the
singular part of the density:
ρs ∝ (δx)ν(d+z−2). (73)
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FIG. 15: Region of superconducting states in the (x,B, T )
space for a two-dimensional superconductor (the boundaries
of the region are shown by solid curves). In an ideal system
without a magnetic field (x = B = 0), a superconducting
transition into a resistive state occurs at a temperature Tc0;
at the temperature Tc, a BKT transition occurs.
Since the majority of experimental results for su-
perconductors have been obtained for two-dimensional
or quasitwo-dimensional systems, of special impor-
tance is the phenomenological theory of superconductor–
insulator transitions in two-dimensional superconduc-
tors, constructed on the basis of the general theory in
the work of Fisher et al. [70, 71]. Its basic ideas will be
presented in Section 3.2.
3.2 Scaling for two-dimensional systems and the role
of a magnetic field
The superconductor–insulator transitions in two-
dimensional superconductors are closely related to the
dynamics of magnetic vortices and to the BKT transi-
tion. In Section 1.5, we dealt with an ideal system in
a zero magnetic field. Now, we introduce disorder and
a field, separately or simultaneously. The variety of the
variants obtained can be conveniently described using a
diagram similar to that given by Fisher [71] (Fig. 15).
Let us first examine the plane B = 0. A comparatively
weak disorder pins (i.e., localizes) the system of vortices-
bosons and, according to the Anderson theorem [9], it
does not exert a strong influence on the system of 2e-
bosons. The fluctuations of the order-parameter phase
are suppressed through the pinning of vortices, so that
a weak disorder stimulates the establishment of a super-
conducting state. The temperature Tc0 is not affected by
weak disorder, and the temperature Tc can only grow. A
strong disorder suppresses the temperature Tc0 (see Sec-
tion 2.1). Consequently, Tc, which is less than or equal
to Tc0, is also suppressed. At a certain critical disorder,
Tc becomes zero, and the thermodynamic phase transi-
tion in the zero magnetic field goes over to a quantum
transition.
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Let us now return to the region of a weak disorder and
switch on a perpendicular magnetic field (plane x ≈ 0).
In a weak field B 6= 0, the equilibrium in the vortex–
antivortex system is shifted in such a way that the con-
centration of vortices with the sign corresponding to the
direction of the external field prevails:
N+ −N− = B/Φ0.
At a certain strength of the magnetic field, the antivor-
tex concentration N− becomes zero, and the vortices N+
align into a lattice with a period b˜ = (B/Φ0)
−1/2 [72].
In weak fields at a weak disorder, the vortex lattice is
pinned as a whole by pinning centers spaced at a dis-
tance a, which is much greater than the vortex lattice
period [72]:
a≫ b˜. (74)
With an increase in the field strength or disorder, the
relative number of pinning centers grows and inequality
(74) becomes weaker or is even violated. The disorder
‘breaks’ the vortex lattice, converting it into a vortex
glass, and then causes its melting. The melting of the
vortex lattice means that the discrete vortices obtain the
possibility of moving freely, which leads to dissipation.
Thus, the strong magnetic field and strong disorder act
on the various types of bosons differently: they suppress
the coherent superfluid motion of 2e-bosons, but at the
same time delocalize vortices.
Thus, the region of the superconducting states in
the diagram shown in Fig. 15 adjoins the origin and
is bounded by the surface stretched onto the curves
Tc(x), xc(B), and Bm(T ). Quantum phase transitions
occur along its xc(B) boundary, and thermodynamic
superconductor–nonsuperconductor transitions occur on
the remaining part of the surface. As can be seen from
the curves shown by dashed lines in Fig. 15, a layer of
resistive states resides above the region of the supercon-
ducting states. In accordance with the BCS theory, 2e-
bosons and vortices-bosons coexist in this layer.
The above qualitative picture helps in understand-
ing the origin and meaning of the theoretical model de-
scribing the superconductor–insulator transition in two-
dimensional superconductors in terms of vortices–2e-
bosons duality. The model assumes that the system of
2e-bosons to one side of the phase transition is in the su-
perconductive state, and the vortices are localized, while
to the other side it is the electron pairs that are localized
and the system of vortices is superfluid [71, 73]. Those
who remain unconvinced by the above considerations in
favor of duality can find additional arguments in Section
5.1 devoted to Josephson junction arrays (see Fig. 44 and
related comments). An additional argument is also the
symmetry of the current–voltage characteristics of some
systems (connected with superconductor–insulator tran-
sitions) relative to the interchange of the current J and
voltage V axes. This symmetry is not reduced to the fact
that in the superconductor we have V=0, and in the in-
sulator J=0, but is based on more intricate analogies (see
Fig. 41 in Section 4.5, and Figs 46b and 46c in Section
5.1).
Let us now turn to a theoretical substantiation of this
model. The two-dimensional system under considera-
tion can be described in two alternative languages: the
language of charged bosons, and the language of formal
quasiparticles (also of the boson type) which carry sep-
arate vortices. The Hamiltonian for charged bosons has
already been written out above twice, namely, for a reg-
ular system of granules [formula (19)] and for bosons at
a lattice with a random binding energy at the sites [for-
mula (36)]. Let us now represent this Hamiltonian in a
form close to formula (19):
Ĥ = Ĥ0 + Ĥ1,
Ĥ0 =
∑
ij
1
2Vij(n̂i − n0)(n̂j − n0) +
∑
i Uin̂i,
Ĥ1 = −J
∑
ij cos(ϕi − ϕj +Aextij ).
(75)
Here, the quantity Aexti j describes the external mag-
netic field; it is determined by the difference of the vec-
tor potentials of the field at the appropriate sites. This
is an additional term with respect to Hamiltonian (19)
in which the magnetic field was ignored. The operators
n̂i of the number of bosons are conjugate to the phase
operator: [ϕi n̂j ] = iδi j ; Vi j corresponds to the Coulomb
repulsion of bosons at different sites, and Ui corresponds
to the random potential changing from site to site, with
a zero average value (Hamiltonian (19) contained no cor-
responding term, since the disorder in that case revealed
itself in the spread of the coefficients Ji j). The average
number of bosons is equal to n0 and is assumed to be
small in comparison with unity. The arrangement of the
vortices enters into Hamiltonian (75) through the phase
difference ϕi − ϕj in Ĥ1.
According to Refs [71, 73], this system can also be
described with the aid of a Hamiltonian for an alternative
system of quasiparticles:
Ĥ ′ = Ĥ ′0 + Ĥ
′
1,
Ĥ ′0 =
∑
ij
1
2Gij(N̂i −B)(N̂j −B) + Ĥ0[∇× a] +
∑
i ℘
2
i ,
Ĥ ′1 = −J ′
∑
ij
cos(ϑi − ϑj + aij).
(76)
Here, N̂i is the operator of the number of vortices that
is conjugate to the operator of their phase ϑi; Gi j de-
scribes the interaction of vortices, and the magnetic field
B assigns their average number. The last two terms in
the expression for Ĥ ′0 contain information on the field
a created for the alternative quasiparticles by the bare
2e-bosons randomly located at the sites. The first term
represents an expression for Ĥ0 entering into Eqn (75), in
which an operator ∇× a is used instead of the operator
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n̂i, and the ‘momentum’ operators ℘i are conjugate to
the field values ai at the sites.
Certainly, the identity of Hamiltonians (75) and (76)
is very conditional. First, the interaction Vi j between
the 2e-bosons occurs according to the Coulomb law,
while the interaction between the vortices is logarithmic:
Gi j ∝ ln ri j . However, this difference can be levelled off
by the assumption that the two-dimensional layer pos-
sesses a large dielectric constant, so that the electric field
of charges is mainly concentrated in this layer. A more
essential fact is that the Hamiltonians (75) and (76) do
not take into account normal electrons which assist near
the vortex axes. These electrons make the motion of
vortices in the presence of an external electric field dissi-
pative, which for sure disrupts the possible duality. We
shall not discuss under what conditions the difference be-
tween the properties of the gas of 2e-bosons and the gas
of vortices can be considered unessential, but we shall
examine what follows from the application of the theo-
retical scheme (52)–(63) to the superconductor–insulator
transition and what is subject to experimental verifica-
tion.
Formula (63) for the conductivity in the two-
dimensional case takes on the form
σ =
e2
~
Fσ
(
δx
T 1/zν
)
. (77)
This means that the separatrix separating the σ(T )
curves in the regions of the superconductor and insulator
is horizontal:
σc ≡ σ(T, x = xc) = (e2/~)Fσ(0) = const. (78)
This assertion is independent of whether the 2e-bosons–
vortices duality is realized or not, being a strict conse-
quence of the one-parametric scaling.
Formula (78) looks very simple; nevertheless, a very
strong and nontrivial assertion follows from it. The con-
stant σc can be neither zero nor infinity: since the sepa-
ratrix σ(T ) = σc separates two families of curves in the
upper half-plane σ > 0, it must be finite. This assertion
is nontrivial for two reasons.
First, the finiteness of σc indicates the presence of a
metallic state at the boundary between the supercon-
ducting and insulating states. This contradicts the con-
clusions of the well-known work by Abrahams et al. [74],
according to which the system of two-dimensional nonin-
teracting electrons becomes localized at even an arbitrar-
ily low disorder, so that no two-dimensional metal can ex-
ist. The problem lies possibly in the fact that the results
of Ref. [74] relate to fermionic systems: it is precisely for
these systems that the lowest critical dimensionality, at
which the logarithmic corrections lead to localization, is
dc = 2. For bosonic systems, one has dc = 1.
Second, assertion (78) and the related conclusions do
not agree with the results of the calculations of supercon-
ducting fluctuations for a two-dimensional superconduc-
tor in the dirty limit for T ≪ Tc and B ≷ Bc2 [59]. The
absolute value of the separatrix (50) of the set of σB(T )
curves that is obtained according to the perturbation the-
ory grows with decreasing temperature (see Fig. 10). The
calculations are valid only for δσ ≪ σ but, in terms of
sense, it is precisely the resistance 1/σBc2 that must be-
come zero exactly at T = 0.
The presence of an intermediate metallic state can also
be established proceeding from the duality [71]. Let us
consider a narrow neighborhood lying to both sides of
the transition. In this region, the possibility must ex-
ist to write out expressions for the physical quantities in
question, relying on any of the two representations. As-
suming that both the vortices and the 2e-bosons move
in this neighborhood via a diffusive mechanism, we shall
use two methods to express the energy that is absorbed
by the system of moving 2e-bosons or by the system of
moving vortices. The energy ε absorbed by an individual
boson is proportional to the electric field strength E and
distance ξ over which the boson preserves the coherence
(ε ∝ Eξ). Analogously, the expression for the absorbed
energy in the case of the vortices contains the product of
the current density j determining the Magnus force and
the characteristic distance ξ travelled by the vortex in
the time of free motion. Let ε be some function U of this
product: ε = U( jξ). Then, it follows from the identity
of the two representations that
Eξ ∝ U(jξ). (79)
When approaching the transition point, where ξ →∞, it
follows from the condition of preserving the identity that
U(∞)→ jξ and
E ∝ j. (80)
Although both the superconductor and insulator at T =
0 are nonlinear media exhibiting no linear response, in
the boundary state a linear response (80) exists, i.e., the
boundary state is metallic.
An even stronger assertion follows from the duality:
the conductivity of the boundary state is a universal con-
stant [70, 71, 73] independent of the microscopic struc-
ture of the system. Following Ref. [70], let us write out
the dc conductivity in the form of a limiting expression
for the frequency-dependent conductivity σ(ω):
σ = lim
ω→0
σ(ω) = (2e)2 lim
ω→0
ρs(−iω)
−imω . (81)
This is a standard trick, which is used, for example, in
deriving the Kubo–Greenwood formula. Expression (81)
contains only the density of the superconductive (nonlo-
calized) part of the bosons. The dependence of its lim-
iting value for ω → 0 on the changes in the control pa-
rameter δx is determined by expression (73). Therefore,
22
let us isolate from the density ρs(ω) the analogous de-
pendence on ξ explicitly, representing ρs(ω) in the form
of the product of ξ 2−d−z and a certain new function R
of a dimensionless argument:
ρs(ω) = ξ
2−d−zR(ω|ξϕ|). (82)
Recall that |ξϕ|−1 is the characteristic frequency of quan-
tum fluctuations. Relationship (82) for the function
ρs(ω) indeed goes over into Eqn (73) as ω → 0 and at
|ξϕ|−1 = const if R(ω|ξϕ|) tends to a constant.
Let us now examine the behavior of the function
R(ω|ξϕ|) in the vicinity of the transition point, where
ξ → ∞ and ξϕ → ∞, while ω remains constant. Since
the density ρs(ω) must also remain finite under these con-
ditions, it follows from relationship (82) that in this limit
we have
R(ω|ξϕ|) = cd(ω|ξϕ|)(d+z−2)/z, (83)
where cd is a universal constant depending only on the
dimensionality of the system. Substituting (83) into ex-
pression (82) and then into the expression for the con-
ductivity, we obtain the desired formula for the dimen-
sionality d = 2:
σ = c2(e
2/~). (84)
Let us also consider the qualitative model reasoning
from Ref. [73]. To this end, we represent a small film with
two electrodes in the state close to the superconductor–
insulator state as a Josephson element in which phase
slips are possible. If the phase at one electrode is assumed
to be zero and that at the other electrode is designated
as ϕ(t), then, according to the Josephson relation, the
potential drop across the electrodes is given by
V =
~
2e
ϕ˙ =
~
2e
n˙v, (85)
where a representation was used, according to which the
phase slip is the result of the flow of vortices n˙v across
the electrode line, such that each vortex passed shifts the
phase by 2π. Correspondingly, the current j through a
film is determined by the flux n˙c of Cooper pairs from
one electrode to another: j = 2en˙c. As a result, the film
resistance is defined as
R =
V
j
=
2π~
(2e)2
(
n˙v
n˙c
)
. (86)
Since all the vortices in the superconducting state are
pinned and n˙v = 0, while in the insulator n˙c = 0, formula
(86) relates only to the boundary state. It remains only
to assume that, as a result of the symmetry specified by
the duality, in the boundary state the diffusion of each
Cooper pair through the system is accompanied by the
diffusion of exactly one vortex across the current. Then,
the universal resistance of the boundary state is equal to
a quantum of the resistance RQ:
RQ ≡ 2π~
(2e)2
≈ 6.45 kΩ/ , i.e. c2 = 2/π. (87)
As has already been stated, the duality is at best ful-
filled only approximately. Therefore, Eqn (87) should be
replaced by the relationship Run = cuRQ, where cu is a
constant coefficient equal, to an order of magnitude, to
unity. This coefficient has repeatedly been calculated.
The results obtained depended on the assumptions em-
ployed; in particular, cu = 8/π according to Ref. [70],
3.51 according to Ref. [73], 7.1 for short-range repulsive
interaction between the bosons, and 1.8 for the Coulomb
interaction [75].
The last result, according to which the coefficient cu
depends on the nature of interaction, means that cu can
depend on the external or internal parameters of an elec-
tron system. This means that the magnitude of the re-
sistance Run is not universal, although its value always
approximates 10 kΩ/. In conclusion of this section, let
us formulate some questions that the scaling theory of
superconductor–insulator transitions in two-dimensional
electron systems put to experiment. These questions con-
cern the evolution of the temperature dependence of the
dc resistance of thin or ultrathin films with changes in the
control parameter x. Each subsequent question makes
sense only if a positive answer to the preceding one was
obtained.
(1) Does there exist for a family of Rx(T ) curves a
separatrix Rxc(T ) that separates the curves for which
Rx(T )
T → 0−→ 0 (superconductor) and Rx(T ) T → 0−→ ∞
(insulator)?
(2) Does the separatrix xc(T ) have a finite limiting
value Run as T → 0 on the assumption that Run 6= 0 and
that Run 6=∞ ?
(3) Does the derivative of the separatrix ∂Rxc/∂T tend
to zero as T → 0?
(4) What is the magnitude of the coefficient cu and is
it stable against changes in the entire family of Rx curves
under the effect of some independent parameter x?
With the positive answers to questions 1–3, scaling
curves (77) can be constructed and the product zν of
the critical exponents can be determined.
We shall reproduce this procedure using a concrete ex-
ample in Section 4.1.
3.3 Two-parametric scaling
Everything that was said in Sections 3.1 and 3.2 is
directly applicable only to systems with a nonrenormal-
izable interaction. The meaning of this assertion can be
explained for the example of a system of charged parti-
cles with a screened Coulomb interaction. If the interac-
tion is independent of the system size L (and, at a finite
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temperature T , of the dephasing length Lϕ), then the
system near the transition point follows the laws of one-
parametric scaling, i.e., the position of the system in the
vicinity of the transition point depends only on one con-
trol parameter x, so that δx in formulas (58)–(60) or (63)
depends on neither L nor T . In consequence, a separation
of the influence of the variables occurs: the correlation
length ξ depends only on x, and the dephasing length
Lϕ, only on T . If, on the contrary, it is necessary to take
into account the dependence of the interaction on the
characteristic dimension of the system, then the scaling
becomes two-parametric.
In fact, the Hamiltonians (19), (36), (75), and (76)
are constructed in such a way that the renormalizable
interaction is neglected in them. Therefore, in all scaling
schemes describing superconductor–insulator transitions
the formulas of one-parametric scaling are used. The
question arises: what will change in the predictions of
the scaling theory if we use the scheme of two-parametric
scaling?
The difference between one-parametric and two-
parametric scaling can be most simply explained with
the aid of flow diagrams illustrating the solutions of equa-
tions of the renormalization-group theory [76] (see also
Refs [77, 78] for two-parametric scaling). We do this
using the example of a metal–insulator transition in two-
dimensional systems. The state of the electron system
will be characterized by its conductance y, considering
it to be the only parameter that determines the state of
the system in the scheme of one-parametric scaling. For
noninteracting electrons, the evolution of the system at
a temperature T = 0 occurs with a change in its size L
in accordance with the equation [61, 74]
d ln y
d lnL
= β(ln y). (88)
If the system originally has a size L =∞ but is kept at a
finite temperature, then the variable L in equation (88)
is replaced by the dephasing length Lϕ.
The function β depends on the dimensionality of the
system d. The fact that at d = 2 it lies completely in
the lower half-plane in Fig. 16a and does not intersect
the abscissa axis means that any infinite (L = ∞) two-
dimensional system of noninteracting electrons at T = 0
becomes localized. Therefore, no metal–insulator transi-
tion exists at all in such a system. For the transition to
exist, it would be necessary for the β(y) curve to inter-
sect the abscissa axis β = 0 (the interpretation of flow
diagrams is considered in more detail in Ref. [7]).
The possibility of a phase transition appears upon the
inclusion of an interelectron interaction Θ, which changes
by varying L or T . Now, the initial state of the system is
determined by two parameters, y and Θ, and two equa-
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FIG. 16: (a) Flow diagram of a two-dimensional system of
noninteracting electrons described by a single parameter—
conductance y [74]. (b) Part of a flow diagram for a
two-dimensional electron gas with interaction constructed in
Ref. [79]; there are two independent parameters: conductance
y, and interaction Θ; QCP is the quantum critical point (the
quantitative relationships calculated in Ref. [79] have not been
retained). The diagram also conditionally shows the new axes
A and B directed along the separatrices.
tions appear instead of one equation (88): (88)
d ln y
d lnL
= βy(ln y, lnΘ),
d lnΘ
d lnL
= βΘ(ln y, lnΘ) .
(89)
The solution to equations (89) is sought in the form of
some function Λ( y,Θ), whose equipotentials Λ(y,Θ) =
const determine the evolution of the system, namely, the
changes in the parameters y and Θ as L,Lϕ →∞; there-
fore, these equipotentials are called flow lines. It is usu-
ally assumed that the motion of the representative point
along the flow line begins from the point at which L = l
(l is the elastic mean free path). The quantum phase
transition is associated with the saddle point of the func-
tion Λ, since the flow lines diverge just near the saddle
point. This is clearly seen from the flow diagram shown
in Fig. 16b, which was constructed on the basis of the
calculated results (see Ref. [79]) for the model of a two-
dimensional system with a multivalley electron spectrum.
The abscissa axis in this diagram corresponds to the con-
ductance y of the two-dimensional system of normal elec-
trons; the quantity Θ plotted along the ordinate axis re-
flects the effective interaction. The saddle point QCP is
the quantum critical point at which the metal–insulator
transition occurs. If, initially, the representative point
lies in the flow line to the left of the separatrix (point y1),
with increasing L or Lϕ it will approach the line y = 0,
i.e., the system becomes insulating. In the flow lines that
lie to the right of the separatrix (for example, beginning
from the point y2), the representative point, on the con-
trary, will move toward larger y. The passage from one
flow trajectory to another can be implemented by vary-
ing the control parameter. In so doing, the representative
point can be placed, in particular, onto the separatrix and
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then drawn nearer to the QCP by increasing L or Lϕ. As
can be seen from the diagram, this motion along the sepa-
ratrix will change the conductance y of the system: in the
case of two-parametric scaling, the finite slope of the sep-
aratrix in the set of temperature dependences of σ or R of
the system of two-dimensional electrons is determined by
the angle at which the separatrix in the flow diagram ap-
proaches the quantum critical point. This constitutes an
essential difference from the case of one-parametric scal-
ing predicting a horizontal separatrix of the temperature
dependences of conductivity for quantum transitions in
any two-dimensional system, according to relationships
(77) and (78).
The occurrence of a metal–insulator transition in the
two-dimensional system of normal electrons and the pres-
ence of the related inclined separatrix in the set of the
temperature dependences of resistance were confirmed in
Ref. [80]. As we shall see in Section 4, the inclined sep-
aratrices are also encountered fairly often in the case of
superconductor–insulator transitions.
The presence of two independent parameters determin-
ing the state of the system changes the entire ‘system
of values’ in the vicinity of the transition point. We
shall here restrict ourselves to the problem of correlation
lengths. By linearizing the set of equations in the vicin-
ity of the saddle point, we can, by replacing the variables
(y,Θ→ A,B), which involves the rotation and extension
of the axes, attain the separation of variables and reduce
the set of equations (89) to the form
d lnA
d lnL
= sA ln(A/Ac) ,
d lnB
d lnL
= −sB ln(B/Bc) ,
(90)
where sA and sB are the positive numbers.
In the new coordinate system, the motion along the
A-axis, i.e., along the separatrix B = Bc, starts from
the saddle point (Ac, Bc); it is described by the same
equation as for the case of noninteracting electrons in
a 3D space [74]. The general solution for the first of
equations (90) takes the form∣∣∣∣ln AAc
∣∣∣∣ = ( LξA
)sA
, (91)
where the correlation length ξA depends on the starting
point A0 from which the motion along the separatrix to-
ward infinity begins. The nearer A0 is to Ac, the greater
the magnitude of ξA:
ξA →∞ |δA| ≡ |A0 −Ac| → 0. (92)
With the motion along the second separatrix (A = Ac)
from the starting pointB0 toward the quantum transition
point QCP, we have respectively∣∣∣∣ ln BBc
∣∣∣∣ = ( LξB
)−sB
ξB → 0. (93)
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FIG. 17: Critical vicinity of a saddle point in a flow diagram
for two-parametric scaling.
Thus, since there are two equations in system (90), we
had to introduce two correlation lengths. The correla-
tion length ξA, which corresponds to the effective size of
fluctuations, diverges at the transition point, while the
corresponding length ξB, which is connected with inter-
action, becomes zero:
ξA ∝ |δA|−νA ,
ξB ∝ |δB|νB ,
νA, νB > 0. (94)
At an arbitrary point in the vicinity of the point QCP,
the physical properties of the system are determined by
two correlation lengths, and the function F , which was
introduced in formula (59), is now a function of four vari-
ables, so that the general expression for the conductivity
at a zero temperature T = 0 takes on the form
σ =
e2
~
Fσ
(
ξA
L ,
ξAϕ
i~/T
,
ξB
L ,
ξBϕ
i~/T
)
, L = min(L,Lϕ).
(95)
Here, two additional correlation lengths along the
imaginary-time axis appeared:
ξAϕ ∝ (ξA)zA , ξBϕ ∝ (ξB)zB , (96)
and by the quantity L, as in Eqn (59), we imply the size L
of the sample at a zero temperature or the temperature-
dependent dephasing length Lϕ for a large-sized system.
It is remarkable that the length Lϕ plays the role of scale
with respect to both correlation lengths: ξA, and ξB.
When approaching the saddle point (Ac, Bc) along the
A-axis, the length ξA → ∞, and ξAϕ reaches the max-
imum value ~/T . Upon approaching the saddle point
along the B-axis, the length ξB, which must have been
approaching zero, is bounded from below by a certain
minimum value, in the simplest case, by the mean free
path, ξB & l; simultaneously, ξBϕ also appears to be
bounded from below ξBϕ & l
zB . Thus, the last three of the
four correlation lengths, i.e., ξA, ξ
A
ϕ , ξB, and ξ
B
ϕ , have
constant values in the critical region depicted in Fig. 17,
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and expression (95) reduces to
σ =
e2
~
Fσ
(
ξA
L , T
)
. (97)
In the most interesting case of an infinite system (L =
Lϕ), we obtain
σ =
e2
~
Fσ
(
δA
T 1/zν
, T
)
. (98)
instead of formula (77).
It is precisely in this form that the scaling relation (97)
was used for an analysis of experimental data [78].
Owing to the second argument of the function Fσ, the
behavior of the family of σ(T ) curves near the quantum
phase transition changes. Let us fix the magnitude of
the control parameter A in such a manner as to fulfill
the condition δA=0. This means that from the entire set
of Tσ(T ) curves we chose a separatrix corresponding to
the temperature dependence of the conductivity of the
boundary state. As is seen from relationship (98), the
conductivity remains temperature-dependent, although
the first argument of the function Fσ remains unaltered,
being identically equal to zero. We have already noted
this temperature dependence in the analysis of the two-
parametric flow diagram in Fig. 16. Given the mecha-
nism of the formation of the dephasing length, the tem-
perature dependence of the separatrix can be calculated
analytically [78].
Thus, the existence of a sloped separatrix is a signature
of two-parametric scaling.
4. EXPERIMENTAL
For the sake of convenience, we shall divide the vari-
ety of experiments performed into three groups based on
the type and specific features of the material and control
parameter. Let these be ultrathin films with a thickness
b serving as a control parameter; materials of a variable
composition which can be varied in this way or that, and
high-temperature superconductors. Such groups will be
described in Sections 4.1–4.3. Section 4.4 is devoted to
experiments in which the breakdown of superconductiv-
ity leads to the formation of a ‘bad’ metal with a negative
derivative ∂R/∂T of the resistance R at low tempera-
tures. Finally, in Section 4.5 we shall consider data on the
current–voltage characteristics and nonlinear phenomena
in the vicinity of a superconductor–insulator transition.
4.1 Ultrathin films on cold substrates
The general scheme of experiments on ultrathin films
deposited on cold substrates is as follows. A substrate
with preliminarily applied contacts is placed into the
measuring cell of a cryostat; the film is deposited in
several small steps, and after each new deposition, the
temperature dependence of the resistance is measured.
Thus, a whole series of films is obtained and measured in
a single experiment without warming the cell to tempera-
tures substantially exceeding liquid-helium temperature.
In particular, it is precisely such a procedure that was
used in experiments whose results are given in Fig. 3.
Since the interval of effective thicknesses, in which such
experiments are performed, varies from 4–5 A˚ to several
dozen A˚, we can be sure that the study concerns just
a two-dimensional object: d=2. A second advantage of
this arrangement of the experiment lies in the fact that
we can reach a constancy of all random factors affect-
ing the resistance and clarify the effect of precisely the
film thickness on the temperature dependence of its resis-
tance. However, in such an experiment we should avoid
the coalescence of atoms into droplets during film depo-
sition, i.e., we should avoid the formation of a granular
film. To this end, the cold substrate is most frequently
precoated with a layer of amorphous Ge with a thickness
b0 ≈ 5 A˚, which wets the substrate, remaining by itself
amorphous at low temperatures, i.e., it does not impose
its lattice period to the overlying film [81].
The important role played by the layer of amorphous
Ge is beyond all doubt; it was illustrated, for instance, in
Fig. 3. At the same time, the processes that are responsi-
ble for the transport properties of ultrathin films and the
mechanisms of the influence of the film thickness b are
not yet completely clear. Usually, it is assumed that the
film thickness b determines the effective mean free path
of electrons owing to the diffuse scattering of electrons by
the film surface, whereas the Ge layer does not exert a
direct effect on the film conductivity. It is, however, pos-
sible that, since the thicknesses b0 and b are comparable,
the Ge layer affects the electronic spectrum or the effec-
tive concentration of electrons in the film under study.
There also exist other possible variants of the influence
of the Ge layer on electron transport in the main film
[82]. At the same time, this is of no consequence, in a
sense, since the very fact of the effect of the thickness
b is beyond any doubt and quantitatively this effect can
be characterized by the resistance of the film rather than
by the film thickness. This quantitative characteristic,
resistance per square, allows comparing films of different
materials.
Ultrathin bismuth films. These films appear to
have been studied most thoroughly. The phase transi-
tion obtained on these films is illustrated in Fig. 18a.
The thinnest films behave as insulators; their resistance
increases exponentially with decreasing temperature. In
the thickest films, a superconducting transition occurs,
and its temperature Tc lowers with decreasing thickness
of the film. The film thicknesses indicated alongside the
curves are the average values calculated from the amount
of the deposited material and known density of the metal.
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The direct vicinity of the phase transition can be ex-
amined in some more detail using Fig. 18b, which dis-
plays R(T ) curves for a dense series of weakly differing
states. Generally speaking, some additional information
is required to assume that the resistance of the states
lying inside the interval marked by arrows on the right-
hand side of Fig. 18b tends to infinity as T → 0, i.e.,
that these states can be considered to be insulating and
the insulator–superconductor transition to be unsplit (cf.
the experimental data for the three-dimensional Nb–Si
system shown in Fig. 1). To investigate this question,
the temperature dependence of the conductance of those
states that exhibited no superconducting transition was
studied. It turned out [85, 86] that the conductance y
for the thinnest films changes according to the Arrhenius
law:
y = y0 exp(−T I0 /T ), (99)
and that with increasing film thickness b this dependence
is replaced first by the Shklovsky–Efros law:
y = y0 exp[(−T I0 /T )1/2], (100)
and then by a logarithmic dependence:
y = y0 − ln(T/T I0 ). (101)
All three formulas (99)–(101) contain a parameter T I0
with the dimensionality of temperature (superscript ’I’
indicates that here we are dealing with the insulator
side). This makes it possible to bring all experimental
points together to a single y(T/T I0 ) curve with the aid of
a simple procedure. For the y(T/T I0 ) curve represented
in the (ln T, g)-axes, the change in T I0 is reduced to a shift
of the curve along the abscissa axis. Therefore, starting
from the y(T/T I0 ) curve for the thinnest film and merging
each following curve with the preceding one by means of
a parallel translation, we can, by gradually enlarging the
range of variability of the argument T/T I0 , construct a
curve of the universal function y(x), in which all experi-
mental points lie and which is described to a good accu-
racy in the different segments by formulas (99)–(101).
The parameter T I0 proves to be a monotonic function
of the film thickness b or the film resistance R ∗ measured
at a certain fixed temperature T ∗ that exceeds the su-
perconducting transition temperature. In an analogous
way we can also proceed on the superconductor’s side of
the transition, selecting there the parameter T S0 in such
a way that all experimental yb(T ) curves become merged
into a single curve y(T/T S0 ). By building up both func-
tions, T I0 (R
∗) and T S0 (R
∗), we shall see that they have
a singularity at one and the same value R ∗ = R ∗c corre-
sponding to the resistance of the separatrix at a temper-
ature T ∗ (Fig. 18c). This means that we approach one
and the same value of the critical thickness bc from both
sides, i.e., the phase transition is unsplit.
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FIG. 18: (a) Evolution of the temperature dependence of the
resistance of amorphous Bi films deposited on a Ge under-
layer of thickness b0 = 6 A˚ with film thickness b increasing
from above downward [83]. (b) Central part of an anal-
ogous series of R(T, b=const) curves on an enhanced scale
and with a smaller step in b on the interval of thicknesses b
from 9 to 15 A˚; the films were deposited over a Ge underlayer
10 A˚ thick onto the (100) surface of an SrTiO3 single crystal
[84]. (c) Characteristic scaling parameters T I0 and T
S
0 on each
side of the quantum phase transition; the quantity δ plotted
on the abscissa represents normalized difference between the
film resistance R ∗ and the critical value R ∗c at T
∗ = 14K:
δ = (R ∗ −R ∗c )/R
∗
c [85].
The above-described empirical procedure for determin-
ing T I0 (R
∗) is valid for the entire insulator’s domain
rather than for the critical vicinity of the quantum transi-
tion. In the critical vicinity, the theory poses limitations
both on the form of the y(T ) functions and on the scaling
variable. According to the theory [70, 71] constructed on
the basis of the general theory of quantum transitions
and the model of dirty bosons, the separatrix that sepa-
rates the R(T ) curves with a superconducting transition
(Fig. 18a,b) from the curves in which there is no tran-
sition, should pass horizontally in two-dimensional sys-
tems, and on both sides of the separatrix the sign of the
derivative along the curves should remain constant, al-
though different in the regions of the superconductor and
insulator (see the end part of Section 3.2). In essence, it
is precisely the fulfilment of these two conditions that
symbolizes the first level of agreement with the theory
and makes it possible to carry out the scaling procedure
and to determine critical exponents in accordance with
formula (77). In connection with the experiments dis-
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FIG. 19: (a) Resistance of ultrathin Bi films [curves R(T )
from Fig. 18b] as a function of the scaling variable in the
temperature range from 0.14 to 0.50 K. Different data symbols
correspond to different temperatures [84]. (b) Temperature
dependence of the resistance of the last insulating and first
superconducting films in the sequences of Bi, Pb, and Al films
with a gradually increasing thickness b. In the case of Al films,
the slope of the separatrix is seen clearly [85].
cussed, it is expedient to write out the latter formula as
R(δ, T ) = RcF (δx/T
1/νz), δx = |b− bc|. (102)
As follows from Fig. 18a,b, the results of experiments
performed on Bi films seem ideal from the viewpoint of
these conditions. The separatrix Rbc(T ) ≡ R(T, b = bc)
is indeed horizontal, as is predicted by the theory [70, 71].
The processing of the results using formula (102) indeed
makes it possible to bring together all the experimental
points from the curves given in Fig. 18b to two branches
of a single scaling curve (Fig. 19a) and to determine the
product νz of the critical exponents.
The representation of the temperature dependence of
resistance R(T ) near the transition point on an extended
scale (Fig. 19b) shows that even in bismuth the separatrix
is only approximately horizontal, and in other materials
the situation is even worse. In Al and Pb films, the tran-
sition manifests itself but the separatrix is sloped. For
example, in Al films the resistance along the separatrix
changes by a factor of at least 1.5, from 20 to 30kΩ, as
the temperature decreases from 15 to 1K. This dimin-
ishes the accuracy of the scaling procedure.
However, the agreement is worse even for Bi films at
the following level of comparison with the results of the
theory. According to the scaling theory of ‘dirty bosons’,
the metallic state corresponding to the separatrix must
possess a universal value of the resistance, Run, which is
on the order of the resistance RQ given by formula (87).
The resistanceRun must be insensitive to the microscopic
features of a concrete system and must depend only on
the universality class of the transition. The universality
of Run allows, in principle, calculating the proportion-
ality factor cu = Run/RQ by taking advantage of some
comparatively simple model. Some different numerical
values of cu were given in Section 3.2 after formula (87).
Whatever the true value of Run, it must be reproduced
in different experiments. However, the values of Run ob-
tained in various laboratories using different materials
and distinct intermediate underlayers (e.g., amorphous Si
or Sb instead of Ge) had approximately a twofold spread,
from 6 to 12 kΩ. The universality of the critical resistance
Run is confirmed only to an order of magnitude.
As has already been noted, the bosonic scenario for the
quantum phase transition assumes the existence of elec-
tron pairs on both sides of the superconductor–insulator
transition. This means that the modulus ∆ of the or-
der parameter at the transition, i.e., the energy of pair-
ing or the width of the superconducting gap, must not
become zero; the superconductivity must be destroyed
as a result of strengthening fluctuations of the order-
parameter phase. This was checked on films of several
metals (Pb and Sn in Ref. [87], Bi in Refs [88, 89]) using
tunnel experiments which make it possible to measure
the density of states as a function of energy near the
Fermi level. The first example of such measurements is
given in Fig. 20. From the value of the tunneling volt-
age V0, at which the normalized tunneling conductivity
GN is equal to unity, it is possible to estimate the su-
perconducting gap: ∆ ≈ eV0. When approaching the
transition, i.e., as the film thickness b approaches a criti-
cal value bc, the superconducting gap ∆ behaves as usual:
it tends to zero, remaining proportional to the transition
temperature, ∆ ∝ Tc.
At the same time, according to Fig. 20, a certain un-
commonness in the behavior of the system is nevertheless
observed: the density of states, which is proportional to
GN, does not vanish inside the gap. This is apparently
due to the fact that the method of measuring density of
states with the aid of a tunneling junction is integral, and
over the area of the contact there are a large number of
vortices of both signs, inside which the superconductivity
is destroyed and the electrons are normal [90]. As can be
seen from Fig. 20, the averaged density of states at the
Fermi level (in the middle of the gap) becomes greater
as the state of the system gets nearer to the transition
point.
Since the moving vortices cause fluctuations of the
order-parameter phase, it is clear that as the transition
is approached the amplitude of these fluctuations grows
rapidly, simultaneously with a decrease in the gap width.
However, it is difficult to say what occurs earlier, i.e.,
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FIG. 20: Normalized differential tunneling conductivity for
four ultrathin Bi films of different thicknesses b on a Ge sub-
strate [89]. Alongside the curves, the superconducting transi-
tion temperatures determined from the Rb(T ) curves are indi-
cated. For clarity, the curves are moved upward, each by 0.5,
relative to the preceding one; the figures given at the ordinate
axis correspond to the lower curve recorded for the film with
the superconducting transition temperature Tc = 1.64K; V0
is the voltage across the tunneling junction, at which GN = 1.
The arrows show the residual density of states in the middle
of the gap. The dashed line is drawn to make more visual
the gradual decrease in the gap width with approaching the
transition point.
whether this is the growth of the fluctuations in the phase
or the decrease in the gap width. In any case, no signs
of the retention of the gap (modulus of the order param-
eter) has been found in this experiment at the transition
in the absence of a magnetic field.
An increase in the number of vortices indicates an in-
crease in the number of normal electrons near the vortex
axes (in their cores). Until we deal with ultrathin films,
it makes no sense to discuss whether the electrons in the
vortex core are localized or quasifree relative to the mo-
tion along the vortex axis, whereas in the case of thicker
films and three-dimensional systems such a question ap-
pears to be appropriate.
Let us now go over to the description of experiments
with another control parameter — a magnetic field.
The superconducting transition in a film with a thick-
ness b > bc can be destroyed by a magnetic field. In
this case, we obtain a superconductor–insulator transi-
tion with a magnetic field as the control parameter. The
thicker the film, the less its normal resistance and the
stronger the critical field. The application of a magnetic
field gives the possibility of conducting several funda-
mentally new experiments on ultrathin Bi films and, in
particular, to compare the different ways of approaching
a superconductor–insulator transition.
Figure 21, which was taken from Ref. [89], demon-
strates the magnetic-field-induced behavior of an ultra-
thin Bi film with a thickness b > bc, which, without a
field, appears to be superconducting with a transition
temperature of 1.64K. All RB(T ) curves can be more
or less unambiguously divided into two groups: those
that demonstrate a tendency toward the establishment
of a superconducting state with decreasing temperature
(R → 0 as T → 0), and those for which it is possible to
assume that R→∞ as T → 0. The strength of the field
Bc in which a separatrix is obtained that separates these
two groups of curves with different asymptotic behaviors
is considered as critical. In Fig. 21a, according to this
definition, one has Bc ≈ 2.5T.
Let us compare the RB(T ) resistance curves given
in Fig. 21a with analogous Rb(T ) curves plotted in
Fig. 18a,b. In the last figure, the superconducting transi-
tion temperature decreases as the critical thickness bc is
approached, whereas in the case of similar RB(T ) curves
shown in Fig. 21a with the magnetic field in the role of
the control parameter no visible shift in the temperature
of the superconducting transition onset is observed, but
at temperatures less than that of the transition onset,
an increase in dissipation is observed with increasing the
magnetic field strength.
The comparison of the behavior of resistance curves
can be supplemented by the comparison of tunnel char-
acteristics (cf. Figs 20 and 21b). It is seen from Fig. 21b
that an increase in the field strength leads to an increase
in the density of states in the center of the gap. This,
in general, is natural: the strengthening of a field should
lead to an increase in the density of vortices. According
to the theoretical calculation of the density of states aver-
aged over a cell of the vortex lattice for the ‘conventional’
(far from the superconductor–insulator transition) type-
II superconductor [90, 91], in the middle of the gap we
have GN ≈ B/Bc2. Near the transition, however, there
is a finite density of states in the zero field; in Fig. 21b,
it amounts to approximately 0.2, just as in Fig. 20 for
the same film. At the same time, the density of states is
GN ≈ 0.9 in a field Bc ∼ 2.5T, when the superconduc-
tivity should seemingly be destroyed; it becomes close
to unity in a field of approximately 4T, at which the
resistance curve R4T(T ) demonstrates a clear tendency
toward growth with decreasing temperature (Fig. 21a).
One more specific feature of tunnel characteristics seen
in Fig. 21b is that all of them intersect the straight line
GN = 1 at the same point corresponding to the volt-
age V = V0 across the junction. It is usually assumed
that this point of intersection determines the magnitude
of the gap. Thus, the tunneling experiment shows that
the magnetic field in ultrathin superconducting bismuth
films does not suppress the gap ∆, as usually occurs in
superconductors, but leads to a growth of the density of
states inside the gap and to a decrease in the coherent
peak.
This behavior of the superconducting gap with
strengthening magnetic field, discovered in Ref. [89], is
a serious argument in favor of the idea that the modulus
of an order parameter can remain finite on the insulator
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FIG. 21: (a) Temperature dependences of the resistance of an
ultrathin Bi film in magnetic fields of up to 5T [89]; the tem-
perature of the superconducting transition in the zero field
is arbitrarily determined as the value of T at which the re-
sistance decreases to half the normal value. (b) Normalized
differential tunneling conductivity of the same film, which
demonstrates the evolution of its density of states in a mag-
netic field in the vicinity of the Fermi level [89]. The arrow
indicates the residual density of states inside the gap at B = 0
(cf. Fig. 20).
side of the transition as well, taking account, instead of
the superconducting gap, of the energy of the pairwise su-
perconducting correlations of the localized electrons. As
the magnetic field aligns electron spins due to the Zee-
man effect, the correlation energy has to decrease, and
the hopping conductivity to increase. For films with a
thickness b > bc, we can therefore expect the appear-
ance of a negative magnetoresistance in strong fields at
low temperatures. In the series of the RB(T ) curves in
Fig. 21a this could manifest itself in the low-temperature
intersection of curves recorded in strong magnetic fields.
However, as can be seen from Fig. 21a, no such inter-
section occurs in bismuth films in fields of up to 5T,
although, it cannot be excluded that fields below 5T are
insufficiently strong.
By detecting transitions on films of different thick-
nesses and tracing the dependence of the critical resis-
tance Rc at transitions in the presence of a magnetic
field on the thickness b using one and the same series of
films, it is possible to verify the universality of the critical
resistance in one experiment [92]. From the theoretical
viewpoint, the value of Rc at transitions in a field can
differ from those at transitions in the absence of a field,
but it should nevertheless be universal as well. How-
ever, it turned out that Rc at transitions in a magnetic
field substantially varies with a change in the thickness
of the film, despite the fact that all the transitions a for-
tiori relate to one and the same class of universality, and
the poorly controlled experimental factors are identical.
With an increase in b, a decrease is revealed in the normal
resistance of the film, a strengthening of the critical field,
and a decrease in the critical resistance Rc, although, ac-
cording to Fig. 21, the normal resistance of the bismuth
film and its critical resistance Rc in a magnetic field are
virtually coincident. This is, however, not the case in
beryllium.
Ultrathin beryllium films. Beryllium can be de-
posited onto a cold polished surface in the form of a
continuous film even in the case of a very small effec-
tive thickness and even in the absence of an amorphous
Ge underlayer [93]. Then, the superconducting transi-
tion temperature of amorphous Be films can reach 10K,
although the transition temperature of crystalline Be is
less than 30mK. [In this sense, Be behaves similarly to
Bi: an amorphous Bi film deposited onto a cold substrate
can become superconducting at a temperature above 5K
(see Fig. 18a), whereas crystalline Bi does not exhibit
superconductivity at all.]
As is seen from Fig. 22, the ultrathin Be films also
display superconductor–insulator transition. Both the
film thickness b and the magnetic field B can serve here
as the control parameter. The family of resistance curves
in a zero field at different thicknesses differs only a little
from the appropriate curves for Bi (the nonmonotonic
behavior of two curves in the immediate vicinity of the
transition point is probably due to some factors related to
experimental conditions, for example, an overheating of
the sample or the presence in it of a certain characteristic
small size limiting the coherence length [see inequality
(64)]. These two families of curves differ significantly
only in the values of the critical resistance.
The family of resistance curves in a magnetic field
(Fig. 22b) deserves more attentive consideration. If we
limit ourselves to temperatures T<1.6K, we can easily
single out a clearly pronounced horizontal separatrix in
the field B ≈ 0.65T. However, this separatrix has an ad-
ditional rise for T>1.6K, which apparently also refers to
superconductivity. Indeed, for T>3.8K the resistance R
is independent of the magnetic field or depends on it very
weakly, but for T<3.8K a strong field dependence ap-
pears. This dependence is naturally explained by the in-
fluence of the field on the superconducting fluctuations or
on the equilibrium superconducting state. Therefore, we
should consider the temperature TcB≈3.8K correspond-
ing to the onset of transition as the representative tem-
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FIG. 22: Superconductor–insulator transition in ultrathin Be
films. (a) Variation of the temperature dependence of the re-
sistance of amorphous Be films upon increasing their thickness
b; the numbers (1–10) alongside the films correspond to the
number of sequential depositions; near curves 1 and 10, the
effective thickness of the corresponding films is indicated [94].
(b) Temperature dependence of the resistance of ultrathin Be
film with an effective thickness b intermediate between the
thicknesses of films 8 and 9 in magnetic fields from zero to
2T [95, 96].
perature of the superconducting transition in the film
under consideration; if we utilize the traditional method
and select the temperature Tc at which the resistance in
the zero field decreases by a factor of two (or, for exam-
ple, by 10%) relative to the normal resistance, then we
should obtain a value of approximately 2.5K.
The separatrix of the family of curves presented in
Fig. 22b is characterized by two different values of the
resistance, namely, by the normal resistance RN =
10.7 kΩ/, and by the quantum critical resistance Rc =
4.4 kΩ/. Other ultrathin Be films behave analogously.
As the film thickness increases, RN gradually decreases to
5.6 kΩ/ and the critical resistance Rc grows to 7.8 kΩ/
[95]. The critical resistance is Rc < RN in some films, and
Rc > RN in other (thicker) ones. The thermodynamic su-
perconducting transition in the absence of a field, with
a Tc of about 3K, and the quantum phase transition in
the magnetic field are in no way connected with one an-
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FIG. 23: Field dependence of the resistance of a Be film with
a thickness slightly less than critical [99].
other. In this case, the quantum transition corresponds
well to the one-parametric scaling scheme: the separatrix
is strictly horizontal and all the data fall in a single curve
upon their processing with formula (102). However, the
duality of the 2e-bosons–vortices system is not realized:
the resistance Rc depends on the film thickness.
According to what was said in Sections 1.4, 2.2, 2.4,
and 2.5, we can expect the occurrence of a transition to
a Bose insulator in Be with the localization of electron
pairs at the transition to the insulating state and their
subsequent decomposition and delocalization of electrons
in a strong magnetic field. This process must be ac-
companied by emergence of a significant negative mag-
netoresistance similar to that observed in granular films
(see Figs 4 and 5). This process was not revealed in
Bi films (see, however, the comments on Fig. 21a), but
it was observed on a giant scale in InO and TiN films
(see Section 4.2). In beryllium, the giant negative mag-
netoresistance was indeed observed [97–99], but only in
the high-resistance films lying in the diagram in the
insulator region, although comparatively close to the
superconductor–insulator transition. Figure 23 gives an
example of the field dependence of the resistance mea-
sured at a temperature of 100mK. The initial resistance
of the film, which was equal to about 4MΩ, first increased
by almost two orders of magnitude with increasing field
strength and then decreased by almost three orders of
magnitude.
Thus, superconductivity in beryllium is observed in
low-resistance (thicker) films, while giant negative mag-
netoresistance occurs in high-resistance (thinner) films,
so that the relation between and the common nature of
these phenomena are not evident a priori. However, a
thorough analysis of indirect data (see Ref. [100]) sug-
gests that the negative magnetoresistance of the high-
resistance films is due to precisely the decomposition of
localized pairs in the Bose insulator that was formed in
weak magnetic fields.
Thus, the experiments on ultrathin films, which are
undoubtedly two-dimensional systems, showed that:
(a) the separatrix separating the resistance curves
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R(T ) at different thicknesses, which refer to the super-
conductor and the insulator regions, is horizontal in Bi
and Be films, although it has generally a finite slope,
dR/dT 6= 0, as T → 0 in films of other metals (Fig. 19b);
(b) the critical resistance Rc takes on various values in
films of different materials, on different substrates, etc.,
although these values differ by no more than a factor of
two either way from RQ = ~/(2e)
2 ≈ 6.45 kΩ; in transi-
tions occurring in a magnetic field, Rc varies with varying
film thickness in films of one and the same series [92];
(c) in transitions occurring in a magnetic field used
as the control parameter, the critical resistance Rc can
differ from the film resistance RN in the normal state
(Fig. 22b);
(d) if the role of the control parameter is played by the
film thickness b, then both the transition temperature
(see Figs 18, 22a) and the gap width (see Fig. 20) decrease
as the transition point is approached; in this case, the
gap ‘becomes overgrown’ gradually: a finite density of
states appears in it, which increases with the approaching
transition (see Fig. 20);
(e) if the film thickness b is close to the critical value
bc, then the magnetic field does not shift the onset of the
resistive transition toward lower temperatures (Fig. 21a)
and does not suppress the gap or, to be exact, does not
decrease the value of the characteristic energy ∆ in the
spectrum, but gradually increases the density of states
inside the gap (Fig. 21b); it should be noted, however,
that the last result was obtained only on Bi films.
4.2 Variable-composition materials
Alloys and compounds whose electrical properties are
determined by deviations from the stoichiometric com-
position or by special type of defects compose a special
type of materials in which, in principle, superconductor–
insulator transitions can be observed. Usually, these are
films with a thickness on the interval
100 A˚ . b . 2000 A˚. (103)
Due to the thickness limitation from below, the state
of the film is low-sensitive to the state of the bound-
ary and electron scattering by the boundary. In thicker
films, problems are expected with the homogeneity of the
concentration distribution of the constituent elements or
vacancies and with the formation of granules — hence,
the limitation on b from above. The dimensionality of
the electron systems in such films should be interpreted
with caution: the electron mean free path l in them is
usually less than b; the London penetration depth λ de-
termining the diameter of vortices is greater than b, and
the superconductive coherence length ζ is comparable to
b.
It is precisely such properties that are characteristic of
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FIG. 24: (a) Temperature dependence of the resistance of an
amorphous In–O film 2000 A˚ thick in three states: immedi-
ately after deposition (upper curve) and after two subsequent
heat treatments [101]; the arrow above the lower curve indi-
cates the superconducting transition temperature Tc at which
the resistance is half the maximum. (b) Dependence of the
activation energy T I0 of insulating films and of the transition
temperature Tc of superconducting films on the parameter kFl
[101].
amorphous In–O films, the description of experiments on
which we turn to now.
Amorphous In–O films. Upon the deposition of
high-purity In2O3 on an SiO2 substrate using electron-
beam sputtering in a vacuum, an amorphous InOx film is
formed without crystalline inclusions with a certain oxy-
gen deficit q = 1.5− x [101, 102]. The concentration q of
vacancies, which act as donors, depends on the residual
oxygen pressure in the vacuum chamber during sputter-
ing. In small limits, q can be additionally changed by
means of a soft annealing at a temperature no higher
than 50 ◦ C; the annealing in a vacuum increases q, while
the annealing in air, on the contrary, decreases it. The
oxygen deficit, in turn, determines the concentration n
of electrons that do not participate in chemical bonds
between In and O atoms. These electrons can be either
localized under the action of the random potential of the
amorphous material or be delocalized if n is sufficiently
large, n > nc. At low temperatures, the system of delo-
calized electrons becomes superconducting.
Figure 24a displays the temperature dependence of the
resistance of an amorphous In–O film in three different
states [101]. For the quantitative characterization of the
film states, the product kFl was employed, which was de-
termined at room temperature from the data on the film
resistance and the Hall effect in the films. This product,
in general, takes into account both the electron concen-
tration n = k 3F/3π
2 and, through the electron mean free
path l, the degree of disorder. When the state of the
metal is close to the localization threshold, the parame-
ter kFl becomes less than unity. In this region, kFl still
can be used for the characterization of the film, although
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FIG. 25: Temperature dependence of resistance of two amor-
phous In–O films 200 A˚ thick in different magnetic fields. The
separatrices of both families are shown by dashed lines. In fig-
ure (a), the critical value Rc (intercept of the separatrix with
the ordinate axis) is determined by the extrapolation of the
positions of the minima marked by the arrows in the R(T )
curves (dotted line) [105, 106].
l cannot yet be considered as the mean free path.
The fact that the two measured functions R(T ) plotted
in Fig. 24a on the (1/T, lnR) coordinates are straight
lines with different slopes means that in the appropriate
states the resistance changes according to the law R =
R0 exp(T
I
0 /T ) with different activation energies T
I
0 . In
the lower curve, a superconducting transition is observed,
whose temperature Tc is indicated by an arrow. As can
be seen from Fig. 24b, no gap is seen on the abscissa
axis between the T I0 (kFl ) and Tc(kFl ) functions. This
means that the transition is unsplit (cf. the data for the
Nb–Si system in Fig. 1, and for amorphous bismuth in
Fig. 18). Although these graphs correspond rather to
the phase diagram given in Fig. 2c, the existing accuracy
does not make it possible to exclude the variant displayed
in Fig. 2b.
Basic experiments on the quantum phase transition in
In–O films were conducted in a magnetic field. Their re-
sults can be presented in two forms: as a series of RB(T )
curves recorded in different magnetic fields, or as a set of
isotherms RT (B). If the series of RB(T ) curves possesses
a horizontal separatrix RBc(T ) = Rc, i.e., the transition
can be described within the framework of one-parametric
scaling, then the isotherms RT (B) intersect at one point
with an abscissa B = Bc. In some series of experiments
with weak critical fields Bc, it is precisely this that is
the case [103, 104, 106]. In other experiments, for ex-
ample, in the absence of a magnetic field (see Fig. 24),
as well as in the case of strong critical fields Bc, the
separatrix of the families of curves R(T ) has finite slope,
which can be of different signs (Fig. 25). Earlier, the pos-
itive slope of the separatrix, ∂R/∂T > 0, as in Fig. 25a,
was considered to be the indication of the presence of
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FIG. 27: Extrapolation of the temperature dependence of the
film conductivity to T = 0 in various magnetic fields [process-
ing of the curves presented in Fig. 26a using formula (104)]
[108].
granules and macroscopic inclusions. After the appear-
ance of paper [59], grounds appeared to consider that
this separatrix can, on the contrary, indicate the absence
of macroscopic characteristic lengths in the random po-
tential. In any case, it can be asserted that the schemes
of one-parametric scaling are insufficient for describing
these experiments.
It should be noted that in the curves given in Fig. 25
there are no signs of the suppression of the supercon-
ducting transition temperature by a magnetic field, just
as in the case of ultrathin films. The decrease in the re-
sistance in a magnetic field of 1T starts virtually at the
same temperature as in a zero field (cf. Fig. 21a).
The most interesting and most important feature of
the R(B) isotherms for the In–O film is the presence of a
maximum [104] and negative magnetoresistance in strong
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magnetic fields. Figure 26 displays two families of R(B)
isotherms in magnetic fields, namely, in a field perpen-
dicular to the film (Fig. 26a) and in a field parallel to
it (Fig. 26b). The states of the film in these two ex-
periments are close to each other, although they are not
identical. All isotherms in each of these states intersect
almost at one point, whose coordinates determine the
critical values of the resistance Rc and the field strength
Bc (Fig. 26a). As can be seen from a comparison of both
families, the R(B) dependences differ qualitatively only
in weak fields, B < Bc, where the resistance is deter-
mined by the motion of vortices and, therefore, strongly
depends on the field direction. In strong fields, B > Bc,
the difference is only quantitative.
The appearance of a negative magnetoresistance seems
to be quite natural within the framework of the assump-
tion of the localization of electron pairs with opposite
spins, since the magnetic field aligning the spins destroys
pair correlations [107, 108]. The fact that the effect is
observed for all field directions [108] confirms the sug-
gested interpretation. An additional confirmation comes
from an analysis of the temperature dependence of the
film resistance in strong magnetic fields.
The observed increase in the resistance with a temper-
ature decrease in the field B=5T, i.e., near the maximum
of the R(B) dependence, is described, albeit with low ac-
curacy, by the activation dependence (99) with an activa-
tion energy of 0.13K [107]. The dependence in stronger
fields can be described by none of the formulas (99)–
(101). They can, however, be described (Fig. 27) with
the aid of the formula for the conductivity σ in the crit-
ical vicinity of the metal–insulator transition in three-
dimensional space:
σ = s1 + s2T
1/3, s2 > 0, (104)
where the parameter s1 reverses sign at the metal–
insulator transition (see Ref. [7]). Where s1 > 0, this
parameter makes sense of the conductivity at T = 0:
s1 = σ(T=0) > 0. According to the standard inter-
pretation of the temperature dependence of the conduc-
tivity of three-dimensional systems in the vicinity of the
metal–insulator transition, it follows from the results dis-
played in Fig. 27 that in the electron system of the In–O
film the quantum superconductor–insulator transition in
the field Bc is followed, upon a further increase in the
field induction, by an insulator–metal transition in a field
BI−M=10T. The assumption of the 3-dimensional nature
of the system is reasonable, since the mean free path of
normal electrons is a fortiori less than the film thickness
b = 200 A˚.
A detailed study of the vicinity of the quantum
superconductor–insulator transition in In–O films in a
magnetic field was performed by Sambandamurthy et
al. [109]. The authors of Ref. [109] revealed a state
in which the resistance at a temperature of 70mK in-
creased by more than five orders of magnitude in com-
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FIG. 28: (a) Family of five R(B) isotherms of an amorphous
In–O film with thicknesses of 200–300 A˚ in state 1 (see text) in
a perpendicular magnetic field [109]. (b) Variation of the acti-
vation energy T I0 with strengthening magnetic field, obtained
from an analysis of isotherms; on both edges of the interval
of magnetic fields, the accuracy of determining T I0 decreases
because of the closeness to the phase transition points [109].
.
parison with the critical resistanceRc ≈ 5 kΩ (see Fig. 28;
cf. Fig. 26a). In comparison with the state presented in
Figs 26 and 27, the newly found state falls more deeply
into the insulator region with a field change and proves to
lie outside the critical region of the metal–insulator tran-
sition. Correspondingly, the temperature dependence of
the resistance bear an activation nature, in accordance
with formula (99). The activation energy T I0 depends
on the magnetic field B, reaching a maximum at the
same field Bmax as the R(B) dependence itself (Fig. 28b).
With strengthening field in the region of B > Bmax, the
activation energy decreases gradually, so that in a field
of about 20T we can expect that T I0 will become zero,
i.e., the insulator will pass into a metal for this state of
film, as well.
Even in the maxima of the R(B) functions, the val-
ues of the activation energy T I0 are small; they lie in the
temperature range of 0.5–2 K, like the temperatures Tc
of the superconducting transition [109]. As can be seen
from Fig. 24, the activation energy is greater on the insu-
lator side; it lies on the interval of 2–7K. The existence
of an activation energy indicates the presence of a gap in
the spectrum. It follows from all available experimental
data that this gap is connected with a superconducting
interaction, although there is no superconductivity itself
at these values of the control parameters. By analogy
with the gap in high-temperature superconductors, we
shall call this gap a pseudogap (see also the note in the
end part of Section 4.3).
For the sake of convenience, let us divide the possible
states in In–O films into groups. To those states that in
a zero magnetic field are located on the insulator side,
we ascribe index 0; to the states lying in the supercon-
ducting region, for which the resistance in the zero field
at T = 0 is equal to zero, we ascribe indices 1–4 in such
a manner that the deeper the state is located in the su-
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experimental values of R(T ) at various B to T = 0 using for-
mula (104).
perconducting region, the greater the index. A conve-
nient measure of the proximity of states to the transition
point is the critical field Bc. State 1, whose properties are
demonstrated in Fig. 28, is nearest to the transition point
(Bc = 0.45T); in state 2, the critical field is Bc = 2T
(Fig. 26a), and state 3 (Fig. 29), on the contrary, lies the
most deeply in the superconducting region (Bc = 7.2T).
The nearer the state to the transition point, the higher
the resistance peak in the R(B) curve. For state 1 with
its Bc = 0.45T, the value of Rmax at T = 70mK ex-
ceeded Rc by five orders of magnitude [109]; for state 2
with Bc = 2T, the ratio Rmax/Rc was about 10, and
for state 3 with Bc = 7.2T, this ratio was only 1.35
[110, 111]. With a further increase in the charge carrier
concentration and a shift deeper into the normal region,
the peak of the magnetoresistance disappears completely
(state 4).
Simultaneously, there occurs a narrowing of the mag-
netic field interval ∆B = BI−M − Bc: ∆B = 20T for
state 1 (Fig. 28b), 8 T for state 2 (Fig. 26a), and 0 for
state 3. The last follows from the results of the extrapo-
lation displayed in Fig. 29 (curve with circles). A proce-
dure similar to that demonstrated in Fig. 27 showed that
at any values of the magnetic field strength, including
Bmax, the parameter s1 is positive, i.e., a finite conduc-
tivity should be retained at T = 0 and any B > Bc.
This means that the superconductor–insulator transition
transforms into the superconductor–normal metal transi-
tion with increasing concentration of charge carriers in
the amorphous In–O film.
The peak in the R(B) dependence is retained near the
superconductor–insulator transition in the insulator re-
gion, as well, i.e., in the samples in state 0 [109, 110]. A
qualitative difference from the curves shown in Fig. 26
lies only in the fact that the resistance at B = 0 has a
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FIG. 30: (a) Phase diagram in the (σ,B) plane, which shows
the mutual arrangement of superconducting, insulating, and
metallic phases in amorphous In–O films at low temperatures.
The diagram is presented schematically, i.e., without values
of the quantities laid off along the coordinate axes and with-
out experimental points, although with dashed straight lines
representing different types of samples (see the main text).
(b) The same diagram, but with experimental points. The
dashed curve separates the region of the existence of the Bose
glass (continuous to the left of the curve BI−M, and in the
form of fine inclusions to the right of this curve). All dark
symbols refer to the curve Bmax; white symbols, to the curve
Bc, and the symbols with interior crosses, to the curve BI−M.
The meaning of the different symbols is explained in the main
text.
finite and by no means small value (a similar curve for
Be films was given in Fig. 23). According to measure-
ments [110], the resistance variation with temperature in
fields close to Bmax obeys the activation law (99); in a
high field B ≈ 15T, the pseudogap was closed and an
insulator with a finite density of states at the Fermi level
was formed, in which the resistance obeyed the Mott law:
R ∝ exp (T0/T )1/4.
The above-described results of measurements per-
formed on amorphous In–O films can be represented in
a common phase diagram. Attempts to construct such a
diagram were made at various stages of the studies [104,
107, 109]. The variant presented in Fig. 30 does not ap-
pear to be final, either. However, it is suitable in that it
provides a possibility of involving and comparing all data
that are available to date.
In order to help the reader in comparing different ex-
periments performed on various In–O samples, the dia-
gram is given first in a schematic form in Fig. 30a. As the
axes, the control parameters σ and B were chosen. The
conductivity σ is analogous in its meaning to the param-
eter kFl, which was used earlier in Ref. [101]. Concrete
samples in the diagram are marked by vertical straight
lines.
The total of all these measurements can be formu-
lated as follows. The greatest peak of magnetoresistance
(an increase and the subsequent decrease) is observed in
those states that are close to the transition point in a zero
magnetic field and which are located in this case to the
right of the transition, on the superconductor side (sam-
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ples of type 1 and 2, Fig. 30a). However, this property
is apparently not universal; in Be, as we saw in Section
4.1 (see Figs 22 and 23), the peak of magnetoresistance
lies to the left of the transition, while in Bi it is not at
all present.
The complete phase diagram is displayed in Fig. 30b.
In order to facilitate the comparison of the data of differ-
ent experiments, the σ-axis is represented in a dimension-
less form. As the basis for constructing this diagram, the
data from Ref. [109] were taken: white triangles denote
Bc values; the dark triangles correspond to Bmax; the
base-down triangles mark the states with a superconduc-
tivity, and the base-up triangles correspond to states ex-
hibiting no superconductivity. The straight cross marked
the field strength equal to 14–15T, at which, according to
Fig. 28, the basic decrease in the resistance of a sample in
the appropriate state stops and the activation energy be-
comes poorly determined [109]. The data from Refs [106,
107, 110] are shown by circles: white circles designate Bc;
dark circles correspond to Bmax, and the circle with an
interior straight cross stands for the field of the insulator–
metal transition. Analogously, we used white and dark
squares for the data from Ref. [111]. The solid curves
separate the superconducting phase from the nonsuper-
conducting ones (line Bc), and the insulator from the
metal (line BI−M. The dotted curve Bmax passes through
all dark symbols. The Bc curve is drawn through the
white symbols, and the BI−M curve passes through the
symbols with interior crosses. The dashed curve M sep-
arates the region of the existence of localized pairs. On
the left-hand side of Fig. 30b, this curve separates the
regions of the Fermi glass and Bose glass; on the right-
hand side, this curve separates the region in which the
inclusions of a Bose glass in metal are present.
If we extrapolate the BI−M(σ) curve to the super-
conducting region, then the mutual arrangement of
the points of the superconductor–insulator and metal–
insulator transitions at B = 0 will prove to correspond
to the diagram given in Fig. 2c. This agrees with the
conclusions made above on the basis of Fig. 24.
Polycrystalline TiN films. Polycrystalline TiN
films are produced by magnetron sputtering of a target
from pure Ti in a nitrogen plasma. The resistivity of the
films depends on the nitrogen pressure during sputter-
ing, apparently, since the pressure determines the excess
concentration of nitrogen in the resultant film, so that
the subscript x in the TiNx formula can reach a value
of 1.3 [112, 113]. The standard thickness of the films on
which the experiments were performed was about 50 A˚.
In air, the films are very stable at room temperature.
Their resistance should be considered as a check rather
than control parameter; the temperature of the super-
conducting transition in a zero field can serve as another
check parameter for evaluating the proximity of the state
to the superconductor–insulator transition.
Figure 31a shows the resistance curves R(T ) which in-
clude the onset of the superconducting transition for four
TiN films [114]. The vertical bars in the curves indicate
the Tmax temperatures at which the resistance reaches
maximum (onset of the transition). Furthermore, the
transition temperatures Tc are indicated alongside the
curves; they were calculated under the assumption that
the conductivity σ = 1/R consists of the normal part
σn = a+ bT
1/3 (105)
and the contribution ∆σs caused by the superconducting
fluctuations (Aslamazov–Larkin correction [56]):
σ = σn +∆σs = a+ bT
1/3 +
e2
16~
[
ln
(
T
Tc
)]−1
,
∆σs ≪ σn.
(106)
A comparison of the Tmax and Tc temperatures in
Fig. 31a with the superconducting transition temper-
ature Tc0 = 4.7K of the massive TiN sample shows
that the superconductivity in these films is strongly sup-
pressed by disorder, so that their states are indeed lo-
cated at the edge of the superconducting region.
In formula (106), an expression was taken for the nor-
mal conductivity that is valid in the critical vicinity
of the normal metal–insulator transition in the three-
dimensional region [7], and an expression valid in the two-
dimensional system was taken for the contribution of su-
perconducting fluctuations to the conductivity. The use
of different dimensionalities is justified by the fact that
the mean free path of normal electrons is l ≪ b ≈ 50 A˚,
and the coherence length ζ in TiN and, all the more,
the London penetration length λ determining the trans-
verse size of vortices, are much more than the film thick-
ness, i.e., ζ, λ ≫ b. Figure 31b depicts the conductivity
σ ∗ = σ −∆σs which, upon fulfillment of the right-hand
inequality in formulas (106), coincides with σn. Formally,
the accuracy of this representation and the extrapolation
are small, since the inequality in formulas (106) is vio-
lated for sure near the transition point and σ ∗ proves
to be the difference of two large quantities, one of which
contains a free parameter Tc. However, the very selec-
tion of the representation (105) for σn sharply limits the
interval of possible values of the parameter Tc; moreover,
the term ∆σs diminishes rapidly with increasing temper-
ature, so that the σ ∗ curve on the right-hand side of
the graphs in Fig. 31b practically coincides with the di-
rectly measured quantity 1/R: σ ∗ ≈ σ ≡ 1/R. All this
substantially elevates the reliability of the conductivity
extrapolation being performed [114, 115].
The extrapolation of the straight lines given by formula
(105) to the temperature T = 0 yields negative values of
the parameter a. Consequently, if there were no super-
conducting transition, the state with which we are deal-
ing would be insulating. On the whole, we obtain a phase
diagram predicted by Larkin [8] for three-dimensional
systems; it is schematically depicted in Fig. 2c. The
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assumed to be a control parameter); for the two upper curves,
the activation energies T I0 are indicated [116].
states of four films that have been studied in Ref. [114]
are found on the left-hand side of the critical region of
the nonexistent normal metal–insulator transition; with
changing T , their representative points move vertically
along the x = const lines.
A superconductor–insulator transition for another se-
ries of TiN films [116] is demonstrated in Fig. 32. Here,
we should first of all note the sharpness of this transition.
The resistance of the superconducting film and the film
that becomes insulating differ by only 5% at T = 10K.
An analysis of the curve that is nearest to the transition
point, which lies in the insulating region, shows that the
film resistance changes according to the activation law
(99) with the activation energy T I0 = 0.38K. Using the
above analysis of curves in Fig. 31 and the phase diagram
in Fig. 2c as the base, we can assert with confidence that
the boundary state at the transition, which corresponds
to the separatrix of the family of curves in Fig. 31, is
not metallic, either. This means that the scheme of one-
parametric scaling is not applicable to TiN.
All characteristic features of the superconductor–
insulator transition in a magnetic field that were observed
in TiN films [113, 114] are very similar to those that were
observed in other materials. The sets of R(T ) curves ob-
tained in weak fields [113] are similar to those observed
for ultrathin films (Figs 21a, 22b) or for In–O films (see
Fig. 25). The reproducibility and the origin of the dou-
ble reentrant transition which was observed in some TiN
films in Ref. [113] have not been explained so far (sim-
ilar double reentrant transitions were also observed on
the Josephson junction arrays; see Fig. 44 in Section 5.1
and the accompanying text). The R(T ) curves in strong
magnetic fields [114] resemble analogous curves for In–O
in Fig. 26, not only qualitatively, but even quantitatively.
The peak of magnetoresistance is observed in the states
on both sides of the transition point in a zero field, with a
somewhat larger amplitude in the region of the insulator
[117]: the resistance in strong fields decreased by three
orders of magnitude at a temperature of 60mK.
4.3 High-temperature superconductors
Superconductor–insulator transitions have repeatedly
been observed in all basic families of cuprate high-
temperature superconductors. The structure of high-
temperature superconductors belonging to these families
represents a stack of cuprate CuO2 planes containing mo-
bile carriers. The coupling between the planes is weak;
therefore, the high-temperature superconductors in the
normal state demonstrate, as a rule, a strong anisotropy
of conductivity. In high-temperature superconductors
there are control parameters which change the degree
of doping of the cuprate planes at zero temperature and
the probability of carrier scattering in these planes and
of tunneling between the planes. At the same time, the
systems of carriers in high-temperature superconductors
possess some specific features that are not covered with
the theoretical concepts discussed in Section 2. The aim
of this section is just to reveal and to discuss these fea-
tures.
Both the superconductivity and, apparently, the con-
ductivity proper exist in high-temperature superconduc-
tors owing to their specific atomic structure determining
the appearance of a periodic potential in which the elec-
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tron system is embedded. This potential must mainly be
retained with a change in the control parameters. There-
fore, the most common control parameter is the concen-
tration of substitutional impurities or vacancies. Figure
33a displays the curves of the temperature dependence
of resistance Rab along the basal plane for samples of dif-
ferent compositions for the compound Bi2Sr2CaCu2O8+y
(abbreviated as BSCCO), in which Pr atoms substitute
for part of the Ca atoms located between the cuprate
planes: Ca→(CazPr1−z) [118]. At a critical concentra-
tion of Ca atoms, zc=0.52, a superconductor–insulator
transition occurs. An analogous effect is observed upon
the substitution of some other rare-earth atoms [119] and
Y [120, 121] for Ca. Since both the rare-earth elements
and Y are substitutional impurities in BSCCO, their sub-
stitution for Ca atoms does not change the crystal struc-
ture of the compound.
It is obvious that the conductivity is always realized
against the background of a certain disorder, which com-
monly exists as a result of a nonstoichiometry. How-
ever, the corresponding random potential must be small
in comparison with the crystal potential, which must en-
sure the retention of the initial electronic structure. In
Fig. 33a, the control parameter appears to act on the
system via a smooth change in the average parameters of
the structure rather than through a change in the level
of local disorder. The opposite limiting case is demon-
strated by the experiment conducted in Ref. [122], whose
results are given in Fig. 33b. An epitaxial YBa2Cu3O7−δ
(YBCO) film about 2000 A˚ thick was placed into a beam
of 1-MeV Ne+ ions which passed through the film, pro-
ducing defective regions in the form of cylinders with a
diameter of about 8 A˚. Small doses f˜ of irradiation led
to a reduction in the superconducting transition temper-
ature Tc and to an increase in the residual part of re-
sistance, R0(f˜), in the temperature dependence R(T ) of
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FIG. 33: a) Temperature dependence of the resistance of
Bi2Sr2(CazPr1−z)Cu2O8+y samples at various Ca concentra-
tions (indicated alongside the curves) [118]. (b) Temperature
dependence of the resistance of a YBCO film after a stepped
change in the dose of irradiation with Ne+ ions [122]. The
doses are indicated near the curves as the number of ions per
cm2.
resistance for T > Tc:
R(T ) = R0(f˜) +RT (T )
At large doses f˜ , the superconductivity disappeared, and
the resistance increased with decreasing T , according to
the Shklovsky–Efros law (100). The irradiation caused
the breakdown of the crystalline potential. Therefore,
the transition observed is, in fact, a consequence of the
destruction of the ‘living environment’ of the electron
system itself.
Let us examine the evolution of the normal and super-
conducting properties caused by a change in the chem-
ical composition using the example of La2−xSrxCuO4
(LSCO) compounds. Superconductivity in LSCO exists
if the degree of doping x lies on the interval
0.04 . x . 0.26. (107)
At the optimum degree of doping, xopt ≈ 0.16, the su-
perconducting transition temperature reaches approxi-
mately 40K [123].
With overdoping, x > xopt, the normal state is the
usual metal, in which the anisotropy of resistance changes
only a little with a change in the temperature, while in
the superconducting state the superconducting planes are
strongly coupled [124]. Therefore, the quantum phase
transition at T=0 and x belonging to the right-hand edge
of interval (107) is a 3D superconductor–normal metal
transition [125]. However, the signs of the derivatives
of the longitudinal (ρab) and transverse (ρc) resistivities
become different in the region xopt > x & 0.04: in the
direction perpendicular to the CuO2 planes, the resistiv-
ity ρc grows rapidly with decreasing temperature, while
the resistivity ρab along the layers diminishes [124, 126].
As a result, the anisotropy of resistivity at temperatures
slightly greater than the transition temperature, T ' Tc,
can exceed three orders of magnitude. With a further re-
duction in x, the derivative ∂ρ/∂T proves to be negative
in both directions, so that the nonsuperconducting state
becomes similar to a usual insulator [127, 128].
With decreasing a degree of doping x, a transformation
of the superconducting state itself occurs. The bonds
between the cuprate planes weaken strongly, so that the
planes transform into quasiindependent two-dimensional
systems, and the quantum transition at x belonging to
the left-hand edge of interval (107) is converted into a
2D superconductor–insulator transition [125, 129]. Nev-
ertheless, the arising superconducting state is global and
three-dimensional, although the process of the establish-
ment of this state can be extended over a certain tem-
perature range. In Ref. [129], which contains an analysis
of different experiments with La2−xBaxCuO4 (x=0.125),
a whole series of phase transitions was experimentally
examined in this compound with decreasing tempera-
ture. First, charge structures — stripes — appear in
the CuO2 planes and the coupling between the cuprate
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planes weakens, after which an antiferromagnetic order-
ing of magnetic moments localized on copper ions oc-
curs. Then, a 2D superconducting transition occurs in
the cuprate planes, but dissipation is retained because
of the presence of fluctuation vortices, and only with a
further decrease in temperature does a BKT transition
manifests itself, and a coherent superconducting state is
established.
If the disorder disrupts the identity of cuprate planes
which in fact become superconducting above all, then the
temperature of the appearance of the superconducting
current can depend on the direction of this current (the
‘Fridel effect’ [130, 131]). As can be seen from Fig. 34a,
the resistivity ρab becomes zero at T ≈ 18K, whereas
ρc does so only at T ≈ 10K [129]. An analogous effect
was observed in the underdoped YBCO crystal (Fig. 34b
[132]), although the anisotropy of conductivity in YBCO
is substantially less.
It is understandable from the above that the occur-
rence of quantum phase transitions in high-temperature
superconductors depends on a whole number of side fac-
tors which can change and complicate the entire picture
of the phenomenon, e.g., the strong anisotropy of the
crystal structure, the difference in the mechanisms of
electron transport along and across the cuprate planes,
the magnetic ordering of the localized spins, etc. We
shall not go deeply into this boundless region, and limit
ourselves only to brief notes concerning the influence of
the magnetic field.
By varying the chemical composition, we can make the
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FIG. 34: (a) Temperature dependence of the transverse (ρc,
left-hand scale) and longitudinal (ρab, right-hand scale) resis-
tivities of an LaBaCuO single crystal in a zero magnetic field;
the vertical scales on the left-hand and right-hand ordinate
axes differ by four orders of magnitude [129]. (b) Tempera-
ture dependence of the V12/J34 ratio, which in a YBCO single
crystal with a reduced oxygen concentration can be approx-
imately regarded as the Rab resistance along cuprate planes
(current J ‖ [ab]), and of the V13/J24 ratio, which is approx-
imately equal to Rc (current J ‖ c ⊥ [ab]), in the absence of
a magnetic field (dotted curves) and in magnetic field of 5T
(solid curves). The sample had the shape of a plate with di-
mensions of 2×1×0.05mm. The inset shows the arrangement
of the contacts (1–4) and the direction of the c-axis [132].
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superconducting transition temperature small, i.e., bring
the system to a state close to the transition in a zero
magnetic field, and then destroy superconductivity with
the aid of a magnetic field and investigate the transition
in the magnetic field as was done, for example, in ultra-
thin Bi films (see Fig. 21). When this program is realized
for the basic families of high-temperature superconduc-
tors, the families of the thus-obtained curves are visually
very similar to those given above, but an increase in the
resistance in the normal phase occurs according to a log-
arithmic rather than an activation law [133, 134].
In Sections 4.1 and 4.2, much attention was given to
the negative magnetoresistance in strong fields, which
indicates the destruction of fluctuation-related incoher-
ent Cooper pairs or the destruction of pair correla-
tions between localized carriers. Negative magnetore-
sistance in strong fields was also repeatedly observed in
high-temperature superconductors. In YBCO [135] and
BSCCO [135, 136], a negative derivative ∂ρ/∂B was ob-
served for the transverse resistivity ρc, while the in-plane
resistivity ρab remained positive or equal to zero. This is
explained apparently by the specific character of trans-
verse magnetotransport in these families. However, a
negative magnetoresistance in LSCO is also observed in
ρab. The curves (taken from Ref. [134]) in Fig. 35a are
very similar to those that were discussed above in connec-
tion with the experiments on InO and TiN. In this case,
the negative magnetoresistance is probably explained by
the destruction of fluctuation-related quasilocalized su-
perconducting pairs, which, according to Galitski and
Larkin [59], must lead to an increase in the conductivity
along two-dimensional layers. An analogous effect was
also observed in the magnetoresistance of the electronic
high-temperature superconductor Nd2−xCexCuO4. We
shall return to a semiquantitative analysis of these data
in Section 4.4.
The pair correlations of localized carriers lead to the
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emergence of a gap or, at least, to a decrease in the den-
sity of states at the Fermi level. Superconducting pair
correlations in a system of delocalized carriers simulta-
neously bring about superconductivity and the appear-
ance of a superconducting gap. Therefore, the decrease
in the density of states at the Fermi level that is caused
by a superconducting interaction but is not accompanied
by establishing superconductivity can naturally be called
the pseudogap. This term already exists, and it appeared
precisely in connection with high-temperature supercon-
ductivity. Usually, the pseudogap implies an anisotropic
rearrangement of the density of states for T > Tc, which
is caused by antiferromagnetic fluctuations, fluctuations
of charge-density waves, or by structural rearrangements
accompanied by phase separation [137]. Amorphous or
fine-crystalline materials, which were discussed in Sec-
tions 4.1 and 4.2, demonstrate the simplest isotropic vari-
ant of a pseudogap emerging only due to the random po-
tential without the participation of the periodic crystal
field. All that was said in this section relative to the
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FIG. 36: Temperature dependence of the longitudinal magne-
toresistance Rab of a two-dimensional organic superconductor
κ-(BEDT-TTF)2Cu[N(CN)2]Cl at a small pressure in a mag-
netic field perpendicular to the two-dimensional layers [140].
specific features of the high-temperature superconduc-
tors that are connected with superconductor–insulator
transitions also refers to organic superconductors. Or-
ganic crystals are usually strongly anisotropic and pos-
sess two-dimensional or even quasi one-dimensional con-
ducting structure. In these anisotropic structures, differ-
ent states of the electron system are competing, e.g., su-
perconducting states, ferro- and antiferromagnetic states,
or states with waves of charge or spin density, etc. [138].
Quite unusual sequences of phase transitions can be ob-
served in this case, for example, a transition in a zero
magnetic field to the superconducting state at a certain
temperature Tc1 with the subsequent reverse transition
for Tc2 < Tc1 to a high-resistance normal state [139]. To
isolate a pure superconductor–insulator transition under
these conditions is quite difficult. As an example, Fig. 36
depicts the evolution of the curves for the temperature-
dependent longitudinal resistance of a two-dimensional
organic superconductor κ-(BEDT-TTF)2Cu[N(CN)2]Cl
in a magnetic field. It is evident that the superconducting
state is established in a zero magnetic field only partially,
and that in strong fields no exponential increase in the
resistance occurs with decreasing temperature.
4.4 Crossover from superconductor-metal to
superconductor–insulator transitions
In Section 1.2, an algorithm was formulated that makes
it possible to distinguish between a superconductor–
insulator transition and a superconductor–normal metal
transition. According to this algorithm, it is necessary to
extrapolate the temperature dependence of the conduc-
tivity σ(T ) to T = 0 on the nonsuperconducting side;
the type of transition is determined by the sign of the
extrapolated value limσ(T → 0). Such a complex proce-
dure is required since in a three-dimensional metal near
the metal–insulator transition there is a region of ‘bad’
metal with a conductivity σ(0) smaller than the Mott
limit (see, e.g., Ref. [7]):
σ(0) =
e2
~
1
ξ
< σM ≡ e
2
~
kF .
The temperature-dependent part of the conductivity of
the ‘bad’ metal is determined by the quantum correction
and has a positive derivative ∂σ/∂T > 0, just like the
hopping conductivity in the insulator. In other words,
the sign of the derivatives ∂σ/∂T and, naturally, ∂R/∂T
changes in the depth of the metallic region for σ(0) > σM
rather than at the metal–insulator transition point.
When we discussed in the Introduction which of the
transitions, superconductor–insulator or normal metal–
insulator, occurs earlier with a change in the disorder or
electron concentration and, superimposing the appropri-
ate schematic phase diagrams (see Fig. 2), moved them
relative to one another, we did not take into account that
on the abscissa axis of the normal metal–insulator dia-
gram there is one additional characteristic point, xM, at
which σ(0) = σM. If we take this circumstance into ac-
count, then two variants should appear in the diagram in
Fig. 2a, depending on the location of the pointxM. If the
point of the quantum transition M–S is located between
the points I–M and xM, then the superconductor trans-
forms at this point into a bad metal and the derivative
∂R/∂T is negative at this point, but the resistance tends
to a finite value as T → 0. The behavior of the resis-
tance during such quantum transition is very similar to
that observed in the transitions in InO or TiN, but the in-
crease in the resistance with decreasing temperature on
the nonsuperconducting side of the transition, and the
maximum of the magnetoresistance will change by only
several percent rather than by several orders of magni-
tude. The evolution of conductivity in the amorphous
Nb–Si alloy shown in Fig. 1 corresponds to precisely such
a case. An analogous behavior of conductivity appears
to be observed in the Mo–Ge [141, 142] and Mo–Si [143,
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FIG. 37: Two variants of the phase diagram for two-
dimensional systems. Curve T ∗(x) is plotted with formula
(108); the dashed straight line T = Tmin specifies the temper-
ature range T > Tmin in which all realistic experiments are
performed; qM denotes quasimetal, and nS, nonsuperconduc-
tor (analogous diagrams for three-dimensional systems were
given in Fig. 2).
144] films, in ultrathin Ta films [145], and in the high-
temperature superconductor NdCeCuO [146–148].
Before going over to concrete examples, it is neces-
sary to make a refinement. The diagrams in Fig. 2 re-
late, strictly speaking, only to three-dimensional systems,
while all experiments [141–145] were carried out on thin
films. In the two-dimensional systems of normal nonin-
teracting electrons there is formally no metallic state at
absolute zero; at any arbitrarily small disorder, a tem-
perature decrease leads, first, to a changeover from the
logarithmic increase in the resistance to an exponential
increase at
T ∗ ≈ εF exp(−2kF l) (108)
and then to the electron localization at a temperature
T = 0. However, it is evident from formula (108) that
already at kFl ≃ 2–3 the temperature T ∗ becomes inac-
cessibly low, and in the temperature range with T > T ∗
the conductivity of a two-dimensional system is described
by the classical formula with a relatively small quantum
correction. Therefore, in two-dimensional systems ev-
erything depends on the location of the intersection of
the curve T ∗(x) and the curve of superconducting tran-
sitions Tc(x) (Fig. 37). In each experimental facility and
each laboratory, a minimum accessible temperature Tmin
exists. The unattainable region is depicted in the dia-
grams in Fig. 37 by gray. The transitions discussed in
this section are realized when the point of intersection of
the T ∗(x) and Tc(x) curves is located in the unattain-
able region (Fig. 37a); after the breakdown of supercon-
ductivity, the resistance changes logarithmically in ac-
cordance with formula (101). A real superconductor–
insulator transition occurs when the point of intersection
is located above the level of Tmin, as in the diagram shown
in Fig. 37b.
Let us illustrate the aforesaid by a concrete example.
Figure 38 displays the temperature dependence of the
resistance of amorphous ultrathin Ta films of different
thicknesses b [145]. All films with b > bc = 3.1 A˚ are
b=5.5nm
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FIG. 38: Temperature dependence of the resistance of amor-
phous ultrathin Ta films of different thicknesses [145]. The
superconducting transition temperature decreases with thick-
ness b and becomes zero at b = 3.1 nm.
superconducting. If we select Tmin ∼ 0.5 K as the lower
temperature boundary, then the resistance of the films
with a thickness ranging 3.1 > d > 2.1 nm at a tempera-
ture of down to Tmin varies logarithmically, and in a film
with d =1.9 nm there occurs a crossover to the exponen-
tial increase in the resistance. But if we decrease Tmin to
10 mK, then the interval of thicknesses of films with a log-
arithmic dependence of resistance will narrow, but hardly
disappear. A fortiori we cannot expect an exponential in-
crease in the resistance in the superconducting region at
temperatures higher than the superconducting transition
temperature. Therefore, after fixing an appropriate value
of a control parameter, we can destroy superconductivity
by a field and implement a transition to the state of a bad
metal with a negative derivative of the resistance with re-
spect to temperature, ∂R/∂T < 0. The main difference
between this state and the insulating state is a relatively
slow logarithmic increase of resistance upon a decrease in
temperature. Such an increase is observed, for instance,
in the film of the amorphous Nb0.15Si0.85 alloy [149] in a
magnetic field of 2 T, whereas a superconducting transi-
tion in a zero field occurs at Tc ≈ 0.23 mK.
When the evolution of the states takes place in ac-
cordance with the variant presented in Fig. 37b, we can
expect the appearance in the nonsuperconducting phase
of not only a negative derivative of the resistance with
respect to temperature, ∂R/∂T < 0, but also a nega-
tive magnetoresistance, ∂R/∂B < 0, in strong magnetic
fields. However, the effect should be small compared to
that observed in InO or TiN, since only a weak localiza-
tion caused by quantum corrections to the conductivity
occurs on the nonsuperconducting side of the transition.
Such negative magnetoresistance in strong fields was in-
deed observed in at least two materials: in amorphous
Mo–Si films [143, 144], and in textured Nd2−xCexCuO4
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FIG. 39: (a) Temperature dependence of the resistance of an
epitaxial Nd2−xCexCuO4 film 1000 A˚ thick [148]. (b) Part of
Fig. 39a on an enlarged scale; the negative derivative of the
resistance with respect to temperature is seen (∂R/∂T < 0)
in the fields exceeding the critical one, as is the intersection
of the curves in the fields of 5 and 7 T. (c) R(T ) functions
calculated with formulas (48) and (109) [148].
films [146–148] (Fig. 39).
The temperature dependence of the resistance of the
latter material in different magnetic fields are given in
Fig. 39a,b. As can be seen, the uncommon behavior
of the resistance, which makes it possible to discuss
these experiments in connection with superconductor–
insulator transitions, was only observed at low temper-
atures, T ≪ Tc. This is, first and foremost, the nega-
tive derivative ∂R/∂T < 0 at low temperatures in the
fields in which the superconductivity has already been
destroyed. Figure 39b, where the low-temperature part
of these curves is given on an enlarged scale, illustrates
a second feature, namely, the intersection of the R(T )
curves in fields of 5 and 7T. At a temperature lower than
the point of intersection of these curves, the increase in
the field strength leads to a decrease in the resistance.
Since the relative changes in the resistance caused
by variations of the temperature and field strength in
Nd2−xCexCuO4 films are small, the experimental curves
can be compared with the results of theoretical calcula-
tions [59] performed within the framework of the pertur-
bation theory. The purpose of this comparison is twofold.
First, to explain to which extent the high-temperature
superconductor with a superconductivity destroyed by
a magnetic field behaves in the region of strong super-
conducting fluctuations similar to a conventional super-
conductor. The second purpose is to answer the ques-
tion of whether the superconducting fluctuations in the
dirty limit at low temperatures can, to an order of mag-
nitude, describe the observed negative magnetoresistance
and whether they are the forerunners of localization of
superconducting pairs.
The comparison was carried out in Ref. [148] for a film
in which the superconducting transition in the zero mag-
netic field occurred at Tc ≈ 12K. The conductivity was
calculated using the formula
R−1 = σ0 + δσ(B, T )− α e
2
2π~
ln(T/T˜ ), (109)
where the term δσ(B, T ) defined by formula (48) takes
into account the superconducting fluctuations, and the
last term, which is called the Aronov–Altshuler correc-
tion and which allows for electron–electron interaction in
the diffusion channel, is not connected with the super-
conducting interaction. The value of Tc0 that enters into
formula (48) and the value of the classical conductivity σ0
were taken from the experiment; the value of T˜=20K de-
termines the temperature at which the Aronov–Altshuler
correction is zero, and the coefficient α = 1/2 was se-
lected so as to obtain the agreement of the calculated
results with the experimental curve in the field of 7 T.
The resultant set of curves shown in Fig. 39c possesses
features inherent in the family of experimental curves
displayed in Fig. 39b: the curves break out into those
that are bent downward, and those that are bent upward,
whereas the magnetoresistance is negative in strong fields
at low temperatures. Notice that we obtained correct
scales of the variation of the resistance depending on the
temperature and field strength, and also the ‘correct’ re-
gion of the appearance of negative magnetoresistance.
This group of materials with the intermediate type of
transition also includes the two-dimensional supercon-
ducting electron system at the interface between two lay-
ered oxides, LaAlO3 and SrTiO3, which are both insu-
lators. The (100) surface of single-crystal SrTiO3 ter-
minated by a TiO2 layer was coated with an LaAlO3
film with a thickness of more than four unit cells [150].
The density of two-dimensional electron gas at the thus-
created interface could be changed by applying a volt-
age across the gate deposited onto the back part of the
SrTiO3 crystal.
Figure 40a displays eight curves obtained at differ-
ent gate voltages from the set of 35 curves published in
Ref. [150]. These curves demonstrate the full set of the
possible behaviors of the films, i.e., a sharp increase in
the resistance with a decrease in temperature [the flatten-
ing of the curve corresponding to the gate voltage equal
to −300V at low temperatures is explained by a size ef-
fect (see inequality (64) and Ref. [64])], a comparatively
slow logarithmic increase in δR ∝ − lnT , the emergence
of superconducting fluctuations, and, finally, the super-
conducting transition whose temperature increases with
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FIG. 40: (a) Temperature dependence of the resistance of
a two-dimensional electron gas in an LaAlO3−SrTiO3 het-
erostructure at various concentrations of the electron gas
[150]. To facilitate the comparison of these curves with the
magnetoresistance curves, the gate voltage determining the
electron concentration is indicated alongside each of them.
RQ = 2pi~/4e
2 ≈ 6.45 kΩ. (b) Magnetoresistance in the
LaAlO3−SrTiO3 heterostructure at various concentrations
of the electron gas at a temperature T = 30mK [150].
increasing two-dimensional electron density at the inter-
face.
Like in ultrathin films, the superconducting system dis-
cussed here is undoubtedly two-dimensional. This means
that the transition to the superconducting dissipationless
state in the zero field occurs in two stages: Cooper pairs
are formed at a temperature T = Tc0, but the dissipation
remains finite due to the motion of vortices, diminishing
with decreasing temperature, to the temperature of the
BKT transition, Tc < Tc0 (see Section 3.2). Although the
resistance in the vicinity of Tc is several orders of mag-
nitude less than the normal resistance RN of the film, it
remains reliably measurable. This makes it possible, by
using the formula [151]
R(T ) ∝ exp
(
bR
(T − Tc)1/2
)
, (110)
where bR depends on the difference Tc0− Tc and the dy-
namic parameters of the vortex system, to determine Tc
in each separate state and thus to find the dependence of
Tc on the control parameter, which in this case is the elec-
tron concentration n. According to formula (65) (see also
Fig. 14), this makes it possible to determine the product
zν of the critical exponents. Such a procedure, which was
followed in Ref. [150], yielded a value of zν = 2/3 for an
electron system in the heterostructure LaAlO3− SrTiO3
in the zero field:
Tc ∝ (n− nc)2/3.
The procedure described is an alternative to the one
usually utilized, in which the resistance is represented as
the function of a scaling variable (61) (see, e.g., Fig. 19a).
It would be of interest to compare the values of zν ob-
tained by these two methods. However, we are not aware
of such experiments at present.
The dependence plotted in Fig. 40b demonstrates a
negative magnetoresistance in this two-dimensional sys-
tem, which is similar to that observed in In–O [109, 110]
and Be (see Fig. 23) [99]: positive in weak fields, and
negative in strong fields, but substantially lower in mag-
nitude. Both the absolute and relative values of the nega-
tive magnetoresistance increase when moving away from
the superconducting region. In this respect, the electron
system in the LaAlO3−SrTiO3 heterostructure resembles
the ultrathin Be films.
On the other hand, the magnetoresistance of the
LaAlO3−SrTiO3 heterostructure behaves just as it does
upon the destruction of weak localization by a magnetic
field. As a result of a strong disorder and frequent events
of elastic scattering, the areas of the closed diffusion tra-
jectories are very small, which shifts the process of de-
stroying the weak localization to the strong-field region.
This inference is applied to all examples of negative mag-
netoresistance in this section.
4.5 Current–voltage characteristics and nonlinear
phenomena
A quantum superconductor–insulator transition occurs
between two opposite extremely nonlinear states of a
medium: an increase in current in a superconductor to a
certain limit does not lead to the appearance of a volt-
age, and the increase in voltage in the insulator at T = 0
does not lead to the appearance of a current until the po-
tential of the electric field creates the possibility of tran-
sitions between localized states. Let us simulate both
these states using single tunnel junctions. As a model
for the superconducting state, we take a tunnel junction
with two superconducting sides. If this junction is in the
Josephson regime, the current J through it can increase
at a zero voltage (V = 0) up to a critical value Jc; then,
the voltage moves jumpwise into a linear characteristic
J = V/R (curve S in Fig. 41). A similar junction be-
tween a normal metal and a superconductor can serve
as a model for an insulator. The existence of one su-
perconducting bank emphasizes that we are dealing with
an insulator that was formed with the participation of
a superconducting interaction. At a voltage V ≈ ∆/e,
the current through the junction, which first was equal
to zero (J = 0), also gradually moves into a linear char-
acteristic (curve I in Fig. 41).
Both characteristics are realized in the represented
form at a current (characteristic S) or voltage (charac-
teristic I) that is specified from outside. With a decrease
in the external action, a hysteresis usually arises, and
the representative point approaches the origin along the
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FIG. 41: Superconductor–superconductor (in the upper part
of the figure) and normal metal–superconductor (in the right-
hand part of the figure) tunnel junctions, and a schematic of
their zero-temperature current–voltage characteristics.
dashed line (shown in Fig. 41 by arrows). Hystereses also
arise when studying the current–voltage characteristics
of the substance in the state near the superconductor–
insulator transition, rather than the characteristics of the
junctions.
The curves S and I in Fig. 41 describe the current–
voltage characteristics of the corresponding junctions
very roughly, since many important factors are ignored
here. However, these over-simplified representations
demonstrate one important feature of the nonlinear prop-
erties of these states: if the axes J and V are inter-
changed, the curves S and I pass into one another (this
feature was already mentioned in Section 3.2).
In the physics of metals and semiconductors, the den-
sity of states on the sides of a tunnel junction is mea-
sured with the aid of differential current–voltage char-
acteristics ∂J/∂V (V ). Above, we have already consid-
ered similar experimental curves (see Figs 20 and 21). In
the superconducting junctions and materials, because of
the presence of supercurrents, it is necessary to assign
the current rather than voltage, when studying current–
voltage characteristics. Therefore, it is usually the func-
tion ∂V/∂J(J) that is measured, whose interpretation
is somewhat more complex, in spite of the above-noted
symmetry.
Figure 42a, which was taken from Ref. [152], displays
the results of measurements of the function ∂V/∂J(J) in
a TiN sample with a superconducting transition temper-
ature Tc of about 1 K and a critical field Bc of approxi-
mately 2.9 T. In the field of 1 T, a current smaller than a
certain critical value, J < Jc ≈ 0.6 µA, flows through the
sample without resistance. The current J > Jc destroys
superconductivity. As the current increases, the response
curve dV/dJ(J ), having passed through a maximum, ac-
quires a value corresponding to the resistance of the nor-
mal state, which amounts to approximately 4.6 kΩ. It
should be emphasized that the response curve dV/dJ(J )
does not relate to the density of states, and the presence
of a maximum is connected with a redistribution of cur-
rent over the section of the film, which is accompanied
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FIG. 42: Differential resistance ∂V/∂J of films near the
superconductor–insulator transition in various magnetic fields
as a function of a dc current through the film. The mea-
surement temperature was less than 0.1K. (a) TiN film 5nm
thick with a superconducting transition temperature Tc ≈ 1K
[152]; signs of hysteresis phenomena are seen in the curves at
B = 1 and 1.5 T. (b) Ta films 5 nm thick with Tc ≈ 0.67K
[154].
by a gradual decrease in the proportion of the supercur-
rent (the film width is 50µm, which is substantially more
than the London penetration depth).
With strengthening field, the width of the interval of
the superconducting currents decreases (curves at B=1.5
and 2.5 T) and in the vicinity of the critical field Bc
the minimum of dV/dJ(J ) near J = 0 transforms into
a maximum. The same transformation of the dV/dJ
curves in the vicinity of the zero current in fields of order
Bc was also observed in other materials in the neigh-
borhood of superconductor–insulator transitions, e.g., in
InO [153] and Ta [154] (Fig. 42b).
The right-hand part (J > 0) of the ∂V/∂J(J ) plots in
Fig. 42b strongly resembles the fan of the R(T ) curves
arising with a change in the magnetic field strength used
as the control parameter (cf., for example, Fig. 25). In
Ref. [153], both series of curves were obtained using
one and the same InO sample. A comparison showed
that if we make a transformation T ∝ J 0.4, then the
curves are superimposed on each other rather well. This
made it possible to explain the evolution of the current–
voltage characteristics similar to those that are shown in
Fig. 42b by an overheating of the electron system relative
to the ambient temperature, via constructing one series
of curves with the aid of calculations based on another
series.
The electron temperature Te is determined by the bal-
ance between the Joule heat V J = J 2R(Te), which is
liberated in the sample, and the energy flux Q from the
electrons to the phonons:
Q = α(T 5e − T 5) = J2R(Te), (111)
where α is the proportionality factor, the phonon temper-
ature is assumed to be equal to the ambient temperature
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FIG. 43: Differential conductivity dJ/dV of an InO film in a
magnetic field of 2T at two temperatures (indicated alongside
the curves) [155]. (b) Differential conductivity dJ/dV of a
TiN film in a magnetic field of 0.9 T [116].The difference in
the voltages at which the upward and downward jumps occur
indicates the existence of a hysteresis.
T , and the resistance is assumed to be dependent only on
Te. Using the experimentally obtained functions R(Te)
and equation (111), which implicitly assigns Te(J ), it is
possible to calculate the current–voltage characteristics
∂V/∂J as functions of the argument α−1/2J containing
α as an adjustable parameter, and to compare them with
the experimental curves.
Interest in the current–voltage characteristics near the
superconductor–insulator transition was stimulated, in
particular, by the fact that the scaling relationships for
the conductivity or for the resistance near the transition
point can be generalized by including dependence on the
electric field strength E [71]. For two-dimensional super-
conductors, the generalized expression for the resistance
is as follows [71, 141]:
R(B, T,E) = RcF
(
δx
T 1/zν
,
δx
E1/(z+1)ν
)
. (112)
(The above-considered expressions (77) and (102) are ob-
tained from expression (112) if the field strength E is
assumed to be small and fixed.) It appeared very in-
teresting to apply two independent scaling procedures to
determining two different combinations of critical expo-
nents: zν and (z + 1)ν. However, the experiments [153]
showed that an increase in the field strength E imme-
diately leads to a deviation of the electron temperature
Te from the ambient temperature T . Since it is precisely
Te that should be used in formula (112) as the tempera-
ture, it is hardly possible to investigate the dependence
of function (112) on the second argument at the constant
first argument.
Apparently, it is precisely the overheating of the elec-
tron system and the deviation of its temperature from
the ambient temperature that also explain the hystere-
sis phenomena that were observed first in InO [155] and
then in TiN [116] deep in the insulator region at very low
temperatures.
The InO sample, whose dJ/dV (V ) curves are pre-
sented in Fig. 43a, was superconducting in the zero
magnetic field, but its critical field amounted only to
0.4 T. This means that the sample was very close to
the superconductor–insulator transition (sample of type
1 according to the classification of Fig. 30a; white square
in Fig. 30b). The desired current–voltage characteristics
were recorded in a magnetic field of 2 T, i.e., deep in the
insulator region. Therefore, it is the voltage V across
the sample rather than the current J that was the regu-
lated variable here. The dJ/dV (V ) curves are strongly
temperature-dependent: at the low-temperature charac-
teristic at a voltage V ≈ 5mV, there is a jump between
the upper and lower branches; the lower branch cannot be
fixed at all, since the signal decreases by more than three
orders of magnitude. At a temperature T = 150mK,
which should be considered ‘high’ in this case, the jump
is observed no longer, although the instability and the
telegraphic noise at small V are retained.
Analogous curves were obtained for TiN (Fig. 43b) in
the sample whose representative point was also located
very close to the quantum transition point, but on the
insulator side. Its resistance in the zero field changed
according to the activation law (99) with an activation
energy T I0 = 0.25K. At a temperature of 20 mK, jumps
also occur between the two branches, and again the lower
branch of the characteristic is located below the noise
level. A hysteresis is highly visible in Fig. 43b, i.e., a
difference in the voltages at which the jumps upward and
downward occur. The position of the jumps depends on
the magnetic field applied to the sample.
It was initially assumed that the jumps indicate the
transition of the system of localized carriers to a highly
correlated state. Later on, another interpretation was
suggested by Altshuler et al. [156]. It was shown in
Ref. [156] that in the case of an exponential dependence
(99) of resistance on the temperature the deviation of the
electron temperature Te from the phonon temperature
Tph leads to an S-like current–voltage characteristic J(V )
and to a bistability. The concrete predictions made in
Ref. [156] were confirmed by measurements on InO [157].
5. RELATED SYSTEMS
5.1 Regular arrays of Josephson junctions
Formally, even a single Josephson junction is a device
in which it is possible to accomplish a superconductor–
insulator transition. Indeed, let us turn to the curve S in
Fig. 41, which schematically depicts the current–voltage
characteristic of a Josephson junction. With the flow of
a Josephson dc current J ≤ Jc through the junction,
the potential difference between the banks of the junc-
tion is equal to zero, so that a superconducting state is
realized in the junction. However, the Josephson cur-
rent can be suppressed in some way, although preserving
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the superconductivity of the banks. Then, the current–
voltage characteristic of the junction will follow curve I
in the same Fig. 41 with a current jump at a voltage
V = 2∆/e, and this can be considered to be the realiza-
tion of an insulating state.
The Josephson current can be suppressed, for exam-
ple, by changing the coupling of the junction with the
dissipative environment [21, 158] or by changing the en-
vironment itself. To do this, an experimentalist has at his
disposal a whole series of parameters, e.g., the Josephson
energy EJ and the Coulomb energy EC of the junction
itself:
EJ =
π
4
(
~/e2
Rn
)
∆, EC = e
2/2C (113)
(Rn and C are the normal resistance and the capaci-
tance of the tunnel junction, respectively), and also the
shunt resistance Rsh whereby he can simulate the exter-
nal source of dissipation. By varying these parameters,
it is possible to make a ‘nonconducting’ junction from a
‘superconducting’ junction and even to construct a phase
diagram for the states of a single junction [159].
The development of experimental methods made it
possible to create one- and two-dimensional periodic ar-
rays from identical Josephson junctions. On this basis,
there arose a separate branch of the physics of super-
conductivity, with a rich variety of physical phenomena
(see, e.g., the review [160]). We here only briefly consider
the ideas and the results that have a direct relation to
the subject of this review and are concerned only with
the systems whose properties allow comparison with the
properties of continuous films.
Let us begin with two-dimensional systems. Let us
imagine a square array with the number of cells on the
order of 200 × 50, in whose nodes the islands of an
aluminium film are located, which are connected be-
tween themselves through Josephson tunneling junctions
Al−AlOx−Al, placed in the middles of the edges of a
mesh. The typical sizes, taken from Ref. [161], are as
follows: the area of a unit cell scell ≈ 4 µm2; the area
of an island sisl ≈ 1 µm2; the area of a tunnel junction
stun ≈ 0.01 µm2, and its Coulomb energy EC, on the
order of 1 K. The arrays of another research group were
several times less in area scell of the cell and approxi-
mately the same for the values of stun and EC[162].
Special experiments showed that it is possible to ensure
that the spread in the parameters would not exceed 5%.
This array, in essence, is similar to a granular supercon-
ducting film in which all granules are strictly identical
and have an identical temperature Tc of the supercon-
ducting transition, superconducting gap ∆, number of
nearest neighbors, etc.
Figure 44a displays temperature dependence of the
normalized resistance of six such arrays of identical
size, differing in the energy ratios x=EC/EJ. The
superconductor–insulator transition demonstrated by
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FIG. 44: () Zero-field temperature dependence of the resis-
tance of six square Josephson junctions arrays consisting of
190× 60 cells each, differing in the energy ratios x = EC/EJ ,
[161]. The horizontal dashed line marks the value of universal
resistance Run = cuRQ = 16.4 kΩ, where RQ is defined by
formula (87),and the value cu = 8/pi is taken from Ref. [73];
(b) a decrease in the activation energy T I0 in the Arrhenuis law
(114) with strengthening magnetic field for a Josephson array
in an insulating state [162]. The dotted curve corresponds to
the calculated quantity 0.25EC +∆(B)
this set of curves is very similar to those that occur in
continuous films. In principle, this is rather natural, if we
take into account that the model of a granular supercon-
ductor [45] discussed in Section 2.2 is also entirely appli-
cable to Josephson junction arrays. The arrays, from the
viewpoint of this theory, are simultaneously both sim-
pler and more complex objects than a continuous gran-
ular film. The simplicity consists in the parameters of
all granules–cells being identical and measurable inde-
pendently; all nonzero constants Bi j and Ji j entering
into Hamiltonian (19) are also identical and are deter-
mined by the capacitance C and normal resistance Rn
of a junction, respectively. An additional complexity lies
in the fact that the array is a multiply connected ob-
ject and its unit cell is by no means determined only by
the parameters (113) of the junction itself; the energies
EC and EJ, on the one hand, and the areas of the cell
scell and island sisl, on the other hand, are completely
independent. The energies EC and EJ can be sufficiently
small (EC ∼ EJ . ∆), but the areas scell and sisl can
remain comparatively large. Accordingly, the theory of
transport phenomena in such arrays [163, 164] does not
reduce to the theory of granular superconductors.
We analyzed the temperature dependence of resistance
at low temperatures in two arrays which behave, judg-
ing from the temperature dependence of their resistance
shown in Fig. 44a, as insulators. It was found that this
dependence follows an activation law
R ∝ exp(T I0 /T ), T I0 = ∆+ 0, 25EC . (114)
Relation (114) for T I0 is by no means a numerical coinci-
dence. This relation was observed independently by three
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experimental groups [161, 162, 165] in different square
arrays. This means that even in arrays–insulators the
aluminium islands remain superconducting and serve as
containers for Cooper pairs. For an electron to tunnel
from one island to another, first, there should occur a
destruction of the pair, which requires an energy ∆ per
electron, and, second, there should occur a redistribu-
tion of effective charges in all tunnel capacitances (which
requires an additional energy EC/4).
In a magnetic field, the coefficient T I0 in the Arrhenius
law (114) decreases to 0.25EC; the magnetic field de-
stroys the superconductivity in aluminium islands and
makes the gap ∆ vanish (Fig. 44b). Thus, negative
magnetoresistance can exist in insulating arrays, as well.
In contrast to continuous films (e.g., InO; see Figs 27,
30), these arrays behave as insulators in strong fields, as
well, since the normal electrons, because of the Coulomb
blockade, remain localized in the islands. A similar be-
havior was also observed in granular superconductors (see
Fig. 5).
Let us now return to Fig. 44a, according to which the
critical value of the control parameter is xc ≈ 1.7. The
R(T ) curve at x near this value has additional features,
namely, the decrease in the resistivity related to the de-
velopment of a superconducting state is replaced by an
increase in the resistance by three orders of magnitude at
temperatures below 200 mK, and then, for T < 40mK,
the resistance continues decreasing. Such a behavior is
called a double reentrant transition. Double reentrant
transitions were also observed in continuous films, e.g.,
TiN [113]. However, there is no complete clarity of this is-
sue to date; it is assumed that such transitions are due to
an inhomogeneous granular structure. In this sense, the
experiments on arrays have one advantage: the structure
of arrays can be controlled much better. However, it is
unclear to which extent the double reentrant transitions
are reproducible on different arrays.
Recall that the reentrant behavior near the transi-
tion point in a granular superconductor was predicted
in Ref. [45] (see Fig. 8 and comments on it in Section 2.3
and Refs [46–48]).
The difference between the arrays and continuous films
is especially substantial in very weak magnetic fields
perpendicular to the array plane. The field is concen-
trated in the regular periodically repetitive holes of the
array. Since the holes are surrounded by superconduct-
ing rings, the magnetic flux through them is quantized,
so that an integer number of vortices passes through each
hole, each vortex containing one magnetic flux quantum
Φ0 = 2π~/2e. Therefore, for measuring the field B in the
arrays, the concept of frustration f , the average number
of magnetic flux quanta per array’s cell, is used:
f = B/WΦ0, (115)
where W is the number of cells per cm2. The character-
istic value of the field B depends on the dimensions of the
cell but, generally speaking, it is very small: the frustra-
tion f = 1 usually corresponds to a field induction B in
the range from ≈ 4G [161, 166] to ≈ 40G [162, 167].
The measurements of the transport properties of arrays
in a magnetic field [161, 162, 166, 167] showed that the
resistanceR( f ) has minima at those values of frustration
that are described by rational fractions: f = fnm = n/m,
where n and m are integers, and is periodic in f in the
sense that in the vicinity of the values f and f + 1 the
function R(f) behaves alike. Figure 45 presents, as an
example, R(f) isotherms for two temperatures, 0.08 and
0.18 K, on a square Josephson junction array (x = 0.9,
i.e., x < xc). It is seen that the array resides in the su-
perconducting state not only in the zero field at f = 0,
but also at f12 = 0.5, when vortices exist in each second
cell of the array. When the lattice of vortices is com-
mensurate with the lattice of holes, then the lattice of
vortices is rigidly pinned, and the magnetic field is sta-
tionary located outside of the superconducting film and
in no way influences the superconductivity of the array.
Small changes in a magnetic field disrupt the commen-
surability of the lattices and the vortices become mobile,
which leads to dissipation accompanying the flow of cur-
rent through the lattice of junctions.
The R(f) curve (see Fig. 45) also exhibits minima at
f = f13 = 1/3 and f = f23 = 2/3. Their depth depends
on the quality and number of periods of Josephson lattice
and on the temperature. Under favorable circumstances,
the resistance at these points can also reach zero. The
heights of the local maxima of the resistance also depend
on the same factors: one can see clearly from Fig. 45 that
a temperature decrease leads to their growth.
Thus, a change in the magnetic field gives rise to
a chain of phase transitions between superconducting
states at f = fnm (certainly, with sufficiently small n and
m) and insulating states in the case of the incommensu-
rability of the lattices of vortices and junctions. For this
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FIG. 45: Resistance of a Josephson junction array with a
normal resistance R = 10.5 kΩ and parameter x = 0.9 as a
function of frustration f at a temperature of 180mK (solid
curve) and 80mK (dashed curve) [166]. The arrows indicate
the critical values of the resistance Rc and frustration fc de-
termined as the coordinates of the point of intersection of the
isotherms.
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FIG. 46: (a) Schematic of a one-dimensional chain of paired
Josephson junctions with cells each containing a hole with an
area S and two Josephson junctions along the perimeter of
the hole. (b) Current–voltage characteristic of a chain with a
length of 255 cells in the superconducting state in a zero mag-
netic field at T = 50mK; Jc is the critical superconducting
current [169]. (c) Same, in a magnetic field B = 71G, i.e., in
the insulating state (the critical field of the superconductor–
insulator transition is approximately 62 G [169]); Vt is the
threshold voltage. (d) Temperature dependence of the resis-
tance of two one-dimensional chains of paired Josephson junc-
tions of various lengths (255 cells, solid curves; and 63 cells,
dashed curves) in different magnetic fields. The field values
from bottom to top: B = 0, 27, 47, 53, 57, 60, 62, and 64 G
[169].
to occur, magnetic fields are required that are several
thousand times weaker than those that cause analogous
chains of transitions under the conditions of the quantum
Hall effect (see, e.g., the review [7]).
It is easily seen that the picture represented strongly
provokes the introduction of the idea of the vortex–
electron pair duality: the vortices are localized at f =
fnm and the pairs ensure superconductivity; the pairs
exist for sure in the insulating state and are localized for
sure in the islands. It only remains to suppose that the
vortices can be superconducting and that the transition
to the insulating state is certainly caused by their delo-
calization. The duality, however, implies that the vortex
system allows a representation in the form of a gas of
quasiparticles. It should be noted that the array gives
more grounds for such representation than a continuous
film. When moving in the film, a vortex is always in the
dissipative medium, while moving over an array, it mostly
exists outside of the film (see, in particular, Ref. [168] in
which for arrays of a special form it was possible to derive
a dual transformation exactly).
Naturally, the same technique makes it possible to
prepare one-dimensional arrays of Josephson junctions.
Transitions in such systems were studied in Ref. [169].
The sample depicted in Fig. 46a has the form of a strip
consisting of aluminium islands, each connected with its
neighbors to the left and to the right through two par-
allel tunnel junctions Al/Al2O3/Al. These two junctions
implement a Josephson coupling between the adjacent el-
ements of the one-dimensional system. In this case, the
effective Coulomb binding energy EC = e
2/2C is deter-
mined by the total capacitance of two parallel junctions,
and the effective Josephson energy EJ can be varied using
a magnetic field, since it depends on the magnetic flux
BS passing through a hole with an area S = 0.12 µm2,
along whose perimeter the junctions are located:
EJ = EJ0| cos(πBS/Φ0)|,
Φ0 = 2π~/2e = 20.7 Gµ
2.
(116)
The theoretical model describing this system is discussed
in detail in the review [65] as the simplest example of a
quantum phase transition.
In Ref. [169], three identical chains of different lengths
(containing 255, 127, and 63 junctions) were measured.
Figures 46b and 46c display the current–voltage char-
acteristics of the longest chain. In the zero magnetic
field, the superconducting current Jc reaches approxi-
mately 0.8µA (Fig. 46b). Jc diminishes with strength-
ening field, to become zero at a field of about 62 G.
Then, the current–voltage characteristic changes radi-
cally: a section with J(V ) = 0 (|V | < Vt) appears in
it (Fig. 46c). The threshold voltage Vt increases with
strengthening field, reaching a maximum at B = 86G.
This is that induction of the field at which, according to
formula (116), the energy EJ becomes zero.
Figure 46d displays the temperature dependence of
the resistance of two chains of different lengths in mag-
netic fields that include the field of the superconductor–
insulator transition. All the curves referring to the short
chain flatten out at low temperatures:
R(T ) ≈ const T < Tshort,
where Tshort decreases gradually from 0.3 K at B = 0 to
0.15 K at B = 64G. This should be expected according
to the scaling hypothesis, since the argument of the arbi-
trary function in Eqn (63) for L < Lϕ is ξ/L rather than
ξ/Lϕ, and ξ is temperature-independent in the case of
one-parametric scaling. On the contrary, the resistance
increases in the long chain at the lowest temperatures
and in the fields B & 60G. This means that inequal-
ity (64) for the long chain at temperatures down to the
lowest ones used in measurements was fulfilled, at least,
on the insulator side. The last limitation is connected
with the fact that on the superconducting side the R(T )
curves for the long chain also come to a constant level for
T < Tlong. However, Tlong < Tshort in all the fields.
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5.2 Superconductor–insulator type transitions in an
atomic trap
The terminology used in the consideration of quantum
phase transitions recently appeared in atomic physics in
connection with experiments on the Bose condensation
of a gas of ultracold atoms. The authors of Ref. [170]
discussed the possibility of establishing conditions for
atoms, which resemble those under which electrons exist
in solids and which lead to quantum phase transitions.
Soon after, this experiment was realized in Ref. [171].
The rarefied gas of 87Rb atoms was subjected to laser
cooling and placed into a magnetic trap in which the
atoms were retained because of the presence of a mag-
netic moment in them. The total number of bosonic
atoms in the trap, N ≈ 2 · 105, was much fewer than
that in 1 µm3 of the substance, but it was sufficient for
the statistical laws to be applicable to them. A three-
dimensional crystal lattice was imitated with the aid of
three standing linearly polarized optical waves with a
wavelength λ ≈ 852 nm that were orthogonal to each
other and had mutually orthogonal polarizations. The
neutral atoms in the field of an electromagnetic wave ac-
quire an electric dipole moment proportional to the field
strength. The force acting on the atom is determined by
the product of the dipole moment by the field gradient.
The potential for the atoms, which is proportional to the
sum of the intensities of all three waves, takes the form
of the potential of a simple cubic lattice:
U(x, y, z) = U0
(
sin2(kx) + sin2(ky) + sin2(kz)
)
, (117)
with k = 2π/λ; U0 is the depth of the potential well in
one standing wave of the laser field. This depth can be
varied by changing the intensity of the laser waves. It
can be conveniently characterized by comparing it with
the kinetic energy Ek = ~
2k 2/2m of an atom, which is
assigned by the laser wavelength λ and by the atomic
mass m. In the experiment under consideration, the well
depths could be changed from zero to 22Ek. On the
whole, the trap contained about 150,000 sites with an
average number of atoms of approximately 2.5 per site in
the center of the trap.
Since the potential for the bosonic atoms, created by
standing laser waves, does not contain disorder, the sys-
tem designed in Ref. [171] corresponds to the model of
bosons on a lattice of sites [55], which was discussed in
Section 2.4. The corresponding phase diagram is given
in Fig. 9a. The growth of the hopping frequency J oc-
curs with a decrease in the well depth of the periodic
potential (117). According to the predictions of the the-
ory [55], at small J , i.e., at a large amplitude U0 of the
periodic potential, all bosons are localized in the wells
and together form a Mott insulator; as U0 decreases to
a critical value, the bosons are delocalized and pass into
the Bose condensate.
For determining the degree of the coherence of atomic
wave functions, a testing laser was utilized. In order to
eliminate the influence of the structure-forming periodic
potential, it was sharply switched off, so that the atomic
wave functions began to evolve in the free space. Since
the temperature was very low and the kinetic energy of
the atoms was very small, the evolution proved to be
comparatively slow, and it was possible to fix the inter-
ference pattern that appeared as a result of diffraction of
the laser beam by the atomic system with that degree of
coherence of wave functions that was formed against the
background of the periodic potential.
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FIG. 47: . Diffraction of a testing laser beam in a system
of ultracold 87Rb atoms depending on the amplitude of the
periodic potential created by standing laser waves; the wave
amplitude is indicated in the upper left-hand corner of each
pattern [171].
The results of measurements are represented in eight
interference patterns (Fig. 47); the amplitude U0 of a
periodic potential in which the pattern was formed is in-
dicated in Ek units in the upper left-hand corner of each
pattern. In the absence of a periodic potential (U0 = 0),
the interference pattern is a result of the diffraction of
the laser beam by the unstructured Bose condensate. As
long as the amplitude of the periodic potential is small,
[U0 = (3−10)Ek], all bosonic atoms remain delocalized,
but the Bose condensate formed of them exhibits a spatial
density modulation. Since the totality of all the atoms
comes forward as a single quantum object, the relaxation
of the system after switching off the external periodic
potential occurs slowly. Therefore, the modulation pic-
ture takes the form of a usual Laue diffraction pattern,
and the intensity of the side interference maxima grows
with increasing amplitude of the periodic potential. In
this case, the representative point is located in the phase
diagram in Fig. 9a sufficiently far to the right, in the
region of superfluidity. According to the notation used
in Ref. [55], the system is superfluid. However, when the
minima of the periodic potential become sufficiently deep
(U0 & 13Ek), there occurs a localization of the bosonic
atoms: the representative point in the phase diagram of
Fig. 9a approaches the ordinate axis. The wave functions
of the localized bosons are incoherent, and the system
rapidly relaxes after switching off the potential. There-
fore, the interference structure fades, giving way to the
incoherent background [U0 = (14−20)Ek].
It is thus far unclear what problems, besides mere
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demonstration, can be solved with the conducting of such
experiments, but for sure the further development of this
avenue will not be long delayed. In any case, experiments
have already appeared with ultracold atoms, in which a
disorder-tuned Anderson transition is investigated [172,
173].
CONCLUDING DISCUSSION
In this review, we attempted to describe and to
compare different theoretical approaches to the issue
of superconductor–insulator transitions, conclusions and
predictions within the frameworks of different models,
and also to enumerate and to systematize experimental
facts. In this section, we shall try to summarize avail-
able data, by refining the statement of the problem and
formulating what may be considered solidly established
and what requires additional study. Here, we also de-
scribe some comparatively new results which can play a
key role in further studies.
6.1 Scenarios of the transition
There is no doubt that the very existence of a quantum
superconductor–insulator transition has been established
for sure and that, together with the characteristics of the
material (such as the film thickness, disorder, charge-
carrier concentration), a magnetic field can also play the
role of a control parameter. The question is rather why
the transitions in various materials occur in different sce-
narios and what factors determine which of the scenarios
is realized.
In the Introduction we have already discussed the di-
vision of the transitions into two basic types, fermionic
and bosonic, depending on what occurs at the transi-
tion point: whether the modulus of the order param-
eter becomes zero or the amplitude of the fluctuations
of its phase reaches a critical value. The critical values
of the conductance examined experimentally in the two-
dimensional case, which are on the order of 10 kΩ, cannot
apparently help in the selection of a scenario. The values
(87) obtained through calculations within the framework
of the bosonic model, which is based on the 2e-bosons–
vortices duality [70, 73, 75], have the same order of mag-
nitude. However, the logarithmic estimate of the critical
conductance in the fermionic scenario, derived in Ref. [8]
on the base of the results obtained in Refs [11, 40]:
yc =
(
1
2π
ln(1/Tc0τ)
)2
, (118)
also gives a close value of Run if we make a reasonable
assumption that ln(1/Tc0τ) & 5.
The basic experimental evidences in favor of the
bosonic model are the negative magnetoresistance in
strong magnetic fields and the presence of a pseudo-
gap. Although the negative magnetoresistance is also
predicted [59] within the framework of the BCS scheme
with allowance for superconducting fluctuations in the
magnetic field at low temperatures T ≈ 0, the giant mag-
nitude of the magnetoresistance peak in InO, TiN, and
ultrathin Be films makes it necessary to give preference
to the explanations that proceed from the bosonic model
and to assert that, at least in these materials, on the non-
superconducting side of the transition there indeed exist
equilibrium electron pairs in localized states. The pres-
ence of a pseudogap can be established directly, primar-
ily, from the tunnel current–voltage characteristics. It
should be noted, however, that the measurements avail-
able are undoubtedly insufficient not only to perform a
classification of materials on their basis, but even to re-
liably interpret the characteristics themselves.
In order to speak about the bosonic model, it is prob-
ably not necessary that both facts be simultaneously es-
tablished experimentally, i.e., the presence of a negative
magnetoresistance, and the presence of a pseudogap. In
this respect, the experimental data on ultrathin Bi films
are demonstrative. The negative magnetoresistance in Bi
films is virtually absent. However, the current–voltage
characteristics of the tunneling contacts on Bi films ex-
hibit some specific features, namely, a finite differential
conductivity at a zero bias V , which indicates a finite
density of states inside the superconducting gap, and the
intersection of all current–voltage characteristics at one
point in the line GN = 1 upon variation of the magnetic
field, which indicates that the gap is independent of the
magnetic field [89]. These features were demonstrated
in Figs 20 and 21. In particular, when the control pa-
rameter is the magnetic field, the modulus of the order
parameter at the transition point does not, apparently,
become zero.
Giant negative magnetoresistance arises when a de-
crease in the binding energy of a pair as a result of the
paramagnetic effect leads to delocalization and even to
an insulator–metal transition, as in In−O films [108].
But if the decrease in and the switching-off of pair corre-
lations does not lead to delocalization, then its influence
on the transport can be insignificant. This effect was
demonstrated theoretically in numerical calculations by
the Monte Carlo method: at specific relationships be-
tween the parameters, the pairing strongly influences the
probability of the localization [64]. As can be seen from
Fig. 13, the Anderson localization exists only in the pres-
ence of attraction between the electrons in a certain in-
terval of values of the parameter W/t characterizing dis-
order.
Thus, In−O and amorphous Bi represent, apparently,
two different variants of a bosonic scenario. However, the
number of variants is probably not limited to these two
cases. Recall that the maximum of the peak of magne-
toresistance in In−O is located on the superconducting
50
side of the transition point in the zero field, while in Be
films, on the side of the insulator. We shall return to this
issue in Section 6.3.
Characteristically, the transitions in the majority of
the materials that were considered in this review stimu-
late the discussion of precisely the bosonic scenario. The
explanation for this can probably be perceived from the
diagram in Fig. 2a. If it is a decrease in the efficiency of
the superconductive interaction that is the main response
of the system to a change in the control parameters, then
the system will most probably go from the superconduc-
tive state to the metallic, rather than insulating, state.
Therefore, transitions in the fermionic scenario should
primarily be sought among the materials in which the
breakdown of superconductivity yields a ‘bad’ metal; the
corresponding examples were given in Section 4.4.
On the other hand, the events in both scenarios are
very similar in the immediate proximity to the transi-
tion point: the initially uniform system becomes macro-
scopically inhomogeneous according to the BCS theory
(see Sections 2.1 and 2.6); negative magnetoresistance
appears in the dirty limit (see Section 2.5), and the
Cooper pairs appear in two-dimensional superconductors
at a temperature that exceeds the transition temperature
Tc ≡ TBKT (see Section 1.5).
6.2 Role of macroscopic inhomogeneities
Initially, the theory of transitions in granular supercon-
ductors was developing separately and superconductor–
insulator transitions in granular and uniformly disor-
dered systems were considering as different phenomena.
Gradually, however, it became clear that, first, the phys-
ical properties of systems of these two types (their trans-
port properties, magnetoresistance, etc.) near the tran-
sition points are very similar, and, second, macroscopic
inhomogeneities as a certain kind of granularity sponta-
neously appear in uniformly disordered systems near the
transition point. This ‘electronic–structural instability’
can arise for two reasons: as a result of a strong disorder
[62, 63] or electron–electron interaction [44]. As in sys-
tems of normal electrons, these two principally different
factors lead to analogous consequences.
With the development of the technology of low-
temperature tunnel spectroscopy, the possibility ap-
peared of experimentally studying induced macroscopic
inhomogeneities. The authors of Ref. [174] could simul-
taneously and independently measure the resistance and
current–voltage characteristic in a TiN film 5 nm thick
with the aid of the Pt/Ir tip of a scanning tunneling mi-
croscope mounted in a dilution refrigerator. As a result
of strong disorder, the film was in a state close to the
superconductor–insulator transition: the superconduct-
ing transition in it occurred on the temperature interval
of 2–1.3 K, whereas the superconducting transition tem-
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FIG. 48: Spatial fluctuations of the superconducting gap ∆
in a TiN film [174]
perature in the bulk material is T bulkc = 4.7 K [113].
The differential conductivity of the tunnel junction,
measured at a temperature of 50 mK, has a usual form:
it reveals a superconducting gap inside which the den-
sity of states decreases to zero. However, these measure-
ments demonstrate two specific features. First, the aver-
age width of the gap, ∆˜, was approximately 265 µeV, in
contrast to the value of the gap ∆bulk = 730 µeV. The
second feature is seen from Fig. 48, which demonstrates
the result of scanning of the film surface. The supercon-
ducting state proved to be spatially inhomogeneous (see
also the earlier study [175]).
A quantitative comparison with the theory has not yet
been done, although the material in Ref. [174] for such a
comparison in fact already exists: according to this study,
the stronger the disorder, i.e., the nearer the sample to
the quantum transition point, the greater the ratio ∆˜/Tc
in it. This result, which confirms the theory developed
in Refs [44, 63], is very important even in the qualitative
form.
Notice that the electron system behaves differently
near the metal–insulator transition: the electron wave
functions become fractal [176].
6.3 Localized pairs
Although the existence of localized superconducting
pairs can at present be considered as a recognized fact,
the conditions that favor their appearance, their internal
structure, and the wave function have not virtually been
discussed.
The formation of localized pairs is favored or, on the
contrary, prevented by the statistical properties of the
random potential. Let us explain what we mean by the
example of amorphous In–O in which the strongest shift
of the state into the depth of the insulator region was
observed under the effect of a magnetic field, with the
subsequent appearance of the strongest negative mag-
netoresistance (see Fig. 28). The structural element of
this material is the In2O3 molecule inside which all va-
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lence electrons participate in the formation of covalent
bonds and, therefore, are strongly coupled. The chemical
composition of the real amorphous substance is described
by the formula In2O3−y. The fraction y/2 of structural
units has an oxygen vacancy, and two valence electrons
in the immediate neighborhood of each vacancy prove
to be weakly connected with the ion core and are easily
delocalized, leaving pairwise correlated wells in the ran-
dom potential. In the case of two other materials with
giant negative magnetoresistance (TiN and amorphous
Be), there is probably also an analogous ‘quasichemical’
influence on the structure of the random potential.
The possibility of superconducting interaction between
localized carriers is merely postulated in many theoreti-
cal models. For example, the attraction between the elec-
trons at a separate lattice site was introduced in Hamil-
tonian (51) without discussing the problem of its ori-
gin. When asking this question, it is useful to glance
at the problem of Cooper pairing due to the exchange
of phonons from another angle, by examining the transi-
tion from an insulator to a normal metal on the basis of
the wave functions of electrons in a strongly disordered
medium [177].
For the realization of a coherent electronic state, con-
dition (3) determining the minimum size (4) of a super-
conducting particle should be satisfied. In a volume with
smaller characteristic dimensions, the superconductivity
is already absent, but as long as the spacing between the
electron energy levels remains smaller than the energy
~ωD of a short-wave phonon:
δε≪ ~ωD, (119)
the superconducting interaction manifests itself in the
form of the parity effect [see formulas (5)–(7)]. This
means that with switching on a superconducting interac-
tion the phonon attraction mechanism can decrease the
energy of the pair of electrons localized at the same site
only if condition (119) is satisfied.
For a localized electron, inequality (119) can prove to
be too rigid: using formula (3) for the estimation and
expressing δε through a Bohr radius aB of the localized
state, we shall obtain a hardly feasible inequality
(g0a
3
B)
−1 ≪ ~ωD. (120)
However, Feigel’man et al. [177] pointed to the fact
that limitation (119) can be softened by the proximity to
the metal–insulator transition. Indeed, when approach-
ing the metal–insulator transition from the side of the in-
sulator, the localization length Lloc grows from aB to in-
finity. Therefore, returning to the phase diagrams shown
in Fig. 2, we can say in the language of these diagrams
that to the left of the point xI−M there is an interval of
values of the control parameter,
xL < x < xI−M, (121)
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FIG. 49: Two variants of an insulator (I)–metal (M)–
superconductor (S) phase diagram on the (x,B) plane at
T = 0. Gray regions are those in which the superconducting
interaction occurs between electrons with fractal wave func-
tions. Diagram (a) appears to be realized in InO and TiN
films, and diagram (b) in Be films.
in which the wave functions of normal electrons are lo-
calized, but nevertheless are subject to the action of su-
perconducting interaction; the left-hand edge xL of this
interval is determined by the equality δε = ~ωD.
The fractal nature of the wave functions of the localized
electrons near the metal–insulator transition can extend
this interval. The fractal dimensionality of wave func-
tions is Df < 3; according to the numerical calculations
[178], this quantity is Df = 1.30 ± 0.05 near a standard
3D Anderson transition. The fractal nature of the wave
function increases its significant dimension Lloc, preserv-
ing the volume in which the modulus squared of the wave
function differs from zero.
The mutual arrangement of superconductor–insulator
and metal–insulator transitions under a change of the
control parameter proves, thus, to be one additional es-
sential factor, besides the ‘quasichemical’ one, that is es-
sential for the formation of localized pairs. This arrange-
ment, as we know, can be different. Two of the possible
phase diagrams on the plane (x,B) at T = 0 are repre-
sented in Fig. 49. These diagrams differ in the mutual ar-
rangement of the line of the superconducting transitions
and the line of the Anderson transitions, which divide
the regions of metal (M), insulator (I), and superconduc-
tor (S). The region in which the pairing is possible but
is affected by the fractality of wave functions is marked
out with gray.
Both these phase diagrams can seemingly be realized
in practice: the diagram displayed in Fig. 49a is realized
in InO and TiN (it can easily be checked that it is pre-
cisely this diagram that is depicted in Fig. 30), while the
diagram represented in Fig. 49b applies to Be films.
Formally, the above-developed ideas about the local-
ized pairs and the negative magnetoresistance connected
with their destruction are applicable to the gray part of
region I designated in Fig. 49 as I2. However, the peak
of magnetoresistance also exists in the gray part of the
metallic region (see, e.g., the experimental data on the
magnetoresistance of InO in Fig. 29). The pairing in
this region probably occurs according to the strength-
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ened variant of superconducting fluctuations described
in Ref. [59]. Finally, an extremely interesting region Sf
exists as well. It was called in Ref. [177] the region of
fractal superconductivity. Its study is only beginning.
From the viewpoint of an experimental study of the
wave function of localized pairs, of great interest are ex-
periments [179] on ultrathin Bi films on anodized alu-
minium oxide substrates with holes of radius rhole =
23 nm, which form a periodic lattice with a period of
95 nm (Fig. 50a). The film deposited onto such a sub-
strate also had a periodic lattice of holes. The process of
film application and step-by-step testing was described
in detail in Section 4.1. For conjugating the film with
the substrate, a layer of amorphous Ge coated with an
additional Sb layer 1 nm thick was used. For a control,
a substrate without holes was placed nearby, onto which
the deposition was produced in parallel and which was
also tested after each thickening of the Bi film.
The sets of R(T ) curves for the films produced on two
substrates are very similar, both to each other and to
those that were repeatedly demonstrated above (for ex-
ample, see Fig. 18). On the thinnest (both continuous
and perforated) films, the resistance at low temperatures
changes according to the Arrhenius law (99). For an anal-
ysis, one such state was chosen (on a substrate with a lat-
tice of holes) not very distant from the transition point.
This state is insulating in the sense that the film resis-
tance grows exponentially with a decrease in the tem-
perature (Fig. 50b). However, magnetoresistance oscilla-
tions determined by frustration (115) appear in this film
in weak magnetic fields: the resistance oscillates with a
period ∆f = 1 (the concept of frustration was discussed
in detail in Section 5.1). The most probable explanation
of the frustration dependence of resistance lies in the fact
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FIG. 50: Behavior of a perforated Bi film on the nonsuper-
conducting side of a quantum phase transition: (a) periodic
lattice of holes on the substrate for a Bi film and its unit cell
shown by a rhombus; (b) temperature dependence of the film
resistance indicating that the film is in an insulating state,
and (c) temperature dependence of the addition ∆R to the
resistance of the film in the presence of a field (f = 1/2 and
f = 1) as compared to the resistance without a field [179].
that the magnetic field in the film is structured and is ex-
pelled to the holes. According to classical electrodynam-
ics, this means that persistent currents flow around the
holes, and it follows from the periodicity of oscillations
and quantization conditions (10) and (115) that these
currents are formed by electron pairs with a charge 2e.
It turns out that on the scales of rhole superconducting
currents exist, whereas on the scale of the sample di-
mension there are neither superconducting currents nor
conductivity at all.
By analogy with the Bohr radius aB of a localized elec-
tron, let us designate the attenuation length of the wave
function of an isolated localized electron pair as a2B. Be-
cause of the overlap of the wave functions of pairs, the
attenuation occurs on the scale
Lloc > a2B, (122)
which is specified by relationship (54) and is determined
by the deviation of the control parameter from the criti-
cal value (analogously, the hopping conductivity near the
metal–insulator transition is determined by the correla-
tion length Lloc rather than by aB). The experiment
performed in Ref. [179] makes it possible to estimate the
limitation from below on the attenuation length of the
wave functions of localized pairs in a concrete film at con-
crete values of the control parameters, which are given in
Fig. 50:
rhole < Lloc <∞. (123)
No theoretical explanation of this ‘local Meissner effect’
in a macroscopic insulator exists so far. In particular, it
is not clear how inequality (123) is correlated with the
penetration depth. Inequality (122) makes it possible to
qualitatively understand the nature of positive magne-
toresistance on the left-hand slope of the magnetoresis-
tance peak in In−O on the field interval
Bc > B > Bmax. (124)
We have not yet discussed this segment of the magne-
toresistance curves R(B) (see Figs 26 and 28).
It is assumed that the conductivity in the field in-
terval (124) is determined by diffusion and hoppings of
the localized pairs. Therefore, the decrease in Lloc with
strengthening field on this interval is accompanied by a
decrease in the hopping probability and by an increase
in the resistance. In this case, however, there is also an
opposite effect of the field action on Lloc: an increase in
the field strength leads to a decrease in the binding en-
ergy and a growth in a2B and, therefore, to an increase in
Lloc. The presence of two opposite effects appears to lead
to the expansion of interval (124); its right-hand edge is
determined by the field strength at which Lloc ≈ a2B, so
that the first factor is levelled off.
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6.4 Pseudogap
The concept of a pseudogap in the vicinity of
a superconductor–insulator transition was mentioned
above in Section 4.3 in connection with the localization
of electron pairs. Since this term is not commonly ac-
cepted, let us formulate a definition which will be utilized
here. We shall call the pseudogap a minimum, caused
by the superconducting interaction, in the density g(ε)
of single-particle states at the Fermi level in the system
that is not in a coherent dissipationless state. This defi-
nition, first, involves the long- and well-known minimum
g(ε) in the fluctuation regime of conventional supercon-
ductors for T > Tc [59], and, second, the entire region
of the states of a two-dimensional superconductor. In an
ideal two-dimensional superconductor in a zero magnetic
field, this is the range of temperatures (11) in which,
along with Cooper pairs, there coexist vortices causing
dissipation. The finite temperature range exists both in
the presence of disorder and in a magnetic field. This
region can be represented with the aid of Fig. 15: it is
located between two surfaces, from which the upper one
is stretched onto the dashed curves passing through the
point Tc0, and the lower one is stretched onto the solid
curves passing through the point Tc.
Formally, these involve all the cases of existence of non-
localized electron pairs in a dissipative medium with a
suppressed macroscopic coherence. A fundamentally new
possibility of the existence of a pseudogap can be due to
the effect of localized pairs on the function g(ε) or, speak-
ing more carefully, the pairing effect on fractal electron
wave functions.
Until recently, no experimental measurements of the
g(ε) function or the pseudogap in it in the vicinity
of superconductor–insulator transitions were available.
However, such studies have appeared recently owing
to the use of low-temperature scanning tunneling mi-
croscopy. The unique potentials of this technique and
at the same time the related problems are clearly seen
by the example of Ref. [180] in which TiN films were
investigated.
The measurements were carried out utilizing two TiN
films 5 nm in thickness. The resistance was measured
at each temperature in parallel with the current–voltage
characteristic. This made it possible to compare the evo-
lution of the density of states g(ε) with the resistive curve
of the transition (Fig. 51).
The results of the comparison are as follows. At the
lowest temperatures, the curve of the density of states
looks the way it usually does in superconductors: it ex-
hibits a dip to zero in the region of εF ± ∆, and two
coherent peaks on the sides. With the appearance of dis-
sipation [in the vicinity of the BKT transition (see, for
comparison, Fig. 6)], the coherent peaks disappear, and
the minimum in the vicinity of εF becomes less deep. The
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FIG. 51: Density of states near the Fermi level as a function of
temperature for two different TiN films (Gn is the normalized
differential conductivity). Transverse curves at the surfaces
correspond to Gn(V ) graphs at four temperatures relating
as 1 : 1.5 : 2 : 3. For comparison, the resistive curves of the
superconducting transitions are given for both films on the
corresponding scales [180].
Cooper pairs in this region move in a gas of vortices and
antivortices causing fluctuations of the order-parameter
phase. The binding energy of pairs does exist, and the
coherence is absent.
Then the minimum of the function g(ε) becomes
smeared, but it is retained even at comparatively high
temperatures. The problem here lies in the fact that
it is difficult to distinguish whether this minimum in-
dicates the presence of localized pairs or is caused by
superconducting interaction in the Cooper channel, i.e.,
by conventional superconducting fluctuations or even by
the Aronov–Altshuler correction [33] to g(ε) (caused by
electron–electron interaction in the diffusion channel)
which has no relation to superconductivity, at all. As is
known, this correction increases with strengthening dis-
order and transforms into a Coulomb gap at the normal
metal–insulator transition (see Fig. 31 and the related
discussion concerning the location of a virtual metal–
insulator transition in TiN).
Thus, since the superconducting transitions are broad-
ened near the quantum superconductor–insulator transi-
tion as a result of strengthening disorder, tunneling spec-
troscopy made it possible to reliably observe a ‘conven-
tional’ pseudogap in the zero magnetic field. It can be
supposed that when it is possible to combine tunneling
spectroscopy with a strong magnetic field, this will help
in revealing and isolating the effect from the localized
pairs, as well.
6.5 Scaling
The basic collection of experimental data was com-
pared with the results of scaling models for two-
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dimensional systems. The extent of agreement was dis-
cussed in detail in Sections 4.1 and 4.2 (for the successive
stages of the comparison, see the end part of Section 3.2).
To summarize the discussion, the following can be said.
No resistance Run that is universal for all the systems
exists. However, the theory, apparently, does not insist
on its existence [75]. The problem can, rather, be for-
mulated as follows: does there exist a special resistance
Rc connected precisely with the quantum phase transi-
tion or is this the same resistance RN that characterizes
the boundary state (separatrix) at a high temperature?
Some answers to this question come from the experiments
on Be, in which Rc does exist and Rc 6= RN, and the
passage from one limit to another in the temperature de-
pendence of resistance of the boundary state takes the
form of a step (see Fig. 22). On the other hand, the
separatrix in Bi everywhere has a small slope ∂R/∂T , so
that Rc ≈ RN (see Fig. 18). This can be considered as
a random coincidence, and the inclined separatrices in
the case of Al films (Fig. 19b) or In−O films (Fig. 25)
can be seen as a smooth passage from RN to Rc. Since
an inclined separatrix does not make it possible to con-
tinue the procedure of scaling with the employment of
a scaling variable, the question of Rc acquires a special
importance: if the resistance Rc is not a universal quan-
tity, it is important to understand how it depends on the
properties of the corresponding quantum boundary state
and whether it is possible to directly affect Rc.
Formally, an inclined separatrix means that one should
apply two-parametric scaling. This is especially neces-
sary if the separatrix exhibits a tendency toward an in-
crease in the slope up to infinity with decreasing tem-
perature, as in the case of TiN (see Fig. 32) or high-
temperature superconductors (see Figs 33 and 35). How-
ever, the schemes of two-parametric scaling still have not
been applied to superconductor–insulator transitions, to
the best of our knowledge.
We are grateful to S.M. Apenko, I.S. Burmistrov, A.
Gold, V.V. Lebedev, Z. Ovadyahu, N. Trivedi, M.T.
Feigel’man, A.M. Finkel’stein, A. Frydman, and D.V.
Shovkun for numerous discussions. This work was sup-
ported in part by the grants received from the Russian
Foundation for Basic Research, the RF Ministry of Edu-
cation and Science, and the A von Humboldt Foundation.
potential.
[1] C.S. Koonce, M.L. Cohen, J.F.Schooley, W.R. Hosler,
and E.R.Pfeifer, Phys. Rev. 163, 380 (1967)
[2] J.R. Waldram, Superconductivity of Metals and
Cuprates (Institute of Physics Publishing, 1996)
[3] M.R. Schafroth, Phys. Rev. 100, 463 (1955)
[4] V.M. Loktev, R.M. Quick, S.G. Sharapov, Phys. Rep.
349, 1 (2001)
[5] D.M. Eagles, Phys. Rev. 186, 456 (1969)
[6] D.J. Bishop, E.G. Spencer, and R.C. Dynes, Solid St.
Electron. 28, 735 (1985)
[7] V.F. Gantmakher, V.T. Dolgopolov, Phys. Usp. 51, 3
(2008)
[8] A.I. Larkin, Ann. Phys. (Leipzig) 8, 7-9, 794 (1999)
[9] P.W. Anderson, J. Phys. Chem. Solids, 11, 26 (1959)
[10] .. Finkel’shtein, JETP 59, 212 (1984)
[11] A.M. Finkel’stein, Physica B 197, 636 (1994)
[12] A. Frydman, Physica C 391, 189 (2003)
[13] A. Frydman, O. Naaman, and R.C. Dynes, Phys. Rev.
B 66, 052509 (2002)
[14] M.T. Tuominen, J.M. Hergenrothen, T.S. Tighe, and
M. Tinkham, Phys. Rev. Lett. 69, 1997 (1992)
[15] P. Lafarge, P. Joetz, D. Esteve, C. Urbina, and M.H.
Devoret, Phys. Rev. Lett. 70, 994 (1993)
[16] K.A. Matveev and A.I. Larkin, Phys. Rev. Lett. 78,
3749 (1997)
[17] V.J. Emery, S.A. Kivelson, Phys. Rev. Lett. 74, 3253
(1995)
[18] V.J. Emery, S.A. Kivelson, Nature 374, 434 (1995)
[19] R.C. Dynes, J.P. Carno, and J.M. Rowell, Phys. Rev.
Lett. 40, 479 (1978)
[20] C.J. Adkins, J.M.D. Thomas, and M.W. Young, J.
Phys. C 13, 3427 (1980)
[21] A. Schmid, Phys. Rev. Lett. 51, 1506 (1983)
[22] J.-J. Kim, J. Kim, and H.J. Lee, Phys. Rev. B 46, 11709
(1992)
[23] V.F. Gantmakher, V.N. Zverev, V.M. Teplinskii, G.E.
Tsydynzhapov, and O.I. Barkalov, JETP 77 513 (1993)
[24] A. Gerber, A. Milner, G. Deutscher, V. Karpovsky, and
A. Gladkikh, Phys. Rev. Lett. 78, 4277 (1997)
[25] I.S. Beloborodov and K.B. Efetov, Phys. Rev. Lett. 82,
3332 (1999)
[26] I.S. Beloborodov, K.B. Efetov, and A.I. Larkin, Phys.
Rev. B 61, 9145 (2000)
[27] V.L. Berezinskii, JETP 32, 493 (1970)
[28] J.M. Kosterlitz and D.J. Thouless, J. Phys. C: Solid
State 6, 1181 (1973)
[29] B.I. Halperin and D.R. Nelson, J. Low Temp. Phys. 36,
599 (1979)
[30] A.T. Fiory, A.F. Hebard and W.I. Glaberson, Phys.
Rev. B 28, 5075 (1983)
[31] W. L. McMillan, Phys. Rev. B 24, 2739 (1981)
[32] B.L. Al’tshuler and A.G. Aronov, JETP 50, 968 (1979)
[33] B.L. Altshuler and A.G. Aronov. Electron-electron in-
teraction in disordered conductors, in Electron-electron
Interactions in Disordered Systems (Eds.: A.L.Efros
and M.Pollak) North-Holland, 1985
[34] M. Ma and P.A. Lee, Phys. Rev. B 32, 5658 (1985)
[35] L.N. Bulaevskii and M.V. Sadovskii, J. Low Temp.
Phys. 59, 89 (1985)
[36] G. Kotliar and A. Kapitulnik, Phys. Rev. B 33, 3146
(1986)
55
[37] Yu.N. Ovchinnikov, JETP 37, 366 (1973)
[38] S. Maekava and H. Fukuyama, J. Phys. Soc. Jpn 51,
1380 (1982)
[39] H. Takada and Y. Kuroda, Solid State Commun. 41,
643 (1982)
[40] A.M. Finkel’shtein, JETP Letters 45, 46 (1987)
[41] J.M. Graybeal and M.R. Beasley, Phys. Rev. B 29, 4167
(1984)
[42] J.M. Graybeal, M.R. Beasley, and R.L. Green, Physica
B+C 126, 731 (1984)
[43] B. Spivak and F. Zhou, Phys. Rev. Lett. 74, 2800 (1995)
[44] M. A. Skvortsov and M. V. Feigel’man, Phys. Rev. Lett.
95, 057002 (2005)
[45] K.B. Efetov, JETP 51, 1015 (1980)
[46] E. S˘imanek, Phys. Rev. B 23, 5762 (1981)
[47] R. Fazio and G. Giaquinta, Phys. Rev. B 34, 4909
(1986)
[48] R.S. Fishman, Phys. Rev. B 38, 4437 (1988)
[49] Y. Imry and M. Strongin, Phys. Rev. B 24, 6353 (1981)
[50] L.L. Foldy, Phys. Rev. 124, 649 (1961)
[51] M. Kac, J.M. Luttinger, J. Mat. Phys. 14, 1626 (1973)
[52] A. Gold, Z. Phys. B – Condensed Matter 52, 1 (1983)
[53] A. Gold, Phys. Rev. A 33, 652 (1986)
[54] N.N. Bogolubov, J.Phys. USSR 11, 23 (1947)
[55] M.P.A. Fisher, P.B. Weichman, G. Grinshtein, and D.S.
Fisher, Phys. Rev. B 40, 546 (1989)
[56] L.G. Aslamazov and A.I. Larkin, Phys. Solid State 10,
875 (1968)
[57] K. Maki, Progr. Theor. Phys. 40, 193 (1968)
[58] R.S. Thomson, Phys. Rev. B 1, 327 (1970)
[59] V.M. Galitski and A.I. Larkin, Phys. Rev. B 63, 174506
(2001)
[60] A.A. Varlamov and A.I. Larkin, Theory of Fluctuations
in Superconductors, (Oxford Univ. Press, 2009)
[61] P.A. Lee and T.V. Ramakrishnan, Rev. Mod. Phys. 57,
287 (1985)
[62] A. Ghosal, M. Randeria, and N. Trivedi, Phys. Rev.
Lett. 81, 3940 (1998)
[63] A. Ghosal, M. Randeria, and N. Trivedi, Phys. Rev. B
65, 014501 (2001)
[64] B. Srinivasan, G. Beneventi, and D.L. Shepelyansky,
Phys. Rev. B 66, 172506 (2002)
[65] S.L. Sondhi, S.M. Girvin, J.P. Carini, and D. Shahar,
Rev. Mod. Phys. 69, 315 (1997)
[66] S. Sachdev, Quantum Phase Transitions (Cambridge
University Press, Cambridge 2000)
[67] S. Caprara, R. Citro, C. Di Castro, G. Stefanucci,
in Physics of Correlated Electron Systems VI, Ed. F.
Mancini, AIP, 629, 3-70, (2002)
[68] T. Schneider and J.M. Singer, Phase Transition Ap-
proach to High Temperature Superconductivity (Imperial
College Press, London, 2000)
[69] T. Schneider, A.D. Caviglia, S. Gariglio, N. Reyren, and
J.-M. Triscone, Phys. Rev. B 79, 184502 (2009)
[70] M.P.A. Fisher, G. Grinshtein, and S.M. Girvin, Phys.
Rev. Lett. 64, 587 (1990)
[71] M.P.A. Fisher, Phys. Rev. Lett. 65, 923 (1990)
[72] G. Blatter, M.V. Feigel’man, V.B. Geshkenbein, A.I.
Larkin, and V.M. Vinokur, Rev. Mod. Phys. 66, 1125
(1994)
[73] M.-C. Cha, M.P.A. Fisher, S.M. Girvin, M.Wallin, and
A.P. Young, Phys. Rev. B 44, 6883 (1991)
[74] E. Abrahams, P.W. Anderson, D.C. Licciardello, and
T.W. Ramakrishnan, Phys. Rev. Lett. 42, 673 (1979)
[75] E.S. Soerensen, M. Wallin, S.M. Girvin, and A.P.
Young, Phys. Rev. Lett. 69, 828 (1992)
[76] M.E. Fisher, Rev. Mod. Phys. 70, 653 (1998)
[77] D.J. Amid, Field Theory, Renormalization Group, and
Critical Phenomena (World Scientific, Singapore, 1984)
[78] D.A. Knyazev, O.E. Omel’yanovskii, V.M. Pudalov, and
I.S. Burmistrov, Phys. Rev. Lett. 100, 046405 (2008)
[79] A. Punnoose and A. Finkel’stein, Science 310, 289
(2005)
[80] S.Anissimova, S.V.Kravchenko, A.Punnoose,
A.Finkel’stein, and T.M.Klapwijk, Nature-Physics
3 707 (2007)
[81] M. Strongin, R.S. Thompson, O.F. Kammerer, and J.E.
Crow, Phys. Rev. B 1, 1078 (1970)
[82] B. Nease, A.M. Mack, G.C. Spalding, G. Martinez-
Arizala, and A.M. Goldman, Physica B 194-196, 2347
(1994)
[83] D.B. Haviland, Y. Liu, and A.M. Goldman, Phys. Rev.
Lett. 62, 2180 (1989)
[84] N. Marcovic´, C. Chrisiansen and A.M. Goldman, Phys.
Rev. Lett. 81, 5217 (1998)
[85] Y. Liu, D.B. Haviland, B. Nease, and A.M. Goldman,
Phys. Rev. B 47, 5931 (1993)
[86] A.M. Goldman and Y. Liu, Physica D 83, 163 (1995)
[87] J.M. Valles, Jr., R.C. Dynes, and J.P. Garno, Phys. Rev.
B 40, 6680 (1989)
[88] J.M. Valles, Jr., R.C. Dynes, and J.P. Garno, Phys. Rev.
Lett. 69, 3567 (1992)
[89] S.-Y. Hsu, J.A. Chervenak, and J.M. Valles, Jr., Phys.
Rev. Lett. 75, 132 (1995)
[90] A.A. Golubov and U. Hartmann, Phys. Rev. Lett. 72,
3602 (1995)
[91] A.A. Golubov and M.Yu. Kuprianov, J. Low Temp.
Physics 70, 83 (1988)
[92] N. Marcovic´, C. Chrisiansen, A. M. Mack, W. H. Huber,
and A.M. Goldman, Phys. Rev. B 60, 4320 (1999)
[93] P.W. Adams, P. Herron, and E.I. Meletis, Phys. Rev. B
58, R2952 (1998)
[94] E. Bielejec, J. Ruan, and Wenhao Wu, Phys. Rev. B 63,
100502 (2001)
[95] E. Bielejec and Wenhao Wu, Phys. Rev. Lett. 88,
206802 (2002)
[96] Wenhao Wu and E. Bielejec, Advanced Research
Workshop ”Meso-06”, Chernogolovka, Russia (2006),
http://meso06.itp.ac.ru/presentations/Wu.pdf
[97] V.Yu. Butko, J.F. DiTusa, and P.W. Adams, Phys. Rev.
Lett. 85, 162 (2000)
[98] V.Yu. Butko and P.W. Adams, Nature 409, 161 (2001)
[99] Wenhao Wu, AIP Conference Proceeding (LT24) 850,
995 (2006)
[100] Y.M. Xiong, A.B. Karki, D.P. Young, and P.W. Adams,
Phys. Rev. B 79, 020510 (2009)
[101] D. Shahar and Z. Ovadyahu, Phys. Rev. B 46, 10917
(1992)
[102] D. Koval and Z. Ovadyahu, Solid State Comm. 90, 783
(1994)
[103] A.F. Hebard and M.A. Paalanen, Phys. Rev. Lett. 65,
927 (1990)
[104] M.A. Paalanen, A.F. Hebard and R.R. Ruel, Phys. Rev.
Lett. 69, 1604 (1992)
[105] V.F. Gantmakher, Int. J. Modern Phys. 12, 3151 (1998)
[106] V.F. Gantmakher, M.V. Golubkov, V.T. Dolgopolov,
A.A. Shashkin, and G.E. Tsydynzhapov, JETP Lett.
56
71, 160 (2000)
[107] V.F. Gantmakher, M.V. Golubkov, V.T. Dolgopolov,
A.A. Shashkin, and G.E. Tsydynzhapov, JETP Lett.
68, 363 (1998)
[108] V.F. Gantmakher, M.V. Golubkov, V.T. Dolgopolov,
A.A. Shashkin, and G.E. Tsydynzhapov, JETP Lett.
71, 473 (2000)
[109] G. Sambandamurthy, L.W. Engel, A. Johansson, and
D. Shahar, Phys. Rev. Lett. 92, 107005 (2004)
[110] V.F. Gantmakher, M.V. Golubkov, J.G.S. Lok, and
A.K. Geim, JETP 82, 951 (1996)
[111] M.A. Steiner, N.P. Breznay, and A. Kapitulnik, Phys.
Rev. B 77, 212501 (2008)
[112] J.H. Kang and K.J. Kim, J. Appl. Phys. 86, 346 (1999)
[113] N. Hadacek, M. Sanquer, and J.-C. Villegier, Phys. Rev.
B 69, 024505 (2004)
[114] T.I. Baturina, D.R. Islamov, J. Bentner, C. Strunk,
M.R. Baklanov, and A. Satta, JETP Lett. 79, 337
(2004)
[115] V.F. Gantmakher and M.V. Golubkov, JETP Lett. 73,
131 (2001)
[116] T.I. Baturina, A.Yu. Mironov, V.M. Vinokur, M.R.
Baklanov. and C. Strunk, Phys. Rev. Lett. 99, 257003
(2007)
[117] T.I. Baturina, A. Bilusˇic´, A.Yu. Mironov, V.M. Vi-
nokur, M.R. Baklanov, and C. Strunk, Physica C 468,
316 (2008)
[118] B. Beschoten, S. Sadewasser, G. Gu¨ntherodt, and C.
Quitmann, Phys. Rev. Lett. 77, 1837 (1996)
[119] C. Quitmann, D. Andrich, C. Jarchow, M. Fleuster,
B. Beschoten, G. Gu¨ntherodt, V.V. Moshchalkov, G.
Mante, and R. Manzke, Phys. Rev. B 46, 11813 (1992)
[120] D. Mandrus, L. Forro, C. Kendziora, and L. Mihaly,
Phys. Rev. B 44, 2418 (1991)
[121] T. Tamegai, K. Koga, K. Suzuki, M. Ichihara, F. Sakai
and Y. Iye, Jpn. J. Appl. Phys, 28, L112 (1989)
[122] J.M. Valles, Jr., A.E. White, K.T Short, R.C. Dynes,
J.P.Garno, A.F.J. Levi, M. Anzlowar, and K. Baldwin,
Phys. Rev. B 39, 11599 (1989)
[123] H. Takagi, T. Ido, S. Ishibashi, M. Uota, S. Ichida, and
Y. Tokura, Phys. Rev. B 40, 2254 (1989)
[124] Y. Fukuzumi, K. Mizuhashi, K. Takenaka, and S.
Ichida, Phys. Rev. Lett 76, 684 (1996)
[125] T. Schneider, Phys. Rev. B 67, 134514 (2003)
[126] Y. Nakamura and S. Ichida, Phys. Rev. B 47, 8369
(1993)
[127] B. Ellman, H.M. Jaever, D.P. Katz, T.F.Rosenbaum,
A.S. Cooper, and G.P. Espinoza, Phys. Rev. B 39, 9012
(1989)
[128] C.Y. Chen, E.C. Branlund, C. Bae, K. Yang, M.A.
Kastner, A. Cassanho, and R.J. Birgeneau, Phys. Rev.
B 51, 3671 (1995)
[129] Q. Li, M. Hu¨cker, G.D. Gu, A.M. Tsvelik, and J.M.
Tranquada, Phys. Rev. Lett 99, 067001 (2007)
[130] J. Fridel, J. Phys. (Paris) 49, 1561 (1988)
[131] M. Dzierzawa, M. Zamora, D. Baeriswyl, and X. Bag-
noud, Phys. Rev. Lett. 77, 3897 (1996)
[132] V.N. Zverev, D.V. Shovkun, I.G. Naumenko, JETP
Lett. 68, 332 (1998)
[133] K. Segawa and Y. Ando, Phys. Rev. B 59, R3948 (1999)
[134] Y. Ando, G.S. Boebinger, A. Passner, T. Kimura, and
K. Kishio, Phys. Rev. Lett. 75, 4662 (1995)
[135] Y.F. Yan, P. Matl, J.M. Harris, and N.P. Ong, Phys.
Rev. B 52, R751 (1995)
[136] Y. Ando, G.S. Boebinger, A. Passner, N.L. Wang, C.
Geibel, and F. Steglich, Phys. Rev. Lett. 77, 2065
(1996)
[137] M.V. Sadovskii, Phys. Usp. 44, 515 (2001)
[138] T. Ishiguro, K. Yamaji, and G. Saito Organic supercon-
ductor (Springer, 2nd ed., 1998)
[139] Yu.V. Sushko, H. Ito, T. Ishiguro, S. Horiuchi, and G.
Saito, J. Phys. Soc. Jpn 62, 3372 (1993)
[140] H. Ito, T. Ishiguro, M. Kubota, and G. Saito, J. Phys.
Soc. Jpn 65, 2987 (1996)
[141] A. Yasdani and A. Kapitulnik, Phys. Rev. Lett. 74, 3037
(1995)
[142] N. Mason and A. Kapitulnik, Phys. Rev. Lett. 82, 5341
(1999)
[143] S. Okuma, T. Terashima, and N. Kokubo, Phys. Rev.
B 58, 2816 (1998)
[144] S. Okuma, S. Shinozaki, and M. Morita, Phys. Rev. B
63, 054523 (2001)
[145] Y. Qin, C.L. Vicente, and J. Yoon, Phys. Rev. B 73,
100505(R) (2006)
[146] S. Tanda, S. Ohzeki, and T. Nakayama, Phys. Rev. Lett.
69, 530 (1992)
[147] F. Ishikawa, Y. Yamasaki, T. Nishizaki, T. Fukami, T.
Aomine, S. Kubo, and M. Suzuki, Solid State Comm.
98, 139 (1996)
[148] V.F. Gantmakher, S.N. Ermolov, G.E. Tsydynzhapov,
A.A. Zhukov, and T.I. Baturina, JETP Lett. 77, 424
(2003)
[149] H. Aubin, C.A. Marrache-Kikuchi, A. Pourret, K.
Behnia, L. Berge´, L. Dumoulin, and J. Lesueur, Phys.
Rev. B 73, 094521 (2006)
[150] A.D. Caviglia, S. Gariglio, N. Reyren, D. Jaccard,
T.Schneider, M. Gabay, S. Thiel, G. Hammerl, J.
Mannhart, and J.-M. Triscone, Nature 456, 624 (2008)
[151] B.I. Galperin and D.R. Nelson, J. Low Temp. Phys. 36,
599 (1979)
[152] B. Sace´pe´, Spectroscopie Tunnel dans les Films
Minces Proches de la Transition Supraconducteur-
Isolant, Ph.D. thesis (2007)
[153] M.V. Golubkov and G.E. Tsydynzhapov, JETP Letters
71, 516 (2000)
[154] C.L. Vicente, Y. Qin, and J. Yoon, Phys. Rev. B 74,
100507(R) (2006)
[155] G. Sambandamurthy, L.V. Engel, A. Johansson, E.
Perel, and D. Shahar, Phys. Rev. Lett. 94, 017003
(2005)
[156] B.L. Altshuler, V.E. Kravtsov, I.V. Lerner, and I.L.
Aleiner, Phys. Rev. Lett. 102, 176803 (2009)
[157] M. Ovadia, B. Sace´pe´, and D. Shahar, Phys. Rev. Lett.
102, 176802 (2009)
[158] A.J. Leggett, S. Chakravarty, A.T. Dorsey, M.P.A.
Fisher, A. Garg, and W. Zwerger, Rev. Mod. Phys. 59,
1 (1987)
[159] J.S. Penttila¨, U¨. Parts, P.J. Hakonen, M.A. Paalanen,
and E.B. Sonin, Phys. Rev. Lett. 82, 1004 (1999)
[160] R. Fazio and H. van der Zant, Phys. Rep. 355, 235
(2001)
[161] H. van der Zant, W.J. Elion, L.J. Geerligs, and J.E.
Mooij, Phys. Rev. B 54, 10081 (1996)
[162] P. Delsing, C.D. Chen, D.B. Haviland, Y. Harada, and
T. Claeson, Phys. Rev. B 50, 3959 (1994)
[163] R. Fazio and G. Scho¨n, Phys. Rev. B 43, 5307 (1991)
[164] M.V. Feigel’man, S.E. Korshunov, and A.B. Pugachev,
57
JETP Letters 65, 566 (1997)
[165] T.S. Tinghe, M.T. Tuominen, J.M. Hergenrother, and
M. Tinkham, Phys. Rev. B 47, 1145 (1993)
[166] H. van der Zant, F.C. Fritschy, W.J. Elion, L.J. Geerligs,
and J.E. Mooij, Phys. Rev. Lett. 69, 2971 (1992)
[167] C.D. Chen, P. Delsing, D.B. Haviland, Y. Harada, and
T. Claeson, Phys. Rev. B 51, 15645 (1995)
[168] I.V. Protopopov and M.V. Feigel’man, JETP Letters
85, 513 (2007)
[169] E. Chow, P. Delsing, and D.B. Haviland, Phys. Rev.
Lett. 81, 204 (1998)
[170] D. Jaksch, C. Bruder, J.I. Cirac, C.W. Gardiner, and
P. Zoller, Phys. Rev. Lett. 81, 3108 (1998)
[171] M. Greiner, O. Mandel, T. Esslinger, T.W.Ha¨nsch, and
I. Bloch, Nature 415, 39 (2002)
[172] J. Billy, V. Josse, Z. Zuo, A. Bernard, B. Hambrecht,
P. Lugan, D. Cle´ment, L. Sanchez-Palencia, P. Bouyer
and A. Aspect, Nature 453, 891 (2008)
[173] G. Roati, C. D’Errico, L. Fallani, M. Fattori, C. Fort, M.
Zaccanti, G. Modugno, M. Modugno, and M. Inguscio,
Nature 453, 895 (2008)
[174] B. Sace´pe´, C. Chapelier T.I. Baturina, V.M. Vinokur,
M.R. Baklanov, and M. Sanquer, Phys. Rev. Lett. 101,
157006 (2008)
[175] W. Escoffier, C. Chapelier, N. Hadacek, and J.-C.
Ville´gier, Phys. Rev. Lett. 93, 217005 (2004)
[176] A.D. Mirlin, Phys. Rep. 326, 259 (2000)
[177] M.V. Feigelman, L.B. Ioffe, V.E. Kravtsov, and E.A.
Yuzbashyan, Phys. Rev. Lett. 98, 027001 (2007)
[178] A. Mildenberger, F. Evers, and A.D. Mirlin, Phys. Rev.
B 66, 033109 (2002)
[179] M.D. Steward Jr, A. Yin, J.M. Xu, and J.M. Valles Jr,
Science 318, 1273 (2007)
[180] B. Sace´pe´, C. Chapelier, T.I. Baturina, V.M. Vinokur,
M.R. Baklanov, and M. Sanquer, arXiv: 0906.1193
