Abstract: We use Razborov's flag algebra method [5] to show a new asymptotic lower bound for the minimal density m 4 of monochromatic K 4 's in any 2-coloring of the edges of the complete graph K n on n vertices. The hitherto best known lower bound was obtained by Giraud [2], who proved that m 4 > 1 46 , whereas the best known upper bound by Thomason [7] states that m 4 < 1 33 . We can show that m 4 > 1 35 .
Introduction
Let c n be a 2-coloring of the edges of the complete graph K n on n vertices and k t (c n ) the number of monochromatic K t 's in c n . Now we denote by m t := lim n→∞ min {k t (c n )} n t =:rt(n) (1) the asymptotic value of the minimal density of monochromatic K t 's in any 2-coloring of a complete graph. Ramsey's theorem implies that r t (n) > 0 for large enough n and since it is easily shown that r t (n) increases with n, it follows that the limit in equation (1) exists. Thus, in every simple graph G the minimal density of K t 's in G and its complement G is m t + o (1) . As an easy consequence of a result of Goodman [3] one gets m 3 = 1 4 . But this is the only known value of m t , apart from the trivial case t = 2 with m 2 = 1. In 1964, Erdös [1] conjectured that m t = 2 1−( t 2 ) . This value can be achieved by a typical random graph. In 1989, Thomason [7] disproved this conjecture by showing that m 4 < 1 33 . But it seems that his construction is not optimal either. He uses a blowup operation to construct a graph with monochromatic K 4 -density lower than 1 33 . But in the final paragraph of [8] , Thomason observes that it is possible to improve this construction by a tiny amount using a random perturbation. The only known lower bound for m 4 was given by Giraud [2] . He proved that m 4 > 1 46 . A shorter and English version of his proof can be found in [9] . We will prove in section 3 that m 4 > 1 35 . For our proof we use Razborov's flag algebra method [5] . In section 2 we will roughly explain everything we need from it to make this paper self contained. For a simple graph G of order n, we write V (G) for its set of vertices, E(G) for its set of edges and G for its complement. Thus, E(G) = E(K n )\E(G). Furthermore, let [k] := {1, 2, . . . , k}. We write vectors underlined, e.g. v = (v(1), v(2), v(3)) is a vector with three coordinates. A collection V 1 , . . . , V t of finite sets is a sunflower with center C if V i ∩ V j = C for every two distinct i, j ∈ [t].
Flag Algebras
With his theory of flag algebras, Razborov developed a very strong tool for solving some classes of problems in extremal graph theory. For our proof, we will just need a small part of his method, which can be thought of as an application of the Cauchy-Schwarz inequality in the theory of simple graphs. For a detailed study of flag algebras we refer the reader to Razborov's original paper [5] . In this section we will just define the most important ingredients for our calculation. Furthermore, we will give a short introduction into flag algebras, which is very similar to Razborov's presentation in [6] . Let G be the family of all unlabeled simple graphs considered up to isomorphism. By G ℓ we denote the set of all G ∈ G with order ℓ. A type σ of order k is a labeled graph of order k. Thus, each vertex of a type can be uniquely identified by its label. Usually, we use the elements of [k] as labels. In our proof we will deal with six types σ 0 , σ 1 , . . . , σ 5 of order 4. These are defined in Figure 1 . One denotes by 0 the unique type of order 0. Likewise one denotes by 1 the unique type of order 1. If σ is a type of order k, we define a σ-flag as a pair F = (G, θ), where G ∈ G with |V (G)| ≥ k and θ : [k] → V (G) is an injective function, such that the labelled vertices define an induced embedding of σ into G. An isomorphism between two σ-flags (G, θ) and (G ′ , θ ′ ) is an isomorphism φ between G and G ′ where φ(θ(i)) = θ ′ (i). We write F σ for the set of all σ-flags up to isomorphism. Again, we define F σ ℓ ⊆ F σ as the set of all σ-flags of order ℓ. For example, F 0 ℓ = G ℓ . If σ is a type of order k, then F σ k consists only of (σ, id). One denotes this element simply by 1 σ . By definition we know that for every type σ of order k we have F σ k+1 = 2 k . Thus following notation in [4] , for i = 0, 1, . . . , 5 and V ⊆ [4] we can denote the elements of V is the flag in which the only unlabelled vertex is connected to the set {θ(i) : i ∈ V }. Follow the notation of [5] , we write math bold face for random objects. Definition 1. (from [5] ) Fix a type σ of order k, assume that integers ℓ, ℓ 1 , . . . , ℓ t ≥ k are such that ℓ 1 + . . . + ℓ t − k(t − 1) ≤ ℓ, and F = (M, θ) ∈ F σ ℓ , F 1 ∈ F σ ℓ 1 , . . . , F t ∈ F σ ℓt are σ-flags. We define the (key) quantity p(F 1 , . . . , F t ; F ) ∈ [0, 1] as follows. Choose in V (M ) uniformely at random a sunflower (V 1 , . . . , V t ) with center im(θ) and ∀i |V i | = ℓ i . We let p(F 1 , . . . , F t ; F ) denote the probability of the event "∀i ∈ [t] F | V i is isomorphic to F i ." When t = 1, we use the notation p(F 1 , F ) instead of p(F 1 ; F ).
In the following we can identify a σ-flag F by the probability p(F,F ), whereF is an arbitrary large enough σ-flag. Thus, for example if we write 1 , we can think of it to be the normalized number of neighbours of a fixed vertex (called "1") in an arbitrary large enough graph. Or if we write , we can think of it to be the triangle-density in an arbitrary large enough graph. Remark that these examples are not formal definitions. It should just allow an easier understanding of the following definitions. Now, we build formal finite linear combinations of σ-flags. We denote the space which contains these linear combinations by RF σ . Roughly speaking, if we think of the Fdensity in a graph of sufficently large order for a flag F ∈ F σ ℓ , it seems sensible to call the subspace K σ which is generated by all elements of the form
with ℓ 1 ≤l, the subspace of "identically zero flag parameters". We want to illustrate this by an example. It can be seen by an easy double-counting argument that
For example, the edge-density in an arbitrary large enough graph can be expressed as a linear combination of induced subgraph-densities of graphs of order 3 in this graph. Thus,
Now it is natural to define A σ := RF σ /K σ as the flag algebra of the type σ. This means, we factor RF σ by the subspace K σ . In Lemma 2.4 of [5] , Razborov shows that A σ is naturally endowed with the structure of a commutative associative algebra. He defines a bilinear mapping for flags in the following way. Let σ be a type of order k. For two σ-flags
and ℓ ≥ ℓ 1 + ℓ 2 − k we define
Remark that this definition is not well defined on RF σ , but on A σ it is. The disadvantage of this definition is that this product is just asymptotically the same as the product one would expect, if we interpret the σ-flags in the above way, because
That is why flagalgebraic proofs using this product operation are only asymptotically true. Additionally, we want to remark in crude words that the function F → p(F,F ) for very largeF asymptotically corresponds to an algebra homomorphism φ ∈ Hom(A σ , R). Razborov now considers the set
and shows in Corollary 3.4 of [5] that Hom + (A σ , R) captures all asymptotically true relations in extremal combinatorics. Thus, we have seen the basic idea of flag algebras. It is useful to define for f, g ∈ A 0 that f ≥ g if ∀φ ∈ Hom
This is a partial preorder on A 0 . Now we want to turn our attention to an application of the Cauchy-Schwarz inequality in flag algebras. We define the averaging operator · σ : A σ → A 0 as follows. For a type σ of order k and F = (G, θ) ∈ F σ , let q σ (F ) be the probability that a uniformely at random chosen injective mapping θ : [k] → V (G) defines an induced embedding of σ in G and the resulting σ-flag (G, θ) is isomorphic to F . Now, we define [5] , Razborov proves that this operator can be extended linearly to A σ and he explains why it corresponds to averaging. Theorem 1. Cauchy-Schwarz inequality(from [5] , Theorem 3.14) Let f, g ∈ F σ , then f
As an example, we want to show that m 3 = 1 4 . At first, we consider the normalized number of pairs of neighbours of one fixed vertex. There are two options, either there is an edge or there is no edge between such a pair. Thus, we can express this normalized number by the following linear combination of σ-flags, which is asymptotically the same as the square of the normalized number of neighbours of the fixed vertex.
Now we want to average this normalized number for all choices of fixed vertices. Then we get 
Analogously, one can derive
Using a similar double-counting idea as in equation (2), one can see that
Now the equations (3), (4) and (5) and an application of Theorem 1 tell us that
The righthandside depends only on the edge-density , which can be minimized by taking = 1 2 . Thus, we have
On the other hand it is easy to see that m 3 ≤ 1 4 , since a typical random graph achieves We need some further notation for our calculations. For a σ-flag F = (G, θ) we define its complement F ∈ F σ as G, θ . If v is a vector of n σ-flags, then v := v(1), . . . , v(n) . Let σ be a type, then we denote by Aut(σ) its group of automorphisms (for example
Notice that these elements are Aut(σ)-invariant. 
Main Result
A lot of calculations in our proof deal with linear combinations of elements of G 6 . We have written a computer program to determine the elements of G 6 . It turns out that |G 6 | = 156. In Appendix A we give a list of the elements G i for i ∈ {0, . . . , 155} of G 6 .
Proof. At first we define some vectors g * i and matrices A i * (see Appendix B). With the help of these, the proof is given by the following inequality.
In Appendix C one can find a table which helps to verify inequality (6).
Some remarks
Most parts of the proof were done by a computer. At first we decided to work in G 6 . Then we took types of order 4. Thus, if we take products of two σ-flags on 5 vertices, where the types have order 4, then our calculus works in G 6 . The vectors g + i and g − i are chosen in such a way that we have a generating system of the corresponding invariant or antiinvariant part of A σ i . After that we used a computer program to calculate the equations which the semidefinite matrices A * i have to fulfill such that we can prove theorem 2. Finally, the determination of the matrices was simply done by a sufficiently close rational approximation to the outcome of a numerical semidefinite-program-solver. The decision to ignore some antiinvariant parts and to work with the same matrices for the complementary types belong to computer experiments.
The computational effort was low enough to try the proof in our setting (in G 6 with types of order 4) in the most general way with 11 types and thus with 22 matrices. But even then, we could not improve our lower bound of m 4 essentially (It was not possible to show 1 34.7857 ).
A. Appendix: The 156 Graphs
The following table defines the 156 graphs of G 6 .
B. Appendix: Definition of the vectors and matrices
Here we define the vectors and matrices which are needed in the proof of Theorem 2. At first, we define the vectors which belong to the invariant parts of the corresponding types.
, f
Now we define the vectors which belong to the anti-invariant parts of the corresponding types.
Furthermore, the definition of the required symmetric positive definite matrices. For an easier reading we write
In the following table the (i, j)'th element of the matrix A k * is denoted by a k * i,j . Because of the symmetry, we don't have to distinguish between a k * i,j and a k * j,i . Each row in the following table belongs to the coefficient of G i in equation (6) . 
