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ABSTRACT 
Intra Domain Mobility Management
by
Kapilkumar Kulakkunnath
Dr. Emma Regentova, Examination Committee Chair 
Assistant Professor, Department of Electrical and Computer Engineering 
University of Nevada, Las Vegas
Mobility supporting protocols are designed to provide connectivity of mobile nodes 
from any point of attachment to the Internet. Fast handoff, low signaling overhead and 
packet loss are the key factors to be addressed in designing a mobility management 
protocol. This work proposes Intra Domain Mobility Management (IDMM) protocol, 
based on micro-mobility concept. The protocol implements an efficient tracking 
mechanism for locating the mobile nodes and ensures that their movements remain 
transparent to communicating nodes. The protocol is designed with the hierarchical tree 
topology in mind that allows for low cost solution and efficient management. The 
optimized routing enables fast delivery of packets to the mobile node in the micro­
mobility domain. IDMM is implemented using Network Simulator (ns2) tools. Packet 
loss, throughput, delay in the network and traffic overhead due to location management 
are studied. The comparison with major mobility protocols such as Mobile IP and
111
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Cellular IP is done to demonstrate the performance of IDMM under high frequency of 
roaming.
IV
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CHAPTER 1
MOBILITY IN INTERNET 
Next generation of computing devices is dominated by wireless and portable 
equipment ranging from laptops to palmtop computers. It is obvious that the mobile 
computing devices will be more powerful and useful in the future. Almost all these 
devices are built to eonnect to the Internet and the World Wide Web. The power and 
usefulness of these devices will come from their ability to integrate the functionality of 
all types of communication such as Web browsing, e-mail, phone calls, information 
retrieval and even video transmissions. The future of Internet depends on the capability of 
these devices. The growth of the portable devices market is fueled by the developments 
in wireless communication devices. Mobile users have many options ranging from radio 
attachments to infrared devices to the cellular telephone network, for connecting to the 
global network.
1.1 Mobile Networks 
Mobile networks allow users to move during a communication session within 
predefined geographical limits. Some examples of mobile networks are cellular radio 
network, satellite network, Internet Protocol (IP) based mobility network, ad-hoc network 
etc. This work focuses on networks that use IP routing for supporting mobility. Typically, 
a mobile network consists of a fixed network that provides connectivity to the mobile
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
users. The base station provides the interface between the wired network and the wireless 
mobile network. Mobile devices refer to end user devices that enable the users to move 
during communication. These usually include devices such as laptops, cell phones and 
Personal Data Assistants (PDA) which are capable of connecting to the Internet. In this 
work, mobile devices are also referred to as mobile hosts or mobile nodes.
A mobile network generally supports two types of mobility: terminal and 
personal.
• Terminal mobility is one where the mobile device changes its point of attachment in 
the network. The aim here is to aid the movement of the device without disruption of 
service to the user. A variation of the terminal mobility is portability, where the 
mobile device moves and connects to a new network access point in between 
communication sessions.
• Personal mobility refers to the user moving to a different device and still remaining in 
contact.
With respect to connectivity to the Internet, the terminal mobility is considered to 
be the significant case and is addressed more widely.
The problem associated with the movement of nodes in the Internet is described 
as follows [1,2]. Internet Protocol (IP) address is a 32-bit number that uniquely identifies 
any particular node in the Internet. Each IP address is divided into two parts: net-id and 
host-id. The net-id identifies the sub-network to which a particular node is attached and 
the host-id identifies the node uniquely inside the sub-network. The IP addresses decide 
the path taken by the data that flow between any two nodes. In such a network, the 
mobile node needs to a have a fixed IP address in order to remain identifiable by other
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
nodes and to participate in data communication. On the other hand, if the address of the 
mobile node is stable, the data is always routed to the same loeation even when the 
mobile node moves. The most eommon solution for this contradiction is assigning a new 
IP address to a mobile node when it moves to a domain that is different from its 
permanent loeation.
1.2 Mobility Management 
The mobility of the devices in a network is managed using mobility-support 
protocols, otherwise called as mobility protocols. Some of the key issues in the design of 
mobility protocols are discussed in this section.
• When a mobile user moves from one location to another, the network switches the 
connection for the mobile user from the current base station to the base station that 
covers the current location. This transition sequence is called handoff. Fast handoff is 
one of the important issues in the development of mobility protocols. A number of 
design choices influence handoff performance including handoff control, buffering 
and forwarding techniques and movement detection and prediction. Data forwarding 
between an old and new access points is one of the methods used to ensure that data 
is not lost during the transition. This is ealled seamless handoff in mobile networks.
• Paging is the method by whieh the information about location of mobile nodes is 
updated periodically. Paging makes it possible to have mobile users in an “always 
eonneeted” status. The problem of paging with respeet to mobile nodes is that, this 
location tracking mechanism results in usage of bandwidth and also battery power of 
mobile nodes. Some protocols get over this by tracking the loeation of the idle nodes
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
approximately within the paging area. Idle hosts register only when they change their 
paging area.
• Security is one of the important issues in design of any communication protocol. The 
additional requirement for mobility protocols in terms of security would be to handle 
this requirement in a fast and efficient manner. Mobile hosts need to authenticate the 
handoff within the handoff time-scale. Also, the support for Authentication, 
Authorization and Account (AAA) functions has a direct influence on the practical 
applicability of the protoeol.
• Quality of Service (QoS) support for mobile protocols is important because mobile 
environments support a variety of traffic including the real-time traffic. The 
challenges for supporting this would be the provision of extra resources at each base 
station in the wireless network.
These issues are eonsidered for designing mechanisms for supporting mobility in 
networks. The ubiquitous protocol standard defined for the Internet is IP [15]. Hence for 
supporting mobility in such a network, a model based on IP which supports mobility is 
preferred. Many of the suggested protocols consider underlying IP to build the mobility 
management scheme. Mobile IP [1,2,8] is an Internet standard protoeol that enhances the 
existing IP to accommodate mobility.
1.3 Terminology
Some of the commonly used mobility terms [8] are given below. Most of these 
terms hold good for this entire work.
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• Mobile Node (MN): A  device that is capable of changing its point of attachment from 
one network or subnetwork to another, without changing its IP address.
• Home Agent (HA): A router on a mobile node’s home network that facilitates delivery 
of packets to departed mobile nodes and maintains current location information for 
each.
• Foreign Agent (FA): A router on the mobile node’s visited network that cooperates 
with the home agent to complete the delivery of packets to the mobile node when it is 
away from home.
• Home Address: An IP address that is assigned for an extended period of time to a 
mobile node. It remains unchanged regardless of where the mobile node is attached to 
the Internet.
•  Home Network: A  network having a network prefix matching that of a mobile node’s 
home address.
• Care-of-address (COA): It is the address associated with the mobile node when away 
from its home that reflects the mobile node’s current point of attachment. It serves as 
the termination point of a tunnel toward the mobile node, for packets forwarded to the 
mobile node.
• Foreign Network: Any network other than the mobile node’s home network.
• Correspondent Node (CN): A  peer with which a mobile node is communicating. This 
node may be mobile or stationary.
• Mobility Agent (MN): Either a home or a foreign agent.
• Mobility Binding: The association of a home address with a care-of-address, along 
with some parameters.
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•  Agent Advertisement: Foreign agents advertise their presence to by using a special 
message.
1.4 Mobile IP
The solution to the mobility problem, as discussed in the pervious section, 
suggests the use of two different IP addresses. Mobile IP [1,2,7,8] implements this idea 
by using a fixed home address and a care-of-address that changes at each point of 
attachment. The HA is placed at the mobile user’s local network, while the FA is placed 
on the network that the host is currently visiting. The mechanism of handling the mobility 
is discussed in detail in Chapter 2. A brief overview of the operation is given here. The 
mobility is managed by three major components in Mobile IP [7].
• Agent discovery: Every mobility agent in a mobile network advertises its presence 
using the agent advertisements. The MN after listening to the advertisement, 
determines whether it is in the home network or foreign network. If it is present in a 
foreign network, a COA is assigned to the MN.
• Registration: A MN registers when it detects that its point-of-attachment to the 
network has changed. The MN registers its COA with the HA to obtain service.
• Tunneling: Tunneling is the mechanism by which the data destined to the MN is sent 
from the HA to the FA, where the MN is currently attached.
There are some shortcomings in base Mobile IP.
• A routing inefficiency, called “triangle routing” [3] exists in Mobile IP networks. The 
packets forwarded from the CN to the MN, will first be routed to the HA of the MN
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
and then to the MN. There is a certain delay in delivery of packets to the MN because 
of this indirect routing.
• The HA has to be notified about the new COA after each handoff by the MN. The 
CNs also have to be notified in a similar manner. This introduces latency in the 
network.
1.5 Micro-mobility
In Mobile IP, the MNs have to report every movement in the foreign network to 
the HA. The resulting signaling traffic and latency introduced in the network can be 
significantly reduced by dividing the network into hierarchy of subnetworks. The 
movement of a MN within a subnetwork is referred to as intra-domain mobility or miero- 
mobility [4, II]. The approach to overcome the latency during handoff was proposed in 
the form of micro-mobility protocols. The home network in this case knows only the 
network where the MN is currently located. The movement of the MN within this 
network is managed locally. Managing the mobility locally reduces the paeket loss in the 
network, which is usually incurred due to the delay of informing the HA, after every 
handoff. Also, in the case of network that supports QoS, each time after the handoff, the 
QoS reservations have to be reworked. This would also be avoided with the micro­
mobility protocols.
Some of the existing proposals for micro-mobility protocols include Cellular IP 
[5] and Hawaii [6]. An elaborate discussion about micro-mobility protocols is taken up in 
Chapter 2.
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1.6 Research Essentials
The work proposes the use of a Host Based Routing (HBR) scheme [4] for 
managing mobility of a user within a subnetwork, which comes under a single 
administrative domain. HBR schemes for micro-mobility are eonsidered as schemes that 
deal with the handoff latency problem of Mobile IP. The use of HBR scheme provides 
the advantage of combining the location management and the routing for the MN into 
one, unlike in Mobile IP. They also have the ability to provide low latency re-routing 
when a MN moves from one EA to another within a network domain. In HBR schemes, 
the routers route packets according to tables or caches indexed based on unique host 
identifiers (e.g. their IP address). This is different from a group based routing where the 
routers route packets based on tables or caches indexed by group identifiers (e.g. IP 
address prefix and subnet mask). Hence, HBR schemes have the ability of updating 
routes precisely because the routes are host specific.
The concept of HBR is implemented on a topology specific network domain to 
develop a micro-mobility management protocol called Intra Domain Mobility 
Management (IDMM). The domain is divided into hierarchies based on a tree structure. 
The COA assigned to a MN in a foreign network is stored at all levels in the network 
hierarchy. When a MN moves into a new EA within the subnetwork, the routing 
information for the MN is updated at the router (called the crossover router [4]) which 
forms the closest intersection with the old route. This routing update information does not 
propagate beyond the crossover router, thus reducing the overhead caused in the network 
due to handoff.
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When a MN moves to a new location, the smooth handoff has to be ensured. The 
work proposes mechanisms to forward packets that are delivered at the previous COA to 
be re-directed to the MN’s current point of attachment. The scheme suggests a 
methodology that would reduce the latency incurred to forward the packets the MN’s 
new location. The routing function proposed in this work selects the optimal route to 
forward packets to the MN. The protocol uses elaborate messaging to ensure proper 
routing of packets to the destination. New message formats are developed for IDMM to 
ensure that the routes to the MNs are updated effieiently.
The performance of IDMM is analyzed using Network Simulator (ns2). IDMM is 
developed as package and incorporated into ns2. The performance of IDMM is also 
compared with two major mobility protocols namely Mobile IP and Cellular IP and the 
benefits of implementing IDMM are also studied, in this work.
This chapter introduced the idea of mobility of nodes in the Internet, along with 
the notion of problems associated with mobility. Chapter 2 explains some of the existing 
proposals for managing mobility in the Internet. Chapter 3 explains in detail the 
mechanisms implemented as part of this research work. The performance study of the 
proposal and its comparison with some existing proposals is taken up in Chapter 4. The 
conclusions derived from the research and its future directions are suggested in Chapter 
5.
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CHAPTER 2
MOBILITY MANAGEMENT PROTOCOLS 
The most widely implemented protocol for managing mobility in the Internet is 
Mobile IP. Most other proposals are based on Mobile IP. The micro-mobility protocols 
manage the local mobility and mostly, rely on Mobile IP for managing wide area 
mobility.
2.1 Mobile IP
One of the earliest protocols to support mobile users in the Internet is Mobile IP 
[1,2]. It has evolved as one of the standards for extending Internet in the wireless domain. 
Mobile IP implemented the idea of modifying the network layer (IP) to accommodate the 
mobile users. This resulted in provisions for application transparency and seamless 
roaming. Most of the protocols that were developed for supporting mobility have Mobile 
IP as their base protocol. Some of the key features of Mobile IP are discussed in the 
subsequent sections.
Mobile IP implements the mobility support in the following manner. All MNs go through 
three steps to effectively complete a communication. First, the MN determines its new 
point of attachment (discovery); after knowing the IP address of this point, it registers 
this with an agent in the home network. Lastly, it defines mechanisms for data delivery to 
its current location.
10
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n AgentHome A
Mobile N ode
Correspondent Node
Figure 2.1. Mobile IP Packet flow
2.1.1 Mobile IP Basics 
Mobile IP protoeol functionality can be divided into three important functions, 
namely agent discovery, registration and tunneling. Initially, the mobility agents advertise 
their presence in each link through which the service is provided. The MN, when away 
from the home network, receives a COA whieh enables the HA to communicate with the 
MN. The packets destined to the MN in a foreign network are tunneled to its location, 
through the HA. The basic paeket flow and delivery in a Mobile IP network is indicated 
in the Figure 2.1. It is explained as follows:
1. A packet to the MN arrives at the home network by regular IP routing.
2. The packet is tunneled by the HA to the COA.
3. Packet is de-tunneled and delivered to the MN.
4. The packets destined to the CN are delivered to their destination directly by regular IP 
routing techniques.
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Mobility agents send agent advertisements periodically. When the MN receives 
this advertisement, it determines whether it is in the home or foreign network. When the 
MN is in the foreign network, it obtains a COA by replying to the agent advertisement 
messages. This COA for the MN is registered with its HA. The packets sent to the MN’s 
home address are intercepted by the HA. The packets are tunneled to the COA of the 
MN. But, in the reverse direction, the packets are directly delivered to the destination 
using standard IP routing mechanisms.
When the MN is in a foreign domain, it detects its mobility agent using certain 
agent discovery mechanisms. Most of these mechanisms are based on the Internet 
Control Message Protocol (ICMP) Router Discovery. The FA periodically broadcasts an 
Agent Advertisement message informing the MNs in its reach about its presence. The 
MN, after receiving an advertisement, replies to the mobility agent with Agent 
Solicitation messages. The Registration Request message allows the MN to inform its 
HA about its current COA. The FA adds entry for the MN in its routing table and 
forwards this to the HA. The HA replies this message with the Registration Reply 
message and this confirms the completion of registration with the HA.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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HEADER ------------- ► HEADER
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PAYLOAD ------------- ► IP PAYLOAD
Figure 2.2. IP Encapsulation
After this, packets destined to the mobile agent are tunneled by HA to the 
destination. The HA uses the proxy Address Resolution Protocol (ARP) to intercept the 
packets for a MN registered with that HA and tunnel them to the destination. The idea of 
tunneling the packets to the MN’s destination by the HA is to protect the packet from the 
intermediate routers. The original packet is encapsulated in an outer packet with the 
destination address set to the COA of the MN. This is shown in Figure 2.2. The IP header 
in the packet represents the IP source and destination addresses, identification of the 
packet and other related fields specified in the IP packet format. The payload represents 
the data field in the packet. When this packet reaches the COA, the original packet is 
extracted from the encapsulation and delivered to the MN. The most common 
encapsulation algorithm used for tunneling is IP-within-IP encapsulation. Here, the COA 
of the MN is added as the IP destination address in the new IP header. The only field that 
is modified in the inner packet is the Time-to-Live value. This is set to 1. Since the 
movement of the packet is hidden from all the intermediate nodes between the HA and 
the FA, the logical next hop for the packet is the COA. When the packet reaches the 
COA, the Time-to-live value becomes 0. This would prevent the packet from occupying 
network resources if it does not reach its destination.
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2.1.2 Route Optimization in Mobile IP 
In Mobile IP, the packets that are destined to a MN in a foreign network, have to 
go through the HA each time and be forwarded from the HA to the final destination. For 
the data traffic between the MN and the CN, the paekets are delivered direetly to the CN 
through the FA. This results in a Triangular routing path between the source agent and 
the MN, as shown in Figure 2.3.
Encap­
sulation
Packets from CN for the 
MN through HA
Correspondent Node
Packets from MN flow  
directly to CN
Hom a Agent
Foretgn Agent
Mobile Node
Figure 2.3. Triangle Routing
Route Optimization [3] introduees the idea of providing the CN with the current 
COA of the MN, so that the CN can directly route paekets to the MN without go through
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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the HA. This results in a shorter route to the destination node when compared to the 
triangular route. This would require the MN to update the CN to inform about the its 
current binding each time the MN moves into a new FA. Updating the CN with the 
current binding of the MN is done by means of the Binding Update messages. The CN 
can also get an updated binding for the MN, by sending Binding Request messages.
R e g is te r  W ith  
HA
Internet
'  N otify  
P re v io u s  FA
R e g is te r  
W ith  FA
Home
Agent
Mobile
Node
Foreign
Agent
Previous
Foreign
Agent
Figure 2.4. Smooth Handoff
One of the problems that would occur here is that when the MN moves to a new 
FA, the packets that are delivered at the previous FA, with an out-dated binding, will be 
dropped by the previous FA. This would result in performance losses each time the MN 
moves to a new destination. The solution for this is to inform the previous FA about the
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new COA of the MN once the MN completes its registration at the new destination, as 
depicted in Figure 2.4. The previous FA will buffer the packets that are delivered to it 
after the MN moves. When the binding update for the MN reaches this previous FA, it 
tunnels all the buffered packets to the new destination. This results in better performance 
and hence smooth handoff.
Mobile IP provides sufficient support for mobility when the MN moves less 
frequently. When the MN migrates frequently, the registration process with the HA has to 
be carried out every time it moves. This would result in heavy overhead in terms of 
messages that are used to carry out registration. In order to overcome the losses and 
latency in this scenario, the concept of micro-mobility was introduced [3,4,5,10] to 
handle the frequent local mohility.
2.2 Micro-mobility concept 
When the MN migrates frequently within a network, the mobility support 
provided by Mobile IP will introduce a heavy network overhead. This is because every 
time the MN moves, a registration has to be carried out with the HA. This registration is 
done even when the MN moves to its immediate neighbor. Movement within a certain 
geographical boundaries is typical for mobile networks. Moreover, the nodes move rather 
frequently within these locations. Mobile IP becomes a poor choice for mobility support 
in these cases. The IETF (Internet Engineering Task Eorce) Mobile IP Working Group 
discussed on various proposals for managing mobility under these scenarios [18] and 
introduced the idea of micro-mobility protocols.
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Figure 2.5. Micro-mobility based Protocol
Micro-mobility protocols [4] arc designed for network environments where the 
MNs change their point of attachment frequently but within a limited area. For such a 
case, the Mobile IP protocol mechanisms meet the problem of increasing packet delivery 
time, packet loss and signaling overhead. The key idea behind the design of micro­
mobility protocols is to handle the local movement of the MNs without the interaction 
with Mobile IP, as shown in Figure 2.5. When the MN moves within a wireless access 
network, the handoffs are maintained locally within the network by the micro-mobility 
protocol. When the MN moves from one access network to another, the mobility is 
classified as global mobility and is handled with the help of Mobile IP. This results in 
reduced delay and packet loss during handoff and eliminates the need for registration of 
the MN with a HA, when these node remain within the local coverage areas. The 
elimination of this registration reduces the signaling requirements. Also, as the number of
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mobile users increase, the signaling overhead also increases. This is due to the fact that 
all the mobile users in an area have to be tracked. Location tracking can be efficiently 
implemented by classifying users based on their operational mode i.e., active or idle. The 
active nodes are generally tracked more frequently than the idle nodes. This is referred to 
as “passive connectivity”.
2.2.1 Micro-mobility Classification 
The different micro-mobility protocols can be classified based on the routing 
strategy [4,11] they implement. The basic classification is given below.
2.2.1.1 Hierarchical Mobility 
This method manages the local mobility locally and hides it from the remote HA. 
This means that the location address specified at the HA for the MN will not be the actual 
point of attachment of the MN. It will rather serve as a gateway for the MN’s current 
location. This node will store the current location of the MN in an updated local location 
database for all the MNs to which it serves as a gateway. The micro-mobility protocols in 
these cases perform the function of forwarding the packets arriving at the gateway to the 
appropriate access points of the MNs. Generally, the routers that participate in the 
mobility routing, maintain a list of MN entries. List entries are assigned timers and 
deleted after their expiration, if they are not refreshed. Each entry contains a pointer to 
the next node that is closer to the MN’s actual point of attachment. The forwarding 
mechanism reads the entry corresponding to the actual address and sends the packet to 
the subsequent node or router. In this manner the packet is routed to its actual destination.
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2.2.1.2 Hierarchical Tunneling
In this approach, the location database is maintained in a distributed form by a 
different FA in the network hierarchy. The entries in the database are created and updated 
by the registration messages from the MNs. When a packet arrives at a router or agent, it 
searches the database for the entry based on the original address. If an entry exists, the 
router forwards the packet to the corresponding entry in the list. Each FA, after receiving 
the packet, will decapsulate it, does the necessary processing and then re-encapsulates the 
packet. This packet is then forwarded to its next destination. Generally, a tree-type 
topology implements this micro-mobility protocol. When the MN moves to different 
access points, the update is done at the optimal point in the tree, thus allowing the traffic 
to be tunneled to the new point of attachment.
2.2.1.3 Mobile Specific Routing
The Hierarchical Tunneling scheme introduces some overhead in terms of the 
encapsulation and decapsulation done at each level during the packet delivery in the local 
network. The Mobile Specific Routing approach does the packet forwarding to the 
destination MN by routing it based on its home address. When the MN attaches to the 
access point, it uses the IP address of the access point as the GOA. The routes to the 
individual nodes are updated using a specific signaling mechanism. All the routes are 
host-specific. When a packet arrives at the gateway, it is decapsulated and forwarded 
based on the current location of the MN without any tunneling or address conversion. 
The MN’s home address is used for locating the route within the local network. Some 
micro-mobility protocols that implement mobile specific routing are Cellular IP and 
Hawaii.
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Sections 2.3 and 2.4 will describe some of the micro-mobility protocols in detail.
2.3 Cellular IP
Cellular IP [5] belongs to the Mobile Specific Routing class of the micro-mobility 
protocols. It provides a framework that can be scaled from small office systems to large 
area networks. Cellular IP implements a location management and searching mechanism 
that avoids tracking of idle MNs. This reduces the load on the network to a great extent. 
It uses the idea of cellular telephony i.e., idle nodes are located within a larger area and is 
exactly located only when a call originates for the node. Similarly in Cellular IP the 
location management is based on a soft-state signaling system that differentiates between 
active and passive mobile hosts without introducing connections.
The network model consists of a global Internet and the wireless access networks 
connected to the Internet by means of gateway routers. This is shown in Figure 2.6. The 
cellular IP is designed for implementation within the wireless access network domain. 
This gateway router will serve as the HA if this network is the home network for some 
MNs and it will serve as FA for visiting nodes. When a MN enters the access network, it 
registers with the home network. The HA will forward packets destined to the MN to the 
host of the access network. The host delivers the packets to the MN. As long as the MN is 
connected to the same access network, the mobility of the node is hidden from the HA. In 
the global Internet, Mobile IP supports the host mobility. Hence, the mobility between the 
access networks is taken care by the Mobile IP.
Inside the access network, the base stations emit beacon signals. These signals are 
received by the MNs and thus recognize the available base station. The MN informs the
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HA every time it enters or leaves the access network. The access network requires 
registration for the mobile hosts inside the network. Generally, this registration process 
takes lesser time when compared to the global registration. The MN obtains a COA once 
inside the access network. An entry for the node in a list is searched based on the home 
IP address.
Internet with Mobile IP
Cellular
Network
Access Network
MN MN
BS BSBS BS
Gateway
Network
Cellular
Access Network
Figure 2.6. Cellular IP Network model
When data has to be delivered to the MN, the location management mechanism 
has to track the MN in a quick and efficient manner. It also has to passively track the idle 
nodes and prevent them from overloading the network with location update messages. 
The migration frequency may vary in networks and the location tracking mechanism 
should be adaptable to the local characteristics. For example, in the case of high
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frequency migration, the location tracking mechanism may have to rely on searching for 
location of the MN when data arrives, to prevent overloading the network with location 
updates.
2.3.1 Routing and Paging 
The routing information for the MNs inside the access network is obtained on a 
hop-by-hop basis. When packets arrive at the router from a MN, it maps the incoming 
port with the IP address of the MN. This information is stored in a list and is referred to 
as mappings. These mappings are periodically updated using timers. This means that idle 
nodes should send dummy packets to refresh their mappings in these lists. This results in 
wastage or network resources. The typical solution for this would be to refresh the 
mappings of idle nodes less frequently when compared to the active nodes. Cellular IP 
solves this problem by using two parallel mapping structures. It maintains a set of 
mappings for idle nodes called the Paging Cache (PC). These mappings have a timeout 
interval comparable to the migration frequency, in the order of seconds or minutes. 
Another set of mappings, called the Routing Cache (RC) is maintained for the MNs that 
are currently receiving data. These mappings have timeout interval in the packet time 
scale. Thus PC forms a coarse location database for idle nodes that zooms in on active 
nodes through the creation of RC mappings. This arrangement allows the Cellular IP to 
accommodate large number of MNs within an access network with only a small 
percentage of them actively involved in eommunication.
When IP packet arrives at a gateway, addressed to a MN for which no up-to-date 
routing information is available, the PCs are used to find the node. The gateway generates 
a Paging packet, which contains the identifier of the MN. This packet is circulated in the
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PCs following the reverse path of a recently arrived Paging Update packet. When the MN 
receives the paging packet, the mobile host creates a control packet called a route-update 
packet and sends it to the gateway. Once the gateway receives the updated route, it 
forwards the queued IP packets to the M N’s destination.
2.3.2 Handoff
Handoff in Cellular IP is initiated by MNs. When the node approaches a new base 
station, the latter receives packets from it. The initial packets from this node will 
configure the RC mappings. But, as long as the RC mappings are valid in the base station 
of the previous point of attachment, the packets addressed to the MN will also be 
delivered from the previous base station. Thus, if the MN has the eapability of listening 
to both the base stations this leads to a soft handoff. When the path to the old base station 
times out, packets will continue to be delivered to the node at its current location via the 
new base station. If the node goes out of reach due to reasons other than handoff and 
returns before the RC timeout, the service to the node continues without any interruption. 
If the MN is receiving data during handoff, then it sends route update packets as soon as 
it arrives at the new location.
2.3.3 Control Packet Types 
Cellular IP uses three kinds of control packets: Paging update. Route update and 
Paging. All the control packets use the MN’s identifier for identification. Since this is 
available in the source or destination field of the packet, the payload can remain empty. 
The control packets are restricted within the wireless access network.
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2.3.4 Node Configuration
A Cellular IP node needs minimum configuration. A limited amount of routing 
information needs to be stored in the node. Every node must know which of its ports to 
use to route a packet to the Gateway router. This port is called the uplink port and is 
obtained from the port through which the beacon signal is received. Similarly, the node 
must know which of its ports are connected to a uplink port of another node. This port is 
named the downlink port. With little node configuration necessary, rerouting after a 
failure does not jeopardize the performance of the network.
These are some of the important features of Cellular IP Protocol. One of the other 
host-routing based micro-mobility protocols that were suggested along with Cellular IP 
was HAWAII.
2.4 HAWAII
HAWAII [6] stands for Handoff Aware Wireless Access Internet Infrastructure. It 
was developed by Lucent Technologies and proposes a separate routing protocol to 
handle intra-domain mobility. Like most of the other micro-mobile protocols, Hawaii is 
implemented within a domain and is supported by a global mobility protocol such as 
Mobile IP for wide area mobility. The routes to the destination mobile host are 
established using specialized path setup schemes that update the forwarding tables with 
host-based entries in selected routers in that domain.
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One of the key design goals for Hawaii is minimum disruption of user traffic 
during mobility. Hawaii also includes scalability, QoS and reliability into design 
consideration. Hawaii implements the idea of transparent mobility by using hierarchies in 
the network. The network is divided into domains with each domain having a gateway 
called the domain root router. All the MNs have an IP address and are attached to a 
domain. When the MNs move within the domain, they retain their original IP address. 
Outside the domain, all nodes are assigned a temporary IP address to facilitate routing. 
Packets are routed to the correct domain root router based on the subnet addressing and
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
26
once inside the domain, they are forwarded over special dynamically established paths 
using host-based routes in the routers in the domain to the MN. A typical Hawaii network 
model is shown in Figure 2.7.
When the MN moves into a new domain, it is assigned a COA (using the base 
Mobile IP protocol). If the foreign domain is Hawaii based, then the movements of the 
MN within the domain is transparent to the HA. The HA tunnels the packets destined to 
the MN to the COA and the domain router takes care of delivering the packets to the 
correct destination.
The MN uses three types of messages for path setup namely power-up, update and 
refresh. Power-up path setup messages are used for establishing the host-specifie routes 
at the domain router and intermediate nodes for the MNs when they are powered up. Path 
setup update messages are used to update the path to the MN and also to establish paths 
to the intermediate routers to ensure proper delivery of packets to the node. The path 
refresh messages are generated to prevent the entries for the MN at the base station and 
also routers from being timed-out.
2.4.1 Path Setup Schemes
When a MN powers up, its sends an update message to the current base station to 
setup a path state. The current base station receives this message and sets the outgoing 
interface to the interface on which it received the message. It also forwards the message 
to the next hop router. The final destination of the message is set to the domain root 
router. Thus all the routers in the path from the MN to the domain router have a host- 
based entry for the MN. If the MN is in a foreign domain, it will register the IP address 
with its HA.
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Hawaii defines the idea of a crossover router to identify a router level in the 
domain that has to be notified when a MN moves. The crossover router is the router 
closest to the MN that is at the intersection of two paths, one between the domain root 
router and the old base station and the second between the old base station and the new 
base station.
The path setup schemes in Hawaii can be classified into forwarding and non­
forwarding types based on the way packets are delivered to the MN during a handoff. In 
the forwarding schemes, packets are first forwarded from the old base station to the new 
one before they are diverted at the crossover router and in the non-forwarding schemes, 
they are diverted from the crossover router.
In the forwarding based scheme, once the MN reaches the new base station, it 
sends a path setup message to the old base station. This message contains the address of a 
new base station. The old base station performs a route look up and determines the next 
hop to reach the new base station. A forwarding entry for the MN’s IP address is added at 
the base station. Once the reply for the path setup message reaches the new base station, 
an acknowledgement is sent to the MN and the packets delivered at the old base station 
are redirected to the new base station.
Non-forwarding schemes are classified into two based on the type of wireless 
nodes they implement. The unicast non-forwarding (UNF) schemes are used for 
networks, where the MN is able to listen to two or more base stations for a short duration. 
The multicast non-forwarding (MNF) is used for networks where the MN is capable of 
listening to only one base station. In non-forwarding schemes, data packets are diverted 
at the crossover router to the new base station resulting in no forwarding of packets from
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the old base station. When the path update message from the MN reaches the crossover 
router, it updates the routing table with the new forwarding address of the MN. In the 
case of the MNF scheme, the packets are multicasted to both the old and new base 
stations from the crossover router for a short duration, until it receives the 
acknowledgement of the path update message from the old base station. In this case, the 
packet loss is reduced for a MN that can listen to only one base station.
With respect to the interaction with Mobile IP, as in the case of any other micro­
mobility protocol, the processing and generation of Mobile IP registration messages are 
divided into two parts: between MN and base station and between base station and HA. 
This results in reducing the number of updates to the HA and also reduces the latency 
induced due to the updates.
2.5 Other Micro-Mobility based Proposals 
There are various other proposals [II] for managing mobility within the domain 
of a wireless access networks. Some of these are discussed in the following section.
The Intra Domain Mobility Management Protocol (IDMP) [14] was proposed 
by Telcordia and University of Texas. IDMP uses paging techniques to reduce signaling 
overhead. IDMP uses a hierarchical structure with a mobility agent at the top of the 
wireless access network. This acts as the access to the MN and the Internet. The 
hierarchical structure is divided into an interconnection of several child-network FAs. 
Global and local addresses are used to manage mobility. The local address is a pointer to 
the visiting FA and changes every time the MN moves into a new child FA.
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Proactive Handoff [12] scheme was proposed by the Sun Microsystems and 
University of Illinois. This introduees the idea of FA assisted handoff. When the FA 
detects that the MN is about to perform a handoff, it sends a binding update request to the 
new FA prior to the handoff. This proposal is based on the idea that FAs can predict the 
movement of MNs using the link layer and radio specific information. When the binding 
update reaches the new base station, it forwards a handoff request to the gateway FA. 
Hence, the proactive protocol completes the handoff even before the Mobile IP 
registration starts.
Unified Hierarchical Mohility (UHM) [13] proposes an idea of interoperability 
between different types of micro-mobility protocols. The idea decomposes the mobility 
management into three components: an access protocol to specify the standard approach 
of registration between MNs and domains; a micro-mobility protocol that manages local 
mobility; a macro-mobility protocol that manages mobility between domains. The 
proposal suggests the idea of MN registration being independent of the micro-mobility 
protocol within the access domain.
This chapter gave a brief overview of the protocols that support mobility of nodes 
in a network. The features in Mobile IP make it the most suitable choice for mobility 
support in networks, especially when connecting to the Internet is an important design 
consideration. The latency and overhead created in the network by the registration 
messages in Mobile IP render it a bad choice for networks, which have MNs that 
frequently migrate. The micro-mobility concept was introduced to help overcome this 
limitation. The micro-mobility protocol works in parallel with Mobile IP, to support
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mobility in wireless networks. The local mobility of MNs are supported with the micro­
mobility protocols, while movement between wireless network domains are supported 
using Mobile IP. The combination of these forms an ideal mobility support scheme.
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CHAPTER 3
INTRA-DOMAIN MOBILITY MANAGEMENT 
The aim of this work is the design and evaluation of Intra-Domain Mobility 
Management (IDMM) mechanisms. Micro-mobility based protocols have three important 
functions: mobility detection, handoff mechanism and location management. These 
remain critical for the performance of any micro-mobile protocol. This chapter explains 
in detail the network architecture and the mechanisms implemented in IDMM to handle 
mobility efficiently.
3.1. Network Architecture 
IDMM is devised for a hierarchical tree topology network. This topology is favored 
because of the simplicity of architecture, low cost and also the ease in implementing 
administrative functionality, which includes routing. This topology is commonly used in 
radio and satellite networks. The most common approach used for supporting transparent 
mobility for MNs in wireless networks is dividing the network into hierarchies. The 
hierarchy is based on domains. Each domain has a router, called the Domain router that 
forms the gateway to the domain. Each MN has its own IP address in the home network, 
and the packets destined to the MN are routed using IP routing strategy. Inside the 
domain, the MN is reached by the paths that are setup dynamically based on the present 
location of the MN. Each domain generally covers a large number of base stations.
31
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thereby increasing the probability of the MN roaming within its home domain most of the 
time.
The domain router is connected to the global Internet providing access to the 
Internet for the nodes under it. Mobile IP supports mobility between various domains. 
When the MN moves to a foreign domain, traditional Mobile IP mechanisms are used for 
tracking the movement of the MN. If the foreign domain also supports IDMM, then MN 
is assigned a COA in the foreign domain. The packets destined to the MN are tunneled to 
this COA by the HA in the home domain. When the MN moves within the foreign 
domain connectivity is maintained by dynamically established paths. The network model 
is shown in Figure 3.1.
The network consists of access networks that provide physical connection to the 
MNs in the network. The access network consists of base stations that form the interface 
between the access routers of the network and the MNs. These base stations periodically 
emit beacon signals to allow the MNs to identify an available base station. The access 
networks have a number of requirements. Binding messages are used to setup a routable 
address (COA) for the MN, in a foreign domain. These binding procedures for the MN in 
the access network must be fast and simple in order to facilitate frequent migrations. 
Also, to accommodate a maximum number of users, the network resources used by 
individual users should not be exhaustive. This would mean that the functions such as 
maintaining location information should use minimum network resources. The area 
covered by two adjacent base stations should overlap. This is to ensure that when a MN 
moves from one base station to the other, there is no loss of connection.
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Figure 3.1 Network Model
The next level consists of network agents (home and foreign), with which the 
MNs register in order to communicate with the network. The agents act like regular 
routers with the additional responsibility of forming the interface with the MN. These 
agents are connected to the routers at the next higher level of the hierarchy, which are the 
sub-domain routers. There may be more than one level of agents under the sub-domain 
routers forming a hierarchy of routers. The router immediately above the sub-domain 
routers forms the administrative control of the entire sub-network beneath. The nodes that 
communicate to the MNs are called Correspondent Nodes (CN). The MN is considered to 
be a device with very low complexity, capable of remaining connected whenever it is 
within the accessibility range of a base station.
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The domain routers are responsible for tunneling beyond the scope of domain, 
and the subdomain routers at any level will take care of communication beyond the scope 
of subdomains, respectively. The COA is assigned always by the routers of the lowest 
level i.e., FA. Based on the MN’s HA the lowest level routers forward the binding 
information to the upper level router. The upper level router, in its turn, will decide on 
whether to forward the information to the upper level or not, based on the home address 
contained in the request packet. Binding is cached at all levels. Thus , packets destined to 
the MN can be forwarded directly to a new point of attachment passing different number 
of levels, depending on the roaming distance of the MN. Mobility beyond the scope of 
the domain router can be managed based on the global mobility protocols, such as MIF. 
By implying a higher probability of roaming within a micro-mobility domain, the need 
for forwarding and caching routing information decreases naturally. This is a basic 
assumption underlying the management protocol proposed here.
3.2. Protocol Basics
The hierarchical tree structure of the network is instrumental in devising the 
management scheme. The important aspects of a micro-mobility protocol such as 
mobility detection, handoff mechanism and location management are discussed in the 
following sections.
3.2.1. Mobility Detection
When a MN moves from one domain (or sub-domain) to another, it is handed 
over from a base-station to another. This movement has to be detected by some 
mechanism. This is usually achieved by beacon signals and agent advertisements. Here, 
the MN is capable of receiving messages from only one base station at a given point of
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time. When a MN is in a location where it is capable of listening from two or more base 
stations, such as the overlap region shown in Figure 3.2, it is attaches itself to the base- 
station for which the signal strength is higher. In IDMM, base-station based movement 
detection is implemented.
O v e r l a p
R e g i o n !
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BS1
MN
Figure 3.2 Mobility Detection
When movement detection is managed by the base-station, each base-station 
sends out beacon signals in regular intervals. The MNs which are in its vicinity (area 
covered by the base-station), listen to the beacon signal and understand to which base 
station they are currently connected to. When a MN moves into a new base-station, it 
hears beacon signals from a base-station that is different from its previous base-station 
and hence initiates a handoff procedure. The beacon signals are implemented at the MAC 
layer level. When the MAC layer receives new beacon signals, it sends the information to 
its upper layers for processing. In this implementation, the battery power is saved beeause 
the MN is not involved in the advertising its presence to the base-station. Instead, the 
base station takes care of transmitting the beacon signals. The bandwidth is also saved 
because the only the base-stations send out beacon signals instead of all the MNs in a
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location sending agent advertisements to the base-stations. The beacon signal that is sent 
out from the FAs inside a network domain is the Agent Advertisement.
3.2.2. Handoff
After the MN has moved into a new base-station, it has to attach itself to this new 
location before it starts receiving data from it. This process of attaching itself to a new 
base-station and releasing its existing connection with the previous base-station is ealled 
handoff. Once mobility of a MN is detected, the handoff algorithm decides the method by 
which the next base-station is chosen. Handoff mechanism is basically classified into 
hard and soft handoff. In hard handoff, the MN is able to listen to only one base-station at 
a time and does not have any mechanisms to forward packets from previous base-station 
to current location after handoff. In soft handoff, the MN has the capability of listening to 
both the base-stations at the same time or implements schemes that forward packets 
arriving at the previous base-station to the current base-station. Soft handoff incurs lesser 
packet losses compared to the hard handoff but are much more complex than hard- 
handoff algorithms. The handoff schemes are developed based on different parameters 
like packet loss, handoff delay, bandwidth usage etc. IDMM implements a soft-handoff 
mechanism with packet forwarding from the previous base-station to the new one.
3.2.3. Location Management 
As important as the handoff mechanism in the micro-mobility protocol is the 
maintenance of the location information of the MN within the domain. As is the case of 
any micro-mobile protocol, the MN more often moves within a network domain, rather 
than between the domains. Packets may be delivered to incorreet loeations due to the 
lack of information about the current location of the MN. This will increase the packet
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loss within the network. At the same time, maintaining the location information using a 
large number of elaborate messages may result in wastage of resources within the 
network. IDMM implements a simple and efficient way of location management. 
Whenever a MN moves into a new base-station, the information about its location is 
updated only till the cross-over router. The information about the new MN is stored in a 
cache with its COA. For updating the upper level routers in the domain with the 
information about it permanents nodes, the base routing protocol is implemented such as 
for example Routing Information Protocol (RIP).
3.3. Mechanisms Supporting Mobility 
When a MN moves under a new FA, it receives agent advertisements from this 
FA. The MN checks the address of the agent to verify if it has moved into a new FA. It 
then attaches to the FA by giving its home network IP address. The MN then sends a 
Registration Request to the FA. The FA, after receiving this information from the MN 
adds an entry for the MN in its routing table. It also stores the link layer eonnectivity 
information for the MN in its table and assigns a COA to the MN. This COA is sent to 
the MN in a Registration Reply message. With the arrival of the Registration Reply 
message, the binding is complete for the MN at the current FA. The FA then creates a 
Binding Request for the MN and forwards it to the subsequent router up in the hierarchy. 
The sub-domain router receives this request and creates an entry for the MN in its routing 
table with the corresponding forwarding address for the MN being the COA (IP address 
of the FA). The sub-domain router sends an acknowledgement to the FA and also
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forwards the Binding Request to the routers above it, based on whether the new COA 
belongs to the different administration sub-domain or domain router.
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Figure 3.3 MN Binding messages
Upper level routers add a routing entry to their flat address table with the flag 
marked as “Foreign” to differentiate with the genuine IP routing option and hence, 
manipulates such an entry accordingly. The Binding Request will be forwarded by sub- 
domain or (domain) routers of a level appropriate to the underlying HA as soon as the 
registering information will reach this level. The routers along this path all way down to 
the HA will add entries to their routing tables as it is done above. Finally, the HA router 
will receive the binding information and will update its table. HA router, as a responsible 
recipient of this binding information, replies to the domain router to ensure an 
acknowledged binding. The propagation of Binding Request and Acknowledgement 
messages, when a MN moves are shown in the Figure 3.3.
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3.3.1. Handoff within the domain 
When the MN moves within the domain of a network, the binding messages are 
kept local within the domain, as in the case of any micro-mobility protocol. When a MN 
moves into a new FA within the domain, it attaches itself to the FA. The FA, after 
completing the registration of the MN, creates a Binding request for the MN and sends it 
to the router above it. If an entry for the MN exists at this router, the router simply 
refreshes this entry for the MN with the new COA of the FA and sends an 
acknowledgement. All the routing update messages are kept local within this router. 
Same policy is applied to the sub-domain and the domain routers for updating or creating 
entries for the MN in their respective tables. Thus, the routers at various levels in the 
hierarchical tree structure are required to determine whether the movement of the MN is 
within the micro-domain (within the agent router level), sub-domain or domain. This is 
simplified by the tree structure.
If the MN moves during a communication session, after attaching to the new FA, 
the previous FA has to be informed about the new location of the MN in order to support 
dynamic handoff, and reduce the packet loss. The MN gives the address of the previous 
FA to the current FA as soon as it attaches to the FA. Packets destined to the MN are 
delivered (forwarded) to it from any level of hierarchy that receives the binding 
information. In the worst case, they will be forwarded from the HA. In order to enable 
routers to forward the packets to the new location of the MN, they have to informed 
about the current binding of the MN. The FA forwards an Address Update message to the 
neighboring routers. This message does not need an acknowledgement and is forwarded 
within the domain of the network. If the previous binding, of the MN was with a FA, then
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the packets will be forwarded from the previous FA where the binding took plaee and 
delivered to the present location of the MN. A Handoff Request is sent to the previous 
FA, giving the current COA of the MN. The forwarding of Address Update and Handoff 
Request messages are indicated in the Figure 3.4.
MN FA
Advertise
Attach 
Registration Request
Registration Reply
Forwarded Data 
Packets
P re v io u s
FA
Address
Handoff Request ■
Ack. for Handoff 
Request
Forwarded Data 
Packets
N e ig h b o u r in g
R o u te r
Update
Figure 3.4 Previous FA notification
When the MN moves within the network domain, all the messages are restricted 
within the domain of the network. This is a natural feature in micro-mobility protocols. 
When the MN moves into a new FA within the domain, it completes a binding procedure 
with the router that forms the cross-over router between the old and the new FAs. Thus 
the binding remains local within the domain. This is called Regional Binding. An 
example where this binding is completed with the Sub-Domain router is shown in Figure
3.5.
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Figure 3.5 Regional Binding Procedure
3.3.2. Binding with new Domain router 
When a MN moves into a FA in a new domain, it has to complete binding with 
the HA. The binding procedure proceeds in the same manner as before. Since binding is 
created for the MN for the first time in the domain, this binding is recorded at all levels in 
the domain. Sinee a new entry for the MN is being created at the domain router, it 
forwards the request message to the HA. Using the address of the previous FA given by 
the MN, Handoff Request message is sent to the previous FA.
When any router receives an Address Update message from the new FA, it 
updates its routing table with the new COA of the MN. The update is then forwarded to 
its neighboring router. This is done at the domain, sub-domain and agent routers. So, the 
buffered packets that are bounced by the previous FA can be forwarded to the MN by the 
router above it if it has the current location of the MN. The mechanism is explained in 
Figure 3.6.
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3.3.3. Packet Forwarding Mechanism 
When the previous FA receives the packets that are destined to the MN, it 
searches for the MN address in its table. When it finds that the MN has moved, it buffers 
these packets and gives a lifetime for these packets and waits for a Handoff Request 
message. If the Handoff Request message arrives before the lifetime expires, it takes the 
new COA of the MN from the request and routes it to MN’s new destination. If the 
update doesn’t arrive before the timeout expires, the previous FA forwards these packets 
to the sub-domain router above it. These packets are forwarded to the sub-domain router 
with a special bit being set in the packet header. This bit suggests the receiving router that 
the packets are destined to a MN, whose present location is unknown. This router buffers 
the packets in its cache along with lifetime. This mechanism is repeated till the packets 
reach the domain router. At the domain router, onee the lifetimes for the buffered packets
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expire, the packets are discarded. This ensures the packets delivery without losses for the 
smooth handoff supported mechanism.
An illustration of the packet forwarding mechanism is shown in Figure 3.7. 
Packets are sent to the domain router (DR) from the CN. DR forwards the packets to the 
required destination. When packet 1 arrives at the DR, the MN has already moved to a 
new FA and this is not updated with the DR yet. Packet lis delivered to the previous FA 
(FAo). Before packets 2 and 3 arrive at DR from the CN, the DR is updated about the 
new location of the MN. Hence these packets are delivered directly to the new FA ( F A n ) .  
FAo after receiving packet 1 finds out that MN is not attached to it any more. It forwards 
packet 1 ( I f )  to the DR, which subsequently forwards If to F A n .  Packet 1 is received at 
the MN after 2 and 3. Since the MN acknowledges the reception of packet 3, this would 
mean that the MN reeeived all the three packets.
A j 3 f j
Figure 3.7 Paeket Forwarding Mechanism
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3.3.4. Communications within the Network Domain 
The situations discussed above consider the case when the CN is outside the 
network domain. In such a case the communication between the MN and the CN is 
maintained through the domain router. When the CN wants to communicate a MN which 
resides in the same domain as the CN, all the traffie need not be routed via the domain 
router. This is shown in Figure 3.8. The initial binding as always, is completed with the 
HA. Once the binding is complete, the CN directly routes the packets to the destination 
through the crossover router between the CN and MN. This would result in reducing time 
delay when compared to other host based routing schemes where all the traffic inside the 
network domain is always routed via the domain router or the gateway. If the MN is 
inside a foreign domain, the initial binding with the HA may delay the communication; 
but after binding is complete, an optimal route is setup between the CN and the MN.
3.3.5. Power-Up
Power-up is a eondition where the MN has remained out of reaeh for relatively 
longer period of time. When a MN powers-up inside a domain that implements IDMM, it 
follows a path setup procedure. When the MN powers up, it starts listening to beaeon 
messages from the base station that it is closest to. From the beacon messages, it 
determines whether it is in the home domain or a foreign domain. If it is inside its home 
domain, the MN refreshes its entry with the HA’s routing cache. When a MN powers up 
inside a foreign domain, it sends binding request to the FA and sets up an entry in it. The 
binding request is forwarded till the HA and a binding is created for the MN with its new 
COA.
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Figure 3.8. Communication within the domain
3.4. Protocol Design Issues 
This section discusses some the specific issues that have to be considered for 
implementing the mechanisms explained in the previous section.
3.4.1. Addressing
Since host-specific routing is used, the MN addresses have no location 
significance inside the IDMM network. The use of IP addresses result in less complex 
implementation. IP routing tables can be used for routing inside the network. That 
assumes host specific routing for the foreign mobile nodes, for which binding entries do 
exist.
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3.4.2. Protocol Messages
AU the control messages used in IDMM are delivered via UDP and have a special 
format for exchange. These messages contain Type and Flag fields that are interpretable 
by the nodes within the network domain. The Type field is 5 bits long and is used to 
identify the message. Flag field has three bits, R, A and D, which can be set or reset 
based on the type of message. The three bits are I, A and D.
• Reply bit (R): This bit is set in an acknowledgement message. When the 
reception of a message needs to be acknowledged, the router simply sends the 
original message back to the sender with the R bit set. When the sender 
receives this message, it checks the R bit and understands that to be the 
acknowledgement for the original message.
• Acknowledge bit (A): This bit is used to generate acknowledgement for a 
message. If this bit is set, then an acknowledgement is to be sent in response 
the message. Otherwise, no acknowledgement is needed. For example the 
Binding Request message has the ‘A’ bit set so that it receives an 
acknowledgement in response to the binding information sent.
• Data bit (D): This bit is used to identify whether the message carries a data 
packet with it.
All messages also have a Reserved field 24 bits long. This field has bits that can 
be used to implement additional functionality needed in enhanced version of IDMM. The 
description of all the messages used in IDMM are listed below.
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(i) Registration Request: When a MN attaches to a FA, it sends the Registration Request 
message to set up an entry in the FA’s routing table and to obtain a COA from the 
FA. In the request, the MN also provides the FA with the address of the previous FA 
(if any) so that a Handoff Request can be sent to this FA. The message format for a 
Registration Request is given in Figure 3.9.
• Type: Indicates the 5-bit number for Registration Request message.
• R - Reset; A- Reset; D- Reset.
• MN Home IP Address: The home network address for the mobile node.
• Previous FA Address: The IP address of the agent (if any) with which the MN 
was attached to before moving to the current location. If the MN was attached to the 
HA before this, the Previous FA field is filled with I ’s.
0 8 16 24
Type R AD Reserved
MN Home IP Address
Previous FA Address
Figure 3.9. Registration Request message format
31
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(ii) Registration Reply: The FA after receiving the Registration Request from the MN, 
sets up the binding information for the MN and assigns a COA for the node. This address 
is given to MN through the Registration Reply. Only after receiving the Reply message is 
the binding completed for the MN. This message has to be acknowledged by the MN. 
The message format for a Registration Reply is given in Figure 3.10.
• Type: Indicates the 5-bit number for Registration Reply message.
•  R - Reset; A- Set; D- Reset.
• MN Home IP Address: The home network address for the mobile node.
• Care of Address: This provides the MN with the COA that is being assigned to it 
at it present point of attachment.
0 8 16 24 31
Type R Reserved
MN Home IP Address
Care of Address
Figure 3.10 Registration Reply message format
(iii) Binding Request: The FA initiates this message once a new MN completes its 
registration with it. The MN gives the information about its home address and the 
previous FA address (if any) to the FA. The FA, after receiving this information.
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creates a binding for the MN. It then assigns a COA to the MN and then forwards this 
message to the router at the subsequent higher level. The Binding Request is 
forwarded till the cross-over router. If the request creates a new entry at the domain 
router, it means that the MN has moved into the domain for the first time and hence a 
binding procedure has to completed for the MN with its HA. Hence, the domain 
router forwards the request to the HA of the MN (using the home address of the MN). 
An acknowledgement has to be received from the cross-over router, in response for 
the request. Hence A-bit is set in the Flags field for this message. The message format 
is shown in Figure 3.11.
0 8
Type R A D
16
J _
24 31
Reserved
MN Home IP Address
Care of Address
Figure 3.11. Binding Request message format
• Type: Indicates the 5-bit number for Binding Request message.
• R - Reset; A- Set; D- Reset.
• MN Home IP Address: The home network address for the mobile node.
• Care of Address: The Care-of-Address assigned to the MN by the foreign agent.
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(iv) Handoff Request is sent to the FA with which the MN was previously registered. This 
is to enable the previous FA to forward packets that were delivered to it, when the 
MN was in motion, to its new location. The FA with which the MN is currently 
attached generates this message. The message format is shown in Figure 3.12.
• Type: Indicates the 5-bit number for the Handoff Request message.
• R - Reset; A- Set; D- Reset.
• MN Home IP Address: Gives the home network address for the mobile node
• Previous FA Address: The IP address of the agent (if any) with which the MN
was attached to before moving to the current location
• Care of Address: The current Care-of-Address assigned to the MN by the foreign
agent
0 8
Type R D
16
I
24
J__
Reserved
MN Home IP Address
Previous FA Address
Care of Address
Figure 3.12. Handoff Request message format
(v) Address Update message is used to enable smooth handoff when a MN moves 
from one location to another during a communication session. The Address Update
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message is forwarded to the routers within the domain, updating these routers with 
the information about the current point of attachment of the MN. Acknowledgement 
is not required for the Address Update messages forwarded to the routers in the 
network domain. The message format for an Address Update message is shown in 
Figure 3.13.
0 8
Type R D
16
I
24 31
Reserved
MN Home IP Address
Care of Address
Figure 3.13. Address Update message format
• Type: Indicates the 5-bit number for Address Update message.
• R-Reset; A- Reset; D- Reset.
• MN Home IP Address: The home network address for the mobile node.
• Care of Address: The Care-of-Address assigned to the MN by the foreign agent.
(vi) Forwarded Packets: The packets that are delivered to the previous FA are 
forwarded to the new location of the MN. These packets are encapsulated into 
special data packets with the IDMM format. The message format of such a
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forwarded packet is shown in Figure 3.14. The D bit in the Flags field is set to 
represent the data packet in the message.
• Type: Indicates the 5-bit number for Forwarded Packet.
• R - Set; A- Reset; D- Set.
• MN Home IP Address: The home network address for the mobile node.
• Care of Address: The Care-of-Address assigned to the MN by the foreign agent.
• Data Packet: The data packet that is to be forwarded from the previous FA to the 
new location.
0 8
Type D
16
I
24 31
Reserved
MN Home IP Address
Care of Address
Data
Figure 3.14. Forwarded Packet format
3.4.3. Configuration of Routers 
The routers at any level within the domain have all the routing information stored 
in a routing cache. The entries in the routing cache is updated either by control packets of
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IDMM protocol, or by RIP. Also, the mechanism to update the previous FA about the 
current location of a MN, after the handoff, updates the routing information for the MN 
in the cache. When a router receives a handoff request message, it refreshes the 
information in its routing cache and forwards the information to the required destination.
3.4.4. Mobile Node Configuration
MNs are considered to be end user devices of low complexity. When they roam in 
a network domain, they are always attached with the agent routers (either home or 
foreign). When no packets are transmitted to the MN, periodic route update messages are 
sent to the HA to ensure that the entry at the HA remains updated. In the idle state, the 
periodic refresh messages update the routing entries. When the MN is powered off, the 
routing entry expires after a timeout. When it is powered up again, the binding procedure 
is started afresh. But when a MN goes out of range from a base station and returns back 
into its range before the expiration of the timeout, the connection to the MN remains 
valid.
The MN remains only in two states in the domain: the active state or idle state. In 
the active state, it is involved in sending or receiving data packets. In idle state, the MN 
just sends periodic update messages to keep routing entries updated.
3.5. Protocol Implementation Issues
3.5.1. Timers
IDMM uses timers to maintain entries in the routing caches and also to hold 
forwarding packets in the buffers. For a MN that is registered in a foreign domain, the 
HA will carry a routing entry with a high time out value. This is to ensure that the HA
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need not be updated very frequently about the location of the MN as long as it remains 
within that domain. While forwarding packets to the new destination of the MN, the 
nodes associate a timeout value with the buffered packets. If the node doesn’t receive the 
updated information about the MN’s present location before the timeout expires, the 
buffered packets are forwarded to the subsequent higher level. When the packets reach 
the domain router, they are discarded if the domain router doesn’t receive the update 
before the expiration of the timer.
3.5.2. Cache
IDMM implements two types of caches for routing. The routing information 
about home nodes is stored in the usual form of routing table. To implement routing for 
the mobile nodes roamed from its home point of attachment, the second type of cache is 
used which is for implementing host specific routing. Another cache is used to buffer the 
packets that are to be forwarded to the new location of the MN.
This chapter explained the mechanisms implemented in IDMM to support micro­
mobility and modeled the protocol that can be implemented based on that mechanism. 
Some of the major objectives of any micro-mobility protocol include reduction of packet 
losses, handoff latency and signaling overhead. The performance of IDMM has to be 
evaluated for these parameters. This performance analysis is carried out in Chapter 4.
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CHAPTER 4
PERFORMANCE ANALYSIS 
Simulation is the primary tool used for studying the performance of IDMM with 
respect to the existing mobility management proposals such as Mobile IP and Cellular IP. 
Network Simulator, Ns2 [19] is used for the study. Ns2 is a discrete event driven network 
simulator developed by UC, Berkeley. It is written using C++ and OTcI (Object-oriented 
extension of scripting language, Tel). Ns is an OTcl script interpreter that has a 
simulation event scheduler and network component libraries, along with network module 
setup libraries. The component libraries are written using C++. The events in the 
simulation are scheduled using the event scheduler.
When each simulation is run, Ns generate files called trace files. These trace files 
record all the events that take place when the simulation is run with respect to time. To 
analyze the results, these trace files are analyzed based on various parameters. 
Tracegraph [20] is one of the tools used for interpreting the trace files in terms of useful 
graphical outputs. Awk is also used for extracting statistical information from the trace 
files.
4.1 Simulation Environment 
Simulations were conducted on different network configurations based on the 
tree-topology, to simulate the performance of the protocol. The mobile-node class of Ns2
55
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was changed to implement IDMM. The network model used for simulation is shown in 
Figure 4.1. The network represents a hierarchical tree topology with three levels of 
routers. Router RO is the inter-domain router. The home domain of the MN is represented 
by HA which acts as the access router with which the MN is attached in the home 
domain. The foreign domain has a domain router R l, two sub-domain routers R3 and R4. 
The access routers in the foreign domain are FA l, FA2, F A3 and FA4. The MN attaches 
with the access routers when it is in the foreign domain.
RO CN
R2
R1
R3 R4
HA
FA1 FA2 FA3 FA4
MN
Figure 4.1. Simulation Setup
The bandwidth of all the links within the foreign domain are fixed at 0.4Mbps 
with a link delay of 2ms. The micro-mobility region is defined by the domain router. 
Outside the domain router, the bandwidth of the links is fixed at 10Mbps. The link delay 
of the links to the HA and the CN (marked with dotted line) are varied to simulate 
different environments in the network. For example, to simulate the setup where the MN 
is far away from the HA, the link delay of the link to the HA is increased. Similar
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variations are used for CN too. The network is tested with varying traffic conditions. The 
CN forms the source for the traffic destined to the MN. UDP and TCP traffic are created 
for the MN. The simulations were run to evaluate the performance in terms of the number 
of packets dropped for the UDP traffic and the throughput for TCP traffic. In different 
simulations, the effects of varying link latencies, handoff frequencies, application data 
rates and other parameters were investigated.
For the wireless network, standard simulation environment is used. The wireless 
protocol used for simulation is 802.11. The overlap between the coverage areas of 
adjacent base-stations is 25m. The detection of movement of the MN is using the beacon 
signals. The MN hands-off to the new base-station once it receives the first beacon signal. 
The MN moves at a speed of lOm/s. Movement of the MN in the access network does not 
follow a specific pattern and is considered to be random.
The results for IDMM were compared with those of Mobile IP and Cellular IP. 
Simulation was also carried out for cases where the CN resides within the network 
domain and communicates with the MN. The snap-shot of the simulation on the network 
animator window is shown in Figure 4.2.
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Figure 4.2. Network Animator snapshot of simulation setup
The performance of IDMM is studied based on various metrics such as packet 
loss, throughput and average delay.
• Packet loss is the aggregate of the packets that fail to reach their respective 
destinations during a communication session. This parameter is usually checked for 
the UDP traffic.
• Throughput is also a measure of the total traffic that reaches the destination 
successfully. Throughput is measured for TCP traffic.
• Delay is the time elapsed between the instant when the packet leaves the source to the 
instant when it is received by the destination.
These parameters are measured through simulation for IDMM and compared with 
those of Mobile IP and Cellular IP. The simulations are run for different link delays and 
handoff frequencies in the network domain. The overhead in terms of traffic introduced 
in the network by maintaining the location information of the MN is also studied.
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4.2 Simulation Details
4.2.1 UDP Traffic
Constant Bit Rate (CBR) UDP traffic was applied between the CN and the MN to 
investigate the performance of IDMM, in terms of the number of packets dropped. 
Packets of length 1000 bytes are sent every 20ms to generate the CBR traffic. On a 
0.4Mhps link this would represent a heavy traffic scenario where the link is loaded more 
than 50%. The study of performance of IDMM independent of TCP is important because 
TCP has mechanisms (retransmission and congestion control mechanism) that affect the 
performance metrics such as packets dropped. The simulation is run for duration of 100 
seconds, during which the MN makes 12 handoffs. Thus the handoff frequency is roughly 
once every 8 seconds. The latency of the link connected to HA is increased to simulate 
the scenario where the MN moves further away from the HA. Results of this simulation 
are plotted in Figure 4.3.
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Figure 4.3 Packets dropped versus Link Delay
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In the heavy traffic scenario, the number of packets dropped may be significant. 
But the relative performance of IDMM with respect to Mobile IP and CIP is of more 
importance here. CIP and Mobile IP have similar performance characteristics when the 
MN is fairly close to the HA. This is because the delay incurred by informing tbe HA (in 
the case of Mobile IP) and that incurred by registering with the Gateway router (in the 
case of CIP), about the movement of the MN are almost equal. In the case of IDMM, the 
cross-over router handles this mobility locally and hence results in lower packet losses. 
The distance of MN from the HA is relatively insignificant when compared to CIP and 
Mobile IP. When the MN is far away from the HA, the delay incurred in registering with 
the HA for every movement of the MN, results in heavy packet losses. Since CIP handles 
this mobility locally, it has lower packet losses compared to Mobile IP. The requirement 
of CIP to register all movements with the gateway router, gives rise to a higher packet 
loss when compared to IDMM. Thus, IDMM has better performance in terms of lower 
packet loss when compared to CIP and Mobile IP.
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Figure 4.4. Packets dropped versus Link Delay
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The simulation for UDP traffic was also carried out with varying levels of 
mobility of the MN. The results of the simulation are shown in Figure 4.4. In this case, 
the MN makes a handoff once every 10 seconds. The simulation is again carried out for 
packet loss with increasing link delay. Since the time between handoffs is more compared 
to the previous simulation. Mobile IP has lesser packet loss compared to the previous 
case. But again, compared to Cellular IP and IDMM, Mobile IP has the maximum packet 
loss because of the HA registration mechanism for each handoff. Cellular IP has varying 
packet losses due to registration with the gateway and also the paging update messages. 
The maximum packet loss with Cellular IP is around 50. IDMM has a low and consistent 
packet loss. This is attributed to the registration that takes place within the cross over 
router.
When the MN moves at a very rapid rate. Mobile IP has a very high packet loss. 
This is because mechanisms in Mobile IP do not support frequent movements. This is 
shown in Figure 4.5. Here the simulation is run with the MN completing a handoff every 
5 seconds. Cellular IP and IDMM are designed for micro-mobility and hence support 
frequent movements of the MN. Cellular IP has slightly better performance when 
compared to IDMM in this case, contributed by the elaborate paging mechanisms in 
Cellular IP.
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4.2.2 TCP Traffic
For studying the performance metrics with TCP traffic, the throughput of the 
traffic is monitored. The traffic source is the CN, which directs FTP traffic to the MN. 
Each packet is 1460 bytes long. The traffic conditions are set such that the links are 
occupied 50% of time thus simulating a heavy traffie scenario. The simulation is run for 
100 seconds and the MN makes a handoff every 8 seconds. The simulation is run 
comparing the throughput of Mobile IP, Cellular IP and IDMM for varying link delays. 
Increase in link delay represents that the MN is further away from its HA. The 
comparison is shown in Figure 4.6.
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Figure 4.6 TCP Throughput versus Link delay
Mobile IP has a throughput comparable to Cellular IP and IDMM for a link delay 
less than 50ms. As the link delay increases further in Mobile IP, the throughput of the 
traffic progressively degrades. This is due to the fact that the time taken for completing a 
registration with the HA after a handoff increases with the increase in link delay. This 
leads to retransmission of the lost packets. As the retransmission increases, the 
throughput reduces to a very high level. With Cellular IP, the throughput maintains a 
consistent value with increasing link delay. Since Cellular IP implements a hard handoff 
with no forwarding mechanism from the previous FA, a certain number of packets are 
retransmitted after the handoff. So, the throughput is less compared to IDMM. IDMM has 
a forwarding mechanism that ensures a semi-soft handoff. This enhances the throughput 
in the network. As the link delay increases, the HA registration process degrades the 
throughput value in IDMM to a very small level.
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4.2.3 Communication with the Network Domain 
When the CN resides within the domain of the network, the packets can be routed 
directly through the cross-over router between the CN and MN. This forms an optimal 
route from the source to the destination. In Mobile IP the packets are routed to the MN 
only through the HA, resulting in higher delay and packet loss in the network. For this 
simulation, a Constant Bit Rate UDP traffic was used. UDP packets of length 1000 bytes 
are sent at an interval of 20ms. The packet loss was monitored. This is listed in the Table
4.1.
Mobile IP Cellular IP IDMM
Packets lost 33 15 9
Table 4.1 Packets lost in communication within a network domain
The high packet loss in the Mobile IP is attributed to the sub-optimal path the 
packets take from the CN to the MN through the HA. Cellular IP and IDMM have low 
packet losses. But with the Cellular IP, all the packets have to be routed through the 
gateway router before reaching the MN. In IDMM, the packets reach the MN through the 
cross-over router with the routing entries available at the intermediate routers.
4.2.4 Delay in the network 
The average delay experienced by a packet to reach its destination is an important 
performance metric for the network. This gives a direct pointer to the routing efficiency 
in the network. The average delay is measured through simulation using the Trace Graph 
tool. Mobile IP has the least efficient routing as all the packets destined to the MN have
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to be routed through the MN. The average delay experienced by packets in the network is 
tabulated in Table 4.2. IDMM has the least average delay because of the higher routing 
effieiency. The packets routed in IDMM network have an average delay almost 1.5ms 
less than those routed in Cellular IP network.
Mobile IP Cellular IP IDMM
Delay (sec) 0.0315 0.00795 0.00645
Table 4.2 Average Delay in the network
4.2.5 Location Management overhead 
The management of location information in a mobility protocol results in a certain 
overhead for the network. The micro-mobility protocols have less overhead because this 
location tracking is restricted to within a certain area in the domain. Paging techniques 
used in Cellular IP help in reducing the overhead. The simulation results of the overhead 
are shown in Table 4.3. The overhead is almost 14.7% less than that experienced in a 
Cellular IP network.
Mobile IP Cellular IP IDMM
Traffic (bytes) 8942 4830 4120
Table 4.3 Traffie due to loeation management mechanisms
The simulation was carried out with no traffic being generated for the MN. The 
MN roams in the access network with 10 handoffs. IDMM uses the beacon signals to
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locate a MN and updated the location information within the cross-over router level. This 
results in low overhead when compared to Cellular IP and Mobile IP.
4.2.6 Packet Forwarding 
During handoff, the packets are forwarded from the previous FA to the new FA to 
enable a smooth handoff in IDMM. Cellular IP uses hard handoff. This handoff 
mechanism is studied using Trace Graph. A 3D bar graph, which represents of the 
number of packets that are forwarded between any two nodes in the network, is used for 
the study. Figure 4.7 gives the plot for the packets forwarded in the Cellular IP network.
In this graph, the nodes numbered 8, 9 10 and 11 represent the FA in the access 
network. When a MN moves from one FA to another, the packets are forwarded from one 
node to another. In this graph, the number of packets that are forwarded from one FA to 
another is less, representing a relatively hard handoff mechanism for Cellular IP.
Figure 4.8 represents the packet forwarding in IDMM network. The number of 
packets that are forwarded by nodes 8, 9 and 10 are high compared to the packet 
forwarding in Cellular IP. This packet forwarding results in reduced packet loss, smooth 
handoff and hence better performance.
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Numbers of forwarded packets at all the nodes X:torward node Y: receive node
4000
receive node
forward node
Figure 4.7. Packet Forwarding in Cellular IP
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N um b ers  o f fo rw a rded  p a c k e ts  at a ll th e  nod e s  X:fonward node  Y: rece ive  node
1000
rece ive  node
fo rw ard  node
Figure 4.8. Packet Forwarding in IDMM
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4.3 Analysis of Simulation results 
Based on the simulation results the following observations are made:
• Maintaining the location information locally within the network domain, even when 
the MN is inside a foreign domain helps in reducing the packet loss and increase the 
routing efficiency in the network to a great extent.
• Updating special routing caches with specific information about current bindings of a 
MN helps in improving the routing efficiency in the network. This eliminates the sub- 
optimal routing that occurs in Cellular IP because of the routing being via the 
gateway router.
• Maintaining host-specific routing information in the routing caches also mitigates the 
delay incurred by the packet to reach their destination.
• Using elaborate paging techniques to maintain the location information of MNs result 
in greater network traffic overhead and also additional resources in the network, as 
the case with Cellular IP.
• Packet forwarding mechanism from the previous FAs and HA enables smooth 
handoff and hence enhances the performance of the network.
This chapter elaborates on the details of simulation carried out to study the
performance of IDMM. It also compared the performance of IDMM with other mobility
protocols, such as Mobile IP and Cellular IP.
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CHAPTER 5 
CONCLUSION
As the Internet grows, the need to provide connectivity to the user irrespective of 
the end-user device or the location of the user is more pronounced. Next generation 
devices provide services that inherently assume that Internet is ubiquitous. The foremost 
challenge in such conditions is providing connectivity, which is not disrupted by location 
or movement of end user. To meet this technological demand, the network should have 
the ability to support mobility without any inhibition.
This work proposed IDMM, a protocol developed to handle mobility of nodes in 
the micro-mobile domain. Mechanisms were designed specifically to support nodes that 
roam very frequently within the domain. These mechanisms are supported by protocol 
messages in IDMM, which enable fast updating of routing tables with low latency. The 
packet forwarding mechanisms ensure smooth handoffs in IDMM networks.
IDMM has been developed as a package and is incorporated into ns2 for 
conducting simulations. Simulations were carried out to study the performance of IDMM 
in micro-mobile environments. The performance of IDMM was compared with mobility 
protocols such as Mobile IP and Cellular IP. Some key features of IDMM based on the 
simulation are listed below.
70
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•  Fast Handoff: Once the MN attaches to a FA, it is assigned a COA immediately. 
The registration of the MN is completed locally within the Agent router level. This 
enables the MN to resume communications immediately after handoff.
• Smooth handoff: The packet forwarding mechanism implemented in IDMM, 
forwards the packets to the current point of attachment of the MN and thus reduces 
the packet loss in the network.
• Low Latency: Routing function employed in IDMM routes packets to the MN, by 
choosing an optimal route to the destination. The forwarded packets also take the 
shortest path to the destination. This results in smaller delays for the packets to 
reach the destination.
• Low control message overhead: The number of control messages used to 
maintain the location of a MN in IDMM is less. This, in turn reduces the overhead 
caused by control messages in the network.
• Power Saving: IDMM design inherently assumes a MN with minimum features. 
MN has to perform simple mechanisms to remain connected. This results in power 
savings, which is a crucial factor in mobile networks.
The implementation of IDMM reduces the load on the MN for maintaining 
connectivity and shifts this to the routers in the network. The shortcomings of the design 
are listed below.
• High Memory Size: The routers (sub-domain and domain) need to maintain routing 
entry for every MN that is attached to the agent routers under them. This leads to 
increase in size of routing caches. Also, since the routers forward the packets to the 
new location of the MN, each router requires to maintain a buffer to store the
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
72
forwarded packets. The buffer size increases with the number of MNs in the network. 
Thus, the memory requirements are high in routers implemented in IDMM networks.
• Timer Management: The mechanisms used for maintaining routes for MN in IDMM 
requires timers. This increases the complexity of the routers in the network.
The absence of elaborate paging techniques reduce the complexity of IDMM 
networks. When the number of MNs increase, this may lead to performance loss when 
compared to Cellular IP networks. In situations where the MN is involved in wide area 
mobility, Mobile IP gives a better performance than IDMM and Cellular IP networks.
The simulation environment used for studying the performance of IDMM does 
not take into account the scenario with the IDMM being part of a heterogeneous network 
such as the Internet. Also, the simulation considered networks with no failures. The effect 
of noise in the wireless network is not taken into consideration for simulation. The 
number of MNs in the network was restricted to simplify the simulation. These are 
factors that can affect the performance of the network.
This proposal provides a basic framework for design and development of a micro­
mobility protocol, capable of being implemented in the Internet. But, deployment of 
IDMM in the Internet requires enhancements of this proposal. Refinement need to be 
focussed on location tracking algorithms, messaging mechanisms and interface with 
existing IP networks. Future work in this protocol should be focussed on security in the 
network and QoS support inside the IDMM domain. Supporting MPLS in the micro- 
mobile domain would further improve the possibilities of QoS support inside IDMM. 
This can be studied based on the suggestions in [17]. The development of completely
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functional protocol would enable the realization of IDMM in hardware and this would 
enable the deployment of IDMM in hardware-based routers.
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