Metakaolin as a model system for understanding geopolymers by Sperinck, Shani
Department of Chemistry
Metakaolin as a Model System for
Understanding Geopolymers
Shani Sperinck
This thesis is presented for the degree of
Doctor of Philosophy
of
Curtin University
October 2012
Declaration
I, Shani Sperinck, declare that to the best of my knowledge and belief this thesis
contains no material previously published by any other person except where due
acknowledgment has been made.
This thesis contains no material which has been accepted for the award of any
other degree or diploma in any university.
Signed:
Date:
i
“Do not fear mistakes. You will know failure. Continue to reach out.”
Benjamin Franklin
Abstract
Geopolymers are a class of amorphous aluminosilicate materials that exhibit a
range of properties depending on synthesis parameters. Determining the molecu-
lar interactions responsible for the different characteristics experimentally is hin-
dered by the compositional variation of the source materials. Computational
methods are thus used to provide atom level insights, with metakaolin used as
a model system to represent the Al/Si geopolymer matrix. The formation of
metakaolin through the thermal de-hydroxylation of kaolinite was simulated with
molecular dynamics using an interatomic potential model identified through test-
ing of several models from the literature. The simulated metakaolin exhibited a
1:1 Al/Si ordering with a loss in periodicity due to the migration of aluminium
ions through the structure. The change in the aluminium coordination as a func-
tion of de-hydroxylation results in a final structure composed of primarily 4-fold
Al with up to 20% of the Al in a 5-fold coordination.
A complex cavity network was identified and characterised in metakaolin and pro-
vided sites for the inclusion of sodium, potassium and calcium interstitial defect
ions. The results showed that whilst ionic size controlled the final locations of the
defect ions, ionic charge influenced the degree of interaction with the surrounding
oxygen atoms and resulted in greater variations in the final defect site character-
istics. Introducing hydroxyl groups into the structure caused the interactions of
the defects with the aluminium to increase compared to silicon, demonstrating
that the degree of source material hydration is as important as the type of metal
cations present in the geopolymerisation reaction.
A procedure for the generation of stable, partially hydrated metakaolin surfaces
was developed and the resulting surfaces had a high degree of roughness that
increased in the presence of water. The Al-terminated surfaces in metakaolin
demonstrated the greatest level of interaction with water compared to Si, causing
a surface puckering effect that resulted in a widening of the surface layers. The
results indicate that water plays an important role, as the presence of water
in the reaction mixture combined with high levels of structural disorder in the
source materials increase their susceptibility to the caustic attack involved in
geopolymerisation.
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Chapter 1
Introduction
The increase in industrial operations across the world has brought with it the
need to develop sustainable and environmentally conscious approaches to waste
management. In recent decades the increase in the production of carbon dioxide
gas, CO2, as a waste by-product of the burning of fossil fuels has led to debate
on its effects on the environment and the implications for the global warming
phenomenon. Studies by the Department of Climate Change and Energy Effi-
ciency showed that Australia produced approximately 550 mega-tonnes of CO2
in one year with 5% of this due to industrial processes and waste [1]. This makes
Australia one of the biggest green house gas producers per capita, and minimising
the production of this potentially toxic by-product is encouraged.
A significant proportion of CO2 production is from the heating or calcination of
minerals for use in the cement and concrete industries. One of the most common
cements used in the world is ordinary Portland cement (OPC), which is man-
ufactured by heating the raw minerals to sintering temperatures. This process
requires vast amounts of fuels such as coal and natural gas to be burnt in order
to reach the temperatures required, with additional chemical CO2 released as
part of the calcination process. The result is that the production of 1 tonne of
OPC produces approximately 1 tonne of CO2 [2], and this does not include the
additional CO2 associated with transportation. With concrete and cementitious
materials providing the backbone to much of modern infrastructure, minimising
the CO2 production from this industry is highly beneficial to the environment.
The need to reduce carbon dioxide emissions has lead to the development of
greener technologies such as geopolymers as an alternative to OPC. Geopolymers
1
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are poorly ordered aluminosilicate materials that do not require calcination of
the source materials. They exhibit excellent physical and chemical properties,
including high mechanical strength, low alkali-aggregate expansion, freeze-thaw,
sulphate and corrosion resistance and minimal response to acid leaching and con-
sequently lead to a diverse range of potential applications [3–5].
Geopolymers can be formed from a range of inorganic waste materials such as
fly-ash and residues from mineral processing operations, and this has led to a
significant level of interest in these materials [6–8]. The utilisation of waste is at-
tractive from an environmental perspective, and the majority of studies regarding
the engineering of geopolymers deal primarily with products based upon fly-ash
and slag [4, 9–15]. Fly ash is a waste product from power stations and slag is
a by–product from the smelting of ores in the metal extraction process, and the
variability in composition of the coal and ores used in these processes result in
highly heterogeneous compositions of the waste products.
The large-scale industrial adoption of geopolymer technology has been slowed
by the lack of a detailed chemical understanding of the geopolymer formation
and structure [15]. To determine the molecular structure of a geopolymer, the
interactions of the different components of the network need to be determined, and
the use of highly heterogeneous source materials has hindered the development
of this fundamental understanding due to the presence of materials that may
or may not play a significant role. In these circumstances, more homogenous
source materials are required to reduce the variability. Metakaolin is one such
material that is commonly used in the investigation of the geopolymer structure
and synthesis [16–26] and is composed of a disordered aluminosilicate network
that shares some common characteristics with geopolymers. Investigations of
metakaolin-based geopolymers provide useful information regarding the physical
characteristics and interactions of geopolymers, and the following sections provide
a brief overview of the current knowledge of these materials.
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1.1 What is a Geopolymer?
In the late 1970’s Joseph Davidovits [27] introduced the term geopolymer to de-
scribe the “mineral polymers resulting from geochemistry” [6, 28, 29] that resulted
from mixing naturally occurring aluminosilicate materials with a concentrated
aqueous alkali solution. Since the introduction of the term geopolymer, much
confusion has developed over its exact definition. In broad terms geopolymers
are a class of synthetic aluminosilicate materials. However, this definition is in-
sufficient as it can include many other cementitious materials and manufactured
aluminosilicates, which are not geopolymers. Definitions that include the alkali
activation or the polymer-like aluminosilicate network characteristic of these ma-
terials provide better classification.
The terms inorganic polymer or alkali activated binder, cement or concrete are
often used synonymously with geopolymers. It should also be noted that a sig-
nificant proportion of the geopolymer literature uses the term to refer to the
final products formed by the alkali activation of a aluminosilicate source material
mixed with an aggregating medium such as sand. In the production of regular
concrete it is the mixture of aggregate and cement that produces the final prod-
uct, and so here, as in the concrete industry, the term geopolymer refers to the
material used to ‘bind’ the aggregate together.
Geopolymers can exhibit a wide variety of properties and characteristics depend-
ing on the raw materials and the manufacturing conditions [4, 11, 15, 30–32]. The
range of physical properties and the ability to tailor them using different reac-
tion conditions make geopolymers potentially useful in many applications beyond
concrete such as fire and acid resistance coatings [33–36], binders or adhesives
[37–39] or in toxic waste immobilisation and storage [40–43].
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1.2 Geopolymerisation
Geopolymers are classified as mineral or inorganic polymer materials, and con-
tain large chains or networks of repeating molecular units called a monomer.
The process by which the monomers react to form a polymer is called poly-
merisation. In the case of geopolymers, this process is called geopolymerisation.
Traditional organic polymers are formed from carbon based monomer units with
the C–C bond forming the polymer backbone, whilst an inorganic polymer typ-
ically has a silicon based backbone. Although demonstrating similar chemistry
to carbon, silicon rarely forms Si–Si bonds. Instead silicon based polymers back-
bones are formed from Si–O–Si chains, and form materials such as polysiloxanes
and polysilicates. Other inorganic polymers that do not contain silicon include
polygermanes, polystannanes and polyphosphazenes.
Geopolymers belong to the class of inorganic polymers formed with these Si–O–Si
backbones, where the Si–O bonds in the chains are strong but flexible and the
silicon is tetrahedrally coordinated to four oxygen atoms. The Si4+ ion in these
chains can be substituted by the Al3+ ion in a mainly tetrahedral coordination
with the oxygen atoms, although an octahedral coordination is also possible. The
substitution of the Si4+ ion by the Al3+ ion creates a charge imbalance on the
network and requires additional cations to be present to balance this. The ratio
of aluminium to silicon and the coordination of the aluminium in the network
dictate the concentration of other ions in the network and the types of chains
that make up the inorganic polymer networks.
There are an abundance of composite aluminosilicate materials in nature that are
easily broken up into the individual AlOn (n = 4, 6) and SiO4 units by treatment
with alkaline solutions. In the geopolymerisation process, the alkaline solution
liberates the monomeric AlO4 and SiO4 units from the source materials, which
then rapidly coalesce or polymerise to form chains of linked tetrahedra connected
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by oxygen atoms. These chains of AlO4 and SiO4 tetrahedra form larger oligomer
structures called polysialates (PS) and provide the actual unit structures that
then further polymerises to form the three-dimensional network of a geopolymer.
This results in a poorly ordered array of aluminate and silicate tetrahedra in a
network polymer-like structure that is balanced by cations such as Na+, K+, Li+,
and Ca2+ provided by either the alkaline solution or as impurities in the source
materials.
1.2.1 Reaction Mechanisms
The formation of a geopolymer is an exothermic process that first involves the
dissolution of a solid aluminosilicate oxide material in a MOH solution (M: al-
kali metal). The dissolved Al and Si complexes diffuse from the surfaces of the
particles into solution and undergo polymerisation to form a gel phase. The gel
phase then hardens and any remaining unreacted Al-Si source material becomes
incorporated into the structure. The amount of Al-Si material required depends
on the particle size, extent of dissolution of Al-Si materials and the concentra-
tion of the alkaline solution, and the rapid gelation and hardening prevent the
aluminosilicate network becoming a more ordered structure.
Differential scanning calorimetry measurements taken during the geopolymer set-
ting period show multiple heat flow peaks indicating that there are many chemical
steps involved [44–48]. Figure 1.1 shows a conceptual model of the complexity
of the geopolymerisation process proposed by Provis et al. [49]. The model in-
corporates various stages of the process, such as the requirement of additional
silicate species to control the Si/Al ratio, the formation of the gel phase in the re-
action and a secondary pathway to incorporate the formation of nano-crystalline
zeolitic phases that are shown to be present in some geopolymers [50]. Since it
was initially proposed, the Provis [47] model has been extended [17, 48] to allow
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Figure 1.1: The conceptual model for geopolymerisation proposed by Provis
et al. [17, 48, 49] showing the multiple steps involved in the synthesis of a
geopolymer.
variability of stoichiometry of all aluminosilicate species, allowing for metastable
or pozzolanic minerals to be used as the source materials.
The two main reaction processes involved are dissolution and polymerisation.
The dissolution process is the liberation of the aluminate and silicate groups into
the geopolymer liquor. This process is relatively well understood as there are
many studies on the dissolution of aluminosilicates in alkaline conditions [48].
However, the way that these units coalesce and condense in the polymerisation
phase to form the final geopolymer is not well understood. This polymerisation
phase is considered to be autocatalytic [51] and occurs when there is a sufficiently
large quantity of the polysialate units present. These rapidly react to form longer
polymer chains which then precipitate out of solution, increasing the solid/liquid
ratio. These large polysialate chains act as sites for further units to condense,
causing the chains to become elongated and branched out. This transformation
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is visible in the reaction vessel as the initially liquid phase transforms into a gel
and the gel in turn solidifies into the final solid geopolymer material.
Reaction kinetic modelling using the Provis [17, 48, 49] concept model has pro-
vided a quantitatively accurate description of the measured heat evolution during
the early stages of the metakaolin geopolymerisation [17, 48]. However, the model
is still an over-simplification of the process, since for instance, it does not take
into account the potential for the polymeric silicate and aluminate species to com-
bine. Furthermore, it does not provide information of the chemical reactions that
are occurring at each stage of the process. It also does not give a time scale for
each of the processes that occur at each stage of the model. This is important for
synthesis purposes, as the transformation from the amorphous aluminosilicate gel
to the nano-crystalline zeolitic phase takes a substantially longer period of time
than any of the other processes involved.
An important factor not included in the model is the nucleation process in
geopolymerisation. Nucleation in zeolitic systems occurs via replacement of water
in the hydration shells of cations by small aluminate or silicate species [52–54],
but in a geopolymerisation system, the degree of supersaturation and number of
nucleation triggers are very high. These triggers could include undissolved parti-
cles, newly formed crystals or amorphous aluminosilicate particles, or any other
solid-liquid interface.
1.3 Engineering a Geopolymer
Much of the geopolymer literature is focused on developing materials suitable for
industrial applications. Geopolymer synthesis is undertaken in ambient condi-
tions, and upon setting the geopolymer mixture is cured at low temperatures to
drive off any remaining moisture [20, 55]. There are three main reaction compo-
nents involved that effect the final product: the source materials, the geopolymer
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liquor and the filler materials. Each material provides a source for structural com-
ponents such as the aluminate and silicate groups that form the Al/Si network
or the cations required to charge balance the resulting structure. Identifying how
these different components interact with each other to form the final structure is
important if an atomic level understanding of geopolymers is to be developed.
1.3.1 Source Materials
The source materials can theoretically be any aluminosilicate material, and pro-
vide the source aluminate and silicate groups for the reaction. For geopolymeri-
sation to occur, a sufficient quantity of the aluminate and silicate groups needs to
be present in solution to form the polysialate oligomers. This affects the choice
of source material, as the different rates of aluminate and silicate dissolution that
are exhibited by different aluminosilicate materials plays a role in the final com-
position and properties of the geopolymer. Some of the factors to consider are
the chemical composition of the material, purity and crystallinity and porosity.
Table 1.1 shows some of the typical chemical compositions of the various source
materials used in geopolymerisation. The metakaolin and kaolinite sources are
reasonably homogenous in comparison and exhibit lower levels of impurities such
as iron and calcium than the other materials. Whilst the homogeneity in composi-
tion is useful for characterisation and fundamental investigations of geopolymers,
from a practical perspective the kaolinite and metakaolin geopolymers exhibit a
weaker, more brittle structure compared to fly-ash and slag [65, 66]. Figure 1.2
shows the effect of using metakaolin and fly-ash as source materials, with the
metakaolin sample exhibiting a chalky structure compared to the smooth and
solid fly-ash sample.
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Table 1.1: The percentage oxide compositions for the main components in
various geopolymer source materials from different locations.
Kaolinite Metakaolin
Australia [56] China [57] Egypt [58] Australia [19] UK [59] Egypt [58]
SiO2 51.3 44.11 44.64 54.2 54.78 52.26
Al2O3 32.6 37.21 38.9 42.1 40.72 42.93
Fe2O3 1.1 0.55 0.95 1.29 0.76 1.01
CaO 0.1 0.26 0.55 0.13 0.1 0.43
MgO 0.3 0.21 0.25 0.19 0.41 0.26
TiO2 1.1 0.31 1.64 1.15 - 1.87
Na2O 0.2 0.1 0.31 0.14 0.07 0.02
K2O 0.3 0.58 0.01 0.2 2.72 0.19
SO3/S - - 0.22 - - 0.52
Slag Fly-Ash
Unknown [59]Belgium [60]Colombia [61]Australia [62]Greece [63] USA [64]
SiO2 34.4 33–38 32.29 47.88–64.79 29.95 50.7
Al2O3 14.1 9–13 16.25 23.5–31.2 13.5 19.9
Fe2O3 0.11 0.1–15 2.35 3.07–13.00 5.48 14.3
CaO 43 38–43 42.45 1.72–5.82 32.25 5.1
MgO 6.3 7–12 2.87 0.75–2.60 2.62 0.95
TiO2 - 0.3–0.9 - 1.19–2.10 0.71 0.95
Na2O 0.3 - - 0.23–3.92 0.54 1.4
K2O 0.33 0–0.8 - 0.90–1.21 1.11 2.4
SO3/S 0.58 0–2.5 - 0.16–0.37 3.18 1.91
The increase in strength of fly-ash and slag based geopolymers is partly attributed
to the high calcium content [17, 58, 59, 61] as the presence of Ca2+ ions in structure
lowers the porosity thus leading to higher mechanical strength. Investigations of
calcium aluminosilicate glasses [67] show that the Ca2+ actively participates in
the oligomeric linkages during the formation of the aluminosilicate network by
enhancing silicate and polysialate network formation. Calcium silicate hydrate
gels have been found to form simultaneously with geopolymers [59] when high
levels of CaO are present in the source materials, and within the geopolymer
itself regions of varying calcium concentration have been identified [17, 59, 68].
Despite the evidence that calcium is important in the geopolymer structure, the
exact nature of its role is not clear, and further investigation of the interactions
of this ion with the aluminosilicate structure is necessary.
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Figure 1.2: Two geopolymer binders that have been synthesised in identi-
cal conditions using sodium silicate activating solutions and different source
materials. The larger, darker cylinder is formed using fly-ash and the lighter,
smaller cylinder is formed using metakaolin. The insets show cross-sections
taken from each cylinder to show the differences in the internal structure.
The degree of crystallinity in the raw materials is important as source materials
that have mostly amorphous content display higher reactivity during geopolymeri-
sation compared to more crystalline materials [56]. An x-ray scattering investi-
gations into the formation of fly-ash based geopolymers showed that increasing
the level of amorphous content in the source materials leads to an improvement
in the development of the geopolymer structure [62]. This is most likely due to
the increased liberation of the monomeric silicate and aluminate units from disor-
dered source materials, although there is a lack of conclusive evidence regarding
this in terms of geopolymer formation.
Porosity also plays a role in geopolymerisation as it controls the degree with
which the source materials interact with the alkali solution. The higher porosity
of metakaolin compared to kaolinite [20] results in a higher rate of dissolution
as more solution enters the structure through the pores. The increase in the
number of monomeric units thus leads to higher degrees of polymerisation and
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this leads to the reaction mixture setting too rapidly. Thus additional water is
added to slow down the process to allow for complete geopolymerisation. This
can result in a product that is too soft for construction applications [4] but ideal
for applications as adhesives, coating and hydro-ceramics. The lower porosity
may account for the lower reactivity of kaolinite in comparison, which results in a
longer time required for the interactions among the source materials to occur for
the gel phase to form. A large amount of kaolinite, however, does not take part
in the reaction at all, leading to large concentration of unreacted particles held
within the geopolymer matrix. This may be due to slow dissolution rates due to
both the crystallinity and decreased porosity as compared to metakaolin, which
tends to fully react.
1.3.2 Geopolymer Liquor
The formation of the geopolymer binder phase a caustic solution with the ability
to leach aluminate and silicate ions into solution. This caustic solution is called
the geopolymer liquor or activating solution and is usually made up of either
an alkali metal silicate or hydroxide solution which acts as an alkali activator.
The reaction conditions need to be set up such that there is rapid dissolution of
the aluminosilicate materials that leads to a rapid increase in the concentration of
aluminate and silicate units in solution. If the process is undertaken in less caustic
conditions, the rate of liberated aluminate and silicate units is slow enough to
allow the formation of more ordered zeolitic structures.
Geopolymers formed with hydroxide solutions form more ordered final alumi-
nosilicate networks than those formed with silicate solutions [23]. The hydroxide-
activated solutions demonstrate nucleation occurring throughout the solution as
the release of aluminate and silicate into solution occurs roughly simultaneously.
The rate of nucleation in the hydroxide solutions is consequently dependent on
the presence of monomeric silicate species liberated into solution, where as in
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silicate solutions a readily available supply of the silicate species is immediately
available. The presence of the silicate groups in the solution cause nucleation near
the particle surfaces [26] as the silicate monomers reacts with exposed aluminate
species. This can lead to large differences in the final structure of the geopolymer,
depending on the type of alkali solution used.
Theoretically any Group I metal cation can be used as the alkali element (M)
in the geopolymer activating solution, and the choice depends on the type and
composition of the source material as well as the intended application of the syn-
thesised geopolymer. The presence of cations in the original material as impurities
or added as metal hydroxides is considered to be important due to their potential
catalytic role. Optimum polymer properties are obtained when the M+ concen-
tration is sufficient to provide a charge balancing mechanism for the substitution
of tetrahedral Si by Al, but not in excess as this produces unwanted by-products
such as sodium carbonate by atmospheric carbonation [58, 69–71].
The metal cation used in the geopolymer liquor is usually sodium or potassium,
with both cations producing different effects on the geopolymerisation process
and the final structural properties. The smaller sodium cation increases the rate
of dissolution, whilst the larger potassium cation increases the condensation rate
and speeds up the rate at which the gel hardens [72, 73]. The smaller size of
sodium better stabilises the silicate monomers and dimers present in the solu-
tion [53, 74], whereas the larger size of potassium favours the formation of larger
silicate oligomers with which Al(OH)−4 prefers to bind. Therefore in potassium so-
lutions more geopolymer precursors exist resulting in better setting and stronger
compressive strength [74]. The potassium ion is also seemingly responsible for a
higher degree of condensation when compared to sodium under the same condi-
tions. An investigation by Duxson et al. [75] on mixed alkali geopolymers showed
that potassium is incorporated into the charge balancing sites in the network in
preference over sodium and that matrices containing potassium exhibit a lower
degree of crystallinity.
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Water
The requirement of water in geopolymerisation is important to attenuate the
speed of reaction. For instance, if solid alkaline materials are used such as solid
KOH pellets instead of KOH solution the reactions occur too rapidly and little
geopolymerisation is evident in the final structures [76]. However, it is unknown
whether the water is only required to facilitate slower reaction times to allow
for greater dissolution and reorganisation in solution, or if the water plays an
important role in the reaction. Some studies propose that water is a vehicle for
the reaction to take place in [7, 77], whilst others show that non-evaporable water
is a structurally necessary component of the geopolymer [57].
Generally the quantity of water added depends on the source materials, since it
is used to control the rate of reaction. This is to ensure that the setting time is
slow enough to allow for the dissolution of the source materials, but fast enough
so that dense networks form with reasonable compressive strength. Geopolymers
contain pore, structural and absorbed water [7] and in situ neutron diffraction
experiments by White et al. [23] show that the structure of the water does not
change during the reaction. Once the gel has set the water mainly exists in the
pore solutions in the geopolymer, usually hydrating a cation within the pore. This
indicates that water does not play an important role in the structural properties
in the geopolymer, but the loss of non-evaporable water during curing of the
geopolymer structure produced a slight decrease in compressive strength [57],
and thus the role of water in the geopolymer structure is still not clear.
1.3.3 Filler Materials
The rate of the geopolymerisation and resultant structure of the product is highly
dependent on the ratio of silicon to aluminium in the source materials [7, 9, 74]. As
the quantity of silicon in the source materials increases compared to aluminium,
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Fig. 2. SEM micrographs of Na-geopolymers: Si/Al ratio of (a) 1.15, (b) 1.40, (c) 1.65, (d) 1.90 and (e) 2.15.
27Al MAS-NMR has been used to correlate the amount
of Al(VI) and the amount of unreacted phase in metakaolin-
based geopolymers of compositions studied in the current
work [26]. While this method does not provide an unequivo-
cal quantification of the unreacted content, it is able to detect
a trend in the amount of Al(VI) in all specimens studied,
matching theoretical expectations. The amount of unreacted
material has been observed to increase with Si/Al ratio. It is
thought that greater amounts of unreacted material increase
the defect density in the specimens and have a deleterious
effect on the mechanical strength of geopolymers. This effect
is particularly pronounced at high Si/Al ratios, where the
amount of unreacted phase has been observed to be at a
maximum. Therefore, the reduction in mechanical strength
of geopolymer with high Si/Al ratios can be understood
by incorporating the concept of a defect density resulting
from unreacted material. It also stands to reason that with an
increased defect density, the number of potential pathways to
failure similarly increases. This would lead to an increased
distribution in the measured compressive strengths of indi-
vidual specimens, as observed in Fig. 1.
Pore sizes in the order of <5!m are observed in the
micrographs of geopolymers with Si/Al ≥1.65 (Fig. 2). The
binder at the interface of some of these pores can be seen
Figure 1.3: Scanning electron microscope image showing the change in mi-
crostructure of a metakaolin based geopolymer with varying Si/Al ratios of (a)
1.15 (b) 1.40 (c) 1.65 and (d) 1.90. Taken from Duxson et al. [9]
the compressive strength of the final product increases [7]. Figure 1.3 shows the
variation in the microstructure of a metakaolin (Si/Al = 1) based geopolymer as
a function of the Si/Al ratio, where the Al/Si ratio is varied by the addition of
an alkaline silicate solution.
Higher quantities of silicon resulted in less brittle, denser structures as the in-
creasing silicon concentration allows for more silicate monomeric units to partic-
ipate in the polymerisation process and since the increase in proportion of sili-
cate u its in the network requires f wer charge b lancing cations, a m dense
structure can form Typical ratios used for construct on purposes are be ween
1.40 ≤ Si/Al ≤ 2.20. If the source material does not exhi it the required ratio,
filler materials can be added to provide additional s urces of the aluminate and
silicate ions.
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The filler materials are often obtained from readily available aluminosilicates such
as kaolinite and metakaolin, but other materials such as silica fume or the use of a
sodium silicate solution as the alkaline activating solution are also used. The use
of fillers in the reaction can provide an excess of nucleation sites in the solution,
and this can lead to a phenomenon called syneresis. As the aluminosilicate gel
continues to polymerise and form the geopolymer matrix, the excess solution is
expelled from within the network into the bulk, and this can cause the gel to break
up into discrete regions of varying porosity [9]. This is not always undesirable, as
systems with no syneresis often harden whilst the gel is still composed of smaller
and poorly condensed cross-linked clusters. This can lead to chemically bound
water in the form of silanol or aluminol groups within the binder phase, and lead
to poor structural characteristics.
Since the properties of the manufactured geopolymers are dependent on the ratios
of the components in the final structures, a set of manufacturing limits have been
identified as ideal for the production of geopolymers and are given in Table 1.2
below. In addition to the activating solution, the filler materials can be added in
order to tailor these ratios to produce the desired properties. The filler materials
are mainly added to provide extra Al3+ ions as the rate of aluminium dissolution
from some source materials is usually insufficient to produce a gel of the desired
composition [17, 26, 78–80].
Table 1.2: Molar ratios identified as ideal for the manufacturing of geopoly-
mers, where M = alkali metal [4, 53, 73, 76]
M2O/SiO2 SiO2/Al2O3 H2O/M2O M2O/Al2O2
0.20 – 0.48 3.3 – 4.5 10 – 25 0.80 – 1.60
Filler materials are used in synthesis of geopolymers for industrial applications,
and are not generally included in the investigation of the structure and formation
of geopolymers. In metakaolin-based geopolymers the ratios are consequently dif-
ferent to those in Table 1.2, with an Si/Al' 1 and the other parameters changing
according to the property being investigated.
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1.4 Physical Characterisation
The geopolymerisation process results in a solid binder material similar to con-
crete that must be characterised prior to the acceptance of the material as a
commercial product. Several characteristics of the geopolymer as a function of
its synthesis conditions have been identified that require the atomic structure of
the geopolymer to be determined in order to be fully investigated. To determine
the molecular composition and structure of a geopolymer, a range of physical
characterisation techniques is used, and are outlined below with the structural
characteristics identified by each method included in the discussion.
The ratio of aluminium to silicon in the geopolymer as well as the presence and
quantities of cations, impurities and by-products of the geopolymerisation re-
action is determined by using X-ray fluorescence (XRF) and energy dispersive
spectroscopy (EDS) to provide elemental analysis. XRF and EDS results provide
a semi-quantitative analysis of the geopolymer [7, 9, 10, 19, 59, 73, 78] and are use-
ful to establish the chemical compositions that may be responsible for the range
of physical properties. These methods are also used to provide quantitative com-
positional analysis of the source materials to determine purity (in metakaolin and
kaolinite) and allow characterisation of heterogeneous materials such as fly-ash.
It is from these methods that the presence of the cations in the aluminosilicate
network are identified, and the variation in elemental composition throughout the
structure can be determined.
X-ray diffraction (XRD) patterns for geopolymer materials typically display a
broad diffraction hump centred between 27◦–29◦ 2θ [4, 8, 18, 50, 73]. Figure 1.4
shows the XRD patterns associated with metakaolin, kaolinite and a metakaolin-
based geopolymer. The XRD patterns show that the geopolymer microstructure
is amorphous, however, strong peaks are often noted within this broad peak that
are attributed to the un-reacted crystalline particles in the geopolymer matrix.
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Figure 1.4: Characteristic XRD patterns relevant to geopolymerisation,
taken from Prud’homme et al. [81]. The characteristic geopolymer peak cen-
tred around 28◦ 2θ shows a more amorphous structure than the metakaolin and
kaolin samples. The geopolymer in this example is synthesised from metakaolin
and a potassium-silicate/hydroxide solution.
The presence of both amorphous and crystalline phases suggests that the rapid
setting of the gel in the geopolymerisation process results in a final material that
contains a large amount of unreacted source material that is encompassed by the
amorphous geopolymer phase [8, 69, 73]. XRD is useful for structural character-
isation of crystalline materials, but is limited by this amorphous phase. Initial
studies using XRD consequently focus on the identification of the unreacted crys-
talline particles [9, 59, 78] and in combination with XRF have been successful in
determining the composition of the different phases of fly-ash based geopolymers
[62].
Another way to understand the nature of the bonding and structure in the
geopolymer amorphous phase is though the use of nuclear magnetic resonance
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(NMR) spectroscopy. NMR allows the determination of the properties of mate-
rials that contain magnetic nuclei and has been used to show the presence of dif-
ferent aluminosilicate species in the geopolymer matrix [4, 69, 74, 76, 78]. An ex-
ample of some typical magic-angle spinning (MAS) NMR spectra for metakaolin-
based geopolymers is shown in Figure 1.5. Geopolymers all show the single broad
resonances characteristic of amorphous materials containing a range of slightly
different environments [69].
Figure 1.5: Examples of solid-state MAS-NMR spectra of metakaolin and
metakaolin-based polysialate-siloxo (PSS) geopolymer compositions, taken
from the work by Barbosa, MacKenzie and Thaumaturgo [69]. The left panel
shows the 27Al spectra with the peaks at 52 ppm, 10 ppm and 28 ppm cor-
responding to tetrahedral, octahedral and 5-fold aluminium respectively. The
right shows the corresponding 29Si spectra with the peak at -104 ppm attributed
to tetrahedral silicon.
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The technique of 27Al and 29Si MAS-NMR has been used to interpret the mi-
crostructure of the geopolymer, with the aluminium spectrum showing the pres-
ence of a three-dimensional network of aluminosilicate polymeric units, including
the presence of low molecular weight polymeric units such as dimers and trimers.
An important result from the MAS-NMR experiments is that both the silicon
and aluminium are predominantly tetrahedrally coordinated.
Fourier transform infra-red (FTIR) spectroscopy is used to further characterise
the nature of the Al–O or Si–O bonding in the structure [9]. FTIR spectra of
geopolymers show a central peak between 1010 cm−1 and 1098 cm−1 which is
attributed to the Si-O-Si or Al-O-Si asymmetric stretching mode [56, 60, 69, 74].
The shift of the bending peak of the Si–O bond (1050cm−1) from metakaolin to a
lower frequency (990 cm−1) is also observed in fly-ash based geopolymers [74, 82]
and is characteristic of the formation of a geopolymer. The presence of Al in the
geopolymer gel structure is also characterised by the absorption bands at 1207
cm−1 and 1170 cm−1, and the change in the co-ordination of the aluminium from
octahedral to tetrahedral causes peaks to appear at approximately 850 cm−1 [83].
The NMR and FTIR techniques provide evidence for the network of sialate
(silicon-oxo-aluminate) chains composed of SiO4 and AlO4 units connected by
shared oxygen atoms. Detailed analysis of the results show that the structure of
a geopolymer is in fact composed of various sized rings consisting of six to eight
or more tetrahedral aluminate and silicate units [84]. The presence of water in
geopolymers is usually determined using differential scanning calorimetry (DSC)
techniques, and the various ions through a combination of EDS, XRF and wet
chemistry methods.
Transmission electron microscopy (TEM) experiments show that there are re-
gions of varying crystalline behaviour, ranging from highly crystalline, nano-
crystalline or poly-crystalline through to completely amorphous, but indexing
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of the diffraction patterns is rarely attempted. High-resolution transmission elec-
tron microscopy (HRTEM) shows that the geopolymer phase contains distinct
regions of short to mid-range order, which are rapidly amorphised by beam dam-
age [3, 5, 50, 78]. In 2011 Xuemin et al. [85] published a HRTEM micrograph
showing these nano-crystalline regions within the geopolymer amorphous phase,
shown in Figure 1.6. The HRTEM results do not agree with XRD results, in
which no newly formed crystalline phases were identified, only those related to
the un-reacted raw materials. There is also evidence [50] of nano-sized zeolitic
phases within the geopolymer that may be a part of the slow process of transfor-
mation of the amorphous geopolymer gel to a more ordered structure, as shown
in the extended geopolymerisation reaction model in Figure 1.1.
Figure 1.6: A HRTEM image of a geopolymer demonstrating regions of
nano-crystallinity within the amorphous binder phase. The selected area elec-
tron diffraction (SAED) and XRD insets show the characteristic amorphous
geopolymer features. Taken from Xuemin et al. [85]
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The apparent disagreement between then HRTEM and XRD results can be at-
tributed to the fact that the crystallinity observed in the microscopy work is on
a length scale below the detection limit of the XRD. Similar results have been
found in studies performed on aluminosilicate zeolite precursor gels, as well as
in a variety of inorganic systems [50, 56]. In each case, crystallinity on a length
scale of about 5 nm was detectable by electron diffraction, but not by XRD. Thus
the geopolymeric binder phase is considered to be x-ray amorphous [50, 69] and
has been suggested to consist of an agglomeration of zeolitic nano-crystallites,
which is plausible from a chemical, thermodynamic and mechanistic standpoint
[50]. Since the crystalline state has a lower energy than the amorphous state, the
formation of crystalline regions is not unexpected, yet the identification of the
chemical nature of these regions is still ongoing [47, 50].
Geopolymers have been shown to have a micro-porous framework, with the char-
acteristic pore size dependent on the nature of the cation(s) used in synthesis [5].
Stereology measurements using electron diffraction images on cross-sections of
geopolymers have been used extensively to demonstrate the porosity of geopoly-
mers [14, 22, 86]. Increasingly, porosity measurements have been conducted using
gas (usually nitrogen) adsorption measurements. These involve measuring the vol-
ume of gas that can be absorbed into a structure without affecting the structural
integrity, using the Brunauer-Emmet-Teller (BET) method to determine surface
area from physisorption isotherm data [87, 88]. These experiments have shown
that geopolymers have a range of porous structures, from pores with diameters up
to 5 µm [9, 89] to pores with radii below 1 nm [86]. The pore solutions extracted
from low calcium fly-ash geopolymers have been shown [90] to have cation rich
environments with a pH> 13, and so the porous nature of the geopolymer may
be important for the encapsulation and immobilisation of the cations within the
structure.
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1.4.1 Microstructure
Physical characterisation of geopolymers has provided a general understanding
of the geopolymer microstructure. The polysialate structure is the simplest poly-
mer structure, with a Si/Al = 1. In practice varying the silicon and aluminium
ratios in the production of geopolymers results in an additional two different
geopolymer types: the polysialate-siloxo (PSS) and polysialate-disiloxo (PSDS)
polymers. The PSS structure typically has Si/Al = 2 and the PSDS structure has
Si/Al = 3. The name is often preceded by the charge balancing cation present, for
instance a sodium polysialate-siloxo geopolymer is called a Na-PSS geopolymer.
The information from the various experimental investigations has led to several
structural schematics being proposed for the various geopolymer structures, two
of which are shown in Figure 1.7.
In the K-PSDS model proposed by Zhang et al. [76], no attempt has been
made to identify the location neither of the cation, nor for the presence of wa-
ter within the structure whereas in the Na-PSS geopolymer model proposed by
a) b)
Figure 1.7: Various structural models for the different geopolymer types have
been proposed over time. Image (a) shows a semi-schematic for the sialate
network in a K-PSDS geopolymer [76]. Image (b) shows a Na-PSS geopolymer
structure [69].
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Barbosa et al. [69] accounts for all the ions. This latter model introduced the
concept that the cations in the geopolymer matrix exist within hydration shells
in the pores of the network. These structures are primitive and do not account for
many of the physical characteristics of geopolymers determined from experimental
characterisation.
Many geopolymer properties are not easily explained and in some cases experi-
mental data cannot be fully investigated due to the lack of understanding of the
structure [47]. The alkalinity, charge and size of the cations, and quantity of water
all affect the microstructure of a geopolymer as the measured properties change
upon varying these factors [4, 8, 11, 17, 20, 26, 57, 58, 66, 70, 73, 76, 91]. Exactly
how the interactions between the aluminosilicate network and the various struc-
tural components result in these changes is unknown, and all these factors must
be taken into consideration when a molecular model for geopolymers is proposed.
1.5 Computational Studies of Geopolymers and
Related Materials
The geopolymer binder phase has been shown [85] to exhibit short-range order,
but as it is x-ray amorphous it is difficult to characterise with conventional tech-
niques. Computational investigations of geological and inorganic materials have
been successful in determining the atomic structures in cases where traditional
experimental methods have not been able. These techniques have been used to
simulate materials ranging from ordered materials such as zeolites and clays, to
amorphous glasses and other disordered systems. This has led to an increase in
interest by the geopolymer community in the investigations of these materials
from a computational perspective. However, most computational investigations
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of geopolymers are concerned either with the reaction kinetics and thermody-
namic modelling of aluminosilicate dissolution [48, 49, 92, 93] or the modelling of
the individual aluminosilicate framework components [21, 94–96].
One of the first structural characteristics investigated by computational tech-
niques was the type of linkages that were most likely to occur in the geopoly-
mer structure. The Loewenstein or aluminium avoidance rule states that chains
formed by successive tetrahedral aluminate units (i.e. -Al-O-Al- linkages) are
not possible, and governs the tetrahedral substitutions of alumina in silica chains
[97]. However, quantum mechanics simulations performed by Tossel [98] in 1993
showed that the energy penalty for these paired linkages is modest, and later
experimental studies [99] have shown that high temperature and disordered alu-
minosilicate materials can demonstrate these “forbidden” structures. This must
be considered when describing the structure of geopolymers [100] as the synthe-
sis environments typically involve amorphous components that may allow the
violation of the Loewenstein rule.
Investigations of the framework components that could exist in a geopolymer are
investigated by simulation methods to determine the short-range aluminosilicate
structures that would be most favourable in the dissolution environments. In
2000 Xu and van Deventer [94] performed ab initio simulations of five-membered
aluminosilicate rings in an alkaline environment and showed that the tetrahedral
aluminium dissolves more readily than silicon in the local environment. Semi-
empirical ab initio simulations have investigated the reaction pathways involved
in the reorientation process of metakaolin based geopolymerisation [95, 101], how-
ever, the conclusions reached from these simulations are the subject of a debate
regarding the selection of species simulated as well as the methods used [21, 102].
Kinetic effects were not included, and as such the reaction pathways proposed as
a result require further investigation.
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Monte Carlo simulations by Rankin et al. [103] looked into the gelation mech-
anism in silica polymerisation, finding that a distribution of polycyclic siloxane
chains form during the gelation process. White et al. [54] similarly used Monte
Carlo methods to investigate the solubility and precipitation of silica in the initial
stages of zeolite synthesis, and both silica and alumina in geopolymerisation [26]
using a simplified model of metakaolin. Simulations of a sodium silicate activating
solution indicated a preference for aluminate monomeric units to be released into
the solution over silicate units, in agreement with experimental data [26, 100].
The presence of silicate ions in solution initially increased the probability of a
liberated aluminate monomer encountering a silicate monomer near the particle
surfaces, and so localised nucleation of the oligomer species near these surfaces
occurs. Thus if an alkaline silicate solution is used a higher concentration of
silicate in the source material is required during synthesis of geopolymers.
1.5.1 Metakaolin as a Model System
There are still many unknown factors in the formation and the structure of
geopolymers. The majority of the simulations reported for geopolymers focus
on understanding the components present in the reaction solution, and how these
components interact and polymerise to form the final structure. It is proposed by
this research that instead of attempting to build the structure from the individual
monomers or oligomers, a known disordered aluminosilicate network is simulated
and the various interactions such as the influence of the cations within the bulk
or the interactions at the solution-surface interface are investigated using it as
a simplified model system. Once the role the different components play within
the structure is fully understood, this information can then be used to reduce the
number of variables when it comes to producing the final geopolymer molecular
structure.
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Metakaolin is ideal for this purpose as it exhibits structural similarities to geopoly-
mers, with both being composed of a disordered tetrahedral aluminosilicate net-
work. The metakaolin structure could thus be used to determine the interactions
within the geopolymer structure such as the influence of the various cations on the
local network. It is also used as a precursor material in the synthesis of geopoly-
mers, and so is suitably ideal for surface-solution investigations. The mechanism
of the de-hydroxylation process of kaolinite to metakaolin has been the subject
of various experimental investigations [104–119] with the general agreement that
metakaolin is formed by a gradual loss of structural water through diffusion ac-
companied by the change in aluminium coordination from six-fold to four-fold.
The final structure of metakaolin however, is not well understood, as characterisa-
tion experiments such as scattering methods have met with difficulties due to the
amorphous nature of the material. In 2010 White et al. [118, 119] simulated the
transformation of kaolinite to metakaolin using a combination of first-principle
ab initio methods with neutron scattering experiments. The simulated transfor-
mation through a gradual removal of the hydroxyl content from the structure
produced a final metakaolin structure, although complete de-hydroxylation was
not simulated. The results provide one of many possible de-hydroxylation paths,
and reported evidence of the presence of both 3- and 5-fold aluminium in addition
to the known 4-fold configuration. Further empirical modelling of the transfor-
mation can improve upon these results by increasing the scale of the simulation,
allowing for more de-hydroxylation paths to be sampled and including the effects
of temperature. The effects of the degree of de-hydration can also be explored;
White et al. [118, 119] only simulated up to 88% de-hydroxylation. This will
provide structural information for the entire range of concentrations of structural
water found in metakaolin.
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1.5.2 Simulation Studies of Related Materials
The success in the use of computational atomistic modelling techniques in simulat-
ing some aspects of the geopolymerisation process and the structure of metakaolin
show that there is a definitive potential in using accurate modelling techniques.
However, there is a variety of computational simulation techniques available from
electronic structure methods such as quantum mechanics and ab initio methods
to classical atomistic approaches using empirical potential models in molecular
dynamics and Monte Carlo simulations. The choice of method depends on the
structure and chemical phenomenon of interest, and each method has limitations
such as the size of the atomic system simulated or the level of accuracy obtained
from the simulation. The methods chosen for this research are based upon those
that have been used to investigate structures that share common structural fea-
tures with geopolymers: zeolites, clay minerals and silica and alumina glasses.
Zeolites are formed from three dimensional networks of [TO4] tetrahedra (T =
Al, Si), exhibiting highly ordered and often complex structures. The similarities
between the synthesis conditions of zeolites and geopolymers have led to the
suggestion that geopolymers are in fact amorphous precursors to zeolites [20, 50].
Zeolites have greatly benefited from computational techniques as the advantages
of visualising and manipulating the complex zeolite structure have allowed the
investigation of many of the properties of interest [120]. Lewis et al. [121] and
Catlow et al. [122] used ab initio molecular dynamics methods to investigate the
solvation of silica clusters and the properties of solvated silica-template clusters.
Monte Carlo simulations performed on lattice systems [54, 123] provide qualitative
insights into the formation of the nano-particles that play a role in zeolite synthesis
[124–127]. Of particular interest to this research are the molecular dynamics
simulations used to investigate zeolite formation and the sol-gel process [128–130]
in dynamic environments, as these are similar to the some of the interactions
present in geopolymerisation.
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Another field of interest is the investigations of clay minerals by computational
methods. Clay minerals are aluminosilicate minerals composed of alternating lay-
ers of four-fold silicon and four- or six-fold aluminium. Many clay minerals contain
water, hydroxyl groups and interstitial cations as part of the atomic structure,
characteristics that are similar to the geopolymer structure. The swelling and
dehydration properties of clays are of much interest to the clay community and
have been extensively studied [131–133]. Empirical atomistic simulations have
been predominantly used to investigate structural and surface phenomena in clay
hydroxides, oxyhydroxides and many different clay phases [133–141]. The success
of the empirical atomistic simulations in describing the structures and interac-
tions of clays in a variety of environments makes these methods suitable for the
purposes of this research.
The atomic structures of disordered materials such as geopolymers are not easily
determined in a laboratory and thus computational analysis is particularly useful.
Investigations into the structure and properties of amorphous materials using
computational techniques generally require relatively large simulation cells and
methods such as molecular dynamics and MC methods [142]. For example, the
computer simulations of silica glasses have aided in structural characterisation
as experimental methods are impeded by the disordered structure and insulator
properties of these materials. Empirical molecular dynamics techniques have
proved useful in producing glassy silica structures that reproduce the experimental
radial distribution functions [143–145], and the polymerisation process of silica
to form amorphous phases has been investigated using both molecular dynamics
[128, 146] and Monte Carlo [54, 147–149] techniques. The simulation of alkali
silicates using molecular dynamics has been able to interpret highly accurate
neutron diffraction data [150, 151], and the effect of varying the Al coordination
in aluminosilicate glasses have been investigated by Zirl and Garofalini [152].
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Amorphous alumina is another important material that has benefited from com-
putational investigations. Amorphous alumina is found in the surface layers of
oxidised aluminium and is also present in alumina films grown electrochemically
or by the atomic layer deposition [153]. Simulations of amorphous alumina by
Gutierrez and Johansson [154] showed that it consists of a porous network of
AlO4 tetrahedra, similar to that found in the structure of silica glasses. The alu-
mina surfaces have also been investigated successfully using molecular dynamics
[153, 155] and have provided insights into surface behaviour in alkaline envi-
ronments, such as the preference for the location of edge sharing Al tetrahedra
configurations at the surface of alumina than in the bulk. Thus use of empirical
atomistic methods using interatomic potential models in dynamics environments
where time-scale and temperature play a role in the simulations are determined
to be appropriate for the investigation of geopolymers.
1.6 Thesis Aims and Outline
The focus of this research is to understand the structure and behaviour metakaolin
as a simplified precursor and analogue for a geopolymer using atomistic simula-
tion approaches. In the following chapters the computational methodology is
introduced, providing a description of the techniques that are used and a review
of the underlying theory. A summary of the computational simulation packages
used in this research is given, along with explanations for the choice and validity
of each. The description and development of the interatomic-potential model used
for this research is included and potential models from the literature are identified
and investigated for suitability. The final set of parameters selected are tested to
ensure that the implementation of the interatomic potential model allows for an
accurate representation of the all the materials and interactions simulated.
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The structure of metakaolin is investigated using atomistic molecular dynamic
techniques, with larger atomic systems sampled compared to the ab initio sim-
ulations [23]. Aspects of the structural development of metakaolin are discussed
and the final structure that is developed compares well with experimental obser-
vations. A range of the final metakaolin structures from the molecular dynamics
simulations, along with the kaolinite structure, are then used for the bulk inves-
tigations. The porosity of metakaolin is described in detail for the first time and
this information is used to determine the influence of the interstitial ions sodium,
potassium and calcium on the structure of metakaolin, which in turn give insights
into how these ions interact with the geopolymer structure.
The interactions of kaolinite and metakaolin surfaces in an aqueous environment
are investigated, with a discussion on the development and stability of metakaolin
surfaces included. The metakaolin surfaces are hydrated and simulated in the
presence of water in ambient conditions, demonstrating that water may play an
important role in the dissolution of the source materials in geopolymerisation.
This thesis concludes with a discussion of the results and recommendations are
provided for future research and possibilities for further development of the results
reported herein.
Chapter 2
Computational Methodology
Computer simulations are a powerful tool based on theoretical knowledge of
molecular and atomic behaviour, and can be used for exploring the structure
of materials and provide insights into the properties such as crystal structures,
thermodynamics and transport properties. Structural investigations from a com-
putational perspective can be approached from a variety of different methods,
and those used in this thesis will be outlined in this chapter.
2.1 Introduction
The investigation of chemical and physical phenomena via computer simulations
is now a well-established practise in the fields of science and engineering. With
the advancement of software and computing capabilities, the ability to create and
study systems at conditions otherwise difficult to study in a laboratory environ-
ment becomes invaluable. In the physical sciences computer models are used to
investigate various phenomena; from those that occur on the galactic scale to
understanding the way the atmosphere changes and interacts with external fac-
tors such as pollution. Computational methods have found applications in the
biological sciences in areas such as protein modelling or the study of ecological
systems such as the modelling of the flocking behaviour of birds. Applications
in chemistry and physics can vary from the investigation of aqueous solutions,
molten salts, the identification and study of phase changes to understanding how
defects in solids occur and propagate.
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In its simplest form, a simulation takes a series of parameters and starting condi-
tions and attempts to find a numerical solution dependent on the mathematical
models assumed for the system. The mathematical models of a simulation in
chemistry are based on theoretical quantum chemistry as well as experimental
observations of materials. The initial conditions such as cell parameters and
atomic coordinates are generally chosen to be similar to those measured in exper-
iments and the simulation parameters and models are chosen depending on the
property or phenomena being investigated.
Computational simulations require resources such as the computer memory and
the time taken by the computers to do the required calculations. The size and
complexity of a system is primarily dictated by the degree of accuracy required to
simulate the structure or phenomenon of interest, but consideration must also be
made for the computational resources available. With the increase in processing
power of computers and the development of multi-processor computing in the
last few decades, the amount of resources required for simulations has decreased
considerably. As the computational methods become more efficient, larger and
more complex systems can be simulated with higher degrees of accuracy. The
choice of method and model is thus always a function of the minimum degree of
accuracy required and the time and resources available for that simulation.
The development of a metakaolin structure for the investigation of geopolymers
will require a relatively large atomic system simulated at high temperatures to
fully investigate the degree of long-range disorder caused by the thermal de-
hydroxylation of kaolinite. For these purposes classical interatomic potential
function methods are used in this research. These methods consider the atoms in
a system as individual particles and do not include electrons and other sub-atomic
entities, but rather assume an effective atom which represents all the particles
involved. Simulation of this type are the main method used in the investigations
of aluminosilicate materials [156], and so are the most suitable approach to un-
dertake the investigation of the interactions of the components influencing the
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geopolymer structure through the simulation of the metakaolin structure. There
are other methods available that include the electrons explicitly to improve ac-
curacy, such as quantum mechanics (QM) simulations, however, these are more
complex and have a higher associated cost compared to the classical methods.
2.2 The Classical Model Approach
The description of the atoms in a physical system in the classical approach uses
a “ball and spring” representation of the atomic interactions. This simplified
method of describing an atom or molecule as a discrete particle instead of a com-
bination of wave-functions reduces the computation requirements for a simulation
considerably compared to QM methods. To give the particle its atomic character
a set of descriptors are defined so that it becomes an atom or ion in the simulation.
The interactions between atoms are due to a combination of attractive and repul-
sive forces experienced as a function of the interatomic distance. Consider that
the electron density in any atom is not static, and is subject to instantaneous
fluctuations due to the delocalised nature of the electrons. At large interatomic
distances, the charge distribution on an atom can be considered to be on average
spherically symmetric, and the electrostatic interaction is generally sufficient to
describe the behaviour of the atoms in the system. As the atoms are brought
closer together, the fluctuation of the charge density in one atom may cause the
electrons on the other atom to shift in such a way to produce a small dipole mo-
ment. The polarisation of the charge density leads to an electrostatic attraction
between the two atoms.
As the distance between the two atoms is further decreased, the electron clouds
eventually overlap. The Pauli exclusion principle prevents electrons from occu-
pying the same region of space simultaneously, and so the overlap of the electron
clouds results in a repulsive force between the atoms. The distance at which the
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overlap occurs is designated as the characteristic Van der Waals radius for each
atom. The combination of the repulsive and attractive intermolecular forces are
responsible for all of the physical properties of solids, liquids, and gases.
The intermolecular forces can be modelled by interatomic potential functions.
These functions have various parameters whose values are derived specifically
for individual interactions. The type of functions and parameters needed for a
simulation depend on the system of interest, for instance, the Al–O interactions
in an aluminium oxide compound such as corundum are different to the Al–O
interactions in an aluminium hydroxide compound such as gibbsite. The Al–O
interactions for each system have a different set of parameters, and the values of
these parameters are derived either empirically by fitting to experimental values,
or determined from QM calculations.
The potential functions are designed to correctly describe all the interactions
between the components of an atomic system. The potential energy between two
atoms is given by U , and is related to the force experience by the atoms, F , as a
function of interatomic distance, r, by:
Fi = −∇riU (2.1)
However, in a system with N atoms, the relative separation between atoms is no
longer the only consideration as the position of other atoms to relative the each
other becomes important. In an N -atom system, an individual atom will interact
with all the atoms within this system and the total energy is determined by a
series of terms consisting of all the N -body components [157]:
Utotal =
N∑
i
U(i) +
1
2
N∑
i,j
Ui,j +
1
6
N∑
i,j,k
Ui,j,k + ... (2.2)
The first term represents the self-interactions of individual atoms, the second term
represents the two body interactions and is the dominant term in close-packed
Chapter 2. Computational Methodology 35
ionic systems and the third term represents three-body interactions and so forth
[158]. Higher order interactions are included depending on their necessity in the
atomic system being investigated, but are typically negligible (along with the
self-interaction terms if there is no external electric field) compared to the two
body interactions.
The second term in Equation (2.2) can be separated into three contributions: the
electrostatic energy between charged ions and the long- and short-range interac-
tions. The latter two interations are due to a range of phenomena such as the
Pauli repulsion and covalent bonding at shorter distances and induced dipoles at
larger distances. The combinations of these interactions are classified bonded or
non-bonded forces, and are described through a series of mathematical expres-
sions that describe the potential energy of the different interactions between pairs
of atoms as a function of the interatomic distance rij.
2.2.1 Bonded Interactions
Interatomic potential functions do not include descriptions for the electrons and
thus can not include the phenomenon of electron ‘sharing’ that results in covalent
bonding. If the bonded interactions such as bond length and angular vibrations
are important in the accurate description of a material, potential functions that
describe the characteristics of the bonds are included.
Bond–Stretching
The simplest bonded interaction to consider is the effect of bond stretching be-
tween two atoms. The nature of a covalent bond within an atomic system involves
the vibration of the bonds around an average equilibrium bond-distance, and the
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simplest method to describe it is to use a simple harmonic oscillator as an ap-
proximation of the energy as a function of interatomic distance:
UHarmonicij =
1
2
k(rij − r0)2 (2.3)
where r0 is the equilibrium bond length, rij is the atomic separation and k is the
force constant. The interaction is relatively simple, and is suitable for systems
that do not demonstrate large deviations from r0.
However, the harmonic oscillator does not accurately represent bond vibrations as
it over-estimates the stability of a bond by not allowing for bond disassociation.
Thus the harmonic oscillator approach is not suitable for all interactions and in
these cases the vibrational structure of a molecule around the equilibrium bond
length is better approximated by the Morse potential [159]:
UMorseij = De
{
[1− exp (−a (rij − r0))]2 − 1
}
(2.4)
where De is the well depth which is associated with the bond dissociation energy,
r0 is the equilibrium bond distance and a controls the width of the potential
well. Figure 2.1 demonstrates the differences between the Morse potential and
the harmonic potential. The increased complexity of this interaction allows for a
more realistic interactions as it allows for the effects of ‘bond-breaking’ as well as
the anharmonicity present in real bonded systems.
An example of the necessity of the Morse potential is in the simulation of OH
groups. This group is present in many clay minerals and other aluminosilicates,
and the inclusion of this group in simulations is important in understanding many
mechanisms such as clay dehydration and hydration as well as many bulk and sur-
face properties. The Morse potential is suitable for these purposes as it accurately
reproduces the spectroscopic data [160].
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Figure 2.1: The typical potential energy curve for a Morse potential given
in Equation (2.4), compared to the traditional harmonic model given in Equa-
tion (2.3). De represents the dissociation energy of a molecule, which conse-
quently allows the effects of bond dissociation in a simulation.
Angle–Bending
The third term in Equation (2.2) is included in the total potential energy function
when the accurate description of a bond between two atoms requires three–body
effects such as bond-angles. These interactions are most often represented by a
simple harmonic angle-bending potential similar to the harmonic description of
the bond
Uangle-bendijk =
1
2
k(θijk − θ0)2 (2.5)
where θ0 is the equilibrium bond-angle and k is a force constant. As in the
case of the vibration of a bond, there are different methods available to describe
angle-bending, such as the Stillinger-Weber potential [161].
The description of the O-Si-O angle in tetrahedral SiO4 is an example where
three-body terms are necessary. Vitreous silica is not accurately simulated using
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only pair potentials, and requires the inclusion of the three-body term to better
describe experimental results [128, 145, 162–164]. Similarly the correct descrip-
tion of the bond angle between the H–O–H atoms in water has been shown to be
a vital component to the description of liquid water [165].
2.2.2 Non-Bonded Interactions
The non-bonded interactions describe the interatomic forces present in systems
with ionic character, as well as noble gasses. The majority of computational
simulations are of atomic systems composed of charged ions, and as such the
effects of ionicity are always present. The forces involved in ionic materials occur
at both short as well as large interatomic distances, and as such as described by
of a variety of different interatomic potential functions.
The Van der Waals and Pauli Interactions
The repulsive forces due to the Pauli exclusion principle at short range and the
attractive forces experienced at larger interatomic distances due to the develop-
ment of instantaneous dipoles, also known as dispersion forces, are present in all
atomic systems. The long-range force, despite being relatively weak forces when
compared to electrostatics and the short-range repulsion, is still significant in the
accurate description of an atomic system.
In 1924 Lennard-Jones proposed a potential function to approximate the inter-
atomic interactions between two neutral atoms [166–168]:
ULennard-Jonesij = 4ε
[(
σ
rij
)12
−
(
σ
rij
)6]
(2.6)
where ε is the depth of the potential well (see Figure 2.2) and σ represents the
distance at which the interatomic potential is zero. The values of σ and ε are
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fitted to specific atomic interactions. The repulsive component of the interaction
is given by the r−12 term, and the attractive component is described by the r−6
term. The effect of combining these two interactions is shown in Figure 2.2.
Figure 2.2: The typical potential energy curve for a Lennard-Jones 12-6
potential (solid line). The attractive and repulsive components of the potential
are shown by the dashed and dotted dashed lines respectively.
An alternative to the Lennard-Jones potential was proposed in 1938 by Bucking-
ham [169]. The Buckingham potential replaces the r−12 term in the Lennard-Jones
potential with an exponential term:
UBuckinghamij = A exp
(
−rij
ρ
)
− C
r6ij
(2.7)
where A is the amplitude of the repulsion, ρ defines the range of the effective
repulsion and C describes the attractive interaction. If the C term is set to zero
(often for interactions where the ions have small polarisabilities) the potential
reduces to the Born-Mayer potential [170].
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The majority of interatomic potential models in use in computational chemistry
include two-bodied potentials based upon these functions. The different param-
eters such as σ, ε, A, ρ and C are tailored to fit the required potential energy
form to correctly represent the interactions in the system being investigated.
Electrostatics
The final contribution to the potential energy function in Equation (2.2) that is
important to all ionic and non-ionic systems is the electrostatic energy. In the
description of a system, each particle is considered as a point charge, and the most
general description of electrostatic energy between two point charges is given by
Coulomb’s law:
UCoulombij =
1
4pi0
qiqj
rij
(2.8)
where qi and qj are the atomic charges with an atomic separation distance of rij.
This description for the electrostatic energy becomes complicated when periodic
systems composed of multiple point charges are considered. In an infinite bulk
material, the evaluation of Equation (2.8) for all point charges becomes difficult
as the strength of the interaction decays as 1
r
but the number of point charges
involved increases as r3. Methods to approximate the resulting infinite summation
involve introducing a truncation distance to the interaction sphere, however, this
can result in a possible charged sphere around an ion.
To overcome this problem, several summation techniques have been developed
to allow for the electrostatic contribution to be determined in an atomic system.
The most common methods was proposed by Ewald [171] that separate the sum
into two components, one in real space and another in reciprocal space. The
Ewald method is not the only method available to determine the electrostatic
contribution to the potential energy. There are also the Particle-Mesh Ewald
(PME) [172, 173], Smooth Particle-Mesh Ewald (SPME) [174] and Particle-
Particle/Particle-Mesh (PPPM) [146, 175, 176] algorithms.
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Assigning Charge
The magnitude of the charge on an ion is typically assigned according to empirical
values based on valence information. These formal charges are appropriate in
ensuring the transferability of the models and parameters used to describe a set
of atomic interactions [157]. However, full formal charge models can generate
artificially large Coulombic contributions to the potential function and have been
shown to strongly influence the interlayer structure and dynamics of clay minerals
[133].
Many interatomic potential functions are based upon the assignment of partial
(or fractional) charges to the atoms. The charges are typically smaller than the
full formal charge but retain the same proportions. For instance in quartz the
charge of silicon can be formal q = +4 or partial q = +2.4, and is then counter-
balanced by an oxygen charge of either q = −2 for a formal charge model or
q = −1.2 for the partial charge model [160]. Partial charges can be calculated
from ab initio or QM calculations, or from experimental data such as dipoles and
electronegativities.
The Shell-Model for Ions
The description of the atoms as classical particles does not include any consider-
ation for the electron cloud around an atom when interacting with neighbouring
ions. In some cases, ignoring this effect can result in a poor description of the
interactions within a material and can lead to misleading or incorrect results. A
method to overcome this is by introducing a representation of the electron cloud
using a “shell” model. Instead of describing the atoms as point particles with
an assigned charge, the atom is described by a core point charge with all the
associated mass connected to second massless point charge by a simple harmonic
spring to represent the flexibility of the electron cloud [177]. The total charge on
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Figure 2.3: The representation of the shell-model description of an atom.
The sum of qcore and qshell equals the total charge on the atom, but allows the
polarisability of the electron cloud to be approximated.
an atom is typically divided into a positive charge on the core combined with a
negative charge on the shell, as shown in Figure 2.3.
The interaction between the shell and the core is electrostatically screened and
described by a harmonic spring with force constant k :
U core-shell =
1
2
k (rcore − rshell)2 (2.9)
where rcore is distance of the core from the centre of the shell and rshell is the
shell radius. The implementation of the shell model is such that the short-range
interactions are generally specified to act only on the shell and the electrostatic
potential acts upon both. Whilst it is convenient to view the assignment of the
charges according to a simple representations of the physical structure of an atom
(electron valence shell is negative, nucleus is positive) it is not always necessary
and the opposite case can be used in a simulation if it provides a more accurate
description for the system.
The shell model has become a popular tool for low symmetry crystals [178] and
oxides, which have particularly benefitted from the shell model implementation
[158, 179–182]. This increased accuracy does however involve a higher degree of
complexity in the description of the atomic system and carries with it a higher
associated cost.
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2.2.3 Periodic Boundary Conditions
The simulations of bulk materials are hampered by the size of the atomic systems
necessary to represent the bulk. If a bulk material is being investigated, more than
1023 atoms are required to accurately simulate any macroscopic property. These
numbers are not achievable in simulations; even the largest atomic simulations
with millions of atoms still have a surface atom to bulk atom ratio far greater
than that in a real material. This leads to a greater influence of surface effects on
the simulation compared to what would be observed experimentally, and results
in poor accuracy in the simulation results.
The smallest repeatable unit of a material, called unit cell, can be repeated in all
directions to give an approximation of the bulk material. By assuming this unit
is surrounded by an infinite number of replicas of itself, surface influences are
negated. This sampling of a material is thus sufficient to represent the bulk. The
conditions applied at the boundaries of the unit cell to implement this are called
the periodic boundary conditions (PBC). An example is shown in Figure 2.4.
Periodic boundary conditions are usually applied when simulating bulk liquids,
solids and gases in dynamics simulations. Simulations of individual molecules
and surfaces may employ either none or a variation on the conditions depending
on the requirements of the simulation. Surface simulations, for example, will
only implement PBC in two directions and cluster simulations where individual
molecules and clusters of atoms are of interest do not require a representation of
the bulk and so have no boundary conditions applied.
Minimum Image Convention
The application of periodic boundary conditions requires that the interatomic
potential functions are truncated to avoid duplicating calculations when an atom
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Figure 2.4: A cluster of atoms (left), that represent a unit cell are replicated
in two dimensions (centre) to produce a two-dimensionally periodic system
(right).
interacts with its own periodic image. This is called the minimum image con-
vention, and ensures that the system appears to be non-periodic to all the atoms
within it (shown in Figure 2.5). Not all simulation packages implement this con-
vention, however, and it is important to be aware of the different methods used
as this can have an impact on the size of the atomic system simulated and the
interatomic potential functions used.
Truncation of potential functions
The most successful molecular simulation codes place importance on not only
accurately calculating the energy but to do so efficiently. A method employed to
increase the efficiency of a simulation is to truncate a potential energy function
by introducing a cut-off distance, rcut, where the energy of the interaction beyond
this distance is considered to be zero. This is possible due to the rapid decay
of most interatomic potential functions with increasing rij. The cut-off distances
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Figure 2.5: The image on the left shows a primary cell (centre box) sur-
rounded by 8 periodic images. The interaction of the atom, X has 9 possible
interaction distances between atoms A–I. By applying a cut-off to the interac-
tion at rcut <
1
2 the primary box length (shown in the image on the right by
the shaded circle), only the shortest interaction distance, XB, is included in
the simulation.
are chosen at distances where the effects of the potential can be considered neg-
ligible. In cases where the minimum image convention is used, a small potential
cut-off radius allows smaller simulation cells to be simulated which reduces the
computational costs.
Truncation often results in a discontinuity in the potential function and this
results in poor conservation of energy. This is avoided by shifting the function
such that the potential smoothly tends to zero before the cut-off distance or by
multiplying the potential by a tapering function that goes to zero. Long-range
corrections can also be implemented, where the potential energy beyond the cut-
off is approximated by an additional constant contribution.
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2.3 Simulation Methods: Energy Minimisation
Simulation approaches using classical methods allow the potential or internal
energy of a system to be calculated using the interatomic potential functions for a
specific set of atomic coordinates. The total potential energy for an atomic system
is the sum of all the contributions for all the atomic interactions and by changing
the coordinates and conditions a range of configurations can be sampled. The
process of adjusting an atomic system to its most stable configuration is known as
energy minimisation (also called structural optimisation). The potential energy
of a system can be explored by calculating different possible configurations of
the structure of an atomic system, thereby sampling the potential energy surface.
The lowest point or minimum on this surface corresponds to the most stable
configuration, thus driving the direction in which the minimisation proceeds.
Minimisation algorithms calculate the first and second derivatives of the internal
energy of the system for a number of points on the potential energy surface in
order to find a minimum. The minimisation is considered complete when the
first derivatives of the energy with respect to the structural variables converges
to zero [183]. There are several algorithms available depending on the size of the
system and the number of variables. One of the more efficient algorithms is the
Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm [184]; and this is employed
for all energy minimisation simulations in this research.
Energy minimisation allows the lowest energy configuration for a material to be
calculated, but does not take into account factors such as temperature and the
structures determined are usually the equivalent of a material at 0 K. Thus it
can not be used to investigate properties that rely on these factors, nor can it be
used to determine dynamic properties such as diffusion.
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2.4 Simulation Methods: Molecular Dynamics
The simulations in this thesis used large crystalline and amorphous atomic sys-
tems in dynamic environments. To access dynamical processes and the effects
of temperature and pressure, molecular dynamics (MD) simulations are used.
Molecular dynamics has been useful in simulating the temperature induced trans-
formations between the crystalline polymorphs of SiO2 such as cristobalite, coesite
and the amorphous silica phase [185]. High temperature simulations have been
successful in providing details of structures and of interactions occurring at the
atomic level in conditions that are difficult to achieve in a laboratory [186–189],
similarly the behaviour of fluids in various ambient conditions have been success-
fully studied using MD [190–194].
The introduction of atomic motion involves assigning velocities to the atoms,
which thus implies a time-dependence of the particles’ motion. The atoms now
have both kinetic and potential energy contributions, and in an isolated system,
the total energy at any point in time must be a constant of the motion of all the
atoms:
Etotal = K
(
pN
)
+ U
(
rN
)
= constant (2.10)
The motions of the particles are described using classical Newtonian mechanics.
Newton’s second law of motion states that the force applied to a classical particle
produces an acceleration according to:
ai =
Fi
mi
(2.11)
where mi is the mass and ai is the acceleration of the particle i and ai = d
2ri/dt
2.
As has been stated previously, the force on that particle can be related to the
potential energy U of the system by calculating the derivative of the energy with
respect to the position according to Equation (2.1). Consequently the atoms’
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acceleration can be related to the gradient of the potential energy by Equa-
tion (2.12):
ai = − 1
mi
∇riU (2.12)
This allows the acceleration of the particles to be directly calculated from the
potential energy.
2.4.1 Solving the Equations of Motion
The equations of motion use the Euler formalism [195] for a particle with constant
acceleration to describe particle motion:
ai(t) = constant (2.13)
vi(t) = v0 + ait (2.14)
ri(t) = r0 + v0t+
1
2
ait
2 (2.15)
where v0 and r0 are the initial velocities and positions respectively at time t
and ai is the acceleration. In MD simulations the solutions to the Equations
of motion are determined through numerical integration, and thus require that
the Equations are solved for discrete time intervals. This is possible due to the
assumption that for a sufficiently small time-step, δt, any given atom experiences
an approximately constant force.
The time step is one of the most important parameters in a molecular dynamics
simulation. If the time step is too large, the atoms will deviate from the true
trajectory. This produces unrealistic results as it assumes that the atomic motion
was completely unaffected by interactions with neighbouring atoms during the
time period. In extreme cases the atoms final positions may overlap, which would
result in a large repulsive force producing velocities in the next time-period that
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would be unrealistic. An overly large δt also results in a divergence of total energy
as the simulation proceeds, and thus affects the conservation of energy.
Time-steps that are too small, however, require more iterations to simulate the
same length of time and can make the simulations excessively expensive. A
general rule is that the time step should be one order of magnitude less than the
timescale of the shortest motion expected to occur in the simulation [196]. This
can be the shortest time between collisions or the shortest time for one complete
bond vibration, and is generally in the femtosecond scale depending on the type
of simulation.
Integrators
For each time-step, the numerical solutions to the Equations of motion are deter-
mined through an integration algorithm. There are several algorithms available
that use a combination of the positions, accelerations and velocities of the current
and previous time steps to calculate the positions of the atoms for the next step.
Ideally the use of all possible information provides the most accurate trajecto-
ries but, as with many cases in computational chemistry, the increase in cost to
achieve higher accuracy can be a limiting factor.
Each atom has a constant acceleration that can be calculated by Equation (2.12),
and the positions and velocities of the atoms after a period of time, δt, can be
related to the acceleration by truncating the Taylor series expansions after the
acceleration terms as follows:
ri(t+ δt) = ri(t) + vi(t)δt+
1
2
ai(t)δt
2 (2.16)
vi(t+ δt) = vi(t) + a(t)δt (2.17)
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Using the Euler equations alone results in diverging trajectories and an increase
in the accumulated error over time, thus several integration methods have been
proposed that improve upon the accuracy of the calculated trajectories.
The Verlet algorithm includes the truncated Taylor expansions of the position
vector ri(t± δt) in different time directions, where ri(t− δt) is given by:
ri(t− δt) = ri(t)− vi(t)δt+ 1
2
ai(t)δt
2 (2.18)
and adding this to Equation (2.16) gives:
ri(t+ δt) = 2ri(t) + ri(t− δt) + ai(t)δt2 (2.19)
The derivative is approximated as finite differences of the positions, with the
velocities given by:
vi(t) =
1
2δt
[ri(t+ δt)− ri(t− δt)] (2.20)
This method does not require velocities to calculate the atomic trajectory and
is stable with large time-steps. The disadvantage is that it not self-initialising,
however, this is rectified by including a Euler step (Equations (2.16) and (2.17))
as the initial iteration.
A variant of the Verlet algorithm is the Velocity-Verlet method that only includes
the positions and velocities at the present step to calculate the atomic trajectories:
ri(t+ δt) = ri(t) + vi(t)δt+
1
2
ai(t)δt
2 (2.21)
vi(t+ δt) = vi(t) +
δt
2
[ai(t) + ai(t+ δt)] (2.22)
Chapter 2. Computational Methodology 51
The method requires the acceleration for the next time step, and thus to complete
the integration the sequence of calculating the velocities is performed is as follows:
vi(t+
1
2
δt) = vi(t) +
1
2
ai(t)δt (2.23)
ri(t+ δt) = ri(t) + vi
(
t+
1
2
δt
)
δt (2.24)
vi(t+ δt) = vi
(
t+
1
2
δt
)
+
1
2
ai(t+ δt)δt (2.25)
The velocity Verlet method thus only requires the current information at time
t and so is self-initialising. The choice of algorithm depends on the degree of
accuracy that needs to be attained and the memory and computational time
available to a simulation. There are other integrator algorithms available but are
not used in the simulations reported in this research.
Total Simulation Time
The total number of time-steps over which a simulation runs for depends on the
size of the system and the purpose of the simulation. Increasing the simulation
time increases the number of simulation steps and adds to the computational cost.
Properties such as diffusion constants or thermodynamic properties require time
scales long enough to collect sufficient statistics, as do simulations of thermal
annealing, melting, and the simulation of liquids. Molecular dynamics simula-
tions using interatomic potential functions typically explore timescales up to the
nanosecond scale, but the restrictions in the computing costs mean that the time
scales required to simulate phenomenon that take any appreciable time in the
laboratory (such as seconds, minutes or hours) are not directly accessible to MD
simulations.
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Phase-Space Trajectories
The objective of a molecular dynamics simulation is to generate the motion for
all atoms in the system over a period of time. Since the atoms’ movement is
described by the classical equations of motion, the atoms trace out trajectories
that are represented by time-dependent position vectors, ri(t). Interactions with
neighbouring atoms affect the momenta of all the atoms, and so a set of time-
dependent momentum vectors is introduced. In a system containing N atoms,
a 3N -dimensional configuration space contains the coordinates of the position
vectors, ri(t), and a 3N -dimensional momentum space contains the components
of the momenta for the coordinates, pi(t). The combination of the configuration
space and the momentum space is called the phase-space.
2.4.2 Ensembles
An ensemble is a collection of microscopic states that have a common set of macro-
scopic properties such as temperature and pressure. There are several different
types of ensembles used in molecular dynamics, each defined by 3 quantities that
are kept constant, such as the number of atoms (N), the energy (E), pressure
(P), temperature (T), volume (V), chemical potential (µ) and external stress (σ).
The different combinations of these quantities are designated different names:
the micro-canonical ensemble (NVE), canonical ensemble (NVT), isobaric en-
semble (NPE), isothermal-isobaric ensemble (NPT), isotension ensemble (NσE),
isotension-isothermal ensemble (NσT) and the grand-canonical ensemble (µVT).
Micro-canonical Ensemble
The NVE ensemble represents an isolated system where there is no change in
the number of atoms, energy and volume. Simulations in the micro-canonical en-
semble represent adiabatic processes where there is no heat exchange. However,
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temperature is a statistical thermodynamic quantity, and the statistical temper-
ature of the system will fluctuate around the average macroscopic value.
The kinetic energy of an atom can be related to the velocity:
Ki =
1
2
mivi(t)
2 (2.26)
where the probability of an atom with a specific velocity is described by a Maxwell-
Boltzmann distribution. The equipartition theorem predicts that every particle
in an ideal gas has an average kinetic energy of 3
2
kBT where kB is Boltzmann’s
constant and T is the instantaneous temperature of the system, and thus allows
the introduction of temperature into MD simulations. At any instant, all the
velocities of the atoms can be calculated, and this will give the instantaneous
temperature of the system.
3
2
NkBT =
1
2
N∑
i=1
vi(t)
2 (2.27)
Canonical Ensemble
The canonical (NVT) ensemble exchanges energy with an external system within
the ensemble to allow for a constant temperature simulation. Since the instan-
taneous temperature depends only on the atoms’ velocities, the temperature of a
system can be controlled by scaling these velocities using thermostat algorithms
to control the system temperature. The simplest method to scale the velocities of
the atoms is by coupling the system to an external hypothetical heat-bath with
a reference temperature Tdesired. The system is coupled to the heat-bath by in-
troducing a coupling or scaling factor, λ, to rescale the atomic velocities at each
integration step to reach and maintain the desired temperature [197].
λ =
√
Tdesired
T (t)
(2.28)
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The effect of the thermostat on a MD simulation must maintain the correct sam-
pling of the distribution of the velocities that represent the canonical ensemble.
The Berendsen thermostat [198] scales the velocities such that the rate of change
in temperature is proportional to the difference between the system and bath
temperature:
dT (t)
dt
=
1
τT
(Tbath − T (t)) (2.29)
where τT is a coupling parameter called the thermostat relaxation time and de-
termines how tightly the bath is coupled to the system. This results in a scaling
factor of :
λ =
√
1 +
δt
τT
[
Tbath
T (t)
− 1
]
(2.30)
The smaller τT is the more closely the bath is coupled, and when τT = δt this
reduces to Equation (2.28).
The Nose´-Hoover thermostat [199, 200] is often used once the system has reached
the reference temperature. In this approach the heat bath is made an integral
part if the system by adding a degree of freedom (s) for the position of the bath
and its fictitious mass Q. The extra degree of freedom represents the interaction
of the system with the bath, and it acts as a time-scaling parameter. The Q
parameter controls the energy flow between the system and the bath, if Q is large
the energy flow is very slow, but if Q is too small, the energy oscillates in such as
way as to lead to nearly periodic temperature fluctuations.
The benefit of using an NVT ensemble in molecular dynamics simulations is that
the temperature is explicitly included and the kinetic energy can assist the atomic
motions to overcome potential energy barriers. This allows MD simulations to
overcome some of the limitations associated with static energy minimisation cal-
culations, as this kinetic energy assists in better sampling of the potential energy
surface.
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Isobaric-Isothermal Ensemble
The NPT ensemble can be considered to represent an experimental set up with
controlled temperature and pressure in real everyday life. In these cases in addi-
tion to a thermostat a barostat is also included. Similar to using a thermostat,
a barostat is used to control the pressure in a simulation. The instantaneous
pressure of an atomic system can be calculated using the Virial theorem [201]:
P (t) =
NkBT
V
+
1
DV
〈∑
i<j
F · rij
〉
(2.31)
where V is the volume of the system D is the number of degrees of freedom and F
is the force acting between atoms i and j. The pressure consists of configurational
and kinetic components. The pressure of a system can be controlled by scaling
the volume of the simulation box by a scaling factor µ.
µ =
√
1 +
δt
τP
(P (t)− P0) (2.32)
This scaling factor can be applied to the volume as a total (V = µ3V ) or to the
individual lengths of the simulation box (L = µL). The pressure can thus be
kept constant either by scaling isotropically (in all directions) or anisotropically
(a scaling factor calculated for each direction). In some cases the shape as well as
size of the simulation box may need to change such as simulations that include
transformations of crystalline structures as a function of temperature or with
applied stress. In these cases isotension-isothermal ensembles may be more useful
than the NPT ensemble.
2.4.3 Computational Simulation Packages
There are many computational packages available for the various simulations of
materials in chemistry. Most are designed for specific types of simulations, such
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as energy minimisation or molecular dynamics and are parallelised to be able to
run simulations on multiple processor systems, thereby increasing the speed at
which the simulations are completed at in real time.
The General Utility Lattice Program (GULP) is a computational package de-
veloped by Gale [202] primarily to provide information on crystalline structures
through the use of lattice dynamics rather than molecular dynamics. GULP is
capable of simulating solids, clusters, embedded defects, surfaces, interfaces, and
polymers through a variety of energy minimisation techniques. It is also useful
for calculating the physical properties of a material that are based upon the cur-
vature of the potential energy surface, such as the elastic constants, bulk and
shear moduli, phonon frequencies, heat capacity to name a few [157]. Unless oth-
erwise specified, all structural optimisations conducted in this research used the
BFGS [184] optimiser routine in GULP, with larger systems employing a limited
memory BFGS algorithm to reduce simulation time.
The DL POLY 2 computational package developed at the Daresbury Laboratory
by Smith and Forester [203, 204], is a molecular dynamics simulation package
for macromolecules, polymers, ionic systems, solutions and other molecular sys-
tems. It has some structural optimisation functionality, but this is best suited
for use in bringing atomic systems to a suitable starting point for a MD simula-
tion and it is not recommended for use as general structure optimiser [205]. The
Large-scale Atomic/Molecular Massively Parallel Simulator or LAMMPS code is
also a molecular dynamics simulation package that can simulate atomic, poly-
meric, biological, metallic, granular, and coarse-grained systems using a variety
of interatomic potential functions and boundary conditions [206, 207].
The simulations in this research use the Berendsen [198] and Nose´-Hoover
[199, 200] algorithms for temperature and pressure control where the application
of the barostat can be either as a scalar pressure (NPT ensemble) or as compo-
nents of a symmetric stress tensor (NσT ensemble). DL POLY uses a reversible
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velocity-Verlet integrator based upon the work of Martyna et al [201]. All simu-
lations implement the SPME method to calculate the electrostatic contributions
with a precision set to 10−6. LAMMPS uses time-reversible measure-preserving
Verlet and multiple time-scale integrators derived by Tuckerman, Berne and
Martyna [208] with Equations of motion based upon those of Shinoda, DeVane
and Klein [209]. The electrostatic contribution is calculated by the particle-
particle/particle-mesh methods [175] with a precision of 10−4. Whilst similar
in capabilities to DL POLY, the LAMMPS code runs more efficiently in larger
atomic systems than DL POLY and so is used in later simulations on systems of
greater than 10, 000 atoms.
Both MD codes output the trajectory files for the simulations that include infor-
mation such as the energy for each time step, temperature, pressure, cell lengths
and so forth. Analysis of the trajectories to determine the properties of interest
are usually conducted with methods developed depending on the required infor-
mation. Several visualisation packages are available to view the trajectory files
and final structures and whilst the choice of these programs does not influence
the final results from the simulations, some packages have additional capabilities.
For example, the porosity measurements in Chapter 5 are completed using the
Atomic Visualisation and Analysis Software (AVAS) [210], which allows for the
identification and analysis of the nano-porosities of periodic simulated structures.
2.5 Calculating Properties
To simulate a material satisfactorily, the results of a simulation must be able
to confirm or reproduce observations and measurements made in the laboratory.
There is a large quantity of experimental structural characterisation research
available that has provided the bulk properties for many materials such as the
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elastic constants and phonon dispersion curves, and so a comparison of the cal-
culated values with experimental values provides a good indication of the quality
of the simulation parameters. This is particularly important when verifying the
accuracy and transferability of interatomic potential models.
The energy minimisation approach produces an optimised structure, and the cur-
vature of the energy surface around the minimum can be analysed to calculate a
wide range of physical properties. One such set of properties are the elastic con-
stants, which represent the second derivatives of the energy density with respect
to strain:
Cij =
1
V
(
d2U
didj
)
(2.33)
The elastic constants are represented by a 6× 6 symmetric tensor matrix which
incorporates the 6 possible strains, with the number of unique elements of C
dependent on the symmetry [211]. Experimental restrictions on sample size and
shape have resulted in the full tensor being unavailable for many structures, and so
the ability to calculate this information from a simulation is very useful. Related
to the elastic constants are the bulk (K ) and shear (G) moduli. These moduli
contain information about the hardness of a material with respect to various types
of deformation. The bulk and shear moduli are useful as they are easier to obtain
in a laboratory than the full elastic constant tensor, and thus are good sources
for comparison. All the elastic constants as well as the bulk and shear moduli
can be calculated by GULP once structural optimisation is complete.
One of the simplest and most useful properties that can be calculated from a
dynamic computational simulation is the Radial Distribution Function (RDF),
given by:
g(r) =
1
N4pir2ρdr
〈∑
i
∑
i 6=j
δ(r − rij)
〉
(2.34)
where N is the number of atoms in the system, dr is the sampling width at a dis-
tance r and ρ is the density of the system [212]. This is an ensemble average taken
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over all the atomic pairs in the system, and thus describes the density of atoms as
a function of the interatomic distances, compared to a completely random distri-
bution of the same density. Deviations from unity are due to correlations in the
atomic interactions, with crystalline materials demonstrating well-defined peaks
characteristic of the atomic structure. Figure 2.6 shows an example of a RDF
from a simulations conducted in this research of kaolinite at 1000 K.
Figure 2.6: Example of the RDF from a kaolinite structure at 1000 K, with
the unit cell inset (large black atoms = Al, large grey atoms = Si, medium
grey atoms = O and small grey atoms = H). The different peaks are due to the
characteristic distances between atomic pairs, and the area under the peaks
gives coordination information.
The RDF is readily comparable to experimental diffraction data, as the Fourier
transformation of the diffraction data gives a radially averaged measure of devia-
tions from the average density. Integration of the area below the peaks in the RDF
gives information regarding the coordination of the atoms, which is important in
identifying the local order within the structure. It is particularly important in
the study of amorphous materials such as glasses. Although the experimental
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methods do not always provide exact atomic positions, the RDF can be used for
comparison to simulation and is the most common method in validating a sim-
ulation of an amorphous material, along with calculating macroscopic properties
such as density.
The diffusion coefficient for a molecule in a liquid is an important dynamic prop-
erty that can be calculated from a molecular dynamics simulation. The method
for finding the diffusion of an atom is by calculating the Mean Square Displace-
ment (MSD) of an atom or molecule during the period of simulation, which is the
measure of the average distance an atom travels as it follows the random path of
motion.
MSD(t) =
1
N
N∑
i=1
|ri(t)− ri(0)|2 (2.35)
The MSD is useful as a plot of the displacement against time shows a linearly
increasing relationship if a system is in a liquid state. Figures 2.7 show the typical
behaviour expected to be present in such a plot for atoms in a liquid.
Alternatively Figure 2.8 shows how atoms in a solid material behave. The molec-
ular dynamics simulation of metakaolin at 1000 K produces no diffusion of the
atoms within the structure, confirming it is a solid. Assuming random brownian
motion, Einstein [213] related the MSD to diffusion. The slope of the MSD when
plotted against time is thus related to the self-diffusion coefficient:
MSD(t) = 6D · t+ b (2.36)
where D is the self diffusion coefficient and b is a constant. When simulating
liquids such as water, calculations of the self-diffusion can then be compared with
experiment for validation, along with the diffusion of ions in aqueous phases.
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Figure 2.7: The mean-square displacement of an atom as a function of time
for a molecular dynamics simulation of a liquid. The gradient can be related
to the diffusion coefficient D with units of distance2 time−1.
Figure 2.8: The mean square displacement as a function of simulation time
of an atom in a solid at 1000 K. The high temperature causes some thermal
vibration, but no net diffusion through the system.
Chapter 3
The Interatomic Potential Model
The structure of a geopolymer is composed of an amorphous aluminosilicate net-
work charge balanced by cations, as well as molecules such as OH and H2O.
How these components interact to influence the final structure and properties is
poorly understood, and the investigation of metakaolin as a model system will
aid in addressing this. The structure of metakaolin will be investigated in this
research through simulation methods, and this requires that an interatomic po-
tential model be identified that will accurately and efficiently describe the variety
of atomic interactions.
3.1 Introduction
A diverse range of interatomic potential function models are available in the
literature that deal with the interactions of the ions in aluminosilicate materials in
a variety of structural conformations and environments. Aluminosilicate materials
in general are composed of Al and Si in 4–fold coordination with oxygen, although
the presence of 5– and 6–fold aluminium must also be accounted for. The many
different aluminosilicate materials found naturally and commercially incorporate
many additional ions and molecules but since not all are necessary to this research,
the focus here will be upon the inclusion of Na+, K+ and Ca2+ as well as OH−
and H2O. The interatomic potential function must also be able to represent both
amorphous and crystalline behaviour. Finally, the interactions of aluminosilicates
in aqueous environments should also be considered as the solid–liquid interactions
are investigated in Chapter 6.
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To summarise all the interactions of interest, a list of criteria that the model must
address has been constructed:
1. Model an aluminosilicate material:
• Include all M–O interactions, where M= Si, Al, Na, Ca and K.
• Allow for 4–, 5– and 6–fold Al–O coordinations.
• Correctly account for the strength and rigidity of the SiO4 tetrahedral
unit.
• Include the hydroxyl group and all associated interactions.
2. Model an aluminosilicate material in contact with water:
• Structure and properties of water.
• Aluminosilicate surfaces.
• Liquid water in contact with an aluminosilicate surface.
• Structural water within an aluminosilicate material.
The choice of interatomic potential model is also dependent on the properties of
interest, and related to this the types of simulation method being used. Bulk
properties such as elastic constants, crystal properties and vibration spectra are
generally simulated using static energy minimisation techniques. These simula-
tion techniques require accurate descriptions of the interatomic interactions, and
often use models with higher complexities such as the inclusion of three– and
four–body terms in the potential energy function, or the use of shell models to
describe the polariseability. Properties such as diffusion constants or radial distri-
bution patterns can be calculated by methods such as molecular dynamics. The
interatomic potential functions for these simulations must as a consequence be
suitably robust to describe interactions in the different ensembles.
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This chapter investigates three interatomic potential sets of relevance to this
research from the literature. Calculation of both bulk and dynamic properties and
thus both energy minimisation and molecular dynamics simulations are required
to evaluate the interactions and structures investigated. As such the interatomic
potential model must be accurate in the description of the bulk properties, whilst
able to simulate large systems using molecular dynamics.
3.2 Empirical Potential Functions
Computational simulations have been used to investigate minerals for over two
decades. The increase in computational resources during this time has led to an
increase in the complexity of the interactions and size of atomic systems that could
be described for these purposes. Original simple two-bodied interactions were
extended to include the influence of polariseability (shell models) [214–216] and
directionality (three-body terms) [163, 217]. The parameterisation of interatomic
potential models is generally undertaken by two types of fitting procedures; using
experimentally observed properties to fit the variables in the potential function;
and fitting the parameters to ab initio results. The two methods have been used
with varying success and a large variety of interatomic potential models exist in
the literature.
Empirical potential methods that derive variable potential parameters by fitting
experimental data require several properties for the structures of interest in order
for a potential to be robust. These properties include atomic coordinates, elas-
tic properties and in some cases spectroscopic data. The parameters are usually
varied until the sum–of–squares is minimised, a measure that allows you to de-
termine how ‘good’ the fit is. The fitting to second derivative information, such
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as the elastic constants, is also important to improve the accuracy of the poten-
tial model, as without this added level of accuracy many models would lose their
applicability [157].
The discussion presented here will focus on three interatomic potential models
for aluminosilicate materials. These models have been developed separately using
different fitting procedures and have been used extensively in the simulation of
these materials. Each of these potential models will be tested by simulating a vari-
ety of structures that have well-characterised properties. The simulated materials
will be compared to the known experimental values, and the interatomic potential
parameters that are the most accurate will be used to simulate metakaolin and
any other structures simulated in this research.
3.2.1 Models from the Literature
Empirical interatomic potential models were initially developed to describe the
cohesive energy in simple ionic solids [179] such as metal halides and oxides.
These models were based upon the assumption of full ionicity [182], used full
formal charges on the ions, described interactions using two–body potentials. The
original potential parameters were based upon interatomic potentials derived by
Catlow and co-workers (see review by Catlow and Price, 1990 [218]) that were
fitted to experimental parameters. These simple two-bodied potentials employed
the shell model for the description of the ion polariseability proposed by Dick
and Overhauser [177] and were successful in modelling a range of ionic materials
[179, 219].
The lack of accuracy in the simulation of the SiO2 polymorphs using the simple
two-bodied ionic interactions [218] led to the extension of the original parameters
for oxides by Sanders et al. [216] to simulate quartz [220] as well as more complex
silicates such as forsterite [221, 222], feldspars [223] and the zeolite minerals [224,
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225]. The extended parameters included three-body terms that led to a much
better description of the covalency associated with the SiO4 tetrahedra, and as
a result the THB potential model (THB = THree Body) has been extensively
used in simulating the properties of major earth forming minerals. Variations of
the THB potential have been used to investigate the phase stability, defects and
diffusion behaviour for a variety of minerals such as forsterite and other Mg2SiO4
polymorphs [226, 227], feldspars such as albite [228] and garnets [229].
The investigations into the active sites in zeolite minerals led to the necessity
of the inclusion of the OH group into the structures of nominally anhydrous
materials. This was accomplished by Schro¨der et al. [160] and Kramer et al. [230],
the latter simulating a pseudo–lattice oxygen atom for the hydroxyl group, and
the former modelling the atoms explicitly. The Schro¨der parameters incorporated
a Morse potential description of the OH molecule derived from QM calculations
by Saul et al. [231] of sodium hydroxide, and were developed to describe bridging
hydroxyl groups in zeolites. The resulting models were successfully used in the
simulations of many hydrated phases such as clay minerals [133, 232, 233] and
other inorganic solids [234, 235].
The introduction of the OH group necessitated the development of a scheme to
systematically incorporate the description of the OH-O and OH-cation interac-
tions as described by Schro¨der et al. [160]. The addition of this group to the
Catlow potentials [182] has been used successfully to simulate the hydroxyls in-
teractions in a range of materials [236] such as hydrated magnesium silicates
[237–239], spinels [240] and olivines [241]. These potentials have thus shown
themselves to be extremely robust at describing a range of atomic environments,
and as such are included as possible parameters for modelling metakaolin.
The potential model developed by Kramer et al. [230] to simulate silicas, alu-
minophosphates and zeolites was determined by fitting to ab initio energy sur-
faces. There were no higher order body terms such as bond bending involved and
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as such this model represented a decrease in complexity than that proposed by the
empirically fitted parameters of Catlow and co-workers [182]. The model included
the interactions of the hydroxyl group by fitting the parameters for H4TO4 molec-
ular clusters (T=Al, Si, P), however, subsequent simulations have shown that the
parameters give a poor description of the vibrational spectra for some zeolites
[242]. Nevertheless, the parameters developed by Kramer et al. have been used
to simulate the structural properties of several silica polymorphs [243, 244] and
zeolites [245, 246], and will consequently be included for consideration.
The interatomic potential model proposed by Teter [247] was derived by simul-
taneously fitting parameters to a large number of oxide phases involving +1, +2
and +3 metal cations, using a combination of information from experimental data
and DFT calculations. The advantage of using this approach is that it allows for
a great deal of flexibility in the environment and is thus more likely to be trans-
ferrable across a range of structures. The concept of transferability is important
in potential model parameters. The fitting of potential parameters to a single or
small set of structures may result in highly accurate descriptions for those specific
interactions, but any deviation beyond the sampled configurations may result in
very inaccurate results. Several studies in the simulation of clay minerals have
commented on the unsuitability of the existing tetrahedral aluminium parameters
in early potential models [133, 248] in describing the octahedral configuration of
Al in many systems.
The disadvantage of the simultaneous fitting approach is that no single phase is
perfectly simulated, resulting in a potential loss of accuracy in some simulations.
The model has however, been successfully used to investigate alkali silica glasses
[249–251] at temperatures up to 6000 K as well as crystalline and amorphous
zircon [252]. This combined with the large set of parameters available has resulted
in this model being included for the purposes of this research.
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Metakaolin is formed from the clay mineral kaolinite. The simulation of clay
minerals initially used rigid-framework molecular models that did not allow for
the flexibility of bonds, angles and dihedrals in the simulations [131, 139]. These
simulations could simulate structural and thermodynamic phenomenon such as in-
terlayer swelling [253] reasonably accurately, however, the lack of flexibility in the
lattice led to an inability to accurately describe effects such as hydrogen bonding
between layers, hydroxylated surfaces and adsorption processes. To investigate
these phenomenon, several flexible potential model parameters were developed
[248, 254], with a recent model by Cygan et al. [133] gaining popularity due to
it’s increased accuracy and functionality.
The model proposed by Cygan et al. [133] is parameterised for all the interactions
of interest in this research including specific parameters for both tetrahedral and
octahedral aluminium. This requires the locations of the 4- and 6-fold Al to be
well defined within the simulated atomic system. Determining the coordination
of each aluminium ion within a disordered structure such as metakaolin is chal-
lenging however, and as such the clay parameters are not used in this research.
3.3 Testing of the Potential Models
The three sets of parameters have been identified as potentially suitable for this
research. The first, model 1, is composed of the parameters from Catlow and
colleagues et al. [182, 216, 224, 255–257] with the inclusion of the hydroxyl group
from Schro¨der et al. [160]. The second model, model 2, is composed of the ab
initio parameters from Kramer et al. [230] and finally model 3 includes the partial
charge rigid-ion parameters derived by Teter [247]. These three models will be
investigated for suitability in accurately simulating the various structural criteria
listed in the beginning of this chapter.
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3.3.1 Testing Procedure
General testing of potential models require that the parameters be simulated in
structures outside of those used in the fitting procedures. The structures cho-
sen should have well defined physical properties that the calculated values can
be compared with, and must include a range of different structural characteris-
tics. The polymorphs of SiO2, quartz, coesite and cristobalite, were chosen to
test the simulation of the SiO4 tetrahedra in different configurations. Stishovite,
the high-pressure phase, includes 6-fold silicon in the structure and whilst this
was not expected to be present in the structures simulated in this research, it
was included to test the ability of the Si-O parameters to simulate a variety of
conformations. The unit cells of these structures, taken from experimental crys-
tallographic data, are shown in Figure 3.1. To test the aluminium interactions
gibbsite and corundum were chosen, as the former included a considerable de-
pendence on the Al–OH interaction and the latter the Al–O interaction. Both
gibbsite and corundum demonstrate a 6-fold coordination environment of Al. The
unit cells for these structures, taken from experimental values, are given in Figure
3.2.
The Al2SiO5 polymorphs were included as they involved the different coordina-
tions of All as well as the interactions of the aluminate and silicate groups in
various configurations. This group of structures was the most important, as it
demonstrates the ability of the model to simulate 4-, 5- and 6-fold aluminium.
Finally, the presence of the interstitial cations was tested (in the models that
have the necessary parameters) in three aluminosilicate structures incorporating
cations such as sodium and calcium. The structures chosen were sodalite, albite
and anorthite, and the unit cells for each are given in Figure 3.4. This final set
of tests was important as in later simulations the interaction of metakaolin with
interstitial calcium and sodium ions is investigated, and the potential model must
be able to simulate the incorporation of these ions into the structure accurately.
Chapter 3. The Interatomic Potential Function Model 70
Quartz [258] Stishovite [259]
Coesite [260] Cristobalite [261]
Figure 3.1: The unit cells for each SiO2 structure simulated for the potential
model investigation. The coordination of silicon is shown for each structure,
with the shaded regions showing the orientation of the polyhedra. Si = purple,
O = red. The references give the sources of the crystallographic information.
Gibbsite [262] Corundum [263]
AlOH Al2O3
Figure 3.2: The unit cells for the AlOH and Al2O3 structures simulated for
the potential model investigation, with the polyhedra shown by the shaded
regions. O = red, Al = green, H = white.
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Andalusite [264] Kyanite [265] Sillimanite [266]
Figure 3.3: The unit cells for each Al2SiO5 structure simulated for the po-
tential model investigation. Si = purple, O = red, Al = green.
Sodalite [267] Albite [268] Anorthite [269]
Na4Al3(SiO4)3Cl NaAlSi3O8 CaAl2Si2O8
Figure 3.4: The unit cells for the aluminosilicate structures that include
interstitial ions simulated for the potential model investigation. Si = purple,
O = red, Al = green, H = white, Ca = small blue, Na = large blue.
Each crystal structure was optimised using GULP [157] with the potential param-
eters from each of the three potential models identified to describe the different
interactions. The smaller the deviations between the experimental and calculated
values, the better the performance of the potential model. To further test the
parameters, the bulk elastic properties were calculated for each structure and
compared to values from experiment. If the method by which the experimental
elastic constants had been calculated was available (Ruess, Voight or Hill), the
GULP value corresponding to that method is compared. If the method was not
available, the values calculated by the Hill method are reported.
As stated in Chapter 2, elastic properties calculated in experimental environ-
ments often involve large uncertainties, so calculated values that deviate by up
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to 20% from the experimental values do not necessarily indicate a poor set of pa-
rameters. There is emphasis however, that at least the bulk modulus should be
reasonably accurately calculated, as this value represents the ability of the poten-
tial parameters to describe the ability of the structures to respond to strain. This
is important as the simulation of the formation of metakaolin introduces many
defects into the structure, and this will have considerable effect on the strain
within the material.
3.3.2 Results: Model 1
The contributions to the potential energy in model 1 was described by electrostat-
ics, a core–shell interaction for the oxygen atoms and a two–body Buckingham
potential for all M-O (M = Al, Si, Na) interactions, with the relevant parameters
given in Table A.1. The model used full formal charges and a rigid ion descrip-
tion for all species except the oxygen atoms, which were modelled as shell ions.
Parameters for the OH group were included from Schro¨der et al. [160]. Parame-
ters for the calcium and chlorine were not available, thus anorthite and sodalite
were not simulated. The variations in the atomic structures were shown by de-
termining the crystal properties of the structure from energy minimisation and
comparing with experimental values as given in Table 3.1. The cell parameters a,
b and c are given, however, the values for α, β, and γ were not as greatly affected
by the simulations, and instead the total volume is provided to show the affect of
the potential model parameters on the entire structure. Experimental values not
available from the original sources for the crystallographic information are taken
from Ahrens [270].
The interatomic potential model was reasonably accurate in reproducing the ex-
perimental structures for the SiO2 and Al2SiO5 polymorphs and corundum, with
all structures bar the high pressure and temperature phases of sillimanite and
coesite demonstrating differences in volume below 5%. The relative accuracy in
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Table 3.1: Comparison of some of the structural properties for optimised
systems simulated using Model 1.
Structure
Exp. Calc. Exp. Calc. Exp. Calc. Exp. Calc %Diff
a ( A˚) b ( A˚) c ( A˚) Volume ( A˚3)
Quartz 4.913 4.847 4.913 4.847 5.405 5.334 113.01 108.52 -4.0
Stishovite 4.181 4.113 4.181 4.113 2.666 2.687 46.61 45.45 -2.5
Coesite 7.140 7.026 12.371 12.290 7.175 7.115 546.96 518.23 -5.3
Cristobalite 4.972 4.944 4.972 4.944 6.922 6.706 171.01 164.90 -3.6
Gibbsite 8.742 9.022 5.112 5.295 9.801 8.696 463.64 413.19 -10.9
Corundum 4.757 4.779 4.757 4.779 12.987 12.564 254.53 248.53 -2.4
Kyanite 7.117 6.901 7.860 7.880 5.575 5.664 293.70 289.39 -1.5
Andalusite 7.793 7.720 7.897 7.723 5.556 5.651 341.93 336.89 -1.5
Sillimanite 7.473 7.051 7.652 7.468 5.763 5.982 329.56 314.98 -4.4
Albite 8.115 8.479 12.762 12.899 7.158 7.191 659.83 694.05 4.9
the simulation of andalusite, which contains 5-fold aluminium, was noted and is
potentially important in the simulation of metakaolin.
The average Al–O bond distances in the calculated values were always lower than
the experimental values by approximately is 2.1%. For example, the experimental
Al–O average distance of 1.92 A˚ in sillimanite was greater than the calculated
average distance of 1.88 A˚, which caused the simulation cell to decrease in the a-
and b-directions. The Si–O distances were also slightly under-estimated by the
potential model by approximately 0.8%, thus resulting in the general decreases
in volumes calculated for the SiO2 polymorphs.
The largest difference calculated was the 10.9% decrease in the volume of gibbsite,
which was due to a 11.3% compression of the gibbsite cell in the c–direction.
Gibbsite is a layered material, and the compression was due to a reduction of the
interlayer spacing. The results suggested that the simulated repulsion between
the layers was unsatisfactory, and may be due to the structural oxygen–hydroxyl
oxygen parameters underestimating the net repulsion.
The calculated elastic properties are given in Table 3.2, and compared to experi-
mental values where available.
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Table 3.2: Comparison of elastic properties for structures simulated using
Model 1
Structure
Bulk Modulus (GPa) Shear Modulus (GPa)
Exp. Calc. %Diff Exp. Calc. %Diff
Quartz 36.40 47.84 23.9 31.14 51.28 39.4
Stishovite 316.00 345.19 8.5 220.0 180.64 -17.9
Coesite 113.70 105.67 -7.1 61.60 46.49 -24.5
Cristobalite 16.40 12.57 -23.4 39.10 38.94 0.4
Gibbsite 85.00 48.60 -42.8 NA 32.83 NA
Corundum 253.30 347.05 27.0 163.20 163.06 -0.1
Kyanite 233 216.64 -7.0 NA 118.22 NA
Andalusite 162.00 204.63 20.8 99.10 97.76 -1.4
Sillimanite 170.80 175.24 2.5 91.50 89.14 -2.6
Albite 64 62.30 -2.66 41 40.17 -2.02
The elastic properties calculated using the parameters produced deviations
greater than 5% for either the shear or bulk moduli for most structures, with
differences of greater than 20% calculated in 39% of the elastic properties calcu-
lated. Gibbsite had the largest difference of -42.8% in the bulk modulus, and this
is due to the incorrect description of the interlayer interactions. The large differ-
ences calculated are not necessarily indications of poor accuracy in the potential
model, but must be considered as the structure of metakaolin, as a disordered
material, will most likely include a higher level of strain
3.3.3 Results: Model 2
The potential model developed by Kramer et al. [230] was composed of a rigid–
ion model with a mix of partial charges on the framework ions (Al, Si, O) and
formal charges on the interstitial ions (Na and Cl), and consists of two–body
interactions described by the Buckingham potential coupled with electrostatics.
The parameters are given in Table A.2. This model included the hydroxyl group
implicitly through the description of the oxygen atom, and does not include pa-
rameters for the hydrogen interactions explicitly. For the simulation of gibbsite
this description was not adequate and as a result it was not included. This model
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also did not include parameters for calcium and so anorthite was not simulated.
The results for the structural characteristics of the simulated structures are given
in Table 3.3.
Table 3.3: Comparison of some of the structural properties for optimised
systems simulated using Model 2
Structure
Exp. Calc. Exp. Calc. Exp. Calc. Exp. Calc %Diff
a ( A˚) b ( A˚) c ( A˚) Volume ( A˚3)
Quartz 4.913 4.922 4.913 4.922 5.405 5.434 113.01 114.02 0.9
Stishovite 4.181 4.145 4.181 4.145 2.666 2.660 46.61 45.70 -2.0
Coesite 7.140 7.104 12.371 12.485 7.175 7.268 546.96 554.84 1.4
Cristobalite 4.972 4.898 4.972 4.898 6.922 6.550 171.01 157.12 -8.1
Corundum 4.757 4.479 4.757 4.479 12.987 12.438 254.52 216.04 -15.1
Kyanite 7.117 6.875 7.860 7.598 5.575 5.304 293.70 260.98 -11.1
Andalusite 7.793 7.384 7.897 7.628 5.556 5.371 341.93 302.56 -11.5
Sillimanite 7.473 7.159 7.652 7.209 5.982 5.661 329.56 292.19 -11.3
Albite 8.115 7.408 12.762 12.325 7.158 6.832 659. 83 555.60 -15.8
Sodalite 8.836 8.215 8.887 8.215 8.887 8.215 701.87 554.48 -21.0
The simulations showed that the model reproduced the structures of the SiO2
phases better than the previously tested model, with a 20% increase in accuracy
in the calculated volumes. However, a 70% decrease in accuracy in the calcu-
lated volumes for the aluminium containing phases was noted, with all showing
a decrease in volume of 11% or greater upon optimisation. Investigation of this
effect showed that the experimental structures had average Al–O bond lengths
of 1.83± 0.07 A˚, whilst the calculated values had bond lengths of 1.77± 0.06 A˚,
which resulted in a decrease of 3.3% overall. This decrease applied to all the Al-O
interactions in the structures caused the cell parameters to decrease, resulting in
a total decrease in the volumes in the optimised structures.
The largest variations occurred in the structures that included interstitial cations,
namely sodalite and albite. Upon inspection of the changes in the atomic pair-
distances, the variations were due to the tendency of the potential model to
over-estimate the strength of the Na–O interactions, resulting in a decrease in
the average Na–O distances of up to 32% in albite and 22% in sodalite. The
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interaction of sodium and the aluminosilicate network in metakaolin is impor-
tant in developing an understanding of geopolymers, and this deviation must be
considered if this potential model is to be used.
To further investigate the suitability of this potential model, the elastic properties
were calculated as before and compared to experimental values, shown in Table
3.4. The calculated elastic properties were consistently higher than the experi-
mental values, with only the calculated shear modulus in coesite in the calculated
structure lower than the experimental value. In this model, 50% of the calculated
elastic properties deviated from the experimental values by 20% or greater, and
the poor accuracy in the simulation of the aluminosilicate structures was also an
important factor to consider.
Table 3.4: Comparison of elastic properties for structures simulated using
Model 2
Structure
Bulk Modulus (GPa) Shear Modulus (GPa)
Exp. Calc. %Diff Exp. Calc. %Diff
Quartz 36.40 41.31 11.9 31.14 38.87 19.9
Stishovite 316.00 418.04 24.4 220.00 255.68 14.0
Coesite 113.70 122.73 7.4 61.60 52.89 -14.2
Cristobalite 16.40 22.83 28.2 39.10 39.92 2.1
Corundum 253.30 433.62 41.6 163.20 232.51 29.8
Kyanite 233 304.28 23.4 NA 160.95 NA
Andalusite 162.00 230.95 29.9 99.10 107.74 8.0
Sillimanite 170.80 237.17 28.0 91.50 114.28 19.9
Albite 64 94.01 31.9 41 41.47 1.1
Sodalite 52.80 123.12 57.1 NA 36.45 NA
3.3.4 Results: Model 3
The final model included in the interatomic potential tests was the model derived
by Teter [247] using simultaneous fitting procedures. There were two model types
available, one set of parameters using a rigid-ion approach and a second set of
Chapter 3. The Interatomic Potential Function Model 77
parameters with the oxygen described with a shell charge model. The rigid–
ion set of parameters was chosen as this would allow for greater system sizes to
be simulated. This choice does, however, come with a potential sacrifice in the
quality of the simulations in particular environments.
A Morse potential for the hydroxyl pairs was included based upon those of
Schro¨der et al. [160]. The potential energy function consisted of a Bucking-
ham potential coupled with electrostatics and partial charges on the ions. The
parameters are given in Table A.3. The results for the structural properties before
and after optimisation are given in Table 3.5.
Table 3.5: Comparison of some of the structural properties for optimised
systems simulated using Model 3
Structure
Exp. Calc. Exp. Calc. Exp. Calc. Exp. Calc %Diff
a ( A˚) b ( A˚) c ( A˚) Volume ( A˚3)
Quartz 4.913 4.935 4.913 4.935 5.405 5.445 113.01 114.86 1.6
Stishovite 4.181 4.172 4.181 4.172 2.666 2.665 46.61 46.39 -0.5
Coesite 7.140 7.084 12.371 12.410 7.175 7.220 546.96 547.51 0.1
Cristobalite 4.972 4.944 4.972 4.944 6.922 6.706 171.01 163.90 -4.2
Gibbsite 8.684 8.941 5.078 5.109 9.736 9.949 436.62 454.45 3.9
Corundum 4.757 4.768 4.757 4.768 12.988 13.165 254.52 259.20 1.8
Kyanite 7.117 7.152 7.860 7.889 5.575 5.579 293.70 296.54 1.0
Andalusite 7.793 7.784 7.897 7.9954 5.556 5.562 341.93 344.35 0.7
Sillimanite 7.372 7.469 7.524 7.544 5.724 5.859 329.56 330.15 0.2
Anorthite 8.194 8.037 12.897 13.029 14.190 14.181 1346.52 1331.29 -1.1
Albite 8.115 7.728 12.762 12.854 7.158 7.136 659.83 637.24 -3.4
Sodalite 8.836 8.858 8.887 8.858 8.887 8.858 701.87 695.12 -1.0
This potential model performed better than the previous two models in the sim-
ulations of the structures reported here, with an increase in accuracy in the vol-
umes for all structures calculated. No deviations of greater than 5% were noted,
although the potential model did overestimate the Si–O interactions, with calcu-
lated average Si–O bond lengths of 1.59 ± 0.03 A˚ shorter than the experimental
values of 1.62± 0.02 A˚. To investigate the overall affects of Si–O bond length dis-
crepancies the final energies for the SiO2 polymorphs were compared to determine
relative stabilities, with the results show in Table A.6. The energies calculated
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by model 1 and 2 were also included, as well as for the Al2SiO5 polymorphs for
comparison. The parameters for models 1 and 3 accurately predicted quartz as
the most stable SiO2 phase, and only model 3 accurately predicted andalusite
as the stable Al2SiO5 phase. The accuracy of model 3 in predicting structural
stability for both the silicon and aluminium phases consequently showed that the
deviations in the bond lengths were not a major concern.
Further comparison of the three models is given in Table 3.6. In each case,
the third model produced the most accurate structures, whilst the second model
performed the most poorly. However, structural characteristics alone were not
the only properties to be considered in the choice of potential model. The elastic
properties were calculated for the final model and compared to those calculated
from the previous two potential models tested.
Table 3.6: Averages of the absolute value for the % differences for the calcu-
lated structural properties. The total values are split into the different struc-
tural types to show the effects on the different interactions each model has.
Model Average% Diff Model Average% Diff Model Average% Diff
Total SiO2 AlOH
1 4.1 ± 2.6 1 3.9 ± 1.0 1 10.9
2 9.8 ± 6.4 2 3.1 ± 2.9 2 NA
3 1.6 ± 1.4 3 1.6 ± 1.6 3 3.9
Al2O3 Al2SiO5 Different Ions
1 2.4 1 2.5 ± 1.2 1 4.9
2 15.1 2 11.3 ± 0.2 2 18.4 ± 2.6
3 1.8 3 0.6 ± 0.3 3 1.8 ± 1.1
Table 3.7 shows the calculated elastic properties for the simulated structures.
The elastic properties were considerably more accurate using the third model,
with only 9.5% of the calculated values demonstrating differences greater than
20% from the experimental values, compared to 39% and 50% for models 1 and
2 respectively. This is further confirmation that the third model is the most
suitable for this research and consequently the rigid–ion interatomic potential
model developed by Teter [247] is used in this research.
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Table 3.7: Comparison of elastic properties for structures simulated using
Model 3
Structure
Bulk Modulus (GPa) Shear Modulus (GPa)
Exp. Calc. %Diff Exp. Calc. %Diff
Quartz 37.80 35.16 6.98 44.30 44.81 1.14
Stishovite 316.00 345.41 8.52 220.0 210.56 4.29
Coesite 113.70 129.01 11.86 61.60 55.80 9.42
Cristobalite 16.40 12.57 23.36 39.10 38.94 0.41
Gibbsite 85.00 58.21 31.52 NA 29.01 NA
Corundum 253.50 268.61 5.63 163.20 135.84 16.76
Kyanite 233 202.22 8.60 NA 113.66 NA
Andalusite 162.00 158.68 2.05 99.10 91.83 7.33
Sillimanite 170.80 181.45 5.87 91.50 92.33 0.90
Anorthite 84.20 86.91 3.12 39.90 35.86 10.11
Albite 56.90 54.75 3.19 28.60 31.84 10.18
Sodalite 52.80 45.88 13.13 NA 24.05 NA
3.4 Atomistic Simulation of Water
The interactions between the atomic components of the aluminosilicate network
and the cations of interest, Na+, Ca2+ and K+ are included in the Teter [247]
interatomic potential model. The interactions between the hydroxyl groups and
Al, Si and O are provided from the Schro¨der et al. [160] parameters. However,
as stated in the criteria listed on page 63 the interactions of the aluminosilicate
material with water must also be considered. Since none of the potential models
identified include parameters for water, these interactions must be identified from
the literature, as well as the water–aluminosilicate interactions.
Water molecules can form up to four hydrogen bonds with adjacent water
molecules that are constantly being broken and reformed above the melting point
of water [271], yet are still predominant enough to produce a short–range struc-
ture of water molecules within the liquid state. The effect of these interactions
produces a network of constantly changing three–dimensional structure within the
liquid of H2O molecules tetrahedrally coordinated with each other. The existence
of these hydrogen bonds results in many unusual properties of water [272–274].
Chapter 3. The Interatomic Potential Function Model 80
For instance, one of the most well known anomalies is that the density of water
increases upon freezing, resulting in ice floating on the surface of water instead of
sinking. The hydrogen bonded network results in a higher density of liquid water
than expected, and is also responsible for the melting and boiling points of water
being higher than expected compared to the other group 6 hydrides [275].
The atypical behaviour of water has made it challenging to simulate, with a review
in 2002 listing 46 distinct water models [276], with many additional models and
changes to the existing models proposed since then. The majority of models are
derived empirically and consist of a classical electrostatic interaction combined
with a repulsive electronic contribution typically described by a Lennard–Jones
two body interaction. The electrostatic charge distribution for a water molecule
is generally described by point charges at each of the atomic nuclei, although
some models include fictional charged sites both located within and outside of
the plane of the molecule.
The different models can be broken up into groups depending on how they describe
the water molecule structure, with the molecules described as rigid, flexible or
polarisable. Rigid molecules have fixed O–H bond lengths and H–O–H angles,
with no consideration for the vibrational aspects of the molecule. Flexible models
allow the O–H bond and H–O–H angle to vibrate similarly to classical harmonic
springs. Polarisable models attempt to account for the non–equivalency of water
molecules in a liquid, since both rigid and flexible models have fixed charges. The
polarisable models include a charged fictional particle, called a drude particle, or
additional point charges that are assigned to account for the lone–electron pairs
on the oxygen atom.
Figure 3.5 shows some of the more successful [276] water model configurations.
Figures A, B and C are all planar, whilst model D has a tetrahedral configuration.
Figure 3.5.A shows one of the simplest configurations and typically only involves
the electrostatic contributions of the hydrogen and the oxygen atoms, coupled
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with a Lennard–Jones interaction. It is used by the Single Point Charge (SPC)
models, including the flexible water (SPC/Fw) [277], extended (SPC/E) [278] and
heavy water (SPC/HW) [279] variations, as well as the Transferable Intermolec-
ular Potential for 3 Points (TIP3P) [280] and its flexible variation (TIP3P/F)
[277].
Figure 3.5.B includes a drude particle between the two hydrogen atoms and
within the plane of the molecule, and is a typical representation of the Trans-
ferable Intermolecular Potential for 4 Points (TIP4P) [282] models including the
Ewald technique (TIP4P/Ew) [283], fluctuating charge (TIP4P/FQ) [284] and ice
(TIP4P/Ice) [285] variations. It is also used in several other types of polarisable
models, such as the Charge on Spring (COS) [286, 287] models and the Gaussian
Charged Polarisable model (GCPM) [288].
Figure 3.5 model C includes an off-site charged massless point charge opposite to
the two hydrogen atoms but still within the plane of the molecule, and is typical
for the Polarisable Point Charge (PPC) [289] model of water. Finally, Figure
Figure 3.5: Different representations of a water molecule, based upon images
from reference [281]. A is a typical SPC water model, B is for the TIP3P
and TIP4P model, C shows the PPC model and D is the TIP5P model. The
charges for the hydrogens and oxygen are given by qH and qO respectively, θ
designates the H–O–H bond angle and is typically between 102.7◦ – 113.24◦.
Red = oxygen, white = hydrogen and yellow = additional particles.
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3.5.D is a tetrahedral representation of the water molecules and in this model the
point charges represent the two lone–pair electron contributions and is typical for
the Transferable Intermolecular Potential for 5 Points (TIP5P) [290] models as
well as the Stillinger (ST2) [190] model.
Replicating the physical properties of a material is the key to the success of
any interatomic potential model. The experimental properties of water used
to determine the accuracy of a water potential model are the dipole moment,
dielectric constant, self diffusion constant, average configurational energy, density
maximum and the expansion coefficient. The existence of over 40 of models for
water proposed in the literature [276, 291, 292] shows the difficulty in achieving
this, with many models only finding success in modelling one or two of the physical
properties important in simulating the structure of liquid water.
The ability to replicate the experimental O–O radial distribution function is one
of the main properties that is considered important to accurately simulate, and
the SPC/E, TIP4P and PPC models are reported to do this poorly [289, 293]
whilst the SPC and TIP3P models show improvements. The TIP4P model un-
derestimates the tetrahedral shape of the water molecule environment but does
reproduce the correct dielectric constant [289]. An example of some of the values
calculated in the literature is given in Table 3.8.
Many studies have been conducted on the accuracy and transferability of these
potential models [272, 276, 298], and the validity of the predictions made by many
water models have been questioned [272] so caution must be taken when applying
a model in a simulation. The three–site planar models, shown by Figure 3.5 A,
B and C are the simplest water models, yet despite this they reproduce the bulk
properties of water relatively well (as shown by the first five models shown in
Table 3.8). These models thus represent the best compromise between accuracy
and computational efficiency, and as such only these models were considered.
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Table 3.8: Comparison of experimental and calculated properties for some
water models
Water Model
Diffusion Dielectric Dipole Configurational
Constant Constant Moment Energy
(×10−5cm2s−1) (kJ mol−1)
Experimental [294]∗ 2.3 78.4 2.95 –41.5
SPC/Fw [277] 2.5 80 2.39 NA
SPC [290, 295, 296] 3.9 65 2.27 –41.0
SPC/E [289, 290] 2.5 71 2.35 –41.5
TIP3P [280, 289] 5.2 82 2.35 –41.1
TIP3P/F [277] 3.5 193 2.57 NA
TIP4P [282, 289, 290] 3.3 53 2.18 –41.8
TIP4P/Ew [283] 2.4 63 2.32 –46.5
TIP4P/FQ [284] 1.9 79 2.64 –41.4
COS/D [287] 2.5 70 2.43 –41.8
GCPM [288] 2.3 84 2.72 –44.8
PPC [289] 2.6 77 2.52 –43.2
TIP5P [290, 297] 2.6 82 2.29 –41.3
∗ References indicate sources for the property values
3.4.1 The SPC/Fw Model
The water model chosen for this research was the flexible single point charge
(SPC/Fw) water model, as it gives the closest agreement with experimental data
for bulk water for all non–polarisable models [296]. The parameters are given in
Table A.4. The model was tested to ensure that the calculated properties in the
literature [277] can be reproduced using the simulations method employed here.
This was completed by simulating a three–dimensionally periodic (24.872 A˚)3
cubic box of water containing 520 water molecules. This system was equilibrated
using molecular dynamics with the DL POLY [204] package. The simulation was
run under ambient conditions using the isothermal–isobaric ensemble (NPT) at
298 K and 1 atm for a period of 200 ps and a time step of 1 fs. The statistics
were collected and compared to the published values for water [277].
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The first stage was to ensure that the simulation methods used here reproduced
the water properties from the literature for this water model. The calculated
radial distribution function of the SPC/Fw water is shown in Figure 3.6 (a) and
(b), with the mean square displacement function of the SPC/Fw water shown in
Figure 3.6 (c). The calculated results show good agreement with the literature
values. The locations of the peaks in the OW–OW RDF at r1 = 2.73 A˚ and
r2 = 4.45 A˚ and at r1 = 1.73 A˚ and r2 = 3.27 A˚ in the OW–HW RDF are similar
to those calculated by Wu et al. [277]. The self–diffusion constant, D, calculated
from the gradient of the line of best fit is 2.50 × 10−5 cm2s−1, which is in good
agreement with the value of 2.49×10−5 cm2s−1 calculated using these parameters
[277] and the experimental value of 2.30 × 10−5 cm2s−1. The calculated average
density is 1.02 g cm−3, which is also in good agreement with published values.
3.4.2 Hydrated Aluminosilicates
The incorporation and interaction of water with silicates and aluminosilicate ma-
terials is important in the understanding of many materials; from the swelling
of clays and clay minerals, to the development of zeolitic filters and sieves. Ini-
tial studies on water–aluminosilicate interactions dealt with hydrated aluminosil-
icates such as clays where the water molecules were located within the bulk of
the structure. Initially the structures were kept rigid and the Matsuoka, Clementi
and Yoshimine (MCY) water model [299] (developed using ab initio QM meth-
ods) was used in Monte Carlo simulations of the water-clay interface [300, 301].
However, a consistent description of water interactions in the bulk and at the
surfaces required the clay models to be flexible. This led to a movement towards
atomistic MD methods for the simulation of hydrated clays and the TIP3P and
SPC type models were employed for these simulations.
Several potential models to describe the clay interactions prior to hydration were
proposed that allowed for flexible clay structures [232, 248, 254, 302–305] with
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(a)
(b)
(c)
Figure 3.6: Statistics for the SPC/Fw model compared to experiment[277]
(a) The RDF of all interactions and the (b) RDF of only OW–OW interactions
with the peak of the first and second hydration shells given by r1 and r2. (c)
The MSD for the OW–OW interactions (solid line), the dashed line is the line
of best fit and is used to calculate the self–diffusion constant, D.
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energy contributions included for two and three body terms. Simulations with
bigger atomic systems and longer simulation periods moved towards more gen-
eralised models [133, 306] that did not include the three–body or higher terms.
The introduction of the water models to the clay parameters required that the de-
scription of the water be relative simple, and so the 3–point planar water models
such as the SPC and TIP3P models and their variations were most appropri-
ate. In particular, the SPC and SPC/E models have been used to investigate the
dynamics at many clay–water interfaces [16, 134, 135, 307] and the interatomic
potential model developed by Cygan et al. [133] specifically for clay minerals also
uses the single point charge model.
The interatomic potential model developed by Teter [247] was determined to be
the most accurate to describe the interactions in the aluminosilicate materials
in this research. The rigid-ion parameters did not, however, include parameters
for the aluminosilicate-water interactions, and consequently needed to be deter-
mined. This was achieved by identifying a set of parameters for the Al,Si,O –
H2O interactions from the literature and fitting the parameters to the new partial
charges.
Water–Aluminosilicate Parameters
The simulations of disordered aluminosilicate surfaces in the presence of water in
Chapter 6 required the inclusion of robust cation-water interactions, similar to
those involved in confined geometries such as in hydrated zeolite phases [308, 309]
and the swelling and de–hydration of clay minerals [310]. The behaviour of water
in these environments has been the topic of much discussion. Since the publication
of the Cygan et al. [139] interatomic potential model it is difficult to find atomistic
simulations of clay minerals that do not use the proposed model. However, there
are two types of aluminium – water parameters defined in this model for the
difference coordinations of Al, whilst the Teter [247] parameters only have a
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single Al atom type. The final potential model chosen will thus need to have the
Al,Si–H2O interactions fitted from sources other than those by Cygan et al. [133].
A review on the simulation of water in nanoporous aluminosilicates [311] outlined
the success of the SPC/E and SPC/Fw models [311] using clay parameters from
Smith [312] that were modifications of those used by Skipper et al. [301, 313] to
simulate montmorillonite. The SPC/E model has also recently been successful
used by Chanajaree et al. [314] with clay parameters from Demontis et al. [315] to
simulate the water dynamics in the pores of the zeolite chabazite. The parameters
used by Chanajaree et al. [314] and Smith [312] both have partial charges on the
aluminosilicate species, but these charges differ from those used by the Teter
[247] model. Similar to the parameters by Cygan et al. [133], the parameters
used by Smith [312] require the aluminium to be labeled as either tetrahedral or
octahedral, and so the Chanajaree et al. [314] parameters are used in the scaling
and fitting procedure instead.
The two–body potentials used by Chanajaree et al. [314] (see Table A.5) for the
water–cation interactions are described by a Lennard–Jones potential with the
initial charges for the Al, Si and the structural O set to +1.75, +2.05 and −1.20
respectively. The charge on the structural oxygen of−1.20 is the same in the Teter
potential model, and thus does not require adjusting, however, the Teter model
describes the Al as +1.80 and the Si as +2.40, and thus the interactions must be
adjusted to the new charges. This is achieved by fitting the total energy function
used by Chanajaree et al. to a composite function, given in equation (3.1), using
the Teter partial charges and by adjusting the A, ρ and new σ parameters to
produce the best fit.
UTotalij = A exp
(
−rij
ρ
)
+
(
σ
rij
)12
+
1
4piε0
qiqj
rij
(3.1)
The final Al–OW and Si–OW parameters before and after fitting are given in
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Table 3.9, and an example of the results from the fitting procedure for the Si–
OW interaction is shown in Figure 3.7.
Table 3.9: The original and fitted Al,Si–OW parameters for the water inter-
actions with the aluminosilicate structures.
Atomic Pair qi qj1 qj2 εi (eV) σi (A˚) A (eV) ρ (A˚) σ (A˚)
OW Al –0.82 1.75 1.8 0.5315×10−2 1.6926 0.5883 2.7561 1.225
OW Si –0.82 2.05 2.4 0.8066×10−2 1.6213 4.7788 2.5235 1.223
Figure 3.7: The total potential energy calculated using the Si–OW parame-
ters and charges from Chanajaree et al. model [314] and the new fitted com-
posite potential parameters with the Teter [247] partial charges. The fitted
parameters agree well with the existing ones, with an asymptotic standard
error of 0.11%.
The new parameters require further verification to ensure the interactions of struc-
tural water in an aluminosilicate material are described accurately. To test the
new parameters a similar approach was undertaken as previously, where well char-
acterised crystalline material are optimised using the parameters, and the results
are compared to the experimental values. Natrolite (Na2Al2Si3O10.2H2O) and
lawsonite (CaAl2Si2O7(OH)2.H2O) are chosen as suitable hydrated structures.
These structures include calcium and sodium ions into the structure, and thus
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Table 3.10: The original and fitted Ca,Na–OW parameters
Atom 1 Atom 2 q1 q2i q2f Ai (eV) Af (eV)
Ca OW 1.20 -1.20 -0.82 7385.3075 7095.4563
Na OW 0.60 -1.20 -0.82 2755.0323 2616.2137
for this verification step the water–ion parameters are also fitted by adjusting the
A parameter in the Buckingham potentials in the Teter model. The results are
given in Table 3.10. The interactions for the hydroxyl oxygen are assumed to be
the same as the structural oxygen–water oxygen interaction.
Using the new parameters the structures were optimised using GULP with the
final structure compared to experiment [270, 316, 317]. The results for both the
structural and elastic properties are given in Table 3.11. The new parameters ac-
curately reproduce both the natrolite and lawsonite structures, with all calculated
values for the cell parameters within 2% and the bulk modulus for both structures
Table 3.11: The structure of natrolite and lawsonite with the corresponding
calculated properties compared with experimental data from references [270,
316, 317]. BM = Bulk modulus, SM = Shear modulus.
Structure Parameter Exp. Calc. % Diff.
Natrolite
a (A˚) 18.326 18.312 -0.8
b (A˚) 18.652 18.397 -1.4
c (A˚) 6.601 6.615 0.22
Volume ( A˚3) 2256.33 2228.74 -1.2
BM (GPa) 48.9 46.4 -5.1
SM (GPa) 27.4 21.6 -21.2
Lawsonite
a (A˚) 8.795 8.987 2.0
b (A˚) 5.847 5.784 -1.1
c (A˚) 13.142 12.929 -1.6
Volume ( A˚3) 675.82 671.82 -0.6
BM (GPa) 125 117.8 -5.76
SM (GPa) 52 67.6 23.1
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within 6% of the experimental parameters. Thus it is concluded that the com-
bination of the fitted cation–SPC/Fw potential parameters for the Al,Si,O–H2O
interactions are suitable for the purposes of this research.
3.5 Final Interatomic Potential Parameters
The investigation of a suitable set of potential model parameters to simulate
all the interactions listed on page 63 has been conducted successfully with the
resulting interatomic potential parameters taken from the following sources:
• M–O (M=Al, Si, Na, Ca, K) parameters from Teter [247]
• OH and M–OH (M=Al, Si) parameters from Schro¨der et al. [160]
• H2O parameters using the SPC/Fw model [277]
• H2O–Al,Si,O parameters fitted from Chanajare et al. [314]
The combination of these parameters results in a total interatomic potential model
that can describe the range of interactions required for this research. The differ-
ent structural components with all necessary parameters for each ion type and
interaction that have been investigated are given in Table 3.12 and is referred to
as the Teter–SPC/Fw model for the purposes of this research.
The investigations of the different interactions showed good agreement with ex-
perimental values across all structures and properties tested, however, the Si–
O interatomic distances in the aluminosilicate structures were under-estimated
by up to 1.9%, the electrostatic repulsion between the water and the partially
charged calcium ion was under-estimated by up to 1.1%, and the sodium water
interaction was over-estimated by up to 10.1%. It was not anticipated that these
discrepancies would produce significant effects in the simulations undertaken in
this research, and it was with confidence that this interatomic potential model
was proposed for use in the simulation of metakaolin and the interactions with
water and the cations sodium, potassium and calcium.
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Table 3.12: The final potential parameters used in this research.
Atom and Label Charge Atom and Label Charge
Aluminium (Al) 1.80 Calcium (Ca) 1.20
Silicon (Si) 2.40 Sodium (Na) 0.60
Structural Oxygen (O1) –1.20 Potassium (K) 0.60
Hydroxyl Oxygen (O2) –0.856 Water Oxygen (O3) –0.82
Hydroxyl Hydrogen (H2) 0.256 Water Hydrogen (H3) 0.41
2–Body Buckingham potential parameters
Atomic Pair A (eV) ρ ( A˚) C (eV A˚6)
Al – O1 12201.417 0.195628 31.997
Al – O2 9701.4170 0.195628 31.997
Si – O1 13702.905 0.193817 54.681
Si – O2 12433.827 0.193817 54.681
Na – O1 2755.0323 0.258583 33.831
Na – O2 2629.3649 0.258583 33.831
Na – O3 2616.2137 0.258583 33.831
Ca – O1 7385.3075 0.255185 100.26
Ca – O2 7122.9160 0.255185 100.26
Ca – O3 7095.4563 0.255185 100.26
K – O1 20510.758 0.233726 51.490
K – O2 20333.1961 0.233726 51.490
K – O3 20315.2109 0.233726 51.490
O1 – O1,2 1844.7548 0.343645 192.58
O1,2 – H2,3 100.0 0.250 0.0
Morse potential parameters
Atomic Pair De (eV) α ( A˚
−1) r0 ( A˚)
O2 – H2 7.0525 1.800 0.94850
Bond–Stretching potential parameters
Atomic Pair k2 (eV/ A˚
2) r0 ( A˚)
O3 – H3 45.93 1.012
2–Body Lennard–Jones potential parameters
Atomic Pair ε (eV) σ ( A˚)
O1,2 – O3 0.24309×10−1 2.4952
O3 – O3 0.67348×10−2 3.1690
Angle–Bending potential parameters
Dihedral group A (eV/rad2) θo (
◦)
H3 – O3 – H3 3.29136 113.24
2–Body Composite potential parameters
Atomic Pair A (eV) ρ (A˚) σ (A˚)
Al – O3 0.5883 2.7561 1.225
Si – O3 4.7788 2.5235 1.223
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3.6 Summary
An investigation into some of the available interatomic potential models from the
literature was presented, with three main interatomic potential models identified
as suitable to simulate the structural components expected to be required. The
models were tested by simulating a variety of different structures demonstrating
different characteristics. The influence of different coordination environments,
the presence of hydroxyls, cations and water molecules were tested using the
potential model parameters and the results compared with experimental data,
with the rigid–ion model proposed by Teter [247] producing the most accurate
results. The model was then further parameterised to include interactions with
water to simulate an aqueous environment. The SPC/Fw model was chosen for
this purpose and molecular dynamics simulations using this model reproduced
the properties of liquid water within reasonable agreement with the literature.
The inclusion of additional Al,Si,O–H2O parameters were investigated and the
resulting parameters performed well when tested in the simulation of the hydrated
minerals, natrolite and lawsonite. The resulting potential model is thus used for
all simulations reported in this research.
Note
Parts of this chapter are discussed in the paper “Dehydroxylation of kaolinite to
metakaolin – A Molecular Dynamics Study”, by S. Sperinck, P. Raiteri, N. Marks
and K. Wright, published in Journal of Materials Chemistry 2011, 21(7), pages
2188 – 2125.
Chapter 4
Modelling Metakaolin
Metakaolin is a semi-amorphous aluminosilicate material widely used in the food-
processing industry, oil shale processing, in ceramics and as a pozzolanic material.
It is also the focus of research into the fundamental structure and properties of
geopolymers. The atomic structure of metakaolin, like geopolymers, is not well
understood and this chapter investigates the structure of metakaolin through
the thermal de-hydroxylation of kaolinite through the use of classical molecular
dynamics simulation techniques in combination with the interatomic potential
model from Chapter 3.
4.1 Introduction
Metakaolin is formed through the calcination process of the clay mineral kaolinite,
which is the most important of the kaolin group of minerals. These layered
aluminosilicates belong to the clay group of materials called phyllosilicates and
are composed of a sheet of vertex sharing SiO4 tetrahedra forming six-membered
silicate rings that are linked by common oxygen atoms parallel to the c-axis to
a sheet of edge-sharing AlO6 octahedra forming four-membered aluminate rings.
The silicate and aluminate layers are connected by weak hydrogen bonds, with
the inter-layer space a characteristic feature of clay minerals. Figure 4.1 shows
an idealised structure of kaolinite, although disorder is common in the kaolin
minerals.
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Figure 4.1: Ideal layered structure of kaolinite, showing the kaolinite unit
cell: aluminium (green), silicon (purple), oxygen (red) and hydrogen (white).
The locations of the inter- and inner-layer hydroxyls are shown for clarity.
The thermally induced structural transformations of kaolinite are completely gov-
erned by the de-hydroxylation of the structure. The calcination of kaolinite has
three main thermally induced stages; the first is the endothermic de-hydroxylation
to the metastable metakaolin phase that occurs in the temperature range of 450 ◦C
to 700 ◦C according to the following reaction:
Al4[Si4O10](OH)8
∆T→ 2Al2Si2O7 + 4H2O (4.1)
Cubic spinel and amorphous silica are produced in the range of 700 ◦C to 950 ◦C
and the thermodynamically stable mullite phase forms in an exothermic reaction
over 1100 ◦C with crystallisation of cristobalite from the amorphous silica phase
proceeding beyond that [318]. Whilst the high temperature phases have been the
focus of much interest [104, 105, 319–321], the metastate is often overlooked due
to its non-crystalline nature, and conclusive structural information is limited.
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In 1959 Brindley and Nakahira [106] suggested a set of criteria that any proposed
metakaolin structure should adhere to. The criteria state that:
• Metakaolin should demonstrate lattice parameters that are similar to kaoli-
nite, but that c-axis periodicity must disappear.
• The octahedral Al-O(OH) layer accommodates the majority of the struc-
tural reorganisation compared to the silicon layer.
• The inter-layer spacing decreases from 3.8 A˚ to 3.3 A˚.
The distances measured were between the oxygen atoms in adjacent layers, as the
experimental method of x-ray diffraction did not allow for the calculation of the
hydrogen positions at the time.
In 2010 the simulation of the structure of metakaolin was reported using DFT
computational simulation techniques by White et al. [118, 119]. The proposed
metakaolin structure was obtained by the gradual removal of hydroxyls from a
kaolinite system, performing geometry optimisations after each removal. The
kaolinite unit cell was constructed using structural information from simulations
of kaolinite [322] based upon experimental values from Bish [323]. A 2 × 2 × 2
supercell (272 atoms) was used and the rate of water molecules removed was
varied to simulate the experimental increase in rate of de-hydroxylation. A total
of 13 de-hydroxylation steps were simulated, to a final structure with a total loss
of 87.5% of hydroxyl groups.
The resulting structure is illustrated in Figure 4.2 and shows that the octahedral
layer undergoes large structural changes through the loss of the water and that
this contributes to a loss in the crystalline structure. The conclusions from the
simulations provide a quantitative analysis of the change in the coordination of the
aluminium within the structure. The aluminium in 6-fold coordination gradually
decreases from 100% to 0%, with the development of 4-fold aluminium starting
Chapter 4. Modelling Metakaolin 96
Figure 4.2: The final metakaolin structure viewed along the a-axis, taken
from the DFT simulation by White et al. [118]. The break down in periodicity
is noted as due to the buckling of the layers.
in the second step and continuing to a maximum of 80% and then dropping to
a final value of 65%. A considerable proportion of 5-fold aluminium is shown to
occur in the latter stages of the process, culminating in a final structure with 30%
5-fold coordinated aluminium. The authors also report the presence of a small
percentage (approximately 2%) of 3-fold aluminium in the structure.
The simulations of White et al. [118] provide important clues to the development
of metakaolin, although is limited in terms of the size of the simulation cell. This
chapter aims to provide complimentary insights into the formation of metakaolin
on a larger scale and in a dynamic environment, allowing for the effects of tem-
perature and pressure over a period of time to be included in the simulation.
The main focus is to determine the structure of metakaolin and to investigate
the atomic mechanisms underpinning the loss of crystallinity and the transfor-
mation. By studying the thermal transformation of kaolinite to metakaolin, the
mechanisms underpinning the collapse of the inter-layer space and subsequent
structural changes can be investigated. The ultimate purpose of this is to provide
a suitable structure of metakaolin for further investigations into geopolymers.
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4.2 Simulation of Kaolinite
Prior to simulation of the de-hydroxylation of kaolinite to metakaolin, the starting
structure for the kaolinite needs to be determined. The atomic coordinates for
the periodic structure of kaolinite were generated on the basis of crystal structure
refinement data determined from diffraction studies performed at 1.5 K with
well-characterised hydrogen position information [323]. This structure was then
optimised in GULP using the potential model parameters determined in Chapter
3 for aluminosilicates with hydroxyl groups. This produced the unit cell shown
in Figure 4.1, which has the C1 symmetry as expected. A comparison of the
calculated structural properties is shown in Table 4.1, with experimental values
for the cell parameters taken from reference [270] and elastic properties from
reference [324].
Table 4.1: Comparison of the bulk properties of kaolinite.
Parameter Experimental Calculated % Difference
a (A˚) 5.1535 5.2108 1.07
b (A˚) 8.9419 9.0496 1.27
c (A˚) 7.3906 7.2961 -1.26
α (◦) 91.926 93.096 1.27
β (◦) 105.056 105.410 0.35
γ (◦) 89.797 89.797 0.00
Volume (A˚3) 328.71 331.31 0.79
Shear Modulus (GPa) 31.8 30.7 -3.5
Bulk Modulus (GPa) 55.5 75.2 26.2
The structural properties are accurate, with all variations in the simulated pa-
rameters below 1.5%. The calculated bond lengths and angles of the optimised
structure corresponded to the experimental ones in all cases. Whilst the shear
modulus is accurate, the bulk modulus is over-estimated in the simulation by
26.2%, however, as stated in Mondol et al. [325] the elastic properties of minerals
such as kaolinite are difficult to determine experimentally due the presence of
inter-layer water and other impurities present within the structures, and so this
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large deviation from the experimental value is not a cause for concern. The final
structure also agrees well with the simulated kaolinite structure used by White
et al. [322], and thus the structure of kaolinite simulated using the Teter [247]
potential parameters combined with the hydroxyl parameters from Schro¨der et
al. [160] is suitable for use in the investigation of the structure of metakaolin.
4.3 Computational De-hydroxylation Process
A periodic 7× 4× 5 supercell (4670 atoms) was constructed from the optimised
kaolinite unit-cell parameters to allow for an approximately cubic structure with
dimensions (36.47 × 36.20 × 36.48) A˚. The size of the cell was necessary to due
to the implementation of the minimum image convention used in the DL POLY
simulation package for a potential model cut-off of 15 A˚. This resulted in a struc-
ture that was 16 times larger than that used in the previous DFT simulations
[119], thus allowing for the long-range changes to be modelled.
The loss of water in the calcination of kaolinite occurs through a range of temper-
atures, however, the exact rates of water loss per temperature step are unknown.
For the purposes of this research it was determined that the introduction of ad-
ditional variables into the simulation would be undesirable. As a consequence,
the removal of hydroxyl groups from the structure was completed manually at a
constant rate of a certain percentage of hydroxyl groups per 1000 ps at a constant
temperature of 1000 K (≈ 700 ◦C).
To simulate the de-hydroxylation process, the kaolinite supercell was simulated
at 1000 K and run at temperature over the necessary time period to equilibrate
the structure. At the end of the high temperature run the system was checked for
complete equilibration by assessing whether the change in the average energy over
a period of 150 ps varied appreciably or not. An example of the typical potential
energy vs. time plot for a simulation used in this research is shown in Figure 4.3.
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Figure 4.3: A typical energy vs. time plot for a partially de-hydroxylated
structure. The darker line shows the average potential energy (calculated over
10 ps periods). The inset shows the energy stabilising in the final 150 ps of
the simulation, with variations of less than 2 eV observed in the fluctuations
of the average energy.
This process was repeated a total of 10 times to produce 10 kaolinite structures
at 1000 K. The increase in the number of configurations sampled was necessary
to provide statistical relevance to the data and conclusions reported herein.
The interatomic potential model did not allow for chemical reactions involving
bond dissociation and formation, thus the liberation of a H2O molecule was sim-
ulated manually. According to the model, the structural oxygen atoms are des-
ignated as O1, the hydroxyl oxygen atoms as O2 and the hydrogen atoms as H.
The removal of an H2O unit was achieved by deleting a complete hydroxyl group
(O2-H), plus a H from a second hydroxyl group. The remaining O from the sec-
ond group was then labeled O1 to maintain charge neutrality. This is summarised
by the following equation:
(O2–H) + (O2–H)
−2H−O2−−−−−→ O2→ O1 (4.2)
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Although an actual H2O molecule was not involved in these simulations, this study
refers to the removed atoms collectively as H2O. Ignoring the water molecule in
the simulations is justified by kinetic studies by Bellotto et al. [114] on the
kaolinite-mullite reaction sequence showing that the de-hydroxylation reaction of
kaolinite is not controlled by the physical diffusion of water vapour.
The required amount of H2O was removed to simulate the de-hydroxylation of
the structure, and the structures were then re-equilibrated at 1000 K to allow for
the structural reorganisation facilitated by the loss of the hydroxyl groups. There
were two main concerns that needed to be investigated in the de-hydroxylation
process. The first was the relative locations of the pairs of hydroxyl groups
removed to simulate the liberation of water, as no information was available on
whether or not this influenced the structural formation.
Verification: Choice of Hydroxyl Groups Removed
The choice of hydroxyl locations to be removed was varied to ensure that it did not
impact the final structure obtained. The full 4670 atom system was not required
for these simulations, so smaller 2 × 2 × 2 kaolinite supercells were constructed
(272 atoms) to reduce computational cost. In these tests a single H2O molecule
was removed by choosing hydroxyl pairs that represented the three different con-
figurations of hydroxyl that may occur during the process: adjacent inter-layer,
separated, and intra-layer. This structure was then optimised in GULP and the
final energy of the structure compared to that of the original cell prior to optimi-
sation. This change in energy is a measure of structural relaxation on creation of
these defects and is shown in the Table in Figure 4.4.
The differences between the energy show that less energy was required relax the
structure on removal of H2O groups from nearest neighbour hydroxyl pairs than
Chapter 4. Modelling Metakaolin 101
Situation Separation Distance (A˚) ∆E (eV)
a 2.83 4.524
b 11.36 5.373
c 2.89 4.522
Figure 4.4: The three main hydroxyl pairs that can be removed to simulate
the liberation of one H2O molecules are shown: a) two neighbouring inter-layer
groups, b) two inter-layer groups located far apart and c) an inner-layer and a
neighbouring inter-layer group. The interatomic distances between the oxygen
atoms for each pair are shown.
from pairs that were far apart. The calculations show almost no (0.002 eV) dif-
ference in energy between configurations (a) and (c). However, the difference be-
tween nearest pairs and pairs with greater separation was higher by up to 0.85 eV
in comparison, and so some preference for the nearest-neighbour pairs must be
made in the simulations. The average distances between nearest neighbour pairs
in kaolinite (including both the inter- and inner-layer hydroxyls) is 3.09± 0.32A˚,
so a cut-off distance of 3.50 A˚ was designated to ensure only nearest neighbours
were considered during first few steps of the de-hydroxylation process. Once the
de-hydroxylation process progressed beyond 70%, this cut-off was removed as
the occurrence of neighbouring hydroxyl groups within the cut-off distance set
became negligible and pairs located further apart needed consideration.
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Verification of Computational Approach I: De-hydroxylation Rate
The second factor in the de-hydroxylation approach that needed to be investi-
gated was the influence of de-hydroxylation rate on the final structure. There
is no evidence, either from experiment or from simulation, that the formation of
metakaolin is dependent on the gradual loss of water from the structure. Although
the calcination of kaolinite to form the high temperature phases is generally de-
scribed as a function of increasing temperature [106, 326–328], the rate of tem-
perature increase on the structure has not been investigated experimentally. It
was decided to test for any such dependence by removing all the hydroxyl groups
from kaolinite in a single step and then to allow the structure to equilibrate.
The 10 kaolinite simulation cells (4760 atoms each) equilibrated at 1000 K con-
tained 1120 hydroxyl groups, or 560 potential H2O groups. The single-step ap-
proach removed all 560 H2O groups from the structure and then allowed the
structure to equilibrate at 1000 K. The time to equilibrate was approximately
1500 ps. The final structures were then rapidly cooled to 300 K to remove
thermal noise and statistics were collected. The de-hydroxylation process was
continued beyond the experimental threshold of 12% residual water, to a 100%
de-hydroxylated structure.
The single-step approach was then compared to a gradual de-hydroxylation pro-
cess. To remove each possible H2O group individually would have resulted in
the total resources required for these simulations to become excessively high. As
a consequence a rate of the gradual approach was set to 10% of the hydroxyl
groups (or 56 H2O molecules) removed from the structure per de-hydroxylation
step. The groups were selected randomly from the heated kaolinite structure
based upon the cut-off distances set by the hydroxyl group location tests per-
formed previously. The structures were then allowed to equilibrate at 1000 K. At
each step a further 10% of the hydroxyl groups were removed randomly, and the
system again allowed to equilibrate at 1000 K, with each removal step requiring
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approximately 800 ps to 1200 ps to equilibrate. Once all the water had been
removed, the structures were then also cooled to 300 K and statistics collected
for comparison. The averages of the results for the structures simulated with the
complete and gradual hydroxyl loss are shown in Table 4.2.
Table 4.2: Comparison of the cell parameters for the final structure from the
single-step and gradual de-hydroxylation approaches with the initial kaolinite
supercell. All statistics gathered from structures at 300 K.
Parameter Initial Single % Diff Gradual % Diff
a (A˚) 36.5 32.6 ± 0.3 -10.7 32.6 ± 0.3 -10.7
b (A˚) 36.2 33.5 ± 0.1 -7.5 32.0 ± 0.3 -11.6
c (A˚) 36.5 35.6 ± 0.3 -2.5 38.0 ± 0.4 3.9
α (◦) 93.1 93.7 ± 1.6 0.6 88.5 ± 1.4 -4.9
β (◦) 105.4 107.5 ± 2.0 2.0 109.8 ± 1.1 4.0
γ (◦) 89.8 88.4 ± 1.1 -1.6 90.0 ± 0.9 0.2
Volume A˚3 46411 36559 ± 261 -21.2 37333 ± 244 -19.6
Both approaches produce similar results, however, there is a more pronounced
shift in the cell parameters from the gradual approach as compared to the initial
kaolinite structure. The volume decrease in the gradual procedure of 19.6% is
less than the single-step approach with 21.2%, with both approaches producing
slight shifts in the cell parameters. The a-, b- and β parameters all show similar
trends of either increasing or decreasing values compared to the initial structure
regardless of the removal process. One notable difference is the c-parameter,
which increases by 3.9% in the gradual approach compared to a decrease of 2.5%
in the single-step simulations.
The similarities between the two final structures confirms that the rate of de-
hydroxylation is not an important factor in the development of the metakaolin
structure. However, whilst the single-step approach uses less computational re-
sources to produce the final structure, the process of structural reorganisation is
also of interest and thus the gradual de-hydroxylation procedure is chosen for the
purposes of this investigation.
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4.4 Thermal De-hydroxylation of Kaolinite
The results from the gradual de-hydroxylation calculations are discussed here in
greater detail. The molecular dynamics simulation of kaolinite to metakaolin was
conducted in DL POLY using the gradual step-wise approach, at a temperature
of 1000 K and 1 atm, using the NσT ensemble with a Berendsen thermostat
employed with 0.1 ps and 1.0 ps as the thermostat and barostat relaxation times
respectively. The process was repeated for all 10 kaolinite structures equilibrated
at 1000 K with a random number generator employed to ensure the choice of
hydroxyl groups used to make up the H2O removed was completely random.
Whilst the final atomic positions in each of the structures simulated differed,
the same trends and observations were made in all 10 simulations. The results
reported here give the averages for all the de-hydroxylation simulations, unless
otherwise specified.
Depending on the locations of the hydroxyl groups removed, the length of time
for the system to equilibrate varied, although there was no observed correlation
between de-hydroxylation step and time taken to equilibrate. Once 100% de-
hydroxylation was achieved, the final configuration in each step was rapidly cooled
to 300 K over a period of 50 ps to remove the effects of thermal vibration from
the statistics. The NσT ensemble used in the simulations allowed for flexible
simulation cell parameters, and the average cell parameters for each structure
through the de-hydroxylation process are shown in Figure 4.5.
The changes in the cell parameters show that the removal of hydroxyls from the
structure had little effect on the lattice up to 40% de-hydroxylation. As more
hydroxyl groups were removed, the simulation cell decreased in size, as both
the a and c parameters decreased by up to 12.3%. The β parameter decreased
by up to 5◦, whilst the α and γ parameters remained approximately constant.
The c parameter in kaolinite at 300 K is 36.5 A˚, whilst at 1000 K it increases
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(a)
(b)
Figure 4.5: The changes in the cell parameters of the structure through the
de-hydroxylation process, with the standard deviations shown as error bars.
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to 38.0 A˚, and during the simulation it briefly increases and then returns to
approximately the same value initial value of 38.0 A˚. This would suggest that
heating the kaolinite is an important factor in the formation of metakaolin, and
is thus necessary to accurately simulate the process.
The final structures generated from one of the de-hydroxylation simulations are
shown in Figure 4.6. It is evident that as the simulation proceeds the inter-layer
spaces partially collapse, although the 1:1 Al:Si layering is preserved. In the initial
stages of the de-hydroxylation, the vacancies produced by the loss of hydroxyls
from the structure create large distortions in the layers. These distortions are
the result of the localised migration of the silicon and aluminium ions into the
inter-layer spaces, creating bridges between the layers. These bridges anchor the
layers, thus constraining the inter-layer space and halting any major changes that
may have occurred otherwise.
Compared to the aluminium layers, all silicon bridging is facilitated by smaller
distortions in the local environment and is much less pronounced, with no mi-
gration further than the initial move into the inter-layer space evident. A bridge
caused by the migration of an aluminium ion produced the most prominent effect
and is caused by neighbouring pairs of inter-layer hydroxyl groups being removed
i.e. two sets of adjacent hydroxyl groups reacting to form two waters and two
residual oxygen atoms. The removal of inner-layer hydroxyl groups compared to
inter-layer groups also has a large effect on the structure, increasing the disorder
within the layers and ultimately resulting in the slight widening of the layers
where this occurred and thus diminishing the inter-layer spacing. Thus the mi-
gration of the aluminium ions through the structure clearly has a pronounced
effect, and thus is further investigated.
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Figure 4.6: Snapshots of one of the de-hydroxylation simulations viewed
along the a-axis. Starting from the kaolinite structure at 300 K (top left),
each image shows the quenched 300 K structure after a 20% de-hydroxylation
step. These images show the rapid collapse of the inter-layer spacing and the
buckling of the layers.
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4.4.1 Structural Reorganisation: Al Migration
The observed migration of aluminium ions in clay minerals has been reported in
density functional studies of the de-hydroxylation of 2:1 dioctahedral aluminous
clay minerals [329]. These authors find that in kaolinite, the migration of the
Al ions created large distortions within the local structure of the layers. The
combination of the bridging of the inter-layer spacing and the distortions of the
layers caused the localised buckling of the layer. If a defect was introduced in
the local vicinity of migrated Al ions, this caused the ions to further migrate
within the layers. This buckling phenomena has also been reported by White et
al. [118, 119]. The migration of the Al in this study similarly resulted in distortion
within the structure, as shown in Figure 4.7.
Figure 4.7: The fully de-hydroxylated structure showing the 1:1 layering is
still present. The image on the right shows the Si-O and Al-O polyhedra.
Cross-sections of the final structure, Figure 4.8, show that the aluminium layers
have a large degree of disorder within them, with the majority of the aluminium
existing in a 4-fold coordination. The silicon layers, however, appear relatively
unchanged with little disorder present. The migration of the aluminium is not
confined to within the individual layers. Further investigation of the movements
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Figure 4.8: Cross-sectional slices of the individual layers as a progression
down the c-axis. The majority of the aluminium exists in clusters of tetrahedral
configurations. By comparison, the silicon layers are relatively unchanged and
evenly dispersed. The labels are in reference to Figure 4.7
of the cations during de-hydroxylation showed migration of the aluminium cations
occurred between the layers themselves, as shown in Figure 4.9. Some relocation
of the silicon atoms was noted, but occurrences were rare and there was never
more than a single Si relocation present in any structure.
The majority of the migration occurred between the aluminium layers leading
to the formation of whole cation bridges between the layers. So while the 1:1
ordering of the cations was preserved in general, isolated instances of a loss of
this periodicity in the c-direction also occurred. The degree of migration varied,
but typically no more than one or two cation relocations were evident per layer,
and only between adjacent layers. The relocation of one cation to another layer
does not necessarily instigate a further relocation to maintain a constant num-
ber of cations present in each layer. This resulted in the number of cations in
each layer changing through the process of de-hydroxylation, with the final struc-
tures demonstrating local variations in the aluminium distribution throughout
the structure.
The results from the simulations present conclusive evidence that the mechanism
of structural deformation is governed by the migration of the aluminium through
the structure. This migration causes a distortion in the local structure, and
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Figure 4.9: The kaolinite structure (top) and the final 100% de-hydroxylated
structure deconstructed to show the Al-O (left) and Si-O (right) bonds respec-
tively. The cations are shown as coloured spheres, where the colours indicate
the layer from which each Al/Si atom originated. Note the considerable inter-
linking of the aluminium layers compared to the silicon layers which remain
relatively uniform and separate.
results in the buckling of the layers. The degree of buckling is considerable and
high-resolution surface imaging of metakaolin crystals [330] show an increase in
surface roughness, which may be a product of the buckling effect.
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4.4.2 Structural Reorganisation: Al Coordination
With the process identified, the question of how this migration of the aluminium
affected the overall coordination needs investigation. The nature of the structural
changes during the de-hydroxylation process can be determined quantitatively by
calculating the radial distribution function for each of the simulated structures.
The normalised individual functions for each simulation are given in Appendix
B, with the averages of all the normalised runs shown in Figure 4.10.
Figure 4.10: Normalised calculated total radial distribution function show-
ing the three main interactions for the de-hydroxylation process. Calculated
from the averages of the all equilibrated structures at the end of each de-
hydroxylation step.
The silicon and oxygen peaks remain in the same positions, with the decrease in
the oxygen-oxygen peak intensity due to the decreasing oxygen concentration in
the cell. The silicon-oxygen peak remains the same in both location and intensity,
indicating that although there is considerable structural reorganisation occurring,
this does not cause enough disruption to break the strong SiO4 tetrahedral unit.
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The feature of interest is the shift of the Al-O peak from 1.93 A˚ to 1.75 A˚, which
corresponds to the change in coordination from octahedral to tetrahedral. A slight
shoulder on the right of the peak that develops through the latter stages of the de-
hydroxylation is indicative of the formation of 5-fold Al. Experimentally, 5-fold
Al gives a peak at around 1.8 A˚ [331], and so further analysis of the coordination
of the aluminium was conducted to quantitatively determine the amount of the
5-fold Al in the structure.
The loss of hydroxyl groups produced aluminium ions with coordination numbers
of less than 6, and the decrease in the number of oxygen atoms in the system
meant that the return to a six-fold coordination was not possible. To determine
the effects on the coordination quantitatively, the coordination of each Al atom
was determined by summing the number of oxygen atoms falling within a chosen
cut-off distance of 2.3 A˚ of the ions. This cut-off value was chosen as the value
at which the minimum following the first peak in the calculated partial RDF for
the Al-O interactions occurred. The change in the Al coordination through the
de-hydroxylation is shown in Figure 4.11.
The analysis shows that along with the change from 6-fold to 4-fold, there is also
a considerable contribution of 5-fold Al present throughout the de-hydroxylation
process. This corresponds with NMR studies [112, 332–334] that show an ap-
preciable amount of 5-fold Al in samples of kaolinite calcined at temperatures
ranging from 600 ◦C to 1000 ◦C. An unexpected feature from the coordination
analysis is the non-linear relationship between the level of de-hydroxylation and
the Al coordination. The majority of the structural reorganisation occurs in the
removal of the first 4 steps of the de-hydroxylation, with almost half of the octa-
hedral aluminium transformed to 4- and 5-fold configurations equally in the first
step. This is followed by the second step which has more of the 6-fold Al con-
verted to 4-fold. This trend continues until the 6th removal step where the 6-fold
coordination reaches a minimum of ≈ 1%) and the 4-fold coordination reaches a
maximum of 88%. This corresponds to the development of a structure that has
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Figure 4.11: Changes in aluminium coordination through the de-
hydroxylation process: from 6-fold to a combination of 4- and 5- fold.
been distorted to such a degree that migration of the Al is inhibited by the ions
becoming locked into the structure.
At this stage the hydroxyls in the structure can all be considered as inner-layer
OH groups. In the 7th and 8th removal steps, the further de-hydroxylation causes
a loss of some 4-fold coordinated Al to the 5-fold configuration. This is unex-
pected, as one would expect the loss of further oxygen atoms from the system to
encourage the formation of the 4-fold coordinated Al over the 5-fold. However,
at this stage an important aspect of the structural change must be considered.
Since the hydroxyl removals are not uniform, neither is the Al migration. In the
latter stages the majority of the Al migration has already occurred, and as such
the resulting aluminium layers consist of “clusters” of 4-fold with some 5-fold
aluminium included. This clustering effect has not been previously reported, and
could explain the experimentally observed lack of crystallinity in the c-direction
of the metakaolin structure.
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There is little change in the coordination beyond 80% de-hydroxylation as there is
not enough space left for reorganisation within the structure, and the final system
consists of 74% of the aluminium population in 4-fold coordination, with 21% in
5-fold and 3% in 6-fold coordination (the remaining < 2% consists of residual Al
in 3-fold coordination). White et al. [119] similarly reported a 20% contribution
of 5-fold aluminium a 2% contribution of the 3-fold aluminium, as well as the
final drop in this value in the final stages of de-hydroxylation.
The stability of the structure through the final stages of de-hydroxylation (80%
- 100%) confirms that the metakaolin structure is established prior to complete
hydroxyl removal. This corresponds with experimental findings [109, 119, 334]
that suggest that the metakaolin structure is established at this stage, with little
structural change beyond the 12% water content structure.
The effect of de-hydroxylation rate on the final structure was also investigated, us-
ing the 100% de-hydroxylated structures from the gradual de-hydroxylation simu-
lations as well as the single-step de-hydroxylation simulations reported previously,
shown in Table 4.3. The final coordination concentrations of the aluminium in the
Table 4.3: Comparison of the results for the final structure from the single-
step and gradual de-hydroxylation approaches as a function of the percentage
of the Al population in a specific coordination.
Coordination Initial Single Gradual
3-fold 0 6.8 ± 1.5 1.7 ± 0.6
4-fold 0 70.7 ± 1.3 74.1 ± 3.4
5-fold 0 19.6 ± 2.5 21.3 ± 3.2
6-fold 100 1.4 ± 0.5 2.9 ± 0.7
structures show that a greater concentration of four-fold Al is present in the grad-
ual approach compared to the single-step approach, and suggests that the slow
removal of water from the structure allows for a greater conversion of the six-fold
Al to a four-fold coordination. The high concentration of three-fold coordinated
Al in the single-step approach is also of concern, as this suggests that there has
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not been sufficient structural reorganisation involved to reduce this strained con-
figuration. These results further validate the chosen de-hydroxylation approach of
allowing the gradual reorganisation of the structure during the de-hydroxylation
process to occur.
4.5 The Structure of Metakaolin
The molecular dynamics simulations show kaolinite decomposes to a structure
that in all aspects discussed thus far represents metakaolin, but further analysis
is required before any conclusions on the structure of metakaolin can be made.
This study has shown that the migration of the Al ion through the structure is the
major driving force in the structural transformation to metakaolin, which corre-
sponds to the criteria proposed by Brindley and Nakahira [106] that state that the
octahedral layer should also exhibit the majority of the structural reorganisation.
The collapse of the kaolinite layers is also addressed, with the inter-layer spacing
almost completely collapsed. The fully de-hydroxylated structures generated in
this study had cell dimensions that decreased by an average of 5.9% from the
initial kaolinite structure, which is a larger change than expected according to
the criteria.
The main deviation from the expected results is in the measurement of the inter-
layer spacing. In the simulated metakaolin structures, the inter-layer spacing
is observed to completely collapse. The value for the final inter-layer spacing
proposed by Brindley and Nakahira [106] of 3.3 A˚ is thus not observed, how-
ever, the criteria do not account for the buckling effect, nor for the variations in
aluminium distribution though the structure, and as such the overall decrease ob-
served for the density of metakaolin is maintained. Lee et al. [82] however report
a metakaolin periodicity of 6.9 A˚ in the c-direction, which is within reasonable
agreement with the average width of the Al-Si layers reported here of 7.2 A˚.
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Figure 4.12: Comparison of the reduced RDF,G(r) = 4pirρo[g(r)− 1], for the
fully de-hydroxylated structure compared to experimental data from White et
al. [119] and Petkov et al. [67].
A comparison of the simulated reduced radial distribution function for the fully
de-hydroxylated structure compared with experimental x-ray diffraction data
[119] is shown in Figure 4.12. The simulated metakaolin produced a Si-O in-
teraction peak at 1.68 A˚ (compared to the experimental value of 1.71 A˚), an
Al-O peak at 1.75 A˚ (compared to 1.76 A˚) and an O-O peak at 2.58 A˚ (compared
with 2.6 A˚). There is a shoulder on the experimental Si-O peak at approximately
1.95 A˚ that is not shown in the simulated data. This could be due to octahedral
Al-O in the sample, which could indicate either that the original sample was not
fully de-hydroxylated or that there were impurities that are producing this inter-
action. The 4-fold Al-O interaction is clearly visible in the simulated data, but is
obscured in the experimental data by the Si-O peak.
Figure 4.13 shows simulated x-ray diffraction plots from the fully de-hydroxylated
structure at several stages through the de-hydroxylation process. The sharp kaoli-
nite peaks in the initial stages rapidly degrade into a low intensity broadened
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(a)
(b)
Figure 4.13: (a) X-ray diffraction data calculated using the GTK Dis-
play Interface for Structures (GDIS) [335] at various stages during the de-
hydroxylation process using simulated CuKα x-ray radiation. (b) The XRD
data for the final simulated structure (simulated with a Gaussian broadening
function at each point with a width of 2θ = 3◦) is displayed and compared to
a typical metakaolin pattern [336].
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spectrum between 2θ = 20◦ to 40◦, with the kaolinite structure completely lost at
80% de-hydroxylation. The broadening is demonstrated in experimental studies
on metakaolin [80, 104, 105, 108, 112, 114, 115, 118, 119, 336, 337], and confirms
the loss of long-range order within the structure. Experimental diffraction pat-
terns of metakaolin often exhibit various peaks that are attributed to impurities
in the samples studies; however, the typical feature present is a broadening of the
pattern, which is reproduced in the simulated pattern. The rapid loss of crys-
tallinity is also observed in x-ray diffraction analysis by Alexandre et al. [328] of
the thermal transformation of kaolinite between 300 and 1200 ◦C.
Finally, the elastic constants for the metakaolin structures were calculated, with
a bulk modulus of 83.5±1.3 GPa and shear modulus of 36.2±0.8 GPa compared
to 75.2 GPa and 30.7 GPa in kaolinite respectively. The increase in elastic moduli
in metakaolin is expected with the collapse of the inter-layer spacing resulting in
a structure more resistant to external stresses. Whilst there were no experimental
elastic moduli for metakaolin available, comparisons with values for amorphous
silica and alumina were possible. Simulated amorphous silica with a density
of 2.4 gcm−1 had a bulk modulus of 87.3 GPa [338], and ab initio simulations
of amorphous Al2O3 with a density of 3.37 gcm
−1 calculated a bulk modulus
of 193.41 GPa [339]. The density for amorphous silica is closer to the 2.77 ±
0.02 gcm−1 value for metakaolin, and consequently the relative similarities in the
calculated bulk moduli show that the simulated metakaolin structure is reasonably
accurate.
The metakaolin structures simulated from the molecular dynamics simulations
agree with experimental results and observations. The preservation of the 1:1
layering is observed, and the loss of periodicity is determined to occur through the
collapse of the inter-layer spacing caused by the buckling of the layers. The results
from the simulations confirm the presence of as much as 20% of the aluminium
population in 5-fold coordination. This is less than the 30% reported by the DFT
simulations, however, as the migration of the Al through the system showed,
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the calculated percentages can depend on the size of the volume sampled by the
simulation. The results demonstrate that more than one general configuration
can be present within the relatively small sampled volume of the atomic system
with some regions exhibiting higher concentrations of the different coordination
types when compared to others.
The local environment in metakaolin also varies from aluminium rich to alu-
minium deficient, depending on the sampled volume investigated. This will pro-
duce very different environments when metakaolin is used in chemical reactions
and the varying aluminium concentrations will create areas of higher or lower
reactivity. In some cases the Al could even migrate in such a way that it creates
small areas demonstrating higher crystallinity, which would offer an alternative
explanation to the consistent observations of crystalline peaks in the measured
diffraction patterns of metakaolin, which typically are explained as crystalline
impurities.
4.6 Summary
This chapter has successfully used molecular dynamics simulations to aid in the
understanding of the atomic mechanisms underpinning the loss of crystallinity
during the de-hydroxylation of kaolinite to metakaolin. Through a gradual step-
like removal of the hydroxyls of a simulated kaolinite model, the de-hydroxylation
to metakaolin has been simulated with the final structure agreeing well with
experimental observations. This study shows that metakaolin is constructed of
layers of vertex sharing SiO4 tetrahedra forming six-membered silicate rings sand-
wiched between layers of AlOn polyhedra units (where n=4,5 and 6) arranged in
a non-regular manner such that considerable buckling is evident in the layers
when viewed along the a- and b-directions. The concentration of silicon remains
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constant throughout the structure, and the aluminium concentration varies de-
pending on the degree of local disorder with the structural transformations caused
by the migration of the Al ions through the structure due to the loss of hydroxyl
groups. The structures produced from the molecular dynamics simulations of the
de-hydroxylation of kaolinite compare well with experimental values, and are thus
good representations of metakaolin.
Note
Parts of this chapter are based upon the paper “Dehydroxylation of kaolinite to
metakaolin – A Molecular Dynamics Study”, by S. Sperinck, P. Raiteri, N. Marks
and K. Wright, published in Journal of Materials Chemistry 2011, 21(7), pages
2188 – 2125.
Chapter 5
Interactions of Interstitial Cations
in Bulk Metakaolin
The structure and final properties of a geopolymer depend on the choice of alkali
metal cation in the geopolymer liquor. The effects of these cations on the different
physical properties have been quantified experimentally, but the atomic interac-
tions that are responsible for the changing properties are unknown. The exact
locations of the different cations in the geopolymer structure are difficult to de-
termine in experiments, however, cations such as sodium and potassium typically
exist within the geopolymer aluminosilicate network and ions such as calcium are
also known to be incorporated. This chapter investigates the effects of sodium,
calcium and potassium as interstitial defects in the aluminosilicate networks of
kaolinite and metakaolin. The influence of these cations on the atomic environ-
ments provide insights into the possible structural influences of the cations on the
geopolymer structure. In order to identify sites for the interstitial cation inclu-
sions into the structures, the nano-porosities of both materials are characterised.
5.1 Introduction
Gas adsorption measurements of geopolymers [86] give porosity values of approx-
imately 40% by volume, with 10% of the pore volume located in large globular
pores of on average 105 A˚ in size [340]. Extraction of the solutions held within
these macroscopic pores show that the metal cations provided by the geopolymer
activating solutions are predominantly located within the pores [90] and do not
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form part of the geopolymer network. All the experimental investigations com-
pleted thus far show that the properties of the geopolymer materials are influenced
by the presence of these cations, although the mechanisms for the incorporation
of the cations into the network are unknown.
The presence of the sodium, potassium and calcium ions in the raw materials or
added as alkali hydroxides produce different effects in geopolymer formation, lead-
ing to different properties in the final structures [4, 341, 342]. Sodium produces
smaller silicate oligomers, which results in the monomeric units forming weaker
aluminosilicate networks with higher degrees of order present [343]. Potassium
in contrast encourages higher rates of dissolution and condensation than sodium
in the same conditions [73] and potassium based geopolymers exhibit denser alu-
minosilicate networks and more disordered structures [344]. Calcium has been
shown to drastically increase the rate of solidification [17], and interferes with the
formation of crystalline regions in the geopolymer matrix [68, 345].
The influence of the interstitial cation defects on the metakaolin aluminosilicate
structure may provide insights into the types of interactions that are responsible
for the different characteristics of the geopolymer structure, as the disordered alu-
minosilicate network of predominantly SiO4 and AlO4 tetrahedral units is similar
to the polysialate networks in geopolymers. The porous structure of metakaolin
[328, 346] provides locations for the placement of the defect ions, however, the
exact nature of the pore structure is not known and thus is investigated in this
chapter. The interactions of the cations in the cavities identified in the metakaolin
structures are then studied, and it is the resulting influence of these ions on the
network that provide evidence for some of the structural characteristics shown
experimentally.
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5.1.1 Defining Porosity
Porosity is an important property of a material that is difficult to define precisely.
In a perfect porous solid, the pores are regularly shaped and thus simple to
define, for example, zeolites have channels of well defined widths and lengths
are thus defined by the these parameters. In practice very few structures have
easily described porous structures, with typically highly irregular and variable
pore shapes and sizes. Consequently the calculation of the porosity of a material
is dependent on the definition of pore size and shape and the methods used to
determine these properties.
The International Union of Pure and Applied Chemistry (IUPAC) proposed a set
of guidelines to aid in the definition and discussion of the porosity of materials
[347]. The most important point made is that no experimental methods provides
the absolute parameters such as porosity, surface area, pore size, surface rough-
ness: each gives a characteristic value which depends on the principles involved
and the nature of the probe used [347]. The measurement of porosity always in-
volves simplifications and assumptions, and thus any stated measurement of the
porosity of a material must make clear the methods and assumptions used to
achieve the stated value.
The description of a porous solid must be clear in the types of pores expected to
be measured. For instance, many investigations are only interested in the pores
that are accessible to an external fluid or gas. These pores must be exposed to the
environment, and are consequently classed as open pores. Some of the different
pore types are shown in Figure 5.1. A through pore (marked as A in Figure 5.1)
is open at both ends, whilst a blind or dead-end pore has only one end exposed to
the surface. A closed pore may have impact on the density, mechanical strength
and thermal conductivity of a material, but not on processes such as fluid flow
or diffusion. Similarly, an ink bottle shaped pore has implications for fluid flow
and diffusion. Very rough surfaces can lead to some confusion on whether pores
Chapter 5. Interactions of Interstitial Cations in Bulk Metakaolin 124
Figure 5.1: A cross section of a hypothetical porous solid. A represents a
through pore, B and D are considered blind or dead-end pores, C represents a
closed pore and D represents an ink bottle shaped pore. A rough surface (E)
can lead to some confusion on whether pores are evident or not. Image based
upon that from Rouguerol et al. [347].
are evident or not. Generally, a rough surface is considered porous if the depth
of the pores are greater than the width.
For quantitative measurements, the porosity, ε, is defined as the fraction of the
apparent volume of the materials that is attributed to the pores detected by the
specific method used:
ε =
VP
V
(5.1)
where VP is the total pore volume and the apparent volume V is the total volume
of the material that does not include inter-particle voids. Some methods only
have access to open pores, and so results must be defined as open porosity mea-
surements. If total porosity is required, the methods must be able to measure all
types of pores in the structure. Related to the porosity is the specific surface area,
s, which is defined as the accessible or detectable area of the solid per unit mass
of the material. This is also dependent on the method used to measure this value
and in particular the size of the probe is important. The validity of the results
are thus subject to the accuracy of the model used to interpret the experimental
information.
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5.1.2 Porosity in Atomistic Simulations
The calculation of porosity in computational simulations is generally focussed
on porous carbon materials [348–350] and use a variety of methods based upon
whether the pores are open, closed, have channels and whether a probe molecule,
such as hydrogen, is of interest [351]. The pores determined in simulations gener-
ally have at least one dimension in the nanoscale, and thus it is the nano-porosity
that is measured.
In classical atomistic simulations, the structures are composed of atoms with spe-
cific atomic coordinates. Generating porosity information requires the molecular
surface of the material to be defined, giving any pores their apparent shape and
size. The molecular surface is generated by rolling a representative probe molecule
(usually spherical with a given radius) over the van der Waals surface, created by
the outward facing surfaces of the van der Waals spheres of the atoms represented
as point particles in the simulation [197]. This is shown in Figure 5.2.
Figure 5.2: The two possible surfaces produced by rolling a spherical probe
(shown in blue) over atoms around a pore space. The solid line represents the
surface of the pore, whilst the dotted line is the surface formed by the centre
of the probe sphere, and is the surface accessible to the probe.
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The surface generated in this manner also provides the accessible surface, which
is is traced by the centre of the probe molecule as it rolls over the van der Waals
surface [352]. This is often the more useful definition, as a molecule can be
placed anywhere on this surface and not penetrate the van der Waals volume of
the structure.
5.2 Calculating Porosity
The nanoporosity of metakaolin is investigated to find cavities within the
metakaolin structure to accommodate the interstitial cations of interest: calcium,
potassium and sodium. The porosity for the purposes of this research is the ratio
of the volume of the cavities identified and the total volume of the structure. At
the time of writing the freely available Atomic Visualisation and Analysis Soft-
ware (AVAS) package [210] was identified as appropriate for this purpose due
the ability to identify empty space within a simulated structure. However, the
capabilities of the software in this regard had not been fully tested and as such a
further investigation into the suitability of this method was required.
5.2.1 Atomic Visualisation and Analysis Software Package
The AVAS software is capable of identifying empty space within an atomic struc-
ture through the implementation of a grid search algorithm. A three-dimensional
grid is overlaid on the simulation cell, with the spacing between individual grid
points defined by Rg. The atoms are defined by a sphere with the characteristic
van der Waals radius overlaid on the atomic coordinate, and grid points that
do not overlap with the atoms of the structure are identified as empty or void
space. Groups of points that are connected result in regions of void space being
identified, with the volume bounded by regions representing the cavity volume.
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Figure 5.3: Two-dimensional view of a hypothetical cavity, bounded by atoms
of a single type (shown as pale grey spheres) with radii set to the vdW radius.
Empty grid points (shown as black dots) are identified on the mesh in between
the atoms and the resultant volume bounded by these points is shaded in dark
grey. Figures a–c demonstrate that a large grid does not adequately calculate
the cavity shape or size. Figures d–f show that a smaller grid provides a more
accurate approximation.
The size of the mesh is the main factor that influences the shape of the cavi-
ties identified. Better approximations of the cavity shape are achieved by using
smaller grid widths, however, as is demonstrated in Figure 5.3 (e), the smaller
widths also identify the interatomic spaces between the atoms as empty space. If
these points were included, the porosity would be over-estimated and thus not an
accurate representation of the material. To avoid this over-estimation AVAS in-
cludes a cut off for the minimum number of adjacent grid points, Np, that must be
present before the identified empty grid points are considered a cavity. Figure 5.4
shows the effects of changing Np. If a minimum of four grid points is specified,
Figure 5.4 (b) is produced, with three separated cavities identified instead of the
single elongated cavity. Figure 5.4 (c) shows a more accurate approximation to
the pore shape, thus demonstrating that adjusting both the Rg and Np values
produces more accurate results for the porosity.
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Figure 5.4: Two dimensional view of a hypothetical cavity, with a more
elongated shape. Figure b shows the cavity volumes identified if a minimum
of four grid points is required to bound the volume. If this is reduced to three,
the resultant cavity volume is shown in figure c.
The final aspect to consider is the presence of the probe molecule used in adsorp-
tion measurements. Accounting for the probe produced a value for the poros-
ity that was easier to compare to experimental results, and reduced the over-
estimation of the porosity. In AVAS a minimum distance from each atomic centre
was specified that allowed an approximation of a hypothetical ‘probe’ particle to
be included, with a radius given by Rp. Empty grid points that were unable
to accommodate the search probe, were not identified as empty regions for the
porosity measurements. This further increased the accuracy of the calculated
porosity and also allowed for a more accurate approximation of the accessible
surface of the cavities (as shown in Figure 5.2).
5.2.2 Optimisation of AVAS Parameters
The AVAS parameters depend on the nature of the cavity structure within the
material investigated and the size of the simulation cell. For the determination
of the cavities in metakaolin the optimum parameters were investigated using a
100% de-hydroxylated metakaolin structure from Chapter 4. Figure 5.5 shows
the effects of adjusting the parameters on the resulting cavity structure identified
by AVAS. Figures 5.5 A–E show that by gradually decreasing the grid width
more cavities are identified, however, for values below Rg = 0.4 A˚ no new cavities
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Figure 5.5: The cavities identified in the 100% de-hydroxylated metakaolin
structure viewed along the a-axis. Only the empty grid points are shown.
Points grouped together in the same region and as a function of location along
the a-axis are shown in the same colour. A – F use Np = 4 and Rp = 0.7 A˚
with Rg varying as shown. F: Rp = 0.6 A˚.
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are identified and only the complexity in the cavity shapes identified increase.
Figure 5.5 F shows the effect of decreasing the probe radius, Rp, also resulting
in a greater level of detail in the description of the cavity structure. However,
with larger atomic cells the decrease in the grid width leads to an increase in
the computational cost. The metakaolin structures simulated are approximately
(34 A˚)3 in size and the increased complexity in the cavity shape is not required
to produce an accurate representation of the porosity.
The cavity volumes were calculated for increasingly smaller Rg values, keeping the
other parameters constant with the results shown in Figure 5.6. The results show
the volumes converge at Rg = 0.3 A˚. The values of Np and Rp were also tested to
determine the optimum values to produce the most accurate information on the
cavity structures, with Np = 4 and Rp = 0.7 A˚ identified as the most appropriate.
The resulting cavity structure is shown in Figure 5.7.
Figure 5.6: The effect of changing Rg on the calculated cavity volumes.
The cavity volumes converge at approximately Rg = 0.3 A˚. Results shown for
Np = 4 and Rp = 0.7 A˚.
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Figure 5.7: Cavity regions in the 100% de-hydroxylated metakaolin structure
calculated using the optimised porosity parameters, Rg = 0.3 A˚ and Np = 4.
The figure on the left shows the atomic structure, the centre shows the cavity
structure and the image on the right shows the smoothed accessible surfaces
using a probe molecule with radius Rp = 0.7 A˚.
5.3 The Porosity of Kaolinite and Metakaolin
Experimental measurements of the porosity of kaolinite using dry and brine-
saturated samples under increasing vertical effective stress [325], give a value of
ε = 0.59. The simulated kaolinite and metakaolin structures from Chapter 4
were investigated using AVAS with the optimised parameters (unless otherwise
specified). The porosities were calculated for each structure by using the ratio
between the apparent volumes of the structures and the region volumes using
equation (5.1).
The cavity structure determined from AVAS is shown in Figure 5.8, with a slightly
larger Rg value used to make the locations of the cavities in kaolinite clearer, al-
though the optimised value of Rg = 0.3 A˚ is used in the calculations. The porosity
of kaolinite is calculated to be ε = 0.51, which is slightly lower than the experi-
mental value of ε = 0.59 [325], but within reasonably agreement considering the
errors associated with the experimental water absorption techniques used [353].
The calculated porosity for the ten 100% de-hydroxylated metakaolin structures
from Chapter 4 is given in Table B.1, with an average value of ε = 0.52 and an
average deviation from the mean of 0.03.
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Figure 5.8: The cavity structure of kaolinite calculated using Rg = 0.5 A˚,
Np = 4 and Rp = 0.7 A˚. The image on the left shows the empty grid points
making up the larger cavities in the structure, and the image on the right is
the structure rotated to show that the cavities are connected in channels that
continue through the inter-layer spacing.
5.3.1 Porosity as a Function of De-hydroxylation
Alexandre et al. [328] investigated the porosity of kaolinite as a function of
thermal treatment using photo-acoustic thermal characterisation and water ab-
sorption methods similar to those used by Mondol [325] for kaolinite. Although
the exact temperatures and rates of de-hydroxylation are unknown, the experi-
mental and calculated porosities of the structure of metakaolin as a function of
de-hydroxylation were compared. The porosity at each stage of the structural
transformation was calculated, with the development of the cavities within the
structure shown in Figure 5.9 Although kaolinite has one of the higher calculated
porosity of ε = 0.51 in this series, the cavities that are present are only small
compared to those present in fully de-hydroxylated metakaolin.
The initial loss of hydroxyl groups from the kaolinite structure results in the
collapse of the inter-layer spacing, whilst the structural ordering within the layers
remains relatively intact. This is due to the loss of hydroxyl groups located within
the inter-layer spacings in the first few de-hydroxylation steps (see Figure 4.1 on
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Figure 5.9: The smoothed surfaces of the cavities at each stage of the de-
hydroxylation process are shown in blue. A larger probe with Rp = 1.0 A˚ was
used to generate these images to provide a clearer view of the development
of the cavity network, with Rp = 0.7 A˚ used in the calculations. The atomic
structure is shown around the cavities, with Al = green, Si = purple, O = red
and H = white.
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page 94 and Figure 4.4 on page 101 for clarification). As more hydroxyl groups
are removed, the structure reorganises to account for the introduction of these
defects, which results in the development of large interconnected cavities within
the structure.
Figure 5.10 shows the calculated average porosity measured from the final room
temperature structures of the ten simulations reported in Chapter 4, with the
literature values shown in Figure 5.11 for comparison. The volumes that the
porosities were calculated from are listed in Table B.1, and are calculated by
summing the volumes of the bound by the individual grid-points. The results show
similar trends in both the literature and calculated values, with an initial drop
in porosity followed by a peak of approximately ε = 0.74 (εcalc = 0.73 compared
to εexp = 0.74 ) then dropping off as the transformation proceeded to the more
crystalline high temperature polymorphs (not simulated). The maximum porosity
from both the literature and the calculated values are in good agreement. The
final calculated value for 100% de-hydroxylated metakaolin of ε = 0.52 is lower
than the experimental value at 850 ◦C of ε = 0.60, with the value at 90% de-
hydroxylation providing a closer approximation of ε = 0.60.
The water retention methods measure can only measure open porosities, whilst
the simulated cavities are representations of closed pores. The methods are mea-
suring two different properties and are not directly comparable, however, the
changes in porosity as a function of de-hydroxylation shown in both the experi-
mental studies and the simulated structures indicate that the simulated structures
are accurate representations of the changes in the pore structure. The collapse of
the inter-layer spacing in the thermal transformation of kaolinite to metakaolin
not only facilitates the loss of the periodicity in the c-direction, it also produces a
porous structure comparable to kaolinite in the magnitude of the porosity. How-
ever, as is evident in Figure 5.9, the shapes and distribution of the cavities in
metakaolin are less regular than in kaolinite, and required characterisation to
determine the locations of suitable sites for cation inclusion within the structure.
Chapter 5. Interactions of Interstitial Cations in Bulk Metakaolin 135
Figure 5.10: The calculated porosities for the de-hydroxylation of kaolinite
to metakaolin. Compared to the literature values shown in Figure 5.11 below,
the trend to initially see a decrease in porosity followed by an increase to
approximately ε = 0.74 and then a drop to a similar porosity to kaolinite is
observed in both sets of results.
Figure 5.11: Literature porosity values at different temperatures for the ther-
mal treatment of kaolinite (circles from Alexandre et al. [328] and squares from
Mondol et al. [325]). The region between the dotted lines shows the tempera-
tures over which the transformation of kaolinite to metakaolin typically occurs.
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5.3.2 Pore Characterisation
The characterisation of the cavities in metakaolin required further investigation
of the internal cavity structure. For this investigation three of the 100% de-
hydroxylated metakaolin structures were used for cavity characterisation. The
cavity shapes were investigated by visualising the grid points identified in individ-
ual regions, with some of the larger cavities shown in Figure 5.12. As is expected
for a highly disordered material, there are no regular or repeating shapes within
the cavity structure of metakaolin. Instead, the porosity is characterised by long
elongated channels connecting larger pockets of empty space together.
The scale of the channels connecting the larger areas within metakaolin is in-
vestigated by determining the largest possible non-linear lengths that could be
traversed within a cavity by a hypothetical probe molecule. This measurement
Figure 5.12: Several of the larger cavities present in metakaolin are shown,
constructed using the grid points from AVAS with the hypothetical probe par-
ticle overlaid onto each grid point show the cavity shape. Pores A – F show
pockets of space connected by smaller channels. The cavity shapes are convo-
luted, with most branching into several arms, whilst cavities G – J are smaller
and more regular in size.
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Table 5.1: Three longest non-linear channel lengths calculated in the cavities
shown in Figure 5.12.
Pore Length (A˚)
A 47.8 24.9 16.9
B 46.6 13.9 11.6
C 39.9 15.6 12.9
D 43.1 18.1 17.9
E 38.4 21.7 12.4
F 24.5 9.3 8.6
G 22.7 18.4 8.7
H 16.8 8.3 7.1
I 15.6 9.3 7.3
J 5.7 4.7 4.6
allows characterisation of the channels within the structure, and the calculated
distances for the channels in Figure 5.12 are shown in Table 5.1. The calculated
distances for the inter-connecting channels show that there is a complex cavity
network within metakaolin, with non-linear channels up to 48 A˚ in length con-
necting up the smaller pockets of void space within the structure with the widths
of the channels varying up to 4.4 A˚.
The aim of the cavity structure investigation of metakaolin is to determine possible
sites for the inclusion of the interstitial cations. The large number of convoluted
regions within metakaolin provides these sites, however, the exact locations for
the placement of the cations within these regions requires further refinement. The
most appropriate sites are located within the larger pockets of space connected
by the channels, and the centres of these pockets are located by identifying the
largest possible spherical particle, called a search probe, that can fit into the
regions of space. Only a single site corresponding to the largest search probe is
determined within each cavity region, thereby possibly excluding secondary sites
that may be present. However, more than 200 interstitial sites were identified per
structure investigated, and as such the identification of only primary interstitial
sites is considered adequate to provide for statistically significant results.
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The cavities for three metakaolin structures were investigated to find the largest
interstitial sites for cation inclusion, with the resulting size distribution corre-
sponding to the radii of the search probes shown in Figure 5.13. The distribution
shows that the majority of the regions fit search probes with radii of approximately
0.87 A˚ and 0.95 A˚. There are however, a few regions that can accommodate sig-
nificantly larger probes, with radii up to 2.18 A˚. The radii of the search probes are
then compared to the volume of the regions (calculated from the volumes bounded
by the grid points), and this is shown in Figure 5.14. It is evident that the larger
the total region volume, the more likely it is to find larger pockets of space suit-
able for a large search probe. There is little homogeneity in the cavity shapes, is
shown in the spread of region volume for the different probe radii. The inset in
Figure 5.14 shows that the locations of the sites are distributed throughout the
structure.
The final aspect of the cavities that is investigated is the surrounding environment
of the cavity. The centre for each of the largest spherical probes is identified, a
reference particle is placed in this location and the partial RDF is calculated to
determine the closest atomic neighbours. The results given in Figure C.2 show
that the most likely nearest-neighbour atom to the site location is an oxygen atom,
which accounts for 96.8% of the sites. Aluminium makes up the remaining 3.2%,
with silicon ions rarely present as the nearest-neighbour atoms. The cavities
that did not have oxygen as the nearest-neighbour usually have smaller radii,
generally below 1.0 A˚. The results from Chapter 4 showed that less than 2%
of the aluminium in the network was in 3-fold coordination with oxygen, and
inspection of the sites showed that the small proportion of cavities found with
an aluminium atom as a nearest-neighbour are all within the vicinity of these
under-coordinated Al ions.
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Figure 5.13: Size distribution of the radii of the search probes identified in
three 100% de-hydroxylated metakaolin structures, with a total of 623 inter-
stitial sites located across all three structures. Bin width = 0.025 A˚.
Figure 5.14: The radii of the search probes are plotted against the related
region volumes, with the red points referring to the regions shown in Fig-
ure 5.12. The inset shows the probes (blue spheres) within one of the investi-
gated metakaolin structures.
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5.4 Investigation of the Effects of Ion Inclusion
The previous sections investigated the nano-porosities of both metakaolin and
kaolinite. Both materials exhibit a porous internal structure containing many
potential sites for the interstitial cations. The effects of these cations on three
different aluminosilicate systems are studied: (i) the crystalline kaolinite struc-
ture, (ii) the disordered 100% de-hydroxylated metakaolin structure and (iii) the
80% de-hydroxylated structure that is close to the residual concentration of OH
within the metakaolin used in experimental studies.
The cations investigated are sodium, potassium and calcium. Since ionic interac-
tions are expected to be involved, the ionic radii given in Table 5.2 are used for
reference.
Table 5.2: Ionic radii from the literature for calcium, potassium and sodium
for different coordination environments.
Ion Coordination Ionic Radius (A˚) [354]
IV 0.99
V 1.00
Na+ VI 1.02
VII 1.12
VIII 1.18
IV 1.37
K+ V 1.38
VI 1.46
VI 1.00
Ca2+ VII 1.06
VIII 1.12
The primary differences between the three cations are charge, with sodium and
potassium having smaller positive charges than calcium and size, with sodium and
calcium being smaller ions than potassium. Although not all cavities identified
by AVAS are large enough for the ion, all sites regardless of size are included to
improve the statistical sampling and to provide insights into all possible structural
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changes. The charges on the ions in the simulations are the scaled partial charges
from the potential model: sodium = +0.6, potassium = +0.6 and calcium = +1.2.
These charges correspond to the scaled structural charges on the aluminium,
silicon and oxygen of +1.8, +2.4 and −1.2 respectively.
The cavities in the kaolinite and 80% and 100% de-hydroxylated metakaolin struc-
tures were located using AVAS, with the interstitial cation sites located for each
region using the search probe method. Each ion was then systematically placed
within each identified interstitial site in the structure, and the system optimised
using GULP. Since the addition of the cation into the structure produces a positive
charge on the simulation cell, a neutralising background charge [355] is applied,
and this process was repeated for each site and for each ion of interest.
5.4.1 Cation Inclusion in Kaolinite
Kaolinite supercells of increasing size were optimised with a single sodium defect
placed within the structure to determine the minimum simulation cell required to
reduce periodic image effects. The results are given in Figure C.1, and show that
a kaolinite 2 × 2 × 2 supercell (V = 2650.5 A˚3) is suitable. This is smaller than
the structures of metakaolin investigated (VMetakaolin = 20601.8 A˚
3) but allows
for reduced computational costs. A comparison to a supercell of equivalent size
to the metakaolin structure (7 × 4 × 5 supercell) in preliminary tests confirmed
that no periodic effects were present. The final structure is simulated at 300 K
and 1 atm in the NσT ensemble for 200 ps prior to optimisation.
The cavities in kaolinite are located at four interstitial sites as shown in Fig-
ure 5.15. The simulations at 300 K result in some variability in the hydroxyl
group orientations, and this is responsible for the variations in the radii of the
four sites reported. Sites 1 and 2 are located in the inter-layer spacing above the
aluminium layer, with site 1 above the Al atoms and site 2 in the spaces created
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Figure 5.15: The cavities within kaolinite are shown on the left, with the
centres represented by the blue points. The three snapshots on the right show
the locations of the cavity centres viewed down the c-axis, showing that sites
1 and 2 are in the interlayer space and associated with the aluminium layer,
whereas sites 3 and 4 are located within the holes in the cation rings.
by the hydroxyl groups. Sites 3 and 4 are both located within holes created by
the silicon and aluminium hexagonal rings, with site 3 in the hole in the Si layer
and site 4 in the Al layer. In the 2 × 2 × 2 supercell a total of 36 sites were
identified.
Figure 5.16 shows some examples of the results of the optimised structures after
the cations are placed into the kaolinite interstitial sites. The cations in sites 1
and 2 relocate from the initial sites to the holes in the silicon layer (similar to
the initial position of site 3). This is due the attraction to the oxygen atoms on
the silicon surface combined with this site being the largest possible pre-existing
cavity overcoming the attraction of the cations to the hydroxyl groups on the
aluminium surface. The presence of the defects within these sites results in the
re-orientation of the hydroxyl groups around the cation and varies depending on
the cation size. In the sites where the cations are within the aluminium layer
(site 4), no change in site location occurs. This is due to the attraction of the
cations to the hydroxyl groups within this layer.
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The initial cavity size was determined by calculating the distance from the centre
of the site (identified by the spherical probe in AVAS) and the nearest neigh-
bouring atom, correcting for the probe size. The distance between the defect ion
and the nearest atom is similarly calculated after optimisation to determine the
final site radius (although this no longer represents the final cavity size). The
final average site radii for each cation is given in Table 5.3, with the standard
deviations on the mean calculated to determine the spread of the final radii.
Table 5.3: The initial and final site radii for the interstitial sites in kaolinite.
Ion r1 (A˚) r2 (A˚) r3 (A˚) r4 (A˚)
No Ion 0.68± 0.02 0.78± 0.01 0.91± 0.03 1.02± 0.02
Sodium 1.12± 0.02 1.18± 0.05 1.16± 0.01 1.18± 0.04
Calcium 1.28± 0.12 1.29± 0.01 1.30± 0.02 1.34± 0.06
Potassium 1.24± 0.06 1.22± 0.08 1.23± 0.07 1.31± 0.08
The general trend is that the interstitial defect sites increase in size after relax-
ation. This is consistent with the observations of the relocation of the cations
from sites 1 and 2 to site 3, but the final radii are larger than the initial size for
site 3 and vary according to cation, with the average final radii increasing accord-
ing to sodium<potassium<calcium. This trend is also evident in the final radii
for site 4, where the hydroxyls that are oriented towards the negatively charged
octahedral hole are shifted further down by the presence of the cation. This in-
dicates that cation size is important with potassium being larger than sodium,
however the calcium ion has a larger final site radius despite being the same size
as sodium. This shows that charge also plays a role, as calcium has twice the
charge of both sodium and potassium.
The effect of the different charges on the interstitial site environment is inves-
tigated by calculating the electrostatic potential at the sites before and after
optimisation (without the neutralising background charge applied) which is given
in Figure 5.17. The results show that sodium produces a slightly greater effect
than potassium, with the final site potentials slightly lower in all cases, and may
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Figure 5.17: Electrostatic site potential at the centre of each cavity calculated
after optimisation for each interstitial cation site in the kaolinite structure, as a
function of initial site radius. The blue points are for potassium, red is calcium,
black is sodium and grey shows the initial site potential values.
be attributed to the smaller final site radii for sodium when compared to potas-
sium (see Table 5.3). However, the influence of the calcium defects on the sites
produce electrostatic site potentials much more negative than both potassium
and sodium, and thus the change in site potential is mainly due to ionic charge.
5.4.2 Cation Inclusion in Metakaolin
A total of 623 potential interstitial cation sites were identified in the metakaolin
structures investigated in Section 5.3. Since the metakaolin simulation cells are
17.5 times larger than kaolinite, the influence of periodic images is considered neg-
ligible. There are no recurring site environments or locations within the structure
such as those identified in kaolinite, and thus there is no differentiation between
the interstitial sites, with the radii of the cavities ranging from 0.58 A˚ to 2.18 A˚.
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Prior to cation inclusion, the electrostatic potential at the centres of the inter-
stitial sites was calculated to allow the charge environment of each site to be
measured to give an indication of which sites are more amenable to the inclu-
sion of the positive interstitial ions. The results, given in Figure 5.18, show that
the majority of the cavities demonstrate a negative site potential, indicating a
preference for a cation over an anion.
Figure 5.18: The electrostatic potential at the centre of each cavity is calcu-
lated and shown compared to the initial cavity size. The dotted lines show the
sizes of the ionic radii of the cations of interest.
This is due to the sites being predominantly bound by oxygen atoms. There is
little correlation between the site potential and the size of the interstitial site,
although the larger sites have more negative electrostatic potentials. The smaller
sites tend to have aluminium as a nearest-neighbour and all have positive site
potentials. As previously stated in the characterisation of the cavities, the sites
with Al as the nearest neighbour tended to include three-fold aluminium and the
preference for a negative ion reflects this under-coordinated environment.
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The majority of the identified sites are smaller in size than the ionic radii of the
interstitial cations, with only 29% of the interstitial sites with initial radii large
enough to accommodate sodium and calcium, and only 4% are large enough for
the potassium ion. In kaolinite the cations relocate to more favourable sites and
this is similarly noted in the metakaolin structures, with some of the final sites
located up to 5.8 A˚ away from the initial site locations.
The individual changes in site location for each ion as a function of initial site
radius are given in Figure 5.19. In the smaller initial sites (r < 1 A˚), large changes
in site location are present for all cations, with 18% of the potassium ions and 10%
of the sodium and calcium ions moving more than 2 A˚. Between the ionic radii
values of 1.0 A˚ and 1.38 A˚ there are no movements greater than 2 A˚. The change
in distance between the initial and final site locations beyond 1.8 A˚ increases
almost linearly, with calcium demonstrating the largest differences compared to
potassium and sodium.
Figure 5.19: The distance between the initial site and final site for each
cation in the metakaolin structure. The ionic radii are shown by the dashed
lines at 1.0 A˚ and 1.38 A˚ .
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Figure 5.20: The relationship between the initial and final interstitial site
radii. Similar to kaolinite, the smallest sites undergo the largest change in size,
however, unlike in kaolinite several sites showed reduced final site radii after
optimisation (located on the right of the rinitial = rfinal line).
The final site radii are calculated to investigate the defect environments for the
interstitial cations after optimisation. The relationship between the initial and
final site radii shown in Figure 5.20. Similar to the kaolinite structure, the smaller
interstitial sites produce the largest changes in site radius after optimisation,
however, some of the final sites also demonstrate a decrease in the site radius
after optimisation, which is not observed in kaolinite. The radii at which the
decreases occur are > 1.0 A˚ for sodium and calcium and > 1.6 A˚ for potassium,
which are similar to the values for the respective ionic radii. In all cases where
the sites decrease in size, the initial site radius is larger than the ionic radii for
the ions, given in Table 5.2.
The distribution of final site radii is given in Figure 5.21. Each cation causes the
distribution of site radii to decrease in spread and centred around the approximate
ionic radius for each cation. Sodium redistributes the site radii around 1.07 ±
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Figure 5.21: The normalised probability distribution of the site radii for the
three interstitial cations before (initial) and after optimisation.
0.09 A˚, calcium to 1.10± 0.07 A˚ and potassium to 1.32± 0.09 A˚. All three ions
increase the average cavity size, with defect sites with radii larger than the ionic
values decreasing in size, and the smaller sites increasing in size. Of the three
cations, calcium has the greatest effect with only 4% of the sites demonstrating
final radii below the ionic value after optimisation. In comparison sodium has
21% of the final interstitial sites with radii below the ionic value, and potassium
has 77%.
The investigation of the size of the defect sites prior to and after optimisation
in metakaolin thus far demonstrates that the defect ions generally relocate to
positions where the nearest structural atom is approximately located at the ionic
radius for the interstitial ion. Comparing the site potentials in the final sites
after removing the defect ions (Figure 5.22) show that the electrostatic potentials
also differs dependent on the type of interstitial ions tested. The sodium and
potassium ions demonstrate that while the increase in ionic size produces an
increase in final site radius, the final site potential is approximately the same.
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Figure 5.22: The final site potential after optimisation compared to the final
site radii for each cation tested in the metakaolin structure is shown. The grey
points are the initial site radii with corresponding initial site potentials.
The slightly less negative charge at the site occupied by potassium ions may be
due to the surrounding ions in the structure being located further away as the
size of potassium is greater than sodium and thus resulting in a larger cavity.
However, although calcium and sodium produce similar final site radii, sites that
had the calcium ion as a defect have a more negative final site potential.
The effect of the ions on the surrounding structure of the interstitial site was
investigated by determining the local environment around the ion after optimi-
sation. The partial radial distribution function for each cation interaction was
calculated and averaged over all sites tested (see Figure 5.23 to 5.25), with the
area under the first peak for each interaction used to determine the coordination
environments. The oxygen peak is the strongest interaction for all three cations,
and the resultant coordination of the ions with the oxygen atoms is calculated
using a cut off of 3.0 A˚. Calcium has a larger average coordination with oxygen
of 6.6 compared to 5.6 for sodium and 5.8 for potassium. Since both the sodium
Chapter 5. Interactions of Interstitial Cations in Bulk Metakaolin 151
Figure 5.23: The partial RDF calculated for the Ca–Al,Si,O interactions.
Figure 5.24: The partial RDF calculated for the Na–Al,Si,O interactions.
Figure 5.25: The partial RDF calculated for the K–Al,Si,O interactions.
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and calcium ions have similar final site radii, the local environment for calcium
thus includes additional oxygen atoms to increase the coordination. The overall
increase in attraction between the calcium and oxygen ions due to the increased
positive charge on the calcium compared to the potassium and sodium ion results
in greater changes the local structure around the interstitial site as more oxygen
ions are included.
The effect of the interstitial ions on the Al-O and Si-O interactions that make
up the surrounding cavity is investigated by calculating the number of Al, Si
and O ions that are present in the aluminosilicate network within a cut off of
4.5 A˚ (Al and Si) and 3.5 A˚ (O) of the interstitial site for each defect ion. The
average concentration of Al and Si atoms before and after optimisation are given
in Table 5.4, and show that whilst the number of aluminium ions decreases,
the number of silicon ions increases consistently across all three interstitial ions.
Sodium and potassium have similar effects on the local structure with calcium
demonstrating the largest changes in concentration the interstitial cation.
Table 5.4: The average number of Al, Si and O atoms located near the
interstitial cation site, calculated before and after relaxation.
Ion n(Al) ∆n n(Si) ∆n n(O) ∆n
Initial 8.3± 1.6 - 7.0± 1.3 - 7.2± 1.9 -
Na 7.5± 1.5 −0.8 7.5± 1.4 +0.5 7.2± 1.3 0
K 7.5± 1.5 −0.8 7.5± 1.4 +0.5 7.6± 1.7 +0.4
Ca 7.3± 1.5 −1.1 7.8± 1.4 +0.8 8.1± 1.5 +0.9
The cations are initially located in sites with higher concentrations of aluminium
present, and this is due to the disordered nature of the Al layers providing the
largest cavities for the interstitial defects. However, after optimisation the defect
ions tend to relocate to sites with higher concentrations of silicon, similar to the
cations in kaolinite. The calcium ion shows the greatest attraction to these site,
with the increased attraction to the oxygen atoms in these locations resulting in
some structural modification of the network to include more oxygen atoms in the
cavity environment that in the cases of sodium and potassium.
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Cation Inclusion in 80% De-hydroxylated Metakaolin
The effects of the ions in geopolymerisation are linked to different rates of dissolu-
tion [4, 7, 73, 80], regardless of source material. In the case of metakaolin, different
concentrations of hydroxyl content are often present in the source materials and
as such the investigation of a partially de-hydroxylated metakaolin structure is
conducted to verify the effects of the cations with hydroxyl groups present in the
structure. The 80% de-hydroxylated structure is chosen since metakaolin struc-
tures with water contents of approximately 20% are used in geopolymerisation.
The same procedure as in the 100% de-hydroxylated metakaolin structures is
conducted on an 80% de-hydroxylated structure, with 206 interstitial sites inves-
tigated.
The distribution of the initial site radii, given in Figure 5.26, show that the 80%
de-hydroxylated structure has a more even distribution of site radii with initial
values ranging from 0.68 A˚ to 1.65 A˚. This is a smaller range than the 100% de-
hydroxylated structures, which had site radii from 0.65 to 2.18 A˚. The calculated
porosity for the 80% structure of ε = 0.65 is higher than the 100% structure
with a porosity of ε = 0.52, showing that the complete de-hydroxylation of the
kaolinite leads to fewer, but on average larger cavities being developed within the
metakaolin structure.
After optimisation the interstitial cations generally produce the same effects as
in the 100% de-hydroxylated structures, with the corresponding results given in
Figures C.7 to C.9. However, the analysis of the concentrations of the ions around
the final defect sites showed some differences from the 100% de-hydroxylated
results. The change in aluminium and silicon coordination within the vicinity of
the interstitial sites after optimisation is given in Table 5.5.
There is still a preference for the cations to be located in cavities with higher
silicon concentrations, however, there is now also an increase in the concentration
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Figure 5.26: The normalised probability distribution of the site radii for the
three interstitial cations before and after optimisation for 80% de-hydroxylated
metakaolin.
of aluminium in the immediate vicinity of the cation. This indicates that the
presence of the hydroxyl groups in the structures results in the cations being
attracted to sites bound by both Al and Si polyhedra. The hydroxyl groups are
bonded to the aluminium ions, and thus are responsible for the increase attraction
of the interstitial cations to the aluminium polyhedra. The interactions between
the hydroxyl groups and the cations are similar to those in site 4 in the kaolinite
structures. Calcium once again produces the strongest attractions, however, the
Table 5.5: The average number of Al, Si and O atoms located within 4.5 A˚ (Al
and Si) and 3.2 A˚ (O) of the interstitial cation site in the 80% de-hydroxylated
metakaolin structure.
Ion n(Al) ∆n n(Si) ∆n n(O) ∆n
Initial 7.5± 1.5 - 6.5± 1.1 - 6.9± 1.2 -
Na 8.9± 1.7 +1.4 8.5± 1.6 +2.1 7.3± 1.1 +0.4
K 7.7± 1.3 +0.2 6.5± 1.0 +0.1 7.6± 1.5 +0.7
Ca 9.0± 1.7 +1.5 8.6± 1.9 +2.2 7.9± 1.1 +1.0
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changes due to sodium are now more in line with the calcium ion than with
potassium. This is different to the 100% de-hydroxylated structures and indicates
that the presence of hydroxyl groups changes the nature of the interactions of the
defects in the aluminosilicate network by increasing the influence of ionic size over
ionic charge.
5.5 Summary
The nano-porous structure of metakaolin was identified and characterised and
the cavities used as sites for the inclusion of interstitial sodium, potassium and
calcium defect ions. Ionic charge was shown to influence the locations of the
defect sites after optimisation, with the larger potassium ion preferring larger
sites compared to sodium and calcium. Ionic charge however was also shown to
be a significant factor in the interaction of the defects with the structure. The
cavities within the structures were primarily bound by oxygen comparisons of
the final site locations of sodium and calcium show that although the site radii
were similar, calcium interstitial defects prefer sites with higher concentrations of
oxygen atoms in the surrounding environment, as well as increased concentrations
of Al and Si. This greater interaction of calcium with the aluminosilicate structure
compared to sodium and potassium has implications for the development of the
aluminosilicate network in the formation of a geopolymer.
The inclusion of hydroxyl groups in the structure affected the cation influence
with the cations interacting with greater concentrations of structural aluminium
than silicon than in structures where no hydroxyls were present. Consequently,
both the choice of alkali cation in the geopolymer activating solution as well as
the level of hydration of the source materials are important contributors to the
variations in the observed properties of geopolymers formed in different synthesis
conditions.
Chapter 6
Surface Interactions of Kaolinite
and Metakaolin with Water
Geopolymerisation is initiated by the dissolution of the aluminosilicate source
materials such as metakaolin and kaolinite in alkaline activating solutions. Vari-
ations in the compositions of the materials and solution alkalinity are known to
influence the dissolution rates and consequently the properties of the geopoly-
mers [17, 31], however, the atomic scale interactions responsible for these dif-
ferences are unknown. In order to fully understand the dissolution process in
geopolymerisation, the influence of an aqueous environment on the source mate-
rials must first be investigated. In this chapter an atomic-scale investigation of
the kaolinite and metakaolin surfaces is presented, and the resulting surface-water
interactions provide evidence for the structural reorganisations on the surfaces of
these materials that may lead to the various dissolution phenomenon observed
experimentally.
6.1 Introduction
The extent of dissolution of kaolin minerals and metakaolin in the geopolymerisa-
tion process has been the topic of several investigations [9, 19, 25, 28]. A compli-
cation that is inherent in all the experimental studies is that the size, shape and
composition of raw kaolin minerals [20, 73] and the degree of calcination under-
gone to produce metakaolin [356, 357] result in large variations in the precursor
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characteristics. These variations lead to considerable spread in the reported re-
sults for seemingly similar materials; Granizo et al. [44] produced two different
geopolymer materials through the dissolution of metakaolin with NaOH, despite
using two similar kaolinite precursors to form the metakaolin.
The dissolution of metakaolin in geopolymerisation releases silica and alumina
monomeric species into solution that undergo re-polymerisation to form the Al/Si
network that is characteristic of geopolymer gels [7, 48]. Obtaining a pure kaoli-
nite or completely de-hydroxylated metakaolin sample is difficult and can make
undertaking the experimental investigations into the mechanisms involved in the
dissolution process challenging. Neutron diffraction experiments [23] show that
the geopolymerisation reaction with metakaolin and hydroxide activating solu-
tions initially exhibit rapid rates of aluminium dissolution, followed by a sto-
ichiometric release of silicon and aluminium. Understanding the atomic level
surface–solution processes that lead to the liberation of the different species is
important in developing an understanding of the geopolymer formation process.
Computational chemistry in these circumstances is valuable, as the fundamental
interactions can be investigated without the need to account for impurities or
technique dependent limitations.
Computational investigations of the dissolution process in geopolymerisation gen-
erally focus on the interactions of the activating solution with partially hy-
drated metakaolin structures. Recent coarse grained Monte Carlo simulations
of metakaolin in NaOH [26] showed that the presence of soluble silicate species
inhibited the overall dissolution of metakaolin, with higher rates of aluminium
liberation causing precipitation of the aluminosilicate gel on the surfaces. The
interactions that are fundamental to the release of these units into solution were
not explored, nor was the presence of water investigated. Metakaolin is hygro-
scopic [358] and readily hydroxylates in the presence of water [112, 359]. Thus the
dissolution of metakaolin in geopolymerisation may be influenced by the surface
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hydration prior to synthesis and the influence of the water molecules present in
the activating solution.
Preliminary investigations into the (001) kaolinite and pseudo-(001) metakaolin
surfaces, depicted in Figure 6.1, show that the metakaolin surfaces have more
complex topographies compared to kaolinite, with valleys and crests resulting
from the buckling of the layers. The differences in both surface composition,
hydration and topography could result in considerable differences in the disso-
lution behaviour of these materials in the geopolymerisation reaction, and thus
the atomic interactions of kaolinite and metakaolin in an aqueous solution must
be explored before the effects of the caustic ions and solution alkalinity can be
investigated. The details for the choice and generation of these surfaces are given
in greater detail in Sections 6.3 and 6.4.
Figure 6.1: The surface topography for the two possible kaolinite (001) sur-
faces (top) and an approximation of the two metakaolin (001) surfaces (bottom)
are shown. The surfaces are simulated by rolling a spherical probe of radius
0.5 A˚ over the atomic surface provded by the Van der Waals radii of the atoms.
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6.2 Simulation of Surfaces
Computational simulations of surfaces have been used to investigate a variety
of phenomena such as surface stability, morphology, wetting, adsorption and the
interactions of different ions with mineral surfaces [131, 140, 227, 307, 360–363].
Approximations to real surfaces are used as in reality very few surfaces are com-
pletely clean and free of defects and impurities. This does not detract from the
usefulness of the methodology, and computational methods have aided in under-
standing the interactions and properties at the interfaces of layered materials that
would otherwise be difficult to measure in a laboratory environment [139]. Exam-
ples include simulations of the inter-layer swelling in clay minerals, which is now
well understood [364–367], and the interactions of clays with organic molecules
such as in surfactant–modified montmorillonites [368, 369].
Calculations of bulk properties from a single unit cell are possible because the
three–dimensional periodicity effectively simulates the bulk of a material. Sur-
faces are by definition two–dimensionally periodic but in simulations some con-
sideration for the bulk must be made in order to accurately represent surface
phenomena. The interactions between the surface and the bulk can be included
by using the two–region method, where region 1 simulates the effective surface
and is relaxed while region 2 is kept fixed at relaxed bulk positions. The depth of
both regions is determined by varying the depth and finding the convergence in
the surface energy, which is defined as the energy required to cleave the crystal to
produce the desired surface [197]. The advantage of this approach is that the ef-
fect of the bulk on the surface can be correctly described, however, surface dipoles
must be compensated for or the electrostatic energy may not converge [197].
Another method to simulate a surface involves creating a three–dimensionally
periodic slab structure that has two surfaces with vacuum separating the periodic
images of the slab. The bulk is approximated by simulating a sufficient number
Chapter 6. Surface Interactions of Kaolinite and Metakaolin with Water 160
of repetitions of the structure to provide a large slab thickness such that the two
surfaces do not interact with each other through the slab itself. The vacuum gap
must also be large enough such that the slab does not interact with its periodic
image through the vacuum gap. In such a slab calculation, the surface energy is
divided by two to account for the two surfaces present. The advantage of this
method is that any surface dipole moments present are easily compensated for by
the dipole on the opposing surface. However, the size of the bulk is drastically
reduced compared to the two-region method, consequently increasing the effect
of the bulk on the surface.
Surfaces created from simulated bulk structures are achieved by cleaving the
atomic system along one of the crystallographic directions. Depending on the
location of the cleave, three types of surfaces can be generated [197, 370]:
1. Surfaces that consist of neutral planes.
2. Surfaces that consist of charged planes but no net dipole moment is present.
3. Surfaces that consist of charged planes that also have a net dipole moment
present.
Type 1 surfaces are generally preferred in simulations, as the effects of dipole
moments and surface charges can produce unrealistic results. Both can be reduced
through altering the composition of the surface, however, this is more challenging
if charged surfaces and dipoles are present and as such cleaves that produce type 3
surfaces are generally avoided.
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6.3 Kaolinite Surfaces
In crystalline materials, the location of the surface cut results in surfaces with
different relative stabilities, where stability is a measure of the thermodynamic
opposition to the fracturing process in nature. Measuring the stability of the
different surfaces of a material allows the morphology of a crystal to be pre-
dicted [197]. If the morphology of a material is known, the most likely surfaces
involved in surface phenomenon can be predicted. Experimental crystallographic
measurements also provide information on the morphologies and thus surface sta-
bilities of crystalline materials. Electron microscope images of kaolinite [371–373]
show that, like many layered minerals, the crystals are platelet-like in shape with
the dominant face belonging to the (001) surface (shown in Figure 6.2).
Figure 6.2: Kaolinite is composed of thin hexagonal platelet like crystals
bound by the (001), (010) and (110) surfaces. The surface termination for
each surface is shown (unrelaxed), with the solid lines representing the surface.
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The crystal morphology suggests that there is a significant difference in the sta-
bility of the (001) surface compared to the (010) and (110) surfaces. This is due
to the layered nature of the material, as the hydrogen bonds between the layers
are cleaved more easily than the covalent bonds within the layers. In an aqueous
environment the influence of the water on the dominant surfaces present are of
interest due to the greater interaction area available. The kaolinite (001) surface–
water interactions have been explored in several theoretical simulations using
DFT [362, 363, 374], molecular dynamics [375] and Monte Carlo [140] techniques.
The molecular dynamics simulations of a kaolinite slab composed of several Al-Si
layers using interatomic potentials has not been previously reported and the lit-
erature results provide a source for comparison to ensure that the methods used
to investigate the kaolinite and metakaolin surfaces are accurate.
6.3.1 Investigation of Slab Parameters
The slab thickness and vacuum gap size require optimisation to find the minimum
values for each to accurately simulate the kaolinite and metakaolin surfaces. The
image on the left of Figure 6.3 shows a surface created from the optimised kaolinite
unit cell from Chapter 4, with the (001) surface exposed. Cleaving through
the inter-layer space results exposure of either the Al–OH or Si–O terminated
surfaces. A slab generated with both surfaces exposed on opposite ends is shown
in Figure 6.3).
The kaolinite slab was produced by replicating the kaolinite unit cell along the
c-direction to a total of 7 Al-Si layers. The resultant structure was relaxed using
GULP with several different vacuum gap heights under constant volume condi-
tions. A comparison of the calculated slab energies and vacuum gap heights is
shown in Figure 6.4, showing that a minimum vacuum gap of 30 A˚ is required to
minimise the effects of the slab interaction with its periodic image.
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Figure 6.3: The figure on the left shows the kaolinite (001) surface and is
two-dimensionally periodic. The addition of a second layer (centre) expands
the depth of the surface and the imposition of a third dimension (depth) creates
a kaolinite slab with a depth of 2 layers (right).
The 30 A˚ vacuum gap was then used in the optimisation of the slab thickness.
The kaolinite unit cell was replicated one layer at a time with the vacuum gap
and relaxed in GULP. The slab energy per unit was calculated and the results,
given in Figure 6.5, show that this energy converges at approximately ten Al–Si
layers.
The final kaolinite slabs generated for the investigation of the surface–water in-
teractions include both a Si–O and Al–OH dominated surface, with a total slab
thickness of 36.22 A˚ and a vacuum gap of 30 A˚. To provide surface areas equiva-
lent to those used in the metakaolin simulations, the slabs were replicated in both
surface directions, with the final surfaces having dimensions of a = 36.46 A˚ and
b = 67.95 A˚. The increased interaction area for the water molecules increases the
statistical significance of the results reported.
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Figure 6.4: The slab energies calculated for the kaolinite structure shown as
a function of increasing vacuum gap distance between the periodic slab images.
The energy converges at approximately 30 A˚.
Figure 6.5: The slab energy as a function of slab thickness is shown, where the
slab thickness is a measure of the number of Al–Si layers of kaolinite present.
At approximately 10 Al–Si layers the surface energy converges.
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6.4 Metakaolin Surfaces
Electron microscope images of metakaolin [82, 373] show that although the parti-
cles do not have as smooth and uniform a shape as kaolinite, the same approximate
morphology is maintained. The similarities with kaolinite result in the assump-
tion that an approximation of the (001) surface in metakaolin is the most likely
stable configuration, and thus it is chosen as the surface investigated. Cleav-
ing the metakaolin bulk structure to reveal this pseudo-surface results in highly
disordered and heterogeneous surfaces, and determining the most stable surface
terminations likely to be present in metakaolin requires further investigation.
Bulk metakaolin structures produced in Chapter 4 are composed of 5 Al-Si layers.
Doubling these in the c-direction provides the 10 Al-Si layers determined suitable
for the kaolinite tests. This depth is considered sufficient as the susceptibility
of the structure to surface-bulk effects compared to kaolinite is expected to be
diminished due to the collapse of the inter-layer spacings. Two metakaolin slabs
were created from two of the 100% de-hydroxylated metakaolin structures from
Chapter 4, and the initial dimensions of these slabs were (a = 31.73, b = 32.41,
c = 71.88) A˚ and (a = 32.48, b = 32.62, c = 70.67) A˚.
The disordered nature of metakaolin results in surface compositions that are
highly dependent on the location of the surface cut. This is due to both the
buckling of the Al/Si layers and the migration of the cations (particularly the
aluminium atoms) through the structure during the de-hydroxylation process.
Consequently, the two metakaolin slabs generated by using cleaving at a specific
z-coordinate produced surfaces composed of a mixture of Al and Si atoms, with
the majority of these atoms in under-coordinated states. This configuration is
neither energetically favourable, nor is it supported by the microscopy informa-
tion from the literature that shows rough and slightly buckled sheets present in
metakaolin particles [373].
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The most likely location for the cleave to create a realistic representation of a
metakaolin surface is between an aluminium and silicon layer. Since the alu-
minium and silicon layers share oxygens, this does not entirely negate the pres-
ence of under-coordinated surface cations, and as such additional oxygen atoms
are added to the structure to ensure that each cation involved in the surface cleave
maintains its bulk coordination. This process is summarised as follows:
1. The bulk metakaolin structure is doubled in the c-direction and the supercell
is cleaved along a randomly chosen z-coordinate (Figure 6.6 A and B);
2. Cations located at the cleave are relocated as necessary to create an Al and
Si surface (Figure 6.6 C);
3. Oxygen atoms are added to any under-coordinated surface cations to main-
tain bulk coordination. (Figure 6.6 D).
Figure 6.6: A close up of the generation of a metakaolin slab. The bulk
structure in A is cleaved through a silicon layer, giving B. The silicon atoms
(and associated oxygen atoms) are relocated to the opposite surface in C and
in D the under-coordinated Al surface atoms have oxygen atoms added to
maintain the coordination present prior to the cleave.
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6.4.1 Hydration of the Metakaolin Surfaces
The decision to maintain the bulk coordination’s of the surface atoms results in
negatively charged metakaolin slabs due to the additional oxygen atoms. The
negative charge on the slabs produce unrealistic results and thus needs to be
compensated for prior to the simulations with water. Hydration of the metakaolin
surfaces provides a realistic solution to reducing the surface charge. The hydration
of a surface requires one oxygen atom and two hydrogen atoms to be added to
the surface, effectively adding a dissociated water molecule.
The non-reactive Teter potential model does not allow for the dissociation of a
water molecule to be simulated, and thus the hydration of the metakaolin sur-
faces was completed manually. This involved the addition of a hydroxyl oxygen–
hydrogen pair to the surface, and converting an existing surface oxygen atom to
a hydroxyl group with the addition of another hydrogen atom. Continuing the
process on page 166, the following following steps are now included:
4. Locating an oxygen atom added to under-coordinated surface Al/Si atoms
in the slab generation process;
5. Hydrogenating the identified oxygen atom to form a hydroxyl group;
6. Hydrogenation of an existing oxygen atom to form a second hydroxyl group;
7. Repeating steps 4-6 until the total slab charge is zero.
If there are initially N additional oxygen atoms added to the under-coordinated
surface, then a total of 2N hydroxyl groups are required to balance the charge of
the slabs. The process of adding a hydrogen atom to an oxygen atom to form a
hydroxyl group is referred to as a ‘hydroxylation’.
Identification of the most likely hydroxylation sites on the surfaces was determined
according to the conclusions from Du and Cormack [376] and Adiga et al. [153].
In these investigations of silica and amorphous alumina surfaces, several sites
that were more amenable to hydroxylation were identified. These were, in order
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of preference, the non-bridging oxygen (NBO) atoms, over-coordinated oxygen
(OCO) atoms and strained cation rings. The NBO atoms are only bonded to one
silicon ion, the OCO atoms are coordinated with two cations, also called bridging
oxygen atoms, and strained silicon rings consist of closed −(–Si–O–Si–O–)n−
rings where the number of Si atoms defines the size of the ring and is strained if
N(Si) 6= 6 atoms.
It is assumed that Al- and Si-terminated surfaces on the metakaolin slabs behave
similarly to the top few A˚ of the surfaces of the amorphous equivalents, and thus
the NBO and OCO atoms on both surfaces are classified as sites with higher
hydroxylation probabilities than the remaining surface atoms. The surfaces for
the slab in Figure 6.6 D are shown in Figure 6.7, with the NBO atoms in blue.
This slab had N = 80 added oxygen atoms, and thus a total of 160 hydroxylation
sites were required to neutralise the charge on the slab. The two surfaces provided
a total of 125 NBO sites for hydroxylation, all of which were hydroxylated and
Figure 6.7: The aluminium- and silicon-terminated surfaces from the same
metakaolin slab. The surfaces shown are the first 8 A˚ of each side of the slab,
and the non-bridging oxygen atoms are shown in blue.
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the resultant slab simulated at 300 K for 500 ps using a 1 fs time step in the NVT
ensemble to allow the surfaces to adjust to the additional atoms.
The slab still required 35 hydroxylation sites to neutralise the charge, and these
sites were sourced from the over-coordinated oxygen atoms. The silicon surface
provided none of these sites, whilst the aluminium surface provided a possible 57
OCO sites, 22 more than required. The identified OCO sites are shown in red in
Figure 6.8.
Figure 6.8: The aluminium surface showing the possible OCO sites as large
red spheres. The small black spheres represent oxygen, dark grey is aluminium
and white is hydrogen.
Since there was an excess of sites available, an evaluation of the Al surface was
necessary to determine the most suitable OCO sites. Initially, every site was
hydroxylated individually and the structures were relaxed using the zero minimi-
sation routine in DL POLY.1 Each site was simulated in this manner, and once
1The zero minimisation routine in DL POLY is not the most vigorous algorithm to find the
minima, however, it is a suitable method to dissipate the strain energy and provides a good
starting point for the molecular dynamics simulations.
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all 57 sites were tested, the final energies compared to find the 35 sites providing
the most stable slab configurations, which were therefore the most likely to be
hydroxylated in solution.
The difference in slab energy between the least and most favourable sites was
7.2 eV, showing that within the surface area sampled there are considerable dif-
ferences in suitability for the location of the hydroxyl groups. The most favourable
sites are located primarily around high concentrations of under-coordinated alu-
minium atoms, and are grouped together rather than randomly distributed across
the surface. This indicates that the aluminium surfaces of metakaolin are com-
posed of regions that may be more susceptible to hydroxylation than others.
The initial hydroxylation process was completed under the assumption that the
surfaces were flooded with water and the hydroxylation occurred initially at the
NBO sites and then at the OCO sites. However, the hydroxylation of the most
favourable site on a surface may change the surrounding environment to provide
another suitable site for hydroxylation that was not previously available. This
introduces a dependency on the location of the previously hydroxylated site on
future hydroxylation events. To investigate whether this ‘step-wise’ approach
makes a considerably difference to the final surfaces, a second hydroxylation of
the surfaces was conducted. The initial site was chosen as the most favourable
site from the previous investigation of the surface, and after each conversion of a
surface oxygen to a hydroxyl group the resulting surface was tested to determine
the next most favourable site. Figure 6.9 shows an example of two surfaces
produced in this approach.
In each subsequent hydroxylation of the surface in this step-wise approach, the
surrounding structure is altered slightly to produce new possible sites for hydrox-
ylation. Testing of the new surfaces for favourable sites after each step also shows
that the process causes the local structure of the surface immediately around
the site to become more favourable for hydroxylation than sites located further
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Figure 6.9: Two example surfaces produced during the step-by-step hydrox-
ylation of the aluminium surface. The surfaces show the localisation of the
ten most favourable sites (red) determined after a single OCO is hydroxylated
(circled in blue).
away from the initial site. This provides further evidence that the hydroxyla-
tion of the metakaolin surfaces is likely to occur in localised regions and that the
hydroxylation of a single site leads to an increased probability that subsequent
hydroxylation sites will occur within the vicinity of the initial site.
The step-wise hydroxylation approach was compared to the equivalent surface
(10 OCO sites hydroxylated in one step) for the single-step approach. The dif-
ference between the calculated energies for the two slabs was 10.1 eV, with the
step-wise process producing the more stable surface. The differences in energy
suggest that it would be more favourable to allow the surface to hydroxylate in
a gradual process in order to produce the most stable system for the simula-
tion. However, it is intuitive that the process in the real material will involve
both random sampling of favourable surface sites as well as the hydroxylation
of sites produced by previous interactions. Since the step-wise process requires
more computational resources compared to the single step approach, the latter
method for hydroxylation is used for the slabs generated in this chapter.
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Hydroxylated Surface Statistics
The final concentration of hydroxyl groups on the silicon surface is calculated as
6.53 molecules per nm2, which is similar to the value of 6.96 molecules per nm2
reported by Garofalini [377] for hydroxylated vitreous silica surfaces, although
both values are larger than the amorphous silica surfaces simulated by Du and
Cormack [376] with a value of 4.6 molecules per nm2. The discrepancy in the
results is due to the more ordered surface configurations of the silica polyhedra
rings on the surfaces simulated by this study and Garofalini [377] compared to
those of Du and Cormack [376]. The more ordered structure of the silica sur-
faces results in a larger concentration of NBO sites than on the amorphous silica
structures, leading to the increase in the concentration of hydroxyl groups on the
hydrated silicon surface for metakaolin.
The final concentration of hydroxyl groups on the aluminium surface is
8.18 molecules per nm2. This is larger than on the silicon surface
(6.53 molecules per nm2), and is due to the higher degree of disorder present
within the aluminium layers consequently providing more possible sites for hy-
droxylation. Amorphous alumina exhibits hydroxyl concentrations between 2 and
15 molecules per nm2 [378], so the degree of surface hydroxylation is within range
of experimental values.
The process of cleaving the disordered metakaolin structure creates surfaces with
different final characteristics. A second slab, created the procedure from pages 166
and 167 from another metakaolin structure had N = 91 additional oxygen atoms,
thus requiring a total of 182 hydroxylations. The structure provided 151 NBO
atoms and needed another 31 (of a total of 38 possible) OCO atoms to be hydrox-
ylated. However, regardless of the location of the surface cut, only NBO atoms
are ever present on the resultant silicon surfaces.
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6.5 Surface–Water Interactions
The kaolinite slab produced in Section 6.3 was relaxed in vacuum using GULP.
The final surfaces were structurally similar to the bulk with all interatomic dis-
tances within approximately 0.1 A˚ of the bulk values. The main difference in the
surfaces after relaxation is a change in the orientation of some of the hydroxyl
groups on the Al surface such that the hydroxyl groups are lying almost parallel
to the surface. This is consistent with the results from DFT simulations on the
stability of kaolinite surfaces by Hu and Michaelides [363].
The two metakaolin slabs constructed in Section 6.4 were relaxed using the min-
imisation algorithm in DL POLY, followed by an optimisation in GULP. All slabs
were relaxed under constant volume conditions to maintain the 30 A˚ vacuum gap.
The resulting three structures have silicon- and aluminium-terminated surfaces,
with both metakaolin surfaces exhibiting hydroxyl groups whilst the kaolinite sur-
face has only the Al surface hydroxylated. Slab statistics are given in Table 6.1.
Table 6.1: Slab statistics for the kaolinite and two metakaolin (MK) slabs.
Characteristic MK Slab 1 MK Slab 2 Kaolinite
[OH] on Al Surface (nm−2) 8.64 9.60 12.72
[OH] on Si Surface (nm−2) 6.89 7.70 0
Slab thickness: c (A˚) 71.88 70.67 67.95
Surface dimensions: a× b (A˚) 31.73× 32.48 32.41× 32.62 36.46× 36.22
The next stage in the simulation is to introduce water into the vacuum gap. In
Chapter 3 the flexible single point charge water model was simulated with an
initial 24.86 A˚ cubic box containing 520 water molecules. This equilibrated box
is smaller than the vacuum gaps present in the slabs simulated, and as such is
increased in size, with the width of the vacuum gap increased to 49.74 A˚ for sim-
plicity purposes. The density of bulk water is 0.33 molecules per A˚3, and is used
to calculate the number of molecules required to fill the vacuum.
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A simulation box with the necessary cell-parameters for each vacuum gap for
each slab was created and filled with the desired number of H2O molecules. The
resultant simulation cells were equilibrated at 300 K using the NPT ensemble
for 200 ps. All the final water statistics are given in Table 6.2, with the calcu-
lated diffusion constants of the water in the equilibrated water simulation cells in
agreement with the values reported in Chapter 3.
Table 6.2: Water statistics for the water simulation cells in preparation for
the vacuum gaps for the metakaolin (box 1 and 2) and kaolinite (box 3) slabs.
Characteristic Water Box 1 Water Box 2 Water Box 3
Volume of Vacuum (A˚3) 51259.04 52594.89 65692.40
Number of H2O molecules 1732 1778 2220
Diffusion Constant (cm2s−1) 2.46 2.48 2.45
Density of H2O (g cm
3) 1.02 1.02 1.02
6.5.1 Kaolinite–Water Interactions
Molecular dynamics simulations from this point forward were performed using
the LAMMPS [206] computational package due to increased efficiencies allowing
longer periods to be sampled using fewer resources. The equilibrated box of water
(box 3) was placed within the vacuum gap in the kaolinite slab. This system was
equilibrated for 500 ps using the NVT ensemble at 300 K followed by a further
3 ns in ambient conditions (300 K, 1 atm) using the NPT ensemble.
The diffusion constant of the water calculated during the final 2 ns of simulation
was 2.01×10−5 cm2s−1, which is much lower than the bulk value for the SPC/Fw
potential model of 2.50× 10−5 cm2s−1, calculated in Chapter 3. The diffusion of
the water is slower due to the interactions of the water molecules with the surfaces.
To investigate this further the average density of the atoms is calculated through
the simulation cell and is given in Figure 6.10.
Chapter 6. Surface Interactions of Kaolinite and Metakaolin with Water 175
Figure 6.10: The atomic density profile of the simulation cell (calculated with
a bin width of 0.1 A˚) is shown, with the kaolinite structure shown in grey and
water in black. The aluminium-terminated surface occurs at approximately
z = 38 A˚ and the silicon surface at z = 87 A˚.
There are two hydration layers present at both surfaces, with the average density
of water molecules in the first hydration layer on the aluminium surface greater
than that near the silicon surface. Figure 6.11 and Figure 6.12 show close-up
images of the surface-interfaces for the Al- and Si-terminated surfaces respectively.
The average position of the cation layer below the surface layer is taken as z = 0 A˚
in each case, with the positive z-direction chosen as away from the slab towards
the water.
The location of the first hydration layer for each surface occurs at 3.5 A˚ from the
surface Al or Si position, however, since both surfaces terminate with different
species the interactions of the water with the surfaces are not the same. The
location for the water oxygen atoms in the first hydration layer on the aluminium
surface is 2.3 A˚ away from the average positions of the surface hydrogen atoms,
which is in agreement with the ab initio molecular dynamics value of 2.2 A˚ [362,
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Figure 6.11: The average density profile at the Al–water interface during the
final 3 ns simulation of water and kaolinite, where z = 0 is set to the average
location of the Si layer below the surface. Two hydration layers are present on
the surface (see Table 3.12 on page 91 for clarification on the atomic labels).
Figure 6.12: The average density profile at the Si–water interface during the
final 3 ns simulation of water and kaolinite, where z = 0 is set to the average
location of the Al layer below the surface. Two hydration layers are present on
the surface.
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374]. The water hydrogen peak is located at a similar location for the first layer,
which indicates that the majority water molecules are positioned parallel to the
surface. The shoulder at 3.3 A˚, however, indicates that a small proportion of
the water molecules are positioned such that the oxygen atom is pointed towards
the surface with the hydrogen atoms pointed away. The water oxygen peak for
the second hydration layer is located at 4.9 A˚ away from this position, with the
hydrogen peak at 5.3 A˚.
The majority of the water molecules on the surface in the first hydration layer
are located 3.0 A˚ from the surface oxygen positions, with a shoulder on this peak
at 2.3 A˚ indicating that some of the water molecules are potentially bound to
the siloxane rings on the surface. The water hydrogen peaks in the first layer
are at 1.6 A˚ and 2.7 A˚, suggesting an average water molecule position where the
hydrogen atoms are closest to the surface and the oxygen atoms are pointing
away. The second hydration layer is located 5.5 A˚ away from the surface and
is similar to that on the aluminium layer, with the water oxygen atoms located
closer to the surface than the hydrogen atoms.
The hydrogen peak from the first hydration layer on the aluminium surface seems
to overlap with the hydrogen peak from the surface hydroxyl groups, and thus
the orientation for the water molecules located in the first hydration layer on
both surfaces is further investigated, and shown in Figure 6.13. The num-
ber of water molecules present in the first hydration layer on each surface is
13 molecules per nm2 and 11 molecules per nm2 for the Al and Si surfaces re-
spectively, which is slightly more dense than the 10 molecules per nm2 for a two-
dimensional dense water layer [379]. The densities of the water oxygen atoms
are calculated 3.5 A˚ away the two surfaces and averaged over the simulation pe-
riod. The two-dimensional density information is overlaid onto the surface atomic
layer in Figure 6.14. Regions of blue indicate a low probability of locating a wa-
ter molecules at that location at any stage of the simulation, whereas red areas
indicate regions with higher probabilities.
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Figure 6.13: The orientation of the water molecules near the two kaolinite–
water interfaces are shown. The water is generally located within the holes in
the cation rings on both surfaces.
Figure 6.14: The average density of water molecules located in the first
hydration layer at each surface of the kaolinite–water interfaces. The more
water molecules present at any location on the surface over the simulation
time, the more the density tends towards the red end of the colour spectrum.
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The silicon surface has water molecules mainly located within the holes in the
silicon rings, with 66% of the molecules lying parallel to the surface. The remain-
ing water molecules are either located in the holes and positioned such that one
hydrogen is pointing towards the surface or located above the silicon atoms with
the oxygen atom directed towards the surface. The deep red colour in the two-
dimensional density images at the centre of the silicon rings shows a preference
for the water molecules to be located in this region compared to other locations
on this surface. The results also show a higher density of water present above
the silicon rings, caused by the formation of hydrogen bonds between the water
hydrogen atoms and the structural oxygen atoms.
The water on the aluminium surface is located in both the holes in the aluminium
rings and above the rings, with the majority positioned parallel to the surface.
The molecules in the holes tend to have a hydrogen pointed towards the surface,
causing the overlap of hydrogen peaks in Figure 6.11. The densities spread out
over the surface, with some smaller regions of red/orange located above the Al
atoms, indicating that the water molecules are attracted to these locations. The
main interactions on the Al surface surface occur between the hydroxyl hydrogen
atoms and the water molecules, also indicating that some degree of hydrogen
bonding is present at the Al surfaces.
The theoretical studies of Tunega et al. [362, 374] found that the octahedral alu-
minium layer is slightly hydrophilic and the tetrahedral silicon surface slightly
hydrophobic. The results reported here support those conclusions as the hydra-
tion layer is located closer to the Al surface (at 2.3 A˚ compared to 3.1 A˚) and the
average number of hydrogen bonds formed per unit surface area is also higher,
with 4.0 molecules per nm2 compared to 1.9 molecules per nm2 on the Si surface.
The simulation results are also in agreement with the studies of water adsorption
on kaolinite surfaces by Hu and Michaelides [363] and Smirnov and Bougeard [380]
regarding the orientation of the water molecules in the hydration layers above the
surfaces.
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Comparisons of kaolinite with silicate minerals shows the possible effects of lay-
ering on the water structure at the surface interfaces. Muscovite, a 2:1 phyllosili-
cate, cleaves to produce a (001) surface similar to the silicon surface in kaolinite,
and experimental studies of the effects of water on this surface [381] show that
two distinct hydration layers are present 2.5 A˚ and 4.6 A˚ above the tetrahedral
surface. Orthoclase is a three-dimensional feldspar mineral with no inter-layer
space present. Experimental investigations of the hydration of the (001) surfaces
by Fenter et al. [382] show the presence of two hydration layers at 2.8 A˚ and
5.4 A˚, which is similar to the locations for the hydration layers on the silicon sur-
faces of kaolinite than in muscovite. The results are consistent with observations
that the structural ordering of surface water in muscovite is greater than other
mineral surfaces [379]. The decreased distance for the second hydration layer in
orthoclase compared to kaolinite shows the effects of the decreased long-range
influence of the surfaces on the water structure as a result of the inter-layer space
present in kaolinite.
6.5.2 Metakaolin–Water Interactions
The placement of the equilibrated water in the vacuum gap above kaolinite re-
quired little further adjustments, as the relatively flat atomic surfaces allow the
water molecules to be placed without any residual vacuum. Figure 6.1 shows the
difference in surface roughness for the kaolinite and the de-hydrated metakaolin
surfaces. Hydrating the metakaolin surfaces further increased the surface rough-
ness, with the final slabs exhibiting a 5.2 A˚ distance between the highest and
lowest points on the surface. This results in small pockets of vacuum within the
surface and as the water attempts to re-equilibrate into these spaces the pres-
sure of the water above the slab changes and the final density of water decreases
from the bulk value. Thus the simulation cell with both the slab and the water
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molecules included is varied in the z-direction to allow for the water between the
surfaces to equilibrate to represent bulk water.
The LAMMPS simulation package allows the pressure of the simulation cell to
vary anisotropically, and applying this in the z-direction results in the water
equilibrating above the metakaolin slab without a change in density in the centre
of the water. Anisotropic simulations in LAMMPS are more efficient for cubic
simulation cells, and the slabs were adjusted such that α = β = γ = 90 ◦. Since
the adjustments are of the order of less than one degree in each case, the resulting
metakaolin structures were equilibrated within a few tens of picoseconds at 300 K
and 1 atm with no significant structural reorganisation occurring.
The resultant slabs were simulated in the same conditions as the kaolinite slab
for a total of 3.5 ns each. All results reported are for metakaolin slab 1, with
the water density information for slab 2 given in Appendix D. In all reported
phenomena both slabs exhibited the same trends and behaviour. The diffusion of
water calculated in the final 2 ns of simulation for each slab was 1.99×10−5cm2s−1
and 1.98 × 10−5cm2s−1. This is lower than in kaolinite, and suggests that there
is a greater degree of interaction between the water and the metakaolin surfaces
than with the crystalline structure.
The calculated density profiles at the water–metakaolin interfaces are given in
Figure 6.15 and Figure 6.16. Unlike in kaolinite, there is considerable overlap
of the water with the metakaolin slabs. The water molecules moved into both
surfaces of the metakaolin slab as a result of the surface roughness, with water
molecules identified in the top 4.7 A˚ of the surface silicon layer and in the top
6.8 A˚ of the aluminium layer. There is evidence of a hydration layer present
at both surfaces at approximately the same location and with the same general
shape, with the diffuse nature of the layer due to the surface disorder making
characterisation of the interactions difficult. Approximate measurements from the
highest water oxygen peak to the highest hydroxyl oxygen peak gives distances
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Figure 6.15: The atomic density profile at the water–Si interface, where z = 0
is set to the average location of the Al layer below the surface.
Figure 6.16: The atomic density profile at the water–Al interface, where
z = 0 is set to the average location of the Si layer below the surface.
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of 2.9 A˚ and 3.0 A˚ for the location of the hydration layer above the Si and Al
surfaces respectively. The peaks for the hydration layers at the Al surface occur
before the absolute edge of the surface (signified by the end of the H2 density),
which shows that more water molecules are present within the surface than on
the silicon surface.
Interactions of the slab with the water result in an increase in the surface rough-
ness of the slab, with the distances between lowest and highest points on the
silicon and aluminium surfaces increasing from 4.5 A˚ to 5.0 A˚ and from 5.2 A˚ to
8.2 A˚ respectively. To determine what produces this effect, the two-dimensional
density of water molecules is calculated at several distances from the slab sur-
faces. Figure 6.17 shows the locations of the water density cross-sections for each
surface.
Figure 6.17: Metakaolin Al and Si surfaces, generated with a probe of radius
1.2 A˚, are shown in translucent grey and overlaid on the atomic structure.
The average position of the first Si layer located away from the aluminium
surface (top) is set as z = 0 A˚, whilst the silicon surface (bottom) has z = 0 A˚
set at the location of the Al layer. The average molecular density of water
is then calculated at different distances from the surfaces (blue cross-sections)
and shown in greater detail in Figure 6.18.
Chapter 6. Surface Interactions of Kaolinite and Metakaolin with Water 184
Figure 6.18: Surfaces of the metakaolin slabs are shown in grey with cross-
sections of the average water oxygen density at different distances from the
surface overlaid (see Figure 6.17 for clarification). Increasing red zones show
regions of greater probability of finding a water oxygen present during the
course of the simulation.
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Figure 6.18 shows that although the water molecules are present in the crevices of
both surfaces, a greater concentration of water molecules are present (shown by
the red areas) deeper within the aluminium-terminated surface layer compared
to the silicon surface. This trend continues as the distance away from the surface
increases, and at 8.4 A˚ there are still large areas of dark blue present on the silicon
surface compared to the aluminium surface.
The majority of the interactions with the water on the Al surface are due to
the under-coordinated aluminium atoms that remain after surface hydroxylation.
These atoms become coordinated with the water oxygen atoms, resulting in a
‘puckering’ effect on the surfaces, with an example shown in Figure 6.19. The
increased attraction of the aluminium polyhedra with the water molecules on the
metakaolin surfaces are responsible for the increase in the depth of the surface
layers, thus allowing water molecules to move deeper within the surface. As the
simulation proceeds further, some of the puckered sites that originally involved
Figure 6.19: A portion of the hydroxylated Al surface on one of the
metakaolin slabs is shown on the left, with the puckering effect on the
aluminium–water interface shown on the right. The shift of the aluminium la-
belled ‘A’ is due to interactions of the hydroxyl groups with the water, whereas
’B’ shows the effect of the interaction of the Al ion and the water molecules.
The water oxygen atoms coordinated to surface Al atoms are shown with a
yellow connection. Water = blue, Al = green, Si = purple, O = red, H =
white.
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Figure 6.20: A portion of the hydroxylated Al surface on one of the
metakaolin slabs is shown with evidence of the surface aluminium atoms becom-
ing coordinated with multiple water molecules. See Figure 6.19 for clarification
of colours. Water molecules not coordinated to surface atoms are omitted for
clarity.
multiple under-coordinated aluminium atoms become coordinated with several
water oxygen atoms over the course of the simulation, with Figure 6.20 showing
surface aluminium atoms tetrahedrally coordinated with three water molecules.
The presence of the puckering within the relatively short time scales sampled
(compared to the time required for dissolution) shows the susceptibility of the
hydrated aluminium surfaces of metakaolin to the effects of water. Hydrogen
bonding between the water molecules and the surface hydroxyl groups is also
present in the kaolinite slabs, however, the additional interactions of the water
oxygen atoms with the under-coordinated Al along with the instability of the
surface results in the final Al surface layer widening by 1.2 A˚ (measured as the
distance between the lowest and highest Al atoms in the layer). In comparison,
the silicon surfaces have no significant structural re-organisation in the time scales
sampled.
The surfaces of metakaolin have a higher degree of interaction with the water than
kaolinite. Part of this is due to the hydroxyl groups present on the metakaolin
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silicon surface that are not present on the kaolinite silicon surface. Both kaolin-
ite and metakaolin aluminium surfaces terminate in Al-OH groups, however, in
kaolinite the Al has an octahedral coordination whereas in metakaolin the co-
ordination is much more varied. The number of hydrogen bonds formed as a
function of surface hydroxyl concentration were calculated and shows that there
is an increased level of hydrogen bonding on both metakaolin surfaces compared
to the Al-OH surface on kaolinite. On average 0.46 hydrogen bonds per hydroxide
unit are present on the aluminium surface compared to 0.38 on the silicon sur-
face. This is an increase in the kaolinite value for the Al–OH surface of 0.32, and
shows that the aluminium metakaolin surfaces are more hydrophilic than those
in kaolinite, despite the higher concentrations of hydroxyl groups present on the
latter (see Table 6.1).
It is the conclusion of this investigation that it is not just the hydroxyl surface
concentration that affects the water interaction, and the disorder in aluminium
surface structure is an important factor in the interactions of metakaolin with
water. The puckering of the aluminium surface due to the coordination of the
under-saturated surface Al ions with the water molecules plays a major role in
increasing the hydrophilic nature of the metakaolin.
6.6 Summary
Surface-water interactions of metakaolin and kaolinite have been investigated in
this chapter. A systematic method for creating metakaolin surfaces is proposed,
with the (001) surfaces for both kaolinite and metakaolin simulated. The hy-
dration of metakaolin surfaces is investigated as a measure to provide realistic
and stable surfaces for the interactions with water, and minimum slab and vac-
uum depths are calculated to be 10 Al–Si layers and 30 A˚ respectively. The
surfaces were generated, hydrated and relaxed and the vacuum gaps were filled
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with equilibrated SPC/Fw water and simulated for 3-3.5 ns in ambient conditions
to investigate the interactions at the mineral–water interfaces.
The interactions with kaolinite surfaces agreed well with the literature and pro-
vided a measure of the accuracy of the methods employed. The interactions with
metakaolin showed that the silicon-terminated surfaces are less hydrophobic than
those in kaolinite, with hydrogen bonding between the surface hydroxyl groups
and the water molecules the predominant interaction. In comparison, whilst the
hydroxyls groups on the aluminium surface also interact with the water molecules,
the disorder in the aluminium surface result in the water molecules becoming co-
ordinated to the under-coordinated aluminium atoms, causing a puckering of the
surface and resulting in a widening of the surface layer. The aluminium surfaces
in metakaolin are also more hydrophilic than those in kaolinite, with the overall
behaviour of metakaolin showing an increase in the level of interaction with the
water molecules. Thus the hydrophilic behaviour of metakaolin combined with
the disordered surfaces leads to greater changes in the surfaces in the presence of
water and may result in the higher susceptibility of the surfaces to caustic attack
in geopolymerisation.
Chapter 7
Conclusions and Future Work
The fundamental investigations of geopolymers are inherently hindered by the
compositional variations produced by the raw materials and synthesis conditions.
Metakaolin is a source material used in geopolymerisation that has a similar struc-
tural composition to the geopolymer Al/Si matrix; with both being composed of a
disordered aluminosilicate network of primarily SiO4 and AlO4 tetrahedra. Thus
metakaolin is used as a model system for the aluminosilicate network in geopoly-
mers to investigate the role of cation inclusion and hydroxyl content on the atomic
structure and the role of water in the dissolution process in geopolymerisation.
Classical atomistic modelling of large systems in dynamic environments was used
to investigate atomic mechanisms that are not easily discernible from experimen-
tal studies. This method required an accurate and robust interatomic potential
model to describe the interactions for all the interacting species. The Teter rigid
ion, partial charge model combined with the flexible single point charge model
for water was identified as suitable from a range of models available from the lit-
erature. Testing showed that although this model had not been previously used
in the simulation of disordered aluminosilicates, it simulated a variety of alumi-
nosilicate materials with differing aluminium coordination’s accurately. Thus it
is a useful alternative to the potential models that are popular in the simulation
of aluminosilicate materials.
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Structure of Metakaolin
The structure of metakaolin was simulated through the gradual thermal de-
hydroxylation of kaolinite using molecular dynamics techniques. This produced
a structure that demonstrated the loss of periodicity in the c-direction and main-
tained the 1:1 Al/Si ordering that is present in experimental data. The migration
of aluminium through the structure was identified as the main contributing factor
in the loss of periodicity. The final structure is composed primarily of 4-fold Al
(up to 74%) with 21% of the Al in 5-fold coordination and has significant buckling
present in the layers. The disorder and variability in the aluminium concentration
has implications for the reactivity of metakaolin, and is an important structural
characteristic to be taken into account when describing the structure.
Defect Interstitial Cations: Na, K and Ca
Ionic size is the primary cited cause for the differences in properties for geopoly-
mers produced with different metal cations. A complex nanoporous structure was
identified in metakaolin, and the cavities facilitated the investigation of the effects
of sodium, potassium and calcium interstitial defect ions on the disordered alumi-
nosilicate network. Different ionic sizes affected the final sites where the cations
were located, with sodium and calcium located in similar sites whereas potas-
sium demonstrated a greater range of final site radii. The results showed that
ionic charge plays a more significant role, with calcium interacting to a greater
extent with the aluminosilicate structure than both sodium and potassium. The
increased interaction of calcium may be responsible for the increased densities of
geopolymers observed. Efforts to tailor the synthesis of geopolymers must as a
consequence take into account both the size and ionic charge of the cations used
in the activating solutions and the impurities in the source materials.
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Hydroxyl Concentration
The loss of hydroxyls in the transformation of kaolinite to metakaolin causes
the migration of the cations that results in the coordination of aluminium to
change from 6-fold to predominantly 4- and 5-fold. The trends in the coor-
dination changes mirrored those in the porosity measurements as a function of
de-hydroxylation. This is consistent with experimental measurements of the ther-
mal behaviour of kaolinite and demonstrates that the final structural properties
of metakaolin are highly dependent on the hydroxyl concentration. The presence
of hydroxyl groups in the structure also led to an increase in the interactions
of the defect interstitial cations with the aluminium compared to the silicon in
the aluminosilicate network. The conclusion of this research is that the hydroxyl
concentration of the source materials is a significant factor in the behaviour of
the source materials in geopolymerisation, and must be included for consideration
when determining the synthesis parameters used to form a geopolymer.
Mineral-Water Interactions
The role of water in the geopolymerisation reaction was investigated by study-
ing the mineral-water interactions of kaolinite and metakaolin. The disorder in
metakaolin results in a structure that is not well suited to traditional surface
generation methods. This research presents a procedure for producing partially
hydrated metakaolin surfaces that are considerably rougher than the equivalent
surfaces on kaolinite. This disorder leads to an increase in the level of interaction
with the water molecules and results in a puckering of the aluminium surfaces
that in turn increases the surface disorder. The results confirm that water is an
important factor in geopolymerisation and this has implications for the dissolu-
tion of metakaolin source materials, with the higher rate of aluminium released
in the initial stages of geopolymerisation facilitated by the strong interactions
between the disordered aluminium surfaces and the aqueous solution.
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Future Work
The importance of computational simulations in the development of geopolymer
materials is becoming increasingly evident, with the results presented in this the-
sis providing a significant contribution to the understanding of the atomic-level
interactions present in these materials. Application of some of the techniques
used in this thesis will be beneficial to investigate aspects of geopolymerisation
that are still poorly understood. Metakaolin is an ideal model system to in-
vestigate individual atomic interactions, and the structures developed here are
easily reproduced by application of the same simulation processes employed in
this research.
The interactions of defect interstitial cations with the disordered aluminosilicate
network could be further expanded to include a greater range of cations to re-
inforce the trends reported. In addition, the influence of water molecules and
changing Al:Si ratios could also be studied to present a full understanding of
all the molecular species’ role in the geopolymer network. The methods used to
identify the cavities in metakaolin could be used in any future aluminosilicate
structures to determine locations for the placement of the defect species for these
investigations.
The geopolymerisation reaction occurs in a caustic solution, and the investiga-
tions of the surfaces-water interfaces presented in this thesis can be extended to
compare the effects of alkali solutions such as sodium hydroxide and potassium
hydroxide. Longer time periods or the use of reactive force fields will be beneficial
to further characterise interactions responsible for the dissolution mechanisms in
geopolymerisation. Through the combination of the atomic level detail gained
from computational simulations and experimental studies, a greater understand-
ing of geopolymers will elevate the rates of adoption of this new technology in
industry, and ultimately lead to more sustainable and environmentally conscious
industrial practices in the future.
Appendix A
Model Parameters and Tests
Chapter 3 investigates three different potential models from the literature for
suitability in the simulation of a disordered aluminosilicate network. Model 1, is
from Catlow and colleagues et al. [182, 216, 224, 255–257] and from Schro¨der et
al. [160]. Model 2, is from Kramer et al. [230] and model 3 is from Teter [247].
The parameters for these models are given in Tables A.2 to A.3.
Table A.1: Potential parameters for model 1.
Atomic Charges
Structural Oxygen (O2) shell -2.86902 Silicon (Si) 4.000
Structural Oxygen (O2) core 0.86902 Potassium (K) 1.000
Hydroxyl Oxygen (O1) -1.426 Hydrogen (H) 0.426
Aluminium (Al) 3.000 Sodium (Na) 1.000
2-Body Buckingham potential parameters
Atomic Pair A (eV) ρ (A˚) C (eVA˚6)
Al - O1 1142.687 0.29912 0.00
Al - O2 shell 1460.300 0.29912 0.00
Si - O1 983.557 0.32052 10.66158
Si - O2 shell 1283.907 0.32052 10.66158
Na - O2 shell 1226.840 0.30650 0.00
O1, O2 shell - O1 22764.00 0.14900 27.89700
O1, O2 shell - O2 shell 22764.00 0.14900 27.89700
H - O2 shell 311.97 0.25 0.00
Morse potential parameters
Atomic Pair De (eV) α (A˚
−1) ro (A˚)
O2 shell - H 7.0525 2.1986 0.94850
Angle-Bending parameters
Dihedral group A (eV/rad2) θo (
◦)
(Si or Al) - O1,O2 - O1,O2 2.09724 109.47
Core-Shell Spring constants
O2 core - O2 shell k = 74.92 eV/A˚2
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Table A.2: Potential parameters for model 2.
Atomic Charges
Silicon (Si) 2.400 Sodium (Na) 1.000
Aluminium (Al) 1.400 Chlorine (Cl) -1.000
Oxygen (O) -1.200 Phosphorous (P) 3.400
2-Body Buckingham potential parameters
Atomic Pair A (eV) ρ (A˚) C (eVA˚6)
Al - O 16008.5345 0.208478 130.5659
Si - O 18003.7572 0.205205 133.5381
O - O 1388.7730 0.362319 175.0000
P - O 9034.2080 0.192642 19.8793
Na - O 3542.2072 0.241864 0.000
Na - Cl 5783.1124 0.320931 521.3348
Table A.3: Potential parameters for model 3.
Atomic Charges
Silicon (Si) 2.400 Calcium (Ca) 1.200
Aluminium (Al) 1.800 Sodium (Na) 0.600
Structural Oxygen (O1) -1.200 Potassium (K) 0.600
Hydroxyl Oxygen (O2) -0.856 Hydrogen (H) 0.256
2-Body Buckingham potential parameters
Atomic Pair A (eV) ρ (A˚) C (eVA˚6)
Al - O1 12201.417 0.195628 31.997
Si - O1 13702.905 0.193817 54.681
Na - O1 2755.0323 0.258583 33.831
K - O1 20510.758 0.233726 51.490
Ca - O1 7385.3075 0.255185 100.26
O1,2 - O1,2 1844.7548 0.343645 192.58
O1,2 - H 100.0 0.250 0.0
Al - O2 9701.4170 0.195628 31.997
Si - O2 12433.827 0.193817 54.681
Morse potential parameters
Atomic Pair De (eV) α (A˚
−1) ro (A˚)
O2 - H 7.0525 1.800 0.94850
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The SPC/Fw [277] water model was chosen for the interactions of the water
molecules in the simulations of the water–mineral interfaces in Chapter 6. These
parameters are given in Table A.4.
Table A.4: The parameters for the 3–point planar SPC/Fw model, which uses
a two–body Lennard–Jones function with partial charges, a harmonic bonded
interaction for the O–H bonds and a bond–angle term describing the H–O–H
bond angle.
ε (eV) σ (A˚) di (A˚) qH qO θ (
◦)
0.674×10−2 3.166 1.012 +0.4100 –0.8200 113.24
The interactions of the water molecules with the aluminosilicate materials needed
to be determined, and the potential model by Chanajaree et al. [314] was used
as a starting point to fit new potential parameters for these interactions. The
original potential parameters are given in Table A.5.
Table A.5: Initial parameters for the water-aluminosilicate interactions from
literature.
Atomic Charges 2 - Body Lennard-Jones parameters
Type Charge Atomic Pair ε (eV) σ (A˚)
Silicon (Si) 2.050 Si - OW 0.80655×10−2 1.6213
Calcium (Ca) 2.000 Al - OW 0.53149×10−2 1.6926
Aluminium (Al) 1.750 OW - OW 0.67457×10−2 3.1690
Water Oxygen (OW) -0.8476 O - OW 0.24309×10−1 2.4952
Structural Oxygen (O) -1.200 Si - HW 0.35871×10−2 1.3555
Hydrogen (HW) 0.4238 Al - HW 0.22459×10−2 1.4242
The calculated energies per formula unit after energy optimisation of each of the
structures given in Figures 3.1 and 3.3 using each potential model are given in
Table A.6.
Table A.6: Calculated energies for the SiO2 and Al2SiO5 polymorphs. All
values in eV.
Model Quartz Coesite Cristobalite Stishovite Andalusite Kyanite Sillimanite
1 -25.738 -25.736 -18.465 -25.515 -22.279 -22.282 -22.236
2 - 19.463 -19.455 -19.405 -19.526 - 16.980 -17.127 -17.057
3 -18.570 -18.569 -18.465 -18.293 -15.173 -15.132 -15.024
Appendix B
De-hydroxylation Statistics
The thermal de-hydroxylation of kaolinite to metakaolin described in Chapter
4 was simulated ten times to produce 10 metakaolin structures. The total ra-
dial distribution functions and images of the 100 % de-hydroxylated metakaolin
structures for each simulation from Chapter 4 are given in Figures B.1 to B.10,
showing the changes for all ten structures follow the same trends.
Figure B.1: RDF and Final Structure for De-hydroxylation Run 1
Figure B.2: RDF and Final Structure for De-hydroxylation Run 2
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Figure B.3: RDF and Final Structure for De-hydroxylation Run 3
Figure B.4: RDF and Final Structure for De-hydroxylation Run 4
Figure B.5: RDF and Final Structure for De-hydroxylation Run 5
Appendix B. De-hydroxylation Statistics 198
Figure B.6: RDF and Final Structure for De-hydroxylation Run 6
Figure B.7: RDF and Final Structure for De-hydroxylation Run 7
Figure B.8: RDF and Final Structure for De-hydroxylation Run 8
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Figure B.9: RDF and Final Structure for De-hydroxylation Run 9
Figure B.10: RDF and Final Structure for De-hydroxylation Run 10
The final volumes, densities and calculated porosities for the 10 de-hydroxylated
metakaolin structures are given in Table B.1. This information is used in Chapters
4 and 5, with the uncertainties representing the standard deviations on the average
values.
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Appendix C
Interstitial Cation Statistics
The size of the minimum kaolinite supercell used in Chapter 5 to ensure no pe-
riodic image effects were present was determined by relaxing successively larger
supercells with a single sodium defect ion present. The resulting energies com-
pared to cell volume are given in Figure C.1.
Figure C.1: The relaxation energies for the cation inclusion of sodium into
kaolinite. The minimum simulation cell required to negate periodic boundary
effects is a 2× 2× 2 super-cell with a volume of 2650.5A˚3.
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The partial radial distribution functions calculated from the centres of the cavities
in the 100 % and 80 % de-hydroxylated metakaolin structures determined with
AVAS are given in Figure C.2 and Figure C.3 respectively.
Figure C.2: The average partial g(r) calculated for the 100 % de-hydroxylated
metakaolin structure.
Figure C.3: The average partial g(r) calculated for the 80 % de-hydroxylated
metakaolin structure.
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The partial distribution functions calculated for the cavities in the 80 % de-
hydroxylated metakaolin structure after optimisation with the calcium interstitial
defect ion are given in Figure C.4, with those for the potassium ion given in Figure
C.5.
Figure C.4: The partial g(r) calculated for each interaction with the defect
ion after optimisation with calcium defects.
Figure C.5: The partial g(r) calculated for each interactions with the defect
ion after optimisation with potassium defects.
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The partial distribution functions calculated for the cavities in the 80 % de-
hydroxylated metakaolin structure after optimisation with the sodium interstitial
defect ion are given in Figure C.6.
Figure C.6: The partial g(r) calculated for each interaction with the defect
ion after optimisation with sodium defects.
The initial and final site radii for the 80 % de-hydroxylated metakaolin structure
are given in Figure C.7.
Figure C.7: The relationship between the initial and final site radii for the
inclusion of the cations into the 80% de-hydroxylated metakaolin structure.
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The site separation distances for the 80 % de-hydroxylated metakaolin structure
are given in Figure C.8.
Figure C.8: The distance between the initial site and final site for each cation
in the 80% de-hydroxylated metakaolin structure.
The site potentials in the final cavities in the 80 % de-hydroxylated metakaolin
structure are given in Figure C.9 as a function of final site radius.
Figure C.9: Site potential after optimisation for each interstitial cation site
in the 80 % de-hydroxylated metakaolin structure. Each ion is shown as a
function of the final site radius, with the initial values (in grey) given as a
function of the initial site radius.
Appendix D
Surface - Water Statistics for Sec-
ondary Metakaolin Slab
Chapter 6 involved the simulation of two metakaolain slabs in the presence of
water. The density profiles in the chapter are from the first slab (slab 1, see
Table 6.1) whilst those calculated for the second slab are given in Figures D.1
and D.2, and show similar trends to those reported.
Figure D.1: The average distances for the water–Si interactions for the
metakaolin slab 2.
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Figure D.2: The average distances for the water–Al interactions for the
metakaolin slab 2.
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