We investigate the secondary instability of thermocapillary-driven convection in a high-Pr liquid bridge (Pr = 4) of half-zone geometry via direct numerical simulation. The convection is known to exhibit a three-dimensional time-dependent 'oscillatory' state with a distinct azimuthal modal structure, that is, spatio-temporally periodic state after the onset of the primary instability. We indicate that the convection exhibits another transition to spatiotemporally quasi-periodic states by increasing the intensity of the thermocapillary effect. The proper orthogonal decomposition (POD) is employed in order to extract the variation of the flow structures before/after the secondary instability. After the primary instability, one finds the oscillatory flow with a fundamental azimuthal modal number. It is indicated that the flow field consists of the primary component with the fundamental modal structure and the components with fundamental modal structures of higher harmonics of the primary components. Those components dominate the whole flow field. After the onset of secondary instability, additional components emerge in the flow; those components consist of the the fundamental azimuthal modal structures, which are different from higher harmonics of the primary flow field. We determine the onset condition or critical Reynolds number for the secondary instability Re c (2) by monitoring the development of the energy of the newley arisen components.
Introduction
Secondary instability has attracted attentions of the researchers especially in the area of flow transitions from laminar to turbulent states in semi-infinite systems such as in-plane flows (Bayly et al., 1988) and thermal convections (Busse, 1978; Bodenschatz et al., 2000) . The geometry contains infinite dimension(s) in space, which enables us to decrease the dimension to be considered. In the real system in nature as well as industrial applications, one has to deal with flow transition processes in closed geometries. In particular, when each dimension in space is of same order, three dimensional system has to be considered in order to comprehend the transition processes from laminar to turbulent regimes.
An example of such closed geometries is so-called 'liquid bridge'; an amount of liquid is sustained between the rigid obstacles by the surface tension of the liquid itself. This geometry inevitably involves the free surface. If there exists non-uniform distribution of surface tension over the free surface, a convective motion is induced in the liquid bridge due to the surface force, which does not apparently appear on the Navier-Stokes equation.
Half-zone (HZ) model ( Fig. 1) is one of the most popular liquid-bridge geometries. A designated amount of liquid is bridged between the coaxial cylindrical face-to-face rods. One can realize a thermocapillary-driven convection within the liquid bridge by adding a designated temperature difference ∆T * [K] between the rods if the fluid has non-zero coefficient of surface tension against the temperature: the fluid over the free surface is driven due to the non-uniform surfacetemperature distribution, which results in the convective flow within the bridge due to the viscous effect. In case of negative Ogasawara , Motegi , Hori and Ueno, Mechanical Engineering Letters, Vol.5 (2019) [DOI: 10.1299/mel. temperature dependence of surface tension, the fluid over the free surface is driven from the hotter rod to the colder one. The induced convection is axisymmetric-toroidal time-independent ('steady') flow if ∆T * is enough small. When ∆T * exceeds a threshold, this two-dimensional axisymmetric flow becomes unstable against three-dimensional disturbances.
In the previous researches, such primary instability from the basic flow state has been focused. It has been reported that the instability depends on the Prandtl number Pr = ν/κ of the test liquid, where ν and κ are the kinematic viscosity and the thermal diffusivity, respectively. In the case of the liquid bridge of low-Pr fluids, the induced convection becomes three-dimensional steady flow by the primary instability (Wanschura et al., 1995; Leypoldt et al., 2000; Levenstam et al., 2001) , and then becomes three-dimensional time-dependent 'oscillatory' flow by further increasing ∆T * as the secondary instability (Levenstam and Amberg, 1995; Imaishi et al., 2001; Li et al., 2008; Motegi et al., 2017a) . Those transitions are caused by hydrodynamic instabilities. In the case of the liquid bridge of high Pr, on the other hand, the flow exhibits a transition directly from the two-dimensional steady to the three-dimensional oscillatory states by the primary instability (Wanschura et al., 1995; Leypoldt et al., 2000; Levenstam et al., 2001; Fujimura, 2013) . Such transition of the flow regimes is driven by so-called 'hydrothermal wave' instability (Smith and Davis, 1983; Xu and Davis, 1985) . It was indicated that the threshold between the low and high Prandtl number lies on Pr = 0.057 in HZ geometries (Fujimura, 2013) . While the onset conditions and the mechanism of the secondary instability have not been indicated for the high-Pr liquid bridge except an investigation (Motegi et al., 2017b) to the best of the authors' knowledge, previous researchers had indicated transition scenarios toward the chaotic/turbulent flows far beyond the threshold of the primary instability in terms of ∆T * . Quasi-periodic, period-doubling, and chaotic flows had been realized by ground- (Velten et al., 1991; Frank and Schwabe, 1997; Ueno et al., 2003) and microgravity-experiments (Matsugase et al., 2015) with several kinds of liquids of Pr ≥ 7. A series of numerical simulations was conducted with the HZ liquid bridge of Pr = 4 by focusing on the flow states beyond the threshold for the primary instability up to chaotic flow state (Shevtsova et al., 2003) .
In the present research, we pay our special attention to the secondary instability in the HZ liquid bridge of Pr = 4, which is much higher than the threshold (Pr = 0.057), via direct numerical simulation. We employ the proper orthogonal decomposition (POD), as applied for the low-Pr liquid bridge (Li et al., 2007) , in order to characterize the flow structures before/after the secondary instability quantitatively. The secondary critical condition is then evaluated based on the energy level of new components after the onset of the secondary instability.
Methods
A schematic diagram of the HZ model is illustrated in Fig. 1 . A straight liquid bridge with height H is formed between two cylindrical flat disks with radius R under zero gravity. The shape of the liquid bridge is described with two parameters; the aspect ratio Γ = H/R, and the volume ratio V/V 0 = V/(πR 2 H), where V is the volume of the liquid bridge itself. We fix the aspect ratio of the liquid bridge Γ mainly at 0.7 in the present research. We consider the straight liquid bridge, so that the volume ratio is fixed at unity. No static nor dynamic deformations of the liquid bridge are considered. The top and bottom disks are maintained at constant temperatures T * [K] = T * h and T * c , respectively, in order to impose the designated temperature difference ∆T
c between the end surfaces of the liquid bridge. Intensity of the thermocapillary-driven convection is varied via ∆T * .
Governing equations are incompressible Navier-Stokes, continuity, and energy equations on cylindrical coordinate (r * , θ, z * ), where astarisk * in superscript denotes dimensional vaiables except θ. Non-dimensional governing equations are described in the following; ∂u/∂t In the present study, the test fluid of Pr = 4 is considered; this value of Pr is high enough comparing to the threshold between low and high Pr, Pr = 0.057 for the liquid bridge of Γ = 1 (Fujimura, 2013) . Note that there exist investigations on the primary instability (Wanschura et al., 1995; Levenstam et al., 2001) , and on the chaotic flow field (Shevtsova et al., 2003) with this value of Pr. Temperature dependence of the physical properties except the surface tension is ignored. It is assumued that the surface tension is linearly varied against temperature as σ(T ) = σ(T c ) + σ T (T − T c ) with a constant σ T < 0. Non-slip and constant temperature conditions for the both-end surfaces of the liquid bridge (at z = 0, 1) are applied. On the free surface (at r = 1/Γ), tangential stress balance and adiabatic conditions are adopted. The stress balance is described as follows (Kuhlmann, 1999) ; S · e r + (I 3 − e r e r ) · ∇T = 0, e r · ∇T = 0, where S = ∇u + (∇u)
T is the stress tensor, e r the unit vector in a radial direction, and I 3 the identity matrix. This boundary condition expresses that the thermocapillary forces are balanced by viscous tangential stresses. Non-uniform staggered grids are adopted to increase the resolution near the boundary. The simulations are conducted with the grid number (n r , n θ , n z ) = (50, 50, 60) unless otherwise stated. Validation of the grid-number dependence for the critical Reynolds number for the secondary instability is conducted with finer grids of (n r , n θ , n z ) = (100, 50, 120). We validate our code by making comparisons with the previous researches on the onset condition for the primary instability induced by the hydrothermal wave (HTW, hereafter) instability for high-Pr fluids. Critical Reynolds number for primary instability, Re c
(1) , under (Pr, Γ) = (4, 1.0) is evaluated in the present study as Re c (1) = 1006 by employing the method, in which the growth rate of the azimuthal velocity (Imaishi et al., 2001) . Our results show a good agreement with those in the previous researches obtained by the direct numerical simulation (DNS) Re c (1) | DNS = 1022 (Levenstam et al., 2001) as well as by the linear stability analysis (LSA) Re c (1) | LSA = 1047 (Wanschura et al., 1995) and 1002 (Levenstam et al., 2001 ) within a difference of about 4% at most. The grid-size dependence to detect the threshold of the secondary instability will be described in § 3. Results & Discussion.
We apply POD, which is the process of extracting essential components from large scale data, in order to detect the secondary instability. Since a long-duration observation of the phenomena is required to detect the instability, the timeseries of the scalar temperature field are analysed in the present study. A temperature deviationT against a timeaveraged temperature T is calculated as T (x, t) = T (x) +T (x, t), where x is the spatial position. We adopt a method by the previous study (Li et al., 2007) to decomposeT into eigenfunctions. Through the decomposition, we obtain the eigenvalue λ, the eigenvector a, and the eigenfunction ϕ. The eigenfunctions are sorted in order by their magnitude referring the eigenvalues. The order of the eigenfunctions is labeled with k. Since the pair of eigenfunctions differs π/2 in phase (Tadmor et al., 2008) , the decomposed temperature deviation at k levelT k against T is calculated in the following equation;T k (x, t) = a 2k (t)ϕ 2k (x) + a 2k−1 (t)ϕ 2k−1 (x). Also, by adding the pair eigenvalues, the energy of each eigenfunction is evaluated as E k = λ 2k + λ 2k−1 . In addition, the total energy is evaluated by summing all eigenvalues:
where N indicates the number of data used in POD. In the present study we keep N at 1000. The dimensionless period in time used in POD is of 10000; a time step for the calculation is kept constant at ∆t = 10.
Results & Discussion
Three-dimensional oscillatory convection of the hydrothermal wave after the primary instability is discussed first. Figure 2 shows the temporal variation of the surface temperature at a point on z = 1/2 under Re = 3000. The instance t = 0 corresponds to the start time of the calculation under this designated Re. Frames (a) and (b) show the variation until Fig. 3 Time series of temperature deviationT under Re = 3000 in prior to secondary instability in (a) absolute coordinate and (b) rotating frame of reference against fundamental frequency of HTW. Red and sky-blue surfaces correspond to the isosurfaces ofT = ±0.06, respectively. t = 1.6 × 10 5 , and its zoomed view in a range of 1.5 × 10 5 ≤ t ≤ 1.6 × 10 5 , respectively. The thermal field develops until t ∼ 1 × 10 4 and then periodically oscillates. In the fully developed state, one can see periodic waves as shown in frame (b) that lasts until 1.6 × 10 5 . Frame (c) indicates the Fourier spectrum of the time series of the surface temperature shown in frames (a) and (b). The temperature deviation oscillates periodically with the fundamental frequency f 0 and its higher harmonics. The time series ofT under Re = 3000 in the absolute coordinate is illustrated in Fig. 3 (a) . The period τ = 1/ f 0 is used for indicating the phase. Red and sky-blue surfaces correspond to the isosurfaces ofT = ±0.06, respectively. Under this condition, the flow after the primary instability exhibits a rotating flow with m 0 = 3 as indicated in the previous works (Mukin and Kuhlmann, 2013; Muldoon and Kuhlmann, 2013; Romanò and Kuhlmann, 2018) .That is, there exist three sets of pairs of positive and negative temperature deviations in three-fold rotational symmetry. The number of the sets corresponds to the fundamental modal number m 0 , thus m 0 = 3 in this case. The oscillatory flows especially beyond the threshold for the primary instability are composed with multiple azimuthal modal structures as indicated by the previous research (Leypoldt et al., 2000) . Note that the fundamental azimuthal modal number m 0 is generally described as m in the previous researches. The temperature deviation rotates without any variation of its structure as a rigid body at a constant azimuthal velocity (Muldoon and Kuhlmann, 2013; Kuhlmann et al., 2014) . Figure 3 (b) shows the time series as in frame (a) but in the rotating frame of reference against the fundamental period of the convection with 1/ f 0 . The flow field in the rotating frame of reference is obtained by converting the coodinate system from (r, θ, z, t) to (r, θ − Ω 0 t, z, t), where Ω 0 is the phase velocity defined as Ω 0 = 2π f 0 /m 0 . The structures and positions of the temperature deviations never change against time in the rotating frame of reference. It is thus confirmed that the thermal field after the primary instability is spatially and temporally periodic. Figure 4 (a) indicates the time series of the surface temperature at z = 1/2 under Re = 3250. Frame (b) shows a zoomed view of the time series in (a). The Reynolds number is varied from the fully developed state under Re = 3000. We again define this instance as t = 0, which is different from the instance drawn in Fig. 2 . The thermal field develops until t ∼ 1 × 10 4 , as seen in the convection under Re = 3000, and it keeps a periodic behavior until t ∼ 1 × 10 5 . The convection then exhibits a transition to a quasi-periodic state under the same Re. Fourier spectrum of the surface temperature after the transition clearly indicates that the convection becomes quasi-periodic (frame (c)). Figure 5 illustrates the time series ofT under Re = (a) 3250 and (b) 3500 in the rotating frame of reference against the flow with f 0 for each condition. Red and sky-blue surfaces correspond to the isosurfaces ofT = ±0.06. The convections under these Re's exhibit apparently rotating behaviors with a fundamental azimuthal wave number m 0 = 3 as observed under Re = 3000. It must be emphasized, however, that the size and shape of the iso-surfaces become time-dependent as clearly seen in the regions 'A' and 'B' in Fig. 5 (b) , which is totally different from Fig. 3 (b) . Such variations indicate that the flow fields under Re = 3250 and 3500 do not realize a rigid-body-like motion in the frame of reference anymore. That is, the flow exhibits another transition from steady to time-dependent states in the rotating frame of reference. It is also indicated that a threshold between periodic and quasi-periodic states for the secondary instability Re c (2) lies in 3000 < Re ≤ 3250. Variation ofT distribution illustrates transition by the secondary instability qualitatively. We then apply POD to the flow field in order to describe the secondary-transition processes quantitatively. In the present study, we extract a minimum number of components k min , with which the sum of their energies exceeds 99 % of the total energy of the flow field under Re concerned; Figure 6 illustrates the dependence of (Σ k i=1 E i )/E 0 on k under each Re. k min is evaluated to be 3 under Re = 3000, before the onset of the secondary instability. That means, the sum of only three components covers almost all of energy, and other components of k ≥ 4 play negligible roles before the onset of the secondary instability. In the flow fields beyond the secondary instability (Re = 3250 and 3500), on the other hand, the energy of the most dominant component E k=1 decreases, and the rest of the energy is destributed to more components than those before the secondary instability. One obtains k min = 9 for the flow field under Re = 3250, and k min = 15 under Re = 3500.
We then focus on the morphological characteristics of the thermal fields. Figure 7 illustrates the series of snapshots of the kth temperature deviationT k extracted by POD (a) before (under Re = 3000) and (b) after (Re = 3500) the secondary instability. The power spectral density (PSD) of spatial distribution of the kth componentT (k) at (r, z) = (1/Γ, 1/2) is indicated in Fig. 8 . The modal number for the kth componentT (k) is denoted as m (k) , and that with the highest PSD is denoted as m
0 . Frames (a) and (b) in Fig. 7 correspond to those in Fig. 8 . In the spatial distribution ofT k , we focus on the components up to k = 3 for Re = 3000, and up to k = 6 for Re = 3500 by following the results shown in Fig. 6 . The yellow and blue indicate the isosurfaces ofT k /T max k = ±0.3, respectively, whereT max k is the largest absolute value ofT k in the liquid bridge at the instance concerned,T max k = max{|T k (x)|}. In the case of (a) Re = 3000, or, before the onset of the secondary instability, the flow field is decomposed to the primary component (k = 1) apparently with modal structure m , where n is positive integer (see Fig. 7 ). The fundamental modal structure of the primary component, that is, the component with the largest energy m (k=1) 0 is of 3, which is the same as that under Re = 3000. The component with the second largest energy, on the other hand, has a structure mainly with m (k=2) 0 = 2, instead of the harmonic structure 2m (k=1) 0 = 6 as seen in the flow field before the onset of the secondary instability (Fig. 7) . One also finds the structures with m Such features are described quantitatively via PSD (Fig. 8 (b) ). The highest PSD for k = 1 is seen on m = 3 as well as the case for Re = 3000 < Re c (2) . In the components with the 2nd highest PSD, however, the fundamental modal structure becomes m is a significant sign of the secondary instability.
After the onset of secondary instability, we also find that new components with different fundamental modal struc- = Ω 0 . Although we have various components with different angular velocities from that for the primary component, the rotating direction of each component of k ≥ 2 is the same as the primary component because of (Ω (k) 0 −Ω 0 )/Ω 0 > −1. From above, we indicate two features: (i) that the quasi-periodic flow after the onset of the secondary instability is realized due to the newly emerged components with different fundamental modal structures rotating with different angular velocities, and (ii) that the secondary instability does not affect the net rotating direction of the original time-dependent flow after the primary instability.
We finally focus on the onset condition of the secondary instability in terms of Re c (2) . Figures 9 (a) and (b) indicate the developments of the energy of the kth components whose fundamental modal structure m (k) 0 = 2 and 4, which emerge after the onset of secondary instability as aforementioned. Frames (a) and (b) illustrate the variations of the energy itself E k and the energy ratio E k /E 0 , respectively. One finds monotonical increases in both E k for m (k) 0 = 2 and 4 against Re. Note that we cannot detect any components with m (k) 0 = 2 and 4 under Re < 3200. We define the secondary critical Reynolds number Re c (2) ∼ 3198 by extraporating for the energy ratio to become zero within a range of E k /E 0 < 0.03. We emphasize that the critical value for the secondary instability is detected by monitoring the energy of newly-emerged components whose ratio against the total energy is about 3 %. This means that we succeed in detecting of the threshold for the secondary instability with a high accuracy. We have also evaluated this critical value with finer grids, as aforementioned in §2, as Re c (2 Ogasawara , Motegi , Hori and Ueno, Mechanical Engineering Letters, Vol.5 (2019) [DOI: 10.1299/mel.19-00014] We obtain the critical Reynolds number for the secondary instability against different aspect ratios with the same manner as aforementioned. Figure 10 (Motegi et al., 2017b) .
is emphasized that this agreement means the threshold for the secondary instability evaluated through decomposed flow structures via nonlinear simulation corresponds to that predicted through Floquet modes via linear stability analysis. In the Floquet theory, the combination of three successive modal structures is considered as a disturbance. As indicated in Figs. 7 and 8 (b) , the present DNS indicates that the flow field after the secondary instability consists of the primary component with fundamental modal structure of m = 4. Thus, we confirm that the secondary instability in the half-zone liquid bridge of high-Pr fluids arises accompanying with the Floquet modes. Since the nonlinear thermal field cannot be described via linear stability analysis, it is indispensable to deal the thermal fields beyond the threshold of the secondary instability by DNS as employed in the present study. Further research would be needed under the conditions for unique bifurcations such as Γ < 0.6, and Γ ∼ 0.620 for codimension two points.
Concluding remarks
The secondary instability for thermocapillary-driven convection in the high-Pr liquid bridge (Pr = 4) of half-zone geometry is investigated via direct numerical simulation and proper orthogonal decomposition (POD). After the onset of the primary instability, the convection exhibits a three-dimensional time-dependent 'oscillatory' state with a azimuthal modal structure, that is, spatio-temporally periodic state. In the liquid bridge of 0.7 in aspect ratio, one finds the oscillatory flow with the azimuthal modal number m = 3 after the primary instability. By applying POD to the temperature deviation from the basic state, we indicate that the flow field consists of the primary component with a fundamental modal structure of m = m (k=1) 0 = 3, and the components with fundamental modal structures of higher harmonics of the primary components. Those components almost dominate the whole flow field. Further increasing the intensity of the thermocapillary effect, we indicate that the convection exhibits another transition to spatio-temporally quasi-periodic states. Additional components emerge in the flow after the onset of secondary instability; those components consist of the the fundamental azimuthal modal structure such as m (k) 0 = 2 and 4, which are different from higher harmonics of the primary flow field. We find that the azimuthally rotating direction of the induced flow never changes even after the secondary instability by evaluating the phase velocity of each component extracted by POD. It is also indicated that the quasi-periodic convection is constructed as a result of the different phase velocity of each component from the primary flow structure. We determine the onset condition or critical Reynolds number for the secondary instability Re c (2) by monitoring the development of the energy of the newley arisen components with azimuthal modal structure of non-higher harmonics of the primary component. It is found that the threshold for the secondary instability evaluated through decomposed flow structures via nonlinear simulation corresponds to that predicted through Floquet modes via linear stability analysis.
