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We present exact numerical calculations of supercurrent density, inductance, and impurity-induced
flux noise of cylindrical superconducting wires in the nonlocal Pippard regime, which occurs when
the Pippard coherence length is larger than the London penetration depth. In this regime the super-
current density displays a peak away from the surface, and changes sign inside the superconductor,
signalling a breakdown of the usual approximation of local London electrodynamics with a renor-
malized penetration depth. Our calculations show that the internal inductance and the bulk flux
noise power is enhanced in nonlocal superconductors. In contrast, the kinetic inductance is reduced
and the surface flux noise remains the same. As a result, impurity spins in the bulk may dominate
the flux noise in superconducting qubits in the Pippard regime, such as the ones using aluminum
superconductors with large electron mean free path.
I. INTRODUCTION
In the past few years there has been astounding
progress on the design of superconducting circuits for
large scale quantum computing [1]. Specific purpose cir-
cuits for quantum annealing containing over two thou-
sand qubits have been developed and are currently being
benchmarked against classical algorithms [2]. Universal
circuits containing nine qubits with over one thousand
quantum logic gates were successfully demonstrated [3].
While designing these circuits require careful control of
circuit parameters such as self and mutual inductances,
Josephson critical currents, capacitances, etc, most of the
design has so far been done without numerical prediction
of circuit parameters. This has happened because the
tools for numerical modeling of superconducting circuits
are much more scarce [4], in contrast to the tools available
to the semiconductor industry.
A key difference between superconductors and normal
conductors is that in the former electrical current is car-
ried by a condensate of Cooper pairs, a quantum superpo-
sition of many paired electrons and phonon modes that
manifest macroscopic quantum behavior. As a conse-
quence, the current-carrying entities (the charge of each
Cooper pair) can not be localized within less than a
length scale ξ, the uncertainty in the distance between
the two electrons forming the Cooper pair, which is also
known as Pippard coherence length. The impact of ξ > 0
is that it makes the response of a superconductor to elec-
tromagnetic fields inherently nonlocal, in the sense that
a field applied at a certain point r will affect the current
density within a radius ξ of r. If we describe magnetic
fields using a vector potentialA(r, t) in the London gauge
(defined by ∇ · A = 0 with A · nˆ = 0, where nˆ is the
unit vector perpendicular to the surface of the supercon-
ductor), we get the following Pippard relation between
current density and vector potential [5],
J(r, t) = − 3
4piξ0µ0λ2L
∫
SC
R[R ·A(r′, t)]
R4
e−
R
ξ d3r′, (1)
where the integral is taken over the superconductor (SC),
with R = r − r′, and λL the bare London penetration
depth. Here ξ0 is the Pippard coherence length for pure
materials; ξ is impacted by the presence of impurities
according to 1ξ =
1
ξ0
+ 1l , where l is the mean free path
for electrons in the normal state (l < ∞ due to effects
such as electron-impurity scattering).
A few remarks about the Pippard relation Eq. (1) are
in order: (1) It provides a good approximation to the
more sophisticated methods using quantum field theory.
For example, a formulation based on averaging out the
Gor’kov equations over atomic length scales leads to a
relation similar to Pippard’s, except for the presence of
an additional sum over Matsubara frequencies and an in-
tegral over electron velocities (See Eq. (2.22) in [6]). (2)
It describes AC fields provided that their frequency is
lower than the superconducting gap, and is not resonant
with impurity sub-gap states. This approximation cor-
responds to the dissipationless response in the so called
“two-fluid approximation” [7] (note that if we take the
time derivative of Eq. (1) and substitute E = −∂tA we
get the Pippard generalization of the first London rela-
tion). (3) The integral over r′ in Eq. (1) has a sharp
cut off at the surface of the superconductor. This pre-
scription is equivalent to assuming diffusive scattering of
electrons at the surface, i.e. the surface is assumed to be
rough so that electrons coming from the surface have no
memory of any previous exposure to the vector potential.
When A(r, t) is approximately constant over the range
ξ, the integrand can be approximated by a delta function
and the Pippard relation reduces to the second London
relation,
J(r, t) = − 1
µ0λ2
A(r, t), (2)
with λ = λL
√
ξ0/ξ the London penetration depth for im-
pure superconductors. Since λ is inversely proportional
to the square root of the Cooper pair density, this im-
portant relation can be interpreted as a reduction of the
effective Cooper pair density due to the lower coherence
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2length ξ. Equation (2) is “local” in the sense that the
current density at any given point r within the super-
conductor responds only to the vector potential at that
same point r.
All modeling of superconducting devices to date has
been done using the local London relation Eq. (2) [4, 8–
10]. This can only be justified when ξ is smaller than the
characteristic length scale of A(r, t), which is set either
by the smallest linear length scale of the wire, or by λ,
whichever is smaller.
Table I shows the zero-temperature bare penetration
depth λL and Pippard coherence length ξ0 for some com-
mon superconducting materials.
TABLE I. Zero-temperature “bare” London penetration
depth λL and intrinsic Pippard coherence length ξ0 for pure
superconductors [11].
Superconductor λL (nm) ξ0 (nm)
Al 16 1600
In 19 490
Nb 39 38
Pb 37 83
Sn 35 250
We see from Table I that the Pippard coherence length
is much larger than the penetration depth for most com-
mon superconductors. In the regime of large wire ge-
ometry with ξ  λ this effect can be taken into ac-
count through a simple renormalization of the penetra-
tion depth, implying that local electrodynamics is still
valid with a simple substitution of λR for λ in Eq. (2)
(See e.g. Section 3.11 of [7]):
λR ≈ (λ2ξ) 13 . (3)
Here we perform exact numerical calculations of cur-
rent density and vector potential for superconducting
wires in the nonlocal regime. We show that local electro-
dynamics generally breaks down, impacting circuit pa-
rameters such as inductance and flux noise.
The article is organized as follows. Section II describes
analytical solutions for the current density and vector po-
tential inside a cylindrical wire using local electrodynam-
ics. Section III presents our numerical method for exact
solution of the self-consistent relations arising in nonlo-
cal electrodynamics; Section IV describes our explicit nu-
merical results, their comparison to the local case, and to
simple approximations based on λR. Section V applies
these results to calculations of internal and kinetic in-
ductance, and Section VI to calculation of flux noise due
to impurities at the surface and the bulk of the wires.
Finally, Section VII presents our conclusions.
zˆ
⇢ˆ
R
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FIG. 1. Infinite wire with cylindrical geometry. The current
is assumed to flow along +zˆ.
II. LOCAL ELECTRODYNAMICS: EXACT
ANALYTICAL SOLUTION
A well known challenge in the computation of super-
conducting current density and the Meissner effect is the
presence of singularities at the wire’s edge. Even for the
simpler local case, these singularities require the use of
uncontrolled approximations, such as the ones made for
thin films and strip lines [8–14]. Here we avoid edge
singularities by focusing on a much simpler wire geom-
etry, the infinitely long, straight, and cylindrical super-
conducting wire shown in Fig. 1. As we show here, the
choice of an edgeless geometry greatly simplifies the cal-
culations and makes the nonlocal case exactly solvable,
without the use of approximations that are hard to jus-
tify. The cylindrical wire is not just an idealization: It
provides a realistic model for the coaxial cable with re-
turn current flowing on an external cylinder concentric
with the wire (the return current produces zero magnetic
field inside the wire, and does not affect its SC current
density).
Combining the Maxwell equation(
∇2 − 1
c2
∂2t
)
A = −µ0J (4)
with Eq. (2) we get the usual equations describing local
electrodynamics,(
∇2 − 1
c2
∂2t
)(
A
J
)
=
1
λ2
(
A
J
)
. (5)
Assuming an AC current density parallel to the z-axis,
we get J(r, t) = J(ρ)e−iωtzˆ, because J can not depend
on the polar angle θ due to the cylindrical symmetry. In
the London gauge the vector potential assumes a similar
form, A(r, t) = A(ρ)e−iωtzˆ. Plugging this into Eq. (5)
and noting that λ c/ω in all cases of interest (ω/2pi <
100 GHz) leads to the following exact solutions in terms
of the modified Bessel functions of the first kind In(x):
Alocal(ρ) = −λµ0I
2piR
I0(ρ/λ)
I1(R/λ)
, 0 ≤ ρ ≤ R, (6)
and
Jlocal(ρ) =
I
2piRλ
I0(ρ/λ)
I1(R/λ)
, 0 ≤ ρ ≤ R. (7)
3Here R is the radius of the wire, and the expressions are
normalized by the total current I. The internal magnetic
field Blocal = Blocal(ρ)e
−iωtθˆ is found by taking the curl
of vector potential, or just using Ampe`re’s law,
Blocal(ρ) =
µ0I
2piR
I1(ρ/λ)
I1(R/λ)
, 0 ≤ ρ ≤ R. (8)
These equations will be the baseline for comparison with
the nonlocal current densities and vector potentials cal-
culated in the next section.
III. EXACT NUMERICAL METHOD TO
TREAT NONLOCAL ELECTRODYNAMICS
In the case where the spatial variation of the field is
smaller than the effective size of the Cooper pairs (defined
by the parameter ξ), nonlocal effects must be taken into
account. Since all the fields are independent of z (the
wire extends infinitely in the zˆ direction), we can use an
effective two-dimensional Pippard relation,
J(ρ) = − 1
2piξµ0λ2
∫
A(ρ′)
exp(− |r⊥−r′⊥|ξ )
| r⊥ − r′⊥ |
d2r′,
= − 1
µ0λ2
∫ R
0
dρ′ρ′KP (ρ, ρ′)A(ρ′). (9)
The relation is conveniently written as an integral over
the Pippard Kernel defined by
KP (ρ, ρ
′) =
1
2piξ
∫ 2pi
0
exp(− |r⊥−r′⊥|ξ )
| r⊥ − r′⊥ |
dθ′. (10)
Note that KP is independent of θ because |r⊥ − r′⊥| is a
function of (θ− θ′), so the integration over θ′ fully erases
the θ dependence. The Kernel becomes a delta function
when ξ → 0,
KP (ρ, ρ
′) =
ξ→ 0
δ(ρ− ρ′)
ρ′
. (11)
To solve for the vector potential and current density
in the nonlocal scenario, we formulate the problem as a
Poisson equation with Dirichlet boundary conditions,
∇2A(ρ) = −µ0J(ρ) , A(ρ = R) = A0. (12)
Here A0 is the value of the vector potential at the surface
of the wire. This choice of boundary condition turns out
to be quite convenient for numerical calculations. Later
we will show how to convert this solution into the desired
boundary condition of constant B = −∂ρA at the surface
(corresponding to a value of total current I).
An explicit solution to Eq. (12) can be obtained using
the Dirichlet Green’s function for the 2D Laplace opera-
tor; this Green’s function satisfies
∇2G(ρ, θ, ρ′, θ′) = δ(ρ− ρ
′)δ(θ − θ′)
ρ′
, (13a)
G(ρ, θ, ρ′ = R, θ′) = 0. (13b)
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FIG. 2. Comparison between local and nonlocal current den-
sity and vector potential for R = 1000 nm, λ = 70 nm, and
ξ = 200 nm. Note that J and A are normalized by their lo-
cal values so that in the local regime they fall on the same
curve. The impact of nonlocality is evident in two features:
J acquires a peak away from the surface of the wire, and
it changes sign inside the wire. Both A and the magnetic
field Bθ = −∂ρA also change sign inside the wire, due to
self-induced overscreening.
The fact that G is exactly equal to zero at the surface of
the wire leads to the following Green’s identity,
A(ρ) = −µ0
∫ R
0
dρ′ρ′
∫ 2pi
0
dθ′G(ρ, θ, ρ′, θ′)J(ρ′)
+R
∫ 2pi
0
dθ′(∂ρ′G)A(ρ′)
∣∣∣
ρ′=R
, (14)
where the second term in the RHS is a surface term eval-
uated at ρ′ = R.
We now show two results that greatly simplify our
method. First, there is an explicit analytical expression
for the Green’s function satisfying Eq. (13b) (See Exam-
ple 13.3 in [15]):
G(ρ, ρ′, θ − θ′)
=
1
4pi
ln
[
ρ2 + ρ′2 − 2ρρ′ cos(θ − θ′)
ρ2ρ′2/R2 +R2 − 2ρρ′ cos(θ − θ′)
]
. (15)
The second simplifying result is that the surface term in
Eq. (14) can be shown to be exactly equal to A0, the
value of the vector potential at the surface:
R
∫ 2pi
0
dθ′(∂ρ′G)A(ρ′)
∣∣∣
ρ′=R
= A0
∫ 2pi
0
1
2pi
[
1− ρ2
ρ2 + 1− 2ρ cos(θ − θ′)
]
dθ′
= A0. (16)
The last identity can be checked with Mathematica. Al-
together the equation for A(ρ) becomes,
A(ρ) = A0 − µ0
∫ R
0
dρ′ρ′
∫ 2pi
0
dθ′G(ρ, ρ′, θ′)J(ρ′). (17)
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FIG. 3. (Color online) (a) Vector potential and (b) current density for R = 1000 nm and different values of mean free path
l. We used parameters appropriate for aluminum, λL = 16 nm and ξ0 = 1600 nm, with ξ = ξ0l/(ξ0 + l) and λ = λL
√
ξ0/ξ
changing with l. The plots are normalized by the local surface values Alocal(R) and Jlocal(R) calculated from Eqs. (6) and (7)
with parameter λ = 203 nm fixed for all curves (this is the same λ used in the nonlocal l = 10 nm case). Note that the surface
magnetic field Bθ(R) and the total current I is the same for all curves. A plot of the magnetic field Bθ(ρ) = −∂ρA is shown in
Fig. 10.
We can now replace J(ρ′) with the 2D Pippard relation
defined in Eq. (9):
A(ρ) = A0+
∫ R
0
dρ′ρ′
∫ R
0
dρ′′ρ′′K(ρ, ρ′, ρ′′)A(ρ′′), (18)
where the kernel K(ρ, ρ′, ρ′′) intertwines the Green’s
function with the Pippard relation,
K(ρ, ρ′, ρ′′) =
1
λ2
[∫ 2pi
0
dθ′G(ρ, ρ′, θ′)
]
KP (ρ
′, ρ′′). (19)
Equation (18) is a Fredholm integral equation, solv-
able through a variety of numerical methods. The nu-
merical solutions presented in the following section were
obtained with FIE, the Fredholm integral equation solver
developed by Atkinson et al. [16]. It uses the Nystro¨m
method, which discretizes into a mesh {ρi} so that the
integral part can be converted into a matrix times the
vector {A(ρi)}. Equation (18) then becomes an inhomo-
geneous linear system of equations, with the set of A(ρi)’s
as the unknowns, and inhomogeneity equal to A0. The
system can be solved numerically with matrix inversion,
and each A(ρi) becomes proportional to A0.
Once A(ρ) is obtained, J(ρ) can be calculated by nu-
merical integration of the Pippard relation Eq. (9), and
the total current I becomes a constant times A0. Hence,
A0 is the constant of integration that sets the total cur-
rent I flowing through the wire.
This observation leads to a simple method to obtain
the vector potential and current density with bound-
ary condition set by the magnetic field at the surface,
B0 = µ0I/(2piR). To do this, we set A0 = 1 and
the output of the Fredholm solver yields the function
A′(ρ) = A(ρ)/A(R). We do not know the value of A(R)
a priori, so we compute ∂ρA
′(R) numerically and consider
the renormalized function:
A′′(ρ) =
I1(R/λ)
λI0(R/λ)
A′(ρ)
∂ρA′(R)
=
−B0
Alocal(R)
A(ρ)
∂ρA(R)
=
A(ρ)
Alocal(R)
. (20)
In the last identity we used the fact that B0 = −∂ρA(R)
is the same for the local and nonlocal cases (Ampe`re’s
law). The function A′′(ρ) is our desired result: It is the
nonlocal vector potential in a wire with total current I
in units of a known function, Alocal(R) [Eq. (6)]. The
associated current density is given by
J ′′(ρ) =
J(ρ)
Jlocal(R)
=
∫ R
0
dρ′ρ′KP (ρ, ρ′)A′′(ρ′). (21)
IV. VECTOR POTENTIAL AND CURRENT
DENSITY IN THE NONLOCAL REGIME
We now show exact numerical calculations of vector
potential and current density in the cylindrical wire, us-
ing the method described in Sec. III. Section IV B com-
pares our exact solutions to a much simpler numerical
approximation based on the renormalized penetration
depth of Eq. (3).
A. Exact numerical results
Figure 2 compares local and nonlocal calculations of
A(ρ) and J(ρ) for R = 1000 nm, λ = 70 nm, and
5ξ = 200 nm. Two features of the nonlocal regime are
evident: J acquires a peak away from the surface of the
wire and changes sign inside the wire. As a result, J is
no longer directly proportional to A, signaling the break
down of the London relation Eq. (2). Both A and the
magnetic field Bθ = −∂ρA change sign inside the wire.
This phenomena is called overscreening and is the “smok-
ing gun” for detecting nonlocality [5]. It occurs because
the screening current of the superconductor is rigid on
the scale of ξ, so it ends up producing a magnetization
that is larger than the internal magnetic field, leading
to overscreening of the field. Overscreening has been
demonstrated experimentally in cylindrical SC films sub-
ject to an external magnetic field [17]. In contrast, Fig. 2
shows self-induced overscreening, in that it occurs solely
due to the fields produced by the supercurrent, without
an applied external field.
Figure 3 shows calculations of A and J for R =
1000 nm and different values of the electron mean free
path l. We used parameters for aluminum: λL = 16 nm,
ξ0 = 1600 nm, with ξ = ξ0l/(ξ0 + l) and λ(l) =
λL
√
ξ0/ξ changing with l. It should be noted that
while each curve has a different λ(l), all curves are nor-
malized by the local surface values Alocal(R), Jlocal(R)
with λ fixed at λ(10 nm) = 203 nm. To do this, one
must choose the normalization factor in Eq. (20) to be
I1(R/λ(10 nm))/[λ(10 nm)I0(R/λ(10 nm))], and also
multiply Eq. (21) by [λ(10 nm)/λ(l)]2. Doing this en-
sures that all curves are plotted with the same surface
magnetic field B0 and total current I.
When l→ 0, both A and J converge to the local solu-
tion, again plotted with λ(10 nm). The local J is always
peaked at the edge of the wire, decreasing exponentially
towards the interior. In contrast, nonlocal J is peaked off
edge, with non-exponential fall off towards the interior.
Remarkably, the off-edge peak appears even for small val-
ues of ξ ≈ l (l = 10 nm in Fig. 3b), showing that even a
small degree of nonlocality qualitatively impacts current
density. All superconductors have some degree of nonlo-
cality, so that a significant portion of the current flows
away from the surface.
B. Comparison to local approximation with
renormalized penetration depth
As noted in Section I, in the limit of a large super-
conductor the Pippard relation can be approximated by
a London relation with renormalized penetration depth.
Figure 4 shows the vector potential obtained from the
solution of Eq. (2) using λR = 0.85× (λ2ξ)1/3 in place of
λ. Such a choice of λR is seen to yield a good description
of A in the cylindrical geometry for a wide range of λ, ξ.
We take this approximate vector potential and plug into
the Pippard relation Eq. (9) to obtain an approximate
current density. Figure 5 compares this approximate J
to the exact solution.
The local approximation with λR does not describe
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FIG. 4. Compares the vector potential calculated using the
local approximation with λR = 0.85(λ
2ξ)1/3 to the exact so-
lution of the Fredholm integral equation, for λ = 70 nm and
ξ = 500 nm.
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FIG. 5. Approximate current density obtained by numerical
evaluation of the Pippard relation Eq. (1) using the approxi-
mate A(ρ) of Fig. 4.
overscreening, and overestimates the value of the total
current, in spite of having the same magnetic field of
the exact solution at ρ = R. This occurs because the ap-
proximate solution does not satisfy the Maxwell equation
together with the Pippard relation. Apart from these
shortcomings it provides a reasonable description of non-
local electrodynamics for large ξ, especially near the edge
of the superconducting wire.
V. INDUCTANCE IN THE NONLOCAL
REGIME
We now apply our theory to nonlocal calculations of
kinetic and internal (magnetic) inductance. These are
important device quantities in that their sum determines
the response time or “inertia” of the circuit, with kinetic
inductance playing a key role in devices for single photon
detection [18]. Kinetic inductance depends crucially on
6the wire’s current distribution [11],
Lk =
µ0λ
2
I2
∫
SC
J2(r)d3r. (22)
In contrast, internal inductance depends on the magnetic
field inside the wire,
Lint =
1
µ0I2
∫
SC
B2(r)d3r. (23)
In the local case the inductances can be calculated by
plugging Eq. (7) for the current density and Eq. (8) for
the magnetic field. After performing the integrals the
local inductances for a wire of length l become
Llocalk =
µ0l
2piR2I21 (R/λ)
∫ R
0
dρρI20 (ρ/λ), (24a)
Llocalint =
µ0l
2piR2I21 (R/λ)
∫ R
0
dρρI21 (ρ/λ). (24b)
Figures 6 and 7 compare these local results to explicit
numerical calculations of the inductances in the nonlocal
regime, with the same λ and ξ used in Fig. 3. From
these plots it is clear that kinetic inductance decreases
with increasing mean free path l; in contrast, internal
inductance is non-monotonic with increasing l.
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FIG. 6. Kinetic inductance per unit length as a function of
wire radius, for the local case (dashed), and nonlocal cases
with varying l. The parameters λ, ξ are the same used in
Fig. 3.
In the local regime kinetic inductance is always larger
than internal inductance. However as the wire radius in-
creases the inductances become approximately equal to
each other. This result is similar to calculations per-
formed on superconducting thin films [11]. In contrast,
the nonlocal regime shows the opposite behaviour: Inter-
nal inductance is always larger than kinetic inductance,
and this disparity increases as l or ξ increases. The ratio
of inductances is plotted in Fig. 8.
Finally, Fig. 9 shows the sum of kinetic and internal
inductances; as l increases from zero the total nonlocal
inductance becomes larger than the local one; increasing l
further makes nonlocal inductance smaller than the local
one.
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FIG. 7. Internal inductance per unit length as a function of
wire radius, for the local case (dashed), and nonlocal cases
with varying l. The parameters λ, ξ are the same used in
Fig. 3.
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FIG. 8. Ratio of kinetic and internal inductances as a func-
tion of wire radius, for the local case (dashed), and nonlo-
cal cases with varying l. The parameters λ, ξ are the same
used in Fig. 3. In the local regime kinetic inductance is al-
ways larger than internal inductance; in contrast, the nonlocal
regime shows the opposite behaviour.
VI. FLUX NOISE IN THE NONLOCAL REGIME
The performance of Superconducting Quantum Inter-
ference Devices (SQUIDs) and other superconducting cir-
cuits is limited by the presence of intrinsic flux noise,
whose origin is believed to be due to the time dependent
fluctuation of spin impurities located within the surfaces
and interfaces forming the device [19–25]. Consider a set
of localized impurities labeled by i = 1, 2, . . . , N . Each
impurity is located at position Ri, and its magnetic mo-
ment is described by the dimensionless spin operator si.
The flux sensed by a circuit due to the presence of impu-
rities can be written as [14]
Φ = −
∑
i
Fi · si, (25)
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FIG. 9. Total inductance as the sum of kinetic and inter-
nal inductances, as a function of wire radius, for the local
(dashed) and nonlocal cases with varying l. The parameters
λ, ξ are the same used in Fig. 3.
with a flux vector Fi pointing along the magnetic field
produced by the device’s current density,
Fi =
gµB
I
B(Ri). (26)
Here gµB is the magnetic moment of the electronic im-
purity, with µB the Bohr magneton.
For a cylindrical wire we have Fi = Fθ(ρi)θˆ, i.e. the
flux vector only depends on the spin’s radial position ρi.
Figure 10 shows Fθ as a function of ρi for the same pa-
rameters used in Fig. 3. Note that Fθ is always peaked at
the surface, so the device is mostly sensitive to impurities
located at the surfaces and interfaces. However, as the
nonlocal case sets in the device becomes more sensitive
to impurities in the bulk.
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FIG. 10. Flux vector as a function of impurity spin radial
location ρ inside the wire, for the same parameters used in
Fig. 3. The flux vector determines the flux coupled to the
wire according to Φ = −Fi · si, where si is the impurity spin
operator.
We now turn to calculations of the total flux noise
power (integrated over all frequencies) produced by the
impurity spins, 〈(δΦ)2〉 = 〈Φ2〉 − 〈Φ〉2. At large tem-
peratures (larger than any ordering temperature for the
spins) the flux noise power due to spins at the surface of
the wire is given by [14]
〈(δΦ)2〉 = S(S + 1)
3
σ2
∫
surface
d2r |F (r)|2 ,
=
S(S + 1)(gµBµ0)
2
6pi
σ2l
R
. (27)
Here S is the spin quantum number of the impurity
species, and σ2 is the impurity areal density. In the sec-
ond line we used Ampe`re’s law to compute the magnetic
field at the surface of the wire. This exact result shows
that the surface flux noise is the same for the local and
nonlocal regimes. Note how Eq. (27) scales proportional
to σ2l/R, a result that is quite similar to the σ2l/W scal-
ing obtained in approximate calculations of flux noise in
the local regime in thin film wires [14, 26] (W is the lat-
eral width of the thin film).
The flux noise power in the bulk is given by
〈(δΦ)2〉 = S(S + 1)
3
σ3(gµB)
2
∫
SC
d3r |F (r)|2
=
S(S + 1)
3
σ3(gµB)
2µ0Lint. (28)
Note how the bulk noise power is directly proportional
to the internal inductance Lint, which is sensitive to non-
local effects.
Figure 11 shows calculations of the flux noise power
due to surface and bulk spins as a function of wire radius,
for λ, ξ as in Fig. 3. We assumed S = 1/2 impurities with
surface density σ2 = 5 × 1012 cm−2 and bulk density
σ3 = 1.3 × 1018 cm−3 (both σ2 and σ3 correspond to
average distance between impurities ∼ 1 µm). Here we
see that the bulk flux noise power increases significantly
as l increases. For the local case the surface noise power
is larger than the bulk one; in contrast for the nonlocal
case the bulk noise power is 30% larger than the surface
one, giving the dominant contribution to flux noise.
VII. CONCLUSIONS
In summary, we presented an exact numerical method
to calculate the space dependence of the vector potential
A and current density J in nonlocal superconductors us-
ing exact integration of the Fredholm integral equations.
We showed numerical results for a cylindrical wire, and
applied them to calculations of inductance and flux noise.
In the presence of nonlocal effects we showed that
both A and J change sign inside the wire, due to self-
induced overscreening. To our knowledge this is the first
time that overscreening without an external magnetic
field is reported. Apart from the overscreening, the vec-
tor potential was shown to be reasonably described by
the local theory with a renormalized penetration depth
λR = 0.85(λ
2ξ)
1
3 . It is interesting to note that this choice
840
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FIG. 11. Calculated flux noise power due to the presence
of spin impurities in the cylindrical wire, for the local and
nonlocal cases with λ, ξ as in Fig. 3. We separate flux noise
into contributions from spins at the surface (spin density σ2 =
5 × 1012 cm−2) and in the bulk (spin density σ3 = 1.3 ×
1018 cm−3).
of λR is specific to the cylindrical surface and is differ-
ent from the result obtained in a flat surface (For a flat
surface, λR = 0.65(λ
2ξ0)
1
3 , see Appendix 3 in [7]).
In the presence of nonlocality the London relation
J = −A/(µ0λ2) ceases to hold, in that J(r) develops
a peak away from the surface of the wire. We also find
that J decreases slower than A towards the centre of the
wire. We compared our exact results to the usual ap-
proximation of evaluating J from the Pippard relation
with the λR approximation of A as an input. Our Fig. 5
showed that this approximation is reliable only in the
region near the surface of the wire.
We showed that nonlocal electrodynamics has a large
impact on device properties such as inductance and flux
noise. While for local superconductors kinetic inductance
is always larger than internal inductance, the oposite
happens for nonlocal superconductors.
We also considered the impact of nonlocality on the
flux noise produced by the time-dependent fluctuation
of impurities with spin. The amount of noise caused by
each impurity scales quadratically with the magnetic field
at the impurity location, see Eqs. (25) and (26). This
observation has led many authors to assume that spins at
the surface are the only ones causing flux noise [14, 21, 22,
24, 26]. The fact that the magnetic field at the surface of
a cylindrical wire only depends on the total current inside
the wire implies that the flux noise due to impurities at
the surface is independent of nonlocality. This is in stark
contrast to the flux noise due to impurities in the bulk.
As ξ increases, more magnetic field penetrates inside the
wire, making the impurities in the bulk more relevant. As
a result, devices made of nonlocal superconductors can
be more sensitive to spin impurities in the bulk rather
than in the surface. It all depends on the relative sizes
of the surface and bulk impurity densities, and of ξ.
In conclusion, we demonstrated that nonlocal electro-
dynamics has large impact on the circuit properties of
superconducting wires. We hope that our results will
contribute to modelling and design of superconducting
devices with Pippard cherence length comparable to wire
length scales, as is often the case for devices made of alu-
minum.
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