Abstract. We introduce a numerical method for the approximation of functions which are analytic on compact intervals, except at the endpoints. This method is based on variable transforms using particular parametrized exponential and double-exponential mappings, in combination with Fourier-like approximation in a truncated domain. We show theoretically that this method is superior to variable transform techniques based on the standard exponential and double-exponential mappings. In particular, it can resolve oscillatory behaviour using near-optimal degrees of freedom, whereas the standard mappings require degrees of freedom that grow superlinearly with the frequency of oscillation. We highlight these results with several numerical experiments. Therein it is observed that near-machine epsilon accuracy is achieved using a number of degrees of freedom that is between four and ten times smaller than those of existing techniques.
1. Introduction. Analytic functions on compact intervals can be accurately approximated using either Fourier (in the case of periodic functions) or Chebyshev expansions. Both approximations can be computed efficiently via the Fast Fourier Transform (FFT) and are known to converge geometrically fast in the number of degrees of freedom [6, 19] . For periodic functions, Fourier expansions are typically preferable over Chebyshev expansions, since they are more efficient by a factor of π/2 at resolving oscillatiory behaviour.
In this paper, we consider the fast and accurate approximation of functions which are analytic on compact intervals, except possibly at the endpoints. Such functions arise in a number of applications in scientific computing, and their accurate approximation via so-called variable transform methods has been the subject of a long line of research (see [12, 15, 16, 17] and references therein). These methods are typically based on the following approach. First, a function f (x) on a compact interval [0, 1] (without loss of generality) is transformed via an invertible mapping ψ : (0, 1) → (−∞, ∞) to a function F (s) = f (ψ −1 (s)) defined over the real line. Subject to mild smoothness assumptions on f , standard choices of ψ, based on exponential or double-exponential transforms, result in functions F (s) which decay exponentially or double-exponentially fast to their limiting values as |s| → ∞. Hence, F can be approximated by domain truncation: a parameter L > 0 is fixed, and then F is approximated on the interval [−L, L] by a standard technique, e.g. Chebyshev expansions. Provided L is chosen sufficiently large, one can expect a good approximation to F , and therefore f . Note that sinc interpolation is also commonly used in place of domain truncation (see Remark 3.1 for a discussion).
In a recent paper by two of the authors, it was shown that the standard exponential mapping ψ E used in practice has poor resolution properties for oscillatory functions [4] . This analysis was based on domain truncation with Chebyshev interpolation in the truncated interval [−L, L]. It was proved that the number of degrees of freedom required to resolve oscillations of frequency ω scales not linearly, but quadratically in ω. This scaling is substantially worse than the case of either Chebyshev or Fourier approximations of analytic functions, both of which are linear with small constants. Aiming to improve this behaviour a new, parametrized mapping ψ SE was introduced in [4] . When combined with Chebyshev approximation in the truncated interval, it was proved that the resulting approximation was able to achieve not only a linear scaling with ω, but also a resolution constant that was close to that of standard Chebyshev expansions for analytic functions.
The purpose of this paper is twofold. First, as noted by Boyd [5] , Chebyshev domain truncation is typically inferior to Fourier domain truncation for approximating analytic functions on infinite intervals. Hence, seeking to improve the technique of [4] even further, we introduce a new approximation strategy for the truncated domain which, similar to the improvement of Fourier over Chebyshev expansions for analytic functions, enhances the resolution power by a factor of π/2 over the Chebyshevbased approximations considered therein. This strategy is based on a Fourier-type expansion, and can be implemented efficiently using FFTs. We show that the resulting numerical methods converge root-exponentially fast in the number of degrees of freedom for both ψ E and ψ SE . However, unlike ψ E , the parametrized exponential mapping ψ SE possesses near-optimal resolution power. As we establish, careful selection of the various parameters allows one to make the resolution constant arbitrarily close to that of Fourier expansions for analytic and periodic functions.
Second, aiming to enhance convergence of these method, we introduce a new parametrized double exponential mapping ψ SDE . Using the same approximation strategy in the truncated domain, we show that this new mapping achieves nearoptimal resolution power, much like that of ψ SE , but with a convergence rate that is nearly exponential. This order of convergence is similar to that obtained from the standard double-exponential mapping ψ DE , but the resolution power is substantially enhanced. In particular, it is linear in the frequency ω with a constant that can be made arbitrarily close to optimal, in comparison to O (ω log ω) which, as we show, is the corresponding resolution power for ψ DE .
A summary of the convergence and resolution power of the numerical methods introduced in this paper is given in Table 1 . We note also that all the methods are fast, and can be implemented in O (n log n) time using FFTs, where n is the number of degrees of freedom. Moreover, the improved resolution properties of the new mappings ψ SE and ψ SDE lead to significant gains in efficiency. In our numerical experiments, we present examples where near-machine epsilon accuracy is achieved with these new mappings using a factor of 4 − 10 fewer degrees of freedom than when using the standard mappings ψ E and ψ DE .
Outline. The outline of the remainder of this paper is as follows. In §2 we introduce variable transform techniques based on domain truncation, the various mappings we consider in this paper and the notion of resolution power. We introduce the new approximation technique in §3 and present a general error analysis. The next four sections, §4-7, are devoted to proving the main results summarized in Table 1 . Finally, in §8 we present numerical experiments.
Throughout this paper, we use the following notation. We write A summary of the main results of the paper. The rows indicate: the parameters L and α (where applicable), the asymptotic approximation error, the number of degrees of freedom required to resolve an oscillation of frequency ω, the asymptotic resolution constant (pointsper-wavelength). Note that c, α0, L0 > 0 are constants which much be selected by the user. The function W is the Lambert-W function (see §6). Our main result is that the new maps ψSE and ψSDE achieve the same asymptotic orders of convergence as the standard maps, yet their resolution power is substantially improved. In particular, the resolution constant r can be made arbitrarily close to 2, which is the optimal value for resolving oscillatory functions. [4] , let f (x) be a function that is analytic on (0, 1) and continuous on [0, 1] and suppose that ψ : (0, 1) → (−∞, ∞) is a bijective mapping. We shall assume that
Preliminaries. As in
and also that
The latter assumption is not strictly necessary. But it is useful to simplify some of the arguments and will in practice be satisfied by all mappings considered in this paper.
Variable transform methods with domain truncation.
Given f (x), we use F (s) to denote the transplant of f (x) to the new s-variable: 
For n ∈ N, let P n,L (y) be the approximation of F L (y). As mentioned, Chebyshev interpolation was used in [4] for this task. In this paper we shall instead use a Fourier-type approximation, which will be introduced in the next section. With this in hand, the final approximation to f (x) over the interval [0, 1] is defined as follows:
.
Here we use the notation
For the parametrized mappings, indexed by a parameter α, we will also write p n,L = p n,L,α to make this dependence explicit. With this in hand, we note that the approximation error
Throughout the paper we will refer to the first term as the interior error and the latter two terms as the endpoint errors.
2.2. The exponential and double-exponential maps. The standard exponential mapping ψ E and its inverse are defined by
Similarly, the standard double-exponential mapping ψ DE and its inverse are given by
We refer to [12, 13, 16, 17] for background on these mappings.
2.3. The parametrized exponential map. As discussed in [4] , the exponential map ψ E may be undesirable in practice, since it requires more analyticity of the function f in the interior than at the endpoints x = 0 and x = 1. In particular, this leads to the poor resolution properties for oscillatory functions mentioned previously. This observation can be understood by looking at the image of the strip (2.9) E (S β ) turns out to be lensshaped and formed by two circular arcs meeting with half-angle β at x = 0 and x = 1.
Introduced in [4] , the parametrized exponential map ψ SE seeks to overcome this issue by enforcing that the strip S α be mapped to a more regularly-shaped region. In particular, ψ −1 SE (S α ) =S α is a so-called two-slit strip region of half-width α:
Such a transformation can be constructed via the Schwarz-Christoffel formula [8] , leading to the following forms for ψ SE and its inverse:
Note that the parameter α > 0 is user-determined, and is chosen in conjunction with L > 0 so as to obtain the best accuracy and resolution power. Later we will show that optimal choices for these parameters -in the sense that they lead to the smallest error bound -are given by
for constants α 0 , L 0 > 0. We refer to §5 for details.
The parametrized double-exponential map.
The new map we introduce in this paper is a parametrized double-exponential map ψ SDE . It is defined via its inverse as follows:
Much as the standard double-exponential map ψ DE = g • ψ E is a composition of the exponential map ψ E with the function g(t) = asinh(t/π), the parametrized doubleexponential map ψ SDE = g • ψ SE is a composition of the parametrized exponential map ψ SE and the function g = g(t; α), defined through its inverse by
Note that ψ SDE involves a parameter, α > 0, which, as with ψ SE , will be chosen to ensure best accuracy and resolution power. Specifically, we make the following choice of parameters:
Here L 0 , c > 0 are constants and W is the Lambert-W function. See §7 for details. Unfortunately ψ SDE (x; α), or more specifically, g(t; α), does not have an explicit form. Whilst this does not impact computation of the approximation p n,L,α , it does affect one's ability to evaluate p n,L,α at an arbitrary point x. However, practical computation can be achieved via a few steps of Newton's method, for example.
Much like for ψ SE , the specific choice for (2.13) is motivated by the desire to preserve a certain amount of "strip-behaviour" near the real line. The practical derivation of (2.13) is also achieved using the Schwarz-Christoffel approach. We refer to Appendix A for the details.
Resolution power.
In this paper, we not only derive error bounds and convergence rates for the various methods, we also investigate their ability to resolve oscillatory behaviour. This is a traditional topic in the study of numerical algorithms [3, 6, 9] , and is usually done by studying the complex exponential f (x) = e 2πiωx . This strategy has the benefit of providing a very clear quantitative measure of a numerical scheme -the number of points-per-wavelength (ppw) required to resolve an oscillatory function -and therefore provides a direct way of comparing different methods.
Let {Ψ n } n∈N be a sequence of numerical approximation with Ψ n having n degrees of freedom. For ω ≥ 0 and 0 < δ < 1 we define the δ-resolution of {Ψ n } n∈N as (2.14)
We say the method {Ψ n } n∈N has linear resolution power if R(ω; δ) = O (ω) as ω → ∞ for any fixed 0 < δ < 1 and sublinear resolution power otherwise. In the case of the former, we define the resolution constant (the points-per-wavelength value) as Note that r need not be independent of δ, but this will be the case for all methods considered in this paper.
For classical Chebyshev interpolation the resolution constant is r = π. Conversely, Fourier interpolation has r = 2, provided the ω in (2.15) are restricted to integer values. Thus, although both schemes have linear resolution power, Fourier interpolation is more efficient by a factor of π/2 for resolving periodic oscillations. Such an improvement is what we shall seek to achieve in this paper when using variable transform methods for approximating functions with singularities. 3. Approximation strategy in the truncated domain. As discussed, the function F (s) converges rapidly to its limiting values as |s| → ∞. For large L, the normalized function F L (y) is therefore flat near the endpoints y = ±1. One option to approximate F L (y) efficiently would be to first subtract its endpoint values with a linear function of y and then expand the remainder in a Fourier series. However, while theoretically sound, this may cause practical issues, especially when incorporating variable transform techniques into numerical computing packages (e.g. Chebfun) [13] .
3.1. Cosine expansions. Instead, we shall approximate F L (y) using a cosine expansion. The advantage of this expansion is that it retains the key properties of Fourier expansions vis-a-vis resolution power -that is, a factor of π/2 better than Chebyshev expansion -without the requirement of periodicity. In particular, such an expansion (also known as a modified Fourier expansion [2, 11] ) is uniformly convergent for continuously-differentiable functions without a periodicity assumption [1] .
This expansion can be written as
are the coefficients of F L . For a given n ∈ N, we define the discrete coefficients bỹ
where y j = −1 + 2j/n, j = 0, . . . , n and γ 0 = γ n = 1/2 and γ k = 1 otherwise. Note that these coefficients can be computed in O (n log n) operations using FFTs. We now obtain the following approximation to F L :
Observe that if F L is Lipschitz continuous on [−1, 1] then we have the following absolutely convergent expression for the error
. Remark 3.1. Domain truncation followed by approximation is not the only strategy for variable transform methods. A common alternative would be sinc expansion on the real line. However, it has been argued in [14] that this may not be best solution in practice, especially in numerical computing environments where the domain truncation L is typically fixed before approximation. As we show in this paper, the numerical method based on cosine expansions achieves exactly the same convergence rate and resolution power as the corresponding sinc-based method.
Error analysis.
The downside of the cosine-based method over a Chebyshevbased method is that the analysis is more involved, since the function F L (y) is not exactly flat at the endpoints y = ±1. To this end, we now present the following result, which will be crucial later in deriving error bounds for all maps under consideration:
Lemma 3.2. Let ψ : (0, 1) → (−∞, ∞) be an invertible mapping satisfying (2.1) and (2.2), and let f be analytic and bounded in ψ −1 (S β ) for some β > 0, where S β is as in (2.9). Define
and suppose that there exists 0 < τ < 1 such that
where ι + = 1 and ι − = 0, and let p n,L be given by (2.5). If L ≤ n then
for any n ∈ N, whereβ = min{β, 1} and
Note that the second term in (3.5), proportional to M ψ e −βnπ/(2L) , corresponds to the interior error
. We remark also that the condition L ≤ n is not fundamental, and could be relaxed at the expense of a more complicated statement. We include it since it leads to a simpler error bound and is always satisfied in practice for the mappings we use in this paper.
Proof. [Proof of Lemma 3.2] We shall bound the three terms in (2.6) separately. Consider the first term. By (3.2), we have
Hence, we now wish to estimate the coefficients c k . Let t ≥ 1. After integrating the formula (3.1) by parts 2t times we find that
We now wish to estimate |F 
where C is any circular contour of radius 0 < ρ < β/L centred at the point y = a. Note that this contour lies within the strip S β/L and therefore within the region of analyticity of F L . By a change of variables, we find that
where now C is any circular contour of radius 0 < ρ < β centred at the point z = La. Therefore
In particular, we deduce that
By (2.2), we notice that
Substituting this and (3.8) into (3.7) gives
and we now substitute this into (3.6) to get
Using the fact that k>n k −s−1 ≤ s −1 n −s , we deduce the following: (3.10)
We are now in a position to choose t. For this, we consider two cases:
We estimate this using the upper bound in Stirling's formula n! ≤ √ 2πn n+1/2 e −n e 1/12 . This gives
Since the function √ 2xe −2x is decreasing whenever x ≥ 1 we have
and therefore
This now gives
We can use Stirling's formula once more to estimate the second term:
Substituting this into the earlier expression now gives
To complete the proof for this case, it therefore remains to estimate the other two terms in (2.6). For
Case (ii): 0 < βnπ/L < 4. First, set t = 1 so that, by (3.10) and the fact that L ≤ n, we have
Sinceβ ≤ 1 and the endpoint error is the same as in case (i), we get
To complete the proof, we note that 32e 2 /π 2 ≤ 8 √ πe 25/12 < 114 and then combine the estimates from cases (i) and (ii).
4. The exponential map ψ E . In this and the next three sections we analyze the convergence and resolution power for the numerical methods based on cosine expansions for the four maps ψ E , ψ SE , ψ DE and ψ SDE . In doing so, we also determine appropriate choices for the truncation parameter L, as well as the mapping parameter α (where appropriate). We commence with ψ E . 4.1. Convergence. Our main result for ψ E is as follows: Theorem 4.1. Let ψ = ψ E be the mapping given by (2.7). Suppose that f is analytic and bounded in the domain ψ −1 (S β ) for some 0 < β < π. Let M ψ be as in (3.3) and suppose that there exists 0 < τ < 1 such that (3.4) holds with constant N ψ . Let p n,L be the approximation defined by (2.5). If L = c √ n for some c > 0 then
for all n ≥ c −2 (π + log (2)) 2 , where the constant A ≤ 114π 2 ≈ 1125. Proof. We shall use Lemma 3.2. First, we recall from [4] that for 0 < β < π, ψ −1 (S β ) is well-defined and corresponds to a lens-shaped region formed by circular arcs meeting with half-angle at x = 0 and x = 1. Also, for 0 < β < π we havē
It remains to estimate the constant C ψ . We have
Substituting this in to the previous bound now gives the result. Note that the choice L = c √ n is made here to ensure that the two terms in the error expression (3.5) decay at the same, root-exponential, rate. Allowing L to scale either faster or slower with n would lead to a slower convergence rate.
In Fig. 1 we plot the error f −p n,L [0,1] for several choices of c. 2 As with all other experiments in this paper, the results shown in this figure were computed in Matlab using double precision. Theorem 4.1 predicts that the error decays root-exponentially fast in n with index , and precisely π/2 times larger than the estimate for Chebyshev interpolation (see [4, Thm. 3.1] ). This is a well-known phenomenon when comparing Fourier and Chebyshev interpolation for analytic functions [10] and one which perhaps unsurprisingly carries over to the case of variable transform methods for approximating functions with singularities. Note that the endpoint contribution exp(τ c) is identical to that of the sinc and Chebyshev-based methods, as one would expect, since it depends only on the map ψ and not on the approximation scheme used.
Resolution power.
To analyze the resolution properties of ψ E (and the other maps in the paper), we proceed by estimating the quantities M ψ and N ψ for the function f (x) = e −2πiωx . This leads to the following result: Theorem 4.3. Let ψ E be the mapping given by (2.7) and suppose that f (x) = exp(−2πiωx) for some ω ≥ π + log(2). If p n,L is the approximation defined by (2.5) and L = c √ n for some c > 0 then, for n > n
where the constant A > 0 is as in Theorem 4.1 and the function H is given by H(t) = 0 for 0 ≤ t < 1 and H(t) = t arccos(1/ √ t) − √ t − 1 for t > 1. In particular,
Proof. First, consider M ψ . By the maximum modulus principle, we have
After noting that the corresponding term with z = x − iβ is always negative, we deduce that M ψ = exp(πω tan(β/2)). Now consider N ψ . Letting τ = 1 (since f (x) = exp(−2πiωx) is entire), we find that N ψ ≤ 2πω sup |z±L|≤β |f (ψ −1 (z))|. By similar arguments to those given above, we get
The assumptions on L, β and n now give N ψ ≤ 2πω exp 4πωe
Combining this with the estimate for M ψ , we deduce from Theorem 4.1 that
which holds for any 0 < β < π. Besides the factor β −1 , the second term is independent of β. Hence, disregarding the β −2 factor, we now optimize the first term with respect to β. For n ≥ n * the function
has a local minimum at β = 2 arccos((n * /n) 1/4 ) and takes the value −πωH( n/n * ) there. Substituting this into the previous bound and noticing that this choice of β satisfies β ≥ π(1 − (n * /n) 1/4 ) now gives (4.3). For (4.4) we first let n/n * = 1 + kω −1/2 > 1 and then consider the behaviour of (4.3) as ω → ∞. Note that the right-hand side of (4.3) is o(1) for this choice of n as ω → ∞. In particular, for each fixed δ we have f − p n,L [0,1] ≤ δ for all large ω. This now gives the result.
Similar to a result proved in [4] for Chebyshev approximation, this theorem shows that ψ E has sublinear resolution power, scaling quadratically with the frequency. Numerical verification of (4.4) is shown in the left panel of Fig. 2 . Interestingly, the constant c 2 is precisely (π/2) 2 times smaller than the corresponding constant for Chebyshev approximation [4, Thm. 3.2] , as one might expect given the differences in the approximation schemes (recall Remark 4.2). Theorem 4.3 also allows us to examine much more precisely the behaviour of the error for oscillatory functions. This is shown in Fig. 3 . Note the close agreement of the numerical error with the theoretical error bound (4.3). One interesting facet of this diagram is a kink in the error that occurs for ω = 80. This is due to the presence of the two exponentially-decaying terms exp(−πωH( n/n * )) (which corresponds to the interior error) and 2πω exp(−c √ n) (corresponding to the endpoint error) in the error bound (4.3). Since H(t) ∼ πt/2 as t → ∞, the first term exp(−πωH( n/n * )) ∼ exp(−π 2 √ n/(2c)) for large n. Hence, for c < π/ √ 2 this interior error term decays faster than the endpoint error term. Thus, the interior error dominates for small n, but at a certain the endpoint error then begins to dominate, leading to the observed kink in the error graph. Note that this kink may not be observed in finite-precision arithmetic, since the transition may occur when the error is already below machine epsilon. This explains why it is not witnessed for larger values of ω in Fig. 3 .
This kink phenomenon also explains why reducing c in the exponential map so as to get the best resolution power -see (4.4) -is problematic. Although the error does indeed begin to decay for a smaller value of n when c is small, if the kink phenomenon occurs then the error eventually decays at the slow rate of exp(−c √ n).
5. The parametrized exponential map ψ SE . We now turn our attention to the map (2.11).
5.1. Convergence and parameter choices. For our main convergence result for this map, we first require the following lemma:
Lemma 5.1. Let ψ SE be given by (2.11) for some α > 0. Suppose that f is analytic and bounded in the regionS α given by (2.10). Let M ψ be as in (3.3) with β = α and suppose that there exists 0 < τ < 1 such that (3.4) holds with constant N ψ . Let p n,L,α be as in (2.5). If
Proof. We shall use Lemma 3.2. Notice that
and that
We now consider two cases:
due to (5.1) and the fact that |x| ≤ 1. Also
Since α > 0 this function is minimized at x = 1 and therefore
Note that the function | log(1 − x)| is increasing on 0 < x < 1. Hence
Case (ii): x = ±1 fixed, |y| ≤ 1 varying. In this case, we have
where A = exp(π(1/2 − L)/α ± π) and B = exp(π(−1/2 − L)/α ± π), and therefore 
To simplify matters, we now claim that
To see this, notice that both functions are zero when x = 0 and increasing in x. Moreover, their derivatives are For the term log(1+B exp(iπy)) we follow an identical argument. Noting that | log(1− x)| is an increasing function of 0 < x < 1, we now conclude that
Combining this with case (i), we deduce that
and the result now follows from Lemma 3.2. Much like the standard exponential map, the bound (5.2) allows us to determine choices for the parameters L and α. If L is uniformly bounded in n and α/(L−1/2) → 0 as n → ∞, then one readily deduces that the optimal parameter choices are
for constants α 0 , L 0 > 0. From this we obtain the following, which is our main result: Theorem 5.2. Let f be analytic and bounded inS γ for some γ > 0. Let α 0 , L 0 > 0 be fixed and suppose that ψ SE is the mapping given by (2.11) with L = 1/2 + L 0 and α = α 0 / √ n. Let M ψ be as in (3.3) with β = α and suppose that there exists 0 < τ < 1 such that (3.4) holds with constant N ψ . Then, for all n ≥ n 0 = max{α
where M ψ and N ψ are as in Lemma 5.1 and the constant A ≤ 114. Proof. Observe that L > 1/2 for all n, and α/(L − 1/2) ≤ 1/2 and α ≤ 1 for n ≥ n 0 , and that f is analytic inS α for n ≥ n 0 . Hence we may apply Lemma 5.1, to get
We now substitute the values of α and L to deduce the result. 
At first sight, it therefore appears advisable to make L 0 large to obtain the fastest index of convergence. However, as we show next, this will lead to worse resolution properties for oscillatory functions. Moreover, in general taking L 0 large means that the asymptotic root-exponential decay of the error will take longer to onset, since the parameter n 0 in Theorem 5.2 scales quadratically with L 0 .
We first require the following lemma: Lemma 5.4. Let ψ SE be the mapping given by (2.11) and suppose that f (x) = exp(−2πiωx) for some ω ≥ 1. If p n,L,α is the approximation defined by (2.5), then
provided 0 < α < 1 and α/(L − 1/2) < min 1/2, 1/(1 + π −1 log(4αω))) . Proof. As before, we commence by estimating the quantities M ψ and N ψ in Lemma 5.1 for the function f (x) = e −2πiωx for large |ω|. First, consider M ψ . By the maximum modulus principle, we have
Now let us study N ψ . Since we may take τ = 1, we find that
Consider the expression log(1 + x + iy), where |x|, |y| ≤ δ and 0 < δ < 1/2. We have |Im log(1 + x + iy)| = tan
Then we may take
and it follows that
due to the assumptions on α/(L − 1/2). We now apply Lemma 5.1 and (5.4). From this we deduce our main result: Theorem 5.5. Let ψ SE be the mapping given by (2.11) with α = α 0 / √ n and L = L 0 + 1/2 for α 0 , L 0 > 0 and suppose that f (x) = exp(−2πiωx) for some ω ≥ 1. If p n,L,α is the approximation defined by (2.5), then
as n → ∞, uniformly in ω. In particular, the resolution power satisfies
In the right panel of Fig. 2 we show the numerical verification of the resolution power (5.7). Theorem 5.5 also allows us to understand the behaviour of the error for oscillatory functions in more detail. This is shown in Fig. 4 . The numerical error is in good agreement with the theoretical error bound (4.3). Again, we witness a kink phenomenon for a range of ω values. We note also the clear superiority of this method over ψ E for oscillatory functions (compare with Fig. 3 ). 6. The double-exponential map ψ DE . In this and §7 we consider doubleexponential maps. The convergence and resolution analysis is more difficult for these maps, making precise statements (valid for any n ∈ N) harder to obtain. Hence, we now opt for a less formal approach in which we derive asymptotic error bounds as n → ∞. Note, however, that the corresponding results on resolution power remain sharp even with this approach.
We first consider convergence of the double-exponential map ψ DE . For this, we make use of the Lambert-W function [7] . Recall that W (x) is defined implicitly by the relation x = W (x) exp(W (x)) and on its principal branch satisfies W (x) ∼ log x − log log x as x → ∞.
Theorem 6.1. Let ψ DE be the mapping given by (2.8). Suppose that f (x) is analytic and bounded in the domain ψ −1 (S β ) for some 0 < β < 1 and let M ψ and N ψ be as in (3.3) and (3.4) respectively. Let p n,L be the approximation defined in (2.5), where L = 1 + W (cn) for some c > 0. Then
where ρ 1 = exp(βπ/2) and ρ 2 = exp(τ πc/2). Proof. Notice that ψ −1 is analytic in S β for any β < π/2. We now apply Lemma 3.2. The first term in (6.1) follows immediately from the corresponding term in (3.5) . For the second, we need to estimate C ψ . For this, observe that
as n → ∞, where in the second step we use the fact that β < 1, so that Re (exp(L − βe iθ )) = exp(L − β cos θ) cos(β sin(θ)) ≥ exp(L − β) cos(β) > 0 is strictly positive for all 0 ≤ θ < 2π. Hence, as n → ∞,
It is readily checked that the function g(θ) = cos(β sin(θ))e −β cos(θ) satisfies g ′ (θ) = 0 if and only if sin(θ − β sin(θ)) = 0. If 0 < β < 1 then min g(θ) = g(0) = exp(−β) ≥ exp(−1). Hence we now get
as required. Next we address resolution power: Theorem 6.2. Let ψ DE be the mapping given by (2.8) and let p n,L the approximation defined by (2.5). If L = 1 + W (cn) then the resolution power satisfies
Proof. We use the error estimate (6.1). Since this is valid for any 0 < β < 1 we shall consider the asymptotic regime β → 0. In the usual manner,
Let z = x ± iy and write Im 1 1+exp(−π sinh(z)) = ±g(x, y), where g(x, y) = sin(π cosh(x) sin(y)) 2(cos(π cosh(x) sin(y)) + cosh(π sinh(x) cos(y))) .
Since g(x, y) is an even function of x we need only consider x ≥ 0. Also, note that
Hence |g(x, y)| ≤ βπ/4 for all |y| ≤ β provided x ≤ x β , where
Now consider the behaviour of g(x, y) for 0 ≤ x ≤ x β . As β → 0, we have
and this holds uniformly in |y| ≤ β and 0 ≤ x ≤ x β due to (6.3). The function
1+cosh(π sinh(x)) satisfies h(0) = 1/2 and h(x) → 0 as x → ∞. Also, for x > 0,
since tanh(t) is an increasing function. Hence h attains its maximum value at x = 0. Combining this with the previous estimates, we deduce that sup x≥0,|y|≤β g(x, y) ∼ βπ/4, β → 0, and this gives M ψ ∼ exp(π 2 ωβ/2) as β → 0. We now consider N ψ . We have
. 
Now
as n → ∞. Combining this with Theorem 6.1 and the estimate for M ψ we get
+ ω exp (2πω exp(−cπ cos(1)n/2) − πcn/(2 log(cn))) , as n → ∞ and β → 0. Observe that 2πω exp (2πω exp(−cπ cos(1)n/2)) 1, n 2 cπ cos (1) log (2πω/ log(2πω)) .
Hence the second term in the error estimate is exponentially small once n is logarithmically large in ω. Conversely, the first term exp (βπ/2(πω − n/ log(cn))) only begins to decay exponentially once n/ log(cn) ≥ πω, which is equivalent to n ≥ πω log(cω). This now gives the result. Numerical verification of this theorem is given in Fig. 5 .
7. The parametrized double exponential map ψ SDE . We commence with the following: Lemma 7.1. For α > 0 let ψ SDE be the mapping given by (2.12). Suppose that α → 0 and that L is uniformly bounded above and L − 1/2 > 0 is uniformly bounded away from zero. Then the constant C ψ satisfies
SDE is analytic on the domain S β for any β = σα with σ < 1/2 (see Lemma B.1). Now let z = −L + βe iθ . Then, as α → 0, we have
Note that x is exponentially large as α → 0 and negative, since cos(σπ sin(θ)) ≥ cos(σ 0 π) > 0. Hence,
from which it follows that
exp(−σπ cos(θ)) cos(σπ sin(θ)) .
Recall from the proof of Theorem 6.1 that g(θ) = exp(−σ cos(θ)) cos(σ sin(θ)) is minimized at θ = 0 since 0 < σ < 1/2. Hence we now get the result. This leads to our main result on convergence: Theorem 7.2. Let ψ SDE be the mapping defined by (2.12) with
where ρ = max exp π 2 L 0 /(4L 0 + 2) , exp(cτ ) . Proof. Substituting the parameter choices into Lemma 7.1 we find that
for any 0 < σ < 1/2. We now apply Lemma 3.2 to get that
, where ρ 1 = exp(cτ ) and ρ 2 = exp(σπ 2 L 0 /(2L 0 + 1)). We now turn our attention towards resolution power: Proof. By Lemmas 7.1 and B.2 we have
Hence, the right-hand side begins to decay once n ≥ 4Lω. Also, we have
Using the values for L and α, we see that this term is negligible as soon as n is on the order of log ω. Hence the result follows. Numerical verification of this theorem is given in Fig. 5 .
8. Numerical comparisons. We conclude this paper with a numerical comparison of the four maps. This is shown in Fig. 6 . In order to ensure a fair comparison of the various maps, the constants c and α 0 appearing in the parameter choices were numerically optimized. This was done by varying such quantities over an appropriate range and finding the value which minimized the error for each particular function. To make the computations feasible in a reasonable time, we have not optimized over the parameter L in the parametrized maps. Instead, we merely fix several different values of L. Fig. 6 compares the performance of the four maps for three different yet challenging functions to approximate. The first is a singular oscillatory function and the second is a singular version of the classical Runge function. The third function features both singularities and nonuniform oscillations. It is similar to a function used in [18] , yet we have changed several of the parameters to make the function more challenging to approximate.
As is evident from this figure, for the first two functions the new maps ψ SE and ψ SDE offer superior performance over the standard exponential and doubleexponential maps. In both cases the optimal choice of L is the smallest, i.e. L = 0.7. For f 1 this is due to the results on resolution proved in this paper. The behaviour of the error for f 2 is similar, since this function also grows rapidly on the shifted imaginary axis 1/2+iR, much like an oscillatory function. On the other hand, this choice of L leads to worse performance for f 3 , which suggests that the convergence rate for this function is limited primarily by the singularities rather than the oscillations. Note that for f 3 the new maps do not convey any advantage over the existing maps, but the performance is at least similar for the values L = 1.3 and L = 2.
Remark 8.1. Implementation of the parametrized maps in finite-precision arithmetic requires a little care. As discussed in [4] for ψ SE , naive implementations of the inverse maps ψ SDE may result in cancellation errors. Fortunately, these effects can be avoided by implementing terms such as exp(x) − 1 and log(1 + x) using Matlab's expm1 and log1p functions. Another issue is the practical limitation on the parameter values due to the possibility for overflow or underflow. Inspecting (2.11), we see that this will generally occur for the map ψ SE when exp(π/α) exceeds the largest floating point number (≈ 10 308 ), or in other words, α < 0.0044. Similarly, the same issue can occur for ψ SDE when exp(exp(π/(2α))) exceeds 10 308 , or in other words, when α < 0.24. We have used these guidelines throughout the paper when choosing the parameter values. Fortunately, as seen in Fig. 6 , these barriers do not appear to hamper the performance of either map in practice, even for large values of n. 
Here sn(·, ·) denotes the Jacobi elliptic function. The parameters used were
for ψ E , ψ SE , ψ DE and ψ SDE respectively, where the constants c and α 0 were numerically optimized.
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Appendix A. Derivation of ψ SDE . As outlined in the main text, the map ψ SE is given by (2.11). As before, ψ −1 SE is parameterised by a "strip-width" parameter α, and we shall see that the function g −1 will be similarly parameterised by a positive real number γ. In the paper we fix γ = α, but for clarity in the following derivation we allow γ to be distinct from α. For going back and forth between the x and s variables, we therefore have
, we note first that this transformation plays an analogous role to that of sinh in the standard unparameterised double-exponential map ψ −1 DE (s) = exp(π sinh(s))/(1 + exp(π sinh(s))). It is therefore reasonable to begin exploring the question of what might be an appropriate form for a resolution-optimal analogue of sinh by considering the action of sinh on an infinite strip in the complex s-plane. As illustrated in Figure 7 , its action is to "unfold" the strip S π/2 . As the contour lines show, this has the undesirable effect of warping functions in the complexplane in such a way that "strip-behaviour" is not preserved in moving from one domain to the next, particularly in the region of the complex-plane local to [−1/2, 1/2]. This effect contributes to the suboptimal resolution power of ψ DE .
Our remedy is to derive a map which retains a certain amount of strip-behaviour around the real line -an approach very much analogous to that employed in [4] . We proceed as in this case by constructing the transformation 
Fig . 8 . Construction of the map g −1 (s; γ), which transforms a quarter-infinite strip to an "unfolded" quarter-infinite strip. It is derived by first mapping to the upper-half plane, before using the Schwarz-Christoffel transformation to map the destination region. sc ( · ; γ), takes us from the upper half-plane to an "unfolded" quarter-strip; see Figure 8 .
The map g −1 sc can be derived using the Schwarz-Christoffel approach [8] . We begin by setting s 1 = 1/2 + γi, s 2 = γi, s 3 = 0, s 4 = ∞, from which we proceed to identify the Schwarz-Christoffel prevertices η j , vertices s ′ j , and angles δ j as
Note that we are only free to choose the location of two of the non-infinite vertices and thus we enforce the positions of s 
for constants B and C, which may be determined by evaluating the integral exactly, applying the composition given by (A.1), and then enforcing the two conditions s
. This gives us the final map
Note that though g −1 ( · ; γ) was constructed using considerations on a quarter-strip, by the Schwarz reflection principle the map can be extended across the boundaries such that it is in fact valid across the entire strip. This can be seen in Figure 9 . .
Hence Im (z) = 0 if and only if
in which case we have
When k is even Re (z)| y=kα is always positive. If k is odd, then Re (z)| y=kα is negative if and only if |x| < 1/2. Hence condition (ii) holds if and only if
Combining conditions (i) and (ii) together we now deduce that ψ Re (g −1 (x + iy)) ≤ 1/2, Im (g −1 (x + iy)) = (2k + 1)α, k ∈ Z.
By explicit calculation
Re (g −1 (x + iy)) = x + α cos(πy/α) sinh(πx/α) π cosh(π/(2α)) , Im (g −1 (x + iy)) = y + α sin(πy/α) cosh(πx/α) π cosh(π/(2α)) .
Observe that (B.1) cannot hold for y = 0. If y = 0, then it follows that (B.1) holds only if (B.2) cosh(πx/α) = π cosh(π/(2α)) α sin(πy/α) ((2k + 1)α − y) .
Without loss of generality, let k ≥ 0. Since x + iy ∈ S β , and therefore |y| < β < α/2 < (1 − 1/π)α we see that (B.2) only possibly holds for y > 0. Moreover, we must have cosh(πx/α) > cosh(π/(2α)), and therefore |x| > 1/2. But if 0 < y < α/2 and |x| > 1/2 then |Re (g −1 (x+iy)| > 1/2. Hence (B.1) cannot hold, as required.
Lemma B.2. For α > 0 let ψ SDE be the mapping given by (2.12) . Suppose that L is uniformly bounded above and L − 1/2 > 0 is uniformly bounded away from zero for all α. Then, for the function f (x) = exp(−2πiωx) we have M ψ (σα; f ) ≤ exp(2πωσ(α + o(α))), α → 0, and N ψ (σα, L; f ) ≤ 2πω(1 + o(1)), α → 0, uniformly in ω ≥ 0 for 0 < σ ≤ σ * , where σ * ≈ 0.265 is the unique root of σπ + sin(σπ) = π/2 in 0 < σ < 1/2.
Proof. We first consider M ψ :
M ψ = exp 2πω sup x∈R Im ψ −1 (x ± iσα) = exp 2πω sup
where in the second step we use the symmetry relation (2.2). As α → 0, note that g −1 (x ± iσα) ∼ x ± iσα + 2α π exp(−π/(2α)) sinh(πx/α ± iσπ), uniformly in x ≥ 0 and 0 < σ < 1/2. By definition Im ψ −1 (x ± iσα) = α π Im log 1 + exp(π(g −1 (x ± iσα) + 1/2)/α) 1 + exp(π(g −1 (x ± iσα) − 1/2)/α) . Proof. We first show that G(y, σ) ≤ tan(σπ). Fix 0 < σ < 1/2. Rearranging and simplifying, we see that this is equivalent to g(y) = sin(exp(y) sin(σπ))/ sin(σπ) ≤ h(y) = exp(y + exp(y) cos(σπ)).
Observe that g(0) = sin(sin(σπ))/ sin(σπ) < 1 and h(0) = exp(cos(σπ)) > 1. Also, g ′ (y) = exp(y) cos(y sin(σπ)) ≤ exp(y), whereas h ′ (y) = (1 + exp(y) cos(σπ)) exp(y + exp(y) cos(σπ)) ≥ exp(y).
Hence g(y) ≤ h(y), ∀y ≥ 0, as required. We now show that G(y, σ) ≥ − tan(σπ). Rearranging and simplifying once more, this is equivalent to g(y) = sin(2σπ + exp(y) sin(σπ))/ sin(σπ) ≥ h(y) = − exp(y + exp(y) cos(σπ)).
Note that g(0) = sin(σπ+sin(σπ))/ sin(σπ) > 0. Conversely, h(0) = − exp(cos(σπ)) < 0. Also, Thus g(y) ≥ h(y), ∀y ≥ 0, as required.
